In this paper a novel solution method using multiscale and nonlinear signal processing is proposed for the reconstruction of a turbulent phase in AO. Instead of using resolution techniques for inverse problem formulations, we make use of advanced nonlinear and multiscale analysis methods in signal processing for reconstructing the wavefront phase using ideas derived from statistical physics and the framework of Microcanonical Multiscale Formalism (MMF), which is a geometric approach to multifractality. Firstly, geometrically localized singularity exponents and important parameters are computed for atmospheric turbulence. We then design a methodology by which optimal inference across the scales of a turbulent phase is possible, with the help of these parameters, so that this information can be used in turn to reconstruct a high-resolution phase from its low-resolution gradient measurements.
INTRODUCTION
Wavefront phase reconstruction is an area of active research in ground-based imaging. [1] [2] [3] [4] [5] Turbulence in the Earth's atmosphere leads to a distortion of planar wavefronts coming from outer space, resulting in phase distortion, which is in turn responsible for the blurring of images accounting to the loss in spatial resolution power of ground-based telescopes. The common mechanism used to remove phase distortion from incoming wavefront is Adaptive Optics (AO). In some AO systems, an estimate of the distorted phase is obtained from the (low-resolution) gradient measurements of the wavefront collected by a Shack-Hartmann (SH) wavefront sensor (WFS). From these measurements, a controller generates correction signals which are applied as high voltages to actuators placed beneath a deformable mirror (DM). The actuators control the shape of the DM to fit itself according to the incident wavefront, thereby eliminating the phase distortion present in the wavefront. The process is repeated iteratively untill the residual phase error is minimum, and can be expressed as: ψ res (x, y) = ψ turb (x, y) − ψ cor (x, y)
where (x, y) are the coordinates in the telescope pupil, ψ turb (x, y) represents the incident distorted wavefront phase, ψ cor (x, y) corresponds to the phase obtained by the mirror deformation (correction by AO) and ψ res (x, y) is the residual phase (expected to tend to zero with AO correction).
The process of reconstructing the phase from the gradient measurements of the WFS is carried out in the controller. The process is generally seen as an inverse problem, where one tries to estimate the unknown phase values from the low-resolution gradient measurements under noise condition. Solution methods to this problem are broadly classified into two categories 2, 3 : the maximum likelihood (ML) technique and the maximum a posteriori (MAP) technique. The ML method yields to the generalized least squares (LS) solution 2, 6 which is the solution classically used to formulate the phase under real-time constraints. For this paper, we will be comparing the quality of our reconstructed phase with the phase reconstructed using LS technique.
As mentioned earlier, the main cause for wavefront distortion is atmospheric turbulence. Therefore, a better understanding of atmospheric turbulence can help us understand wavefront distortion. The K41 Kolmogorov's theory of turbulence (and its on-going generalizations to take into account intermittency and more accurate behaviour of structure fonctions 7 ), as well as its associated energy cascade description has been the standard strategy to describe atmospheric turbulence. Kolmogorov's model of turbulence has, since then, proved extremely beneficial for experimental purposes; from generating synthetic phase-screens [8] [9] [10] (of a distorted wavefront) to incorporating prior information for solving inverse problems in image restoration. 11 Turbulent flows, although chaotic in nature can be adequately described by a well-defined multiscale and multifractal hierarchy. They are the place where multiplicative cascade phenomena are observed for intensive variables, and coherent structures are related to the transfer of energy between the scales. 7, [12] [13] [14] In multifractal systems, intensive variables display power-law behavior in the vicinity of critical points with power exponents values called singularity exponents.
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In these systems multiplicative cascades phenomena take place within the multifractal hierarchy, they accounts for the energy transport across the scales . 7, 12 Therefore knowledge of the singularity exponents (SE) can provide useful quantitative information on the multiplicative cascade, the underlying multiscale hierarchy and cross-scale energy transfer. They carry the relevant multiscale features of a signal, which is justified from the fact that SE's provide a consistent notion of edge pixel (multiscale feature) across the scales 16 and that this information retained (by the edge pixels) is sufficient in terms of reconstructibility of the whole signal, even in the case of Fully Developed Turbulence. 16, 17 An optimal inference scheme can therefore be achieved through multiresolution analysis (MRA) on the SE's computed on a given phase-screen, in such a way that the MRA allows effective inference across the scales; as a consequence, inferred information can be used to reconstruct high-resolution phase values from their low-resolution gradient measurements. We compare our results with those obtained by linear approaches (herein the LS method), which allows us to offer an innovative approach to wavefront phase reconstruction in AO.
The paper is organised as follows: in section 2 we give a brief overview of MMF followed by description of the experimental data in section 3. In section 4 we introduce our reconstruction technique with the experimantal results discussed in section 5. Finally, we conclude in section 6.
MULTIFRACTAL SYSTEMS AND MMF
In Kolmogorov theory of turbulence, and under conditions of Fully Developed Turbulence (FDT), energy is transmitted successively from the higher size vortices to increasingly lower size vortices, until they are no longer able to retain their distinct characteristics. The range of scales within which the cross-scale energy transfer takes place is defined by two characteristic scales L 0 and l 0 , 0 < l 0 < L 0 , which determines the inertial range. Knowledge of this domain is important in describing the major reasons behind the degradation of images in ground-based astronomy.
18 Let E l (x) be a scale-dependent functional (l denoting the scale, x a point in the pupil plane). In the case of a turbulent signal acquisition like the phase, it is the integral of the signal's gradient norm in a ball of size l centered at point x (see below). Within the inertial range, the process of energy transfer between the successive scales can be defined, with the help of an injection parameter η k (x) as:
for scales l 1 < l 2 . The injection random process η l1/l2 depends only on the ratio of the scales l 1 /l 2 and is independent of the process E l2 (x). It is indefinitely divisible and accounts for the multiplicative cascade:
19 Equation (2) holds only in the distributional sense and does not imply an equality pointwise. A pointwise estimate would however give insight into the process of formation of multiplicative cascades. This leads us to explore alternate models to realize cascades and its underlying multiscale hierarchy.
Within the approaches developed in the past decades to characterize multifractal systems, such as the WTMM method for instance, 12 scaling exponents are accessed through moments of structures functions and consequently are not localized geometrically;
13 the order-p moments, at 2 given scales l 1 and l 2 gives rise to a dependency on the ratio of the scales in terms of some scaling exponents τ p and can be expressed as:
where · denotes spatial average. The exponents τ p are known as the scaling exponents. It has been observed that the behaviour of these scaling exponents as a function of p is a convex curve. 7, 12 This shape of the curve is a common signature of a multifractal system and justifies the existence of multiscale hierarchy within the system. Any functional capable of resolving τ p leads to exactly the same distribution of cascade variable η.
12 Therefore knowledge of τ p can give insight into the process of formation of cascades and thereby to the underlying dynamics of the system. Besides the computational overhead needed in computing the τ p , which would make it difficult for Table 1 . From left to right: True phase used for experimental purpose (size 128 × 128 pixels), psf associated with the true phase, SE's computed over the true phase (using equation (8)) and reconstructed phase using the SE's.
True phase
Point spread function (psf) Singularity exponents (SE) Reconstructed phase an implementation in an AO system, this canonical approach to multifractality does not compute geometrically localized singularity exponents, i.e. the scaling exponents τ p are obtained through the moments of structure functions and correspond to spatial averages. This leads us to turn to microcanonical formulations, such as the MMF.
16, 19
We will say that a signal s is multifractal in a microcanonical sense if, for at least one functional E l (x), it is assumed that for any point x the following equation holds:
where o(l h(x) ) is a quantity that decreases to zero faster than l h(x) for small values of l. The exponent h(x), which is a function of the point x, is called a singularity exponent at point x.
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In practical application, for a signal s, the following scale-dependent functional is used:
with: B(x, l) ball centered at x and of radius l.
Singularity analysis
At each point x in a multifractal signal's domain, we can compute the singularity exponent h(x) defined by equation (4) through log-log regression. A multifractal hierarchy associated to the cascading property in the signal can then be defined by the level sets of the function h(x) as:
16, 17, 19
The SE's for experimental, discretized data can be calculated using different methods. 13 Let T Ψ (E l (x)) be the wavelet projection of E l (x) with mother wavelet Ψ:
We evaluate the SEs by the following approximation, over the finest resolution scale l as:
where T Ψ (E l (·)) ) is the average value of the wavelet projection over the whole signal, and l is chosen to diminish the relative amplitude of the correction term o 1 log l . 
DESCRIPTION OF DATA
The datasets used in our work are of simulated turbulent optical phase provided by the French Aerospace Lab-ONERA. We have 1000 occurences (slices) of turbulent phase and their associated PSF for our experimental purpose. The pupil is defined on 256 × 256 pixels. Data is generated in the FITS format. For the statistical purpose of our experiment we need a set of appropriate sub-images. These sub-images must be as large as possible (for statistical confidence) and clean (without missing pixels). In addition, due to the requirements imposed by our wavelet analysis, we also require these sub-images to be square sampled with the sampling size being a power of 2. To avoid sub-reconstruction and Gibbs phenomena coming from the strong transition associated to the pupil's boundary, we take a sub-image made of 128 × 128 pixels centered in the middle of the pupil of the original phase data. An example of the experimental phase and its associated PSF is shown in two images of table 1.
The low-resolution x and y components of the phase gradient are calculated as follows : from the given phase data, we compute the gradients of the phase and produce an averaged gradient over a window of size 8 × 8 pixels, normalized by the size of the window (64 square pixels) thus resulting in a 16 × 16 sub-image corresponding to the x and y slope measurement of an SH WFS. For our experimental purpose, we have generated gradients of size 32 × 32 pixels and 64 × 64 pixels by the same procedure, normalized by their respective window size (i.e. 4 × 4 pixels and 2 × 2 pixels respectively).
RECONSTRUCTION TECHNIQUE
With the knowledge of the SE's in hand, we formulate the process of reconstructing the wavefront phase from the knowledge of its low-resolution gradient data (as discussed in section 3). Our reconstruction technique is a two-step process. In the first step, which is the analysis part of the algorithm, we try to infer information, along the scales of a high-resolution phase through MRA over the SE's (computed on the high-resolution phase). We have used 3 different types of high-resolution phase's as input to the analysis part : the true phase (provided by ONERA), an average instance of the true phase (calculated by averaging 10 previous and 10 post instances of the true phase) and an FFT based Kolmogorov phase generated using McGlammery method. 8 In the second step, which is the synthesis part, we try to build high-resolution gradients from its low-resolution version using information extracted during the analysis part. The process of reconstruction can be summarized accordingly: • In the analysis part, we do a MRA on the SE's computed over a high-resolution phase. In MRA, every level of decomposition gives rise to an approximation image and three detail coefficients (also called wavelet coefficients, they depend on the wavelet chosen for the MRA), whose size is fourth smaller than the original image.
• We repeat this decomposition process until we have an approximation image whose size is equal to the size of the gradients i.e. 16 × 16 pixels. The detail coefficients for the intermediate levels are stored.
• In the second step, which is the synthesis part, we replace the approximation image (obtained from MRA) with the low-resolution x and y gradients of the phase data (as discussed in section 3).
• Then for each component (x and y) of the phase gradient, we reconstruct the component to desired highresolution (128 × 128 pixels) using the intermediate detail coefficients (stored during the analysis part).
• The wavefront phase is then estimated from the high-resolution reconstructed gradients using a fast Poisson solver.
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We have tested with 37 standard wavelets, belonging to different families, as the wavelet of choice for the MRA. The best results, in terms of reconstruction, are obtained with the Battle-Lemarié wavelet of order 3.
RESULTS AND DISCUSSION
Results obtained show visual resemblance of the reconstructed signal with the original one. We first validate the potential of our algorithm by using the SE's computed on the true phase, as input to the analysis part of our algorithm. The reconstructed phase thus obtained is shown in table 1. Quality of the reconstruction, in terms of the true phase, is compared using the log power-spectral density (psd) and the point spread function (psf), results are shown in table 2 and in table 3 .
Reconstruction has been done for all the 1000 phase-screens provided by ONERA, with gradients of three different sizes (16 × 16 pixels, 32 × 32 pixels and 64 × 64 pixels respectively). We then calculate the residual phase, using equation (1), for all the 1000 reconstructed phases and compute the average power spectral density (PSD) of the residual phases. We then plot the PSD against spatial frequency and compare our results with the LS estimator. The results obtained are shown in table 4. The results clearly show the superiority of our algorithm, with the classical LS estimator, under different levels of SNR (the residual phase error being less in our case). It is seen that for the case when reconstruction is made over gradients of size 16 × 16 pixels, our method has reduced performance compared to the LS estimator. The performance however improves considerably as the level of SNR decreases. Inspired by the results, we repeat the same operation with cases where we take the SE's computed over an average instance of the true phase and a fixed FFT based Kolmogorov phase. Results are shown in table 5 and in table 6 respectively. Here also, we can see that the overall performance of the reconstruction using our technique is much better than the LS estimator, especially in the case of very low-level SNR's.
CONCLUSION
In this paper, we have introduced a wavelet-based new method for the reconstruction of a high-resolution phase from its low-resolution gradients, by propagating the information of a turbulent phase along the scales, from low-resolution to high-resolution. We have proposed an alternate technique for estimating the wavefront phase instead of using the conventional methods of LS solution.
2 The results clearly state the fact that SE's are the ideal candidates in capturing the turbulent information of the phase, and through the use of a proper wavelet (a third order B-L wavelet in our case) the turbulent features of the signal are extracted along the scales, which is then used to reconstruct high-resolution gradients from its low-resolution measurements. The phase is then estimated from the high-resolution reconstructed gradients.
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