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Les modèles de champs neuronaux sont des ou-
tils intéressants pour la modélisation, à l’echelle
mésoscopique, des aires corticales du cerveau. Ils
possèdent les caractéristiques mathématiques qui les
rendent exploitables, à savoir l’existence, l’unicité et la
stabilité (sous conditions) de leur solution. Ainsi nous
décrivons un modèle de l’aire visuelle primaire du cortex
(V1) basé sur ce formalisme. Le pattern d’interconnection
des masses neurales que nous choisissons pour modéliser
V1 définit le rôle fonctionnel que nous souhaitons étudier :
la détection de contours visuels. Ce choix est guidé par la
volonté d’obtenir un modèle biologiquement plausible et
mathématiquement bien posé.
L’intérêt de cette approche est qu’elle permet d’aug-
menter la cohérence des informations locales d’une image
(l’orientation des contrastes locaux) grâce à l’information
contenue dans l’interconnection des masses neurales tout
en enrichissant la représentation de l’image (une carte
discrète position + orientation des contours). Ce modèle
permet de mieux comprendre la perception visuelle biolo-
gique, en particulier la notion de “bonne continuation ” et
la détection des contours manquants ou trop bruités.
MOTS CLEFS
Champs neuronaux, V1, détection de contours, équations
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1 Introduction
Nous utilisons dans cet article pour modéliser V1 une
classe de modèles, nommés modèles de champs neuronaux
[1], dont [2, 3] ont assuré l’intérêt mathématique. Nous rap-
pellerons les faits biologiques constatés par [4, 5] en ce
qui concerne le fonctionnement de V1. Sur cette base, mais
aussi en s’appuyant sur [6], nous choisirons un modèle ex-
plicite de V1 conforme au rôle fonctionnel que nous sou-
haitons voir réalisé par l’aire modélisée : la détection de
contours. L’implémentation d’un tel modèle viendra en-
suite valider cette approche.
2 Champs Neuronaux
Pour résumer brièvement les résultats obtenus dans
[2] avec un formalisme légèrement différent, nous
considérons un continuum de populations de neurones
défini surΩ, un ouvert borné deR2. À chaque population
ou masse neurale localisée enr ∈ Ω, on associe à un temps
t ∈ R+ un potentiel de membrane moyenV (r, t) ∈ R. La
connectivité entre masses neurales est décrite par la fonc-
tion W : R2 × R2 × R+ → R. W (r|r′, t) qui donne l’in-
fluence à l’instant de la masse neurale située enr′ sur




= −lV (r, t)+
∫
Ω
W (r|r′, t)S(V (r′, t))dr′ + Iext(r, t) (1)
où Iext(r, t) est l’entrée extérieure enr (par exemple
thalamique, ou provenant d’une autre aire visuelle) à l’ins-
tantt. S(V (r′, t)) est la fréquence de décharge de la masse
neurale enr′, oùS une fonction sigmoidale (positive, mo-
notone et bornée) de dérivéeS′ bornée. La constantel =
1
τ
> 0 décrit la dynamique des potentiels post synaptiques.
2.1 Existence, Unicit́e des Solutions
Le cadre de l’analyse fonctionnelle permet d’obte-
nir des résultats théoriques intéressants (voir [2] pour les
détails). On suppose que le potentiel de membrane et les
courants extérieurs sont à chaque instant des fonctions de
carré intégrable surΩ (appartenant àL2(Ω)) et qu’il en
est de même de la fonction de connectivité définie sur
Ω× Ω (appartenant àL2(Ω ×Ω)). À chaque grandeurX :
Ωn × R → R (où n = 1, 2) on associeX : R → L2(Ωn).
Le modèle de potentiel des champs neuronaux peut alors
s’écrire :
{
V′(t) = f(t, V(t))
V(0) = V0
(2)
où la condition initialeV0 ∈ L2(Ω) et f : R × L2(Ω) →
L2(Ω) sont définies par le second membre de (1).
Il est prouvé dans [2] grâce au théorème de Picard-
Lindelöf que sous les conditions :
– La fonction de connectivitéW ∈ C(R; L2(Ω×Ω))
– Le courant externeIext ∈ C(R; L2(Ω))
alors, quelle que soit la condition initialeV0 ∈ L2(Ω), il
existe une unique solutionV définie surR et continument
différentiable du problème (2).
2.2 Stabilité des Solutions
Une condition nécessaire à la stabilité absolue est
donnée dans [2]. En effet, avec les notations suivantes
– DSsup = sup
x∈R
S′(x)
– τ = 1
l
– g est définie sur L2(Ω) et g(x)(r, t) =
∫
Ω
W (r|r′, t)x(r′)dr′ (à t fixé g est un opérateur
compact deL2(Ω))
on peut montrer, en exhibant une fonctionnelle de Lyapu-
nov, qu’une condition suffisante qui garantit la stabilitéab-
solue d’une solution de (1) est
DSsupτ ||g||L2(Ω) < 1 (3)
2.3 Discŕetisation
Nous avons choisi ici un formalisme continu car il
correspond bien (en tout cas dans les notations) à notre outil
mathématique qu’est l’analyse fonctionnelle. Néanmoins
la réalité biologique ainsi que celle de la simulation sur
ordinateur veut que le modèle soit discret. En fait la
flexibilité de l’analyse fonctionnelle fait que les raisonne-
ments ci-dessus restent valables pour les réseaux discrets
de neurones et le lien avec le continu est immédiat. On
pourra remarquer que dans le cas discret l’hypothèse de
base, à savoir le caractèreL2 des différentes fonctions, est
systématique.
En particulier, il est possible de traduire la condition
suffisante de stabilité (3) dans un langage discret afin de
pouvoir se servir concrètement de ce crible théorique pour
juger de la stabilité d’un tel champ neuronal avant de
simuler son évolution (voir la section 3.3).
Le modèle jouit donc des propriétés qui le rendent ex-
ploitable. La suite de ce papier a pour but d’utiliser ce cadre
pour modéliser le fonctionnement de l’aire primaire du cor-
tex visuel.
3 Modélisation de V1 et D́etection de
Contours
Nous nous limitons dans la suite à des images sta-
tiques, monoculaires et monochromes. Le modèle est donc
encore loin de la réalité biologique mais reste très instructif
sur les mécanismes de détection de contours dont peuvent
rendre compte les modèles de champs neuronaux. Nous
nous intéressons uniquement à un modèle du fonctionne-
ment de V1 isolé du reste du cerveau (mis à part le stimulus
visuel qui intervient comme entrée du modèle).
3.1 V1 : un réseau d’hypercolonnes
Nous renvoyons le lecteur à [4] pour une descrip-
tion de son architecture fonctionnelle. Nous retiendrons de
l’ensemble de la littérature biologique que V1 peut être
vu comme un réseau discret d’hypercolonnes. Chaque hy-
percolonne correspond à une zone localisée du champ vi-
suel. Chaque masse neurale (groupe cohérent de neurones)
au sein d’une hypercolonne code pour une orientation du
contraste donnée. Toutes les orientations sont représentées
dans un hypercolonne. V1 peut donc être vu comme une
carte discrète de position + orientation du champ visuel.
Le potentiel de chaque masse neurale est dû non
seulement à l’entrée en provenance des zones antérieures
sur le chemin de l’information, mais aussi des corrections
apportées par ses voisins ou par des masses neurales ap-
partenant à d’autres couches. D’un certain point de vue
(réducteur mais instructif) on peut dire que la combinaison
des cellules ON/OFF du LGN sont une première approxi-
mation issue des capteurs physiques et que les corrections
diverses mettent en cohérence ces informations pour crée
un représentation fidèle de l’image initiale.
Il faut noter que la notion d’orientation de contraste en
un point du champ visuel est forcément liée à celle de voi-
sinage ce point. La taille de ce voisinage (qui varie inver-
sement à la résolution) varie en fonction de la masse neu-
rale considérée. Nous travaillerons dans un premier temps
à résolution fixée.
La représentation de ce réseau par un modèle de
champ neuronal nécessite de passer en continu. Nous
considérons donc que V1 est un continuum d’hyperco-
lonnes. Chaque hypercolonne est un ensemble continu de
masses neurales, chacune représentant une orientation de
contour. Autrement dit on se place surΩ × [0, π[ un sous-
ensemble relativement compact deR2×R. Une masse neu-
rale de V1 est donc identifiée par la position pour laquelle
elle coder ∈ Ω et son orientation préféréeφ ∈ [0, π[.
L’équation (1) devient dans ce cas :
dV (r, φ, t)
dt






W (r, φ|r′, φ′)S(V (r′, φ′, t))dr′dφ′ (4)
Iext(r, φ) représente ici l’entrée de V1, autrement dit c’est
une valeur indiquant l’intensité mesurée du contraste enr
dans la directionφ. C’est une fonction qui ne dépend pas du
temps puisque nous nous cantonnons aux images statiques.
Il est démontré dans [3] que dans ce cas il existe une solu-
tion stationnaire(c.à.d. indépendante du temps) unique de
(4). Pour que cette solution soit observable en pratique il
faut s’assurer qu’elle soit stable, or d’après [3] la condition
donnée à la section 3.3 assure que cette solutionV f (r) est
stable. Comme montré dans [3], on trouve cette solution
stable comme étant le point fixe de l’opérateur qui, à une











W (r, φ|r′, φ′)S(V (r′, φ′, t))dr′dφ′
)
(5)
3.2 Connections dans V1
Les connections entre les hypercolonnes de V1 sont
un élément crucial de la détection de contours. En effet ces
connections permettent de mettre en relation les mesures
locales faites à l’echelle des hypercolonnes pour en tirer
une information globale.
Dans la suite de cette section nous allons construire
explicitement une fonction de connectivité. Nous ne
prétendons pas coller parfaitement à la biologie, même si
elle inspire la plupart des reflexions. Nous choisissons la
fonction de connectivité pour qu’elle permette de réaliser
au mieux la tâche de détection de contour(à la manière de
[6]).
Blasdel [7] suggère l’existence de deux types de
connections : les connections locales et les connections
latérales à longue portée. Dans le modèle (4) ceci corres-
pond à écrire :
W (r, φ|r′, φ′) = Wloc(r, φ|r
′, φ′)+ Wlat(r, φ|r
′, φ′) (6)
Cette décomposition ainsi que les expressions deWloc et
Wlat s’appuient sur [8].
Les connections locales, qui connectent les masses neu-
rales d’une même hypercolonne. On les modélise comme
suit :
Wloc(r, φ|r
′, φ′) = δ(r − r′)wloc(φ − φ
′) (7)
où wloc est une fonction de type gaussienne avec un offset
négatif.
Les connections lat́erales, à longue portée, qui
connectent des masses neurales qui sont dites compatibles.
La notion de compatibilité des deux masses signi-
fie que les deux points orientés pour lesquels ils codent
peuvent appartenir localement à la même courbe. Comme
suggéré dans [9], localement, deux points orientés sont
compatibles s’ils sont cocirculaires (i.e. il existe un cercl
auquel ils sont tangents).
Ces connections facilitent les alignements de points
dans le champs visuel. Elles semblent donc responsables
(au moins partiellement) du phénomène de “bonne conti-
nuation”. La “bonne continuation” est un des principes
de l’école de psychologie nommée Gestalt [10], qui veut
que l’Homme ait une tendance spontannée à grouper les
éléments visuels qui suggèrent une ligne continue. Voirpar
exemple figure 1.
FIG. 1. Dans ce schéma on associe naturellement A à A’
et B à B’. La notion de ”bonne continuation” décrit cette
action spontannée.
Du point de vue expérimental, [5] ont mis en évidence
le fait que si la majorité des connections latérales se fait
entre neurones co-alignés (i.e. codant pour 2 points orientés
sur la même droite), il en existe d’autres types. Nous pen-
sons comme [6] que ces neurones compatibles mais non
co-alignés permettraient de détecter des lignes courbesvia
la cocircularité.
Nous représentons les connections latérales comme
suit :
Wlat(r, φ|r





p(θ − φ) (8)
oùθ = arg(r − r′) mod [π].
Il y a 3 idées indépendantes qui mènent à définir ainsi
Wlat :
1. La “Bonne continuation” est locale. Ainsi plus les
masses neurales sont proches, plus elles interagissent,
d’où le facteurf(|r − r′|). f est donc choisie positive
et décroissante surR+∗.
2. La notion de compatibilité de 2 points se traduit par
leur cocircularité, qui est vérifiée, au sens strict, si :
(φ − θ) + (φ′ − θ) = 0 mod [π] (9)
∆lat est donc une fonction de type pseudo dirac
concentrée en 0.
3. Le simple critère de cocircularité donne la même im-
portance aux points co-alignés et aux points parallèles,
ce qui va à l’encontre des mesures expérimentales. En
quelque sorte il faut introduire un facteur d’“inertie”
qui pénalise les courbes sinueuses au profit des lignes
droites (cas oùφ′ = θ). p est donc de type gaussienne
centrée avec un offset négatif.
3.3 Existence, Unicit́e et Stabilité des Solu-
tions
Le choix de la fonction de connectivité et la nature de
l’entrée implique immédiatement que les conditions d’exis-
tence et d’unicité sont vérifiées.
Nous dérivons la formule (3) pour trouver une condition
de stabilité suffisante dans notre cas précis. Comme indiqué
dans l’appendice de [2] on a :
||g||L2 < ||W ||L2 (10)

















On peut donc choisir les paramètres de la fonction de
connectivité pour assurer la stabilité.
3.4 Pyramide de ŕesolution
Jusqu’à présent nous avons considéré un modèle
à résolution fixée alors qu’il est remarquable que la
perception visuelle possède un caractère multiéchelle.
Nous reconnaitrions une forme donnée qu’elle soit grosse
ou raisonnablement petite. Ceci plaide en faveur d’un
modèle multirésolution. D’un point de vue biologique cette
considération semble plausible puisque la taille des champs
recepteurs varie beaucoup parmi les neurones de l’aire vi-
suelle. En ce qui concerne le modèle, ceci revient à identi-
fier une masse neurale non pas uniquement par sa position
r et son orientation préféréeφ mais aussi par sa résolution
ou son échelle.
Sans perte de généralité on peut se représenter le nou-
veau système comme un empilement de champs neuronaux
comme décrit précédemment. Chacune de ces couches
correspond à une résolution donnée. L’interconnectionau
sein d’une couche reste totale mais toutes les connec-
tions venant de l’extérieur d’une couche vers celle-ci sont
considérées comme faisant partie de l’entréeIext(., ., e).
On remarquera que, si l’on considère que chaque
couche possède le même nombre de masses neurales, les
couches à plus faible résolution, autrement dit à grand
champ recepteur, sont moins denses en information que les
autres. On attribue donc moins de masses neurales à ces
couches. D’où l’appellationpyramide de ŕesolution.
Ces couches intéragissent entre elles. D’un point de
vue fonctionnel et d’économie de “temps de calcul” ces
connections seraient principalement top/down. C’est à dire
que les couches à faible résolution se stabiliseraient plus
vite que celle à haute résolution. Elles aideraient ensuite
ces dernières à se stabiliser en leur fournissant une entr´ e
adequat. En effet la “vue” grossière des couches basse
résolution donne une bonne première approximation de ce
que devraient voir les couches haute résolution.
D’un point de vue mathématique nous choisissons
une fonction de connectivité de la sorte :




′, φ′) + Wlat(r, φ|r
′, φ′)
)
+ (1 − H(e − e′))Wres(|r − r
′|, e, e′) (12)
où H est une fonction heaviside etWres(., e, e′) est une
gaussienne donte et e′ règlent l’écart type.
L’avantage de cette hypothèse est qu’elle permet de ne
pas faire exploser les temps de calcul. Il suffit de simuler
le comportement des couches les unes après les autres en
partant de la plus basse résolution, les connections entre
couches se faisant par le termeIext.
4 Réalisation informatique
On abandonne dans cette partie le formalisme continu
pour considérer le problème discret.
4.1 Principe etétapes
Nous souhaitons trouver l’état stable du champ neuro-
nal décrit précédemment lorsqu’on lui présente une image
donnée. Une fois à notre disposition sous forme d’un ta-
bleau à 4 dimensions (position dans le plan, orientation
et résolution) l’état stable peut être interprété et l’on peut
montrer la tâche de détection de contour effectuée dans V1.
L’ensemble de l’opération se déroule en trois étapes :
4.1.1 Calcul de l’entŕee du syst̀eme
Pour chaque masse neurale il faut trouver une valeur
correspondant à l’intensité du contraste dans la direction
et la résolution préférées. Ceci est une information locale
bruitée qui servira de première approximation. Nous uti-
lisons un estimateur de contour local inspiré de celui de
Marr-Hildreth (voir [11]), plus précisément on convolue
l’image avec les dérivées directionnelles d’une gaussienne.
On remarquera en particulier que dans le cas du croisement
de 2 lignes, l’estimateur ci-dessus donne un résulat insuffi-
sant.
4.1.2 Trouver l’état stable de (4)
Nous cherchons à calculer le point fixe de l’opérateur
décrit dans l’équation (5). D’après [3] une méthode effi-
cace pour trouver ce point fixe est d’itérer l’opérateur (5) à
partir d’un état initial quelconque. La condition de conver-
gence vers le point fixe est la contractance de l’opérateur
qui s’avère (d’après [3]) être la même que la condition
de stabilité (3). Comme dit précédemment, nous pouvons
considérer que nous travaillons à résolution fixée puisque
la contribution des différentes couches de résolution est
uniquement feedforward et peut donc passer dans le terme
Iext. Ainsi tout revient à trouver un moyen de calculer effi-





W (r, φ|r′, φ′)S(V (r′, φ′, t))dr′dφ′ (13)
où la mesure est discrète et correspond aux points du
maillage. Il est utile de se représenter une couche de V1
comme une matrice en 3 dimensions dont la hauteur serait
l’axe des orientations possibles et les deux autres axes se-
raient la position sur le champ visuel. Pour chaque masse
neurale d’une couche d’iso-orientation donnée, le pattern
d’interconnection avec ses voisins est géométriquementle
même. Mais il diffère pour 2 couches différentes, plus
précisément entre 2 couches d’angleφ tφ′ le pattern d’in-
terconnection de la 2ème couche est le résulat de la rotation
du pattern de l’autre d’un angleφ − φ′ autour de l’axe des
orientations. Ainsi chaque couche correspond à une couche
du résultat du produit de convolution entre la sigmoide de
la matrice 3D représentant V1 et un masque de connection
en 3D conforme à la description précédente et orienté dans
le même sens que la couche. Voir figure (2)
FIG. 2. On représente ici la façon dont on trouve le point
fixe. Pour la couchei = π4 , on convolue la totalité du
champ neuronal avec un masque spécialement orienté dans
la direction i (et conforme à la section 3), et dont la couche
centrale est représenté à droite. Une fois la convolution
faite on extrait la ième couche. Il faut donc répéter ce pro-
cessus autant de fois qu’il y a de couchespour obtenir une
itération de l’opérateur (5).
En bref une série de convolutions bien choisies per-
met de calculer efficacement l’expression (13).
4.1.3 Interpréter et visualiser le point fixe
L’information contenue dans le point fixe du système
dynamique est très riche puisque c’est une fonction de l’es-
pacer et de la variable d’orientationφ. Il faut donc s’at-
tacher à la visualisation de cette fonction qui reflète la
détection de contours faite dans V1. Pour l’instant, notre
méthode est très simple puisque nous fixons un seuil et
traçons une petite barre à la position et dans la direc-
tion préférée de chaque masse neurale dont le potentiel es
supérieur à ce seuil (voir la figure 4). Il y a dans ce pro-
cessus une perte d’information significative, qui n’a pas
lieu dans le cerveau. Faute de temps, nous n’avons pas en-
core poussé cette étape très loin. C’est pourquoi nous ne
présentons pas de résutats sur images naturelles bien que
les premières tentatives soient prometteuses.
Nous pensons que le point fixe de notre système
est bien plus riche et exploitable que l’image elle même.
L’application d’algorithme classique sur ce point fixe se-
rait donc plus efficace. En particulier nous pensons qu’un
détecteur de Canny serait plus performant sur le point fixe
de V1 que sur l’image initiale.
4.2 GPU
Les étapes de calculs que nous avons précisées dans la
section précédente sont très gourmandes en temps de cal-
cul. Pour des images de1000 × 1000 pixels le processus
dépasse l’heure de calcul. Nous avons donc porté une par-
tie de notre code sur GPU (Graphical Processing Units) afin
d’aller plus vite. Le principe de ces GPU est une grande
parallelisation des tâches. Dans notre cas les opérations
coûteuses sont des convolutions, ce qui revient à des FFT
normales et inverses. Nous avons donc porté le calcul de
ces FFT sur GPU et gagné un facteur 10 environ sur les
temps de calculs.
Cette limitation en temps de calculs nous assure que,
bien que notre démarche consiste à revisiter sous un autre
formalisme des algorithmes classiques, sa réalisation inf r-
matique à cette échelle est nouvelle.
4.3 Résultats
4.3.1 Robustesse
L’idée directrice dans laquelle notre démarche s’ins-
crit est d’extraire des informations d’images naturelles.Un
des premiers tests quant à la validité de notre algorithme
consiste à vérifier sa robustesse à différents bruits. Pour
évaluer cette robustesse notre méthode consiste à présenter
à l’algorithme la même image ayant subi différents brui-
tages (bruit uniforme centré, dégradé simulant un effetde
lumière, biais constant correspondant à un changement de
luminosité) et à comparer les intensités relatives des images
bruités à celles des points fixe bruités. On observe que dans
chaque cas le bruit à été largement atténué dans le pro-
cessus (un facteur 10 environ). Plus précisément, l’étape
du détecteur de Marr-Hildreth ne filtre pas de bruit au
contraire. En revanche la phase d’évolution du système
le diminue drastiquement. Ceci est tout à fait satisfaisant
puisque c’est dans cette phase que notre présupposé de
bonne continuation vient lisser les erreurs localisées.
Notre algorithme est donc très robuste au bruit et per-
met d’analyser les images indépendemment des conditions
d’éclairage.
4.3.2 ”Bonne continuation”
Comme mentionné précédemment on peut considérer
que les connections latérales viennent corriger une
première approximation contenue dans le termeIext. Ces
corrections ont été choisies pour traduire la bonne conti-
nuation des contours des images naturelles. Elle permettent
de corriger les erreurs de mesures et de débruiter en
quelque sorte le signal, mais elles ont aussi un rôle très im-
portant puisqu’elle permettent de séparer les contours qui
se croisent. En effet un détecteur de contour simple (e.g.
Marr-Hildreth) échoue à détecter un croisement, mais d`es
que l’on rajoute des connections latérales on peut détecter
le croisement et séparer les deux lignes (elles sont distinctes
lorsqu’on le représente dans un espace position + orien-
tation). Ainsi lorsque l’on applique notre algorithme de
point fixe à la figure 1 et que l’on observe l’hypercolonne
située a l’intersection des 2 courbes on obtient la figure 3.
Ceci suggère que la représentation neuronale de l’image
FIG. 3. Évolution des valeurs des masses neurales de l’hy-
percolonne à l’intersection des deux courbes de la figure
1 en fonction de la valeur de l’angle pour laquelle elles
codent. L’indicek en abcisse indique l’orientation par la
relation :φ = k π10 . On voit que le système évolue vers un
profil à deux pics pour les angles 0 etπ2 radians.
intègre naturellement le croisement des deux courbes. Il
est désormais simple d’extraire de l’état stable deux parties
indépendantes qui correspondent aux 2 lignes.
4.3.3 D́etection de Contours Manquants
L’enrichissement en information réalisé lors du pro-
cessus a aussi pour effet de faire apparaı̂tre des contours
manquants. Outre les images naturelles où des contours
manquants ou trop bruités sont “retrouvés“, il est possible
d’expliquer en partie les illusions de contours de la Gestalt
(voir figure 4).
5 Conclusion
Nos travaux s’inscrivent dans la continuité de ceux de
J. Petitot [12] et de S. Grossberg [13] et vont dans le sens du
développement d’une théorie mathématique de la percep-
tion visuelle biologique et artificielle, ici basée sur le for-
malisme des champs neuronaux. L’adaptation à d’autres at-
tributs visuels et l’intégration des interactions avec d’autres
aires corticales sont les prochaines étapes de notre travail.
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