Abstract. In this work we propose a new filtering approach for linear discrete time non-Gaussian systems that generalizes a previous result concerning quadratic filtering [A. De Santis, A. Germani, and M. Raimondi, IEEE Trans. Automat. Control, 40 (1995) pp. 1274-1278. A recursive νth-order polynomial estimate of finite memory is achieved by defining a suitable extended state which allows one to solve the filtering problem via the classical Kalman linear scheme. The resulting estimate will be the mean square optimal one among those estimators that take into account ν-polynomials of the last observations. Numerical simulations show the effectiveness of the proposed method.
processes, using sample high-order statistics. The same problem is studied in [18] by using a fixed set of output cumulants. In [19] , on the basis of the knowledge of the output process together with its Kronecker square products, a linear filter with respect to such information process is defined.
In this paper we consider the more general polynomial case, where past values of the output process are also considered.
The paper is organized as follows: in §2 we recall some definitions and properties on the estimation theory in a geometric framework. Moreover, some results on the Kronecker algebra are given. In §3 the non-Gaussian filtering problem is formulated with reference to a linear discrete time system. The augmented state and the corresponding dynamical model generating process are defined. In §4 some theoretical results useful for the practical implementation of the proposed algorithm are reported. Finally in §5 some numerical examples of application are presented, showing high performance of the proposed filter with respect to the Kalman one. The paper ends with a concluding remark in §6.
Preliminaries.

Estimates as projections.
In this section, we will consider the mean square optimal (and suboptimal) estimate of a partially observed random variable as a projection onto a suitable L 2 -subspace. Let ( , F, P ) be a probability space. For any given sub σ -algebra G of F let us denote by L 2 (G, n) the Hilbert space of the n-dimensional, G-measurable, random variables with finite second moment as
where · is the euclidean norm in R n . Moreover, when G is the σ -algebra generated by a random variable Y : → R m , that is, G = σ (Y ), we will use the notation L 2 (Y, n) to indicate L 2 (σ (Y ), n). Finally if M is a closed subspace of L 2 (F, n), we will use the symbol (X/M) to indicate the orthogonal projection of X ∈ L 2 (F, n) onto M. As is well known, the optimal minimum variance estimate of a random variable X ∈ L 2 (F, n) with respect to a random variable Y , that is, (X/L 2 (Y, n)), is given by the conditional expectation (C.E.) E(X/Y ). If X and Y are jointly Gaussian, then the C.E. is the following affine transformation of Y : (2.1.1) E(X/Y ) = E(X) + E(XỸ T )E(ỸỸ T ) −1Ỹ ,
Moreover, defining
(2.1.1) can be also interpreted as the projection on the subspace
Unfortunately in the non-Gaussian case, no simple characterization of the C.E. can be achieved. Consequently it is worthwhile to consider suboptimal estimates which have a simpler mathematical structure that allows the treatment of real data. The simplest suboptimal estimate is the optimal affine one, that is, (X/L(Y ′ , n)), which is given again by the right-hand side (R.H.S.) of (2.1.1). In the following discussion such an estimate will be denoted withX and shortly called an optimal linear one. Intermediate estimates between the optimal linear and the C.E. can be considered by projecting onto subspaces greater than L(Y ′ , n), like subspaces of polynomial transformations of Y. In order to proceed this way, we need to state some results on the Kronecker products [20] that constitute a powerful tool in treating vector polynomials. 
The
where m i denotes the ith column of M. Then the stack of M is the r · s vector
Observe that a vector as in (2.2.2) can be reduced to a matrix M as in (2.2.1) by considering the inverse operation of the stack denoted by st −1 . We refer to [20, Chap. 12] for the main properties of the Kronecker product and stack operation. It is easy to verify that for u ∈ R r , v ∈ R s , the ith entry of u ⊗ v is given by
where [·] and | · | s denote integer part and s-modulo, respectively. Moreover, the Kronecker power of M is defined as
Even if the Kronecker product is not commutative in general, the following result holds [24] . THEOREM 2.2.3. For any given pair of matrices A ∈ R r×s , B ∈ R n×m , we have
where
Observe that C 1,1 = 1, hence in the vector case when a ∈ R r and b ∈ R n , (2.2.4) becomes
Moreover, in the vector case the commutation matrices also satisfy the following recursive formula. LEMMA 2.2.4. For any a, b ∈ R n and for any l = 1, 2 . . . , let G l = C T n,n l so that
Then the sequence {G l } satisfies the following equations:
where I r is the identity matrix in R n r . Proof. Equation (2.2.6) assures the existence of the G l 's and implies (2.2.8). Moreover, using the associative property of the Kronecker product and recalling the identity
with A = I 1 , we have
Then equation (2.2.9) follows immediately by using (2.2.7). We can also find a binomial formula for the Kronecker power which generalizes the classical Newton one. THEOREM 2.2.5. For any integer h ≥ 0 the matrix coefficients of the binomial power formula
where G l and I l are as in Lemma 2.2.4. Proof. Equation (2.2.11) is obviously true for any h. We will prove (2.2.12) by induction for h ≥ 2. For h = 2 it results in
where (2.2.7) has been used. Moreover, using (2.2.12) we obtain
so that the matrix coefficient of a ⊗ b in (2.2.10) (which is equal to I 2 + G 1 by (2.2.13)) agrees with the matrix M 2 1 computed by using (2.2.12). Now suppose that (2.2.12) is true for h ≥ 2. Then we will prove that it is true for h + 1. We have
Hence, taking into account (2.2.10) we have
be random variables and, moreover, suppose that for some integer i, Y 2i dP < +∞. Then we can define the ith-order polynomial estimate
so that a polynomial estimate improves (in terms of error variance) the performance of the linear one. Observe, moreover, that the previous estimate has the form
which justifies the term polynomial used in this paper. If
. Then the C.E. can be decomposed as
where the first term of the R.H.S. of (2.3.2) is the L 2 -limit of a sequence of polynomials of Y . In particular such a sequence can be obtained by projecting X on the subspaces L(Y i , n), so that the difficulty in computing the C.E. is moved to the second part of the R.H.S. of (2.3.2). In any case we can compute the coefficients in (2.3.1) of any finite-rank polynomial approximation of the term (X/H) by using the linear estimate formula given by the R.H.S. of (2.1.1).
Problem formulation.
3.1. The system to be filtered. Let us consider the filtering problem for the following class of linear discrete time systems:
The random variablex (the initial condition) and the random sequence {N(k)} satisfy the following conditions for k ≥ 0:
ii) there exists an integer ν ≥ 1 such that for any given multiindex
iii) the sequence {N(k)} forms withx a family of independent random variables.
Recursive estimates.
It is well known that the optimal mean square state estimate for the state x(k) of the linear system (3.1.1), (3.1.2) with respect to the observations up to the time k is given by the conditional expectation
where F y k is the σ -algebra generated by {y(τ ), τ ≤ k}. Hence there exists a Borel function F such thatx
As we have already seen in §2, the computation of F could be very difficult and, in general, does not produce a recursive algorithm, so it does not turn out to be very useful from an application point of view. If we are interested only in an optimal linear estimate, then we can also express the above estimate in the general recursive form,
In fact the well-known Kalman filter, which gives the optimal linear estimate of the state, is expressed as in (3.2.2) with a linear transformation F . More generally we can consider the set of the recursive Borel transformations of finite memory , that is,
In order to realize (3.2.3) we will adopt the larger class of recursive functions
, n ′ ≥ n, and T is the (linear) operator that extracts the first n components of ξ(k). In particular the method that will be proposed will allow us to obtain an estimate in the form
′ and P is a polynomial transformation. One way to justify (3.2.5) is that a similar form is optimal in some interesting cases [25] .
3.3. The extended system. In order to obtain a recursive estimate like in (3.2.5), as a first step we introduce the following extended vectors:
. . .
with q = n + m and p = ( + 1)m. The model equations (3.1.1), (3.1.2) become
Moreover, let us define the generalized νth-degree polynomial observation as the vector
e (k) . . .
Finally let us introduce the extended state X ∈ R χ , χ = q + q 2 + · · · + q ν :
In the following discussion we will denote with M j i (l) the binomial matrices (2.2.11), (2.2.12) highlighting the dependence by the dimension l of the vectors, and the symbol I i,j will denote the identity in R i j . In order to obtain a recursive filter we need to write an evolution equation for the extended state X (k) and another one that links it to Y(k). For this purpose we can prove the following important result. LEMMA 3.3.1. Let, on the same probability space, {z(k), k ≥ 0} and {N(k), k ≥ 0} be random sequences in R α and R β , respectively, such that ∀k N(k) is independent by {z(k), z(j ), N(j ), j < k}. Moreover, let us assume
where w(k) ∈ R γ and Ŵ, are subsequently dimensioned deterministic matrices. Consider the Kronecker powers of w(k) and z(k) up to the νth order aggregated in the vectors
Then there exists the representation
Moreover, {N (k)} is a zero-mean white sequence such that ∀k N (k) is uncorrelated with {Z(j ), j ≤ k}, with covariance S(k) such that its (r, s)-block is given by
provided that there exist finite all the moments involved.
Proof. Taking the ith Kronecker power of both members in (3.3.8), we have
which can be exploited by using Theorem 2.2.5 so that (3.3.14)
from which (3.3.10) follows. Now, let us consider the above-defined "augmented noise" N (k). From the independence of z(k) and N(k) (and hence, the independence of
. . , i − 1) the zero mean property for N (k) follows, as can be readily verified. To prove the whiteness property, suppose k > j . First of all, observe that because N(k), by the hypotheses, is independent of {z(k), z(j ), N(j ), j < k}, it follows that
is independent of
then for the (r, s)-block of the covariance matrix we have
which follows, as before, by the independence of the random variables involved.
In order to simplify the notation, let us introduce the following symbols for the calculation of the (r, s)-block of the covariance matrix:
where (u, v) ∈ {(r, l), (s, m)}. Then we have
Let us now consider the argument of the expected value in (3.3.16):
Moreover,
by substituting the previous expression in (3.3.17) and then in (3.3.16), taking into account (3.3.15) we obtain formula (3.3.12). Now, we are able to find the "augmented" linear stochastic system that generates the observation powers, as stated in the following theorem. THEOREM 3.3.2. The processes {Y(k)} and {X (k)} defined in (3.3.6), (3.3.7) satisfy the following equations:
e E(N [2] (k)) . . .
e (k),
and {F(k)}, {G(k)} are zero-mean white sequences such that
we have, for the auto-covariances Q(k), R(k) of the noises {F(k)}, {G(k)}, respectively, and for the cross-covariance
the following formulas:
where 
For the sequence {F(k)} and {G(k)} in (3.3.20), we can show their second-order asymptotic stationarity, provided that the originary system (3. 
e (k)), i = 1, 2, . . . , 2ν.
Taking the ith block in the first equation (3.3.19) we have 
we can write the recursive equation
where A 2ν is defined as Equation (3.3.25) is a recursive asymptotically stable equation. Actually, the asymptotic stability of A and the block-triangular structure of A e imply the asymptotic stability of A e itself and, hence, of all its Kronecker powers [20] . This in turn implies the asymptotic stability of A 2ν . The lemma is proven by observing that U 2ν is a constant input. Proof. The thesis immediately follows by using Lemma 3.3.3 and recalling that {F(k)} and {G(k)} are zero mean sequences and observing that their covariances, which are given by (3.3.22), (3.3.23 ), attain to a finite limit if the first 2ν moments of x e (k) are convergent.
Note also that, under the hypotheses of Theorem 3.3.4, the cross-covariance matrix between the augmented noises, given by (3.3.24), is convergent for k → +∞. Equation (3.3.19 ) is a linear model with both deterministic and stochastic forcing terms. Note that each noise is white, but they are correlated with each other at the same instant of time. Moreover, for any k, F(k) and G(k) are uncorrelated with the initial augmented statē X , as easily follows by direct calculation. Then for this model it is possible to determine the optimal linear estimate of the extended state X (k) with respect to the extended observations Y(0), Y(1), . . . , Y(k), by using the Kalman filter in the form which takes into account the cross-correlation between noises [23] . We can obtain the optimal linear estimate of the original state x(k) with respect to the same set of augmented observations by extracting inX (k) the first n components (as can be readily verified by observing the structure of the vectors x e and X ). Clearly this operation produces an estimate in the generalized recursive form (3.2.5). In the following we will denote this estimate withx (ν, ) (k). Observe thatx (ν, ) (k) agrees with the optimal mean square estimate in the (finite-dimensional) Hilbert space H ν, generated by objects as
which is a subspace of L(Y k,ν , n), where
Roughly speaking we can say that the so-defined estimate approximates the projection of x(k) onto L(Y k,ν , n), which is the most general mean square optimal polynomial estimate of fixed degree ν. Note that the relations
hold ∀ν, and, hence, sincex (ν, ) (k) = (x(k)/H ν, ), we have that the error variance
decreases when ν or δ increases. Moreover, becausê
we have also that the expression
decreases when ν or increases. To conclude, we say that the polynomial filter produces an estimate of the state x(k) which is as "nearer" to the optimal one as the parameters ν or are chosen large.
Implementation of the filter.
For computation purposes we need to establish the following result. THEOREM 4.1. Let z ∈ R n . Then, ∀k, the ith entry of
Proof. For k = 1 the theorem is true. Proceeding by induction, from (2.2.3) we obtain .2) for k + 1. Moreover, by (4.1), (4.2), and (4.3),
Finally by denoting l j =l j −1 we have ∀j = 2, . . . , k
which proves the theorem. Note in (3.3.22), (3.3.23), (3.3.24) that we can evaluate the covariance matrices of the noises F(k), G(k) and their cross-covariance from the moments E(x 
In order to evaluate E(x Equations (3.3.19 ) are a state-space model driven by the white noise F(k) and with white observation noise G(k). Then we can obtain the optimal mean square linear estimate of the state X (k) defined in (3.3.7), by using the following Kalman filter equations, which take into account the correlation between noises [21] , [22] , [23] :
where K(k) is the filter gain, P(k), P(k/k−1) are the filtering and prediction error covariances, respectively, and the other symbols are defined as in Theorem 3.3.2. If the matrix CP(k/k − 1)C T + R(k) is singular we can use the Moore-Penrose pseudoinverse. The initial condition for (4.6) isX
and for (4.7) it is
which can be easily calculated by using (4.4), (4.5) . By noting that the optimal linear estimate of each entry of the augmented state process X (k) with respect to the augmented observations Y(k) agrees with its optimal polynomial estimate with respect to the original observations y(k), in the sense of taking into account all of the powers, up to the νth order, of y(j ), j = 0, . . . , k, and all of the cross-products as
s=1 l s ≤ ν, the method proposed yields the optimal polynomial (as specified before) estimate of the system (3.1.1), (3.1.2), and this estimate can be obtained by extracting the first n entries of the estimated extended state XaX (k) given by the Kalman filter. Note that in this manner we have obtained a recursive form as (3.2.5).
As we have already observed, if the dynamical matrix of system (3.1.1), (3.1.2) is asymptotically stable, the covariance matrices Q(k), R(k), and J (k) tend to finite limits as time goes to infinity. In this case we certainly can utilize the well-known steady-state form of the Kalman filter, and then much of the heavier calculations (such as the gain computation) can be performed before data processing.
Reduced-order filter.
A considerable reduction of the filter state-space dimension can be obtained by eliminating the redundancy contained in the vectorX (k). In fact, the block entries ofX (k) are the (polynomial) estimates of monomials in the form: (x e ) l 1 · · · · · (x e ) l h , 1 ≤ l 1 , . . . , l h ≤ q, 1 ≤ h ≤ ν. These terms do not change their values with a permutation of the indices l 1 , . . . , l h , so that the same value can be repeated many times. We can avoid this by using a suitable definition of Kronecker power, instead of the classical one, which eliminates all redundancies, as suggested in [20] . This helps in reducing both memory space and computation time.
Let X = [x 1 . . . x n ] T . We will call the reduced Kronecker power of hth order the following vector:
Note that the entries of X [h] , are those of X [h] , where all the monomials x i 1 · · · · · x i h which differ from each other for a permutation of the indices i 1 , . . . , i h are considered once. Let X (n)
[h] denote the hth reduced Kronecker power of X, where we highlight the dimension n of the vector X, and d(Y ) is the length of a vector Y . Then it is easy to find the following formulas, both giving the dimension of the vector X (n)
)×n h , with the matrices such that
Note that the following identities hold:
In order to obtain an expression for
h , let us consider the ith and i ′ th entries in the vectors
, respectively:
We shall indicate with ζ, η the functions such that
Of course the inverse functions ζ −1 , η −1 are well defined. Moreover, let o(l 1 , . . . , l h ) be the ordering function acting on a h-tuple (l 1 , . . . , l h ). Then the following expressions hold:
0, otherwise;
0, otherwise.
Note that the function ζ is easily obtained by applying Theorem 4.1. Moreover, it is easy to show that
Now, if we define for a fixed ν
then we have
We are now able to write down the reduced-order filter equations. Let X r (k), Y r (k) be defined as
where x e (k), y e (k) are still given by (3.3.1). Then we have for any k
where Y(k), X (k) are given by (3.3.6), (3.3.7) and q and p are the same as in (3.3.1). Moreover, we have that the same relations link the vectorsX (k),X (k/k−1) in (4.4), (4.5) to their reduced counterpartsX r (k),X r (k/k − 1):
By using (4.1.2), (4.1.3), (4.1.4) in (4.6), (4.8) and taking into account (4.1.1), we obtain
which is the reduced-order filter.
Numerical results.
Numerical simulations on an IBM Risk 6000 endowed with "Mathematica" have been performed for two examples in order to test the method. In both of them, we consider the problems of signal and state filtering for the following linear discrete time system, where the state and the output noises are non-Gaussian:
In the first example it is assumed
{f (k)} and {g(k)} are independent, zero-mean random sequences in ( , F, P ) defined as
where χ Q , Q ∈ F denotes the characteristic function of Q and the disjoint events (F 1 , F 2 ), (F 3 , F 4 ) and (G 1 , G 2 , G 3 ) have probability
The optimal linear, quadratic, and cubic algorithms, without memory ( = 0), and the quadratic with = 1 have been implemented. In order to simplify the computations, we have used the steady-state Kalman filter, starting from initial conditions x(0) =x ( As expected, these values are close to the sampled ones obtained via numerical simulation. In Table 5 .1 the sampled variances of the state and signal, obtained with a number of N = 30 and N = 5000 trials, are reported.
In the second example we will see a case where the quadratic filter with = 1 improves not only the simpler quadratic ( = 0) one but also the cubic ( = 0) one, showing the nonexistence of any relation between ν and . Let us consider a scalar system with A = 0.6, C = 0.8, and the following noises:
where the two systems of disjoint events (
For this system the linear, quadratic, and cubic filters with = 0 and, moreover, the quadratic filter with = 1 have been implemented. Similar to the first example, we report the steady-state error covariance matrices S L , S Q , S C , and S Q (which are 1 × 1, 2 × 2, 3 × 3, and 6 × 6, respectively) remarking the entry (1,1): 
Moreover, in Table 5 .2 the error variance results for a numerical simulation with N = 5000 trials are reported. Simulations of higher-order polynomial filters should require a more sophisticated numerical implementation, which is not the aim of this paper.
5.
1. An example of polynomial estimate converging to the C.E. It would be of real practical interest (and also add further theoretic insight) to have some idea about the performance of the polynomial approximation, i.e., about the distance between the ideal and approximate estimate (given a particular model). For this purpose, let us consider the following model:
where {f (k)}, {g(k)} are scalar white sequences defined on some probability space ( , F, P ), independent of each other, defined as f (k)(ω) = −2χ F 1 (ω) + χ F 2 (ω),
where (F 1 , F 2 , F 3 ) and (G 1 , G 2 , G 3 ) are disjoint events having the following probabilities:
P (F 1 ) = 1/4, P (F 2 ) = 1/2, P (F 3 ) = 1/4, P (G 1 ) = 4/7, P (G 2 ) = 2/7, P (G 3 ) = 1/7.
Because (5.1.1) is an instantaneous system it results in x(k) = E(x(k)/y(0), y(1), . . . , y(k)) = E(x(k)/y(k)).
Moreover, x(k) and y(k) assume for any k only a finite number of values. Hence we have
x j P (x(k)/y = y i ) χ {y=y i } (ω).
Moreoever, being Observe that v o = v 5 . This is not surprising because, from the fact that the observation takes values on a finite set of six numbers, it follows that an at most 5th-degree polynomial is the exact interpolator ofx(k) versus y(k).
In this example we can see how the polynomial estimates converge (as the polynomial degree increases) to the C.E., even in a finite number of steps.
6. Concluding remark. The method proposed allows us to obtain recursively a νth-order polynomial state estimate of the stochastic linear non-Gaussian system (3.1.1), (3.1.2). For this purpose, we have defined a new linear system in which the state and the observation are obtained in two steps: first of all by augmenting the original ones with the past values of the observations taken over a time window of fixed length , then by aggregating the previous augmented vectors with their powers up to the νth order. The optimal linear estimate of the extended state with respect to the extended observations agrees with the optimal polynomial estimate (of finite memory ) with respect to the original observations, so that it can be obtained via the well-known Kalman filter.
It should be noted that denoting by σ 2 (ν, ) the signal error covariance (highlighting the dependence from the polynomial order ν and the memory ), from the above-developed theory it follows that for any ν,
Moreover, σ 2 (ν + 1, ) and σ 2 (ν, + 1) are not in any reciprocal relation, and this agrees with the results shown in the numerical simulations where the quadratic filter with = 1 gives, with respect to the cubic one with = 0, a worse and a better result in the first and second case, respectively. Finally, numerical simulations show the heavy inadequacy of optimal linear filtering in a non-Gaussian environment together with the high performance of polynomial filters. Of course this nice behavior is at the expense of growing computational complexity. Nevertheless, it should be stressed that this larger amount of calculations can be performed before the real time data processing, because they are mostly concerned with the computation of the covariance error matrix. Moreover, a further reduction of the filter dimensions can be obtained by using the reduced-order Kronecker powers.
