We present a new Unbiased Minimal Variance (UMV) estimator for the purpose of reconstructing the large-scale structure of the universe from noisy, sparse and incomplete data. Similar to the Wiener Filter (WF), the UMV estimator is derived by requiring the linear minimal variance solution given the data and an assumed prior model specifying the underlying field covariance matrix. However, unlike the WF , the minimization is carried out with the added constraint of an unbiased reconstructed mean field. The new estimator does not necessitate a noise model to estimate the underlying field; however, such a model is required for evaluating the errors at each point in space. The general application of the UMV estimator is to predict the values of the reconstructed field in un-sampled regions of space (e.g. interpolation in the unobserved Zone of Avoidance), and to dynamically transform from one measured field to another (e.g. inversion of radial peculiar velocities to over-densities). Here, we provide a very simple application of the method to reconstruct density and 3D peculiar velocity field from mock SEcat galaxy peculiar velocity catalogs.
INTRODUCTION
Mapping the distribution of galaxies and their peculiar velocity field constitutes a major research area in modern astronomy setting both the observational and theoretical foundations of cosmology and, in particular, of large scale structure (LSS). Within the framework of gravitational instability, the large scale galaxy distribution offers a probe of the nature of the primordial perturbation field, and can be used to set strong constraints on the values of cosmological parameters. However, since astronomical observations give only incomplete and noisy information on the real universe, the recovery of the underlying signal from these observations can be a non-trivial task forcing one to resort to regularization methods, e.g., Wiener filtering (Wiener 1949; Rybicki & Press 1992; Zaroubi et al. 1996) and the Maximum Entropy algorithm (Gull 1989) .
In particular, the WF has been widely applied to galaxy surveys Fisher et al. 1995; Schmoltz et al. 2000) , CMB studies (Bunn et al. 1994; Tegmark & Efstathiou 1997) , and galaxy peculiar velocity catalogs Zaroubi 2000; Zaroubi et al. 1999; . The WF provides an optimal estimator of the underlying field in the sense of a minimum-variance solution given the data and an assumed prior model (Wiener 1949; Press et al. 1992) . The prior defines the data autocorrelation and the data-field cross-correlation matrices. In the case where the data is drawn from a random Gaussian field, the WF estimator coincides with the conditional mean field and with the most probable configuration given the data (see Zaroubi et al. 1995) .
Although the application of the WF is very simple and has proven to be useful for many purposes, it is easy to show that the estimator is intrinsically biased, often in a scale dependent manner. The main cause of this bias stems from the modulation introduced by the Signal/(Signal + Noise) weighting it invokes. This drawback has prevented the use of the Wiener reconstructed maps in many areas, e.g. power spectrum estimations, bias parameter extraction from galaxy peculiar velocity data comparison with Galaxy surveys data, etc. To account for this bias in the power spectrum estimation a correction factor is often applied to the Wiener reconstructed signal (Rybicki & Press 1992; Tegmark & Efstathiou 1997) .
In this paper, we propose a new linear unbiased minimal variance (UMV) estimator that is designed to avoid the intrinsic bias that exists in the WF. This is achieved by solving the minimization equation subject to the constraint of unbiased mean underlying field. To test the UMV estimator we apply it to mock SEcat peculiar velocity data set, a combination of the SFI (Giovanelli et al. 1992 ) and the ENEAR (da galaxy peculiar velocity catalogs, where we recover the distribution of the true density and velocity fields from which the mock catalog is constructed.
The outline of this paper is as follows. The method is presented in § 2. The method is tested using artificial data c 0000 RAS based on simulations in § 3. The results are discussed and the conclusions are summarized in § 4.
THEORY
Consider the case of a set of observations, or measurements, performed on an underlying field s = {sα}(α = 1, ..., N ), or on any field linearly related to s, which yields a set of data points, d = {di}(i = 1, ..., M ). In particular, we are interested in measurements that can be modeled mathematically as a linear convolution or mapping of the underlying field,
where o = Rs and R is an M × N matrix which represents the response or point spread function (hereafter RF) and ǫ is the noise vector associated with the data. The RF will be treated as any function that linearly connects the underlying signal to the data, be it blurring or smoothing introduced by the measurement, some theoretical relationship between two fields, or any other linear transformation on the underlying signal.
In principle, reconstructing s can be accomplished by inverting equation eq. 1. However two main obstacles usually prevent one from pursuing this approach. First, the number of independent data points is usually much smaller than the number of underlying degrees of freedom. Second, the presence of noise can render such a direct inversion unstable and the obtained results meaningless. Due to these potential difficulties one is often forced to resort to some statistical regularization techniques (e.g. WF) in order to solve eq. 1.
Similar to the requirements of the derivation of the WF we assume the prior knowledge of the signal correlation function
where s + is the complex conjugate of the transpose of the underlying signal, and angled brackets denote the ensemble average. Notice, that there have been no assumptions made regarding the actual probability distribution function from which the field s has been drawn. We define the unbiased minimal variance estimator, s U M V = Hd where H is an N × M matrix that minimizes the variance of the residual r = s − s U M V , while satisfying the constraint,
Namely, we are seeking H that minimizes,
where λ is a Lagrange multiplier. The constraint, introduced in eq. 3, assumes that the data is unbiased, namely the errors are random, and therefore requires that the estimator does not alter the value of the measured data points but rather it forces the field to retain the measured values at their appropriate locations. However, this requirement does not guarantee an unbiased variance of the reconstruction, on the contrary one expects that the variance of the reconstructed field is some compromise between the (Signal + Noise) variance of the data points and the assumed variance of the underlying signal.
Carrying out the minimization of eq. 4 with respect to H one obtains an equation that together with eq. 3 are used to solve for H and λ. The solution yields the UMV estimator,
The Lagrange multiplier, λ, is proportional to the (Noise/Signal+Noise) making it dominant when the noise is dominant and small when the Signal/Noise ≫ 1. The difference between the WF and the current estimator is that in the former the term oo + is replaced by dd + , a matrix that includes the noise correlations, an addition that accounts for the signal suppression which renders the WF mean field biased. In the case of R = I (I is the unity matrix) the reconstructed signal at the location of the data points is identical to the data measured values which is consistent with the constraint given in Eq. 3. In the rest of space the degrees of freedom are recovered by interpolating the data points in a manner consistent with the correlation assumed in the underlying theory. The variance of the estimated field is,
where N is the noise correlation matrix. The variance of the residual,
In the case of R = I and the field is estimated in the exact location of the data points, the variance in eq. 6 simply reduces to ss + + N, recovering the power spectrum of the signal + noise at those points. The variance of the residual (eq. 7) at the location of the data points is simply reduced to the correlation matrix of the noise, N. Furthermore, if the data points are uncorrelated with the rest of the underlying degrees of freedom then the reconstructed values, at locations different from those of the data points, are zero (eq. 6) and the variance of the residual at those same locations, as obtained from eq. 7, is simply the underlying prior correlation.
An important additional point is that if the coverage of the data of a given volume is dense, i.e. s has the same number of degrees of freedom as d, then eq. 6 yields s U M V s U M V + = dd + and the variance of the residual is exactly N. In other words, the more data points one has the less the role the prior is playing in the reconstruction. Therefore, if the data coverage is sufficient one can use this estimator to non-parametrically evaluate the power spectrum. Hoffman & Ribak (1991) showed that, within the framework of Gaussian random fields and a given prior, any realization can be split into two parts: the mean field, or the WF field, which is determined by the constraints (data) and the residual field which is a Gaussian random field. Thus, one can make a constrained realization of the underlying field given the assumed prior model and the data.
With the UMV reconstructed field one can produce constrained noisy realizations at every point in space only if the noise in the observed quantity is uncorrelated. The formulation here is quite similar to the constrained realizations procedure of Hoffman & Ribak (1991) ; one produces a random realization of the noisy underlying field and noise, s Noisy (=s +σ), then sample it in the same way the actual data is obtained,
Here,s andǫ are random realizations of the underlying field and the statistical uncertainties, respectively. The noise in the random realization of the dataǫ is related to the noise in the random realization of the underlying noisy fieldσ through the response function,
A constrained realization of the field given the data is given by:
Here s Noisy is the constrained noisy realization. Note that if the noise,ǫ, is correlated one cannot use this formalism as the UMV takes into account only the correlation in the underlying signal. In such a case, one can think of a different approach, where the noise correlation is included in the estimator, in this case one can expand the UMV estimator to have the form,
This kind of noisy constrained realization could be very useful for cases when one has gaps in the data that one would like to fill, not only in a manner consistent with the data but also with the same power spectrum of the Signal+Noise.
APPLICATION: RECONSTRUCTION FROM PECULIAR RADIAL VELOCITY DATA
The UMV estimator can be applied to many areas of LSS and CMB for: 1) interpolating between data points, e.g. filling in gaps in the time-ordered-data to help map-making, bridging the Zone of Avoidance and other uncovered areas in nearly full sky catalogs, etc.; 2) stabilize inversions used to transform one dynamical field to another, e.g. from radial peculiar velocity field to density field; or from redshift to real density.
Here we present an example of an application of the UMV estimator to reconstruct the density and 3D velocity fields from galaxy radial peculiar velocity data. The data set used here is a mock catalog that mimics the SEcat galaxy peculiar velocity catalog (Zaroubi 2000) , which is a combination of the grouped and Malmquist biases corrected SFI (Giovanelli et al. 1992) and ENEAR (da Costa et al. 2000) galaxy peculiar velocity catalogs. The catalog consists of about 2050 objects (≈ 1300 from SFI and ≈ 750 from EN-EAR) for which it provides radial velocities and inferred distances with errors, on the order of ≈ 19% of the distance per galaxy. The sampling is reasonably homogeneous and covers the whole sky outside the ZoA, the radial selection function is uniform out to ≈ 5500 km s −1 . The ZoA is about ±15
• . The SEcat catalog contains distances and peculiar velcoties of both late-type and early-type galaxies, and therefore has the advantage of sampling both high and low density environments minimizing possible biases that may affect reconstruction from catalogs based on a single population of galaxies.
The mock catalog is produced as follows, we first generate a random linear Gaussian realization of density and velocity with a ΛCDM power spectrum (with Ωm = 0.3 & Λ = 0.7). Then the mock catalog is produced so that the locations of the data points in the mock catalog are the same as for those in the real SEcat catalog, however, the values of the radial peculiar velocities are taken from a random Gaussian realization of the underlying fields. The original density field is used for comparison with the reconstructed one.
In this example the data points are given as a set of observed radial peculiar velocities u o i sampled at positions ri with estimated errors ǫi, assumed to be uncorrelated. The observed velocities are thus related to the true underlying velocity field v(r), or its radial component ui at ri, via
We assume that the peculiar velocity field v(r) and the density fluctuation field δ(r) are related via linear gravitational-instability theory, δ = f (Ω)
and Ω is the mean universal density parameter. Under the assumption of a specific theoretical prior for the power spectrum P (k) of the underlying density field, we can write the UMV estimator of the fields as
and,
Assuming linear theory and that the velocities are drawn from a Gaussian random field, the two-point velocityvelocity and density-velocity correlation tensors (bracketed quantities in eqs. 13 &. 14) are readily calculated. The calculation of these matrices is discussed elsewhere (Górski 1988; Zaroubi et al. 1995 Zaroubi et al. ,1999 . We wish to test two aspects of the reconstruction. First, whether the coverage within the assigned area is good enough for a faithful recovery of the underlying signal. Second, whether the noise level allows a reasonable (high Signal/Noise) reconstruction within the 60 h −1 Mpc sphere. The success of the reconstruction is demonstrated in Figure 1. The top-left panel shows the density of the underlying field, used to construct the mock SEcat catalog, at the Z = 0 h −1 Mpc plane, smoothed with 9 h −1 Mpc Gaussian, within a sphere of radius 60 h −1 Mpc; this is the target map which we are attempting to recover. In order to test the quality of the coverage we construct a noise-free mock SEcat catalog which has accurate radial velocities at the locations of the data points. The top-right panel shows the density reconstruction from the noise-free catalog, this map tests mainly the uniformity of the catalog within a sphere of 60 h −1 Mpc. The very good agreement between this map and the target map shows that the coverage of the SEcat catalog is excellent. Next, we test the effect of noise on the reconstruction; here we construct a noisy mock SEcat catalog where the added noise is realistic and corresponds to the quoted Tully-Fisher and Dn − σ errors in the real catalog. The lower-left panel shows density reconstruction from a noisy mock realization of the SEcat catalog. The agreement between this map and the target map is also good (see Figure 3) , though there are some areas where the recovered signal is not very satisfying, especially towards the edge of the sphere. In order to test where the recovered signal is reliable we reconstruct the density field from 30 mock catalogs, with the same underlying field but with different noise realizations, and compare them with the target map. The lower-right panel shows contours of the signal-to-noise ratio, with spacing of 1 and with heavy-solid contour denotes a signal-to-noise ratio of unity. The signal-to-noise ratio in some areas in the map can get up to 15 and in most of the map the signal-to-noise ration is greater than a few. However, if the underlying density is of order zero the signal-tonoise ratio gives a misleading impression about the quality of the reconstruction as in this case it will be always of the order of zero. Therefore, the lower-right panel also shows the area (shaded) within which the error in the density-contrast is less than 0.45.
To demonstrate the stability of the inversion, all the panels, with the exception of the lower-right panel, in fig fig. 2 shows the Wiener reconstructed density field from one of the noisy mock catalogs (the one used on the top left panel) , note that here the WF reconstruction roughly recovers the features in the target map; however, the amplitude of the density is suppressed throughout the plane, reflecting the biased nature of the Wiener reconstruction. Figure 3 shows a scatter plot of the original vs. reconstructed densities within the whole reconstructed sphere. The densities are chosen from areas within which the errors, estimated from Monte Carlos of noisy mock SEcat catalogs, are less than 0.2. The left panel shows the quality of the reconstruction from noise free catalog. While the right panel shows the reconstruction quality from noisy catalog. As expected, the scatter in the right panel is larger. The measured slope is slightly smaller than 1 (≈ 0.98 ± 0.03, the quoted uncertainty is the 1σ error), nevertheless the agreement between the original and reconstructed is excellent.
DISCUSSION
A general framework of linear estimation and prediction by minimal variance subject to a linear constraint in the data has been introduced. The solution of the minimization problem yields the UMV estimator, which is shown to be a very useful tool for reconstructing the large scale structure of the universe from incomplete, noisy and sparse data. The UMV estimator has been designed to overcome one of the main drawbacks of the WF which is that it predicts the null field in the absence of good data, i.e. in the limit of very poor signal-to-noise data the cosmological mean field is estimated, i.e. zero perturbation. In contrast, the UMV estimator does not alter the values of the reconstructed field at the locations of the data point, because it lacks the filtering aspect of the WF, instead it keeps the values of the measured data at the locations of the data points and interpolates between them in accordance with the correlation function assumed in the model. Like the WF the new estimator can be used for dynamical reconstruction, i.e. to reconstruct one dynamical field, e.g. over-density, from another measured field, e.g. radial peculiar velocity. These two properties make the UMV Figure 1 . Testing the method with mock SEcat data. Shown are maps of density in the Supergalactic plane, smoothed with a Gaussian window of 900 kms −1 , G9. Density contour spacing is 0.1, the mean δ = 0 contour is heavy, positive contours are solid and negative contours are dashed. Top-left panel shows the original mock SG-plane. Top-right panel is the reconstruction from a noiseless mock catalog, which shows the uniformity of the sampling and the quality of the interpolation. Bottom-left panel shows a typical UMV reconstruction from noisy data. Bottomright panel shows the signal-to-noise ratio with contour spacing 1., the heavy-solid line indicate signal-to-noise ratio of unity. The shading indicates regions where the error is less than 0.45 estimator a very appealing tool for various applications in LSS and CMB problems.
Constrained realizations of the underlying field (Hoffman & Ribak 1991) will not be possible with the UMV estimator: However, constrained realizations of a noisy underlying field are possible. Such noisy constrained realizations could be very useful if one wishes to fill gaps in the data, e.g. from balloon-born CMB measurements, with a realization that has the same assumed properties of the Signal+Noise.
An apparent difficulty arises from the fact that the current UMV reconstruction assumes linear gravitational instability, yet it is applied to a universe that is non-linear on scales smaller than a few megaparsecs. To obtain non-linear reconstruction of the underlying field, s nl , one can include the non-linear correlation by substituting s nl o + in eq. 5. This of course would only take into account the contribution of the variance and ignore the contribution of higher moments but in many cases this will do.
Here we have applied the method for galaxy radial peculiar velocity data and shown that the reconstruction is unbiased and trustworthy within a very large region of the volume covered by the data. In this context the UMV reconstruction could be viewed as a compromise between the Shown is scatter plot of the underlying density vs. the reconstructed density. The densities chosen are from areas within which the reconstruction error is < 0.2, this error is determined using 30 mock SEcat catalogs. Left panel shows the quality of the reconstruction from a noise-free mock catalog. Right panel shows the quality of the reconstruction from a noisy mock SEcat catalog POTENT algorithm (Bertschinger & Dekel 1989; Dekel, Bertschinger & Faber 1990 ) which assumes no regularization and the WF which relies too heavily on this.
The UMV reconstruction of the over-density and the 3D velocity field from galaxy peculiar velocity catalogs is suitable for bias parameter extraction from a comparison with the respective fields obtained from redshift galaxy catalogs like the PSCz Branchini et al. 2000) . The current estimator allows carrying out densitydensity and velocity-velocity comparisons using the same reconstruction technique .
