Abstract. For a set A of natural numbers, the structural properties are described when the upper asymptotic density of 2A + {0, 1} achieves the infimum of the upper asymptotic densities of all sets of the form 2B + {0, 1}, where the upper asymptotic density of B is greater than or equal to the upper asymptotic density of A. As a corollary, we prove that if the upper asymptotic density of A is less than 1 and the upper asymptotic density of 2A + {0, 1} achieves the infimum, then the lower asymptotic density of A must be 0.
Introduction
Let N be the set of all natural numbers, including 0. Recently, the author discovered that the behavior of upper Banach density is very similar to that of Shnirel man density and lower asymptotic density, while the behavior of upper asymptotic density is not. One theorem about upper Banach density parallel to Mann's theorem is proven in [5] and another theorem about upper Banach density parallel to Kneser's theorem is proven in [6] . The one parallel to Mann's theorem says that for any A and B, one has that either BD(A+B+{0, 1}) =
or BD(A + B + {0, 1}) BD(A)+ BD(B).
The reason for adding the term {0, 1} is to avoid the trivial counterexample of both A and B being arithmetic sequences with the same common difference. For demonstrating the differences between the behavior of upper asymptotic density and the behavior of Shnirel man density and lower asymptotic density, an example is given in [5] . In the example, two sets A and B are constructed so that for any k, one hasd(
In that example, one can find that the upper asymptotic density of A + B + [0, k] does not grow to be more than that of A and B because A and B achieve their upper asymptotic density at different paces. So the natural question to ask now is what is the lower bound ofd(A + B + {0, 1}) when A = B.
During the DIMACS workshop "Unusual Applications of Number Theory" in January, 2000, Freiman showed the author a result about the upper asymptotic density of 2A. He proved the following theorem. Assume 0 ∈ A and gcd(A) = 1. Thend(2A)
. This result is in fact an easy consequence of one of Freiman's theorems [8, Theorem 1.15, page 28]. Since Freiman's theorem will be needed in our proofs, we would like to state it as a lemma below.
For convenience, we would like to point out a weaker form of Freiman's result above about upper asymptotic density.
For any set A withd(A) = α, one has thatd(2A + {0, 1}) 
It is usually the case that after the lower bound of the size of A + B is found, one wants to consider the inverse problem of what conclusion can be drawn when the lower bound is achieved. For example, the Shnirel man pairs and Mann pairs are considered in [3] . A general idea developed by Freiman and others says that if 2A is "small", then A must possess some structure. In fact, Kneser's theorem is a witness of this idea with 2A being replaced by A + B. A variation of Kneser's theorem for 2A proved in [1] is another witness of the idea. There are also many other witnesses of the idea for finite sets. For example, if A is finite and if |2A| = 2|A| − 1, then A is an arithmetic progression [8, Theorem 1.2, page 6]. Freiman proved that if A is finite and |2A| 3|A| − 4, then A is a subset of an arithmetic progression of length less than or equal to 2|A| − 3. Following the same idea, we want to consider the inverse problem for upper asymptotic density. We describe the structural properties of A when the upper asymptotic density of 2A + {0, 1} achieves its infimum. The following is the main theorem of the paper. bn+1 =d(A), there exist two sequences a n : n ∈ N and c n : n ∈ N such that
One can derive an interesting corollary from Theorem 1.3.
Lemmas
We need more lemmas in the proof of Theorem 1.3. Nonstandard methods will be used in and after Lemma 2. 
Proof. Without loss of generality, we can assume that β 1 2 . We can also assume that a = 1 and b = 0 because otherwise we can replace A by A − a + 1, replace B by B − b and apply the following equality: Case 1:
. We prove the lemma by induction on m.
For
Suppose that
This ends the induction.
. By Besicovitch's theorem, one need only to show that
and for m ∈ [k 1 , n + 1], one has
The next lemma is another variation of Besicovitch's theorem.
Lemma 2.2. Let β 0 be a real number and let
A ⊆ [a, a+ n] and B ⊆ [b, b + n] be such that a ∈ A and b ∈ B. Suppose that for each x ∈ [0, n], B(b,b+x) x+1 β. Suppose also that there is a sequence a − 1 = x 0 < x 1 < · · · < x k = a + n and a sequence of nonnegative real numbers r 0 , r 1 , . . . , r k−1 such that for each i ∈ [0, k − 1], r i + β 1 and for each x ∈ [x i + 1, x i+1 ], A(x i + 1, x) x − x i A(x i + 1, x i+1 ) x i+1 − x i = r i .
Then one has
Proof. Without loss of generality, we assume that a = b = 0. By Lemma 2.1, one has that for each i
Hence,
This ends the proof of the lemma. P(Lemma 2.2)
Proof. The inequality r i r i+1 is true because if r i > r i+1 , then
which contradicts the minimality of r i . Also, for each
We would like to use methods from nonstandard analysis from now on. One of the advantages of nonstandard methods is that an asymptotic argument such as upper asymptotic density in the standard world can be translated into a * finite argument in a nonstandard universe. For basic knowledge of nonstandard analysis, the reader is recommended to consult [7] , [4] , or [5] .
We fix an ℵ 1 -saturated nonstandard universe * V in this paper. N N are called hyperfinite integers, denoted sometimes by H, K and N . We write r, s, and t for both standard or nonstandard real numbers and reserve α, β, γ, and for standard real numbers. We write ι for an infinitesimal, i.e., − 1 n < ι < 1 n for every standard positive integer n. We write X, Y for internal subsets of * N. Next we would like to prove a lemma showing how upper asymptotic density can be translated into a nonstandard version.
Lemma 2.4. Let α 0 and let A be a set of standard natural numbers. Then d(A) α if and only if there is a hyperfinite integer H and an infinitesimal
Proof. "⇒": Let b n : n ∈ N be an increasing sequence in N such that
By passing down to a subsequence, one can assume, without loss of generality, that
By the overspill principle, one can find a hyperfinite integer N such that *
Clearly, H is hyperfinite and ι is an infinitesimal. "⇐": For each n ∈ N, let ϕ( * N, * A, n, α) be the following sentence:
V because H is a witness for the existential quantifier. By the transfer principle, we know that ϕ (N, A, n, α) is true in the standard world for every n ∈ N. That meansd(A) α. P(Lemma 2 
We often say that a is insignificant with respect to H if a ∼ H 0. The subscript H will be dropped when it is clear. Now we introduce more lemmas needed in the proof of the theorem. The next lemma is a nonstandard version of Lemma 2.1. Then for each x with 0 ≺ x H,
Proof. Without loss of generality, we assume a = b = 0. We will use a and b for other purposes in the proof. Given a c with 0 ≺ c H, it suffices to show that 
which contradicts that
Hence, 
which contradicts
by the choice of j. P(Claim 2. Then r α. Now the lemma follows from Lemma 2.1 because
Hence we can assume that 0 ≺ b ≺ c in the rest of the proof of Lemma 2.5. Let j ∈ [0, k − 1] be such that x j < z x j+1 . Then r j α because otherwise
which contradicts a condition of this lemma. Hence we have x + 1 α and
Then for each x with 0 ≺ x H, 
Then the conclusion of Part I of Theorem 1.3 is true.
Proof. Let b n : n ∈ N be an increasing sequence in N such that
Then, by the transfer property, *
A(0,bN )
bN +1 ≈ α for each hyperfinite N . Hence, by the assumption of the lemma, one has
This means that for each k ∈ N and each hyperfinite K, the sentence
By the underspill principle and the transfer principle, there exists an Proof. Let b n : n ∈ N be an increasing sequence in N such that
Then one has *
for each hyperfinite integer N . By the assumption of the lemma, there exist c, a
By the underspill principle and the transfer principle, there is an
is true in the standard world. Without loss of generality, we choose l k as an increasing sequence for
, let a n = a n,k and c n = c n,k . For each n l 1 , let a n = c n − 1 = b n . It is easy now to verify that the sequences a n : n ∈ N and c n : n ∈ N are what we are looking for. P(Lemma 2.8)
The next lemma is just an observation and will be used frequently in the proof of the theorem. For notational convenience, we replace {−1, 0} by {0, 1}. By a remark right after Lemma 1.1, one has (2Y + {0, 1})(0, 2H) 2H + 1 One can find such an a in the intersection of a sequence of intervals
Lemma 2.9. Let A be such thatd(A) = α and let H be hyperfinite such that
* A(0,H) H+1 ≈ α. Suppose X = * A ∩ [0, H] and Y = {H − a : a ∈ X}. If 0 ≺ b ≺ H, then (i) Y (0, b) b + 1 α, (ii) Y (0, b) b + 1 ≈ α implies Y (b + 1, H) H − b ≈ α,(iii)Y (0, b) b + 1 α implies Y (b + 1, H) H − b α.
Proof. Part (i) is true because otherwise
and for each x with 0 ≺ x ≺ b i ,
By Lemma 2.9, one has that for each c with a ≺ c H, 
because of the choice of a and 
Proof of Claim 1.3.3 . Suppose there exist a and b, which witness that ϕ is true. 
, and 2x j < x m .
Then for each i < j, one has r i < 1 2 by the choice of x j and the minimality of r i . Note that
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use (2Y + {0, 1})(2x i + 2, 2x i+1 + 1)) + (2Y + {0, 1})(2x j + 2, 2H)
Note that
0. Hence we have 
