Abstract. Two limit theorems are established on the extremes of a family of stationary Markov processes, known as q-Ornstein-Uhlenbeck processes with q ∈ (−1, 1). Both results are crucially based on the weak convergence of the tangent process at the lower boundary of the domain of the process, a positive self-similar Markov process little investigated so far in the literature. The first result is the asymptotic excursion probability established by the double-sum method, with an explicit formula for the Pickands constant in this context. The second result is a Brown-Resnick-type limit theorem on the minimum process of i.i.d. copies of the q-Ornstein-Uhlenbeck process: with appropriate scalings in both time and magnitude, a new semi-min-stable process arises in the limit.
Introduction
In this paper, we continue our investigation on the path properties of q-OrnsteinUhlenbeck processes (q ∈ (−1, 1)) in [11, 48] . These are stationary Markov processes with explicit transition probability density functions. This family of processes have two origins. On one hand, as Markov processes they, more precisely certain transformations of them called q-Brownian motions, arise as a special case of the quadratic harnesses introduced in [10, 12] . In short, quadratic harnesses are centered and square-integrable stochastic processes {X t } t∈[0,∞) such that E(X s X t ) = min(s, t) and for 0 ≤ r < s < t given the past {X u } u≤r and future {X u } u≥t , the conditional mean and variances of X s are in linear and quadratic forms of (X r , X t ), respectively. On the other hand, the q-Ornstein-Uhlenbeck processes and q-Brownian motions arise for the first time in non-commutative probability with the same name, and it is known since the seminal results of Biane [3] and Bożejko et al. [6] that every noncommutative Markov process has a classical Markov process counterpart that we investigate here. In this paper, we shall focus on q-Ornstein-Uhlenbeck processes as classical Markov processes. No knowledge of non-commutative probability is needed.
As the name tells, the q-Ornstein-Uhlenbeck process has an intriguing connection to the well investigated Ornstein-Uhlenbeck Gaussian process: as q ↑ 1, the former converges weakly to the latter. This makes one wonder to what extend the two processes are similar. For each q fixed, however, we have seen that in terms of path properties, the q-Ornstein-Uhlenbeck processes are qualitatively different [11, 48] . For example, each q-Ornstein-Uhlenbeck process has bounded state space [−2/ √ 1 − q, 2/ √ 1 − q], while the Ornstein-Uhlenbeck process takes values in R.
Moreover, we know now that the q-Ornstein-Uhlenbeck processes have jumps, and more precisely for all q ∈ (−1, 1) they behave locally as Cauchy processes: this is established via the framework of tangent processes [25] in [11] ; at the same time, the Ornstein-Uhlenbeck process has continuous sample paths.
In this paper, we study the extremes of q-Ornstein-Uhlenbeck processes, as a continuation of our previous investigations. Extreme value theory for stochastic processes has been extensively developed. There are already excellent monographs on both the general theory [16, 35, 42, 43] and concrete examples from a broad range of applications [2] , just to mention a few. Here, we address two important problems on the extremes of continuous-time stochastic processes, in the example of q-Ornstein-Uhlenbeck processes. The first is to establish the asymptotic excursion probability of the process over a fixed interval. The second is to establish the weak convergence of the maximum process of i.i.d. copies of the same process.
There exists already a huge literature on the two problems for Gaussian processes, and we take the same strategies to investigate the q-Ornstein-Uhlenbeck processes. What makes the analysis of extremes in this case special, however, is the tangent process of q-Ornstein-Uhlenbeck processes at the boundary of the domain, a positive self-similar Markov process that has not been much investigated so far in the literature. As a consequence, a new stationary process arises in the answer to the second question. Below, we first review related results for stationary Gaussian processes, to shed light on the techniques to be applied to the q-OrnsteinUhlenbeck processes, and particularly on the crucial role of the tangent process when answering both questions. We assume stationarity for the sake of simplicity. Many results are known for G (α) being non-stationary. Two questions of our interest here are the following.
(i) Asymptotic excursion probability of stationary Gaussian processes. In a seminal work Pickands [41] showed that
as u → ∞ where H α is the so-called Pickands constant. The Pickands constant can be expressed by
where B α/2 denotes a standard fractional Brownian motion with Hurst index α/2 ∈ (0, 1], that is, a centered Gaussian process with
(ii) Maximum process of i.i.d. stationary Gaussian processes. Let G
. Brown and Resnick [7] and Kabluchko et al. [32] showed that, for b n := 2 log n − 1 2 log log n + log(2 √ π) √ 2 log n and a n := 1
is a max-stable process [15, 26, 29, 30, 46] , now known as the Brown-Resnick process. Here and in the sequel, we let "⇒" denote weak convergence of probability measures [4, 24] .
One way to represent the limiting process ζ (α) is the following. Let {U n } n∈N be enumerations of points from a Poisson point process on R with intensity measure e −u du, and let {B α/2 n } n∈N be i.i.d. copies of a standard fractional Brownian motion, independent from {U n } n∈N . Then one can define ζ (α) via
Brown and Resnick [7] actually worked out first for the case where G is an OrnsteinUhlenbeck process, while the results by Kabluchko et al. [32] allow more general assumptions than (1.1). Since then, the Brown-Resnick processes attracted much attention in the community of extreme value theory. For recent developments, see for example [19, [21] [22] [23] 38 ].
Now we comment on the strategies of the proofs of both results mentioned above. First, it is not a coincidence that fractional Brownian motions B α/2 show up in both results. Indeed, the drifted fractional Brownian motions
as the tangent process of the Gaussian process G (α) , conditioning on G (α) 0 being increasingly large, under the assumption (1.1). More precisely, consider
It is an easy exercise to show that, under (1.1) and under the law P(· | G (α,n) 0 = w),
as n → ∞, by computing the means and covariances. Note that as n → ∞, G
Therefore, we refer to the limit in (1.5) as the tangent process at the boundary, viewing the infinity as the boundary of the domain of G (α) . Intuitively, the limiting process
explains the asymptotic behavior of G (α) right after achieving a high value: it drops down like a drifted fractional Brownian motion, after appropriate normalization. This weak convergence plays an important role in both results described above.
Besides, when establishing (1.2), Pickands developed a simple and yet powerful method, the so-called double-sum method in [41] . This method has turned out to be successful in establishing asymptotic excursion probabilities for stochastic processes and random fields not necessarily stationary or Gaussian. See for example [1, 13, 14, 18, 27] , just to mention a few. When establishing (1.3), another useful tool, the convergence of point processes, is needed. The Poisson point process {U n } n∈N in (1.4) is the limit of order statistics of { G (α,n) i,0 } i=1,...,n . This tool has also been ubiquitous in the literature of extreme value theory. See for example [37, 43] .
1.2. Overview of main results. We establish the counterparts of (1.2) and (1.3) for q-Ornstein-Uhlenbeck processes, denoted by {X (q) t } t∈R from now on. Note that as in the Gaussian case, the processes are symmetric and hence working with the maximum/supremum is equivalent to work with minimum/infimum up to some sign changes. Here, equivalently we work with infimum excursion and minimum process in both problems. The only purpose of this change of convention is for the tangent process to have support on [0, ∞) instead of (−∞, 0].
Recall that the q-Ornstein-Uhlenbeck processes have bounded domain [b
. We will first show under the law P(· |
The limit process Z w is the tangent process at the lower boundary, and from now on is referred to as the tangent process for short. It is a positive selfsimilar Markov process, starting at Z w 0 = w. It is worth mentioning that Z has its connection to a process in non-commutative probability via Biane's construction [3] , as explained in [11] , but we do not need this fact here. In the world of classical probability, however, we do not know any other results on Z besides this limit theorem. The finite-dimensional convergence was obtained in [11] . In Section 3 we establish the tightness, by computing the convergence of semigroups of the corresponding Markov processes and applying a result from Ethier and Kurtz [24, Theorem 4.2.11] .
Once weak convergence to the tangent process is established, the asymptotic excursion probability can be computed by the double-sum method. Theorem 4.2 is the counterpart of (1.2), where we also provide an expression of the Pickands constant in this context. A technical issue is that at a few places we need an estimate of the probability of the type
as w → ∞. For this we need an inequality due to Khoshnevisan [34] , Xiao [50] .
The most interesting result is in Section 5, where we establish another BrownResnick-type limit theorem as (1.3) in Theorem 5.2, in the form of
. copies of the q-Ornstein-Uhlenbeck process. The limit minimum process η can be constructed as
where {W n } n∈N are enumerations of points from a Poisson point process on R + with intensity (3/2)w 1/2 dw, for each n ∈ N the process Z Wn n is a two-sided version of Z starting from W n , and {Z Wn n } n∈N are conditionally independent given {W n } n∈N (see Section 5 for more details). Similarly to the process {U n + √ 2B α/2 n,t − t α } t≥0 , the presentation in (1.4), the process {Z w t } t≥0 drifts to infinity as t → ∞ (see Proposition 2.2) . This process provides a new example to the general framework of stationary systems of Markov processes investigated in Brown [8] , Engelke and Kabluchko [21] .
The limit minimum process provides another rare example of a semi-min-stable process that is not min-stable. Observe that in (1.3) and (1.6), the processes are scaled in both magnitude and time. In general when considering minimum of i.i.d. copies of stochastic processes, it is well known that if the temporal scaling is not allowed, all non-degenerate limit processes that can arise are min-stable processes. If in addition the temporal scaling is allowed, Penrose [40] provided a characterization of all possible limit processes under mild assumptions as the class of semi-min-stable (SMS) processes, which contains min-stable processes as a subclass. At the same time, SMS processes are also min-infinitely-divisible (mini.d.) processes. Notable references on min-stable and min-i.d. processes, or their max counterparts max-stable and max-i.d. processes, include [15, 17, 20, 26, 30, 31, 33, 45, 46, 49] , which provide a general framework to treat such processes by the so-called spectral representations, among other contributions. There exists already an extensive literature on such processes.
As for limit theorems as we considered here, however, very few results are known besides the aforementioned Brown-Resnick processes (1.3) established in [7, 32] . Engelke and Kabluchko [21] established limit theorems for the minimum process of i.i.d. Ornstein-Uhlenbeck processes driven by skewed α-stable noise, and showed that the limit processes belong to the class of so-called Lévy-Brown-Resnick processes, a generalization of Brown-Resnick processes introduced in the same paper. However, it was also shown in [21] that all Lévy-Brown-Resnick processes are min-stable. The first example of limit minimum processes that are SMS but not min-stable is due to Penrose [39] , who examined the minimal distance to the origin of independent Brownian particles, and showed that the limit minimum process is the infimum of countably infinite Bessel processes with scalings and shifts following an independent Poisson point process. To the best of our knowledge, the limit minimum process of i.i.d. q-Ornstein-Uhlenbeck processes is the second example of non-min-stable SMS processes that arise in a Brown-Resnick-type limit theorem.
The paper is organized as follows. In Section 2 we present preliminary results on q-Ornstein-Uhlenbeck processes as Markov processes. In Section 3 we establish the weak convergence to the tangent process Z. In Section 4 we compute the asymptotic excursion probability. In Section 5 we describe the limit infimum process and establish the Brown-Resnick-type limit theorem.
Preliminaries on related Markov processes
We first recall the definition of q-Ornstein-Uhlenbeck processes, denoted by
The marginal distribution of the q-Ornstein-Uhlenbeck process is a symmetric probability measure supported on b
and has probability density function
This distribution is sometimes called the q-normal distribution and appears also as the orthogonality measure of the q-Hermite polynomials [28, Section 13.1]. It is known that X (q) is a stationary Markov process with càdlàg trajectories, with the transition probability density function f
Here and below, we write
The above densities can be found at [9, Corollary 2] . See also [47] for more background.
Most time we shall work with a transformation of X (q) , namely
We let p (q,ǫ) s,t denote the transition density function of X (q,ǫ) :
and p (q,ǫ) the marginal probability density function
Another Markov process we will work with is the tangent process Z which takes values in (0, ∞) and has transition density function
The transformed process X (q,ǫ) is convenient to work with, since we have shown in [11] that lim
s,t (x, y) = p s,t (x, y) for all 0 ≤ s < t, x, y > 0. We shall strengthen this result to the convergence of the semigroups in Section 3, which leads to the weak convergence of X (q,ǫ) to Z w under the law P(· | X (q,ǫ) 0 = w). Throughout, we denote the transition functions of the Markov processes X (q,ǫ) and Z respectively by
for all t > 0, A ∈ B(R + ), and the corresponding semigroups by
and (2.3)
Strictly speaking the semigroups are not defined on the same space of functions, but this will cause little inconvenience when proving convergence, as explained in Theorem 3.2. For now, in (2.2) and (2.3) it suffices to consider f ∈ B([0, ∞)), the space of bounded and measurable functions on [0, ∞).
It is shown in [47] that the semigroup of
Here we show that {P t } t≥0 is also Feller. Let C(R) denote the space of all continuous functions on R + := [0, ∞) such that lim x→∞ f (x) = 0, equipped with the sup norm f ∞ := sup x∈R+ |f (x)|.
Lemma 2.1. The semigroup (P t ) t≥0 is a Feller semigroup in the sense that for all f ∈ C(R + ), P t f ∈ C(R + ) for all t > 0 and lim
Proof. From (2.3), the fact that P t f is continuous follows from the dominated convergence theorem. To see lim x→∞ |P t f (x)| = 0, for all ǫ > 0 choose M ǫ > 0 such that sup y>Mǫ |f (y)| < ǫ, and observe lim sup 
To see this, we have
On the right-hand side of the last inequality above, the first term can be arbitrarily small by taking δ > 0 small enough due to the continuity of f at x, and the second term goes to zero as t ↓ 0.
Throughout, we use a generic symbol P to denote the laws of different Markov processes, for the sake of simplicity. These processes are not necessarily defined on a common probability space, but we always assume that they take values in the space D. Moreover, when indicating the law of a Markov process, either X (q,ǫ) or Z, starting from a fixed point w at time zero, we use the notation P(· | X (q,ǫ) 0 = w) or P(Z w ∈ ·), respectively. An important property of the tangent process is self-similarity. That is,
, for all w, λ > 0.
Here and in the sequel, we let ' d =' denote 'equal in finite-dimensional distributions'. It is also useful to keep in mind that the Markov process Z has stationary distribution with density proportional to w 1/2 dw. This is easy to see as, for π(w) = w 1/2 , we have π(x)p s,t (x, y) = π(y)p s,t (y, x) for all s < t and x, y > 0. So the stationary distribution is infinite. Another useful fact is that the process Z is transient. 
For the first term on the right-hand side above, it can be bounded by
For the second term on the right-hand side of (2.5), for δ > 0 fixed, using the formula of
We have thus verified that Z w satisfies the two conditions in [5, p. 89, (4.24)].
Weak convergence to the tangent process
In this section we prove the following weak convergence of the tangent process. [24, Theorem 4.2.11] states that the desired convergence follows from
which is equivalent to (3.1), and the convergence of the initial distribution. The latter convergence is obvious.
We prepare a few lemmas to start with. For convenience, write p
Lemma 3.3. For all q ∈ (−1, 1), there exists a constant C depending only on q, such that
For the second, since (see [11, Section 2.1])
For the third term, since
and min |x|,|y|≤
The desired inequality now follows.
In the sequel, for sequences of real numbers {a ǫ } ǫ>0 and {b ǫ } ǫ>0 , we let a ǫ ∼ b ǫ as ǫ ↓ 0 denote the asymptotic equivalence lim ǫ↓0 a ǫ /b ǫ = 1.
Proof. Indeed, it suffices to consider δ ∈ (0, 1) such that for all x ∈ [−δ, δ], | log(1 + x)| ≤ 2|x| and |e x − 1| ≤ 2|x|. For such a δ, let ǫ 0 be small enough such that for all ǫ ∈ (0, ǫ 0 ), γ(ǫ) < δ/2. Then, for all ǫ ∈ (0, ǫ 0 ),
and thus
Proof. Recall (3.3) . From now on, assume x, y ∈ [0, M 2 ]. The convergence of the first term on the right-hand side of (3.3) does not depend on x nor y. For the second term, the numerator 4 − (2 − yǫ 2 ) 2 ∼ 2ǫ √ y as ǫ ↓ 0, and the asymptotic equivalence is uniform for y ∈ [0, M 2 ] (recall the convention 0/0 = 1). The denominator can be expressed as
which is asymptotically equivalent to
We have thus shown that the first two terms in (3.3) converges uniformly to p 0,t (x, y) · (q)
For this purpose, we show
. Uniform convergence (3.4) follows from Lemma 3.4 and the identity
For the uniform convergence (3.5), consider
and write, omitting the arguments for the sake of simplicity, (3.6)
To deal with the first term on the right-hand side of (3.6), one can show that there exists a constant C such that for all x, y ∈ [0,
So Lemma 3.4 tells that the first term on the right-hand side of (3.6) tends to one uniformly. For the second term, observe that
and one can show similarly as above that
The proof is completed.
Proof of Theorem 3.1. It suffices to prove (3.1). Consider two constants M 1 , M 2 > 0 to be determined later. Then,
For f ∈ C(R + ), the second term on the right-hand side above is arbitrarily small by taking M 1 sufficiently large. For the first term on the right-hand side above, it can be bounded from above by, for ǫ < (4/M 2 ) 1/2 ,
0,t (x, y)dy, by Lemma 3.3, there exists a constant C depending only on q and t, such that
(ii) For sup x∈(M2,4/ǫ 2 ] P t (x, [0, M 1 ]), it is bounded from above by 2tM
2 ), by recalling (2.1).
(iii) Next, we prove
Since when ǫ is small enough, sup x∈[0,M2],y∈[0,M1] p 0,t (x, y) = 2 √ M 1 /(πt 3 ) < ∞, now (3.7) follows from Lemma 3.5. To sum up, we have shown that, there exists a constant C depending only on q and t, such that lim sup
Taking M 2 = 2M 1 and M 1 arbitrarily large, the desired result follows.
Asymptotic excursion probability
The goal of this section is to establish the asymptotic excursion probability by Pickands' double-sum method [41, 42] .
To define the so-called Pickands constant in this case, we first define
where Z w t is the Markov process with transition density function (2.1) starting from w. We first show that H(T ) < ∞. For this purpose, we need the following lemma due to Khoshnevisan [34] , Xiao [50] .
Lemma 4.1. Let {X t } t≥0 be a strong Markov process on [0, ∞) with transition probability P X t . Then, for all constants S, T such that 0 ≤ S < T < ∞,
By this lemma,
By the density formula of p s,t in (2.1), for w ≥ 2, the numerator is bounded from above by 8T /(πw 2 ). For any δ ∈ (0, T ∧ 1), the denominator is bounded from below by (4.1) inf
So we have shown that there exists a constant C such that
The main result of this section is the following.
as ǫ ↓ 0, where
T is a well-defined, strictly positive and finite constant.
The constant H is the so-called Pickands constant in this case. Throughout we fix L > 0. It is convenient to work with X (q,ǫ) . So we write
and introduce
The idea of the double-sum method is to observe, for N T,ǫ = ⌊L/(T ǫ)⌋,
. Now, we start with two lemmas on the limits of the two summands above.
Lemma 4.3. For all q ∈ (−1, 1), T > 0,
Proof. By the Markov property, we write
keeping in mind that the integrand is zero for w > 4/ǫ 2 . Introduce
The goal is to show
as ǫ ↓ 0, by applying the dominated convergence theorem. The pointwise convergence is straightforward: we have . For p (q,ǫ) , observe that for some constant C,
For an upper bound of s (q,ǫ) T , observe that by Lemma 4.1
We shall derive an upper bound of s (q,ǫ) T (w) from here for w ≥ 2 first. For the numerator of the right-hand side of (4.6), we have for some constant C,
where the last inequality follows from (3.2).
For a lower bound of the denominator on the right-hand side of (4.6), we use, for some δ ∈ (0, (T ∧ 1)),
The last term above is strictly positive for ǫ small enough, again by Lemma 3.5 and (4.1). So we have shown
To sum up, we have shown that there exists constant C such that for ǫ small enough,
Therefore the dominated convergence theorem yields the desired result.
Proof. We start by showing that the summation of infinite probabilities is finite. For this, by the Markov property,
where in the inequality we applied the inequality that p 0,t (w, y) ≤ 2 √ y/(πt 3 ) (see (3.2) ). Thus,
Now for each i ≥ 1, notice that the two events A = w. Since the original q-Ornstein-Uhlenbeck process is stationary, so is X (q,ǫ) . It then follows that X (q,ǫ) has the same semigroup as X (q,ǫ) . In particular,
= w , for all w > 0.
Therefore, we have
Similarly as in Lemma 4.3, we show by the dominated convergence theorem that
and (4.10)
Indeed, the pointwise convergences are straightforward, and it remains to find integrable upper bounds. In addition to s
We have, for some constant C not depending on i,
where the last inequality we applied (3.2), and the integral is finite because of (4.7). Therefore,
This and (4.5) yield (4.9). For (4.10), express the double sum as
Now (4.8) and (4.11) provide an integrable upper bound for the integrant above, and thus yield (4.10).
Proof of Theorem 4.2. Applying the previous two lemmas to (4.4) , we obtain, for all S, T > 0,
Again by Lemma 4.3, we have
So we have H(T ) ≤ (⌊T ⌋ + 1)H(1) for all T > 0, whence lim sup T →∞ H(T )/T ≤ H(1) < ∞. Next, the left-hand side of (4.12) is bounded from below by
which is strictly positive for S large enough. Fix such an S, and taking the limit on the right-hand side of (4.12), it follows that lim inf T →∞ H(T )/T > 0. Now, taking the limit on both sides of (4.12), we have that
That is, H in (4.3) is a well-defined finite constant, and we have seen that it is strictly positive. The proof is thus completed.
Minimum process
n,t } t∈R be an independent copy of X (q) . We consider the non-degenerate limit for the process
as n → ∞ in the space D(R), for some {a n } n∈N and {b n } n∈N appropriately chosen. We first describe the limit process denoted by η ≡ {η(t)} t∈R below. This is a stationary process based on a stationary system of Markov processes considered in [8, 21] . It is also a new example of the so-called semi-min-stable (SMS) processes introduced in [40] .
5.1. Representations of limit minimum process. We provide two representations of the limit minimum process. Recall that we characterize the tangent process {Z t } t≥0 by its semigroup (2.3). The initial distributions that we shall consider are all in the form of a unit point mass at some point w ∈ (0, ∞), denoted by δ w . For both representations, we need to consider the two-sided extension of Z w as a process defined on R, still denoted as Z w as follows. Let Z w,± ≡ {Z w,± t } t≥0 be two independent Markov processes with the same semigroup (P t ) t≥0 and initial distribution δ w . We assume that Z w,+ is in D([0, ∞)), and Z w,− is in the space of functions that are left-continuous with right limits. Set Z otherwise. In this way, Z w is in D(R). We refer to the so-defined Z w as the two-sided tangent process defined on the real line starting from w. Let {W n } n∈N be enumerations of points from a Poisson point process defined on R + with intensity (3/2)w 1/2 dw, and for each n ∈ N, let Z Wn n be a two-sided tangent process on R starting from W n . It is assumed that {Z Wn n } n∈N are conditionally independent given {W n } n∈N , and in D(R). Equivalently, {Z Wn n } n∈N can be viewed as a Poisson point process, and the aforementioned construction is a special case of the general framework of stationary systems of two-sided Markov processes considered in [8, 21] . Now we consider
Lemma 5.1. The process {η(t)} t∈R is in D(R) almost surely. It is a stationary process with marginal distribution
and finite-dimensional distribution, for all m ∈ N, t 1 , . . . , t m ∈ R, x 1 , . . . , x m > 0,
Proof. We first show the process is in D(R). For this purpose, it suffices to show when restricted to any finite interval [0, L], the process is in D([0, L]). Indeed, consider the set of indices
Then,
and it suffices to show that |A L | is almost surely finite. By the property of Poisson point process, |A L | − 1 is distributed as a Poisson random variable with parameter
which is finite almost surely because of (4.2). Now, (5.2) tells that almost surely over any finite interval, the process η is the pointwise minimum of a finite number of processes in D, and hence also in D.
The expression of finite-dimensional distributions follows from the definition of Poisson point processes. From there to obtain the marginal distribution, observe that
By self-similarity (2.4), the integration on the right-hand side above equals
where in the second equality we used the fact that the stationary distribution of the Markov process Z has density proportional to w 1/2 dw. A similar argument shows the stationarity of the one-sided process by computing finite-dimensional distributions. For the stationarity of the two-sided process, it suffices to recall the construction of {Z for all h ∈ R. Now, we provide another representation of η as a SMS process introduced by Penrose [40] . This class of stochastic processes forms a special class of the mini.d. process. Recall that a non-negative stochastic process {Z t } t∈R is said to be min-i.d., if for all n ∈ N, there exists i.i.d. stochastic processes {Z (n) i } i=1,...,n such that
Furthermore, Z is said to be SMS with parameter (α, β)
In particular, if Z is (α, 0)-SMS, then it is also a min-stable process with marginal α-Weibull distribution; or equivalently, 1/Z is an α-Fréchet max-stable process. (Here it is only a matter of convention that which type of extreme value distributions to choose; most literatures are based on either Fréchet or Gumbel distributions.) An important result is due to Penrose [40] , who proved that the class of SMS processes coincides with the all the limit minimum processes of i.i.d. copies of stochastic processes with appropriate scalings in both time and magnitude. It is well known that when no temporal scaling is allowed, then the limit process is necessarily min-stable, although allowing temporal scaling does not necessarily lead to a nonmin-stable process (e.g. the Brown-Resnick process)
. Surprisingly, we are aware of only one example in the literature, due to Penrose [39] , where the limit process is SMS but not min-stable. Here, the process η in (5.1) provides another example of such type. To see this, we derive an equivalent spectral representation of η. Observe
where we applied the self-similarity property (2.4) of Z and change-of-variable y = w 3/2 . This yields
where {W n } n∈N are enumerations of points from a standard Poisson point process, and {Z 
The main result of this section is the following theorem.
Theorem 5.2. For all q ∈ (−1, 1),
To prove the weak convergence in (5. . We first introduce some notations for the transformed q-Ornstein-Uhlenbeck processes. Set
Consider the order-statistics of {W
The event that all the inequalities above are strict has probability one, and we shall focus on this event in the rest of this section. For each n, order accordingly
Lemma 5.3. for each i fixed, 
as n → ∞.
We now rewrite for each t ∈ R, the left-hand side of (5.5) as 
, t ∈ R. The desired limit theorem now follows from the following three statements: 
By the convergence of order statistics established in (5.7), we know that
which is also finite almost surely. Therefore, for all δ, κ > 0 there exists m κ,δ ∈ N such that
We show and Z
Wj j
both have jumps at t .
The first event on the right-hand side above has zero probability. For the second, consider the discontinuity points, equivalently the jumps, of Z = w dw.
As we have seen in Lemma 4.3 before, as n → ∞ the last term above is asymptotically equivalent to 3 2
which is finite for κ = 0. This implies (5.14) and hence (5.9). It remains to show (5.10). This follows from the pointwise convergence of η ≤ κ to η over any finite interval, thanks to the presentation (5.2) before.
5.3. Asymptotic tail independence of the limit minimum process. As a process that arises in the investigation of extremes, the tail dependence of η is of natural interest. Notice that the tails of our interest are as x ↓ 0. For the sake of convenience we consider the transformed process ξ(t) = η(t) −3/2 , t ∈ R, a semi-max-stable process with standard 1-Fréchet marginal distribution (P(ξ(t) ≤ x) = P(η(t) ≥ x −2/3 ) = exp(−x −1 )). The bivariate tails of ξ are asymptotically independent in the sense that the coefficient of residual tail dependence [36] is 1/2. More precisely we have the following. Then, by self-similarity (2.4) of the tangent process,
