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ABSTRACT 
We explore different multi-stage and multi-constraint modelling strategies using the Hybrid 
Reverse Monte Carlo (HRMC) technique to develop realistic models for the amorphous 
structure of silicon carbide derived-carbon, and investigate the effect of modelling parameters 
on the development of nano-structural features of the constructed models. It is shown that 
application of long simulations with slow thermal quench rate is essential for modelling of 
amorphous structures. Nevertheless, very slow quenching rates are shown to lead to the 
formation of configurations with large fraction of sp2 carbon, lacking the level of disorder 
required to match structure-related experimental data. The predicted gas adsorption isotherms 
are very sensitive to the pore size distribution (PSD), thus the final structure must reasonably 
reproduce the total pore volume and pore size distribution of the experimental sample. The 
frequently-observed strong first peak of the DFT-based PSD obtained from argon adsorption 
is shown to be an artifact of argon inaccessibility. Pore accessibility analysis of the 
constructed models, as well as MD simulations of gas transport demonstrate that the HRMC 
constructed structures contain short-range structural anisotropy, however the models are 
successful in capturing the long range internal energy barriers of amorphous carbon for 
methane. 
*To whom correspondence may be addressed. Tel.: +61 7 3365 4263. Email: s.bhatia@uq.edu.au.  
  
  
2 
 
1. Introduction 
The realistic modeling and computational characterization of amorphous materials is a major 
challenge for theoreticians interested in the prediction of transport properties of such 
materials, with fluid transport being strongly controlled by the topology and morphology of 
the adsorbent structure [1]. The inapplicability of conventional transport models for materials 
with nanoscale confinement is now well established [2-4]. Further, for amorphous materials, 
the geometry of the pore wall, as well as morphology of the solid-fluid interface is highly 
irregular at microscopic scales, so that the complexity of the boundary conditions makes the 
established theoretical analysis of the particle motion and fluid  transport essentially 
intractable [5]. In principle, molecular dynamics (MD) simulation can provide exact results 
for the prediction of fluid transport in such disordered confined spaces; however the 
reliability of the results obtained from MD depends on the use of realistic adsorbent models 
and potentials. Such models should represent the topology and morphology of the solid 
structure with sufficient accuracy to reasonably reproduce the surface heterogeneity and 
internal energy barriers of the system. Lattice abnormalities including surface roughness and 
corrugation of the pore walls in addition to interconnectivity of pore spaces, play an 
important role in the adsorption and diffusion of fluid molecules in amorphous materials, 
which therefore should be realistically represented.  
During the last two decades two major modeling approaches have been employed for 
atomistic modeling of disordered porous media: the constructive modelling techniques and 
the mimetic approach. Reverse Monte Carlo modeling (RMC) is the major development in 
the former class of modelling techniques, which is based on matching experimental 
correlation functions of the sample obtained from diffraction data with those generated from 
molecular simulations by stochastic sampling of the amorphous material. The idea of 
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matching experimental distribution function of the actual sample with that of an atomistic 
model using Monte Carlo methods was first examined by Kaplow et al. as early as mid-1960s 
[6]. They matched radial distribution functions of amorphous and hexagonal selenium 
obtained from X-ray diffraction with that of the perturbed atomic configuration of the model. 
Nevertheless, major advance was not achieved until late 1980s, when McGreevy and Pusztai 
introduced their Reverse Monte Carlo (RMC) algorithm [7]. In their method, a 3D model of 
the experimental sample is constructed in such a way that the atomic configuration of the 
model is consistent with the experimental structure factor (SF) and radial distribution 
function (RDF). Here, the atomic configuration of the model is stochastically generated using 
the Metropolis Monte Carlo (MMC) technique with Markov chain sampling, while the RDF 
or SF of the model is matched with corresponding experimental data, as the target function. 
The matching procedure is performed based on minimization of an error norm written for the 
discrepancy of either the experimental SF or the RDF with simulation in every MC trial 
move, given by 
   .	 
  	.	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where nexp is the number of experimental data points, σexp is the experimental error and g(r) is 
the radial distribution function. Nevertheless, RMC suffers from a well-known problem, in 
that the solution to the 3D reconstruction of the disordered material is not unique due to the 
large number of degrees of freedom of the system. This drawback was originally 
acknowledged by McGreevy [7]. The other pitfall associated with the RMC algorithm is that 
this method makes no assumption regarding interatomic potentials, as the configuration of the 
system evolves through consecutive MC moves, which often leads to the generation of 
unphysical configurations [8]. For amorphous carbon this can lead to the formation of highly 
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strained 3-member or 4-member carbon rings [9, 10]. Some authors attempted to address this 
drawback by using extra structural constraints on the main RMC algorithm. In 1996, Rigden 
and Newport [10] developed a variation of the constrained RMC algorithm (CRMC) for the 
modeling of diamond-like amorphous hydrogenated carbon with unusual properties. Their 
modified version of the RMC algorithm constrains the formation of unphysical 3-membered 
carbon rings, as well as carbon atoms that are bonded to more than four atoms in their 
vicinity. Shortly after, O’Malley and co-workers [11] introduced a CRMC algorithm for 
modeling of the structure of glassy carbon by controlling the atomic coordination number of 
the system following  
.  	
  ./	.  (2)
where fRMC is the fraction of properly coordinated atoms in the RMC configuration, freq is the 
target fraction of properly coordinated atoms and wc is the weighting factor. Further 
applications of the CRMC algorithm by Walters et al. [12], Thomson and Gubbins [13] and 
Pikunic et al. [14, 15] yielded some success, while still demonstrating the presence of 
unphysical configurations in constructed models of disordered carbon, which appeared to be 
an intrinsic byproduct of the RMC algorithm [8, 9]. The major improvement in this regard 
was the development of the Hybrid Reverse Monte Carlo (HRMC) technique [9, 16-18]. The 
new algorithm performs conventional CRMC simulation, while simultaneously implementing 
an energy minimization scheme using reactive force fields. Therefore, the final 
configurations obtained from HRMC-based algorithms are energetically stable and physically 
more meaningful, while at the same time mimicking experimental structural factor data.  
Another approach in atomistic modeling of amorphous materials is based on mimetic 
methods, which are designed to simulate the actual synthesis process of the porous structure 
without using any empirical structural parameter. Nevertheless, this approach is still at early 
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stages, since our knowledge of the mechanisms active during the synthesis process at the 
atomistic level is limited, and the actual experimental synthesis time is well-beyond the 
capability of current computational resources [19]. Recently, pseudo-mimetic modelling 
techniques such as Quench Molecular Dynamics (QMD) have been proposed to alleviate 
general pitfalls of the mimetic approach [19-21], in which the topology and morphology of 
the porous structure is reproduced using conventional molecular dynamics simulation with 
reactive force fields. The simulation starts from a high temperature vapor or liquid phase and 
employs a thermal quenching procedure to finally cool down the system at ambient 
temperature [19, 20]. Several authors have reported qualitative agreement of pore structure 
(pore size, pore volume and surface area) with experimental values using such quenching 
protocols [19-24]. Nevertheless, despite moderate success, this method is unable to 
satisfactorily capture topological and morphological characteristics of the experimental 
sample. In contrast, it is well-demonstrated that realistic modeling of disordered porous 
materials is better achieved using the Hybrid Reverse Monte Carlo modeling (HRMC) 
technique, so that the final constructed model can reproduce many characteristic properties of 
the experimental sample including structural features, equilibrium gas adsorption and 
transport properties of the fluid in the target material [18, 25-29].  
While more successful, accurate modeling of amorphous materials using the HRMC 
method is still a daunting task due to the intrinsic difficulty of solving inverse problems, 
which are in general ill-posed. The major drawback is the lack of adequate structural data 
obtained from experiment, based on which reconstructive modeling techniques strive to 
reconstruct the actual structure of the experimental sample. Towards overcoming this 
drawback, we demonstrate here that a comprehensive range of experimental data needs to be 
used during and after the modelling to ensure that the final constructed model is able to 
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capture the properties of the experimental sample that are of interest, specially gas adsorption 
and fluid transport at different thermodynamic conditions. Importantly, the structural 
properties of the final model are greatly influenced by the constraints and the modeling 
parameters employed during the HRMC simulation. This includes choice of the quenching 
scheme in the simulated annealing process [30], application of structural constraints and use 
of important weighting factors for each constraint. In this work, we study the effects of such 
modeling parameters on the quality and performance of the final constructed structure. We 
construct the atomistic structure of the silicon carbide derived carbon (SiC-DC) based on 
diffraction data obtained from neutron scattering experiments. Three different models are 
constructed using different structural constraints and quenching schemes based on the same 
set of diffraction data. We study the structural characteristics and transport properties of the 
constructed models and demonstrate that for reliability of an atomistic model it is necessary 
to perform a wide range of validations, including investigations of structural properties, as 
well as the adsorption equilibrium and transport properties of the model. 
2. Theoretical background 
The HRMC algorithm makes use of an energy-based constraint, while at the same time 
matching the experimental error norm given by Eq. (1). Similar to the RMC algorithm, the 
simulation scheme employs conventional trial MC moves to minimize a total error χ2  [9] 

   


2 

 (3)
here, the structural error norm 
  is scaled by  , which is the RMC weighting factor for 
the ith data point. Similarly, the energy constraint E is scaled by the Boltzmann weighting 
factor  .  , which is in fact a weighting factor for the conventional Monte Carlo part of the 
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algorithm. Any extra constraint can also be introduced to the main RMC algorithm to better 
reproduce structural features of the experimental sample. In this case, for every additional 
constraint a new error term will be added to the total error norm along with its corresponding 
weighting factor. Thus, the total error can be rewritten as the “sum of individual cost 
functions” following [31] 

    
  
 



 (4)
where, the sum i is calculated over the number of constraints and j over the number of fitted 
data points within the ith constraint. Every cost function is a squared difference between the 
experimental or target value of Aijexp. and the simulation value of Aijold, scaled by weighting 
factor Wi, as described by Opletal et. al [31].  
 
In our study, in addition to the SF and RDF constraints, we have employed a “3-
member ring elimination constraint” [31] to restrict formation of unphysical 3-membered 
carbon rings, by rejecting the trial moves which lead to formation of such structural defects. 
Additionally, we have made use of a porosity (pore volume) constraint developed by Opletal 
et al. [31]. This constraint controls the pore volume of the model by mimicking the 
experimental porosity of the target experimental sample through grid occupancy of the 
simulation cell, with associated error [27, 31]  

    / (5)
where f0 is the current fraction of occupied cells by at least one atom; WV is the error norm 
representing the discrepancy between the experimental and simulation skeletal volume 
fractions; and the parameter α defines the desired occupancy of the grid cells (i.e., α = 1 – 
porosity). The pore volume of the sample is calculated based on the equation given below 
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here  and are the bulk density and the experimental skeletal density of the sample 
respectively. The pore volume Vp is required to calculate desired occupancy α, in Eq. (5). In 
principle, the simulation evolves by minimizing the total error term 
  given by Eq. (4), 
so that trial moves are always accepted when 
  is smaller than 
 . If MC moves lead 
to situations, where 
 is larger than 
 , trial moves will be only accepted through an 
acceptance probability following [31] 
   !1, #! "!	 $ (7)
The minimization is performed via the simulation annealing procedure [30] in such a 
way that the initial configuration of the system is first melted at high temperatures and then 
gradually quenched down until the total error norm, 
, is converged within a small 
stopping criterion [8, 9, 16]. The quenching scheme can be designed in different ways. In 
general, a linear quenching procedure, where the temperature is linearly decreased with the 
number of trial MC moves may be used, however for more amorphous structures application 
of exponential functions with very slow quenching rate is advisable [27]. Here the key point 
is the use of an appropriate reactive force field, which should be able to capture interatomic 
interactions at different length scales. Among the large variety of potentials available in the 
literature for carbonaceous materials [22, 32, 33], we have utilized the Environment-
Dependent Interatomic Potential (EDIP) of Marks [34, 35], shown to provide a sufficient 
physical description of disordered carbonaceous structures [16]. It can capture atomic 
interactions over distances approaching the interlayer spacing distance of graphite, which 
makes it more suitable for modelling disorder of carbon structures compared to short-range 
interatomic potentials [25]. The EDIP potential determines the potential energy of the carbon 
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model as a sum of a two-body pair energy term (%) and a three-body angular penalty (%#) 
following 
%   %&' , ()   %#'
$
, ' , * , (

 (8)
The two-body pair energy U2, as well as the three-body angular potential U3 is a function of 
interatomic distance ('), bond angle (*) and generalized atomic coordination (() given 
by 
(  +  ,#+&  ,#+#  ,+ (9)
where + is the spherical coordination component, , and ,# are switching functions 
identifying two and three coordinated atoms,  describes dihedral rotation, π-repulsion at a 
threefold site, and π-repulsion at a twofold site [34]. 
3. Computational details 
We have developed three different atomistic models (namely models A, B and C) using the 
HRMC technique for the microporous structure of silicon carbide derived carbon (SiC-DC) 
synthesized in our laboratory by chlorination of 50 nm size βSiC particles at 800 °C. The 
models are constructed based on a unique set of static structure factor data obtained from 
neutron scattering experiment with the sample, covering a wave vector range 0.2 < q < 50 Å-1 
using the SANDALS small angle neutron diffractometer at ISIS - Rutherford Appleton 
Laboratory, U.K. Details of the synthesis process of the carbon sample, as well as the 
diffraction experiment at ISIS are given elsewhere [27, 29, 36]. The radial distribution 
function of the sample is obtained by the Fourier inverse transform of the experimental 
structure factor data [8]:  
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here, ρ is the number of atoms per unit volume and q is the magnitude of the scattering vector 
as a function of the scattering angle θ, and the scattering radiation wavelength λ, given by [8]  
/  12. 789 
;
<
=  
(11)
The simulation procedure for the three models is different in terms of their initial 
configurations, initial temperatures, quenching schemes and rates, number of modelling 
stages, as well as type of the structural constraints that have been employed for each model. 
A 3-member ring elimination constraint and an energy constraint have been used for all three 
models; however the RDF, SF and porosity constraints have been utilized differently for 
different cases. For all models, the bulk density is set equal to the experimental bulk density 
of the carbon sample (0.951 g/cc of solid), which is the bulk density of the fully converted 
SiC-DC, estimated based on the density of the silicon carbide precursor (3.17 g/cc).  A 40 Å 
cubic unit cell has been used for all HRMC models. Here, we note that the unit cell 
dimension should be at least twice the size of the largest structural feature detected in the 
experimental radial distribution function (RDF) to accommodate different structural features 
of the sample. For the reconstruction of the highly disordered SiC-DC structure we found 
that, while application of simulation unit cells larger than 40 Å is computationally extremely 
expensive using the HRMC method, they did not lead to any significant improvement in 
accuracy of isotherm prediction. Thus, a 40 Å unit cell is adequate for the present study, 
which is supported by the fact that the measured RDF, to be subsequently discussed, showed 
no features beyond about 10 Å. Linear or exponential quenching schemes were employed to 
cool down the system to an equilibrated temperature of 300 K, which is close to that of room 
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temperature for the actual sample. In the linear scheme initial and final temperatures of the 
system were defined and the temperature was quenched down over consecutive MC steps 
linearly between the two pre-defined temperatures. For an exponential quenching scheme, 
temperature and SF/RDF weighting factors were scaled down according to  
   > ? '    (12)
   > ? '/ (13)
here, subscripts i and n denotes the initial and any arbitrary state of the system respectively; 
qr represents the quench rate; and “step” refers to the simulation step number in millions. 
Every simulation run consists of two parts, a main and a data part, following Opletal et al 
[31]. During the main part, scaling factors of the modeling constraints are in effect, and 
atomic configurations of the system are allowed to change. However, during the data part, the 
system is assumed to be in equilibrium, so that the weighting factors of the modelling 
constraints do not change any more. In this part statistical data of the system is collected. The 
modeling parameters and procedures for each HRMC-constructed model are discussed in the 
sections 3.1 to 3.3 and a useful summary is provided in Table 1. The detailed reasons for 
choice of the modeling procedures and associated parameters are thoroughly discussed in 
Sections 4.1 and 4.2. Fig. 1 illustrates snapshots of the HRMC constructed models discussed 
here. 
3.1 . Model A 
Model A was started from a FCC lattice initial configuration. The RDF is the only structural 
constraint that was imposed on the system, in addition to the 3-member rings elimination 
constraint. Initial temperature and initial scaling factor of the RDF constraint (σexp.) were set 
to 10,000 K and 0.045 respectively. Both energy and RDF constraints were scaled down 
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using an exponential quenching scheme with a quench rate equal to 0.997. The simulation 
was performed for 1.167>109 MC steps to reach equilibrium and the statistical data was 
collected over an additional 107 MC steps. 
3.2 . Model B 
This model was constructed through a two-stage modeling procedure, similar to what we 
originally used in our previous publication for HRMC modeling of SiC-DC [27]. Both SF 
and RDF constraints were used for model B. For the first stage (Model B – Stage 1, 
abbreviated as B.S1) a FCC lattice of carbon atom was melted at 5,000 K and linearly 
quenched down over three consecutive steps to 4,700 K, 3,300 K and 300 K, so that overall, 
the simulation was performed for 2.01>109 MC steps in this stage. During the first 
1.4453>109 MC steps of this stage, scaling factors of the structural constraints (σexp. of both 
RDF and SF) were exponentially quenched down from an initial value of 0.0318 using a 
quench rate equal 0.9986. For the next 5.647>108 MC steps of stage 1, σexp. was kept constant 
at the value of 0.01153. During the 2nd stage (Model BS.2), the final configuration of the 
stage1 model (B.S1) was used as the initial configuration. The carbon structure was melted 
again, this time at 5,200 K and quenched down using an exponential scheme with quench rate 
equal to 0.998. The σexp. of SF and RDF constraints were scaled down using an initial scaling 
factor of 0.0324 and a similar quench rate. The second modelling stage was performed for 
1.430>109 MC steps with the same set of structural constraints (RDF, SF and 3-member 
rings elimination). Statistical data was finally collected over 2>108 MC steps after the system 
was equilibrated at the end of stage 2. 
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3.3 . Model C 
This model is identical to that constructed in our recent work [27], and has been chosen here 
as a “reference” model, given that it is broadly validated against experimental structural 
characterization data, equilibrium gas adsorption isotherms of different gases and dynamic 
uptake experiments [27, 28]. Although details of the procedure for this model are thoroughly 
discussed in our previous publication for HRMC modeling of SiC-DC carbon [27], we briefly 
present it here for sake of clarity. We note that our previous publication on structural 
modeling of model SiC-DC [27] does not discuss the effect of modeling parameters and their 
influence on construction of an accurate model, while the principal aim of this work is to 
investigate such effects and compare them with other models constructed using different 
modeling procedures.  
Model C was constructed using a lengthy two-stage modeling procedure. For the first 
modeling stage (Model C.S1) the simulation started from a FCC lattice initial configuration, 
which was melted at an initial temperature of 5,500 K. The simulation was conducted with 
initial σexp. of 0.0334 and an exponential quenching scheme, in which the quench rate equal to 
0.9995 was employed for both temperature and σexp.. During this stage only SF and 3-member 
ring elimination constraints were applied. Due to the use of a very slow quenching rate, the 
simulation reached equilibrium only after 5.830>109 MC steps. For the 2nd modeling stage 
(C.S2), the RDF was utilized instead of the SF. The use of the 3-member ring elimination 
constraint and energy constraint remained unchanged. An additional porosity constraint (Eq. 
(5)) was also imposed on the system during this stage to control the pore volume of the model 
structure. Model C.S2 was melted initially at 5,200 K, and obtained with initial σexp. of 0.0324 
and a fixed value of Wv equal to 0.001. The quench rate for temperate and σexp. was set to 
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0.9985, while Wv was kept constant. The C.S2 model was run for 1.910>109 MC steps to 
reach equilibrium and statistical data was collected over an additional 200>106 MC steps.  
4. Results and discussion 
4.1 Balancing the effect of individual constraints 
One of the critical challenges in HRMC modelling of highly disordered structures is to 
perform the simulation in such a way that the effect of any constraint is not overshadowed by 
others, so as to avoid ending up with a structure that is predominantly influenced by one or 
some of the constraints. For instance, the use of very small scaling factors σexp for RDF or SF 
will impose a tight constraint on the system, so that the simulation only accepts trial moves 
when the simulation pair correlation function of the system strictly matches that of the 
experiment. This will eventually lead to the formation of atomic configurations that are very 
well matched with the experimental RDF/SF, but are not energetically favoured or physically 
meaningful. Such systems are essentially very similar to those obtained from conventional 
RMC in the past, where no energy constraint was employed. To deal with this situation, the 
use of somewhat equivalent weighting factors for all constraints are advisable, nevertheless 
according to our experience this can be sometimes very complex to implement, since there is 
no established prescription. In principle, the main strategy should be to control the limit to 
which structural and the energy constraints influence the system separately. One way to 
control effect of individual constraints on the final structure is to keep the T/σexp2 ratio 
constant, when using an exponential quenching scheme [27, 31]. This ratio dictates how the 
constraints influence the system. However, this will be inefficient when additional structural 
constraints (besides SF/RDF based constraints) are in use. This is simply because the total 
error norm in this case is more complex, so that several competing factors are involved in the 
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evolution of the total error function. A good example of this situation is the procedure for 
model C.S2 in this work, where an additional porosity constraint is used.  
Fig. 2 (a) and (b) illustrate how diffraction data weighting factors are scaled down for models 
A, B and C, while the temperature of the system is quenched down. As illustrated here, 
except for model B.S1, where a linear quenching scheme is used for temperature, in all other 
cases simultaneous scaling procedures are employed for both diffraction data and energy 
based weighting factors. This approach usually provides a more convenient way to control 
influence of these constraints. Fig. 2 (b) depicts the use of a very slow quench rate for both 
modelling stages of the “reference” model (C.S2).  
We find that slow annealing processes are very beneficial for modelling of highly 
disordered structures. This is because the modelling of amorphous materials requires several 
structural constraints to be used, and this in turn needs adequately long simulation runs to 
explore the phase space sufficiently and to provide statistically acceptable results. We note 
that, when performing such lengthy simulation runs, one must ensure that important structural 
defects, which should be present in the final realistic model are not annealed off, leading to 
the formation of configurations with unrealistic perfect graphitic carbon sheets. This is 
because structural features of the system can be easily dominated by the energy minimization 
procedure during long simulations. Usually, models with such perfect graphitic structures 
equilibrate at a level of energy close to that of ideal graphene and are no longer representative 
of the experimental sample. Fig. 3 depicts the energy evolutions of the constructed models A, 
B and C. As shown here, the final configurations of models A, B.S1 and B.S2 are attained on 
reaching equilibrium at energies of -610.07, -609.13 and -612.87 kJ/mol respectively. 
However, energy levels of the final configurations of C.S1 and C.S2 models are even lower, 
which are equal to -636.85 and -627.69 kJ/mol respectively. Systems with energy levels close 
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to that of the graphene ground state will essentially possess structural features analogous to 
that of graphene, such as having a large fraction of sp2-carbon atoms. Lopez and co-workers 
have shown that the formation of graphitic configurations develops as the annealing process 
progresses during the simulation [24]. In Fig. 4, we demonstrate that systems with lower level 
of energy show a higher degree of graphitization. It is evident from this figure that models 
C.S1 and C.S2 contain the largest fraction of 3-fold coordinated carbons, an indication of 
highly graphitized structure [24], while at the same time having the lowest energy level as 
seen in Fig. 3. Bhatia and co-workers have shown the existence of non-graphitic structures in 
SiC-DC using TEM and Raman spectroscopy experiments [36, 37], with the TEM images 
revealing a rather amorphous atomic configuration. In our previous HRMC study of SiC-DC 
[27], we also show that the atomic structure of this material possesses a large fraction of sp 
carbon bonds, as well as other structural defects including Stone–Thrower–Wales (STW) 
defects. These structural features are consistent with the observation of a prominent defect-
induced (D-band) peak in the Raman spectroscopy experiment [27, 37]. Therefore, in 
constructing atomistic models it is important to ensure that structures that are too graphitic, 
and thus lack such structural defects, are not attained.  
We have also found that using very small scaling factors for diffraction data (σexp.) can 
freeze the atomic configuration of the system attained at the very beginning of the simulation, 
and prevent appropriate energy minimization of the system. This is because most of the trial 
moves leading to minimization of the energy will be rejected by applying a very restrict 
acceptance criterion for minimization of the structural constraint error terms. In fact, another 
advantage of slow annealing is to avoid such a scenario. This is evident in our comparison of 
σ
2
exp.
 from Model C with those of two other models shown in Fig. 2. As illustrated here, σ2exp. 
is equal to 0.0001 and 0.00025 after 1000 million MC steps for models A and B.S1 
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respectively, however σ2exp. is equal to 0.0007 for model C.S1 at the same simulation time. 
Since the diffraction data weighting factor of model C.S1 is somewhat larger than others in 
its very early stage of evolution, the probability of acceptance (Eq. (7)) for the trial MC 
moves, which leads to the formation of atomic configurations with lower energy level 
remains higher. This makes it more likely for the energy constraint to explore the phase space 
successfully and minimize the system energy by seeking a deeper local minimum on the 
potential energy surface. In summary, it is apparent that implementation of a simultaneous 
quenching scheme with an accurately chosen quench rate is critical for the construction of 
atomistic models which can realistically represent structural properties of the experimental 
sample. However, the best practice still remains to be the trial and error approach, so that for 
every simulation run the final structure needs to be validated against suitable experimental 
data, and this procedure should be repeated iteratively until the best representative 
configuration is constructed. 
4.2 Importance of multi-stage and multi-constraint simulations 
In theory, HRMC simulation can start from any arbitrary configuration, nevertheless the 
effect of the initial configuration is retained if simulation is performed for a limited number 
of steps. This is evident from the HRMC modelling work of Nguyen et al. [25] on atomistic 
modelling of activated carbon fibre, in which a graphitic-like initial configuration followed 
by a short simulation run was employed. However, the use of such short simulation runs is 
only feasible when a reasonable guess for initial configuration of the system is known. In the 
case of activated carbon fibre for instance, Nguyen et al. successfully use a graphitic slit-like 
pore configuration based on the pore size distribution (PSD) and pore wall thickness 
distribution obtained from interpretation of argon adsorption data [25, 38]. On the other hand 
the use of a highly disordered initial configuration was much less successful for this carbon. 
  
18 
 
Using the appropriate initial configuration from slit-pore characterization, it was shown that 
their simulation could converge within a fairly short simulation run. However, this strategy is 
not effective for highly amorphous carbon structures such as that of SiC-DC, which are 
highly disordered, so that a physically meaningful initial configuration cannot be constructed 
using the slit-like pore model. This is evident from the simulation snapshots of the 
constructed models illustrated in Fig. 1. As seen here, none of the constructed models 
represents a graphitic slit-like structure, as opposed to the activated carbon fibre model 
developed by Nguyen et al.[25].  
To address the above limitation, we suggest performing multi-stage simulations, whereby 
the final configuration of the preceding stage is used as the initial configuration of the 
following stage. In this strategy, it is usually better to perform a somewhat lengthy simulation 
run for the first modelling stage to find a metastable configuration, which is equilibrated in 
the vicinity of a deep local PES minimum. This initial configuration has already captured key 
structural features of the target sample due to the use of SF/RDF constraints during the first 
stage. In contrast, the second modelling stage is solely performed for final refinement of the 
atomic configuration, and should be accompanied by the use of extra structural constraints 
such as the porosity constraint that we have used for model C.S2 in this work. Therefore, 
during the second modelling stage, the simulation starts from an approximate initial 
configuration with low energy, which is gradually treated to improve structural features, that 
are not correctly constructed during the first stage. In principle, the initial temperature and 
initial weighting factors of the diffraction data (σexp.) constraints should be only slightly 
increased at the beginning of stage 2 to facilitate easier movement of atoms during this stage 
by enhancing the acceptance probability. This, however, does not bring the structure back to 
its initial energy level at the beginning of stage 1. As depicted in Fig. 3, the initial energy of 
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the following stages always starts from an energy level slightly higher than the final energy 
level of the preceding stage, but lower in comparison with the starting energy level of stage 1. 
This “re-melting” process is an inevitable part of a two-stage modelling procedure also 
shown in our previous publication [27].  
4.3 Structural characterization of the HRMC constructed models 
Comparisons of structural characteristics of the constructed models with those of the actual 
sample allows us to examine whether or not the final models are good candidates for 
modelling gas adsorption and fluid transport in the target experimental sample. Nevertheless, 
final confirmation is always subject to validation of the structures against gas adsorption and 
uptake-based kinetic data. 
In this section, we examine simulation-based diffraction data, as well as other 
structural features of the constructed models such as pore volume, surface area and pore size 
distribution, for comparison with experiment. The simulated radial pair distribution function 
and structure factor of the HRMC constructed models are compared with the corresponding 
experimental data in in Fig. 5. As illustrated in the inset of Fig. 5(a), the simulation-based 
RDF of model A does not capture the first minimum very well; however there is very good 
agreement between simulated and experimental RDF at larger distances. For model B.S2, 
depicted in Fig. 5(b), the agreement between simulation-based and experimental RDF and SF 
is poor, especially at short range. This is most likely due to unsuccessful matching of the 
simulated and experimental diffraction data during the mixed linear-exponential quenching 
procedure, which was employed for model B. It is apparent that a linear quenching protocol 
is not a suitable choice for energy minimization, and at the same time reproducing diffraction 
data in amorphous materials. This is evident from Fig. 3, where the final energy level of 
model B.S1 is almost equal to that of model A, although the former model is obtained from a 
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simulation which is more than 840 million MC steps longer than the latter model, an 
indication of poor minimization obtained from a linear quenching scheme. Additionally, due 
to the asynchronous quenching of temperature and σexp., the latter weighting factor holds 
smaller values during the modelling of B.S1structure. Thus, structural constraints 
unfavourably dominate the system for this model and energy minimization remains 
imperfect. Contrary to models A and B.S2, the agreement between the simulated and 
experimental RDF is excellent for model C.S2, as illustrated in Fig. 5(c). We can further 
demonstrate superiority of models A and C.S2 by comparing the variation of s(q) and g(r) 
errors for the models under study. These error terms are defined by  
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As depicted in Fig. 6, the final discrepancies between the simulation-based s(q) and g(r) of 
the B.S2 model, and their corresponding experimental counterparts, are equal to 3.3258 and 
3.4792. However, this discrepancy for g(r) of models A and C.S2 are 0.7616 and 0.4523 
respectively, showing closer agreement of simulation and experimental diffraction data for 
model C.S2. We also note that for model B.S2, the s(q) error is in fact negatively contributing 
to minimization of the total error term by showing an increasing trend during the simulation. 
Moreover, the contribution of the g(r) error in the minimization of the total error in model 
B.S2 appears to be very small, considering that the difference between initial and final values 
of the g(r) error is only 0.2082 for this model. Overall, the s(q) and g(r) constraints in model 
B.S2 neutralize each other’s effect, so that both error terms converge to nearly the same 
number (~3.4). This shows why model B.S2 does not reproduce experimental diffraction data 
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very well, as illustrated in Fig. 5(b). This behaviour can be compared with significant 
improvement of the g(r) error term for models A and C.S2 during the simulation, with model 
C.S2 showing even more successful minimization. Therefore, as demonstrated in this 
argument, model C.S2 is not only an energetically well-converged structure, but it also 
matches the structural diffraction data with minimum error.  
To further investigate structural properties of the constructed models, we also report 
on the total pore volume (Vp), surface area (SA) and PSD of each model. Table 2 summarizes 
the pore volume and geometric surface area of the HRMC constructed models using helium 
and argon probes respectively. The total helium-accessible pore volume is a key factor in 
modelling gas adsorption, and is estimated from the mean density of helium in the simulation 
cell, based on its second virial coefficient, while neglecting its adsorption, following [39] 
	  1  
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where  is the helium-carbon potential energy for a single helium molecule, ms is mass of 
the carbon network in the simulation box, κB is the Boltzmann constant and T is temperature. 
The geometric surface area is determined using the computational method of Sarkisov and 
Harrison with an argon probe [40]. The results are compared with the experimental total pore 
volume obtained from helium pycnometry, as well as BET surface area based on 
interpretation of argon adsorption. As can be seen in Table 2, models A and C.S2 are the 
most successful models in predicting total helium pore volumes. The surface area for all 
models is close to that of BET except for model A, which is higher than the BET surface area 
but below that of Density Functional Theory (DFT) reported by Bonilla et. al based on 
interpretation of argon adsorption [37]. One may expect that the relatively large fraction of 4-
fold coordinated carbon atoms (sp3 hybridization) and smaller fraction of 3-fold coordinated 
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carbons (sp2-hybridization), as illustrated in Fig. 4, introduces a higher level of structural 
disorder into the atomistic structure of model A. This higher level of disorder may be giving 
rise to the higher surface area of model A compared to the other models. In a similar vein, 
Table 3 compares the geometric pore volume distribution of models A, B.S2 and C.S2 using 
a small probe of 0.1 Å with the experimental data obtained from Small Angle Neutron 
Scattering (SANS) [41]. Again, models A and C.S2 provide the best agreements with the 
experimental pore volume distribution. We note here that, the HRMC models do not predict 
pores larger than 15 Å, largely because the experimental redial pair distribution g(r) used for 
construction of the HRMC models rapidly decays beyond this distance, as illustrated in Fig. 
5. Nevertheless, the existence of pores larger than 15 Å, as observed through SANS is likely 
to be an indication of mesoscale interparticle spaces in the nanosized SiC powder.  
Fig. 7 compares the He-probed PSD of models A, B.S2 and C.S2 using the spherical 
probe geometric approximation technique developed by Gelb and Gubbins [42, 43], with that 
from SANS [41]. As illustrated in this figure, model C.S2 is the most successful in 
reproducing the pores larger than about 10 Å, which is due to the use of the porosity 
constraint during the second modelling stage, after the structure initially converged to a deep 
local PES minimum during stage 1. A comparison between the PSDs of different models 
reveals that B.S2 model fails to capture pores larger than 10 Å; however it maintains a higher 
capacity in the ultra-micropore region below 4 Å. In contrast, model C.S2, which is 
constructed using a porosity constraint contains pores up to 13 Å, nevertheless it 
accommodates a smaller fraction of pores within the region below 4 Å. For Model A, 
although it has reproduced pores up to 12 Å, it captures a relatively small volume in the 
region with pores larger than 10 Å.  
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To provide further insight, we employed the Finite Wall Thickness Density Functional 
Theory (FWT-DFT) developed in this laboratory [38, 44] to determine the PSD of the HRMC 
constructed models based on interpretation of simulated argon adsorption isotherm. The 
results are then compared with the DFT-based PSD obtained from interpretation of 
experimental argon isotherm. The argon isotherms are initially simulated for every model 
using the GCMC method, as illustrated in Fig. 8. Subsequently, these isotherms were utilized 
for calculation of PSD using the FWT-DFT technique.  
Fig. 9 depicts comparison of PSDs obtained from the experimental isotherm with the 
simulated isotherms. It is evident from this figure that the experiment-based PSD cannot 
detect the ultra-microporous region, which is observed by the geometric method and SANS, 
however the simulation-based PSDs of all constructed models detect a small pore region of < 
4.2 Å. For the experiment-based PSD, this is due to the accessibility problem during argon 
adsorption, where the diffusion of argon at 87 K is very slow in molecularly narrow pores 
[27, 37]. Inaccessibility of the internal pore structure at low temperature is previously 
reported for major characterization gases including argon in Ti3SiC2-DCs, SiC-DC and 
different activated carbons [27, 29, 37, 41, 45-47]. In contrast, the simulated adsorption 
isotherm does not exhibit this limitation, as the GCMC results are not affected by the 
inaccessibility issue. This behavior is also supported by slightly lower experimental 
adsorption of argon compared to the simulated isotherms at low pressures, as illustrated in 
Fig. 8. Further, the simulation-based PSDs of the HRMC constructed models obtained from 
FWT-DFT seem to follow the trends of SANS and helium-probed geometric PSDs which do 
not possess the very strong peak at 4.4 Å, as opposed to the experiment-based PSD from 
DFT. This peak is repeatedly detected in PSDs obtained from DFT based on interpretation of 
experimental argon adsorption for similar materials [25, 36, 37, 45, 48-51]. However, our 
simulation-based PSDs from FWT-DFT suggest that this strong first peak is an artifact of 
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inaccessibility to argon at 87 K. Thus, an exaggerated first peak at ~4.5 Å is observed in the 
experimental Ar isotherm-based PSD, and this occurs when smaller ultra-micropores that are 
inaccessible at low pressures on the experimental time scale are rapidly filled at higher than 
true equilibrium pressures. However, these pores are detected in the PSD extracted from the 
simulation-based isotherms since the inaccessibility, which has an inherently kinetic nature 
related to pore entry barriers [46, 47], does not influence the simulation results. Other 
evidence from literature also supports this finding. For example, PSDs obtained from DFT 
based on interpretation of CO2 and H2 do not show a strong first peak, because these gases 
can pass through the pore mouths that are inaccessible to argon due to their smaller molecular 
size [29, 45, 52].  
Our discussion in this section shows that models A and C.S2 are the most promising 
candidates for a reliable SiC-DC constructed model, given that they most closely reproduce 
several important structural features of the target material. However, to further discriminate 
between these models and to confirm their validity, it is necessary to investigate the 
adsorption and diffusion performance of these models separately. 
 
4.4 Modelling gas adsorption and simulation of internal energy barriers  
We employed GCMC and MD simulation techniques for modeling the equilibrium and 
kinetics of gas adsorption in the HRMC constructed models of microporous SiC-DC. Sub-
atmospheric adsorption of argon (87 K), CO2 (273 K) and high pressure adsorption of 
methane (323 K) were studied using GCMC simulation. Simulation runs were performed for 
10 million MC steps in the equilibration phase followed by 40 million MC steps in the 
production phase.  
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To calculate the self-diffusivity of CH4, equilibrium Molecular Dynamics (EMD) 
simulations were performed over different temperatures using the LAMMPS simulation 
package [53]. The simulations were performed in the canonical (NVT) ensemble, in which 
translational and rotational degrees of freedom of rigid bodies were both thermostated using 
the Nose-Hoover algorithm with chains, as described by Hoover [54] and Martyna et al. [55, 
56]; the rigid-body algorithm for NVT integration is explained elsewhere [57]. A Verlet time 
integrator was utilized with time step equal to 1 fs. Short range intermolecular interactions 
were modeled using the 12-6 Lennard-Jones potential with a cut-off distance of 18 Å. The 
standard Ewald summation was utilized for electrostatic interactions with cut-off distance of 
18 Å, so that pairwise interactions within this distance were computed directly and those 
outside this distance were calculated in reciprocal space. The self-diffusivity of CO2 and CH4 
was calculated using mean-squared displacements (MSDs) of the center of mass of the 
molecules following 
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where 'G is the center of mass position vector of molecule i at time t, N is the number of 
molecules and d is dimensionality of the system. To calculate the activation energy barrier of 
methane in each constructed model, the Arrhenius formula was employed, following  
C  C. #"7/8 
(18)
 
where, D and D0 are the diffusivity and temperature-independent pre-exponential factor 
respectively. Molecular models and force-field parameters for all GCMC and MD 
simulations are given in our recent publication [27]. 
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Fig. 8 compares the argon adsorption isotherm at 87 K for all the HRMC constructed 
models. As illustrated here, models B.S1, B.S2 and C.S1 show the largest deviation from the 
experimental isotherm, and the predicted isotherms using these three models are almost 
identical. The underestimation of amount adsorbed based on these models compared to 
experimental values, is clearly due to their small pore volume. It is interesting to see that lack 
of pores larger than 10 Å in model B.S2 does not affect its adsorption isotherm compared to 
the other two models. Given the similar pore volume distribution of these three models 
(Table 3), it is not surprising that they lead to very similar adsorption isotherms. Fig. 8 also 
shows that models A and C.S2, whose total pore volume is higher than 0.6 cc/g solid, are 
more successful in matching the experimental argon isotherm, with model C.S2 to be even 
slightly better at higher pressures. This is likely due to model C.S2 having pores larger than 
12 Å, which are missing in model A. We also note that the higher surface area of model A, 
seen in Table 2, does not improve the adsorption isotherm of this model in comparison with 
model C.S2, which has a smaller SA; thus the total pore volume appears to be the governing 
factor here.  
Fig. 10 and Fig. 11 compare simulated CO2 and CH4 adsorption isotherms for models 
A, BS.2 and C.S2 with the experimental isotherms. As shown in these figures, model C.S2 
provides excellent match with the experimental adsorption isotherms of carbon dioxide and 
methane; however model A is only successful in reproducing the adsorption isotherm of 
methane. We note that model C.S2 shows significantly better agreement with the CO2 
experimental isotherm compared to model A, however its pore volume is only slightly higher 
than that of model A, which is an indication of sensitivity of the simulated isotherms to 
variation the total pore volume of the HRMC models. Further, similar to argon adsorption, 
the higher surface area of model A does not have any obvious effect on enhancing carbon 
dioxide adsorption based on this model. From these comparisons is evident that total pore 
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volume and PSD are the key factors dictating adsorption behavior of the models, while the 
role of SA in modeling adsorption isotherms appears to be less significant. Therefore, one 
important strategy for modeling gas adsorption in HRMC constructed models is the use of 
pore volume-based constraints, to accurately capture the experimental pore volume, as for 
model C.S2 in this paper.   
We have also investigated structural and diffusional isotropy of the HRMC 
constructed models using different methods. Although the disordered macroscopic structure 
of amorphous materials is considered isotropic, this study suggests that in microscopically 
constructed models, such as those investigated here, the atomistic structure can possess short-
range anisotropy. Such local structural anisotropy is expected due to unidirectional transport 
of the chlorine and metal chloride at the reaction interface during chlorination process, which 
is strongly influenced by particle size of the sample [29]. As noted by Shahtalebi et al. [29], 
smaller particles give rise to higher chlorine partial pressures and lower metal chloride partial 
pressures at the carbide-carbon interface, thus faster chlorination is expected. Considering the 
experimental SiC-DC sample under investigation in this study is obtained from nano-size 
SiC particles [36], faster conversion and greater structural distortions of the final synthesized 
sample compared to micron size particles is not unexpected. Structural anisotropy of the 
HRMC constructed models is evident through the percolation path analysis of these models, 
using the “pore space accessibility” method of Sarkisov [40]. In this method, accessibility of 
the pore space is examined by exploring the unit cell using the largest geometric spherical 
probe (with limiting pore diameter), which can traverse the system in different directions. 
The system is called percolated in one direction, if the probe molecule can traverse the unit 
cell from one side to the other side without overlapping the atomic network. Table 4 
summarizes the data for percolation path analysis of the HRMC constructed models, as 
defined here. According to this information, it is clear that the pore space is percolated 
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differently for models A, B.S2 and C.S2, so that they are percolated in 1, 3 and 2 dimensions 
respectively. It is also noted that percolation path of the unit cell can change during a multi-
stage modelling procedure, as seen for models B and C. 
To further study isotropicity of the constructed models, we have examined the self-
diffusion and internal energy barriers of methane in different directions of the unit cell. Fig. 
12 illustrates the temperature variation of the X, Y and Z components of methane self-
diffusivity at infinite dilution for models A, B.S2 and C.S2. As seen here, while the variation 
of the self-diffusivity of CH4 with respect to the unit cell direction is very small for all models 
at temperatures below 600 K, the significant differences in the diffusivities in the three 
directions at temperatures above 323 K suggest diffusional anisotropy for models B.S2 and 
C.S2. In particular model B.S2 shows significantly smaller activation energy in the Y-
direction compared to the X and Z directions. Only model A (Fig. 12 (a)) appears to show 
diffusional isotropy over the entire temperature range investigated, with activation energy 
barriers and magnitudes of diffusivities in all there directions being very similar. This finding 
suggests differences in the spatial distribution of bottle-necks and energy barriers in the 
models, although they have been constructed based the same diffraction data. The anisotropic 
distribution of energy barriers is supported by different activation energy barriers estimated 
from the self-diffusivity of methane in each direction for the HRMC constructed models 
using Eq. (18), as shown in Fig. 12.  
To provide more insight into internal energy barriers of the constructed models, we have 
also calculated total activation energy barriers of models A, B.S2 and C.S2 using Eq. (18) 
from the dimensionally averaged self-diffusivity of methane at infinite dilution. The reported 
diffusion coefficients are obtained within 43% standard deviation. The infinite dilution 
diffusion coefficient of methane for these models are compared with the experimental values 
[29] obtained from macroscopic uptake-based kinetics data in Fig. 13. Details of the 
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experimental measurement is given in our previous publication [29]. The experimental results 
obtained from macroscopic uptake represent collective diffusivities, and are based on 
measurements at 400 mm Hg bulk pressure. These were essentially constant for pressures 
below 400 mm Hg and may therefore be meaningfully compared with simulation self-
diffusivities at infinite dilution. As depicted in Fig. 13, activation energy barriers of the 
HRMC constructed models of A and C.S2 are in remarkable agreement with the experimental 
results, with model A providing even better prediction; however model B.S2 predicts a much 
smaller activation energy barrier for methane. This information, in addition to that illustrated 
in Fig. 12, demonstrates that model A contains somewhat more restricted pore spaces that 
impose a larger energy barrier on diffusing molecules in comparison to model C.S2. Such 
structural constrictions are experimentally and theoretically shown to have significant 
influence on transport properties of different gases in porous materials [28, 58, 59], therefore 
it is very important that they are taken into consideration for realistic modeling of amorphous 
materials. Although no direct relation between modeling parameters of the HRMC technique 
with internal energy barriers of the constructed models is evident, it is critical that the final 
constructed model is validated against diffusion data obtained from experiment, as 
demonstrated here.  
Taking into account the results obtained from the wide range of validation examinations, 
specially performance of the constructed models in modeling equilibrium gas adsorption and 
uptake-based kinetic data, model C.S2 appears to be the most promising structure, although 
the performance of model A would appear to be slightly better in reproducing the activation 
energy barrier of methane. Finally, we note that from our modeling studies it appears that the 
HRMC technique is capable of capturing the long range internal energy barriers of 
amorphous carbon materials with very good level of accuracy, at least for some gases. In 
general, macroscopic diffusivities are often several orders of magnitude smaller than 
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microscopic diffusivities calculated by molecular dynamics simulation in crystalline or other 
ordered systems such as zeolites, largely because of the presence of defects and related 
energy barriers [58, 60]; however our studies demonstrate that accurately constructed HRMC 
models are able to decrease this gap to within a small factor.           
5. Conclusions 
We have developed three different atomistic models for amorphous structure of SiC-DC 
carbon using the HRMC modelling technique. The models were constructed using different 
modeling strategies involving implementation of various structural constraints and 
application of different thermal quenching protocols. Structural characterization of the 
constructed models demonstrates how the modelling parameters influence development of 
nano-structural features of the carbon models through the process of HRMC simulation. It is 
shown that implementing multi-stage and multi-constraint algorithms, in which influence of 
different constraints are accurately adjusted in a controlled process, is essential for successful 
modelling of amorphous carbon. In this procedure, the main purpose of the first modelling 
stage is to develop a model which is energetically stable, while at same time mimicking 
structural features of the experimental sample approximately. On the other hand, the second 
modelling stage is mainly designed to improve important structural features of the model 
such as pore volume by means of extra constraints. We find that application of long 
simulation runs with slow thermal quench rate is essential for modelling of highly disordered 
structures. Nevertheless through calculation of the atomic coordination number of the system, 
it is shown that application of very slow quenching rates can lead to the formation of 
configurations with graphene-like carbon sheets which have a large fraction of sp2 carbon. 
Energy level of such structures are very close to the ground state energy level of perfect 
graphene, thus lacking the level of disorder required to correctly reproduce experimental 
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adsorption isotherm data. Finally, it is stressed that there is no universal prescription for the 
choice of the modeling parameters in the HRMC modeling technique, and the use of a 
systematic trial and error approach remains the most useful option. The choice of modelling 
parameters can be initially made based on the values used for other carbons in the literature; 
however, how successful these choices might be strongly depends on the complexity, level of 
disorder of the target structure, and the number of constraints employed in the simulation. We 
expect that this finding applies in modeling of similar micro and mesoporous systems (which 
will require larger unit cell sizes), however one will nevertheless need to adjust the 
parameters for the new system size, level of disorder, and existence of heteroatoms.  
Comparison of the predicted adsorption isotherms with experimental results for 
different gases shows that simulated isotherms are very sensitive to the choice of pore volume 
distribution, and the final constructed models must reasonably reproduce the total pore 
volume, as well as PSD of the experimental sample. Therefore, application of a pore volume-
based constraint is highly advisable here.  
It is found that existence of the exaggerated first peak in experiment-based PSD of 
amorphous carbons is an artifact of argon inaccessibility to ultra-micropores. This finding 
was shown to be supported by PSDs obtained from DFT based on interpretation of CO2 and 
H2 adsorption isotherms, as reported in literature. 
Pore accessibility analysis of the constructed models and molecular dynamics 
simulation studies of gas transport demonstrate that disordered structures obtained from the 
HRMC method contain short-range structural and diffusional anisotropy, however these 
models are capable of capturing the long range internal energy barriers of amorphous carbon 
with very good level of accuracy, at least for some gases.  
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Overall, comparison of the predicted gas adsorption isotherms in addition to the 
simulated diffusivities of different gases with experimental results shows that a 
comprehensive range of experimental data needs to be used during and after the modelling to 
ensure that the final constructed model is able to capture the properties of the experimental 
sample that are of interest. It is demonstrated that constructed models may very well 
reproduce nano-structural features of the experimental sample including pore volume, surface 
area and pore size distribution, but remain unable to accurately predict equilibrium gas 
adsorption and transport properties of fluid molecules in the pore network. Therefore, we 
stress the importance of model validation against experimental data for both gas adsorption 
and transport properties, which should include comparison of activation energy barriers of the 
constructed models obtained from simulation with that of uptake-based experiment. This has 
been hitherto overlooked in structural modeling of amorphous carbon and is proposed for the 
first time in this paper.       
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Table 1 – HRMC simulation parameters of the constructed models 
Modelling details Model A  Model B.S1 Model B.S2 Model C.S1 Model C.S2 
Initial Configuration FCC FCC Model B - Stage 1 FCC Model C - Stage 1 
Initial Temperature 
(K) 
10000 5000 5200 5500 5200 
Simulation length 
(MC configurations) 
1.167109 2.010109 1.430109 5.830109 1.910109 
Constraint type* 
RDF (0.045) 
Energy 
3-membered ring 
RDF (0.0318) 
SF (0.0318) 
Energy 
3-membered ring 
RDF (0.0324) 
SF (0.0324) 
Energy 
3-membered ring 
SF (0.0334) 
Energy 
3-membered ring 
RDF (0.0324) 
Energy 
3-membered ring 
Porosity (0.001) 
Thermal quenching 
scheme** 
Exponential 
(0.9970) 
Linear 
Exponential 
(0.9980) 
Exponential 
(0.9995) 
Exponential 
(0.9985) 

 quenching 
scheme** 
Exponential 
(0.9970) 
Exponential 
(0.9986) / linear 
Exponential 
(0.9980) 
Exponential 
(0.9995) 
Exponential 
(0.9985) 
* Scaling factors of the structural constraints are given within parenthesis. 
** Exponential quench rates are given within parenthesis. 
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Table 2 – Helium pore volume and geometric argon surface area of the HRMC constructed 
models compared with experimental data 
 
Model A Model B.S1 Model B.S2 Model C.S1 Model C.S2 Experiment 
VtHe (cc/g solid) 0.64 0.57 0.59 0.60 0.67 0.66* 
SA (m2/g solid) 1711 1548 1558 1483 1581 1556** 
 
*Total pore volume obtained from helium pycnometry. 
** BET surface area obtained from interpretation of argon adsorption. 
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Table 3 – Pore volumes distribution of the HRMC constructed models obtained from geometric 
spherical probe approximation technique using small probe of 0.1 Å compared to SANS data 
 
0.1 Å < Hin < 3.4 Å 
(cc/g solid) 
3.4 Å < Hin < 16.6 Å
(cc/g solid) 
16.6 Å < Hin < 42 Å
(cc/g solid) 
Vt
 
(cc/g solid) 
Model A 0.084 0.527 - - - 0.611 
Model B.S1 0.120 0.469 - - - 0.590 
Model B.S2 0.114 0.479 - - - 0.593 
Model C.S1 0.11 0.478 - - - 0.589 
Model C.S2 0.080 0.536 - - - 0.617 
SANS 0.070 0.599 0.240 0.909 
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Table 4 – Percolation path analysis of the HRMC constructed models 
  
Model Limiting pore 
diameter (Å) 
Maximum pore size 
(Å) 
Pore space 
percolation 
Model A 6.2 11.78 1D – Channel 
Model B.S1 5.99 11.00 1D – Channel 
Model B.S2 5.78 9.86 3D – 3D pores 
Model C.S1 6.64 12.03 1D – Channel 
Model C.S2 7.43 13.05 2D – Slit 
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(e) 
Fig. 1 – Snapshots of the HRMC constructed models (a) A, (b) B.S1, (c) B.S2, (d) C.S1 and (e) C.S2 
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Fig. 2 – Quenching procedure of the energy and structural constraints weighting factors for 
the constructed models 
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Fig. 5 - Simulation-based radial distribution function and structure factor of the models (a) A, 
(b) B.S2 and (c) C.S2, compared to those of experiment. 
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Fig. 7 – Helium-probed geometric PSD of the HRMC constructed models 
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Fig. 8 - Comparison of the predicted argon adsorption isotherms for models A, B.S2 and 
C.S2 at 87 K with that of experiment 
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Fig. 9 – DFT-based pore size distribution of the HRMC constructed models compared with 
experiment-based PSD 
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Fig. 10 - Comparison of the predicted sub-atmospheric CO2 adsorption isotherms for models 
A, B.S2 and C.S2 at 273 K with that of experiment 
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Fig. 11 - Comparison of the predicted high pressure CH4 adsorption isotherms for models A, 
B.S2 and C.S2 at 323 K with that of experiment 
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