We study the communication complexity of distributed multi-armed bandits (MAB) and distributed linear bandits for regret minimization. We propose communication protocols that achieve near-optimal regret bounds and result in optimal speed-up under mild conditions. We measure the communication cost of protocols by the total number of communicated numbers. For multi-armed bandits, we give two protocols that require little communication cost, one is independent of the time horizon T and the other is independent of the number of arms K. In particular, for a distributed K-armed bandit with M agents, our protocols achieve near-optimal regret O(
Introduction
Bandit learning is a central topic in online learning, and has been applied to various real-world tasks including clinical trials [28] , model selection [21] , recommendation systems [3, 19, 2] , etc. In many tasks using bandits, it may be appealing to employ more agents to learn collaboratively and concurrently in order to speed up the learning process. In some other tasks, it is only natural to consider a distributed setting; for instance, multiple geographically separated labs may be working on a same clinical trial. In such distributed applications, communication between agents is critical, but may also be expensive or time-consuming. This motivates us to consider efficient protocols for distributed learning in bandit problems.
A straightforward communication protocol would be immediate sharing: broadcasting every new sample immediately. Under this scheme, agents can have performance close to that in a centralized Distributed Multi-armed Bandits In distributed multi-armed bandits, there are M agents, labelled by 1,...,M . Each agent is given access to the same stochastic K-armed bandits instance. Each arm i in the instance is related to a distribution P i . P i is supported on [0, 1] with mean µ(i). At any time step t = 1, 2, 3, ..., T , each agent chooses an arm a t,i and pulls this arm, then he would immediately obtain a reward r t,i independently sampled from P a t,i . The goal of each agent is to minimize their cumulative regret, which is defined as
Distributed Linear Bandits In distributed linear bandits, the agents are given access to the same d-dimension stochastic linear bandits instance. In particular, agents are given the same action set D ⊆ R d from time to time. At time step t, agent i may choose action x t,i ∈ D and observe reward y t,i . We assume that the mean of his reward is decided by an unknown parameter θ * ∈ R d : y t,i = x T t,i θ * + η t,i , where η t,i ∈ [−1, 1] have zero mean and are independent with each other. θ * is the same for all agents. We assume θ * 2 ≤ S. For distributed linear bandits, cumulative regret is defined as the sum of individual agent's regrets:
In both distributed multi-armed bandits and distributed linear bandits task, our goal is to achieve an upper bound on the minimax regret that is close to that of a centralized algorithm (which is clearly the optimum) using as little communication as possible.
We are mainly interested in the case where T is the dominant factor (compared to M ). Unless otherwise stated, we assume that T > M log M + K in the multi-armed bandits case and that T > M in the linear bandits case.
Our Results
We now briefly discuss our protocols and our algorithmic results. We wish to achieve near-optimal regret guarantee with as little communication as possible. We consider a naive baseline solution first, namely immediate sharing: each agent broadcasts the taken arm and the reward immediately. This solution achieves near-optimal regret in both the MAB and the linear bandits task (Õ( √ M KT ) andÕ(d √ M T ) respectively), at the cost of high communication complexities (O (M T ) and O (M T d) respectively). Our goal is to achieve near-optimal regret with low communication complexity:Õ( √ M KT ) regret in distributed MAB andÕ d √ M T regret in distributed linear bandits. 2 We summarize our results in Table 1 .2, that compares different algorithms in terms of regret and communication. Our protocols can be separated into two categories: optimism-based protocols and elimination-based protocols. numbers, such as encoding several numbers into one. 2 Another trivial protocol is to run independent single agent algorithms with no communication at all. This approach has regret linear in M (Ω M √ T K and Ω dM √ T for MAB and linear bandits respectively). Optimism-based Protocols: The optimism in the face of uncertainty principle is widely implemented in the design of online learning algorithm. UCB algorithm [6] for multi-armed bandits and OFUL algorithm [1] for linear bandits are two celebrated implementations. We extend these algorithms to distributed setting, and achieve near optimal regret for both multi-armed bandits and linear bandits. A surprising result is that our communication complexity in both tasks is independent of the time horizon T .
Elimination-based Protocols: Phased elimination algorithms [18] is another category of methods for best arm identification and regret minimization problem. They run in episodes (each episode consists of multiple time steps): In each episode, the agent pulls each arm from the living action set (i.e. actions that are not yet eliminated) for even times, and eliminate actions with low estimated rewards at the end of the episode. We extend phased elimination algorithm to distributed setting. Though with additional log T factor, the dependence of other parameters (M, K, d) in communication complexity is better than that of optimism-based protocols in both the MAB setting and the linear bandits setting. In particular, in the MAB setting, the dependence on K is removed.
Lower Bound for Multi-armed Bandits: We also provide a lower bound of communication complexity in order to achieve non-trivial regret (i.e. o M √ KT ) regret for distributed MAB. We show that an expected communication complexity of Ω(M ) is necessary. This matches the communication upper bound of Protocol 3 except for a log T factor. necessary to balance exploration and exploitation. For K-armed bandits, known algorithms have regret O √ KT [4] , which matches the lower bound. In the literature of pure exploration [5, 15] , the goal of the agent is to identify the best arm (or ǫ-optimal arms) with high probability using as few samples as possible.
Linear Bandits A natural extension of multi-armed bandits is linear bandits. The action set may be either stationary [13] or time-dependent [1, 12, 20] . When the action set has size K, [20] proved a regret upper bound of poly(log log KT )O (dT log T log K), and a lower bound of Ω (dT log T log K), assuming K ≤ 2 d/2 . The authors of [1] considered the case where the action set may be infinite; they proved a regret upperbound of O d log T √ T ; a corresponding regret lowerbound is Ω d √ T log T , due to [20] .
Distributed Bandits Multi-agent bandit problems of various kinds have been considered in previous works [17, 14, 11, 26, 10, 25] ; most of them have a setting different from ours. [14] considers a best arm identification model in multi-agent multi-armed bandits problem. They proposed a phased-elimination algorithm which achieves near-optimal sample complexity to identify ǫ-optimal arms using communication logarithmic in 1/ǫ. [25] employs a P2P network for communication, in which an agent can communicate with only two other agents at a time and their ǫ-greedy based strategy incurs linear communication cost with time horizon T . [10] also proposed an ǫ-greedy based policy with communication linear in log T /∆ 2 where ∆ is the optimality gap (i.e. the difference between the mean reward of the best arm and the mean reward of the second best one). They claimed that their protocol achieves near-optimal asymptotic regret bounds.
Our work differ from most previous works in two important ways. First, we measure the performance of protocols by worst-case regret; in contrast, many previous works [11, 10] consider asymptotic regret bounds, while others [14, 26] consider pure exploration. Second, we employ a communication model with a central server, while communications in previous works are done via broadcasting [10, 26, 14] . The server could coordinate the exploration of agents based on all the information he received. However, it should be noted that a physical server in the network is not necessary, since an arbitrary agent can be designated as the server.
We noticed there is a concurrent work of Tao et al. [26] which considered distributed multi-armed bandits in a pure exploration setting. They considered two variants of best arm identification: fixed-time (maximize the probability to find the best arm when the time budget is limited) and fixed-confidence (minimize the time steps to find the best arm under fixed confidence). Another difference lies in their message-passing model: in each communication round, an agent is allowed to broadcast one message. The number of communication rounds is then considered as the measure for communication cost.
As a comparison, although it's not clear how their fixed-time protocol can be related to ours, we note that our protocols for regret minimization can be used to identify ǫ-optimal arms in their fixedconfidence setting. If we set ∆ = ǫ, this becomes best arm identification. If we run our algorithms for T =Õ(1/∆ 2 ) steps, we are able to identify the best arm with high probability and optimal speedup (under mild conditions 4 ). In particular, our elimination-based protocol gives a distributed best arm identification algorithm with O(log T ) =Õ(log(1/∆)) rounds of communication, which is comparable to their results since their protocol also requires O(log(1/∆)) rounds of communication. Further, our optimism-based protocol induces an algorithm with constant communication cost (i.e. independent of ∆).
Optimism-based Protocols
In this section, we propose our optimism-based protocols for multi-armed bandits and linear bandits. Our protocol for multi-armed bandits is based on UCB algorithm. For linear bandits, we extend OFUL algorithm [1] to distributed case.
A UCB-based Protocol for Multi-armed Bandits
In classic multi-armed bandit problems, upper confidence bound (UCB) algorithms are very efficient in solving regret minimization problem. We show that a natural extension of UCB works well on distributed MAB. In particular, this UCB-based protocol achieves near-optimal regret bound O( √ M KT log T ) with communication complexity O(M K log M )-a surprising result that communication complexity is independent of the time horizon T .
Protocol Sketch
We first take a glance at the UCB algorithm in single-agent setting [6] . The reason why this algorithm works well is that the agent form tighter estimates about the mean reward of each arm as he obtains more samples about that arm. The regret incurred by pulling an arm is bounded by the level of confidence of that arm. In particular, if the agent has N independent samples for some arm, then he can form a high confidence interval of lengthÕ 1/N for it, so he can safely pull this arm for another N times without any additional information, without hurting the regret too much.
We take use of the same idea in distributed setting: the server doesn't have to initiate a communication about an arm until the total number of pulls for this arm among all agents is doubled. However, the problem is that the server cannot keep track of each agent online in order to know the actual pulls of this arm, since the communication complexity will be linear in M T if so. Therefore, we propose a protocol to enable the server keeping track of the lower bounds of the actual pulls using much less communication.
Concretely, for a fixed arm k, suppose now arm k has been pulled for N times among all agents, so the server needs to initiate a communication after arm k is pulled for another N times. Let l := ⌈log 2 (N/M )⌉, r := ⌈log 2 N ⌉, any agent will send a short message to the server (constant bits) whenever he has pulled arm k for another 2 i (l ≤ i ≤ r) times. The server can thereby maintain a lower bound on the number of pulls for arm k, and initiates a communication as long as this lower bound exceeds N . On the other hand, the total number of pulls will also be O(N ) when the communication starts if the agents communicate in this way. It's easy to observe that the total communication cost in this communication round is at most O(M (r − l)) = O(M log M ), and further more, we can show that the communication in this episode is actually O(M ). We will show afterwards that the total communication rounds will be O(log M ), so the total communication complexity will be O(M K log M ) since there are K arms.
Protocol Description
First of all, we will introduce some notations.
• N p (k): the number of times arm k is actually taken by agents that has been shared before episode p.
• v p (k): empirical average of the N p (k) observations.
• N i (k): the number of times k is taken not yet forwarded to the server by agent i.
• v i (k): empirical average corresponding to the N i (k) observations.
We use superscript (p) to denote the value of a variable at the p-th episode. Define
For arm k in episode p k , if the server finds that the total number of pulls among all agents in this episode is equal to or greater than N max (p k ), then all agents synchronize information of arm k and p k = p k + 1. D is a parameter that will be determined in the analysis.
Algorithm 1 Protoco l : Server
Send signal k to agents, 10:
while Not all agents send their local estimates to the server do Upon receiving (k, N i (k), V i (k)), update N p k (k) and v p k (k) accordingly end while send N p k (k) and v p k (k) to agents. 15: end if end while Algorithm 2 Protocol 1: Agent i for k = 1, ..., K do set p k = 0 end for while True do 5:
Analysis
We will state some useful lemmas first. 
and for any p ≥ 1,
is the actual number of pulls for arm k among all agents in episode p − 1 (the episodes are numbered from 0). It's easy to observe
, we divide the agents into two groups: The first group contains agents that do not send any notifications to the server before the server tells him to communicate in episode p − 1. Let P 0 be the total number of pulls for arm k by the first group. Obviously each agent in the first group pulls arm k for at most 2N max (p − 1)/M times, so P 0 ≤ 2N max (p−1). The second group, on the other hand, contains agents that send messages to the server at least once. Let P 1 be the total number of pulls for arm k by this group. Consider the last communication in episode p − 1 before the server decides to initiate a communication round. Denote the value ofN (k) before this communication by C 0 , and the value ofN(k) after this communication by
Using Azuma-Hoeffding's inequality and union bound, we can prove the following lemma. 
where c is some constant.
Furthermore, we can bound the communication cost in a single episode. Proof. For any arm k, suppose the server needs to initiate a communication after this arm get pulled for another N times. It's easy to observe that the total communication in updating N p (k) and v p (k) is O(M ). Now we turn to the communication used for the server to keep track ofN (k).
Let l := ⌈log 2 (N/M )⌉, r := ⌈log 2 N ⌉, then the agents will send a notification to the server if he has pulled arm k for 2 i times where i = l, l + 1, ..., r. The server maintains a counterN (k), which calculates the total number of pulls that the agents have reported to him. If server finds that N (k) ≥ N , he will initiate a communication.
If the server received a notification claiming some agent has pulled arm k for 2 i times, then N (k) will increase by
. This means whenever the server received a message,N (k) will increase by at least 2 l . Therefore, the communication cost in this episode is at
Proof. Regret: Let N k be the total number of pulls for arm k in M T steps. We useL to hide constants and log T .
The expected regret caused by the failure of lemma 3.2 is at most M T · 1/(M T 3 ) = O(1), thus we assume lemma 3.2 holds throughout our algorithm.
We divide REG(T ) into two parts REG(T ) = REG 1 (T ) + REG 2 (T ). REG 1 (T ) denotes the regret incurred by all the arms when they are in episode 0, REG 2 (T ) denotes the regret incurred in episodes > 0.
Observe that for any arm, the regret incurred in episode 0 is at most O( √ M D). The worst case is that the O(D) pulls (at most 6D by lemma 3.1) in episode 0 are distributed evenly among all agents. Thus,
. For any arm k with N k > D, the total number of episodes for this arm will be ⌈log 2 (N k /D)⌉. According to our upper confidence bound nature, we can bound REG 2 (T ) as follows:
The first equality is by lemma 3.1. Therefore, we have
. Communication: Using lemma 3.3, communication complexity can be bounded by
An OFUL-based Protocol for Linear Bandits
In this subsection, we propose a distributed algorithm based on OFUL algorithm [1] . We show that our protocol can achieve
. Similar to that of our UCB-based protocol for multi-armed bandits, the communication complexity of this protocol is independent of the time horizon T . Note that though action set D does not change with time in our basic setting, our results can be directly applied to the case with time-variant action set D t .
Protocol Sketch
Algorithm 3 OFUL algorithm 1: for t := 1, 2, ... do 2:
Play x t and observe reward y t
4:
update C t 5: end for
To begin with, we review the OFUL algorithm [1] , which is based on the optimism in the face of uncertainty (OFU) principle. The core idea is to maintain a confidence set C t−1 ⊆ R d for the parameter θ * . In each step, the algorithm chooses an optimistic estimate θ t = argmax θ∈C t−1 (max x∈D x, θ ) and then chooses action X t = argmax x∈D x, θ t , which maximizes the reward according to the estimateθ t . C t is calculated from previous actions (x 1 , x 2 , . . . , x t ) and rewards (y 1 , y 2 , . . . , y t ):
Our observation is that the volume of the confidence ellipsoid depends on det(V t ). If det(V t ) does not vary greatly, it will not influence the confidence guarantee even if the confidence ellipsoid is not updated. We divide all steps into several epochs and only synchronize samples at the end of each epoch. As det(V T ) is upper bounded, the number of those bad epochs, in which det(V t ) varies greatly, is limited. This inspires our analysis. Meanwhile, in our algorithm, we also use det(V t ) as part of our synchronization condition.
Protocol Description
In our distributed algorithm, each agent uses all samples available for him to compute the confidence ellipsoid. These samples are composed of two parts: samples obtained before last synchronization and samples that haven't been uploaded. Once the condition of synchronization is satisfied for at least one agent, all agents send data to the server, and the server returns processed data.
We denote τ x τ x T τ and τ x τ y τ as W and U in our algorithm respectively. For the sake of communication and computation efficiency, we only transmit W and U in communication rounds.
Algorithm 4 Protocol 2: For Server
W syn = 0, U syn = 0 t last = 0 while True do Wait until receiving synchronization signal from an agent 5:
Send uploading signals to all agents
Computes the confidence ellipsoid using Eq.1 based on W syn +W new and U syn +U new . Denote his results as V t,i ,θ t,i and C t,i (x t,i ,θ) = arg max (x,θ)∈D×C x, θ agent i plays x t,i and gets the result y t,i 
D is a parameter that will be determined in our analysis.
Analysis
First of all, we state lemmas from previous results that will be useful in our proof. Lemma 3.4. (Theorem 2 in [1] ) With high probability, θ * always lies in the constructed C t,i for all t and all i.
Using Lemma 3.4, we can bound single step pseudo-regret r t,i .
Lemma 3.6. With high probability, single step pseudo-regret r t,i = θ * , x * − x t,i is bounded by
Proof. Regret: In our protocol, there will be a number of epochs divided by communication rounds. We denote V last in epoch p as V p . Suppose that there are P epochs, then V P will be the matrix with all samples included.
Let R = ⌈d log 1 + M T L λd ⌉. It follows that for all but R epochs, we have
We call these epochs good epochs. In these epochs, we can use the argument for theorem 4 in [1] . First, we imagine the M T pulls are all made by one agent in a round-robin fashion. I.e., he takes x 1,1 , x 1,2 , ..., x 1,M , x 2,1 , ..., x 2,M , ..., x T,M . We useṼ t,i to denote the V this imaginary agent calculates when he gets to x t,i . If x t,i is in one of those good epochs(say the p-th epoch), then we can see that
We can then use the argument for the single agent regret bound and prove regret in these good epochs.
For epoch p, we denote regret in all good epochs as REG good . Suppose B p means the set of (t, i) pairs that belong to epoch p, and P good means the set of good epochs, using lemma 3.5, we have
Now we focus on epochs that are not good. Consider such a bad epoch where we reindex the matrices for convenience. Suppose at the start we have a V last . Suppose that the length of the epoch is n. Then agent i proceeds as V (i) 1 , ..., V (i) n . Our argument above tells us that
Now, for all but 1 agent, n log det V (i) n det V last < D. Therefore we can show that
We also know that the number of such epochs are rare. (Less than R = O(d log M T )). Therefore the second part of the regret is
There could be at most ⌈T /C⌉ such epochs that contains more than C rounds. For those containing less than C steps, log
Therefore, the total number of epochs is bounded by
With our choice of D, this is
At each communication round, we need to pass O M d 2 amount of data. Hence total communication complexity should be O M 1.5 d 3 .
Elimination-based Protocols
In this section, we discuss elimination-based protocols for MAB and linear bandits. Compared with that of optimism-based protocols, the communication complexities of elimination-based protocols enjoy a better dependence on K (MAB setting) or M and d (linear bandits setting); however, in both cases, an additional log T factor is introduced.
An Elimination-based Protocol for Multi-armed Bandits
In this subsection, we propose a distributed version of the phased-elimination algorithm [7] . We show that it achieves O √ M KT log T regret with communication complexity of O (M log M KT ). Note that under our usual assumption of T > M + K, the dependence on K is removed.
Protocol Sketch
The phased-elimination algorithm [7] works with the following principles: 1. it maintains a set of good arms A, which is initially set to be [K]; 2. at every phase, each arm within the set is pulled for the same number of times; 3. at the end of each phase, bad-performing arms are eliminated, with a margin that halves each phase.
It can be noted that the phased-elimination algorithm seems well-suited for distributed applications: the task of sampling each arm can be easily parallelized. If the number of remaining arms is greater than M , we assign arms to agents (each agent gets multiple arms); if the number of remaining arms is less than M , we assign agents to arms (each agent is assigned to one arm). We design our distributed elimination algorithm based on the following additional observations:
1. If the number of arms is less than M , we can easily simulate phased elimination with O(M ) communication;
2. If the number of arms is greater than M , but at the end of a phase, the number of remaining arms assigned to each agent remains near-uniform 5 , we only need to compute the best arm in this phase (O(M ) communication) and proceed to the next phase;
3. By assigning arms to agents randomly at initialization, the number of remaining arms is likely to remain near-uniform, until the number of remaining arms drops to O(M log M ).
Protocol Description
Algorithm 6 Protocol 3: For Server 1: Input: K, M, T 2: Generate K random numbers from uniform distribution on [M ]; send K/M of these random numbers to each agent (Share Randomness) 3: k 0 = K, k max = ⌈K/M ⌉, A = ∅ 4: for l = 1, 2, 3, ... do
5:
Send k max to each agent 6: if k l−1 < C 0 M then 7:
Partition arms in A l to agents evenly; schedule m l = ⌈4 l+2 ln M KT ⌉ pulls for each arm 8: Wait for all results to return 9: For each i ∈ A l , calculateμ i,l : the empirical mean of reward associated to arm i 10:
Eliminate low-rewarding arms: Wait for each agent to report (a * j,l ,μ * j,l ) in this phase 14: Calculate u * l = max j∈[M ]μ * j,l , and send to every agent 15: Wait for each agent to report their remaining number of arms n l (j) 16: if max j∈[M ] n l (i) > 2 min j∈[M ] n l (i) then
17:
Rearrange arms to make number of arms near-uniform 18: end if
19:
Update k max to be the maximum number of arms a agent holds; update k l to be the total number of remaining arms 20: if k l < C 0 M then 21: Ask agents to report all remaining arms, gather them in A l+1
22:
end if 23: end if 24: Notify agents to proceed 25: end for Algorithm 7 Protocol 3: For Agent i 1: Input: K, M, T 2: A (i) is given by the set of random numbers received at the beginning (Shared Randomness) 3: k 0 = K 4: for l = 1, 2, 3, ... do
5:
Receive k max 6:
if k l−1 < C 0 M then 7:
Receive (A i,l , m) from the server 8: for j ∈ A i,l do 9:
Pull arm j for m times 10:
end for
11:
Upload the average reward to the server; k l = k l−1 12:
Pull each arm m l = ⌈4 l+2 ln M KT ⌉ times and store the average for arm a as u(a, l)
14:
Pull arms arbitrarily to wait to make total pulls m l × k max
15:
Send (arg max u(·, l), max u(·, l)) to server, wait for server to calculate maximum u * l 16:
Perform elimination on local arm set
report remaining number of arms n l (i) = A (i) l+1 to server, wait for instruction 18: Update k l
19:
end if 20:
Wait for notification from server 21: end for Note: By "allocate arms to agents evenly" and "schedule m pulls", we mean the following. If |A l | ≥ M ,
• The server partitions A l into M disjoint sets:
This way, within each l, the total number of pulls for any agent will be the same.
• If agent i is in B j , the instruction will be
When timestep T + 1 is reached, we automatically terminate the protocol.
Analysis
First of all, we state the following facts regarding the execution of the protocol. Fact 1. We use A l to refer to the set of remaining arms at beginning of phase l (it is either A l or i A (i) l in the code). Then A l behaves as if a centralized phased-elimination algorithm is acting on it.
Fact 2. For a fixed arm i, in a given phase l, i is pulled (by all agents) at most max{2m l , M/K + 1} times. Proof. If the protocol terminates at the l-th phase, then the l − 1-th phase must be terminated. Therefore ⌈4 l+1 ln M KT ⌉ ≤ M T ≤ exp{L}. We conclude that l < L.
For convenience, if the protocol is terminated during the l-th phase (l < L), we define A l+1 ,...,A L to be A l .
Next, we use arguments similar to those used in the single agent phased-elimination algorithm, and prove the following useful lemmas. With out loss of generality, we assume that arm 1 is the optimal arm. Let ∆ k = µ(1) − µ(k) ≥ 0. 
Proof. For any fixed l, fixed i ∈ A l ,μ i,l is the empirical average of m l samples. Therefore by Hoeffding's inequality,
The number of phases is at most L ≤ M T . Taking a union bound over all i and l proves the theorem.
Lemma 4.2. With probability 1 − 2/(M KT ), the following holds: 1. With probability , 1 ∈ A l for all l.
For
Proof. We condition on the event described in lemma 5.1. Observe that
Therefore arm 1 will never be eliminated. This proves the first assertion. On the other hand, at the end of round l i ,μ
Therefore even if i remains to A l i , it will be eliminated at that round. This proves the second assertion.
We are now ready to state and prove our main results for the elimination-based algorithm for distributed multi-armed bandit. Proof. Regret: Let n T (i) be the number of times arm i is pulled upon termination, which is a random variable. We know that total expected regret is
We also know that in phase l, either (1) the phase only lasts for 1 step (this happens when k l−1 · m l ≤ M ) or (2) any arm is pulled for at most 2m l times. If the phase only lasts for one step, then it holds that (i) there would be at most M/K + 1 ≤ 2M/K pulls for an arm; and that (ii)
So by the lemmas above,
where C 1 and C 2 are universal constants. Assume that T > M ln M + K. Then
Choose ǫ = K ln T /(M T ). Then we get REG(T ) ≤ C 5 √ KM T ln T . Herer C 3 , C 4 and C 5 are all universal constants.
Communication: First, consider the protocol running with k l−1 < C 0 M . Then, sending instructions involve sending at most 2C 0 M numbers; similarly receiving averages involve communication O(M ) of numbers. Hence, after a protocol has k l−1 < C 0 M , total communication is at most
Now, consider the case with k l−1 > C 0 M . Suppose that at the end of phase l, if no reassignment is needed, then communication in a phase is still O (M ) . If reassignment is needed, the number of communicated numbers is at most the number of arms eliminated between that phase and the last reassignment (or assignment). Therefore, when running with k l−1 > C 0 M for several phases, total communication is bounded (up to a universal constant) by M log T plus the number of eliminated arms. Therefore the total communication in the worst case is O (M log T + K) .
Now we focus on expected communication complexity. First, observe that the elimination process and the allocation of arms is completely independent. Therefore, we can apply concentration inequality for the set of remaining arms (although this set of arms is random, independence enables us to not use a union bound). More specifically, let Then X j,l and Y j ′ ,i are independent. Now suppose that no reassignment happened until phase l − 1.
In phase l, after elimination, the number of arms remaining for agent i is n l (i) = K j=1 X j,l Y j,i . We have that
By Chernoff's bound,
as long as
(C 6 is some universal constant.) Here, we only need δ to be (M KL) −1 . After taking a union bound on l and i, we arrive at the following statement: for any l, if
then with probability 1 − 1/K, there will be no reassignment until phase l.
On the other hand, if
we can see that remaining total communication is
by our worst case argument above. Therefore, total expected communication is upperbounded by
Under our usual assumption that T > M ln M + K, this can be simplified to O (M log T ).
One caveat in this protocol is that it uses K log M bits of public randomness. However, using Newman's theorem [22] , we can remove this usage of public randomness at the cost of O(M log(M T )) bits of additional communication. Since the task is not evaluating a function here, the argument is a simple modification of that of Newman's theorem (see Appendix. B).
An Elimination-based Protocol for Linear Bandits
This protocol is based on a single agent algorithm (algorithm 12 in [18] ), which also iteratively eliminate arms from the initial action set. Similar to Protocol 3, we parallelize the data collection part of each phase, and send instructions in a communication-efficient way.
Protocol Description
For convenience, we define V (π) = a∈D π(a)aa T , g(π) = max a∈D a T V (π) −1 a.
Algorithm 8 Protocol 4: For Server
1: A 1 = D 2: for l = 1, 2, 3, ... do
3:
Find distribution π l (·) over A l such that: 1. its support has size at most ξ = 32d ln ln d; 2. g(π) ≤ 2d.
4:
Schedule m l (a) pulls for each arm a ∈ A l ; m l (a) = ⌈C 1 4 l d 2 π l (a) ln M T ⌉
5:
Receive rewards for each arm a ∈ A l reported by agents 6: For each arm in the support of π l (·), calculate the average reward µ(a) 7 :
8:
Sendθ to all agents 9:
Eliminate low rewarding arms: Find distribution π l (·) over A l such that: 1. its support has size at most ξ = 32d ln ln d; 2. g(π) ≤ 2d.
4:
Receive a set of arms, and numbers to pull each of them 5: Pull the arms according to instruction 6: Report the average reward for each arm 7:
Receiveθ from server 8: Eliminate low rewarding arms on local copy:
9: end for
As above, if the protocol reaches timestep T + 1, it is automatically terminated. The specific meaning of "schedule m l (a) pulls for arm a" will be explained in the proof of Theorem 4.
The task in line 3 of the protocol is closely related to finding a G-optimal experiment design [23] . In the G-optimal design task, we require g(π) to be actually minimized, and the minimum value is d [16] . For the exact G-optimal design task, it is known that there is a solution π * such that the support of π * (also known as core set in literature) has size at most ξ = d(d + 1)/2 [27] . Here, we only need a 2-approximation to g(π), but require the solution to have a small support size S.
This task can be shown to be feasible. In particular, when D is finite, the Frank-Wolfe algorithm under appropriate initialization can find such an approximate solution (see Proposition 3.19 [27] ). When D is infinite, we may replace D with an epsilon-net of D (and only take actions in the ǫ-net). If ǫ < 1/T , then our regret bound when the action set is the ǫ-net implies the regret bound when the action set is D. This approach, albeit feasible, may not be efficient.
Analysis
First, we consider some properties of the above protocol.
Fact 4. The length of the l-th phase is Proof. First, construct an ǫ-covering of D with ǫ l = 2 −l−2 . Denote the center of the covering as
For fixed a ∈ D, we know that with probability 1 − 2δ,
In our case,
Therefore with probability 1 − 2δ,
Choose δ = 1/(2T M Q). We can see that that there exists a C 1 such that with probability 1 − 1/(T M ), for all a ∈ X θ − θ * , a ≤ 2 −l−1 .
Now, consider an arbitrary a ∈ D. There exists x ∈ X such that a − x ≤ 2 −l−1 . Therefore with probability 1 − 1/T M , for any a ∈ D,
Lemma 4.4. Let a * = arg max a∈D θ * , a be the optimal arm. Then with probability 1−log(M T )/(T M ), a * will not be eliminated until the protocol terminates.
Proof. If a * is eliminated at the end of round l, one of the following must happen: either (1) θ − θ * , a > 2 −l ; or (2) there exists a = a * , θ − θ * , a > 2 −l . Therefore the probability for a * to be eliminated at a particular round is less than 1 − 1/(T M ). The total number of phases is at most log M T . Hence a union bound proves the proposition. Proof. First, let us only consider the case where a * is not eliminated. That is,
Note that conditioned on a * ∈ A la , {a ∈ A la−1 ∧ a ∈ A la } implies that at phase l a , either θ − θ * , a > 2 −la or θ − θ * , a * > 2 −la . Therefore the probability that there exists such a is less than log(T M )/T M . Hence, with probability 1 − 2 log(T M )/T M , a will be eliminated before phase l a .
We are now ready to state and prove our main result for Protocol 4. Proof. Regret: We note that at the start of round l, the remaining arms have suboptimality gap at most 4 · 2 −l . Suppose that the last finished phase is L. Therefore total regret is
Under our usual assumption that T > M , this can be simplified to O(d √ T M log T ). Communication Complexity: Observe that at the start of each phase, each agent has the same A l as the server. Therefore, at line 3 they obtain the same π l . In that case, when allocating the arms, the server only needs to send a index (log 2 ξ bits), instead of a vector (Ω(d) bits), to identify an arm. Now we specifically state how to schedule m l (a) pulls for each arm. Let us use p l = a m l (a)/M to denote the average pulls each agent needs to perform. Starting from the arm with the largest m l (a), we schedule pulls in full blocks whenever possible. For instance if m l (a) = 4.1p l , we give assign four agents with arm a only; and for the fifth agent, we assign him with 0.1p of load. Suppose that this scheduling is done one arm by another with descending load. Continuing the above example, if for the next arm m l (a ′ ) = 3.5p l , we assign 0.9p l to the fifth agent, and the rest to 3 agents. Observe that for each arm, the number of agents that it is assigned to is at most 1 + ⌈m l (a)/p l ⌉ agents. Therefore, total communication for scheduling is at most
Similarly, total communication for reporting averages is the same. The cost for sendingθ is M d. Note that the replicated calculation of π l (·) on the agent's side is a trick purposed to reduce the number of bits/packets required to designate an arm. If this trick is not used, the server may need d numbers, instead of one, to identify an arm; therefore the total communication complexity will become O (M d + d 2 log log d) log T .
Discussion

Lower Bound for Multi-armed Bandits
Intuitively, in order to avoid a Ω M √ KT scaling of regret, O(M ) amount of communication is necessary: otherwise most of the agents can hardly do better than a single-agent algorithm. We prove this intuition in the following lower bound(which applies to the expected communication complexity of randomized protocols). The proof of this lower bound is a simple reduction from single-agent bandits to multi-agent bandits, mapping protocols to single-agent algorithms (see Appendix. C). Since one can simulate MAB with linear bandits by setting an action set of K orthogonal vectors, this directly induces a Ω(M √ dT ) lower bound for linear bandits when communication complexity is less than M/c. We note that our results in distributed multi-armed bandits match this lower bound except for a log T factor. In this sense our protocol for multi-armed bandits is indeed communication-efficient. Moreover, since Ω(M √ KT ) is achievable with no communication at all, it is essentially the worst regret for a communication protocol. Therefore, this lower bound suggests that the communicationregret trade-off for distributed MAB is a steep one: with O (M log T ) communication, regret can be near-optimal; with slightly less communication (M/c), regret necessarily deteriorates to the worst case.
Comparison of Optimism-based and Elimination-based Protocols
In the distributed multi-armed bandit task and linear bandit task, optimism-based protocols (Protocol 1 and 2) require O (M K log M ) and O M 1.5 d 3 communication respectively. Elimination-based protocols, however, require only (M log T ) and O (M d log log d log T ). In the regime where T is not exponentially large, elimination-based protocols seem to be more communication-efficient than optimism-based protocols. In particular, the dependence on K or d is significantly lower; this is mostly because elimination-based protocols allocate arms to agents.
On the other hand, we also note that optimism-based protocols (Protocol 1 and 2), compared to elimination-based ones (Protocol 3 and 4), seem somewhat more natural and practical. For instance, the optimization involved in Protocol 4 is potentially much harder than the optimization used in Protocol 2.
Future Work
In this work, we propose communication-efficient protocols with near-optimal worst-case regret bounds. However, this may not guarantee close-to-centralized performance for a particular instance. Adopting our results to the case where instance-dependent regret is the performance measure may be an interesting problem. Another interesting problem is providing a better communication lower bound for distributed linear bandits (in order to achieve near-optimal worst-case regret). We conjecture that close-to-M d amount of communication may be necessary, which is the case in offline distributed linear regression [29, 8] in the context of achieving an optimal risk rate.
It will also be great if the two design principles, namely optimism and elimination, can be combined to get the best of both worlds. Communication complexity of such protocols potentially may enjoy small dependencies on timescale T and size of action set (K or d) simultaneously.
We also realize that real-world distributed systems typically suffer communication latency, and computation of the agents may be asynchronous. Therefore it would be interesting to consider protocols that tolerates latency and delays. However, we note that to some extent, the synchronous case is the hard case for regret minimization, as there are M agents working in concurrent throughout the execution. If we can keep most agents and only actively run 1 agent at a time, optimal regret can be easily achieved by simulating a single-agent algorithm, using communication less than M times the space complexity of that single-agent algorithm. Theorem 6. For any multi-armed bandits instance ν, suppose arm 1 is the best arm. Let ∆ i (i > 1) := µ(1) − µ(i), ∆ min := min k>1 ∆ k , ∆ max := max k>1 ∆ k . We assume that ∆ max /∆ min < c d for some constant c d > 0.
Assume that we have a a regret minimization protocol A(M, K, T ), in which the server is able to calculate the number of pulls among all agents for each arm at the end of the protocol (our protocol 1 and protocol 3 both satisfy this property). Moreover, A(M, K, T ) achieves near-optimal minimax regret bound O( √ M KT log T ). Given A(M, K, T ) running on ν, there exists a new protocol A ′ (M, K, ǫ) that identifies the best arm as long as ∆ min /2 < ǫ < ∆ min with probability at least 1 − δ for any δ > 0. Furthermore, A ′ (M, K, ǫ) hasΩ(M ) speed-up, with communication cost at most C A (M, K,Õ(K/(M ǫ 2 ))).
Proof.
A ′ (M, K, ǫ) runs on ν as follows:
1. Let T 1 be some integer that T 1 =Õ(K/(M ǫ 2 )). Run A(M, K, T 1 ).
2. Suppose the global pulls for arm k among all agents at the end of A is N k (maintained by the server), the server randomly choose an arm k * with probability N k / K k=1 N k for arm k.
3. returns arm k * .
Let's analyze protocol A ′ now.
Recall that
so we have
By choosing proper T 1 =Õ(K/(M ǫ 2 )), we have REG(T 1 ) M T 1 ≤ ǫ 3 Therefore, by Markov's inequality, Pr(k * = 1) = Pr(µ(1) − µ(k * ) < ǫ) ≥ 2 3 Note that by median trick [24] , in order to bound the error probability by δ, the server only needs to sample k * independently for O(log(1/δ)) times, and return the majority vote of them.
It's easy to observe the communication cost of A ′ by C A (M, K, T 1 ) = C A (M, K,Õ(K/(M ǫ 2 ))). According to [5] , at leastΩ(log(1/δ K i=1 1/∆ 2 i ) samples are required by any single-agent algorithm to identify the best arm with probability 1 − δ. By our assumption we know that K/ǫ 2 = O( K i=1 1/∆ 2 i ), therefore the speed-up isΩ(M ).
Note that if A is Protocol 3, we are able to identify the best arm usingÕ(log(K/M ∆ min )) communication rounds. Further more, if A is our Protocol 1, we can identify the best arm with communication complexity independent of ∆ min ; hence it is a very efficient protocol when ∆ min is small. this bound applies just as well. Therefore, if ∆ = (M T ) −1.5 , it suffices to consider bandits in X . In this case, Q = (M T ) 1.5K .
Therefore, we only need guarantee that 
C Proof for Theorem 5
Proof. First of all, we list two lemmas that will be used in our proof.
Lemma C.1. (Theorem 9.1 [18] ) For K-armed bandits, there is an algorithm with expected regret
Lemma C.2. (Theorem 15.2 [18] ) For K-armed bandits, we can prove a minimax regret lower bound of
The original lower bound is proved for Gaussian bandits, which doesn't fit exactly in our setting. we modified the proof to work for Bernoulli bandits, which resulted in a different constant.
We now prove the theorem's statement via a reduction from single agent armed bandit to multiagent armed bandit. That is, we map communication protocols to single-agent algorithms in the following way. Consider a communication protocol with communication complexity B(M ). We denote X i (i ∈ [M ]) to be the indicator function for agent i's sending or receiving a data packet throughout a run. X i is a random variable. Since expected communication complexity is less than M/c, i EX i ≤ M/c. Now consider the M/2 agents with smallest EX i . Apparently all of them have EX i ≤ 2/c. That is, for any of these agents, the probability of either speaking or hearing from someone is less than 2/c. Suppose that agent j is such a agent. Then, we can map the communication protocol to a single-agent algorithm by simulating agent j.
The simulation is as follows. Facing single agent bandit with time T , we run the code for agent i in the protocol. When no communication is needed, we are fine (continue to the next line of code). When the code mentions anything related with communication (e.g. send a message, wait for a message, etc.), we terminate the code. For the rest of the timesteps, we run a single-agent optimal algorithm (the one used by lemma C.1).
Then, if agent j's code has δ probability for involving in communication, and agent j's regret REG j (T ) ≤ A, via this reduction, we can obtain an algorithm with expected regret REG(T ) ≤ A + δ · 38 √ KT .
By lemma 2, REG(T ) cannot have a regret upperbound better than T (K − 1)/75. Therefore A + δ · 38 √ KT ≥ (K − 1)T /75.
If 38δ < 1/75, we can show that A = Ω √ KT . In our case, let c = 3000 will suffice. Then, since we can show this for M/2 agents, we can show that total regret is Ω M √ KT .
