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RESUMO
Relatamos aqui um modelo teo´rico baseado em func¸o˜es de Green e te´cnicas da teoria da
me´dia que descreve a dinaˆmica de um oscilador parametricamente forc¸ado sob a ac¸a˜o de
ruı´do te´rmico aditivo. Nosso modelo de dinaˆmica estoca´stica da´ estimativas quantitativas
para o aquecimento e o squeezing te´rmico pro´ximo a` primeira zona de instabilidade do osci-
lador. Especificamente, obtemos uma aproximac¸a˜o pertubativa da func¸a˜o de Green do osci-
lador e, posteriormente, das estimativas para as flutuac¸o˜es estatı´sticas 〈x2(t)〉, onde x(t) e´ a
posic¸a˜o do oscilador, e 〈v2(t)〉, onde v(t) representa a velocidade do oscilador. Ale´m disso,
investigamos o fenoˆmeno da amplificac¸a˜o parame´trica e propomos estimativas analı´ticas da
raza˜o sinal-ruı´do. Os resultados obtidos implicam que amplificadores parame´tricos podem
ser excelentes detectores, pois podem ter valores extremamente altos da raza˜o sinal-ruı´do e
tambe´m uma largura da banda estreita. Tambe´m observamos que o modelo pode ser aplicado
para investigar a dinaˆmica de va´rios sistemas fı´sicos, tais como, guias de ı´ons, armadilhas
de ı´ons, e dispositivos microeletromecaˆnicos axialmente forc¸ados.
Palavras-chave: excitac¸a˜o parame´trica, oscilador parame´trico, ressonaˆncia parame´trica,
amplificac¸a˜o parame´trica, equac¸o˜es diferenciais estoca´sticas, func¸o˜es de Green, teoria da
me´dia, raza˜o sinal-ruı´do.
ABSTRACT
Here we report a theoretical model based on Green’s functions and on techniques of the
theory of averaging that describes the dynamics of parametrically-driven oscillators under
the action of additive thermal noise. Our stochastic dynamics model gives quantitative esti-
mates for heating and quadrature thermal noise squeezing near the first parametric instability
zone of the oscillator. Specifically, we obtain a perturbative approximation of the oscilla-
tor’s Green’s function and, subsequently, give estimates to the statistical fluctuations 〈x2(t)〉,
where x(t) is the position of the oscillator, and 〈v2(t)〉, where v(t) represents the velocity of
the oscillator. Furthermore, we investigate the phenomenon of parametric amplification and
propose analytical estimates of the signal-to-noise ratio. The results imply that parametric
amplifiers can be excellent detectors, because they can have extremely high values of the
signal to noise ratio as well as a narrow bandwidth. We also observe that this model can be
applied to investigate the dynamics of several other physical systems such as ion guides, ion
traps, and axially loaded microelectromechanical devices.
Keywords: parametric excitation, parametric oscillator, parametric resonance, parametric
amplification, stochastic differential equations, Green’s functions, averaging theory, signal-
to-noise ratio.
Conteu´do
Lista de Abreviaturas p. iv
Lista de Sı´mbolos p. v
Lista de Figuras p. vi
1 Introduc¸a˜o p. 1
2 Sistemas dinaˆmicos lineares p. 7
2.1 Equac¸o˜es diferenciais autoˆnomas . . . . . . . . . . . . . . . . . . . . . . p. 7
2.2 Equac¸o˜es diferenciais com coeficientes perio´dicos: teoria de Floquet . . . p. 10
2.3 Equac¸a˜o de Mathieu . . . . . . . . . . . . . . . . . . . . . . . . . . . . p. 13
2.3.1 Me´todo de Hill . . . . . . . . . . . . . . . . . . . . . . . . . . . p. 18
3 Func¸o˜es de Green p. 21
3.1 Oscilador harmoˆnico . . . . . . . . . . . . . . . . . . . . . . . . . . . . p. 21
3.1.1 Me´todo de Fourier . . . . . . . . . . . . . . . . . . . . . . . . . p. 22
3.1.2 Me´todo da integrac¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . p. 26
3.2 Oscilador parametricamente forc¸ado . . . . . . . . . . . . . . . . . . . . p. 28
3.2.1 Me´todo da me´dia . . . . . . . . . . . . . . . . . . . . . . . . . . p. 28
3.2.2 Soluc¸a˜o exata . . . . . . . . . . . . . . . . . . . . . . . . . . . . p. 32
3.2.3 Me´todo nume´rico . . . . . . . . . . . . . . . . . . . . . . . . . . p. 33
4 Ressonaˆncia parame´trica p. 35
4.1 Limite entre zonas - teoria da me´dia . . . . . . . . . . . . . . . . . . . . p. 35
4.2 Limite entre zonas - me´todo do balanc¸o harmoˆnico . . . . . . . . . . . . p. 38
4.3 Multiplicadores de Floquet . . . . . . . . . . . . . . . . . . . . . . . . . p. 40
4.4 Me´todo nume´rico . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . p. 41
5 Equac¸a˜o de Langevin p. 43
5.1 Movimento Browniano . . . . . . . . . . . . . . . . . . . . . . . . . . . p. 44
5.2 O oscilador harmoˆnico na presenc¸a de ruı´do te´rmico . . . . . . . . . . . p. 47
5.3 O oscilador parametricamente forc¸ado com ruı´do te´rmico . . . . . . . . . p. 49
6 Amplificac¸a˜o parame´trica p. 56
6.1 Ca´lculo do ganho na amplificac¸a˜o parame´trica . . . . . . . . . . . . . . . p. 57
6.1.1 Me´todo da me´dia . . . . . . . . . . . . . . . . . . . . . . . . . . p. 57
6.1.2 Me´todo do balanc¸o harmoˆnico . . . . . . . . . . . . . . . . . . . p. 58
6.1.3 Me´todo nume´rico . . . . . . . . . . . . . . . . . . . . . . . . . . p. 59
6.2 Amplificac¸a˜o para frequeˆncias diferentes ω 6= ωs . . . . . . . . . . . . . p. 59
7 Raza˜o sinal-ruı´do do oscilador parame´trico p. 64
7.1 Raza˜o sinal-ruı´do estaciona´ria . . . . . . . . . . . . . . . . . . . . . . . p. 65
7.2 Raza˜o sinal-ruı´do dinaˆmica . . . . . . . . . . . . . . . . . . . . . . . . . p. 66
8 Conclusa˜o p. 69
Apeˆndice A -- Teoria da me´dia p. 71
A.1 Me´todo da me´dia: teorema . . . . . . . . . . . . . . . . . . . . . . . . . p. 71
Apeˆndice B -- Rotinas utilizadas no MAPLE p. 75
B.1 Resposta do oscilador parame´trico . . . . . . . . . . . . . . . . . . . . . p. 75
B.2 Multiplicadores de Floquet . . . . . . . . . . . . . . . . . . . . . . . . . p. 76
Apeˆndice C -- Participac¸o˜es em encontros e trabalhos publicados p. 78
Bibliografia p. 79
Lista de Abreviaturas
EDO . . . . . . . . . . . . . . . . . . . . equac¸a˜o diferencial ordina´ria
MEMS . . . . . . . . . . . . . . . . . . sistemas micro-eletro-mecaˆnicos
OHPF . . . . . . . . . . . . . . . . . . . oscilador harmoˆnico parametricamente forc¸ado
RSR . . . . . . . . . . . . . . . . . . . . raza˜o sinal-ruı´do
u. a. . . . . . . . . . . . . . . . . . . . . unidade adimensional
Lista de Sı´mbolos
ω0 Frequeˆncia natural do oscilador (positiva e constante) . . . . . . . . . . . . . . . . . . . . . . . . . . 1
Φ(t) Operador de evoluc¸a˜o temporal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
γ Coeficiente de fricc¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
ρ
√
ω20 − γ2/4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
Fp Amplitude do bombeamento parame´trico . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2ω Frequeˆncia do bombeamento parame´trico . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
Ω ω20 −ω2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
β −Fp/4ω . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
δ Ω/2ω . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
κ
√
β 2−δ 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
Ce(t) Cosseno de Mathieu . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
Se(t) Seno de Mathieu . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
A2ω Amplitude da quadratura do cosseno da compressa˜o te´rmica . . . . . . . . . . . . . . . . . . . 51
B2ω Amplitude da quadratura do seno da compressa˜o te´rmica . . . . . . . . . . . . . . . . . . . . . . 51
ωs Frequeˆncia do sinal externo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .56
φ Fase do sinal externo. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .56
Lista de Figuras
3.1 Contorno utilizado na avaliac¸a˜o da func¸a˜o de Green para o oscilador
harmoˆnico amortecido. . . . . . . . . . . . . . . . . . . . . . . . . . . . p. 24
3.2 Func¸o˜es de Mathieu MathieuC(0.8,0.06, t) e MathieuS(0.8,0.06, t) que
esta˜o presentes no programa MAPLE. . . . . . . . . . . . . . . . . . . . p. 33
3.3 Comparac¸a˜o entre o resultado nume´rico fornecido pela integrac¸a˜o nume´rica
da Eq. (3.2.31) e os resultados analı´ticos aproximados pela Eq. (3.2.52).
Os valores iniciais da func¸a˜o de Green sa˜o G(t.t ′) = 0 e (∂/∂ t)G(t, t ′) =
1.0 quando t = t ′+0+. Os paraˆmetros fixos de movimento sa˜o Fp = 0.15,
γ = 0.1, ω0 = 1.0. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . p. 34
4.1 Comparac¸a˜o entre as previso˜es pelo me´todo do balanc¸o harmoˆnico e a te-
oria de Floquet da linha de transic¸a˜o entre a zona esta´vel e insta´vel do os-
cilador parame´trico, pro´ximo a` primeira zona de ressonaˆncia parame´trica.
A aproximac¸a˜o de primeira ordem e´ dada pela Eq. (4.2.11) e a de segunda
ordem e´ dada pela Eq. (4.2.13). A obtida pela teoria de Floquet e´ quando
pelo menos um dos multiplicadores de Floquet dado pela Eq. (4.3.16)
tem mo´dulo igual a um e perı´odo 2pi/ω . . . . . . . . . . . . . . . . . . . p. 41
4.2 Comparac¸a˜o entre as previso˜es pelo me´todo nume´rico e pela te´cnica da
me´dia da linha de transic¸a˜o entre a zona esta´vel e insta´vel do oscilador
parame´trico, pro´ximo a` primeira zona de ressonaˆncia parame´trica. A
aproximac¸a˜o de primeira ordem e´ dada pela Eq. (4.1.4) e a de segunda
ordem e´ dada pela Eq. (4.1.7). Os resultados nume´ricos sa˜o obtidos pelo
ca´lculo dos multiplicadores de Floquet numericamente quando pelo me-
nos um deles tem mo´dulo igual a um e perı´odo 2pi/ω . . . . . . . . . . . . p. 42
5.1 Desvio quadra´tico me´dio do oscilador harmoˆnico obtido pela equac¸a˜o
(5.2.22) com o banho te´rmico T = 1. Podemos observar que no limite
t→ ∞ temos 〈x2(t)〉= 1.0. . . . . . . . . . . . . . . . . . . . . . . . . . p. 48
5.2 A evoluc¸a˜o temporal do desenvolvimento quadra´tico me´dio 〈x2(t)〉 versus
o tempo. A linha contı´nua horizontal verde e´ obtida pela equac¸a˜o (5.2.22),
dado atrave´s do teorema da equipartic¸a˜o da energia, indicando que o valor
de equilı´brio esperado das flutuac¸o˜es (para Fp = 0) quando a temperatura
de banho te´rmico e´ T = 1.0, enquanto que as demais retas representam
os correspondentes valores me´dios de 〈x2(t)〉 dada pela equac¸a˜o (5.3.32)
para Fp = 0.15 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . p. 53
5.3 Gra´fico do log da comparac¸a˜o da componente do deslocamento quadra´tico
me´dio 〈x2〉, dada pela Eq. (5.3.32), com a temperatura T que e´ dada pela
resposta do oscilador sem o bombeamento parame´trico. Podemos perce-
ber que a temperatura cresce monotonicamente ate´ que diverge no limite
entre as zonas esta´vel e insta´vel. . . . . . . . . . . . . . . . . . . . . . . p. 53
5.4 Mapa de cores do deslocamento quadra´tico me´dio 〈x2(t)〉. O aquecimento
ocorre nas regio˜es vermelhas e amarelas, enquanto que o resfriamento
ocorre nas regio˜es a´ direita da linha de contorno de cor rosa 〈x2(t)〉= 1.0. p. 54
5.5 Mapa de cores da amplitude te´rmica em 2ω do deslocamento quadra´tico
me´dio 〈x2(t)〉 dado por
√
|A2ω |2+ |B2ω |2. A amplitude de 4ω e´ muito
pequena para as amplitudes de bombeamento Fp usadas neste trabalho. . . p. 55
6.1 Comparac¸a˜o entre as estimativas nume´ricas e analı´ticas do ganho em
func¸a˜o da fase. Os valores nume´ricos sa˜o dados pela Eq. (6.1.8) subs-
tituindo os valores nume´ricos dos pontos fixos do mapa de retorno de
Poincare´, obtidos a partir da integrac¸a˜o da Eq. (6.0.1) apo´s cessar o tran-
siente de acordo com a Eq. (6.1.3). . . . . . . . . . . . . . . . . . . . . . p. 60
6.2 Comparac¸a˜o entre as estimativas nume´ricas e analı´ticas do ganho em
func¸a˜o de Fp. Os valores nume´ricos sa˜o dados pela Eq. (6.1.8) subs-
tituindo os valores nume´ricos dos pontos fixos do mapa de retorno de
Poincare´, obtidos a partir da integrac¸a˜o da Eq. (6.0.1) apo´s cessar o tran-
siente de acordo com a Eq. (6.1.3). . . . . . . . . . . . . . . . . . . . . . p. 61
6.3 Resposta do OPF na primeira ressonaˆncia parame´trica, ω = ω0 = 1.0, a`
um sinal com frequeˆncia ωs = 1.001, superposto com uma outra resposta
de um oscilador sem excitac¸a˜o (oscilador harmoˆnico) ao mesmo sinal. A
resposta do oscilador parame´trico na maior parte do tempo, apresenta uma
amplitude mais elevada que a amplitude de resposta do oscilador harmoˆnico. p. 62
6.4 Resposta do OPF na primeira ressonaˆncia parame´trica, ω = ω0 = 1.0, a`
um sinal com frequeˆncia ωs = 1.01, superposto com uma outra resposta
de um oscilador sem excitac¸a˜o (oscilador harmoˆnico) ao mesmo sinal.
Podemos observar que para alguns tempos a amplificac¸a˜o parame´trica e´
alta, pore´m para outros e´ negativa. . . . . . . . . . . . . . . . . . . . . . p. 62
6.5 Resposta do OPF na primeira ressonaˆncia parame´trica, ω = ω0 = 1.0, a`
um sinal com frequeˆncia ωs = 1.1, superposto com uma outra resposta de
um oscilador sem excitac¸a˜o (oscilador harmoˆnico) ao mesmo sinal. Em
nenhum tempo, a amplitude de resposta do OPF e´ maior que a resposta
do oscilador harmoˆnico. . . . . . . . . . . . . . . . . . . . . . . . . . . . p. 63
7.1 Gra´fico da raza˜o sinal-ruı´do R0, tal como na Eq. (7.1.1) juntamente com
a aproximac¸a˜o correspondente dada pela Eq. (7.1.2). . . . . . . . . . . . p. 66
7.2 Gra´fico da raza˜o sinal-ruı´do R2ω , definido na Eq. (7.2.3) com os pontos
fixos u∗ e v∗ dados pela Eq. (6.1.7) e a amplitude do squeezing te´rmico
〈x2〉 dado por
√
|A2ω |2+ |B2ω |2 definidos na Eq. (5.3.35). Comparamos
com as aproximac¸o˜es da Eq. (7.2.6) e obtemos muito boas concordaˆncias. p. 68
11 Introduc¸a˜o
Quando um paraˆmetro de um oscilador harmoˆnico varia periodicamente no tempo, dize-
mos que esse oscilador e´ parametricamente forc¸ado (ou bombeado). Em mecaˆnica cla´ssica
isso ocorre, por exemplo, em peˆndulos cujo comprimento varia periodicamente no tempo ou
cujo ponto de suspenc¸a˜o e´ oscilante [1, 2]. Provavelmente, o sistema fı´sico mais conhecido
em que ocorre oscilac¸o˜es parametricamente excitadas e´ dado por uma crianc¸a brincando em
um balanc¸o. Mesmo sem poˆr os pe´s no cha˜o e sem ser empurrada por uma outra pessoa, ela
consegue oscilar o balanc¸o. Este feito e´ possı´vel de ser realizado quando a crianc¸a eleva e
abaixa o seu centro de massa de forma perio´dica, variando assim o comprimento do peˆndulo
l(t) e, por consequeˆncia, modificando a frequeˆncia natural ω0(t) =
√
g/l(t) [3]. Quando
essas oscilac¸o˜es ocorrem, temos o fenoˆmeno da ressonaˆncia parame´trica, ou seja, quando
o estado de repouso do oscilador se torna insta´vel. Isso ocorre de uma forma mais forte,
quando a frequeˆncia de bombeamento e´ igual ou pro´xima a duas vezes a frequeˆncia natu-
ral do oscilador. Ale´m desse caso, as oscilac¸o˜es tambe´m podem ocorrer em frequeˆncias de
bombeamento iguais ou pro´ximas a` ω = 2ω0/n , com n = 1,2,3, . . . [4]. Em todos os casos
ha´ necessidade de uma amplitude mı´nima de bombeamento para que ocorra a ressonaˆncia
parame´trica.
Problemas cientı´ficos e de engenharia que levam ao oscilador harmoˆnico parametri-
camente forc¸ado (OHPF) e a` ressonaˆncia parame´trica, teˆm despertado crescente interesse
desde o se´culo XIX [1, 5]. Os primeiros sistemas investigados em que ocorria a ressonaˆncia
2parame´trica envolviam geometrias elı´pticas como, por exemplo, nos modos de vibrac¸a˜o de
membranas elı´pticas estudadas por Faraday em 1831 [6] e em modos de propagac¸a˜o de on-
das em tubos elı´pticos. Neste contexto, a equac¸a˜o do OHPF surge da soluc¸a˜o por separac¸a˜o
de varia´veis da equac¸a˜o de onda em coordenadas elı´pticas [7]. As soluc¸o˜es na˜o triviais da
equac¸a˜o do oscilador parame´trico com o bombeamento senoidal (tambe´m conhecida como
equac¸a˜o de Mathieu) podem ser escritas em termos de func¸o˜es de Mathieu, que foram pri-
meiramente discutidas por E´mile Mathieu em 1868 no contexto de oscilac¸o˜es livres em uma
membrana [8]. Equac¸o˜es semelhantes surgem tambe´m em problemas que envolvem poten-
ciais perio´dicos em mecaˆnica quaˆntica, tais como, na func¸a˜o de onda do ele´tron em uma rede
perio´dica de a´tomos [9], em que a ressonaˆncia parame´trica leva a` teoria de bandas em se-
micondutores [10]. Oscilac¸o˜es parame´tricas tambe´m ocorrem na ana´lise da estabilidade do
peˆndulo invertido, de navios, balo˜es e pa´ra-quedas [1]. Recentemente, as equac¸o˜es do OHPF
teˆm sido utilizadas para modelar sistemas de escala microsco´pica ou nanosco´pica tais como
guias de ı´ons quadripolares e armadilhas de ı´ons de Paul [11], magnetometria [12], cavida-
des opto-mecaˆnicas [13] e sistemas micro-eletro-mecaˆnicos (MEMS) axialmente forc¸ados
[14].
Amplificadores parame´tricos sa˜o dispositivos que se utilizam da excitac¸a˜o parame´trica
para aumentar a resposta devida a uma pequena forc¸a ou tensa˜o ac externa aplicada [15].
Eles foram concebidos para detectar pequenos sinais e para aumentar a resposta dinaˆmica
de um oscilador para pequenas excitac¸o˜es harmoˆnicas, podendo melhorar a sensibilidade de
um sensor na detecc¸a˜o de pequenas forc¸as mesmo quando dominadas pelo ruı´do [16].
Os MEMS teˆm sido largamente utilizados em va´rias a´reas da nanotecnologia, tais como
em sensores de massa ou forc¸as e na microscopia de forc¸a atoˆmica [17]. A amplificac¸a˜o
parame´trica degenerada (pro´ximo a` sua principal ressonaˆncia) e´ utilizada para melhorar a
sensibilidade das medidas reduzindo o efeito do ruı´do [18]. Nesses sistemas, normalmente o
oscilador parame´trico (ou ressonador) e´ representado pela deflexa˜o ma´xima do modo funda-
mental das vibrac¸o˜es [19]. No caso da haste presa duplamente nas pontas e axialmente exci-
3tada, o grau de liberdade representa a quantidade de deflexa˜o do ponto me´dio de equilı´brio
da barra [20].
Com o uso da amplificac¸a˜o parame´trica, Stowe et al [21], alcanc¸aram uma resoluc¸a˜o na
medida de forc¸as de 5.6×10−18N tendo uma sensibilidade na medida de massa de 10−12g.
Rugar e Gru¨tter [16] procurando meios de reduzir o ruı´do te´rmico e aumentar a precisa˜o
na detecc¸a˜o de ondas gravitacionais, utilizaram te´cnicas de perturbac¸a˜o para obter o ganho
parame´trico linear, quando se depararam experimentalmente o squeezing termomecaˆnico
em quadratura. O fenoˆmeno na˜o foi analisado teoricamente levando a outras investigac¸o˜es
posteriores [20].
DiFilippo et al [22, 23] tentaram explicar esse fenoˆmeno utilizando uma distribuic¸a˜o
gaussiana te´rmica de estados iniciais que evoluiam deterministicamente. Nessa evoluc¸a˜o,
eles obtiveram a amplitude do squeezing do sinal e observaram uma defazagem mais ele-
vada. Na Ref. [23] eles propuseram um modelo teo´rico para explicar o squeezing ter-
momecaˆnico, no entanto, os paraˆmetros do sistema foram escolhidos para estar dentro da
zona de instabilidade do oscilador parame´trico. Essa abordagem na˜o considera a dinaˆmica
estoca´stica na evoluc¸a˜o dos estados iniciais e tambe´m na˜o e´ correta, pois diverge exponen-
cialmente com o tempo.
Na Ref. [24], Almog et al estudando a amplificac¸a˜o do sinal no oscilador de Duffing
pro´ximo a um ponto de bifurcac¸a˜o obteveram experimentalmente o squeezing na˜o linear.
Eles criaram um sistema de amplificac¸a˜o nanomecaˆnica, que consistia em uma haste mi-
crosco´pica duplamente presa e excitada capacitivamente por um eletrodo adjacente, mas o
modelo teo´rico utilizado na˜o trata o ruı´do de uma forma dinaˆmica.
Batista [20] usando uma abordagem com func¸o˜es de Green, para resolver a equac¸a˜o de
Langevin aliadas com as te´cnicas da me´dia, obteve estimativas analı´ticas para as flutuac¸o˜es
te´rmicas, fornecendo uma explicac¸a˜o para o squeezing termomecaˆnico observado por Rugar
e Gru¨tter [16]. Ele mostrou que o squeezing te´rmico e´ um fenoˆmeno da flutuac¸a˜o te´rmica
4do oscilador parame´trico na presenc¸a do ruı´do te´rmico aditivo. Tal modelo criado foi capaz
de estimar qualitativamente e quantitativamente o aquecimento e o squeezing te´rmico do
oscilador. Vale ressaltar que este trabalho foi o primeiro a incluir dinaˆmica estoca´stica em
um modelo teo´rico que explica o squeezing te´rmico em OHPFs na presenc¸a do ruı´do.
Os limites da amplificac¸a˜o parame´trica devido ao ruı´do termomecaˆnico em sensores de
pequenas massas construı´do com osciladores nanomecaˆnicos foram estudados por Cleland
[25]. Embora esse trabalho seja bastante amplo, o autor na˜o fornece estimativas para a
raza˜o sinal-ruı´do em amplificadores parame´tricos quando se aumenta a amplitude de bom-
beamento pro´xima a` linha de transic¸a˜o da primeira zona de ressonaˆncia parame´trica.
Na Ref. [19] mostramos o efeito da adic¸a˜o do ruı´do em amplificadores parame´tricos
com o objetivo de estudar a efica´cia da amplificac¸a˜o parame´trica na presenc¸a do ruı´do
te´rmico. O modelo teo´rico e´ baseado em func¸o˜es de Green e em te´cnicas da teoria da me´dia.
Propomos e calculamos dois tipos de raza˜o sinal-ruı´do (RSR). O primeiro relaciona a ampli-
tude do sinal com a me´dia temporal da me´dia estatı´stica das flutuac¸o˜es te´rmicas da posic¸a˜o
do oscilador parame´trico devido ao ruı´do te´rmico. Ja´ o segundo relaciona a amplitude do
sinal com a amplitude das oscilac¸o˜es da me´dia estatı´stica das flutuac¸o˜es na frequeˆncia do
bombeamento parame´trico. Muito boa concordaˆncia entre as estimativas analı´ticas e os
resultados nume´ricos foi encontrada.
Nesta dissertac¸a˜o, apresentamos um estudo do oscilador parametricamente forc¸ado. In-
vestigamos basicamente o efeito do ruı´do te´rmico pro´ximo a` primeira zona de ressonaˆncia
parame´trica, mostramos como ocorre o fenoˆmeno do squeezing te´rmico, aquecimento, amplificac¸a˜o
parame´trica e, por fim, propomos e calculamos duas razo˜es sinal-ruı´do. Vamos mostrar que
podemos melhorar a amplificac¸a˜o do sinal mesmo quando o amplificador parame´trico e´
dominado pelo ruı´do te´rmico. Comparamos com resultados obtidos numericamente e obti-
vemos excelentes concordaˆncias.
Este trabalho esta´ organizado da seguinte maneira:
5Capı´tulo 2: Realizamos uma revisa˜o sobre sistemas dinaˆmicos lineares. Iniciamos pe-
los sistemas autoˆnomos apresentando o conceito da matriz fundamental, desenvolvemos a
teoria de Floquet para sistemas na˜o-autoˆnomos com coeficientes que variam periodicamente
com o tempo, obtemos os multiplicadores de Floquet que esta˜o relacionados com a estabili-
dade do sistema, e por fim discutimos sobre a equac¸a˜o de Mathieu. Em seguida, utilizamos
para sua soluc¸a˜o o me´todo de Hill. Apresentamos as func¸o˜es MathieuC e MathieuS, que
sa˜o soluc¸o˜es independentes da equac¸a˜o Mathieu. Essa revisa˜o e´ extremamente importante
para o embasamento dos estudos desenvolvidos nos capı´tulos seguintes.
Capı´tulo 3: Apresentamos as func¸o˜es de Green, respectivamente, do oscilador harmoˆnico
e parame´trico. Para o primeiro caso, utilizamos dois me´todos: o da transformada de Fourier
e o da integrac¸a˜o direta. Ja´ para o segundo caso, obtemos primeiramente duas matrizes fun-
damentais, sendo uma aproximada pelas te´cnicas da me´dia e outra exata obtida pela teoria
de Floquet. Em seguida, encontramos as func¸o˜es de Green correspondentes para que pos-
samos obter as estimativas das flutuac¸o˜es em um capı´tulo posterior. Por fim, comparamos
com o me´todo nume´rico.
Capı´tulo 4: Fazemos um estudo da ressonaˆncia parame´trica. Obtemos a linha de
transic¸a˜o da primeira zona de instabilidade por dois me´todos aproximativos em 1a e 2a or-
dem: pela te´cnica da me´dia e pelo me´todo do balanc¸o harmoˆnico. Obtemos tambe´m a linha
de transic¸a˜o de forma exata, via teoria de Floquet com as func¸o˜es de Mathieu. Finalizando,
novamente obtemos tambe´m a linha de transic¸a˜o por meio da integrac¸a˜o nume´rica.
Capı´tulo 5: Inicialmente apresentamos uma revisa˜o da equac¸a˜o de Langevin para uma
partı´cula livre em um fluido e estudamos o movimento Browniano devida a`s flutuac¸o˜es
te´rmicas. Em seguida, estudamos o oscilador harmoˆnico em equilı´brio te´rmico. Por fim,
obtemos estimativas para as flutuac¸o˜es te´rmicas do oscilador parametricamente forc¸ado na
presenc¸a do ruı´do aditivo, que e´ um exemplo de sistema fora do equilı´brio termodinaˆmico.
Verificamos que o oscilador parame´trico pode aquecer e que a me´dia estatı´stica de suas
6flutuac¸o˜es te´rmicas oscila com o tempo. Provemos estimativas quantitativas para o aqueci-
mento e o squeezing te´rmico.
Capı´tulo 6: Aqui estudamos a amplificac¸a˜o parame´trica, obtendo uma relac¸a˜o para o
ganho no oscilador pelas te´cnicas da me´dia. Em seguida, obtemos o ganho pelo me´todo do
balanc¸o harmoˆnico que reforc¸a o me´todo da me´dia. Verificamos que o ganho da amplificac¸a˜o
do sinal depende sensivelmente da fase entre o bombeamento e a forc¸a externa ac, como
tambe´m da dessintonia entre a frequeˆncia de bombeamento e a frequeˆncia natural do oscila-
dor.
Capı´tulo 7: Aqui apresentamos duas estimativas para medidas da RSR do oscilador
parame´trico. Com os resultados obtidos nos capı´tulos anteriores, fazemos uma comparac¸a˜o
entre a amplificac¸a˜o do sinal ac externo com a amplificac¸a˜o das flutuac¸o˜es te´rmicas quando
o oscilador parame´trico esta´ sendo bombeado pro´ximo a` primeira zona de ressonaˆncia pa-
rame´trica. Observa-se uma forte dependeˆncia da RSR na fase e tambe´m na amplitude de
bombeamento parame´trico. Para alguns intervalos da fase ha´ um alto RSR, enquanto que
para outros valores de fase a RSR diminui ou permanece o mesmo com o aumento da am-
plitude de bombeamento.
Capı´tulo 8: Finalizamos o trabalho apresentando nossas concluso˜es e pespectivas de
trabalhos futuros.
72 Sistemas dinaˆmicos lineares
Um sistema pode ser definido como um conjunto de objetos agrupados por alguma
interac¸a˜o ou interdependeˆncia, de modo que existam relac¸a˜o de causa e efeito nos fenoˆmenos
que ocorrem com os elementos desse conjunto [26]. E´ dito dinaˆmico quando algumas gran-
dezas que caracterizam seus objetos constituintes variam no tempo.
A posic¸a˜o no futuro e no passado de muitos sistemas podem ser previstos ate´ um certo
ponto, pelo conhecimento de sua posic¸a˜o no presente e as leis que governam sua evoluc¸a˜o.
Com a condic¸a˜o de que as leis na˜o mudem ao decorrer do tempo, o comportamento e´ tal que
um sistema pode ser completamente definido por sua posic¸a˜o inicial. Deste modo, a noc¸a˜o
de sistema dinaˆmico inclui o conjunto de suas possı´veis posic¸o˜es e uma lei de evoluc¸a˜o da
posic¸a˜o no tempo [27].
O objetivo desse capı´tulo e´ estudar os sistemas autoˆnomos, desenvolver a teoria de
Floquet para sistemas na˜o-autoˆnomos com coeficientes perio´dicos, obter os multiplicadores
de Floquet e, por fim, discutir sobre a equac¸a˜o de Mathieu e para sua soluc¸a˜o o me´todo de
Hill.
2.1 Equac¸o˜es diferenciais autoˆnomas
Podemos escrever soluc¸o˜es de equac¸o˜es diferenciais lineares em termos da func¸a˜o ex-
8ponencial, que e´ ao mesmo tempo bem comportada e habitual [28]. Por exemplo, dada a
equac¸a˜o diferencial autoˆnoma
x˙ = Ax, x ∈ Rn, (2.1.1)
onde A e´ uma matriz constante n×n. Com a condic¸a˜o inicial x(0) = x0, tem soluc¸a˜o
x(t) = eAtx0. (2.1.2)
Portanto, se somos capazes de escrever exponenciais de matrizes, a soluc¸a˜o e´ simples.
Uma propriedade simples de equac¸o˜es lineares e´ que se x1(t) e x2(t) sa˜o soluc¸o˜es, enta˜o
λx1(t)+µx2(t) tambe´m e´ uma soluc¸a˜o, tendo λ ,µ ∈C [29]. Este princı´pio da superposic¸a˜o
na˜o se sustenta mais em geral para sistemas na˜o-lineares, mas tem uma consequeˆncia im-
portante para sistemas lineares. Se conseguirmos encontrar n soluc¸o˜es independentes para
a equac¸a˜o diferencial linear em Rn, enta˜o, qualquer outra soluc¸a˜o pode ser escrita como
uma combinac¸a˜o dessas soluc¸o˜es [28]. Em outras palavras, se x1(t), ...,xn(t) sa˜o soluc¸o˜es
independentes, a soluc¸a˜o geral pode ser escrita como
x =Φ(t)x0, (2.1.3)
onde x0 ∈ Rn sendo as constantes iniciais e Φ(t) uma matriz n× n cujas colunas sa˜o as
soluc¸o˜es xi(t), ou seja, Φ(t) = [x1(t), ..,xn(t)] e satisfaz a` Φ(0) = I. A mesma e´ chamada
de matriz fundamental do problema, e eAt e´ simplesmente uma escolha natural da matriz
fundamental para o problema x˙ = Ax [28]. Enta˜o
Φ(t) = eAt . (2.1.4)
Para verificar que a exponencial eAt e´ uma matriz fundamental para a Eq. (2.1.1), onde
x ∈Rn e A e´ um mapa linear de Rn para si mesmo, precisamos definir a exponencial de uma
matriz e estabelecer algumas propriedades.
9Definic¸a˜o 2.1.1.
Admitimos que A e´ uma matriz n×n com coeficientes constantes, enta˜o a exponencial
eAt e´ definida pela se´rie de poteˆncias
eAt =
∞
∑
k=0
Aktk
k!
. (2.1.5)
A exponencial de uma matriz tem propriedades muito semelhantes a exponencial de um
nu´mero real.
Teorema 2.1.1. Seja A uma matriz n× n com coeficientes constantes e x ∈ Rn. Logo, a
soluc¸a˜o u´nica x(t) de x˙ = Ax com x(0) = x0 e´ x(t) = eAtx0.
Prova. Primeiramente note que
d
dt
eAt =
∞
∑
k=0
d
dt
Aktk
k!
=
∞
∑
k=1
Aktk−1
(k−1)! = Ae
At .
Por isso,
d
dt
x(t) =
d
dt
eAtx0 = AeAt = Ax(t),
e assim eAt e´ a soluc¸a˜o da equac¸a˜o x˙ = Ax com x(0) = x0. Para provar a unicidade, supo-
nhamos que y(t) e´ uma outra soluc¸a˜o para a equac¸a˜o diferencial com o mesmo valor inicial,
y(0) = x0 determinamos z(t) = e−Aty(t), enta˜o
z˙ =−Ae−Aty(t)+ e−At y˙(t) =−Ae−Aty(t)+Ae−Aty(t) = 0,
ou seja, z(t) e´ uma constante. Pore´m z(0) = y(0) = x0 e z(t) = x0. Deste modo, a partir da
definic¸a˜o de z(t), isso implica que y(t) = eAtx0 = x(t), e, portanto, as soluc¸o˜es sa˜o u´nicas.
Este resultado mostra que podemos encontrar a soluc¸a˜o de equac¸o˜es diferenciais li-
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neares por matrizes exponencializadas, mais na˜o nos diz como calcular a exponenciais de
matrizes. Se queremos escrever a soluc¸a˜o explicitamente, devemos tomar a exponencial da
matriz. Se A e´ diagonal, A = diag(a1, . . . ,an), enta˜o eAt = diag(ea1t , . . . ,eant) e as soluc¸o˜es
em forma de componente sa˜o xi = eaitx0i, pore´m, para matrizes mais gerais as soluc¸o˜es na˜o
sa˜o ta˜o o´bvias [28].
2.2 Equac¸o˜es diferenciais com coeficientes perio´dicos: te-
oria de Floquet
Para o caso mais fa´cil, supomos que a equac¸a˜o diferencial e´ dada por
x˙ = a(t)x, a(t) = a(t+T ), (2.2.6)
quando x ∈ R. Integrando, encontramos que
x(t) = e[
∫ t
0 a(s)ds]x0. (2.2.7)
Por isso ϕ(t) = e[
∫ t
0 a(s)ds] e´ a matriz fundamental para o problema x(t) = ϕ(t)x0. Agora,
desde que
∫ t+T
0
a(s)ds =
∫ T
0
a(s)ds+
∫ t+T
T
a(s)ds,
e, usando a periodicidade de a(s), a(s) = a(s+T ),
∫ t+T
T
a(s)ds =
∫ t
0
a(s)ds,
temos
ϕ(t+T ) =
{
exp
[∫ T
0
a(s)ds
]}{
exp
[∫ t
0
a(s)ds
]}
,
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ou ainda,
ϕ(t+T ) = ϕ(T )ϕ(t).
Em caso particular
ϕ(nT ) = ϕ(T )n n ∈ N.
O nu´mero ϕ(T ) = eσT e´ chamado de multiplicador de Floquet, enquanto que σ e´ cha-
mado de expoente de Floquet [28]. Observe que σ e´ determinado apenas por uma constante
σ =
1
T
logϕ(T )+
2kpii
T
(2.2.8)
para qualquer inteiro k. Para determinar a estabilidade da origem (que e´ um ponto esta-
ciona´rio) definimos y(t) = ϕ(t)e−σt . Enta˜o
y(t+T ) = ϕ(t+T )e−σ(t+T ) = ϕ(t)e−σt
desde que ϕ(t +T )e−σT = ϕ(t). Por isso, y(t) = y(t +T ), ou seja, y(t) e´ perio´dica e limi-
tada. Assim
x(t) = ϕ(t)x0 = y(t)eσtx0. (2.2.9)
Por isso, se Reσ < 0 as soluc¸o˜es convergem, caso contra´rio, Reσ > 0 as soluc¸o˜es divergem
[30].
Segundo Wiesenfeld et al [31], a teoria de Floquet e´ uma teoria ta˜o quanto mais geral,
pois trata de equac¸o˜es diferenciais lineares com coeficientes perio´dicos do tipo
x˙ = A(t)x, x ∈ Rn (2.2.10)
Definic¸a˜o 2.2.1. A matriz fundamental correspondente a` equac¸a˜o (2.2.10), obedece a equac¸a˜o
Φ˙= A(t)Φ e tem valor inicial Φ(0) = I. Φ e´ uma matriz n×n, cujos os elementos esta˜o em
R se os coeficientes de A(t) sa˜o reais [30].
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Teorema 2.2.1. Considere o sistema linear
x˙ = A(t)x, (2.2.11)
onde A(t) e´ uma matriz contı´nua n×n e perio´dica em T . A matriz fundamental Φ(t) dessa
equac¸a˜o pode ser escrita como o produto de duas matrizes n×n
Φ(t) = P(t)eBt , (2.2.12)
com P(t+T ) = P(t) e B uma matrix constante n×n [30].
Prova. Uma vez que ha´ uma evoluc¸a˜o temporal, a matriz fundamental admite uma inversa.
Enta˜o diferenciando o operador Φ(t)Φ−1(t) = I obtemos
dΦ−1
dt
=−Φ−1Φ˙Φ−1 =−Φ−1A(t)ΦΦ−1 =−Φ−1A(t). (2.2.13)
Diferenciando o operador Φ−1(t)Φ(t+T ) encontramos
d
dt
[Φ−1(t)Φ(t+T )] = −Φ−1(t)A(t)Φ(t+T )+Φ−1(t)A(t+T )Φ(t+T )
= −Φ−1(t)A(t)Φ(t+T )+Φ−1(t)A(t)Φ(t+T ) = 0,
implicando queΦ−1(t)Φ(t+T ) e´ uma constante no tempo. Podemos enta˜o escreverΦ−1(t)Φ(t+
T ) = eBT .
Finalmente podemos perceber que
P(t+T ) =Φ(t+T )e−B(t+T ) =Φ(t)eBT e−B(t+T ) =Φ(t)e−Bt = P(t).
Com isso, encontramos que x(t) = Φ(t)x0 = ∑i aieλitP(t)vi, onde λi e vi sa˜o os auto-
valores e autovetores respectivos de B [28]. Como Φ(0) = I = P(0), enta˜o P(T ) = I e
Φ(T )vi = eλiT vi, onde eλiT sa˜o os multiplicadores de Floquet, que definem o comporta-
mento do sistema ao longo do tempo [30]. Portanto, se o mo´dulo de algum multiplicador
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de Floquet for maior que 1, no sistema (2.2.11), ha´ instabilidade associada a` direc¸a˜o do
autovetor correspondente no espac¸o de fase [26].
2.3 Equac¸a˜o de Mathieu
Quando equac¸o˜es diferenciais parciais como a de Laplace, Poisson e a equac¸a˜o de onda
sa˜o resolvidas com condic¸o˜es de contorno cilı´ndricas ou esfe´ricas, encontramos soluc¸o˜es
radiais, que sa˜o as func¸o˜es de Bessel, e soluc¸o˜es angulares, que sa˜o sen(mφ), cos(mφ) em
casos cilı´ndricos e harmoˆnicos esfe´ricos em casos esfe´ricos [7].
Quando a condic¸a˜o de contorno circular se torna elı´ptica nesses problemas cilı´ndricos,
somos levados a`s func¸o˜es de Mathieu, que, portanto, podem ser denominadas func¸o˜es
cilı´ndricas elı´pticas [9]. A Equac¸a˜o geradora dessas func¸o˜es e´ dada por
x¨(t)+ [λ −2qcos(2t)]x(t) = 0. (2.3.14)
Podemos perceber que o autovalor λ (q) e´ uma func¸a˜o do paraˆmetro contı´nuo q na equac¸a˜o
diferencial ordina´ria (EDO) de Mathieu. Segundo Weber e Arfken [7], e´ essa dependeˆncia
de paraˆmetro que complica a ana´lise de func¸o˜es de Mathieu e as coloca entre as mais difı´ceis
func¸o˜es especiais usadas na Fı´sica.
Uma vez que a EDO de Mathieu e´ invariante sob paridade (t → −t), as func¸o˜es de
Mathieu teˆm paridade definida. As de paridade ı´mpar que teˆm perı´odo 2pi e, para q pequeno,
comec¸am com sen[(2n+ 1)t] saˆo denominadas MathieuS2n+1(q, t), sendo n inteiro, n =
0,1,2, ... Func¸o˜es de Mathieu de paridade ı´mpar e perı´odo pi que comec¸am com sen(2nt)
para q pequeno sa˜o denominadas MathieuS2n(q, t), com n= 1,2, ... Ja´ as func¸o˜es de Mathieu
de paridade par, de perı´odo pi , que comec¸am com cos(2nt) para q pequeno, sa˜o denominadas
MathieuC2n(q, t), enquanto as de perı´odo 2pi que comec¸am com cos[(2n+1)t], n = 0,1, ...
para q pequeno sa˜o denominadas MathieuC2n+1(q, t).
No limite, onde o paraˆmetro q→ 0, ou seja, a EDO de Mathieu tornando-se a EDO do
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oscilador harmoˆnico, as func¸o˜es de Mathieu se reduzem as func¸o˜es trigonome´tricas.
A condic¸a˜o de periodicidade φ(t+2pi) = φ(t) e´ suficiente para determinar um conjunto
de autovalores λ em termos de q. Uma analogia elementar desse resultado e´ o fato de que
uma soluc¸a˜o da EDO do oscilador harmoˆnico cla´ssico u¨(t)+λu(t) = 0 tem perı´odo 2pi se,
e somente se, λ = n2 for o quadrado de um inteiro.
Queremos mostrar que as func¸o˜es de Mathieu sa˜o:
• par em t e de perı´odo pi se, e somente se, φ˙1(pi/2) = 0;
• ı´mpar e de perı´odo pi se, e somente se, φ2(pi/2) = 0;
• par e de perı´odo 2pi , se, e somente se, φ1(pi/2) = 0;
• ı´mpar e de perı´odo 2pi , se, e somente se, φ˙2(pi/2) = 0,
em que φ1(t) e φ2(t) sa˜o duas soluc¸o˜es linearmente independentes da EDO, de modo que
φ1(0) = 1, φ˙1(0) = 0, φ2(0) = 0, φ˙2(0) = 1. (2.3.15)
O primeiro caso corresponde a MathieuC2n(q, t), com φ˙1(pi/2) =−2nsen2nt|t=pi/2+ · · ·= 0
para n = 1,2, . . . O segundo e´ MathieuS2n(q, t), com φ2(pi/2) = sen2nt|t=pi/2 + · · · = 0. O
terceiro caso e´ o MathieuC2n+1(q, t), com φ1(pi/2) = cos(2n+1)t|t=pi/2+ · · ·= 0. O quarto
caso e´ o MathieuS2n+1(q, t).
A chave da prova e´ a abordagem de Floquet para as EDOs lineares de segunda ordem
com func¸o˜es de coeficientes perio´dicos, tal como a EDO de Mathieu [7]. Se φ1(t) e φ2(t)
sa˜o duas soluc¸o˜es linerarmente independentes da EDO, qualquer outra soluc¸a˜o φ pode ser
expressa como
φ(t) = c1φ1(t)+ c2φ2(t), (2.3.16)
onde c1 e c2 sa˜o costantes. Agora, φk(t+2pi) tambe´m sa˜o soluc¸o˜es porque uma EDO como
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essa e´ invariante sob a translac¸a˜o t→ t+2pi e, em particular,
φ1(t+2pi) = a1φ1(t)+a2φ2(t),
φ2(t+2pi) = b1φ1(t)+b2φ2(t), (2.3.17)
com constantes ai, b j. Substituindo a Eq. (2.3.17) na (2.3.16), obtemos
φ(t+2pi) = (c1a1+ c2b1)φ1(t)+(c2b2+ c1a2)φ2(t), (2.3.18)
em que as constantes ci podem ser escolhidas como soluc¸o˜es das equac¸o˜es de autovalor
a1c1+b1c2 = λc1,
a2c1+b2c2 = λc2. (2.3.19)
Enta˜o, o teorema de Floquet afirma que φ(t+2pi) = λφ(t), em que λ e´ uma raiz da∣∣∣∣∣ a1−λ b1a2 b2−λ
∣∣∣∣∣= 0. (2.3.20)
Obtemos um corola´rio u´til se definirmos µ e y por λ = exp(2piµ) e y(t) = exp(−µt)φ(t),
portanto
y(t+2pi) = e−µte−2piµφ(t+2pi) = e−µtφ(t) = y(t). (2.3.21)
Assim, φ(t) = eµty(t), sendo y uma func¸a˜o perio´dica em t com perı´odo 2pi .
Vamos aplicar o argumento de Floquet a`s φk(t +pi), que tambe´m sa˜o soluc¸o˜es da EDO
de Mathieu porque a u´ltima e´ invariante sob a translac¸a˜o t→ t+pi . Usando valores especiais
na Eq. (2.3.15), sabemos que
φ1(t+pi) = φ1(pi)φ1(t)+ φ˙1(pi)φ2(t),
φ2(t+pi) = φ2(pi)φ1(t)+ φ˙2(pi)φ2(t), (2.3.22)
pois essas combinac¸o˜es lineares de φk(t) sa˜o soluc¸o˜es da EDO de Mathieu com os valores
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φi(t+pi), φ˙i(t+pi), para t = 0. Por conseguinte
φi(t+pi) = λiφi(t), (2.3.23)
em que λi sa˜o as raı´zes de ∣∣∣∣∣ φ1(pi)−λ φ2(pi)φ˙1(pi) φ˙2(pi)−λ
∣∣∣∣∣= 0. (2.3.24)
O termo constante no polinomio caracterı´stico e´ dado pela wronskiano
W (φ1(t),φ2(t)) =C, (2.3.25)
uma constante porque o coeficiente de φ˙ na EDO angular de Mathieu desaparece, impli-
cando que dW/dt = 0. De fato, usando a Eq. (2.3.15),
W (φ1(0),φ2(0)) = φ1(0)φ˙2(0)− φ˙1(0)φ2(0) = 1,
= W (φ1(pi),φ2(pi)) , (2.3.26)
portanto a equac¸a˜o de autovalores se torna
[φ1(pi)−λ ]
[
φ˙2(pi)−λ
]−φ2(pi)φ˙1(pi) = 0,
λ 2− [φ1(pi)+ φ˙2(pi)]λ +1 = 0, (2.3.27)
com λ1 ·λ2 = 1 e λ1+λ2 = φ1(pi)+ φ˙2(pi).
Se |λ1|= |λ2|= 1, enta˜o λ1 = exp(iα) e λ2 = exp(−iα), portanto λ1+λ2 = 2cos(α).
Para α 6= 0,pi,2pi, · · · esse caso corresponde a |φ1(pi)+ φ˙2(pi)|< 2, em que ambas as soluc¸o˜es
permanecem ligadas, a` medida que t → ∞ em perı´odos de pi usando a Eq. (2.3.23). Esses
casos na˜o resultam em func¸o˜es perio´dicas de Mathieu, e isso tambe´m acontece quando
|φ1(pi)+ φ˙2(pi)| > 2. Se α = 0, isto e´, λ1 = λ2 = 1 for uma raiz dupla, enta˜o as αi teˆm
perı´odo pi e |φ1(pi)+ Φ˙2(pi)| = 2. Se α = pi , isto e´, λ1 = λ2 = −1 for, mais uma vez, uma
raiz dupla, enta˜o |φ1(pi)+ φ˙2(pi)|=−2 e φi teˆm perı´odo 2pi com φi(t+pi) =−φi(t).
Como a EDO angular de Mathieu e´ invariante sob uma transformac¸a˜o de paridade t →
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−t, e´ conveniente considerar soluc¸o˜es
φe(t) =
1
2
[φ(t)+φ(−t)] φo(t) = 12 [φ(t)−φ(−t)] (2.3.28)
de paridade definida, que obedecem a`s mesmas condic¸o˜es iniciais que φi. Agora, renomea-
mos φe→ φ1, φo→ φ2, considerando que φ1 seja par e φ2 ı´mpar sob paridade. Essas soluc¸o˜es
de paridade definida da EDO de Mathieu sa˜o denominadas func¸o˜es de Mathieu e rotuladas
de acordo com a nomenclatura que discutimos anteriormente.
Se φ1(t) tiver perı´odo pi , enta˜o φ˙1(t +pi) = φ˙1(t) tambe´m tem perı´odo pi , mais e´ ı´mpar
sob paridade. Substituindo t =−pi/2, obtemos
φ˙1
(pi
2
)
= φ˙1
(
−pi
2
)
=−φ˙1
(pi
2
)
enta˜o, φ˙1
(pi
2
)
= 0. (2.3.29)
Para vermos que φ1(t) tem perı´odo pi usamos
φ1(t+pi) = c1φ1(t)+ c2φ2(t). (2.3.30)
Essa expresa˜o e´ va´lida porque φ1(t+pi) e´ uma soluc¸a˜o de EDO angular de Mathieu. Agora
determinamos os coeficientes ci, fazendo t =−pi/2, e recordando que φ1 e φ˙2 sa˜o pares sob
paridade, ao passo que φ2 e φ˙1 sa˜o ı´mpares. Isso resulta em
φ1
(pi
2
)
= c1φ1
(pi
2
)
− c2φ2
(pi
2
)
,
φ˙1
(pi
2
)
= −c1φ˙1
(pi
2
)
+ c2φ˙2
(pi
2
)
.
Uma vez que φ˙1(pi/2) = 0, φ˙2(pi/2) 6= 0, ou o wronskiano desapareceria e resultaria φ2∼ φ1.
Daı´, c2 = 1 resulta da segunda equac¸a˜o e c1 da primeira. Assim, φ1(t+pi) = φ1(t). Os outros
casos que apresentamos antes podem ser provados de modo semelhante.
As func¸o˜es de Mathieu representam sistemas ortogonais de func¸o˜es [7]. Portanto, para
m, n inteiros na˜o-negativos, as relac¸o˜es de ortogonalidade e normalizac¸a˜o sa˜o
∫ pi
−pi
MathieuCmMathieuCndt =
∫ pi
−pi
MathieuSmMathieuSndt = 0 se m 6= n
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∫ pi
−pi
MathieuCmMathieuSndt = 0;
∫ pi
−pi
[MathieuC2n]
2 dt =
∫ pi
−pi
[MathieuS2n]
2 dt = pi se n≥ 1
∫ pi
0
[MathieuC0]
2 dt = pi.
Se uma func¸a˜o f (t) for perio´dica com perı´odo pi , enta˜o ela pode ser expandida em uma se´rie
de func¸o˜es ortogonais de Mathieu como
f (t) =
1
2
a0MathieuC0(q, t)+
∞
∑
n=1
[anMathieuC2n(q, t)+bnMathieuS2n(q, t)] ,
com
an =
1
pi
∫ pi
−pi
f (t)MathieuC2n(q, t)dt n≥ 0;
bn =
1
pi
∫ pi
−pi
f (t)MathieuS2n(q, t)dt n≥ 1.
2.3.1 Me´todo de Hill
Com o teorema de Floquet, podemos assumir uma soluc¸a˜o em se´rie
w = eµtφ(t) = eµt
∞
∑
n=−∞
c2ne2nit =
∞
∑
n=−∞
c2ne(µ+2ni)t . (2.3.31)
Quando colocamos essa soluc¸a˜o na equac¸a˜o de Mathieu (2.3.14),
∞
∑
n=−∞
c2n
{
(µ+2in)2+λ −2q
[
e2it + e−2it
2
]}
e(µ+2ni)t = 0, (2.3.32)
onde obtemos a equac¸a˜o
−qc2n−2+
[
(µ+2in)2+λ
]
c2n−qc2n+2 = 0. (2.3.33)
multiplicando por i2 =−1, e em seguida dividindo pelo termo do meio
q
(2n−µi)2−λ c2n−2+ c2n+
q
(2n−µi)2−λ c2n+2 = 0. (2.3.34)
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Vamos agora definir
Γ2n =
q
(2n−µi)2−λ . (2.3.35)
Os coeficientes, ci tem soluc¸o˜es na˜o triviais quando o determinante infinito ∆ e´ nulo
∆(iµ) =
∣∣∣∣∣∣∣∣∣∣∣∣∣
· · ·
Γ−2 1 Γ−2
Γ0 1 Γ0
Γ2 1 Γ2
· · ·
∣∣∣∣∣∣∣∣∣∣∣∣∣
= 0. (2.3.36)
Considere a func¸a˜o
Λ=
1
cospiiµ− cospi
√
λ
. (2.3.37)
Tal como nosso determinante, Λ tem um po´lo simples em um λ = (2n−µi)2, de modo que
a func¸a˜o
ξ = ∆(iµ)−κλ , (2.3.38)
na˜o tem singularidade se κ for escolhida corretamente sendo ligado ao infinito [32]. O
limµ→∞∆(µi) = 1, uma vez que as func¸o˜es Γ2n desaparecem no infinito, restando apenas
os termos da diagonal e limµ→∞Λ(µi) = 0 pois o cosh e´ infinito no limite. Pelo teorema de
Liouville (de ca´lculo complexo) [7], isso limita a` uma constante, e sempre uma constante.
Por isso temos
κ =
∆(iµ)−1
λ
. (2.3.39)
Em seguida, consideramos o caso em que µ = 0 e encontramos
κ = (∆(0)−1)(1− cospi
√
λ )→ ∆(iµ)−1
λ
= (∆(0)−1)(1− cospi
√
λ ). (2.3.40)
Em seguida, suponhamos que µ e´ escolhida para satisfazer a nossa exigeˆncia de que o
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determinante e´ nulo. Assim
cospiiµ− cospi
√
λ = (1−∆(0))(1− cospi
√
λ )→ iµ = 1
pi
cos−1
(
1−∆(0)(1− cospi
√
λ )
)
.
Lembrando que nossa soluc¸a˜o e´ da forma w = eµtφ(t), com φ(t +T ) = φ(t). Esta soluc¸a˜o
decai monotonicamente a` zero quando µ tem parte real negativa. A transic¸a˜o de estabilidade
para a instabilidade ocorre quando µ cruza o eixo imagina´rio [32], caso em que temos
µ =± 1
pi
cos−1
(
1−∆(0)(1− coshpi√a)) . (2.3.41)
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3 Func¸o˜es de Green
Na mateme´tica, uma func¸a˜o de Green e´ um tipo de func¸a˜o usada como nu´cleo de
um operador linear integral na resoluc¸a˜o de equac¸o˜es diferenciais na˜o homogeˆneas com
condic¸o˜es de contorno especificadas [33]. Tecnicamente a func¸a˜o de Green de um operador
linearLt e´ qualquer das soluc¸o˜es de
LtG(t, t ′) = δ (t− t ′),
onde o δ -Dirac pode ser pensada como uma generalizac¸a˜o da delta de Kronecker para o caso
contı´nuo [7]. Toda func¸a˜o que obedece essa relac¸a˜o recebe o nome do matema´tico britaˆnico
George Green (1793–1841), que desenvolveu o conceito em 1830.
Neste capı´tulo temos por finalidade obter as func¸o˜es de Green do osciladores harmoˆnico
amortecido e do oscilador parametricamente forc¸ado.
3.1 Oscilador harmoˆnico
Consideremos a equac¸a˜o de um oscilador harmoˆnico forc¸ado como sendo
x¨(t)+ γ x˙(t)+ω20 x(t) = F(t), (3.1.1)
onde γ e´ o coeficiente de fricc¸a˜o, ω0 a frequeˆncia natural do oscilador (positiva e constante)
e F(t) e´ uma forc¸a externa dependente do tempo. Nesta sec¸a˜o vamos obter a func¸a˜o de
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Green por dois me´todos: pelo me´todo de Fourier e pelo me´todo da integral.
3.1.1 Me´todo de Fourier
Assumimos que a forc¸a F(t) tem uma transformada de Fourier,
Fˆ(k) =
1√
2pi
∫ ∞
−∞
eiktF(t)dt. (3.1.2)
Com isto, estamos supondo que F(t) e´ nulo para |t| grandes. Isso juntamente com a presenc¸a
do amortecimento torna razoa´vel supor que x(t) e sua primeira derivada vai a` zero para
longos |t|, e, portanto sua transformada de Fourier existe [34]. Assim:
Fˆ(k) =
1√
2pi
∫ ∞
−∞
[x¨(t)+ γ x˙(t)+ω20 x(t)]e
iktdt. (3.1.3)
Admitimos que
xˆ(k) =
1√
2pi
∫ ∞
−∞
x(t)eiktdt. (3.1.4)
Logo
1√
2pi
∫ ∞
−∞
d2x(t)
dt2
eiktdt+
γ√
2pi
∫ ∞
−∞
dx(t)
dt
eiktdt+ω20 xˆ(k) = Fˆ(k). (3.1.5)
Integramos a primeira por parte uma vez e obtivemos
∫ ∞
−∞
d2x(t)
dt2
eiktdt =
[
dx
dt
eikt
]∞
−∞
−
∫ ∞
−∞
dx
dt
d
dt
(eikt)dt =−ik
∫ ∞
−∞
dx
dt
eiktdt. (3.1.6)
Assim a Eq. (3.1.5) se torna
(γ− ik)√
2pi
∫ ∞
−∞
dx
dt
eiktdt+ω20 xˆ(k) = Fˆ(k). (3.1.7)
Resolvendo a integral usando as condic¸o˜es de contorno, obtemos
1√
2pi
∫ ∞
−∞
dx
dt
eiktdt =− ik√
2pi
∫ ∞
−∞
x(t)eiktdt =−ikxˆ(k). (3.1.8)
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Daı´ a Eq. (3.1.7) se torna
(−k2− iγk+ω20 )xˆ(k) = Fˆ(k). (3.1.9)
Desde que (−k2− iγk+ω20 ) na˜o tenha zero no eixo real
xˆ(k) =
Fˆ(k)
(−k2− iγk+ω20 )
, (3.1.10)
e pela transformada de Fourier
x(t) =
1√
2pi
∫ ∞
−∞
Fˆ(k)
(−k2− iγk+ω20 )
e−iktdk. (3.1.11)
Usando a definic¸a˜o de Fˆ(k), obtemos
x(t) =
1
2pi
∫ ∞
−∞
dt ′
∫ ∞
−∞
F(t ′)e−ik(t−t ′)
(−k2− iγk+ω20 )
dk. (3.1.12)
Com a combinac¸a˜o linear da soluc¸a˜o homogeˆnea, podemos obter uma soluc¸a˜o geral:
x(t) = xh(t)+
∫ ∞
−∞
dt ′G(t, t ′)F(t ′). (3.1.13)
sendo
G(t, t ′) =
1
2pi
∫ ∞
−∞
e−ik(t−t ′)
(−k2− iγk+ω20 )
dk. (3.1.14)
Para as duas soluc¸o˜es lineares independentes da equac¸a˜o homogeˆnea, encontramos que
xh(t) = Ae−
γ
2 tsen(ρt)+Be−
γ
2 t cos(ρt), (3.1.15)
onde A e B devem ser escolhidos para satisfazer as condic¸o˜es de contorno e ρ2 .=ω20 −γ2/4.
Vamos agora calcular a func¸a˜o G(t, t ′). Primeiro escrevemos
G(t, t ′) =− 1
2pi
∫ ∞
−∞
e−ik(t−t ′)
(k− k1)(k− k2)dk (3.1.16)
onde k1 = ρ− iγ/2 e k2 =−ρ− iγ/2. Vamos supor que pela definic¸a˜o ω0 > γ/2, mas isso
na˜o e´ uma forma essencial para o que se segue. O fato importante sobre k1 e k2 e´ que suas
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partes imagina´rias sa˜o sempre negativas.
Realizamos a integral em um plano complexo cujo contorno pertinente sera´ chamado de
C, sendo executado ao longo do eixo real de −K para +K e em seguida, fechamos na parte
inferior do plano com semicı´rculo de raio K sobre a origem (Fig. 3.1).
Figura 3.1: Contorno utilizado na avaliac¸a˜o da func¸a˜o de Green para o oscilador harmoˆnico
amortecido.
Vemos que, quando t− t ′ > 0, este e´ o contorno apropriado, pois se t− t ′ < 0 o contorno
adequado sera´ o semicı´rculo superior do plano. Logo:
I(t, t ′) .= − 1
2pi
∮
C
e−ik(t−t ′)
(k− k1)(k− k2)dk (3.1.17)
= − 1
2pi
∫ K
−K
e−ik(t−t ′)
(k− k1)(k− k2)dk−
1
2pi
∫ −pi
0
e−iK(t−t ′)eiφ
(Keiφ − k1)(Keiφ − k2) iKe
iφdφ .
No primeiro termo do lado direito da Eq. (3.1.17), a integral e´ tomada ao longo do eixo real.
Ja´ no segundo, integramos ao longo do semicı´rculo de raio K, em que
k = Keiφ ,dk = iKeiφdφ (3.1.18)
onde φ e´ avaliado de 0 a` −pi . Agora vamos admitir que K, o raio de contorno, e´ muito
grande. Enta˜o, desde que as partes imagina´rias de k1 e k2 estejam na parte inferior do plano,
o contorno C engloba ambos, podendo avaliar a integral pelo Teorema dos Resı´duos [33].
Assim
−2piI(t, t ′) = lim
K→∞
∮
C
e−ik(t−t ′)
(k− k1)(k− k2)dk = (−1)(2pii)
[
e−ik1(t−t ′)
k1− k2 +
e−ik2(t−t ′)
k2− k1
]
.
O fator (−1) entra pelo fato do contorno ser fechado na parte inferior do semi-plano, e feita
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no sentido hora´rio. Logo
I(t, t ′) =
1
ρ
e−
γ
2 (t−t ′)sen[ρ(t− t ′)]. (3.1.19)
Como K → ∞, o primeiro termo do lado direito da Eq. (3.1.7) torna exatamente G(t, t ′).
Contudo
1
ρ
e−
γ
2 (t−t ′)sen[ρ(t− t ′)] = G(t, t ′)+ lim
K→∞
H, (3.1.20)
onde
H =− 1
2pi
∫ −pi
0
e−iK(t−t ′)eiφ
(Keiφ − k1)(Keiφ − k2) iKe
iφdφ . (3.1.21)
Com K→ ∞ essa integral desaparece pelo lema de Jordan. Por isso
G(t, t ′) =
1
ρ
e−
γ
2 (t−t ′)sen[ρ(t− t ′)], se t > t ′ (3.1.22)
Agora se t < t ′, o argumento falha porque as integrais envolvidas em I crescem expo-
nencialmente. Neste caso, terı´amos que escolher uma linha de contorno que se fecha no
semi-plano superior. So´ que nesse contorno na˜o vai existir singularidade, de modo que
G(t, t ′) = 0, se t < t ′. (3.1.23)
Assim, podemos escrever a soluc¸a˜o geral da Eq. (3.1.1) como
x(t) = xh(t)+
∫ t
t0
1
ρ
e−
γ
2 (t−t ′)sen[ρ(t− t ′)]F(t ′)dt ′, (3.1.24)
onde t0 e´ o tempo em que as condic¸o˜es iniciais sa˜o aplicadas. Note que na Eq. (3.1.24)
o termo envolvendo a integral desaparece em t = t0 bem como a sua derivada. Assim, os
coeficientes A e B, usados na Eq. (3.1.15), sa˜o determinados a partir das condic¸o˜es iniciais,
x(t0) = x0 e x˙(t0) = x˙0, da mesma forma que seria se na˜o houvesse nenhum termo na˜o
homogeˆneo presente.
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3.1.2 Me´todo da integrac¸a˜o
Olhando a Eq. (3.1.17) podemos perceber que G(t, t ′) tem uma estreita semelhanc¸a com
a soluc¸a˜o da equac¸a˜o homogeˆnea
d2x
dt2
+ γ
dx
dt
+ω20 x = 0. (3.1.25)
Na verdade, se considerarmos G(t, t ′) como uma func¸a˜o dependendo apenas de t para t > t ′,
ela pode ser reescrita por uma combinac¸a˜o linear das soluc¸o˜es da parte homogeˆnea. Desta
forma, os coeficientes desta combinac¸a˜o depende apenas de t ′,
G(t, t ′) = a(t ′)e−
γ
2 tsen(ρt)+b(t ′)e−
γ
2 t cos(ρt) (3.1.26)
onde
a(t ′) =
e
γ
2 t
′
ρ
cos(ρt ′), b(t ′) =−e
γ
2 t
′
ρ
sen(ρt ′).
Em todas as partes, exceto em t = t ′, G(t, t ′) deve satisfazer a Eq. (3.1.25). Logo para
t > t ′ a func¸a˜o de Green e´ uma combinac¸a˜o linear das duas soluc¸o˜es da Eq. (3.1.25).
Voltamos para o caso da Eq. (3.1.1). Supomos que x1(t) e x2(t) sa˜o duas soluc¸o˜es
linearmente independentes de
Ltx(t) = 0.
Queremos resolver
LtG(t, t ′) =
d2G(t, t ′)
dt2
+ γ
dG(t, t ′)
dt
+ω20 G(t, t
′) = δ (t− t ′). (3.1.27)
Para t > t ′, escrevemos
G(t, t ′) = a1(t ′)x1(t)+a2(t ′)x2(t), (3.1.28)
e para t < t ′, G(t, t ′) = 0. Em t = t ′ G(t, t ′) deve ser contı´nua. Se na˜o fosse, dG/dt conteria
o δ -Dirac e portanto d2G/dt2 conteria a derivada da mesma. No entanto, o lado direito da
Eq. (3.1.27) existe apenas um δ (t− t ′), enta˜o podemos inferir que de fato G(t, t ′) e´ contı´nua
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em t = t ′ [34].
Atrave´s de uma integrac¸a˜o por partes em ambos os lados da Eq. (3.1.27), partindo de
t = t ′− ε ate´ t = t ′+ ε , podemos concluir que
∫ t ′+ε
t ′−ε
d2G(t, t ′)
dt2
dt+ γ
∫ t ′+ε
t ′−ε
dG(t, t ′)
dt
dt+ω20
∫ t ′+ε
t ′−ε
G(t, t ′)dt = 1.
Uma vez que G(t, t ′) e´ contı´nua em t = t ′ o domı´nio de integrac¸a˜o pode ser feito arbitraria-
mente pequeno, logo o u´ltimo termo do lado esquerdo desta equac¸a˜o desaparece. Assim{[
dG(t, t ′)
dt
]
t ′+ε
−
[
dG(t, t ′)
dt
]
t ′−ε
}
+ γ
[
G(t ′+ ε, t ′)−G(t ′− ε, t ′)]= 1
Como G(t, t ′) e´ contı´nua em t = t ′, o segundo termo do lado esquerdo desaparece, ficando
apenas com [
dG(t, t ′)
dt
]
t ′+ε
−
[
dG(t, t ′)
dt
]
t ′−ε
= 1. (3.1.29)
A partir da continuidade de t = t ′, obtemos
a1(t ′)x1(t ′)+a2(t ′)x2(t ′) = 0,
enquanto que da Eq. (3.1.29), extraı´mos
a1(t ′)x˙1(t ′)+a2(t ′)x˙2(t ′) = 1.
Com isso,
a1(t ′) =−x2(t
′)
W (t ′)
, a2(t ′) =
x1(t ′)
W (t ′)
,
onde W (t ′) e´ o Wronskiano de x1(t ′) e x2(t ′), definido por
W (t ′) =
∣∣∣∣∣x1(t ′) x2(t ′)x˙1(t ′) x˙2(t ′)
∣∣∣∣∣ .
Colocando os resultados acima na Eq. (3.1.28), vemos que,
G(t, t ′) =
x2(t)x1(t ′)− x1(t)x2(t ′)
W (t ′)
, t > t ′. (3.1.30)
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Este resultado e´ va´lido mesmo quando γ = γ(t) e ω0 = ω0(t) [34].
3.2 Oscilador parametricamente forc¸ado
A func¸a˜o de Green da Eq. (2.2.11) pode ser obtida a partir do operador H(t, t ′) =
Φ(t)Φ−1(t ′). Uma soluc¸a˜o ansatz e´ x(t) = H(t, t ′)xi, onde, por exemplo
xi =
(
0
1
)
sa˜o as condic¸o˜es iniciais para a func¸a˜o de Green de um oscilador. Podemos constatar que
essa soluc¸a˜o proposta e´ de fato correta, pois obedece a Eq. (2.2.11) com a condic¸a˜o inicial
x(t ′) = xi. Pela unicidade da soluc¸a˜o da Eq. (2.2.11), podemos concluir que essa e´ a u´nica
soluc¸a˜o e que G(t, t ′) = H12(t, t ′).
Nesta sec¸a˜o vamos obter a func¸a˜o de Green da equac¸a˜o do oscilador parametricamente
forc¸ado (em formato adimensional) que e´ dada por
x¨(t)+ω20 x(t) =−γ x˙(t)+Fp cos(2ωt)x(t). (3.2.31)
Primeiramente iremos obter de uma forma aproximada pelo me´todo da me´dia. Em seguida,
de uma maneira exata utilizando as func¸o˜es de Mathieu e, por fim, pela integrac¸a˜o nume´rica
utilizando o algorı´timo Runge Kutta 4.
3.2.1 Me´todo da me´dia
Partimos do pressuposto que γ e Fp ∼ O(ε), onde ε  1. Querendo aplicar o me´todo
de perturbac¸a˜o [20], podemos escrever a Eq. (3.2.31) de uma forma mais adequada para
a aplicac¸a˜o do me´todo da me´dia com a notac¸a˜o Ω = ω20 −ω2, onde Ω ∼ O(ε). Com essa
substituic¸a˜o obtemos x¨(t)+ω2x(t) = −Ωx(t)− γ x˙(t)+Fp cos(2ωt)x(t). Ainda podemos
reescrever a Eq. (3.2.31) em forma de um sistema de equac¸o˜es diferenciais, x˙ = y, y˙ =
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−ω2x(t)+ f (x,y, t), onde f (x,y, t) =−Ωx(t)− γ x˙+Fp cos(2ωt)x(t). Logo(
x˙
y˙
)
=
(
0 1
−ω2 0
)(
x
y
)
+
(
0
f (x,y, t)
)
. (3.2.32)
Admitindo que
X =
(
x
y
)
; A =
(
0 1
−ω2 0
)
; Π(x,y, t) =
(
0
f (x,y, t)
)
; (3.2.33)
encontramos que
X˙ = AX +Π(x,y, t). (3.2.34)
Fazendo a seguinte transformac¸a˜o
X = P(t)eBtX0, (3.2.35)
onde a matriz fundamental do sistema, Φ(t) = P(t)eBt , tem a seguinte propriedade
Φ˙(t) = AΦ(t) Φ(0) = 1, (3.2.36)
e
eBtX0 =
(
1 0
0 −ω
)(
U
V
)
. (3.2.37)
Podemos inferir que a matriz perı´odica do sistema e´ dada por
P(t) =
(
cos(ωt) 1ω sen(ωt)
−ωsen(ωt) cos(ωt)
)
, (3.2.38)
e mais [20] (
x
y
)
=
(
cos(ωt) −sen(ωt)
−ωsen(ωt) −ω cos(ωt)
)(
U
V
)
. (3.2.39)
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Substituindo a Eq.(3.2.39) em (3.2.34), encontramos(
U˙
V˙
)
=
(
cos(ωt) − 1ω sen(ωt)
−sen(ωt) − 1ω cos(ωt)
)(
0
f (x,y, t)
)
;
=
(
− 1ω sen(ωt) f (x,y, t)
− 1ω cos(ωt) f (x,y, t)
)
. (3.2.40)
Aplicando o me´todo das me´dias em primera ordem(
〈U˙〉
〈V˙ 〉
)
=− 1
ω
(
〈sen(ωt) f (x,y, t)〉
〈cos(ωt) f (x,y, t)〉
)
, (3.2.41)
em que filtramos os termos oscilando em 2ω e 4ω , obtemos
u˙ =− 1
2ω
[
γωu+
(
Ω+
Fp
2
)
v
]
, (3.2.42)
v˙ =− 1
2ω
[(
−Ω+ Fp
2
)
u+ γωv
]
, (3.2.43)
onde U(t) e V (t) foram substituı´das por suas respectivas me´dias u(t) e v(t). Resolvendo as
Eqs. (3.2.42) e (3.2.43) obtemos
u(t) = e−
γ
2 t
[(
β −δ
κ
)
v0senh(κt)+u0 cosh(κt)
]
, (3.2.44)
v(t) = e−
γ
2 t
[
v0 cosh(κt)+
(
β +δ
κ
)
u0senh(κt)
]
, (3.2.45)
com κ =
√
β 2−δ 2, onde β = −Fp/4ω e δ = Ω/2ω , e mais, para t = 0 temos u0 e v0.
Podemos ainda reescrever as equac¸o˜es acima na forma(
u
v
)
= e−
γ
2 t
 cosh(κt) (β−δκ )senh(κt)(
β+δ
κ
)
senh(κt) cosh(κt)
( u0
v0
)
. (3.2.46)
Para t = 0 a Eq. (3.2.35) se torna(
x0
y0
)
=
(
1 0
0 −ω
)(
u0
v0
)
. (3.2.47)
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Substituindo a Eq. (3.2.47) na (3.2.46), encontramos que(
u
v
)
= e−
γ
2 t
 cosh(κt) − 1ω (β−δκ )senh(κt)(
β+δ
κ
)
senh(κt) − 1ω cosh(κt)
( x0
y0
)
. (3.2.48)
Das Eqs. (3.2.37) e (3.2.48) infere-se que
eBt = e−
γ
2 t
 cosh(κt) − 1ω (β−δκ )senh(κt)
−ω
(
β+δ
κ
)
senh(κt) cosh(κt)
 , (3.2.49)
e mais (
x
y
)
=Φ(t)
(
x0
y0
)
,
onde Φ(t) sera´ dada por
Φ(t) = e−
γ
2 t×(
cos(ωt)cosh(κt)− β+δκ sen(ωt)senh(κt) δ−βωκ cos(ωt)senh(κt)+ 1ω sen(ωt)cosh(κt)
ωκ
δ−β cos(ωt)senh(κt)−ωsen(ωt)cosh(κt) β−δκ sen(ωt)senh(κt)+ cos(ωt)cosh(κt)
)
.
(3.2.50)
A soluc¸a˜o homogeˆnea aproximada sera´
xh(t) ≈ e−
γ
2 t
[(
cos(ωt)cosh(κt)− β +δ
κ
sen(ωt)senh(κt)
)
x0
+
(
δ −β
ωκ
cos(ωt)senh(κt)+
1
ω
sen(ωt)cosh(κt)
)
y0
]
. (3.2.51)
A func¸a˜o de Green aproximada e´ dada por
G(t, t ′) ≈ e−γ(t−t ′)/2
[
− 1
ω
cos(ωt)cosh[κ(t− t ′)]sen(ωt ′)− β −δ
κω
cos(ωt)senh[κ(t− t ′)]cos(ωt ′)
+
β +δ
κω
sen(ωt)senh[κ(t− t ′)]sen(ωt ′)+ 1
ω
sen(ωt)cosh[κ(t− t ′)]cos(ωt ′)
]
,
que satisfaz a equac¸a˜o[
∂ 2
∂ t2
+ω20 + γ
∂
∂ t
−Fp cos(2ωt)
]
G(t, t ′) = δ (t− t ′), (3.2.52)
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em O(ε) [20].
Se |β | < |δ | a respectiva func¸a˜o de Green sera´, usando as respectivas relac¸o˜es trigo-
nome´tricas
G(t, t ′) ≈ 1
ω
e−
γ
2 (t−t ′)
{
cos[|κ|(t− t ′)]sen[ω(t− t ′)]+ δ|κ|sen[|κ|(t− t
′)]cos[ω(t− t ′)]
− β|κ|sen[|κ|(t− t
′)]cos[ω(t+ t ′)]
}
. (3.2.53)
Se fizermos a seguinte troca de varia´vel t ′ = t− τ , a Eq. (3.2.53) se torna
G(t, t− τ) ≈ 1
ω
e−
γ
2 τ
{
cos(|κ|τ)sen(ωτ)+ δ|κ|sen(|κ|τ)cos(ωτ)
− β|κ|sen(|κ|τ)[cos(2ωt)cos(ωτ)+ sen(2ωt)sen(ωτ)]
}
. (3.2.54)
Se Fp = 0 e ω = ω0, a func¸a˜o de Green se torna
G(t, t ′)≈ 1
ω0
e−
γ
2 (t−t ′)sen[ω0(t− t ′)] (3.2.55)
e a soluc¸a˜o homogeˆnea
xh(t)≈ e−
γ
2 t
[
x0 cos(ω0t)+
y0
ω0
sen(ω0t)
]
. (3.2.56)
3.2.2 Soluc¸a˜o exata
Fazendo x˙ = y, podemos reescrever a Eq. (3.2.31) de uma forma matricial(
x˙
y˙
)
=
(
0 1
−ω20 +Fp cos(2ωt) −γ
)(
x
y
)
, (3.2.57)
cuja soluc¸a˜o e´ dada por (
x
y
)
=Φ(t)
(
x0
y0
)
.
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Admitindo que
Ce(t) .= e−
γ
2 tMathieuC
(
4ω20 − γ2
4ω2
,
Fp
2ω2
,ωt
)
, (3.2.58)
Se(t) .= e−
γ
2 tMathieuS
(
4ω20 − γ2
4ω2
,
Fp
2ω2
,ωt
)
, (3.2.59)
a matriz fundamental sera´ dada por
Φ(t) = e−
γ
2 t
(
Ce(t)+ γ2ωSe(t)
1
ωSe(t)
γ
2
[ 1
ω S˙e(t)−Ce(t)
]− γ24ωSe(t)+ C˙e(t) − γ2ωSe(t)+ 1ω S˙e(t)
)
.
A func¸a˜o de Green que satisfaz a Eq. (3.2.52) e´ dada por
G(t, t ′) =
1
ω
e−
γ
2 (t−t ′)
{
Se(t)Ce(t ′)−Ce(t)Se(t ′)} . (3.2.60)
Figura 3.2: Func¸o˜es de Mathieu MathieuC(0.8,0.06, t) e MathieuS(0.8,0.06, t) que esta˜o
presentes no programa MAPLE.
3.2.3 Me´todo nume´rico
Nos va´rios quadros da Fig. (3.3) mostramos algumas func¸o˜es de Green com tempos
iniciais. Elas sa˜o espac¸adas verticalmente de forma homogeˆnea dentro de um perı´odo de
pi/ω , para uma melhor visibilidade. Todas as func¸o˜es de Green sa˜o assintoticamente nulas
quando t→∞. Os resultados nume´ricos foram obtidos via integrac¸a˜o nume´rica pelo me´todo
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RK4 com um intervalo de tempo de integrac¸a˜o dado por pi/(512ω).
Green functions
a) ω=0.9 Numerical
Analytical
b) ω=1.0
 0  20  40  60  80  100
t
c) ω=1.1
Figura 3.3: Comparac¸a˜o entre o resultado nume´rico fornecido pela integrac¸a˜o nume´rica da
Eq. (3.2.31) e os resultados analı´ticos aproximados pela Eq. (3.2.52). Os valores iniciais da
func¸a˜o de Green sa˜o G(t.t ′) = 0 e (∂/∂ t)G(t, t ′) = 1.0 quando t = t ′+ 0+. Os paraˆmetros
fixos de movimento sa˜o Fp = 0.15, γ = 0.1, ω0 = 1.0.
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4 Ressonaˆncia parame´trica
Ressonaˆncia e´ a tendeˆncia de um sistema a oscilar em ma´xima amplitude em determi-
nadas frequeˆncias, conhecidas como “frequeˆncias ressonantes” [35]. Nessas frequeˆncias,
ate´ mesmo forc¸as perio´dicas pequenas podem produzir vibrac¸o˜es de grande amplitude, pois
o sistema armazena energia vibracional [36]. Este fenoˆmeno ocorre com todos tipos de
vibrac¸o˜es ou onda: mecaˆnicas, eletromagne´ticas, e func¸o˜es de onda quaˆntica [10].
O fenoˆmeno de ressonaˆncia parame´trica e´ a oscilac¸a˜o em frequeˆncias associadas a
harmoˆnicos, que sa˜o dadas por ω = 2ω0/n, com n = 1,2, . . . A primeira ressonaˆncia pa-
rame´trica e´ mais evidente o aumento da amplitude [4]. A propriedade marginal de instabili-
dade e´ o expoente de Floquet nulo e, portanto, a soluc¸a˜o e´ perio´dica em T .
Neste capı´tulo temos por objetivo encontrar a linha de transic¸a˜o entre as zonas de estabi-
lidade e instabilidade do oscilador parame´trico. Iremos obter isso de va´rias forma: exata uti-
lizando os multiplicadores de Floquet; outra pela teoria da me´dia; uma terceira pelo me´todo
do balanc¸o harmoˆnico. Por fim, comparamos esses resultados com a linha de transic¸a˜o
obtida pelo me´todo nume´rico.
4.1 Limite entre zonas - teoria da me´dia
Na sec¸a˜o (3.2.1) obtivemos, em primeira aproximac¸a˜o, a matriz fundamental da equac¸a˜o
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que descreve o oscilador parametricamente forc¸ado pelo me´todo da me´dia, dada pela Eq.
(3.2.50). Para calcular os multiplicadores de Floquet que foram definidos na sec¸a˜o (2.2),
resolvemos a equac¸a˜o caracterı´stica
det(Φ(T )−λ I) = det(eBT −λ I)= 0, (4.1.1)
onde I e´ a matriz identidade 2×2 e λ e´ o autovalor correspondente. Assim, da Eq. (3.2.50),
obtemos ∣∣∣∣∣∣ −cosh(κT )−λe
γ
2 T 1ω
(
β−δ
κ
)
senh(κT )
ω
(
β+δ
κ
)
senh(κT ) −cosh(κT )−λe γ2 T
∣∣∣∣∣∣= 0,
de onde encontramos a seguinte equac¸a˜o quadra´tica em λ
eγTλ 2+2e
γ
2 T cosh(κT )λ +1 = 0, (4.1.2)
cuja soluc¸o˜es sa˜o dadas por
λ± =−e(−
γ
2±κ)T . (4.1.3)
Quando pelo menos um desses multiplicadores tem mo´dulo e´ igual a um, encontramos a
primeira zona de instabilidade parame´trica [20]. Ela e´ dada por
(γω)2 = (Fp/2)2−Ω2. (4.1.4)
Querendo ir para uma aproximac¸a˜o de segunda ordem, devemos voltar a` matriz da
transformac¸a˜o (3.2.41) (
U˙
V˙
)
= DF(U,V, t)
(
U
V
)
, (4.1.5)
onde o Jacobiano e´ dado por
DF(U,V, t) =− 1
2ω
(
DF11 DF12
DF21 DF22
)
,
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com coeficientes
DF11 = γω(1− cos(2ω))−Ωsen(2ωt)+ Fp2 sen(4ωt);
DF12 = −Ω(1− cos(2ωt))+ Fp2 (1−2cos(2ωt)+ cos(4ωt))+ γωsen(2ωt);
DF21 = −Ω(1+ cos(2ωt))+ Fp2 (1+2cos(ωt)+ cos(4ωt))+ γωsen(2ωt);
DF22 = Ωsen(2ωt)+ γω(1+ cos(2ωt))− Fp2 sen(4ωt).
Adimitimos agora que U(t) e V (t) varia respectivamente pela transformac¸a˜o(
U
V
)
=
(
u+W1
v+W2
)
, (4.1.6)
onde u, e v sa˜o dados pelas Eqs. (3.2.42) e (3.2.43). Conforme o teorema da me´dia que
demonstramos no apeˆndice (A), o vetor W obedece ∂tW (u,v, t) = g(u,v, t), onde
g(u,v, t) =
1
2ω
×(
[(Ω+Fp)v+ωγu]cos(2ωt)+(Ωu− γωv)sen(2ωt)− Fp2 [vcos(4ωt)+usen(4ωt)]
[(Ω−Fp)u−ωγv]cos(2ωt)− (Ωv+ γωu)sen(2ωt)− Fp2 [ucos(4ωt)− vsen(4ωt)]
)
.
Apo´s a integrac¸a˜o encontramos
W (u,v, t) =
1
4ω2
×(
[(Ω+Fp)v+ωγu]sen(2ωt)− (Ωu− γωv)cos(2ωt)− Fp2 [vsen(4ωt)−ucos(4ωt)]
[(Ω−Fp)u−ωγv]sen(2ωt)+(Ωv+ γωu)cos(2ωt)− Fp2 [usen(4ωt)+ vcos(4ωt)]
)
,
em que as constantes de integrac¸a˜o sa˜o definidas como zero. Pelo teorema da me´dia em
segunda ordem
DF(U,V, t)W (U,V, t) =
− 1
8ω3
(
−γωFp −γ2ω2−Ω(Ω+Fp)−F2p /8
γ2ω2+Ω(Ω−Fp)+F2p /8 γωFp
)(
u
v
)
,
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assim, podemos obter as equac¸o˜es
u˙ = − 1
2ω
[
γ
(
ω− Fp
4ω
)
u+
(
Ω+
Fp
2
− γ
2
4
− Ω(Ω+Fp)
4ω2
− F
2
p
32ω2
)
v
]
,
v˙ = − 1
2ω
[(
−Ω+ Fp
2
+
γ2
4
+
Ω(Ω−Fp)
4ω2
+
F2p
32ω2
)
u+ γ
(
ω+
Fp
4ω
)
v
]
.
Quando o determinante do Jacobiano do sistema acima e´ nulo, encontramos os pontos
cuja a soluc¸a˜o e´ perio´dica, ou melhor, a linha de transic¸a˜o entre as zonas esta´vel e insta´vel
γ2
(
ω2− F
2
p
16ω2
)
= (4.1.7)(
Ω+
Fp
2
− γ
2
4
− Ω(Ω+Fp)
4ω2
− F
2
p
32ω2
)(
−Ω+ Fp
2
+
γ2
4
+
Ω(Ω−Fp)
4ω2
+
F2p
32ω2
)
.
Na Fig. (4.2) obtemos excelentes concordaˆncias entre as estimativas dadas pelo me´todo
da me´dia e pela integrac¸a˜o nume´rica da Eq. (3.2.31) de perı´odo 2pi/ω .
4.2 Limite entre zonas - me´todo do balanc¸o harmoˆnico
Este me´todo possui a forma mais simples e direta de aplicac¸a˜o [37]. Admite-se uma
soluc¸a˜o perio´dica dada por um somato´rio de harmoˆnicos, incluindo-se um termo constante,
tal qual a se´rie de Fourier expressa da seguinte forma
x(t) =
∞
∑
k=−∞
ckeikωt . (4.2.8)
Como x(t) ∈ R, os coeficientes c−k sa˜o complexo conjugados dos ck. Substitui-se enta˜o
esta soluc¸a˜o na equac¸a˜o diferencial (3.2.31). O passo seguinte e´ obter o coeficiente de
cada harmoˆnico em (4.2.8) e fazer o “balanc¸o” dos harmoˆnicos resultantes, isto e´, igualar
os coeficientes do lado esquerdo com os do lado direito da equac¸a˜o, pois a base {eikωt} e´
linearmente independente.
39
Supondo uma soluc¸a˜o perio´dica em primeira aproximac¸a˜o
x(t) = ceiωt + c∗e−iωt + c0, (4.2.9)
em que excluimos os termos contendo 3ω , 5ω , · · · , encontramos que(
Ω+ iγω −Fp2
−Fp2 Ω− iγω
)(
c
c∗
)
=
(
0
0
)
. (4.2.10)
Esse sistema tem soluc¸o˜es na˜o triviais se∣∣∣∣∣ Ω+ iγω −
Fp
2
−Fp2 Ω− iγω
∣∣∣∣∣= 0.
A soluc¸a˜o desde determinante e´ a primeira aproximac¸a˜o para a primeira ressonaˆncia pa-
rame´trica
(γω)2 = (Fp/2)2−Ω2. (4.2.11)
Esse resultado foi obtido na sec¸a˜o anterior nos mostrando que a te´cnica da me´dia tem
uma ı´ntima relac¸a˜o com o me´todo do balanc¸o harmoˆnico.
Se supormos um outro ansatz de soluc¸a˜o perio´dica em segunda aproximac¸a˜o
x(t) = ceiωt + c∗e−iωt + c3ei3ωt + c∗3e
−i3ωt + c0, (4.2.12)
e excluindo os termos contendo 5ω , 7ω , · · · , encontramos que
Ω+ iγω −Fp2 −
Fp
2 0
−Fp2 Ω− iγω 0 −
Fp
2
−Fp2 0 (Ω−8ω2)+ i3γω 0
0 −Fp2 0 (Ω−8ω2)− i3γω


c
c∗
c3
c∗3
=

0
0
0
0
 ,
tendo soluc¸o˜es na˜o triviais se∣∣∣∣∣∣∣∣∣∣∣
Ω+ iγω −Fp2 −
Fp
2 0
−Fp2 Ω− iγω 0 −
Fp
2
−Fp2 0 (Ω−8ω2)+ i3γω 0
0 −Fp2 0 (Ω−8ω2)− i3γω
∣∣∣∣∣∣∣∣∣∣∣
= 0.
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De forma ana´loga, soluc¸a˜o desde determinante e´ a segunda aproximac¸a˜o para a primeira
ressonaˆncia parame´trica(
Fp
2
)4
− F
2
p
2
[(Ω−8ω2)Ω−3γ2ω2]+
[
Ω2+ γ2ω2−
(
Fp
2
)2][
(Ω−8ω2)2+9γ2ω2]= 0.
(4.2.13)
A` medida que aumentamos a ordem das aproximac¸o˜es podemos observar na Fig. (4.1) que
os resultados se tornam melhores, convergindo para o resultado exato.
4.3 Multiplicadores de Floquet
Os multiplicadores de Floquet definem o comportamento do sistema ao longo do tempo
[30, 28]. Se o mo´dulo de algum multiplicador de Floquet for maior que 1, ha´ instabilidade
associada a alguma direc¸a˜o do espac¸o de fase. Para calcular os multiplicadores de Floquet,
resolvemos a equac¸a˜o caracterı´stica
det(Φ(T )−λ I) = 0, (4.3.14)
onde I e´ a matriz identidade 2×2 e λ e´ o autovalor correspondente com perı´odo T .
Para a matriz fundamental dada pela Eq. (3.2.60), obtemos∣∣∣∣∣ Ce(T )+
γ
2ωSe(T )−λe
γ
2 T 1ωSe(T )
γ
2
[ 1
ω S˙e(T )−Ce(T )
]− γ24ωSe(T )+ C˙e(T ) − γ2ωSe(T )+ 1ω S˙e(T )−λe γ2 T
∣∣∣∣∣= 0,
de onde encontramos a seguinte equac¸a˜o quadra´tica em λ
eγTλ 2− e γ2 T
[
Ce(T )+
1
ω
S˙e(T )
]
λ +
1
ω
[Ce(T )S˙e(T )−Se(T )C˙e(T )] = 0. (4.3.15)
As soluc¸o˜es sa˜o dadas por
λ± =
1
2
e−
γ
2 T
Ce(T )+ 1ω S˙e(T )±
√[
Ce(T )− 1
ω
S˙e(T )
]2
+
4
ω
Se(T )C˙e(T )
 , (4.3.16)
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e quando pelo menos um desses multiplicadores tem mo´dulo igual a um, encontramos a
primeira zona de instabilidade parame´trica [20, 19].
Na Fig. (4.1) comparamos o limite entre as zonas esta´vel e insta´vel obtido pela teoria
de Floquet com outros obtidos pelo me´todo do balanc¸o harmoˆnico, em primeira e segunda
ordem. Podemos observar que existe uma excelente concordaˆncia entre as curvas pro´ximo
a` primeira ressonaˆncia parame´trica.
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Figura 4.1: Comparac¸a˜o entre as previso˜es pelo me´todo do balanc¸o harmoˆnico e a teoria
de Floquet da linha de transic¸a˜o entre a zona esta´vel e insta´vel do oscilador parame´trico,
pro´ximo a` primeira zona de ressonaˆncia parame´trica. A aproximac¸a˜o de primeira ordem e´
dada pela Eq. (4.2.11) e a de segunda ordem e´ dada pela Eq. (4.2.13). A obtida pela teoria
de Floquet e´ quando pelo menos um dos multiplicadores de Floquet dado pela Eq. (4.3.16)
tem mo´dulo igual a um e perı´odo 2pi/ω .
4.4 Me´todo nume´rico
A linha de transic¸a˜o entre as zonas esta´vel e insta´vel e´ obtida pelo ca´lculo dos multipli-
cadores de Floquet numericamente [19] quando pelo menos um deles tem mo´dulo igual a
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um.
Na Fig. (4.2) comparamos o limite entre as zonas esta´vel e insta´vel obtido pela teoria de
Floquet com os outros obtidos pela teoria da me´dia, em primeira e segunda ordem. Acima
das linhas fica a zona de instabilidade obtida por seus respectivos me´todos, enquanto que
abaixo fica a de estabilidade. Podemos observar que existe uma boa concordaˆncia entre as
curvas pro´ximo a` primeira ressonaˆncia parame´trica.
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Figura 4.2: Comparac¸a˜o entre as previso˜es pelo me´todo nume´rico e pela te´cnica da me´dia
da linha de transic¸a˜o entre a zona esta´vel e insta´vel do oscilador parame´trico, pro´ximo a`
primeira zona de ressonaˆncia parame´trica. A aproximac¸a˜o de primeira ordem e´ dada pela
Eq. (4.1.4) e a de segunda ordem e´ dada pela Eq. (4.1.7). Os resultados nume´ricos sa˜o
obtidos pelo ca´lculo dos multiplicadores de Floquet numericamente quando pelo menos um
deles tem mo´dulo igual a um e perı´odo 2pi/ω .
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5 Equac¸a˜o de Langevin
O movimento irregular de partı´culas microsco´picas imersas numa soluc¸a˜o foi original-
mente observado em 1828 pelo botaˆnico ingleˆs Robert Brown [38]. Ele percebeu que as
partı´culas em suspensa˜o adquiriam uma espe´cie de movimento erra´tico que posteriormente
ficaria popularmente conhecido pelo nome de movimento browniano [39].
Este movimento pode ser entendido com base numa equac¸a˜o diferencial estoca´stica to-
mando m como sendo a massa da partı´cula, que esta´ imersa em um lı´quido sujeita a uma
forc¸a viscosa (consideramos proporcional a velocidade), e a forc¸as de cara´ter aleato´rio de-
vidas aos impactos da partı´cula com as mole´culas do lı´quido [40].
Neste capı´tulo vamos fazer uma revisa˜o da equac¸a˜o de Langevin para uma partı´cula
livre em um fluido e estudamos o movimento Browniano devida a`s flutuac¸o˜es te´rmicas.
Em seguida, estudamos o oscilador harmoˆnico em equilı´brio te´rmico. Por fim, obtemos
estimativas para as flutuac¸o˜es te´rmicas do oscilador parametricamente forc¸ado na presenc¸a
do ruı´do aditivo, que e´ um exemplo de sistema fora do equilı´brio termodinaˆmico.
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5.1 Movimento Browniano
Para o caso mais simples ao longo do eixo x essa equac¸a˜o sera´
m
dv
dt
=−αv+F(t) (5.1.1)
com
v =
dx
dt
(5.1.2)
onde v denota a velociade da partı´cula e x a posic¸a˜o. Nesta equac¸a˜o, a influeˆncia do meio
sobre o movimento da partı´cula e´ decomposta em duas partes. Em primeiro lugar existe
uma forc¸a F =−αv que representa uma fricc¸a˜o dinaˆmica sobre o movimento da partı´cula,
onde α e´ o coeficiente de viscosidade do meio. Existe tambe´m uma forc¸a aleato´ria, F(t),
que possui as seguintes propriedades:
〈F(t)〉= 0, (5.1.3)
pois, em me´dia, a forc¸a devida aos impactos das mole´culas e´ nula, e
〈F(t)F(t ′)〉= αδ (t− t ′), (5.1.4)
pois estamos considerando que os impactos sejam independentes. Quando impomos as
propriedades (5.1.3) e (5.1.4) sob equac¸a˜o (5.1.1), a mesma e´ cientificamente conhecida
como equac¸a˜o de Langevin [40].
Dividindo a equac¸a˜o de Langevin por m, ela se torna
dv
dt
=−γv+R(t), (5.1.5)
onde γ = α/m e R(t) = F(t)/m. A func¸a˜o R(t) e´ denominada de ruı´do, sendo tambe´m
uma varia´vel estoca´stica, isto e´, uma varia´vel aleato´ria dependente do tempo, que possui as
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seguintes caracterı´sticas:
〈R(t)〉= 0 (5.1.6)
e
〈R(t)R(t ′)〉= Γδ (t− t ′), (5.1.7)
onde Γ .= α/m2 [40].
Exemplo 1. A equac¸a˜o de Langevin para uma partı´cula carregada em um campo ele´trico
externo constante e´ dada por
v˙(t) =−γv+ qE
m
+R(t). (5.1.8)
Podemos escrever a soluc¸a˜o da equac¸a˜o acima como
v(t) = v0e−γt +
qE
m
1− eγt
γ
+
∫ t
0
R(s)e−γ(t−s)ds. (5.1.9)
No limite em que t→ ∞ obtemos
lim
t→∞v(t) =
qE
mγ
+
∫ t
0
R(s)e−γ(t−s)ds, (5.1.10)
que apo´s uma medida te´rmica encontramos 〈v〉= qE/mγ .
A soluc¸a˜o da Eq. (5.1.5) e´ dada por:
v(t) = v0e−γt +
∫ t
0
dt ′R(t ′)e−γ(t−t
′), (5.1.11)
onde v0 e´ a velocidade da partı´cula no instante t = 0 [38].
Atrave´s de uma mudanc¸a de varia´vel, a func¸a˜o de correlac¸a˜o de velocidade e´ dada por
〈v(t)v(t ′)〉= 〈[v0e−γt +
∫ t
0
ds′R(s′)e−γ(t−s
′)][v0e−γt +
∫ t
0
dτ ′R(τ)e−γ(t−τ)]〉, (5.1.12)
usando a propriedade (5.1.6), obtemos
〈v(t)v(t ′)〉= 〈v20〉e−γ(t+t
′)+
∫ t
0
∫ t ′
0
dsdτ〈R(s)R(τ)〉e−γ(t−s+t ′−τ). (5.1.13)
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Com a propriedade (5.1.7), podemos encontrar que
〈v(t)v(t ′)〉= 〈v20〉e−γ(t+t
′)+
Γ
2γ
e−γ(t+t
′)[e2γt
′−1] (5.1.14)
Por outro lado, o teorema da equipartic¸a˜o da energia garante que a energia cine´tica me´dia
de uma partı´cula em movimento corresponde a` KBT/2 por grau de liberdade, ou melhor
1
2
m〈v20〉=
1
2
KBT, (5.1.15)
onde KB e´ a constante de Boltzmann e T a temperatura absoluta [41, 42]. Escolhendo
Γ= 2KBT γ/m obtemos as seguintes func¸o˜es de correlac¸a˜o
Cv(t− t ′) .= 〈v(t)v(t ′)〉= KBTm e
−γ|t−t ′|, (5.1.16)
CR(t− t ′) .= 〈R(t)R(t ′)〉= 2KBT γm δ (t− t
′). (5.1.17)
Esta u´ltima e´ conhecida como o teorema da dissipac¸a˜o [43]. Isto implica que
γ =
m
2KBT
∫ ∞
−∞
dτCR(τ). (5.1.18)
Com o impacto entre as mole´culas do fluido e a partı´cula, surgira´ uma trasfereˆncia de
energia cine´tica para a mesma. Por sua vez, essa energia e´ dissipada devido a` forc¸a viscosa e,
ao mesmo tempo tem sua energia modificada. A taxa que a energia e´ transferida a` partı´cula
deve ser igual a` soma da taxa com que a energia e´ dissipada e a variac¸a˜o da energia cine´tica
da partı´cula. Esse balanc¸o energe´tico e´ obtido da seguinte forma. Multiplicamos a equac¸a˜o
de Langevin por v, ou seja:
mv
d
dt
v =
m
2
d
dt
v2 =−γv2+ vF(t)
ou
d
dt
(m
2
v2
)
+ vFat = vF(t).
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Tomando a me´dia,
d
dt
Ec+Pdis = P,
onde Ec = m2 〈v2〉 e´ a energia me´dia, Pdis = vFat = γ〈v2〉 e´ a taxa de dissipac¸a˜o de energia, ou
potencia dissipada, e P = 〈vF(t)〉 e´ a taxa de energia da partı´cula, ou poteˆncia transferida.
Como resultado da Eq. (5.1.14), podemos inferir que
P =
γKBT
m
, (5.1.19)
ou seja, a potencia tranferida e´ independente do tempo. Note que estamos no regime esta-
ciona´rio, entretanto, a variac¸a˜o de energia cine´tica e´ nula, de modo que Pdis = P, e, portanto
toda energia transferida a` partı´cula e´ dissipada [40].
5.2 O oscilador harmoˆnico na presenc¸a de ruı´do te´rmico
A equac¸a˜o do oscilador harmoˆnico na presenc¸a do ruı´do e´ dada por
x¨+ γ x˙+ω20 x = R(t), (5.2.20)
o que representa um oscilador sob a ac¸a˜o de um ruı´do. A soluc¸a˜o geral e´ dada por
x(t) = xh(t)+
∫ t
0
G(t− t ′)R(t ′)dt ′, (5.2.21)
onde xh(t) e´ a soluc¸a˜o homogeˆnea que e´ dada pela Eq. (3.1.15) com respectiva func¸a˜o de
Green dada pela Eq. (3.1.22).
O desvio quadra´tico me´dio como uma func¸a˜o do tempo e´ dada por
〈x2(t)〉 = 2γT
∫ t
0
G(t− t ′)2dt ′ = 2γT
ρ2
∫ t
0
sin2(ρ(t− t ′))e−γ(t−t ′)dt ′
=
γT
ρ2
{
1− e−γt
γ
− γ− e
−γt [γ cos(2ρt)−2ρsen(2ρt)]
4ω20
}
. (5.2.22)
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Figura 5.1: Desvio quadra´tico me´dio do oscilador harmoˆnico obtido pela equac¸a˜o (5.2.22)
com o banho te´rmico T = 1. Podemos observar que no limite t→ ∞ temos 〈x2(t)〉= 1.0.
Ja´ a velocidade quadra´tica me´dia e´ dada por
〈v2(t)〉= 2γT
∫ t
0
[
∂
∂ t
G(t− t ′)
]2
dt ′. (5.2.23)
Usando o fato de que (∂/∂ t)G(t− t ′) =−(∂/∂ t ′)G(t− t ′) e integrando a equac¸a˜o (5.2.23)
por partes, onde G(t, t) = 0, obtemos
〈v2(t)〉=−2γT
∫ t
0
dt ′G(t− t ′) ∂
2
∂ t ′2
G(t− t ′). (5.2.24)
Agora, usando a equac¸a˜o (5.2.20) obtemos
〈v2(t)〉 = −2γT
∫ t
0
dt ′G(t− t ′)
[
−ω20 − γ
∂
∂ t ′
]
G(t− t ′)
= 2ω20 γT
∫ t
0
G(t− t ′)2dt ′ = ω20 〈x2(t)〉 (5.2.25)
No limite de t→ ∞, obtemos
〈v2eq〉= ω20 〈x2eq〉=
ω20 γT
ρ2
{
1
γ
− γ
4ω20
}
= T, (5.2.26)
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como o esperado pelo teorema da flutuac¸a˜o-dissipac¸a˜o [43].
5.3 O oscilador parametricamente forc¸ado com ruı´do te´rmico
Comec¸amos por adicionar ruı´do a` equac¸a˜o (3.2.31) e obter
x¨(t)+ω20 x(t) =−γ x˙(t)+Fp cos(2ωt)x(t)+R(t), (5.3.27)
onde R(t) e´ a func¸a˜o aleato´ria dado na sec¸a˜o 2.3.1. Usando a func¸a˜o de Green obtida na
sec¸a˜o (3.2.1) obtemos
x(t) = xh(t)+
∫ t
−∞
dt ′G(t, t ′)R(t ′), (5.3.28)
x˙(t) = v(t) = vh(t)+
∫ t
−∞
dt ′
∂
∂ t
G(t, t ′)R(t ′), (5.3.29)
onde xh(t) e´ a soluc¸a˜o homogeˆnea que decai exponencialmente com o tempo como vimos
na sec¸a˜o 3.2.1, e portanto, para um tempo longo xh(t) = 0. Aplicando uma me´dia estatı´stica
nas flutuac¸o˜es dependente do tempo, obtemos
〈x2(t)〉 =
∫ ∫ ∞
−∞
dt ′dt ′′G(t, t ′)G(t, t ′′)〈R(t ′)R(t ′′)〉,
= 2T γ
∫ t
−∞
dt ′G(t, t ′)2 = 2T γ
∫ ∞
0
dτG(t, t− τ)2, (5.3.30)
〈v2(t)〉 = 2T γ
∫ t
−∞
dt ′
[
∂
∂ t
G(t, t ′)
]2
,
onde τ = t− t ′.
Da Eq. (3.2.54) podemos encontrar que
G(t, t− τ)2 ≈ e
−γτ
ω
{[
cos(|κ|τ)sen(ωτ)+ δ|κ|sen(|κ|τ)cos(ωτ)
]2
+
β 2
2|κ|2 sen
2(|κ|τ)
− 2β sen(|κ|τ|κ|
[
cos(|κ|τ)sen(|κ|τ)+ δ|κ|sen(|κ|τ)cos(ωτ)
]
× [cos(2ωt)cos(ωτ)+ sen(2ωt)sen(ωτ)]
+
β
2|κ|2 sen
2(|κ|τ)[cos(2ωτ)cos(4ωt)+ sen(2ωτ)sen(4ωt)]
}
. (5.3.31)
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Uma estimativa da me´dia temporal da flutuac¸a˜o te´rmica foi desenvolvida por Batista em
[20] e, quando |β |< |δ |, e´ dada por
〈x2(t)〉 = 2T γ
ω2
∫ ∞
0
dτe−γτ
{[
cos(|κ|τ)sen(ωτ)+ δ|κ|sen(|κ|τ)cos(ωτ)
]2
+
β 2
2|κ|2 sen
2(|κ|τ)
}
=
2T γ
ω2
{
β 2
γ(γ2+4|κ|2) +
δγ
2|κ|
[
1
γ2+4(|κ|−ω)2 −
1
γ2+4(|κ|+ω)2
]
+
1
4
[
1
γ
+
γ
γ2+4|κ|2 −
γ
γ2+4ω2
− γ
2
(
1
γ2+4(|κ|−ω)2 +
1
γ2+4(|κ|+ω)2
)]
+
δ 2
4|κ|2
[
1
γ
+
γ
γ2+4ω2
− γ
γ2+4|κ|2 −
γ
2
(
1
γ2+4(|κ|−ω)2 +
1
γ2+4(|κ|+ω)2
)]}
,
e quando |β |> |δ |
〈x2(t)〉 = 2T γ
ω2
∫ ∞
0
dτe−γτ
{[
cosh(κτ)sen(ωτ)+
δ
κ
senh(κτ)cos(ωτ)
]2
+
β 2
2κ2
senh2(κτ)
}
=
2T γ
ω2
[I1+ I2+δ 2I3+ I4], (5.3.32)
onde as integrais sa˜o dadas por
I1 =
β 2
2κ2
∫ ∞
0
e−γτsenh2(κτ)dτ =
β 2
γ(γ2−4κ2) ,
I2 =
∫ ∞
0
e−γτ cosh2(κτ)sen2(ωτ)dτ
=
1
2
{
1
2γ
− γ
2(γ2+4ω2)
+
γ
2(γ2−4κ2) −
1
4
Re
[
1
γ−2κ−2iω +
1
γ+2κ−2iω
]}
,
I3 =
1
κ2
∫ ∞
0
e−γτsenh2(κτ)cos2(κτ)dτ
=
1
κ2
{
κ2
γ(γ2−4κ2) −
γ
4(γ2+4ω2)
+
1
8
Re
[
1
γ−2κ−2iω +
1
γ+2κ−2iω
]}
,
I4 =
1
2κ
∫ ∞
0
e−γτsenh(2κτ)sen(2ωτ)dτ =
1
4
Im
{
1
κ(γ−2κ−2iω) −
1
κ(γ+2κ−2iω)
}
.
A estimativa da me´dia temporal da flutuac¸a˜o estatı´stica da velocidade, quando |β |< |δ |,
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e´ dada por
〈v2(t)〉 = ω0〈x2(t)〉+ 2FpTβκ
∫ ∞
0
e−γτsen(κτ)dτ
×
[
cosh(κτ)sen(ωτ)+
δ
κ
senh(κτ)cos(ωτ)
]
cos(ωτ)
= ω0〈x2(t)〉−8ωTβ 2(δ I3+ I4), (5.3.33)
e quando |β |> |δ | e´ preciso substituir κ por iκ na expressa˜o.
A estimativa da me´dia estatı´stica da flutuac¸a˜o te´rmica, quando |β |< |δ |, e´ dada por
〈x2(t)〉 ≈ 〈x2(t)〉+A2ω cos(2ωt)+B2ωsen(2ωt)+A4ω cos(4ωt)+B4ωsen(4ωt), (5.3.34)
onde
A2ω = − βγT|κ|ω2
{
δ
|κ|
[
1
γ
+
4γ(|κ|2−ω2)
(γ2+4ω2)(γ2+4|κ|2)
]
+
1
2
[
γ(1−δ/|κ|)
γ2+4(|κ|−ω)2 −
γ(1+δ/|κ|)
γ2+4(|κ|+ω)2
]}
,
B2ω = −2βγT|κ|ω2
{[ |κ|
(γ2+4|κ|2) +
δ
|κ|
ω
(γ2+4ω2)
]
− (1+δ/|κ|)
[
(|κ|−ω)
γ2+4(|κ|−ω)2 +
(|κ|+ω)
γ2+4(|κ|+ω)2
]}
,
A4ω =
β 2γT
2ω2|κ|2
{
γ
γ2+4ω2
− 1
2
[
γ
γ2+4(ω+ |κ|)2 +
γ
γ2+4(ω−|κ|)2
]}
,
B4ω =
β 2γT
2ω2|κ|2
{
2ω
γ2+4ω2
−
[
ω+ |κ|
γ2+4(ω+ |κ|)2 +
ω−|κ|
γ2+4(ω−|κ|)2
]}
,
e quando |β |> |δ |
〈x2(t)〉 ≈ 〈x2(t)〉+A2ω cos(2ωt)+B2ωsen(2ωt)+A4ω cos(4ωt)+B4ωsen(4ωt), (5.3.35)
onde
A2ω =−4βT γω2 (K1+K2), B2ω =−
4βT γ
ω2
(K3+K4)
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com
K1 =
1
8
Im
[
1
κ(γ−2κ−2iω) −
1
κ(γ+2κ−2iω)
]
,
K2 =
δ
κ2
{
κ2
γ(γ2−4κ2) −
γ
4(γ2+4ω2)
+
1
8
Re
[
1
γ−2κ−2iω −
1
γ+2κ−2iω
]}
,
K3 =
1
8κ
[
4κ
γ2−4κ2 +Re
(
1
γ−2κ−2iω −
1
γ+2κ−2iω
)]
,
K4 =
δ
8κ2
Im
[
1
γ−2κ−2iω +
1
γ+2κ−2iω −
2
γ−2iω
]
.
Os demais sa˜o dados por
A4ω =
β 2T γ
4ω2κ2
Re
[
1
γ−2κ−2iω +
1
γ+2κ−2iω −
2
γ−2iω
]
;
B4ω =
β 2T γ
4ω2κ2
Im
[
1
γ−2κ−2iω +
1
γ+2κ−2iω −
2
γ−2iω
]
.
Na Fig. 5.2 mostramos uma se´rie temporal de 〈x2(t)〉 dada pela expressa˜o (5.3.34)
ou (5.3.35). Ao olhar os valores me´dios, vemos que o resfriamento ocorre em dessintonia
positiva (aqui em ω/ω0 = 1.1), aquecimento (em ω/ω0 = 0.9 e 1.0), e a quadratura do
ruı´do te´rmico aumenta em todos os paraˆmetros. E´ importante mencionar que o aquecimento
e resfriamento esta˜o relacionados com a taxa de decaimento das oscilac¸o˜es da func¸a˜o de
Green [20]. Taxas de decaimento baixas implicam mais aquecimento, enquanto que taxas
de decaimento maior implicam menos aquecimento, ou mesmo resfriamento.
Na Fig. 5.3 mostramos um gra´fico logarı´tmico da componente dc do deslocamento
quadra´tico me´dio sobre a temperatura do banho te´rmico. O aumento acentuado da curva
acentuada com a amplitude de bombeamento indica que o ruı´do e´ amplificado pelo oscilador
parame´trico.
Na Fig. 5.4 obtemos um gra´fico de intensidades de cores em 2D informando que
os fenoˆmenos de aquecimento e resfriamento podem ocorrer, com base nas estimativas
analı´ticas para o tempo me´dio de 〈x2(t)〉 dada pela expressa˜o (5.3.34) ou (5.3.35). Observa-
se que no regime linear do nosso estudo, na˜o ha´ limite para o ruı´do aquecer ou resfriar,
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Figura 5.2: A evoluc¸a˜o temporal do desenvolvimento quadra´tico me´dio 〈x2(t)〉 versus o
tempo. A linha contı´nua horizontal verde e´ obtida pela equac¸a˜o (5.2.22), dado atrave´s
do teorema da equipartic¸a˜o da energia, indicando que o valor de equilı´brio esperado das
flutuac¸o˜es (para Fp = 0) quando a temperatura de banho te´rmico e´ T = 1.0, enquanto que as
demais retas representam os correspondentes valores me´dios de 〈x2(t)〉 dada pela equac¸a˜o
(5.3.32) para Fp = 0.15
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Figura 5.3: Gra´fico do log da comparac¸a˜o da componente do deslocamento quadra´tico
me´dio 〈x2〉, dada pela Eq. (5.3.32), com a temperatura T que e´ dada pela resposta do
oscilador sem o bombeamento parame´trico. Podemos perceber que a temperatura cresce
monotonicamente ate´ que diverge no limite entre as zonas esta´vel e insta´vel.
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quanto mais perto da zona de instabilidade maior o aquecimento te´rmico. Em um modelo
na˜o-linear, pore´m com um bombeamento perio´dico (osciladores de Duffing parametrica-
mente forc¸ado) com ruı´do aditivo, essa divergeˆncia na˜o ira´ ocorrer, o aquecimento e o ruı´do
te´rmico sera´ limitado [20].
frequency (ω/ω0)
Fp
    5.00
    4.00
    2.00
    1.00
    0.80
    0.75
 0.8  0.85  0.9  0.95  1  1.05  1.1  1.15  1.2
 0.05
 0.07
 0.09
 0.11
 0.13
 0.15
 0.17
 0.19
 0.5
 1.5
 2.5
 3.5
 4.5
Figura 5.4: Mapa de cores do deslocamento quadra´tico me´dio 〈x2(t)〉. O aquecimento
ocorre nas regio˜es vermelhas e amarelas, enquanto que o resfriamento ocorre nas regio˜es
a´ direita da linha de contorno de cor rosa 〈x2(t)〉= 1.0.
Similarmente aos resultados das figuras anteriores, na Fig. 5.5, um gra´fico 2D, a in-
tensidade da cor mostra a amplitude do aquecimento do ruı´do te´rmico como uma func¸a˜o
da frequeˆncia do bombeamento parame´trico, ou seja ω , com a amplitude de bombeamento.
Notamos que ha´ uma forte correlac¸a˜o com os resultados da Fig. 5.4. Quanto mais perto da
linha de transic¸a˜o entre as zonas de estabilidade e instabilidade, maior o aquecimento e o
squeezing te´rmico, ou seja, a amplitude das oscilac¸o˜es das flutuac¸o˜es te´rmicas 〈x2(t)〉.
55
ω/ω0
Fp
     4.5
     1.5
       1
     0.5
     0.1
    0.05
 0.8  0.85  0.9  0.95  1  1.05  1.1  1.15  1.2
 0.05
 0.07
 0.09
 0.11
 0.13
 0.15
 0.17
 0.19
 0.05
 1.05
 2.05
 3.05
 4.05
 5.05
Figura 5.5: Mapa de cores da amplitude te´rmica em 2ω do deslocamento quadra´tico me´dio
〈x2(t)〉 dado por
√
|A2ω |2+ |B2ω |2. A amplitude de 4ω e´ muito pequena para as amplitudes
de bombeamento Fp usadas neste trabalho.
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6 Amplificac¸a˜o parame´trica
Amplificac¸a˜o parame´trica se utiliza da excitac¸a˜o parame´trica para aumentar a resposta
devida a uma pequena forc¸a ou tensa˜o ac externa aplicada [15]. Elas sa˜o concebidas para
detectar pequenos sinais e para aumentar a resposta dinaˆmica de um oscilador para pequenas
excitac¸o˜es harmoˆnicas [16].
Neste capı´tulo vamos estudar a amplificac¸a˜o parame´trica de uma forc¸a F0 cos(ωst+φ),
que tambe´m pode ser um sinal, pro´ximo a primeira zona de ressonaˆncia parame´trica. A
equac¸a˜o e´ dada por
x¨+ γ x˙+[ω20 −Fp cos(2ωt)]x = F0 cos(ωst+φ), (6.0.1)
sendo ωs a frequeˆncia e φ a fase do sinal que deve ser amplificado.
Primeiramente trataremos a frequeˆncia do sinal como sendo a mesma da ressonaˆncia
parame´trica, ω = ωs, em sintonia e dessintonia, ω ≈ ω0. Em seguida, diferenciamos um
pouco as frequeˆncias ω 6= ωs e analizaremos a resposta do OP frente aos sinais com o
bombeamento ligado e desligado. Por fim, faremos um me´todo nume´rico para comparar
com as soluc¸o˜es analı´ticas.
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6.1 Ca´lculo do ganho na amplificac¸a˜o parame´trica
6.1.1 Me´todo da me´dia
Para aplicar tal me´todo, primeiramente reescrevemos a Eq. (6.0.1) na forma matricial(
x˙
y˙
)
=
(
0 1
−ω2 0
)(
x
y
)
+
(
0
f2(x,y, t)
)
, (6.1.2)
onde f2(x,y, t)=−Ωx(t)−γ x˙+Fp cos(2ωt)x(t)+F0 cos(ωt+φ). Admitindo que a equac¸a˜o
acima varia lentamente com a seguinte transformac¸a˜o(
x
y
)
=
(
cos(ωt) −sen(ωt)
−ωsen(ωt) −ω cos(ωt)
)(
U
V
)
, (6.1.3)
encontramos que(
U˙
U˙∗
)
=
(
cos(ωt) − 1ω sen(ωt)
−sen(ωt) − 1ω cos(ωt)
)(
0
f2(x,y, t)
)
;
=
(
− 1ω sen(ωt) f2(x,y, t)
− 1ω cos(ωt) f2(x,y, t)
)
. (6.1.4)
Aplicando o me´todo das me´dias(
〈U˙〉
〈V˙ 〉
)
=− 1
ω
(
〈sen(ωt) f2(x,y, t)〉
〈cos(ωt) f2(x,y, t)〉
)
, (6.1.5)
em que filtramos os termos oscilando em 2ω e 4ω , obtemos(
u˙
v˙
)
=− 1
2ω
(
γω Ω+ Fp2
−Ω+ Fp2 γω
)(
u
v
)
+
F0
2ω
(
sen(φ)
−cos(φ)
)
. (6.1.6)
Da mesma forma da sec¸a˜o (3.2.1), U(t) e V (t) foram substituı´das por suas me´dias u(t) e
v(t) respectivamente.
O ponto fixo da Eq. (6.1.6) sera´ dado por(
u∗
v∗
)
=
F0
Ω2+(γω)2− (Fp/2)2
 γω −(Ω+ Fp2 )
Ω− Fp2 γω
( sen(φ)
−cos(φ)
)
,
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(
u∗
v∗
)
=
F0
Ω2+(γω)2− (Fp/2)2
(
γωsen(φ)+(Ω+Fp/2)cos(φ)
(Ω−Fp/2)sen(φ)− γω cos(ωt)
)
. (6.1.7)
O ganho de uma amplificac¸a˜o e´ definido em [44], sendo
G(φ) = 20log
∣∣∣∣ XXFp=0
∣∣∣∣ (6.1.8)
= 10log
{
[(γω)2+Ω2]
[
(γω)2+Ω2+F2p /4+Fp[Ωcos(2φ)+ γωsen(2φ)]
]
[(γω)2+Ω2−F2p /4]2
}
,
onde |X | =√u∗2+ v∗2. No artigo [16], Rugar e Gru¨tter estudaram a amplificac¸a˜o parame-
trica mecaˆnica pelos me´todos perturbativo e experimental. Embora os resultados teo´ricos
concordaram bem com seus dados experimentais, no´s aumentamos a aplicabilidade da amplificac¸a˜o
de pequenos sinais, usando o me´dodo da me´dia, e permitindo a dessintonia [19].
A Fig. 6.1 mostra que o ganho da amplificac¸a˜o parame´trica tem sensibilidade na fase.
Para algumas fases o ganho e´ negativo, significando amortecimento na amplificac¸a˜o. Para
outros ele e´ nulo, pois a resposta do oscilador parame´trico e´ a mesma do oscilador harmoˆnico.
No entanto, existem outras fases em que o ganho e´ muito alto.
Na Fig. 6.2 mostramos uma comparac¸a˜o entre as estimativas nume´ricas e analı´ticas
do ganho em func¸a˜o da amplitude de bombeamento Fp e´ mostrado. Sa˜o descritos dife-
rentes valores de fase. Observa-se uma dependeˆncia muito forte entre o bombeamento e a
forc¸a externa. E´ percepitı´vel uma divergeˆncia no ganho no limite entre as regio˜es esta´vel e
insta´vel.
6.1.2 Me´todo do balanc¸o harmoˆnico
Da mesma forma da sec¸a˜o (4.2), supomos uma soluc¸a˜o perio´dica em primeira aproximac¸a˜o
para a Eq. (6.0.1)
x(t) = u˜eiωt + u˜∗e−iωt , (6.1.9)
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onde u˜∗ e´ o conjugado complexo de u˜. Excluindo os termos contendo 3ω , encontramos que(
Ω+ iγω −Fp/2
−Fp/2 Ω− iγω
)(
u˜
u˜∗
)
=
F0
2
(
eiφ
e−iφ
)
. (6.1.10)
O ponto fixo da Eq. (6.1.10) sera´ dado por(
u˜
u˜∗
)
=
F0
2[Ω2+(γω)2− (Fp/2)2]
(
(Fp/2)e−iφ +(Ω− iγω)eiφ
(Ω+ iγω)e−iφ +(Fp/2)eiφ
)
. (6.1.11)
Apesar deste ponto fixo diferir do obtido na sec¸a˜o anterior, o ganho da amplificac¸a˜o e´ o
mesmo dado pela Eq. (6.1.8). Assim, podemos perceber que ambos os me´todos nos levam
aos mesmos resultados, o que mostra a consisteˆncia entre as duas te´cnicas.
6.1.3 Me´todo nume´rico
O ganho da amplificac¸a˜o obtido numericamente e´ dado pela Eq. (6.1.8) substituindo o
valor nume´rico do ponto fixo do mapa de retorno de Poincare´, obtido a partir da integrac¸a˜o
da Eq. (6.0.1) apo´s cessar o transiente de acordo com a Eq. (6.1.3). Os resultados mostram
uma consisteˆncia entre o me´todo da me´dia e o nume´rico.
6.2 Amplificac¸a˜o para frequeˆncias diferentes ω 6= ωs
Quando variamos um pouco a frequeˆncia do sinal da frequeˆncia de ressonaˆncia pa-
rame´trica, a resposta do OP devido ao sinal aplicado na˜o sera´ mais senoidal, ou melhor, a
amplitude varia de forma perio´dica [3].
Na Fig. 6.3 plotamos a resposta do oscilador parametricamente forc¸ado na primeira
ressonaˆncia parame´trica devida a` um sinal com frequeˆncia ωs = 1.001 e φ = 0. Tambem
plotamos uma outra resposta de um oscilador com o bombeamento parame´trico desligado
(oscilador harmoˆnico) devida ao mesmo sinal. Podemos verificar que quando ∆ω .= ωs−
ω = 0.001ω , o pacote de onda apresenta um perı´odo de aproximadamente 3100 unidade
adimensional (u. a.).
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Figura 6.1: Comparac¸a˜o entre as estimativas nume´ricas e analı´ticas do ganho em func¸a˜o da
fase. Os valores nume´ricos sa˜o dados pela Eq. (6.1.8) substituindo os valores nume´ricos dos
pontos fixos do mapa de retorno de Poincare´, obtidos a partir da integrac¸a˜o da Eq. (6.0.1)
apo´s cessar o transiente de acordo com a Eq. (6.1.3).
Na Fig. 6.4 plotamos a resposta do oscilador parametricamente forc¸ado na primeira
ressonaˆncia parame´trica devida a` um sinal com frequeˆncia ωs = 1.01 e φ = 0. Tambem
plotamos uma outra resposta de um oscilador com o bombeamento parame´trico desligado
(oscilador harmoˆnico) devida ao mesmo sinal. Podemos verificar que quando ∆ω .= ωs−
ω = 0.01ω , o pacote de onda apresenta um perı´odo de aproximadamente 340 u. a., sendo
menor que o da Fig. (6.3).
Na Fig. 6.5 plotamos a resposta do oscilador parametricamente forc¸ado na sua primeira
ressonaˆncia parame´trica devida a` um sinal com frequeˆncia ωs = 1.1 e φ = 0. Tambem
plotamos uma outra resposta de um oscilador com o bombeamento parame´trico desligado
(oscilador harmoˆnico) devida ao mesmo sinal. Podemos verificar que quando ∆ω .= ωs−
ω = 0.1ω , a amplitude ma´xima da resposta do OPF na˜o e´ maior que a amplitude da resposta
do oscilador harmoˆnico.
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Figura 6.2: Comparac¸a˜o entre as estimativas nume´ricas e analı´ticas do ganho em func¸a˜o de
Fp. Os valores nume´ricos sa˜o dados pela Eq. (6.1.8) substituindo os valores nume´ricos dos
pontos fixos do mapa de retorno de Poincare´, obtidos a partir da integrac¸a˜o da Eq. (6.0.1)
apo´s cessar o transiente de acordo com a Eq. (6.1.3).
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Figura 6.3: Resposta do OPF na primeira ressonaˆncia parame´trica, ω = ω0 = 1.0, a` um
sinal com frequeˆncia ωs = 1.001, superposto com uma outra resposta de um oscilador sem
excitac¸a˜o (oscilador harmoˆnico) ao mesmo sinal. A resposta do oscilador parame´trico na
maior parte do tempo, apresenta uma amplitude mais elevada que a amplitude de resposta
do oscilador harmoˆnico.
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Figura 6.4: Resposta do OPF na primeira ressonaˆncia parame´trica, ω = ω0 = 1.0, a` um
sinal com frequeˆncia ωs = 1.01, superposto com uma outra resposta de um oscilador sem
excitac¸a˜o (oscilador harmoˆnico) ao mesmo sinal. Podemos observar que para alguns tempos
a amplificac¸a˜o parame´trica e´ alta, pore´m para outros e´ negativa.
63
-1
-0.5
 0
 0.5
 1
 0  50  100  150  200  250  300
x(t
)
t
γ=0.1, ω=ω0=1.0, ωs-ω=10%, F0=0.08
Fp=0.15Fp=0.00
Figura 6.5: Resposta do OPF na primeira ressonaˆncia parame´trica, ω =ω0 = 1.0, a` um sinal
com frequeˆncia ωs = 1.1, superposto com uma outra resposta de um oscilador sem excitac¸a˜o
(oscilador harmoˆnico) ao mesmo sinal. Em nenhum tempo, a amplitude de resposta do OPF
e´ maior que a resposta do oscilador harmoˆnico.
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7 Raza˜o sinal-ruı´do do oscilador
parame´trico
No capı´tulo (5) mostramos a amplificac¸a˜o parame´trica das flutuac¸o˜es na resposta do
oscilador parame´trico devido ao ruı´do te´rmico na regia˜o de estabilidade pro´ximo da linha
de transic¸a˜o da primeira zona de instabilidade. Propusemos duas medidas diferentes do
ruı´do: uma dc e outra ac. A medida dc e´ dada pela me´dia temporal da me´dia estatı´stica
das flutuac¸o˜es da posic¸a˜o do oscilador parame´trico devido ao ruı´do te´rmico, enquanto que
a medida ac e´ dada pela amplitude das oscilac¸o˜es da me´dia estatı´stica das flutuac¸o˜es na
frequeˆncia do bombeamento parame´trico.
Ja´ no capı´tulo (6) mostramos o ganho da amplificac¸a˜o parame´trica da resposta do os-
cilador parame´trico a` uma forc¸a externa ac na regia˜o de estabilidade pro´ximo da linha de
transic¸a˜o perto da primeira zona de instabilidade. A resposta do oscilador parame´trico e´
comparada com a do oscilador harmoˆnico (quando a excitac¸a˜o parame´trica esta´ desligada).
Vimos que o ganho depende sensivelmente da fase e, para alguns casos, chega a divergir na
linha de transic¸a˜o entre a zona esta´vel e insta´vel.
Neste capı´tulo vamos mostrar a RSR perto da primeira zona de instabilidade do OHPF
na presenc¸a de ruı´do te´rmico. Vamos obter a raza˜o entre o sinal e o ruı´do estaciona´ria e
tambe´m a raza˜o entre o sinal e o ruı´do dinaˆmica.
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7.1 Raza˜o sinal-ruı´do estaciona´ria
Motivados pela definic¸a˜o do ganho, definimos no artigo [19] uma me´dia da RSR como
sendo
R0 = 10log
(
u∗2+ v∗2
〈x2〉
)
, (7.1.1)
onde os pontos fixos u∗ e v∗ sa˜o dados Eq. (6.1.7) e a me´dia temporal das flutuac¸o˜es 〈x2〉
e´ dada pela Eq. (5.3.32). Quando o oscilador parame´trico esta´ pro´ximo a primeira zona de
instabilidade, podemos obter uma expressa˜o simples para a me´dia das flutuac¸o˜es te´rmicas,
que e´ dada aproximadamente por
〈x2(t)〉 ≈ 2T
ω2
[
β 2+
γ2
4
+δ 2
]
1
γ2−4κ2 −
4βT γ
ω2(γ2−4κ2)
[
δ
γ
cos(2ωt)+
1
2
sin(2ωt)
]
.
Assim, podemos escrever essa expressa˜o (7.1.1) aproximadamente como
R0 ≈ 10log
{
2F20 ω
2
T (γ2ω2+Ω2−F2p /4)
[
1+
Fp[Ωcos(2φ)+ γωsen(2φ)
γ2ω2+Ω2+F2p /4
]}
. (7.1.2)
Perceber que na primeira zona de instabilidade a raza˜o sinal-ruı´do R0 diverge, independetne
da fase que o sinal apresente.
Na Fig. 7.1, mostramos um gra´fico logarı´tmico da amplitude do sinal (amplitude de res-
posta do oscilador parame´trico, devido a uma forc¸a externa ac) sobre o ruı´do (componente
dc do deslocamento quadra´tico me´dio). Observa-se uma forte dependeˆncia do R0 com a fase
e a amplitude de bombeamento parame´trico. Para algumas fases a raza˜o R0 e´ extremamente
alta, para outras R0 extremamentes baixas ou iguais.
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Figura 7.1: Gra´fico da raza˜o sinal-ruı´do R0, tal como na Eq. (7.1.1) juntamente com a
aproximac¸a˜o correspondente dada pela Eq. (7.1.2).
7.2 Raza˜o sinal-ruı´do dinaˆmica
Outra medida da RSR e´ dada pela comparac¸a˜o da intensidade do sinal com o nı´vel de
ruı´do na mesma frequeˆncia, que esta´ em 2ω . Esta e´ dada pela expressa˜o
R2ω = 10log
(
u∗2+ v∗2√
|A2ω |2+ |B2ω |2
)
, (7.2.3)
onde os componentes A2ω e B2ω sa˜o definidos na Eq. (5.3.35). Pela ana´lise dimensional,
percebe-se que A2ω e B2ω tem as mesmas unidades dimensionais de u∗2 + v∗2. Perto da
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primeira zona de instabilidade,
A2ω ≈ − 4βTδω2(γ2−4κ2) , (7.2.4)
B2ω ≈ − 2βT γω2(γ2−4κ2) . (7.2.5)
Assim, obtemos uma estimativa simples para a me´dia RSR,
R2ω ≈ 10log
{
2F20 ω
2
|Fp|T (γ2ω2+Ω2−F2p /4)
×[
γ2ω2+Ω2+F2p /4+Fp[Ωcos(2φ)+ γωsen(2φ)√
γ2ω2+Ω2
]}
, (7.2.6)
e, assim como R0, R2ω tambe´m diverge na primeira zona de instabilidade.
Para que amplificadores parame´tricos sejam eficientes, e´ necessa´rio que ele maximize
tanto a func¸a˜o (7.1.1) como (7.2.3).
Na Fig. (7.2) mostramos um gra´fico logarı´tmico do sinal (amplitude de resposta do
oscilador parame´trico devido a` uma forc¸a externa ac) sobre a amplitude me´dia das flutuac¸o˜es
que oscilam na frequeˆncia 2ω (componente ac do deslocamento quadra´tico me´dio). Assim
como R0, observa-se uma forte dependeˆncia da raza˜o R2ω com a fase e a amplitude de
bombeamento parame´trico. Para algumas fases R2ω e´ extremamente alta, para outras R2ω
extremamentes baixas ou iguais.
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Figura 7.2: Gra´fico da raza˜o sinal-ruı´do R2ω , definido na Eq. (7.2.3) com os pontos fi-
xos u∗ e v∗ dados pela Eq. (6.1.7) e a amplitude do squeezing te´rmico 〈x2〉 dado por√
|A2ω |2+ |B2ω |2 definidos na Eq. (5.3.35). Comparamos com as aproximac¸o˜es da Eq.
(7.2.6) e obtemos muito boas concordaˆncias.
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8 Conclusa˜o
Nesta dissertac¸a˜o, realizamos um estudo sobre o oscilador parametricamente forc¸ado
pro´ximo a` primeira zona de ressonaˆncia parame´trica na presenc¸a do ruı´do te´rmico e de uma
forc¸a externa ac.
Inicialmente, encontramos duas func¸o˜es de Green do oscilador parame´trico, sendo uma
aproximada pelas te´cnicas da me´dia e uma outra exata pela teoria de Floquet com as func¸o˜es
de Mathieu. Comparamos com os resultados nume´ricos obtidos pela integrac¸a˜o nume´rica e
uma excelente concordaˆncia foi encontrada.
Com a func¸a˜o de Green obtida pela te´cnica da me´dia, resolvemos a equac¸a˜o diferencial
do oscilador parame´trico na presenc¸a do ruı´do te´rmico aditivo. Percebemos que embora
a me´dia estatı´stica da posic¸a˜o, 〈x(t)〉, seja nula, as flutuac¸o˜es do oscilador parame´trico,
〈x2(t)〉, sa˜o cada vez maiores a` medida que, na regia˜o de estabilidade, nos aproximamos da
linha de transic¸a˜o da primeira zona de instabilidade. Isso leva ao aquecimento, aumento de
〈x2(t)〉, e ao aumento da amplitude de oscilac¸a˜o da flutuac¸a˜o te´rmica, ou seja, do squeezing
te´rmico, expandindo a teoria aplicada aos resultados experimentais de Rugar e Gru¨tter [16].
Calculamos o ganho da amplificac¸a˜o parame´trica do sinal que e´ dado, basicamente,
pelo logarı´tmico da raza˜o entre a amplitude da forc¸a externa ac com excitac¸a˜o parame´trica
ligada com a amplitude de resposta quando na˜o ha´ excitac¸a˜o parame´trica. Treˆs modos de
calcular o ganho foram obtidos: um pelas te´cnicas da me´dia, outro pelo me´todo do balanc¸o
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harmoˆnico e um terceiro pelo me´todo nume´rico. Percebemos que o ganho e´ sensı´vel a fase
e a dessintonia da frequeˆncia, podendo divergir na linha de transic¸a˜o da primeira zona de
instabilidade parame´trica.
Fizemos tambe´m uma comparac¸a˜o entre a amplificac¸a˜o parame´trica do sinal e do ruı´do
quando o oscilador parame´trico esta´ sendo bombeado pro´ximo a` primeira zona de res-
sonaˆncia parame´trica. Propusermos dois tipos de raza˜o sinal-ruı´do. O primeiro, R0, re-
laciona a amplificac¸a˜o do sinal com a me´dia temporal da me´dia estatı´stica das flutuac¸o˜es
da posic¸a˜o do oscilador parame´trico devido ao ruı´do te´rmico. A segunda, R2ω , relaciona
amplificac¸a˜o do sinal com a amplitude das oscilac¸o˜es da me´dia estatı´stica das flutuac¸o˜es na
frequeˆncia do bombeamento parame´trico. Observamos uma forte dependeˆncia da fase e do
bombeamento parame´trico, divergindo na linha de transic¸a˜o da primeira zona de instabili-
dade. Portanto, para melhorar o ma´ximo possı´vel a amplificac¸a˜o, e´ necessa´rio maximizar as
func¸o˜es R0 e R2ω de acordo com os paraˆmetros do oscilador parametricamente forc¸ado.
Podemos aperfeic¸oar o nosso me´todo incluindo mais detalhes sobre o modelo do ruı´do,
como o efeito da memo´ria [45, 46]. Melhoria na precisa˜o das previso˜es deve ser obtida
levando em conta os termos na˜o-lineares para a primeira zona de instabilidade [20]. Enten-
demos que nosso me´todo tambe´m pode ser aplicado a` resposta linear do oscilador na˜o-linear
na presenc¸a da forc¸a externa e do ruı´do te´rmico.
Finalmente compreendemos que este modelo tambe´m pode ser aplicado a` dinaˆmica de
ı´ons em guia quadripolar de ı´ons e armadilha de ı´ons de Paul, ou armadilhas para partı´culas
neutras com momento de dipolo magne´tico [47]. Admitindo que o va´cuo na˜o e´ completo,
implica a` presenc¸a do ruı´do te´rmico.
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APEˆNDICE A -- Teoria da me´dia
O me´todo da me´dia e´ geralmente usado para eliminar a dependeˆncia temporal explı´cita
do sistema EDO periodicamente forc¸ado. Ele tem sido aplicado em diversos problemas,
por exemplo o problema de treˆs corpos gravitacionais, oscilador de Van der Pol [48], e no
estudo do oscilador de Duffing parametricamente forc¸ado [49]. A mais simples aplicac¸a˜o
desse me´todo e´ talvez o ca´lculo do limite entre o movimento esta´vel e inta´vel na equac¸a˜o
de Mathieu [50]. Uma pesquisa da teoria da me´dia e muitos outros resultados podem ser
encontrados em [51]. Neste capı´tulo vamos enunciar o teorema da me´dia como indicado em
[48] e prova´-lo. Ale´m disso, mostramos tambe´m como estendeˆ-lo a` segunda ordem como
em [49].
A.1 Me´todo da me´dia: teorema
Suponha que temos uma EDO na˜o-autoˆnoma do sistema
x˙ = εq(x, t,ε)≡ ε f (x, t)+ ε2g(x, t), x ∈ Cn, 0 < ε  1, (A.1)
com q :Cn×R×R+→Rn e´ Cr, onde r≥ 2, de perı´odo T e limitada em conjuntos limitados.
A func¸a˜o f (x, t) pode ser decompostas em seus modos de Fourier, f (x, t) = f0(x)+ f˜ (x, t),
onde f0(x) na˜o tem dependeˆncia explı´cita do tempo e f˜ (x, t) inclui todos os termos explici-
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tamente oscilante. A me´dia correspondente a` sistemas EDO (autoˆnomos) e´
y˙ = ε f0(y). (A.2)
Teorema A.1.1 (Teorema da me´dia). Ha´ uma transformac¸a˜o Cr, x = y+W (y, t), em que
(A.1) pode ser substituı´da por
y˙ = ε f0(y)+ ε2 f1(y, t,ε), (A.3)
onde f1 e´ de perı´odo T em t. Ale´m disso
(i) x(t) e y(t) sa˜o soluc¸o˜es de (A.1) e (A.2) com condic¸o˜es iniciais x0 e y0, respectivamente,
onde |x0− y0|= O(ε) em uma escala de tempo t = O(1/ε).
(ii) Se p0 e´ um ponto hiperbo´lico de (A.2), existe enta˜o ε0 > 0 tal que, para todos 0 <
ε  ε0, (A.1) possui uma o´rbita hiperbo´lica u´nica perio´dica γε(t) = p0 +O(ε) com
o mesmo tipo de estabilidade de p0.
(iii) Se xs(t) ∈ W s(γε) e´ uma soluc¸a˜o de (A.1) sobre a variedade esta´vel da o´rbita hi-
perbo´lica perio´dica γε(t) = p0+O(ε), ys(t)∈W s(p0) e´ uma soluc¸a˜o de (A.2) sobre a
variedade esta´vel do ponto fixo hiperbo´lico p0 e |x0−y0|=O(ε), enta˜o |x(t)−y(t)|=
O(ε) para t ∈ [0,∞).
Prova. Atrave´s da regra de transformac¸a˜o, encontramos que
x˙ = y˙+ εDyWy˙+ ε
∂W
∂ t
.
Assim
y˙ = ε(I− εDyW )
[
f0(y)+ ε(Dy f0)W + f˜ (y, t)+ ε(Dy f˜ )W + εg(y)− ∂W∂ t
]
+O(ε3).
A func¸a˜o W (y, t) e´ escolhida para satisfazer Wt(y, t) = f˜ (y, t) com constantes de integrac¸a˜o
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definidas como zero. Em seguida obtemos
y˙ = ε f0(y)+ ε2g0(y)+ ε2
[
(Dy f˜ )W + g˜(y, t)
]
+ ε2 [(Dy f0)W − (DyW ) f0]+O(ε3).
Enta˜o
y˙ = ε f0(y)+ ε2h(y, t)+O(ε3), (A.4)
onde h(y, t) = (Dy f (y, t))W (y, t)− (DyW (y, t)) f0 + g(y, t). Contudo, podemos comprovar
que as soluc¸o˜es das equac¸o˜es (A.1) e (A.2), inicialmente partindo de O(ε) vai ficar perto de
O(ε) em uma escala de tempo O(1/ε).
Considere as soluc¸o˜es y(t) e yε(t) das equac¸o˜es y˙ = ε f0(y) e y˙ = ε f0(y)+ ε2 f1(y, t,ε)
respectivamente. Enta˜o
yε(t)− y(t) = yε0− y0+ ε
∫ t
0
[ f0(yε)− f0(y)]ds+ ε2
∫ t
0
f1(yε(s),s,ε)ds.
Fazendo yε(s)−y(s) = ζ (s), L a constante de Lipshitz de f0 e M o ma´ximo de f1, a equac¸a˜o
acima se torna
|ζ (t)| ≤ |ζ (0)|+ εL
∫ t
0
|ζ (s)|ds+ ε2Mt.
Usando a desiguadade de Gronwall com as substituic¸o˜es c(t) = |ζ (0)|+ ε2Mt e u(t) = εL,
obtemos
|ζ (t)| ≤ |ζ (0)|eεLt + εM
L
eεLt ,
ou ainda
|x(t)− y(t)| ≤ |x(t)− yε(t)|+ |yε(t)− y(t)| ≤ ε|W (yε , t)|+O(ε)∼ O(ε).
Isto conclui a parte (i) do teorema.
Novamente fazemos outra transformac¸a˜o fracamente na˜o-linear y = z+ ε2v(z, t), a fim
de eliminar os termos explicitamente dependentes do tempo de O(ε2). Apo´s a me´dia de
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segunda ordem, obtemos
z˙ = ε f0(z)+ ε2[D f˜ (z, t)W (z, t)+g(z, t)]0, (A.5)
onde [.]0 indica a me´dia do tempo. Portanto, um estudo da equac¸a˜o (A.5) revela informac¸o˜es
importantes sobre a estrutura do sistema original (A.1). O termo de segunda ordem da
equac¸a˜o (A.5) so´ e´ necessa´rio quando os termos na˜o-lineares na˜o sa˜o mantidos na primeira
me´dia do sistema EDO (A.2).
Lema A.1.1 (Desigualdade de Gronwall). Se u,v e c ≥ 0 em [0, t], sendo c diferencia´vel e
v(t)≤ c(t)+ ∫ t0 u(s)v(s)ds, temos
v(t)≤ c(0)e
∫ t
0 u(s)ds+
∫ t
0
c′(s)e
∫ t
s u(τ)dτds.
Prova. Supondo que R(t) .=
∫ t
0 u(s)v(s)ds, enta˜o R˙(t) = u(t)v(t) e da hipo´tese
R˙(t)−u(t)R(t) = u(t)
(
v(t)−
∫ t
0
u(s)v(s)ds
)
≤ u(t)R(t),
assim
d
dt
[
Re−
∫ t
0 u(s)ds
]
≤−c d
dt
e−
∫ t
0 u(s)ds,
integrando, obtemos
R(t)≤−c(t)+ c(0)e
∫ t
0 u(s)ds+
∫ t
0
dsc′(s)e
∫ t
s u(τ)dτ . (A.6)
Finalmente a partir da definic¸a˜o de v(t) obtemos
v(t)≤ c(0)e
∫ t
0 u(s)ds+
∫ t
0
dsc′(s)e
∫ t
s u(τ)dτ . (A.7)
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APEˆNDICE B -- Rotinas utilizadas no MAPLE
B.1 Resposta do oscilador parame´trico
:
restart;
with(plots):
parAmp:=(
diff(x(t),t)=y(t),
diff(y(t),t)=-gamma*y(t)-(1+Fp*cos(2*w*t))*x(t)+F0*cos(vu*t)
):
params:=gamma=0.1, Fp=20.0, w=1.0, F0=0.08, vu=1.0:
init1:=x(0)=0,y(0)=1:
dvars:=[x(t),y(t)]:
parAmp1:=[op(subs(params,[parAmp])),init1]:
LS1:=dsolve(parAmp1, numeric, range=0..2000 ):
file := "parAmp.dat":
try
fd := fopen(file,’WRITE’,’TEXT’);
for tt from 0 to 2000 by 0.01 do
fprintf(fd,"%a %a %a\n", eval([t,x(t), y(t)],LS1(tt))[])
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od;
finally close(file)
end try:
B.2 Multiplicadores de Floquet
restart:
with(LinearAlgebra);
#defina uma matriz
A:= omega -> Matrix([[exp(-(1/2)*Gamma*t)*MathieuC(-(1/4)*(-4*omega0^2
+Gamma^2)/omega^2, (1/2)*Fp/omega^2, omega*t)+(1/2)*(Gamma/omega)*exp(
-(1/2)*Gamma*t)*MathieuS(-(1/4)*(-4*omega0^2+Gamma^2)/omega^2, (1/2)*F
p/omega^2, omega*t), (1/omega)*exp(-(1/2)*Gamma*t)*MathieuS(-(1/4)*(-4
*omega0^2+Gamma^2)/omega^2, (1/2)*Fp/omega^2, omega*t)], [-(1/2)*Gamma
*exp(-(1/2)*Gamma*t)*MathieuC(-(1/4)*(-4*omega0^2+Gamma^2)/omega^2, (1
/2)*Fp/omega^2, omega*t)+exp(-(1/2)*Gamma*t)*diff(MathieuC(-(1/4)*(-4*
omega0^2+Gamma^2)/omega^2, (1/2)*Fp/omega^2, omega*t), t)-(Gamma^2/4)*
(1/omega)*exp(-(1/2)*Gamma*t)*MathieuS(-(1/4)*(-4*omega0^2+Gamma^2)/om
ega^2, (1/2)*Fp/omega^2, omega*t)+(Gamma/2)*(1/omega)*exp(-(1/2)*Gamma
*t)*diff(MathieuS(-(1/4)*(-4*omega0^2+Gamma^2)/omega^2, (1/2)*Fp/omega
^2, omega*t), t), -(1/2)*Gamma*(1/omega)*exp(-(1/2)*Gamma*t)*MathieuS(
-(1/4)*(-4*omega0^2+Gamma^2)/omega^2, (1/2)*Fp/omega^2, omega*t)+(1/om
ega)*exp(-(1/2)*Gamma*t)*diff(MathieuS(-(1/4)*(-4*omega0^2+Gamma^2)/om
ega^2, (1/2)*Fp/omega^2
, omega*t), t)]]);
E := Eigenvalues( A(omega) );
#simplify (E) assuming real;
Fp=0.1;
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t=2*Pi/(omega);
omega0=1.0;
Gamma=0.1;
# Arquivo de saida
file := "evalues.dat":
try
fd := fopen(file,’WRITE’,’TEXT’);
# defina um intervalo de parametros aqui
for omega from 0.1 to 2.0 by 0.01 do
fprintf(fd,"%a %a %a\n", omega, E[1], E[2] )
od;
finally close(file)
end try:
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2011.
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3. Adriano A. Batista, Raoni S. N. Moreira. “Heating and thermal noise squeezing in
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Sessa˜o Fı´sica Estatı´stica. 2011.
4. Adriano A. Batista, Raoni S. N. Moreira. “Sinal-to-noise ratio in parametrically dri-
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