The term low-discrepancy sequences is widely used to refer to sdimensional sequences X for which the bound D * (N, X) ≤ c s (log N ) s +O((log N ) s−1 ) is satisfied, where D * denotes the usual star discrepancy. In this article, we are concerned with (t, s)-sequences in base b, one of the most famous families of low-discrepancy sequences along with Halton sequences. The constants c s for (t, s)-sequences were first computed by Sobol' and Faure in special cases and then achieved in general form by Niederreiter in the eighties. Then, quite recently, Kritzer improved these constants for s ≥ 2 by a factor 1/2 for an odd base and b/(2(b + 1)) for an even base b ≥ 4. Our aim is to further improve this result in the case of an even base by a factor
Introduction
In the number theoretic setting, low-discrepancy sequences are usually compared against each other by looking at the asymptotic behavior of bounds on their discrepancy. More precisely, the term low-discrepancy sequences refers to sequences X satisfying the bound D * (N, X) ≤ c s (log N ) s +O((log N ) s−1 ) (see Section 1.1). A better understanding of the properties of such bounds provides useful insights on the corresponding sequences in applications to numerical analysis and to (quasi-) Monte Carlo methods. Among many publications on both these areas, the reader can consult the recent monographs [3, 12, 18] and [14] for a complete overview. Two well-known families of multi-dimensional low-discrepancy sequences are the Halton sequences [9] and the so-called (t, s)-sequences introduced by Sobol' [21] , Faure [5] and generalized by Niederreiter [13] . Recently, there has been a renewed interest in Halton sequences due to an important improvement discovered by Atanassov [1] . His results provided a drastic change in our understanding of how bounds on the discrepancy vary with the dimension s for these sequences (for readers who do not have access to the paper [1] , we recommend [3, Theorem 3 .36] where a detailed proof of [1, Theorem 2.1] is given in a slightly less general form and [23] for a complete investigation of the proofs of Theorem 2.1 and Theorem 2.2 from [1] ). For (t, s)-sequences in dimension s ≥ 2, another recent improvement was provided by Kritzer in [11] , who was able to reduce by a factor of about two the leading constant c s obtained in [13] . His results are presented in Section 1.3 below. In the same paper, Kritzer also states a conjecture for (t, s)-sequences in even bases that would substantially improve his own bounds. A careful comparison of these improved bounds -through the constant c s -for both Halton sequences and (t, s)-sequences can be found in [7, Section 2.3] .
One of the objectives of our study is to closely approach the conjecture of Kritzer for even bases (within a factor of about 1/2). To this end, we deepen the process from [8] which consists in using Atanassov's method for Halton sequences to obtain discrepancy bounds for (t, s)-sequences. We also provide a new result for the discrepancy of (t, 1)-sequences and extend to a larger class of (t, s)-sequences the bounds presented in [8, 11] .
The paper is organized as follows. The rest of this first section is used to cover background material on discrepancy bounds for (t, s)-sequences together with previously known results on c s . Section 2 is devoted to the one-dimensional case, where we provide a new result for the discrepancy bound of (t, 1)-sequences. Section 3 describes how to use Atanassov's approach to study the discrepancy of (t, s)-sequences (in the "broad sense", a terminology to be defined shortly), closely following the recent study [8] . The important improvement mentioned above for even bases b is given in Section 4, along with some numerical comparisons showing how this result improves upon the previously established best bounds from [11] .
Discrepancy
We start with a review of the notion of discrepancy, which will be used throughout the paper. Various types exist but here, for short, we only consider the so-called extreme discrepancy, which corresponds to the worst case error in the domain of complexity of multivariate problems. Assume we have a point set
Then the discrepancy function of P N on such an interval J is the difference
where A(J; P N ) = #{n; 1 ≤ n ≤ N, X n ∈ J} is the number of points in P N that fall in the subinterval J, and V (J) = s j=1 (z j − y j ) is the volume of J. Then, the star (extreme) discrepancy D * and the (extreme) discrepancy
It is well known that
For an infinite sequence X, we denote by D(N, X) and D * (N, X) the discrepancies of its first N points. Note that several authors have a 1/N factor when defining the above quantities. A sequence satisfying D * (N, X) ∈ O((log N ) s ) is typically considered to be a low-discrepancy sequence. But the constant hidden in the O notation needs to be made explicit to make comparisons possible across sequences. This is achieved in many papers with an inequality of the form
The constant c s in this inequality is the main object of our study, as in many other papers dealing with theoretical comparisons of low-discrepancy sequences.
Review of (t, s)-sequences
The concept of (t, s)-sequences has been introduced by Niederreiter [13] to give a general framework for various constructions including Sobol' sequences [21] , Faure sequences [5] , and later a more general class of constructions referred to as Niederreiter-Xing sequences [17] .
Given integers t, m with 0 ≤ t ≤ m, a (t, m, s)-net in base b is an sdimensional set with b m points such that any elementary interval in base b with volume b t−m contains exactly b t points of the set.
and m ≥ t.
In order to give sense to new important constructions, Tezuka [22] and then Niederreiter and Xing [16, 17] introduced a new definition using the so-called truncation operator that we now define. The former (t, s)-sequences are now called (t, s)-sequences in the narrow sense and the others just (t, s)-sequences (Niederreiter-Xing [17] , Definition 2 and Remark 1); in this paper, we will sometimes use intentionally the expression in the broad sense to emphasize the difference.
Review of bounds for the discrepancy of (t, s)-sequences
Bounds for the discrepancy of (t, s)-sequences in the narrow sense have been established by Niederreiter in [13] with constant c s in (1):
In the same paper an improved bound with c More recently, Kritzer [11] , still for (t, s)-sequences in the narrow sense and in dimension s ≥ 2, obtained constants Further, in the same paper, Kritzer states the conjecture that, when the base b is even, the constant c s for s ≥ 2 should be
As for (t, s)-sequences (in the broad sense), Niederreiter and Xing [16] showed that constant c N i s in (2) is still valid, but Kritzer in [11] did not take into account this generalization.
The one-dimensional case
In his paper [11] , Kritzer obtains improved bounds for dimensions s ≥ 2. His method is based on a result for (t, m, 2)-nets (shown in [2] ), and thus it cannot be used to get corresponding improved bounds in one dimension. Hence, this section is devoted to the special case s = 1, for which the corresponding bounds are obtained in Corollary 1 (note the slight subtlety in the case of an even base). Furthermore, we believe that Theorem 1 and Corollary 1 below are likely to be the starting point for proving Kritzer's conjecture. But until now we could not manage to insert our better bounds in one dimension in our proof using the method of Atanassov. See the remarks at the end of Sections 2 and 4 for further details. Before presenting our results (Section 2.2), we must review known facts about the discrepancy of one-dimensional sequences (Section 2.1).
Review of van der Corput sequences
Generalized van der Corput sequences have been introduced in [4] to improve the behavior of the original van der Corput sequence in base 2. The study of van der Corput sequences involves two more precise notions of discrepancy defined as follows:
These discrepancies D + and D − are linked to the preceding ones by the
Reminders on asymptotic results for S id b . We only recall here the results about van der Corput sequences useful for the statement of Corollary 1.
For any permutation σ, there exists an effectively computable constant α
Moreover, for any sequence of permutations Σ, we have Reminders on van der Corput sequences towards (0, 1)-sequences. These results come from [6] . First, recall the relation between these two families:
Generalized van der Corput sequences S 
This theorem generalizes the same result from Kritzer [10] which was restricted to (0, 1)-sequences (in the narrow sense). Moreover, in the same paper examples are given showing that van der Corput sequences S id b are not the worst distributed with respect to the discrepancy D among all (0, 1)-sequences X b (in the broad sense) for any base b and among all digital (0, 1)-sequences X 2 (in the broad sense) for base 2, see [6, Theorems 5.3 and 5.2] for more details.
On the star discrepancy of (t, 1)-sequences
We extend the above theorem to (t, 1)-sequences in base b, hence getting the worst possible leading constants c 1 for (t, 1)-sequences. Theorem 1. For any base b, the original van der Corput sequences are the worst distributed with respect to the star discrepancy among all (t, 1)- 
where S 
Finally, we have
(Notice, from [4] , that
Remark 1. The main idea of the proof is in the first sentence; it was already used by Dick and Kritzer [2] in the context of Hammersley two-dimensional point sets and by Kritzer [10] . But in this paper, Kritzer only considers (0, 1)-sequences in the narrow sense and his proof is longer. Here, the use of S τ b together with the good control of discrepancy by means of so-called ϕ-functions permits a shorter proof and a more general result. 
the conjecture is true and until now this is the only dimension for which it is known to hold.
2. As for one-dimensional sequences having the smallest star discrepancy that are currently known, recent progress has been made by Ostromoukhov [19] who improves the preceding ones from the first author [4] In this section, we extend to (t, s)-sequences (in the broad sense) the discrepancy bound obtained in [8] for (t, s)-sequences in the narrow sense by using Atanassov's method first initiated for Halton sequences [1] . We also give more details toward the end of the proof than we did for Theorem 1 in [8] , where they were omitted due to lack of space. In that way, apart from these slight improvements, we prepare the proof of Section 4 concerning even bases. In what follows, P N (X) denotes the set containing the first N points of a sequence X and until the end, we set n := log N log b
. Also, several results in this section apply to the truncated version of the (t, s)-sequence under consideration, a concept that we now define.
Definition 4. Let X be a (t, s)-sequence in base b, with its kth term defined as
We refer to [P N (X)] as the first N points of a truncated version of the sequence X.
The next result would be trivial without the truncation operator.
Lemma
is a nondecreasing function of N .
there cannot be fewer points (from the truncated sequence) inside a particular interval J. The reason why we have to make sure ∆ ≥ d i for all i is that otherwise, as N increases, some points could leave the interval J as more precision is added to their digital expansion, but once the precision ∆ is not less than the precision d i used to define the interval, then this can no longer happen.
The next lemma directly follows from the definition of (t, s)-sequences, but it requires some adaptation due to the truncation operator.
Then, for any integers N ≥ 1 and u ≥ 0 we have
Proof. To prove the first statement, we first observe that from the definition of a (t, s)-sequence, the sets
also (t, m, s)-nets for 0 ≤ l < u and M > m, which proves the result since ∆ > m in the case N = ub m .
For the second statement, let l ≥ 1 be such that lb
Then, using Lemma 1, we get 
It is easy to see that each interval of the form
where the last inequality follows from the definition ofb i andc i . 
Proof. For each m ∈ {0, 1, . . . , k}, fix a subset L = {i 1 , . . . , i m } of {1, . . . , k} and consider the contributions of all the k-tuples j with j r > 0 for r ∈ L, and j r = 0 for r / ∈ L, with 
Expanding both sides of (6), the result now follows since
Definition 5. Consider an interval J ⊆ I s . We call a signed splitting of J any collection of intervals J 1 , . . . , J n and respective signs 1 , . . . , n equal to ±1, such that for any (finitely) additive function ν on the intervals in I s ,
The following lemma, slightly reformulated, is taken directly from [1, Lemma 3.5] (see also [3, Lemma 3 .40]).
be an s-dimensional interval and, for each 1 ≤ i ≤ s, let n i ≥ 0 be given integers. Set z
j ∈ [0, 1] be arbitrary given numbers for 1 ≤ j ≤ n i . Then the collection of intervals
), for 0 ≤ j i ≤ n i , is a signed splitting of J.
We can now prove the result announced at the beginning of Section 3:
Theorem 2. For any (t, s)-sequence X (in the broad sense) in any base b and for any N ≥ 1 we have
Proof. As in [5] and [1] , we will use special numeration systems in base busing signed digits a j bounded by b/2 -to expand reals in [0, 1). That is, we write z ∈ [0, 1) as
if b is odd with |a j | ≤ j , with 0 ≤ j ≤ n + 1, and obtain the signed splitting
), where j = (j 1 , . . . , j s ). Since V and A( . ; [P N (X)]) are both additive, A(J; [P N (X)]) − N V (J) may be expanded as
where we rearrange the terms so that in Σ 1 we put the terms j such that b j 1 · · · b js ≤ N (that is j 1 + · · · + j s ≤ n) and in Σ 2 the rest. Notice that in Σ 1 , the j i s are small, so the corresponding I(j) is bigger. Hence, Σ 1 deals with the coarser part whereas Σ 2 deals with the finer part. Thanks to Lemmas 2 and 3, it is easy to deal with Σ 1 : from Lemma 2, we have that
Then, applying Lemma 3 with k = s, c
, we obtain
which is the first part of the bound of Theorem 2. The terms gathered in Σ 2 give the second part of the bound of Theorem 2, i.e., the part in O((log N ) s−1 ). The idea of Atanassov for his proof of Theorem 2.1 in [1] is to divide the set of s-tuples j in Σ 2 into s disjoint sets included in larger ones for which Lemma 3 applies and gives the desired upper bound. The adaptation to (t, s)-sequences follows the same way. For the sake of completeness, we survey the proof in the following, something we could not achieve in [8] due to lack of space. Recall that in Σ 2 , we are summing over the set of all s-tuples j such that
We split this set a priori into s disjoint sets B 0 , . . . , B s−1 , where B 0 = {j; b j 1 > N } and
But we immediately observe that
which is in contradiction with the definition of the signed splitting defined in (9) . For the same reason, the corresponding set B 0 in the proof for Halton sequences is also empty, a remark that was skipped in papers dealing with Atanassov's Theorem 2.1 [1, 23, 3] . Hence we only have to deal with 1 ≤ k ≤ s−1. For such a fixed k and for a fixed k-tuple (j 1 , . . . , j k ) with b
Then the s-tuple j = (j 1 , . . . , j k , j k+1 , . . . , j s ) ∈ B k if and only if j k+1 ≥ r, the remaining integers j k+2 , . . . , j s being arbitrary
where we applied Lemma 3 with c = b 2 and 1 ≤ k ≤ s − 1. This is the second part of the bound of Theorem 2.
So far, we have proved (7) only for the truncated version of the sequence but, as shown in [15, Lemma 4.2], when we go from the truncated to the untruncated version of the sequence, the bound for the discrepancy remains the same. Thus if a bound of the form (1) applies to the truncated version of a (t, s)-sequence, it applies to the untruncated version as well with the same constant c s . Notice that [15, Lemma 4.2] is a nice improvement over [16, Rem. 2] , the latter one saying that going from the truncated to the untruncated version adds a term at most s to the discrepancy of the nets involved.
From Theorem 2 we can derive the following result for the constant c s , which for the case where b is odd is the same as the constant c Remark 3. So far, we have not been able to include in our proof the improvements in one dimension from Section 2. Hence we are not able to reach the constants c Kr s obtained by Kritzer [11] . However, for even bases we are able to substantially improve upon c 
Proof. At the outset, the proof is the same as for Theorem 2 until equation (10) for the discrepancy function A(J; [P N (X)]) − N V (J). The end of the proof, concerning Σ 2 , is the same too and gives the last term in the bound (13) . Hence, what remains to be done is to deal with Σ 1 . To this end, we split up the set {(j 1 , . . . , j s ) ; b j 1 · · · b js ≤ N } in two parts:
The part S provides the biggest contribution to the bound and hence gives the leading term in (13): using (11), we need to prove
To do so, we proceed in three steps: First, we define integers c
2j | for j ≥ 1 and c (i) 0 = 1. We have that for j ≥ 1,
if j = 2h − 1 is odd, and for j = 0, a (i) j is either 0 or 1 so that a
Secondly, we apply Lemma 3 to the numbers c 
. Hence we get (observe that logb = 2 log b)
Finally, we show that for (j 1 , . . . , j s ) ∈ S the s-tuple (j 1 , . . . , j s ) defined in (14) verifiesb j 1 · · ·b j s ≤ N . Indeed, we havẽ
(Recall that we are estimating the sum for (j 1 , . . . , j s ) ∈ S , i.e., such that b
. Hence, the s-tuples (j 1 , . . . , j s ) derived from the s-tuples (j 1 , . . . , j s ) ∈ S as in (14) belong to the set {(l 1 , . . . , l s );b
Therefore, according to the first step and to (15), we can assert that
(observe that two reasons prevail for the first inequality: one from the inequality in the first step and the other from the fact that (
This concludes the study of S . Now we deal with S = (j 1 , . . . , j s ) ;
Similarly to what is done in the proof of [ as can be seen in (11) . Finally, the total contribution from S is at most
This is the second term in (13) , which ends the main part of the proof of Theorem 3 according to the outline given at the beginning. Going from the truncated to the untruncated version of the sequence results from the arguments given in [15] , as explained at the end of the proof of Theorem 2. . As we already noted, this gap comes from our inability to insert in our proof -using Atanassov's method -the better bounds in one dimension deduced from our knowledge of van der Corput sequences. Until now, these better bounds -translated in terms of two-dimensional Hammersley point sets -can only be inserted in the method of Sobol' [21] , used later on in [5, 13, 11] , thanks to the double recursion on m and s involving (t, m, s)-nets. But on the other hand, the ideas in the proof of Theorem 3 seem difficult to transpose in the double recursion method. We view this as a challenge for future research.
Numerical results At the end of [11] , Kritzer devotes a section to numerical results concerning the smallest possible constants c s obtained in each dimension with specific sequences taking into account the best possible values of the quality parameter t. He gives two tables for dimensions between 2 and 20:
-The first one ( Table 2 ) uses values of t from [14] and logically, for s ≥ 3, he obtains the same constants as [14, Table 4 . -The second one (Table 3 ) uses best known values of t from the database MinT [20] , a remarkable software containing updated information on the best available constructions for a given set of parameters. For base b = 2, these values already show a drastic improvement over Table 2 , but the best constants c In the following, we only give one table, corresponding to [11, -for each dimension is given. The difference between our Table 1 and Table  3 from [11] is that we use c F L s from formula (16) in the case of even bases. Of course, we also use MinT to find the smallest possible value of t for each base. We see that we are able to improve upon the results of Kritzer for all dimensions listed there except s = 2, 3, 6, 50 and that base 2 wins over base 3 except in three cases. Note that if Kritzer's conjecture is true, base 2 also wins for s = 6 but not for s = 3 and 50. We observe too that the best sequence in dimension 2 is a (0, 2)-Sobol' sequence and the best one in dimension 3 is a (0, 3)-Faure sequence, all others being (t, s)-NiederreiterXing sequences with t > 0. Although it is not shown here, we performed calculations for all s between 20 and 50, and observed that for these 24 additional cases, there were only two cases (in dimension 24 and 49) where base 3 won over base 2.
