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Abstract
We prove a categorical version of the Torelli theorem for cubic threefolds. More precisely, we show
that the non-trivial part of a semi-orthogonal decomposition of the derived category of a cubic threefold
characterizes its isomorphism class.
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One of the main ideas in derived category theory, which goes back to Bondal and Orlov, is
that the bounded derived category Db(X) of coherent sheaves on a smooth projective variety
X should contain interesting information about the geometry of the variety itself, for example,
about its birational properties.
The main problem is that such information is encoded in a rather inexplicit way. A general be-
lief is that part of this information can be obtained by looking at semi-orthogonal decompositions
(see Definition 2.1)
Db(X) = 〈T1, . . . ,Tn〉,
where the Ti ’s are full triangulated subcategories of Db(X) satisfying some orthogonality con-
ditions. In many interesting geometric situations, all the categories Ti but one are equivalent to
the derived category of a point. In the easiest case of projective spaces, one can obtain decom-
positions in which all the subcategories Ti are of this form. In general, a non-trivial subcategory
is present and carries useful information about X. This happens, for example, when X is the
intersection of two quadrics of even dimension [3]. In that case, the non-trivial subcategory is
equivalent to Db(C), where C is the curve which is the fine moduli space of spinor bundles on
the pencil generated by the two quadrics.
The same strategy has been pursued by Kuznetsov in a series of papers to study the derived
categories of Fano threefolds. In particular, an interesting example is when X is a V14 Fano
threefold, i.e., a smooth complete intersection of P9 and the Grassmannian Gr(2,6) in P14. These
are the Fano threefolds with Pic(X) = Z, index 1, and genus 8. A classical construction shows
that there is a correspondence between birational classes of V14 Fano threefolds and isomorphism
classes of cubic threefolds (i.e., smooth hypersurfaces of degree 3 in P4). Let X be a Fano
threefold as above and let Y be the cubic threefold related to X by the previous correspondence.
By [17], we have a semi-orthogonal decomposition of Db(Y ) as
Db(Y ) = 〈TY ,OY ,OY (1)〉,
where OY (1) := OP4(1)|Y and TY := 〈OY ,OY (1)〉⊥. Moreover, TY is an example of a Calabi–
Yau category of dimension 5/3: the composition of three copies of the Serre functor STY is iso-
morphic to the shift by 5. Furthermore, again by [17], the category Db(X) has a semi-orthogonal
decomposition also, whose unique non-trivial part TX is equivalent to TY . As a consequence,
Kuznetsov deduces that TX is a birational invariant for V14 Fano threefolds. A natural question
is now whether TX is a “good” invariant which characterizes the birational class of X.
By the correspondence mentioned above, one can then forget about X and just study the
cubic hypersurface Y . In particular, the problem of TX being a good invariant translates into
the problem of TY being a good isomorphism invariant of Y . The main result of this paper
(conjectured by Kuznetsov in [17]) gives a complete answer to this question and can be regarded
as the categorical version of the classical Clemens–Griffiths–Tyurin Torelli theorem for cubic
threefolds:
Theorem 1.1. Two cubic threefolds Y1 and Y2 are isomorphic if and only if TY1 and TY2 are
equivalent triangulated categories.
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implies that TY1 ∼= TY2 . To prove the non-trivial implication of Theorem 1.1, we follow an idea
of Kuznetsov [17], which can be roughly summarized as follows. The ideal sheaves Il of lines
l in Y are all inside the category TY . We define a stability condition on TY in such a way that
any stable object in TY numerically equivalent to Il is actually isomorphic to some Il′ . The Fano
surface of lines F(Y ) of Y is thus realized as a moduli space of stable objects in TY and it is
possible to reconstruct the intermediate Jacobian J (Y ) of Y from TY (being J (Y ) the Albanese
variety of F(Y )). Theorem 1.1 follows from this as a consequence of the Torelli theorem for
cubic threefolds [7].
Theorem 1.1 can be also interpreted as supporting evidence for a conjecture of Kuznetsov
about the rationality of cubic fourfolds (i.e., smooth hypersurfaces of degree 3 in P5). If Y is
such a fourfold, the results of [17] yield another semi-orthogonal decomposition
Db(Y ) = 〈TY ,OY ,OY (1),OY (2)〉,
where TY is a Calabi–Yau category of dimension 2. Kuznetsov conjectures in [21] that this
category encodes a fundamental geometric property of the fourfold:
Conjecture 1.2 (Kuznetsov). A cubic fourfold Y is rational if and only if TY is equivalent to the
derived category of a K3 surface.
This conjecture can be regarded as a categorical counterpart in higher dimension of the con-
struction of the intermediate Jacobian for a threefold. Indeed, according to [7], the intermediate
Jacobian becomes a birational invariant once one forgets all its irreducible factors coming from
curves (and points). The category TY should have precisely the same flavor: after discarding the
part coming from points, curves and surfaces, what remains is expected to be a birational in-
variant [21]. Indeed, in the rational case, the category TY is not a birational invariant (see, for
example, Proposition 6.2), while the expected birational invariant is trivial.
In the threefold case, Theorem 1.1 fits this picture: it can be interpreted by saying that the
category TY carries precisely the same information as the intermediate Jacobian of Y .
The main evidence for Conjecture 1.2 is that, in [21], it has been verified for all the basic
examples of rational cubic fourfolds: the Pfaffian cubics, the cubic fourfolds containing a plane
described in [10] and the singular cubics. If the previous conjecture is true, then it would follow
from the calculations in the appendix of [21] that, generically, cubic fourfolds are not rational.
In Section 6 we will clarify how an analogue of Theorem 1.1 can be stated for cubic fourfolds
containing a plane.
The plan of the paper is as follows. Sections 2 and 3 are mainly devoted to the construction of a
bounded t-structure and a stability condition on TY . This is the first step toward the construction
of a suitable stability condition on this category. Many ingredients will play a role in these two
sections, among which are Kuznetsov’s results about quadric fibrations, the description of the
numerical Grothendieck group of TY , and the definition of a slope-stability for sheaves on the
projective plane which are also modules over a certain algebra.
The definition is quite natural but what requires much more work is to show that the ideal
sheaves of lines in Y (which are all objects of TY ) are all stable in this stability condition and
that they are (up to even shifts) the only stable objects in their numerical class. This is achieved
in Section 4. In Section 5 we then finish the proof of Theorem 1.1. To this end, in Section 5.1, we
use the stability results to first show that any equivalence TY ∼= TY ′ yields a bijection between
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technical argument involving the homological nature of the equivalence allows us to observe that
this bijection is a morphism (Section 5.2). The result then follows from the Torelli theorem for
cubic threefolds (Section 5.3).
We conclude the paper in Section 6 by studying the case of cubic fourfolds with a plane. The
analogies with Theorem 1.1 are examined.
Notation. In this paper all varieties are defined over the complex numbers C and all triangulated
categories are assumed to be essentially small (i.e., equivalent to a small category) and linear
over C (i.e., all Hom-spaces are C-vector spaces). For a variety X, Db(X) := Db(Coh(X)) is
the bounded derived category of coherent sheaves on X. All derived functors will be denoted as
if they were underived, e.g. for a morphism of varieties f : X → Y , we will denote f ∗ for the
derived pull-back, f∗ for the derived push-forward, and so on. For a complex number z ∈ C, we
will write Re(z), resp. Im(z), for the real, resp. imaginary, part of z.
2. Preliminaries
In this section we realize the category TY , for Y a cubic threefold, as a full subcategory of
the derived category Db(P2,B0) of sheaves on P2 with an action of an algebra B0. We describe
the numerical Grothendieck groups of TY and of Db(P2,B0), and a notion of μ-stability for
B0-sheaves on P2. The construction of a stability condition on TY in Section 3 will rely on this
realization.
2.1. Kuznetsov’s theorem on quadric fibrations
We start by recalling the notion of semi-orthogonal decomposition (see [2]). Let D be a trian-
gulated category.
Definition 2.1. A semi-orthogonal decomposition of D is a sequence of full triangulated subcat-
egories T1, . . . ,Tn ⊆ D such that HomD(Ti ,Tj ) = 0, for i > j and, for all K ∈ D, there exists a
chain of morphisms in D
0 = Kn → Kn−1 → ·· · → K1 → K0 = K
with cone(Ki → Ki−1) ∈ Ti , for all i = 1, . . . , n. We will denote such a decomposition by D =
〈T1, . . . ,Tn〉.
The easiest examples of semi-orthogonal decompositions are constructed via exceptional ob-
jects.
Definition 2.2. An object E ∈ D is called exceptional if HomD(E,E) ∼= C and HompD(E,E) = 0,
for all p = 0. A collection {E1, . . . ,Em} of objects in D is called an exceptional collection if Ei
is an exceptional object, for all i, and Homp (Ei,Ej ) = 0, for all p and all i > j .D
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category of coherent sheaves on a smooth projective variety) and {E1, . . . ,Em} is an exceptional
collection in D, then we have a semi-orthogonal decomposition
D = 〈T,E1, . . . ,Em〉,
where, by abuse of notation, we denoted by Ei the triangulated subcategory generated by Ei
(equivalent to the bounded derived category of finite dimensional vector spaces) and
T := 〈E1, . . . ,Em〉⊥ =
{
K ∈ T: Homp(Ei,K) = 0, for all p and i
}
.
Let Y be a smooth hypersurface in P4 defined by a polynomial of degree 3 and let Db(Y )
be its bounded derived category of coherent sheaves. Define OY (1) := OP4(1)|Y and TY :=
〈OY ,OY (1)〉⊥. Since the collection {OY ,OY (1)} is exceptional in Db(Y ), we have a semi-
orthogonal decomposition of Db(Y ) as
Db(Y ) = 〈TY ,OY ,OY (1)〉.
Remark 2.3. As Kuznetsov observed in [17], the sheaves of ideals Il of lines l in Y are all inside
the category TY . Moreover, although this will not be used in this paper, all instanton bundles
(and their twist by OY (1)) are in TY as well.
Fix a line l0 inside Y . Consider the blow-up P˜4 of P4 along l0 and q : P˜4 → P2 the P2-bundle
induced by the projection from l0 onto a plane. Let Y˜ denote the strict transform of Y via this
blow-up. The restriction of q to Y˜ induces a conic fibration π : Y˜ → P2, so that we have the
following diagram:
P4 P˜4 = Bll0P4
q
Y Y˜ = Bll0Y
σ π
α
P2.
We let D ⊂ Y˜ be the exceptional divisor of the blow-up σ : Y˜ → Y . By abuse of notation, we
denote by h both the class of a line in P2 and its pull-backs to P˜4 and Y˜ . In the same way, we
denote by H both the class of a hyperplane in P4 and its pull-backs to P˜4 and Y˜ . For later use,
we notice that the calculation in [21, Lemma 4.1], adapted to the cubic threefolds case, yields
OY˜ (D) ∼= OY˜ (H − h), P˜4 ∼= PP2(O⊕2P2 ⊕ OP2(−h)), the relative ample line bundle is OP˜4(H),
and the relative canonical bundle is O
P˜4(h− 3H).
Let B0 (resp. B1) be the sheaf of even (resp. odd) parts of the Clifford algebra corresponding
to π , as in [19, Sect. 3]. Explicitly, in our case,
B0 ∼= OP2 ⊕ OP2(−h)⊕ OP2(−2h)⊕2
B1 ∼= O⊕22 ⊕OP2(−h)⊕OP2(−2h), (2.1)P
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modules and by Db(P2,B0) its bounded derived category.
By [19, Sect. 4], we can define a fully faithful functor Φ := ΦE ′ : Db(P2,B0) → Db(Y˜ ),
ΦE ′(M) := π∗M ⊗π∗B0 E ′, for all M ∈ Db(P2,B0), where E ′ ∈ Coh(Y˜ ) is a rank 2 vector bundle
on Y˜ with a natural structure of flat left π∗B0-module. We will not need the actual definition of E ′
(for which the reader is referred to [19, Sect. 4]) but only the presentation
0 → q∗B0(−2H) → q∗B1(−H) → α∗E ′ → 0. (2.2)
The left and right adjoint functors of Φ are respectively
Ψ (−) := π∗
(
(−)⊗OY˜ (h)⊗ E[1]
)
,
Π(−) := π∗
(HomY˜ (E ′,−)), (2.3)
where E ∈ Coh(Y˜ ) is another rank 2 vector bundle on Y˜ with a natural structure of right π∗B0-
module (see [19, Sect. 4]). The main property we will need is the presentation
0 → q∗B1(−h− 2H) → q∗B0(−H) → α∗E → 0. (2.4)
The embedding Φ has the remarkable property that, by [19, Thm. 4.2], it gives a semi-
orthogonal decomposition of Db(Y˜ ) as
Db(Y˜ ) = 〈Φ(Db(P2,B0)),OY˜ (−h),OY˜ ,OY˜ (h)〉. (2.5)
On the other hand, a well-known result of Orlov [25] tells us that
Db(Y˜ ) = 〈σ ∗TY ,OY˜ ,OY˜ (H),OD,OD(H)〉, (2.6)
where σ ∗ : Db(Y ) → Db(Y˜ ) is fully faithful.
We now perform some mutations to compare TY and Db(P2,B0), by mimicking [21, Sect. 4].
The aim of that is to identify TY with an admissible subcategory of Db(P2,B0). This will allow
us to use the properties of sheaves of B0-algebras on P2 to describe a stability condition on TY .
We first recall some basics about mutations (see [2]).
Let E be an exceptional object in a triangulated category D with good properties as before
(for us, Db(Y˜ )). Consider the two functors, respectively left and right mutation, LE,RE : D → D
defined by
LE(M) := cone
(
ev : RHom(E,M)⊗E → M),
RE(M) := cone
(
ev∨ : M → RHom(M,E)∨ ⊗E)[−1].
The main property of mutations is that, given a semi-orthogonal decomposition of D
〈T1, . . . ,Tk,E,Tk+1, . . . ,Tn〉,
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T1, . . . ,Tk,LE(Tk+1),E,Tk+2, . . . ,Tn
〉
and 〈
T1, . . . ,Tk−1,E,RE(Tk),Tk+1, . . . ,Tn
〉
.
Coming back to Db(Y˜ ), we first mutate the pair (Φ(Db(P2,B0)),OY˜ (−h)) in (2.5), to obtain
a new pair (OY˜ (−h),Φ ′(Db(P2,B0))), with Φ ′ := ROY˜ (−h) ◦ Φ . Then, by [21, Lem. 2.11], us-
ing the fact that the canonical bundle of Y˜ is OY˜ (−H − h), we obtain a new semi-orthogonal
decomposition
Db(Y˜ ) = 〈Φ ′(Db(P2,B0)),OY˜ ,OY˜ (h),OY˜ (H)〉. (2.7)
On the other side, it is easy to see that the pair (OY˜ (H),OD) is completely orthogonal and that
the left mutation of the pair (OY˜ (mH),OD(mH)) is (OY˜ (h + (m − 1)H),OY˜ (mH)) for all
integers m. Hence, from (2.6), we obtain a new semi-orthogonal decomposition
Db(Y˜ ) = 〈σ ∗TY ,OY˜ (h−H),OY˜ ,OY˜ (h),OY˜ (H)〉. (2.8)
By comparing the two semi-orthogonal decompositions (2.7) and (2.8), we obtain a semi-
orthogonal decomposition
Φ ′
(
Db
(
P2,B0
))= 〈σ ∗TY ,OY˜ (h−H)〉. (2.9)
We finally get an equivalence between TY and an admissible subcategory of Db(P2,B0). We
can now consider objects of TY as complexes of B0-algebras on P2 through the fully faithful
functor
Ξ := (σ∗ ◦Φ ′)−1 : TY → Db(P2,B0).
Nevertheless, it will be convenient to specify the ambient category. Thus, if A is an object of TY ,
we set
AΞ := Ξ(A) ∈ Db(P2,B0).
Example 2.4. As an illustration of the previous procedure, we compute the image IΞl in
Db(P2,B0) of an ideal sheaf Il of a line l in Y which does not intersect l0. The preliminary
step is the following easy computation:
Ψ
(OY˜ (mh))= 0, (2.10)
for all integers m. Indeed, by the projection formula, (2.4), and the fact that π = q ◦ α,
Ψ
(OY˜ (mh))∼= Ψ (α∗(OP˜4(mh)))
∼= q∗
(O 4˜((m+ 1)h)⊗ α∗E[1])= 0,P
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P˜4/P2
(1) ∼=
O
P˜4
(H).
Now, to compute IΞl = (σ∗ ◦ Φ ′)−1(Il), we first notice that, by (2.10), the mutation by
OY˜ (−h) has no effect. More precisely, IΞl ∼= Ψ (σ ∗Il). Now the rational map Y  P2 is well-
defined on l and maps it to another line; denote by j the embedding l ↪→ Y˜ π→ P2. Pulling back
the exact sequence
0 → Il → OY → Ol → 0,
we have another exact sequence
0 → σ ∗Il → OY˜ → σ ∗Ol = Ol → 0.
Again, by (2.10), we have Ψ (OY˜ ) = 0 and so
IΞl
∼= Ψ (σ ∗Il)∼= Ψ (Ol)[−1]
= π∗
(Ol[−1] ⊗OY˜ (h)⊗ E[1])
∼= j∗
(
j∗OY˜ (h)⊗ E |l
)
∼= j∗(E |l )⊗OP2(h).
2.2. Basic properties
In order to define a stability condition on TY , we need the description of its numerical
Grothendieck group, and a notion of μ-stability on it. In this section we collect some basic results
on TY and Db(P2,B0) and describe their numerical Grothendieck groups. Having described TY
as an admissible subcategory of Db(P2,B0) turns out to be a fundamental step.
Let D be a triangulated category which arises as a subcategory in a semi-orthogonal decom-
position of the bounded derived category of coherent sheaves on a smooth projective variety. In
particular, D is Ext-finite (i.e., its Hom-spaces are finite dimensional over C), the Euler charac-
teristic
χ(−,−) :=
∑
i
(−1)i homi (−,−)
is well-defined (where homi (−,−) := dimC Hom(−,−[i])), and it has a Serre functor (i.e., an
autoequivalence S : D ∼→ D with functorial isomorphisms Hom(A,B) ∼= Hom(B,S(A))∨, for
all A,B ∈ D).
Denote by K(D) the Grothendieck group of D.
Definition 2.5. A class [A] ∈ K(D) is numerically trivial if χ([M], [A]) = 0, for all [M] ∈ K(D).
Define the numerical Grothendieck group N (D) as the quotient of K(D) by numerically trivial
classes.
When D = Db(X), for X a smooth projective variety, we will denote N (D) by N (X).
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tional object in D. Then
N (T) ∼= {[M] ∈ N (D): χ([E], [M])= 0}
and N (D) ∼= N (T)⊕Z[E].
Proof. The inclusion functor T ↪→ D induces a morphism K(T) → K(D) → N (D). If [A] ∈
K(T) is such that χ(K(T), [A]) = 0, we have, for any [K] ∈ K(D),
χ
([K], [A])= χ([KT ], [A])+ nχ([E], [A])= 0,
since every element [K] ∈ K(D) can be written in K(D) as [KT ] + n[E], with n an integer
and [KT ] ∈ K(T). As a consequence we have an injective induced map N (T) ↪→ N (D), whose
image is contained in the set [E]⊥ := {[M] ∈ N (D): χ([E], [M]) = 0}. Furthermore, if [K] ∈
[E]⊥, then from the decomposition [K] = [KT ] + n[E], it follows easily that n = 0, and so that
[K] ∈ N (T). 
Proposition 2.7. Let Y be a cubic threefold. Then
(i) N (Y ) ∼= Z⊕4 ∼= Z[OY ] ⊕ Z[OH ] ⊕ Z[Ol] ⊕ Z[Op], where H is a hyperplane section,
l a line, and p a point;
(ii) N (TY ) ∼= Z⊕2 ∼= Z[Il] ⊕ Z([STY (Il)]), where STY denotes the Serre functor of TY . The
Euler characteristic χ(−,−) on N (TY ) has the form, with respect to this basis,(−1 −1
0 −1
)
.
Proof. For the first part, see e.g. [20, Cor. 5.8]. Let us prove the second part. By Lemma 2.6, we
know that N (TY ) is the right orthogonal complement of the classes [OY ] and [OY (1)]. Hence
N (TY ) ∼= Z⊕2. We have χ(Il, Il) = χ(STY (Il), STY (Il)) = χ(Il, STY (Il)) = −1.
By [17, Cor. 4.4], S3TY ∼= [5] and so
χ
(
STY (Il), Il
)= χ(Il, S2TY (Il))= χ(Il, S−1TY (Il)[5])= χ(STY (Il), Il[5])= −χ(STY (Il), Il),
which means that χ(STY (Il), Il) = 0 and [Il], [STY (Il)] form a basis for N (TY ) ⊗ Q. Then
any [A] ∈ N (TY ) can be written as a[Il] + b[STY (Il)] for a, b ∈ Q. But χ([A], [Il]) = −a and
χ([STY (Il)], [A]) = −b are integers. 
Lemma 2.8. Let [A] be a class in N (TY ) such that χ([A], [A]) = −1. Then, up to a sign, [A] is
either [Il], or [STY (Il)], or [S2TY (Il)].
Proof. By Proposition 2.7, a class [A] = a[Il]+b[STY (Il)] (a, b ∈ Z) satisfies χ([A], [A]) = −1
if and only if a2 + b2 + ab = 1. But this is possible if and only if either ab = −1 (and so
(a, b) = ±(−1,1), that means [A] = ±[S2TY (Il)]) or ab = 0 (and so (a, b) = ±(1,0),±(0,1)),
as wanted. 
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(i) (Φ ′)−1(OY˜ (h−H)) ∼= B1. Consequently, Ξ(TY ) = 〈B1〉⊥.
(ii) Serre duality holds for Db(P2,B0) and the Serre functor SB0 is given by (−) ⊗B0 B−1[2],
where B−1 := B1(−h). In particular, SB0(B1) ∼= B0[2] and S2B0(B1) ∼= B−1[4].
Proof. (i) As in Example 2.4, by (2.10) we have (Φ ′)−1(OY˜ (h−H)) ∼= Ψ (OY˜ (h−H)). Then,
by (2.4), we can conclude that
Ψ
(OY˜ (h−H))∼= Ψ (α∗(OP˜4(h−H)))
∼= q∗
(O
P˜4
(2h−H)⊗ α∗(E)[1]
)
∼= q∗
(
q∗(B1)(h− 3H)[2]
)∼= B1,
where, for the last isomorphism, we used relative Serre duality with dualizing sheaf O
P˜4(h −
3H). The second statement is now (2.9).
(ii) The expression for the Serre functor is a standard computation using adjunction, existence
of locally free resolutions, and [19, Sect. 2.1], once we observe that B−1 ∼= B∨0 ⊗ ωP2 (using
(2.3)), where the dual is taken with respect to the OP2 -module structure. For the last statement
(which can also be proved by direct computation), we need to show that
B1 ⊗B0 B−1 ∼= B0,
which is precisely [19, Cor. 3.9]. 
Remark 2.10. Observe that the duality statement of the above proposition implies, in particular,
that the homological dimension of Db(P2,B0) is 2.
Example 2.11. Consider the ideal sheaf Il0 of the blown-up line l0 in Y . We describe the object
IΞl0
: it is a true complex with two non-vanishing cohomologies. We have an exact triangle
B0[1] → IΞl0 → B1
η→ B0[2]
in Db(P2,B0), where η is the map corresponding to the identity of B1 via Serre duality (recall
that Hom(B1,B1) ∼= C).
Indeed, first of all, by [12, Prop. 11.12], we have an exact triangle
OD(D)[1] → σ ∗(Ol0) → OD
in Db(Y˜ ), where as before D denotes the exceptional divisor of Y˜ . By (2.10), to compute IΞl0 it
is sufficient to compute Ψ (OD) and Ψ (OD(D)). To this end, we simply use (2.4) and the exact
sequence
0 → OY˜ (h−H) → OY˜ → OD → 0.
We have
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(OY˜ (h−H))[1] ∼= B1[1]
Ψ
(OD(D))∼= Ψ (OY˜ (H − h))∼= B0[1].
Hence, we have an exact triangle
B0[2] → Ψ
(
σ ∗Ol0
)→ B1[1].
By (2.10), we have IΞl0 ∼= Ψ (σ ∗Il0) ∼= Ψ (σ ∗Ol0)[−1]. Hence we can write IΞl0 as an extension of
B0[1] by B1. The fact that it is the unique non-trivial extension follows from IΞl0 ∈ 〈B1〉⊥.
Proposition 2.12. We have
N (P2,B0) := N (Db(P2,B0))∼= Z⊕3 ∼= Z[B1] ⊕Z[B0] ⊕Z[B−1].
Proof. By Lemma 2.6, N (P2,B0) ∼= N (TY )⊕ Z[B1]. By Example 2.11, we know that [IΞl ] =[B1] − [B0]. Finally, by Proposition 2.9(ii), making use of the expression for the Serre functor of
an admissible category (see [2]),
Ξ
(
STY (−)
)∼= RB0(SB0(Ξ(−))).
Hence [
STY (Il)
Ξ
]= [SB0(IΞl )]− χ(SB0(IΞl ),B0)[B0]
= [B0] − [B−1] − (−1)[B0]
= 2[B0] − [B−1].
This implies, by Proposition 2.7, that [B1], [B0], and [B−1] form a basis of N (P2,B0). 
2.3. μ-stability
In order to define a stability condition on TY we need a t-structure and a stability function on
it. To this end, we construct a t-structure and a stability function on Db(P2,B0) and restrict them
using the identification of TY with an admissible subcategory of Db(P2,B0). Stability conditions
can be defined on surfaces by tilting the standard t-structure with respect to a torsion pair [5].
In order to perform this first step on Db(P2,B0), we need a notion of μ-stability for sheaves of
B0-algebras.
In this section we show that there exists a notion of μ-stability on Coh(P2,B0) (or rather
for objects in Coh(P2,B0) which are torsion-free as sheaves on P2) satisfying the following
properties:
(1) Harder–Narasimhan and Jordan–Hölder filtrations in μ-(semi)stable objects exist.
(2) Hom(K, K˜) = 0, if K,K˜ are μ-semistable torsion-free sheaves with μ(K) > μ(K˜).
(3) The Serre functor preserves μ-stability: If K is a torsion-free μ-semistable sheaf, then
K ⊗B0 B−1 is μ-semistable too and
μ(K ⊗B0 B−1) < μ(K).
(4) The exceptional object B1 is μ-stable.
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forgetful functor Forg : Db(P2,B0) → Db(P2) which forgets the structure of B0-module. Then
Forg has a left adjoint − ⊗O
P2
B0. Hence, Forg induces a group homomorphism
N (P2,B0)→ N (P2)∼= K(P2)
between the numerical Grothendieck groups of Db(P2,B0) and Db(P2). Define
rk : N (P2,B0)→ Z, rk(K) := rk(Forg(K))
deg : N (P2,B0)→ Z, deg(K) := c1(Forg(K)).c1(OP2(h)).
For K ∈ Coh(P2,B0) with rk(K) = 0, define the slope μ(K) := deg(K)/rk(K). Moreover, when
we say that K is either torsion-free or torsion of dimension d , we always mean that Forg(K) has
this property.
Lemma 2.13.
(i) The image of the numerical function rk : N (P2,B0) → Z is 4Z.
(ii) Let K ∈ Coh(P2,B0). Then rk(K) is a multiple of 8 if and only if deg(K) is even.
(iii) Let K ∈ Coh(P2,B0) be such that rk(K) = deg(K) = 0. Then Homi (B1,K) = 0, for i = 0,
and Hom(B1,K) = 0.
Proof. By Proposition 2.12, we have
[K] = a[B1] + b[B0] + c[B−1],
for some integer a, b, c. Then rk(K) = 4(a+b+c) and deg(K) = −3a−5b−7c. This proves (i)
and (ii).
For part (iii), applying the functor (−)⊗B0 B−1, we have
Homi (B1,K) ∼= Homi (B0,K ⊗B0 B−1) ∼= Homi
(OP2,Forg(K ⊗B0 B−1)),
where the last isomorphism is again given by adjunction. Now K ′ := Forg(K ⊗B0 B−1) is a non-
trivial sheaf on P2 with the additional conditions that rk(K ′) = deg(K ′) = 0, because rk(K) =
deg(K) = 0. Hence Homi (OP2,K ′) = 0 if i = 0 while it is non-trivial if i = 0. 
Definition 2.14. An object K ∈ Coh(P2,B0) such that Forg(K) is torsion-free is called μ-
(semi)stable if μ(L) < μ(K) (resp. ), for all 0 = L ↪→ K in Coh(P2,B0) with rk(L) < rk(K).
By repeating literally the standard proofs (see, for example, [13, Sects. 1.2, 1.3, 1.5, 1.6]), one
easily shows that the μ-stability we defined enjoys properties (1) and (2). (For a more general
treatment, see [27, Sect. 3].) Moreover, for a sheaf K of B0-modules on P2, the decomposition
in torsion part Ktor and torsion free part Ktf is compatible with the B0-module structure.
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on P2, have a natural structure of B0-module such that there is an exact sequence in Coh(P2,B0)
0 → Ktor → K → Ktf → 0.
Proof. This can be easily proved by observing that the action K ⊗O
P2
B0 → K maps
Ktor ⊗O
P2
B0 into Ktor . 
Finally, the μ-stability we have defined enjoys properties (3) and (4).
Lemma 2.16. Let K be a torsion-free, μ-(semi)stable sheaf in Coh(P2,B0). Then K ⊗B0 B−1 is
μ-(semi)stable and
μ(K ⊗B0 B−1) = μ(K)−
1
2
. (2.11)
Proof. By Proposition 2.9(ii), K˜ := K ⊗B0 B−1 is a torsion free sheaf in Coh(P2,B0).
As in the proof of Lemma 2.13, given [K] = a[B1] + b[B0] + c[B−1], we have rk(K) =
4(a + b + c), deg(K) = −3a − 5b − 7c, rk(K˜) = 4(a + b + c) = rk(K), and deg(K˜) = −5a −
7b−9c = deg(K)− (1/2)rk(K). From this we immediately deduce (2.11). Moreover, if A ↪→ K˜
is such that μ(A) > μ(K˜) (resp. ), then A⊗B0 B1 ↪→ K and μ(A⊗B0 B1) > μ(K) (resp. ),
contradicting the μ-(semi)stability of K . Hence K˜ is μ-(semi)stable, as wanted. 
Notice that, by Lemma 2.13(i), every object in Coh(P2,B0) has rank a multiple of 4. Since
B1 is locally-free of rank 4 it must be μ-stable, which is precisely property (4).
3. A stability condition
In this section, we construct a stability condition on TY , which we will use in Sections 4 and 5
to reconstruct the Fano surface of lines on Y as a moduli space of objects on TY ⊂ Db(Y ). More
precisely, we will prove the following.
Theorem 3.1. There exists a locally finite stability condition σ := (Z,B) on TY such that, for all
lines l ⊆ Y , the ideal sheaf Il is contained in the heart B of a bounded t-structure on TY .
We first recall Bridgeland’s definition of a stability condition in Section 3.1. Then we will
use the description of the numerical Grothendieck group and the μ-stability on Db(P2,B0) to
get first a t-structure and a stability function on Db(P2,B0). Restricting this to TY , seen as an
admissible subcategory of Db(P2,B0) and using the description of its numerical Grothendieck
group, we get the stability condition.
3.1. Bridgeland’s stability conditions
We recall Bridgeland’s definition of the notion of stability condition on a triangulated cate-
gory. Let T be a triangulated category. A stability condition on T is a pair σ = (Z,P) where
Z : K(T) → C is a group homomorphism and P(φ) ⊂ T are full additive subcategories, φ ∈ R,
satisfying the following conditions:
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(b) P(φ + 1) = P(φ)[1] for all φ ∈ R.
(c) If φ1 > φ2 and Ci ∈ P(φi), i = 1,2, then HomT(C1,C2) = 0.
(d) Any 0 = C ∈ T admits a Harder–Narasimhan filtration (HN-filtration for short) given by a
collection of distinguished triangles Ci−1 → Ci → Ai with C0 = 0 and Cn = C such that
Ai ∈ P(φi) with φ1 > · · · > φn.
It can be shown that each subcategory P(φ) is extension-closed and abelian. Its non-zero
objects are called semistable of phase φ, while the objects Ai in (d) are the semistable factors
of C. The minimal objects of P(φ) are called stable of phase φ (recall that a minimal object in an
abelian category, also called simple, is a non-zero object without proper subobjects or quotients).
A HN-filtration of an object C is unique up to a unique isomorphism.
For any interval I ⊆ R, P(I ) is defined to be the extension-closed subcategory of T generated
by the subcategories P(φ), for φ ∈ I . Bridgeland proved that, for all φ ∈ R, P((φ,φ + 1]) is the
heart of a bounded t-structure on T. The category P((0,1]) is called the heart of σ .
Remark 3.2. By [4, Prop. 5.3] giving a stability condition on a triangulated category T is
equivalent to giving a bounded t-structure on T with heart A and a group homomorphism
Z : K(A) → C such that Z(C) ∈ H, for all 0 = C ∈ A, and with Harder–Narasimhan filtra-
tions (see [4, Sect. 5.2]). More precisely, as H := {z ∈ C∗: z = |z| exp(iπφ), 0 < φ  1}, any
0 = C ∈ A has a well-defined phase φ(C) := arg(Z(C)) ∈ (0,1]. For φ ∈ (0,1], an object
0 = C ∈ A is then in P(φ) if and only if, for all C B = 0 in A, φ = φ(C) φ(B).
A stability condition is called locally-finite if there exists some  > 0 such that, for all φ ∈ R,
each (quasi-abelian) subcategory P((φ− ,φ+ )) is of finite length. In this case P(φ) has finite
length so that every object in P(φ) has a finite Jordan–Hölder filtration (JH-filtration for short)
into stable factors of the same phase. The set of stability conditions which are locally finite will
be denoted by Stab(T).
3.2. The bounded t-structure
In this section, we construct a bounded t-structure on TY in a number of steps: we first con-
sider a tilting by a torsion pair of Coh(P2,B0), and then restrict it to TY under the identification
of it with an admissible subcategory. In view of the fact that we want the ideal sheaves of lines
Il to be contained in the heart of our t-structure, the specific tilt is suggested by Example 2.11.
We record the result as the following
Proposition 3.3. There exists a bounded t-structure on TY with heart B such that
(i) B has Ext-dimension equal to 2, i.e., Exti (C, C˜) = 0, for all C, C˜ ∈ B and for all i = 0,1,2;
(ii) Il ∈ B, for all lines l ⊆ Y .
Step 1 (Bridgeland’s tilting). Define a torsion pair on Coh(P2,B0) as follows:
T0 :=
{
K ∈ Coh(P2,B0): either K torsion or μ−(Ktf ) > μ(B0) = −5/4},
F0 :=
{
K ∈ Coh(P2,B0): K torsion free and μ+(K) μ(B0) = −5/4},
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slope of the factors in a Harder–Narasimhan filtration.
We observe here that, by (3) and (4) of Section 2.3, B1 ∈ T0 and B0 ∈ F0. By [9] we get a new
bounded t-structure on Db(P2,B0). We denote by A0 its heart. Explicitly,
A0 =
⎧⎪⎨
⎪⎩C ∈ Db
(
P2,B0
):
• HiCoh(C) = 0, for all i = 0,−1
• H0Coh(C) ∈ T0
• H−1Coh(C) ∈ F0
⎫⎪⎬
⎪⎭ ,
where H•Coh denotes the cohomology with respect to the t-structure with heart Coh(P2,B0).
Step 2 (Ext-dimension of A0). An important property of A0 is having Ext-dimension equal to 2 as
Coh(P2,B0). Indeed, for all C, C˜ ∈ A0, we have Hom<0(C, C˜) = 0, by definition of bounded t-
structure. Moreover, by construction and Proposition 2.9(ii), Hom4(C, C˜) = 0. Hence we only
need to show that Hom3(C, C˜) = 0. But an easy computation shows that
Hom3(C, C˜) ∼= Hom2(H−1Coh(C),H0Coh(C˜))∼= Hom(H0Coh(C˜),H−1Coh(C)⊗B0 B−1)∨.
By property (3) of Section 2.3, H−1Coh(C)⊗B0 B−1 ∈ F0. Hence
Hom
(H0Coh(C˜),H−1Coh(C)⊗B0 B−1)= 0,
as wanted.
Step 3 (B1-dimension of A0). Another good property of A0 is that its B1-dimension is equal
to 1, that is Homi (B1,A0) = 0 if i = 0,1. Indeed, by Step 2, we only need to show that
Hom2(B1,A0) = 0. Let C ∈ A0. Then an easy computation, using Step 2, shows that
Hom2(B1,C) ∼= Hom2
(B1,H0Coh(C))∼= Hom(H0Coh(C),B0)= 0,
by definition of torsion pair.
Step 4 (Inducing a bounded t-structure on TY 3). Set B := (σ∗ ◦ Φ ′)(A0) ∩ TY . By Step 2, the
Ext-dimension of B is 2. The following result concludes the proof of part (i) of Proposition 3.3.
Lemma 3.4. The category B is the heart of a bounded t-structure on TY .
Proof. We prove the claim under the identification of TY with its image Ξ(TY ) via the functor
Ξ : TY → Db(P2,B0). Recall that Ξ(TY ) = 〈B1〉⊥. Consider the spectral sequence (see, for
example, [24])
E
p,q
2 :=
⊕
i
Homp
(Hi0(C),Hi+q0 (C˜)) ⇒ Homp+q(C, C˜), (3.1)
3 This step, which simplifies a previous version of our argument, was suggested to us by A. Kuznetsov.
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Step 3, the sequence degenerates at the second order. This means that, if C˜ ∈ Ξ(TY ), then Hi0(C˜)
is in Ξ(TY ) as well. This is sufficient to prove the result. 
Step 5 (Ideal sheaves of lines). Here we will prove that the ideal sheaves of lines of Y belong to
B, thus completing the proof of Proposition 3.3. A standard calculation shows that Il is in TY ,
for any line l in Y , and then it is enough to show that IΞl belongs to A0, again for any line l in
Y . We consider the three possible cases of l and l0 skew, l = l0 and l intersecting l0 in a point.
If l does not intersect l0, then, by Example 2.4, IΞl ∼= j∗(E |l )⊗ OP2(h), where j denotes the
embedding given by the composition l ↪→ Y˜ π→ P2. This is a torsion sheaf supported on a line in
P2. Hence IΞl belongs to T0 and so to A0.
If l = l0, then, by Example 2.11, IΞl0 is given by the unique extension B1 → B0[2]. In this
case, IΞl0 is in A0 since B1 ∈ T0 and B0 ∈ F0.
To prove Proposition 3.3, we show that, if l ∩ l0 = {pt}, then IΞl is again a torsion sheaf.
Recall that IΞl = (σ∗ ◦ Φ ′)−1(Il). A local computation shows that σ ∗Il is a sheaf, sitting in an
exact sequence
0 → σ ∗Il → OY˜ → Ol∪γ → 0,
where γ := σ−1(pt) and l denotes, by abuse of notation, the strict transform of l inside Y˜ . Now,
by (2.10), we have
IΞl
∼= Ψ (σ ∗Il)∼= Ψ (Ol∪γ )[−1] ∼= π∗(E |l∪γ ⊗OY˜ (h)).
By using the exact sequence
0 → Oγ (−h) → Ol∪γ → Ol → 0,
we have an exact triangle
π∗(E |γ ) → Ψ
(
σ ∗Il
)→ π∗(E |l ),
where π∗(E |γ ) is a torsion sheaf supported on a line in P2, since π is a closed embedding on γ .
By (2.4), the sheaf E |l has no higher cohomologies and so π∗(E |l ) is a torsion sheaf supported
on a point. As a consequence, IΞl ∼= Ψ (σ ∗Il) is a torsion sheaf on P2, as we wanted.
3.3. The stability function
We now construct a stability condition on TY , using Remark 3.2. Define a group homomor-
phism Z : K(P2,B0) → C as follows:
Z
([C])= rk(C)+ i(deg(C)−μ(B0)rk(C)),
where rk and deg are defined in Section 2.3. If A is an object of TY , we define Z([A]) :=
Z([AΞ ]). In particular we obtain a group homomorphism Z : K(TY ) → C as follows:
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([A])= rk(A)+ i(deg(A)−μ(B0)rk(A)),
where rk(A) = rk(AΞ) and deg(A) = deg(AΞ) are the two numerical functions of Section 2.3.
Lemma 3.5. The group homomorphism Z has the property Z(B \ {0}) ⊆ H.
Proof. By the definition of B in Step 4 of the proof of Proposition 3.3, if C ∈ B is non-zero, then
its image in Db(P2,B0) fits into an exact triangle
H−1Coh
(
CΞ
)[1] → CΞ → H0Coh(CΞ ),
where the cohomology is taken with respect to Coh(P2,B0). Then it will be sufficient to prove
that Z(H0Coh(CΞ)) and Z(H−1Coh(CΞ)[1]) have the required property. But H0Coh(CΞ) is, by def-
inition, in T0. Hence
deg
(H0Coh(CΞ ))−μ(B0)rk(H0Coh(CΞ ))> 0.
Indeed, if rk(H0Coh(CΞ)) > 0, then μ(H0Coh(CΞ)) > μ(B0). By Lemma 2.13(iii), sheaves with
torsion supported on points do not belong to Ξ(TY ) = 〈B1〉⊥. Hence, if rk(H0Coh(CΞ)) = 0, then
deg(H0Coh(CΞ)) > 0.
Similarly, H−1Coh(CΞ) ∈ F0. Hence
deg
(H−1Coh(CΞ )[1])−μ(B0)rk(H−1Coh(CΞ )[1]) 0.
If equality holds, that is μ(H−1Coh(CΞ)) = μ(B0), then rk(H−1Coh(CΞ)[1]) < 0, as wanted. 
Remark 3.6. Note that the proof of the lemma above shows in particular that any object A of B
of real slope is in fact of the form A˜[1], where A˜ is μ-semistable sheaf of slope μ(B0).
Proposition 3.7. The pair (Z,B) defines a locally finite stability condition σ on TY .
Proof. We need to show that σ has Harder–Narasimhan filtrations and is locally-finite. But the
locally-finiteness condition is obvious, since the image of Z is a discrete subgroup of C (see [4,
Sect. 5]).
The existence of Harder–Narasimhan filtrations can be proved using the same ideas as in the
proof of [5, Prop. 7.1]. By the criterion of [4, Prop. 2.4], this amounts to showing that B has
no infinite sequence of subobjects with increasing phase or infinite sequence of quotients with
decreasing phase.
For G ∈ B, denote f (G) := Im(Z(G)) 0. Clearly f is additive and, if
0 → A → C → B → 0
is an exact sequence in B, then f (A) f (C) and f (B) f (C). With this in mind, let
· · · ⊆ Cj+1 ⊆ Cj ⊆ · · · ⊆ C1 ⊆ C0 = C
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discrete, there exists N ∈ N such that 0 f (Cn) = f (Cn+1), for all n N . Consider the exact
sequence in the category B
0 → Cn+1 → Cn → Gn+1 → 0.
By the additivity of f we have f (Gn+1) = 0, for all nN . But this yields φ(Gn+1) = 1, for all
nN and so φ(Cn+1) φ(Cn). This contradicts our assumptions and so, the property (a) of [4,
Prop. 2.4] is verified.
Now let
C = C0  C1  · · · Cj Cj+1  · · ·
be an infinite sequence in B of quotients of C with φ(Cj ) > φ(Cj+1), for all j . As before,
f (Cn) = f (Cn+1), for all nN . Consider the exact sequence in B
0 → Gn → CN → Cn → 0,
for nN . Then f (Gn) = 0.
Assume we can produce a short exact sequence
0 → A → CN → B → 0 (3.2)
in B with A ∈ P(1) and Hom(P,B) = 0, for all P ∈ P(1), where
P(1) := {M ∈ B: f (M) = 0}.
Then f (Gn) = 0 yields Gn ∈ P(1), for all nN . Since Hom(Gn,B) = 0, Gn ↪→ CN factorizes
through Gn ↪→ A. Hence
0 = GN ⊆ GN+1 ⊆ · · · ⊆ Gn ⊆ · · · ⊆ A
is an increasing sequence of subobjects of A in P(1). By the proof of Lemma 3.5, P(1) is of
finite length. Consider the equivalence Ξ(P(1)) ∼= P(1) induced by TY ∼= Ξ(TY ). The objects
of Ξ(P(1)) are shifts of μ-semistable torsion-free sheaves with slope μ(B0). Thus the previous
increasing sequence cannot exist and this proves property (b) of [4, Prop. 2.4] and so our result.
We only need to prove the existence of the exact sequence (3.2), which we do for M ∈ B.
Then we can write it as
H−1Coh
(
MΞ
)[1] → MΞ → H0Coh(MΞ ).
By the description of the objects in Ξ(P(1)) mentioned above,
Hom
(
Ξ
(P(1)),MΞ )∼= Hom(Ξ(P(1)),H−1Coh(MΞ )[1]).
Consider a Harder–Narasimhan filtration of H−1Coh(MΞ) in μ-semistable sheaves. If we have
μ+(H−1 (MΞ)) < μ(B0), then Hom(Ξ(P(1)),MΞ) = 0, and we can take A = 0 in (3.2). IfCoh
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subobject of H−1Coh(MΞ) in Coh(P2,B0) with slope μ(B0) and which belongs to Ξ(TY ). Notice
that its existence is ensured by the noetherianity of Coh(P2,B0). The claim is proved. 
This concludes the proof of Theorem 3.1. Indeed, the stability condition mentioned in the
statement is precisely the pair (Z,B) studied in Lemma 3.7. Moreover, by Proposition 3.3(ii),
the ideal sheaves of lines in Y are contained in B.
Corollary 3.8. If Y is a cubic threefold, then Stab(Db(Y )) is non-empty.
Proof. Take the subcategory D := 〈TY ,OY 〉 of Db(Y ) = 〈TY ,OY ,OY (1)〉. By Proposition 3.7,
there exists a locally finite stability condition σ on TY . By construction, there exists an integer i
such that Homi (B,OY ) = 0, for all B ∈ B. Define on the subcategory 〈OY [i]〉 a locally finite
stability condition such that OY [i] is in its heart and has phase 1. In this way, the hypotheses of
[8, Prop. 3.3] are satisfied and this means that Stab(D) = ∅. Now repeat the same argument for
Db(Y ) = 〈D,OY (1)〉. 
4. Stability of ideal sheaves of lines
Let Y be a cubic threefold and consider the stability condition σ = (Z,B) on TY defined
above (see Proposition 3.7). This section is devoted to the proof of the following result.
Theorem 4.1. All ideal sheaves of lines in Y are σ -stable and they are the only σ -stable objects
in B in their numerical class.
As the proof of this result is somewhat involved and will be the subject of the whole section,
we briefly sketch our argument here. In Section 4.1 we prove that they are stable in the above
mentioned stability condition. This follows from a more general result (see Proposition 4.2)
saying that an object C of TY is stable in this stability condition as soon as Hom(C,C) is 2-
dimensional.
We finally show in Section 4.2 that the ideal sheaves of lines are the only stable objects in B
in their numerical class. This is the result of a long calculation boiling down to showing that if
there is a stable object A ∈ B with the same numerical class as the ideal sheaf Il of a line, then A
(or rather its image via an appropriate functor) is torsion-free and ch(A) = ch(Il).
4.1. The ideal sheaves of lines are σ -stable
In this section we prove the stability of special objects of TY . In particular this implies that
for any line l in Y , the ideal sheaf Il is σ -stable.
Proposition 4.2. Let C ∈ TY be such that Hom1(C,C) ∼= C2. Then C is σ -stable.
Corollary 4.3. Let l ⊆ Y be any line. Then Il is σ -stable.
The section is entirely dedicated to the proof of Proposition 4.2. Let us start with two lemmas.
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C) ∼= C.
Proof. This follows easily from Proposition 2.7(ii): indeed, χ(C,C)  −1. Hence, since
the Ext-dimension of B is equal to 2, if either Hom1(C,C) = 0 or Hom1(C,C) ∼= C, then
χ(C,C) 0, a contradiction. 
Lemma 4.5. Let C ∈ TY be such that Hom1(C,C) ∼= C2. Then, up to shift, C belongs to B.
Proof. Consider again the spectral sequence (3.1)
E
p,q
2 :=
⊕
i
Homp
(HiB(C),Hi+qB (C)) ⇒ Homp+q(C,C), (4.1)
where the cohomology is taken with respect to B. Since the Ext-dimension of B is equal to 2 (see
Proposition 3.3), then the E1,q2 terms of the spectral sequence survive. In particular, for q = 0 we
have
2 = hom1(C,C)
∑
i
hom1
(HiB(C),HiB(C)).
But, by Lemma 4.4,
∑
i
hom1
(HiB(C),HiB(C)) 2r,
where r  1 is the number of non-zero cohomologies of C. Hence r = 1, as wanted. 
By Lemma 4.5, we can assume that any C as in Proposition 4.2 is in B. Since by Propo-
sition 3.3(i) the Ext-dimension of B is 2 and χ(C,C)  −1, then necessarily χ(C,C) = −1.
By Lemma 2.8, [C] is either [Il], or [STY (Il)], or −[S2TY (Il)]. In particular, the class of [C] is
primitive and to prove Proposition 4.2 it suffices to show that C is σ -semistable.
If [C] = −[S2TY (Il)], then Z(C) = Z(Il) −Z(STY (Il)) ∈ R<0 and so it is σ -semistable. Oth-
erwise, Im(Z(C)) = 2 and the σ -semistability follows from the lemma below.
Lemma 4.6. Let C ∈ B be such that Hom1(C,C) ∼= C2 and Im(Z(C)) = 2. Then C is σ -
semistable.
Proof. Assume C is not σ -semistable. Take 0 → A → C → B → 0, a destabilizing sequence
in B, where B is σ -semistable. Then Im(Z(A))+ Im(Z(B)) = 2. But, by Lemma 2.13(ii), Im(Z)
is always even and positive. Hence Im(Z(B)) = 2 and Im(Z(A)) = 0, so that A is σ -semistable,
and, by Remark 3.6, A ∼= A˜[1], a shift by 1 of a μ-semistable sheaf A˜ with slope equal to μ(B0).
We claim that Hom2(B,A) = 0. Indeed, since A and B belong to B, we only need to examine
Hom2(B,A). An easy computation shows that
Hom2(B,A) ∼= Hom2(H−1 (BΞ ), A˜Ξ )∼= Hom(A˜Ξ ,H−1 (BΞ )⊗B B−1)∨,Coh Coh 0
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Write φ := φ(C), and consider the abelian category Bφ := P((φ − 1, φ]) in TY . Denote by
H•φ the cohomology with respect to the corresponding t-structure. Then we have a triangle
H−1φ (C)[1] → C → H0φ(C),
where H−1φ (C) = A˜ and H0φ(C) = B . By using once more the spectral sequence (4.1) (with
respect to the heart Bφ), the vanishing of Hom2(B,A) ∼= Hom3(B, A˜) yields that the E1,02 -term
survives. Hence
hom1(A,A)+ hom1(B,B) 2.
By Lemma 4.4 this is impossible and so C is σ -semistable. 
4.2. Ideal sheaves of lines as unique stable objects in their numerical class
In this section, we treat the final step to conclude the proof of Theorem 4.1. At this point, we
only need to show that the ideal sheaves Il are the only σ -stable objects in B in their numerical
class.
Let M ∈ B be a σ -stable object with numerical class [IΞl ]. We now prove that Ξ−1(M) =
(σ∗ ◦ Φ ′)(M) is a torsion-free sheaf on Y with Chern character equal to ch(Il). As we will
observe at the end of this section, this is enough to conclude since the Picard group of Y is
isomorphic to Z. This means that if a torsion-free sheaf A on Y satisfies ch(A) = ch(Il), then
there exists a line m on Y such that A ∼= Im.
First notice that, by Example 2.11, [M] = [B1] − [B0], and, in particular, rk(M) = 0 and
deg(M) = 2.
Lemma 4.7. We have either M ∼= IΞl0 or M ∈ Coh(P2,B0).
Proof. Assume that M /∈ Coh(P2,B0), and so that H−1Coh(M) = 0. Then, since rk(M) = 0 and
rk(H−1Coh(M)) = 0, we have H0Coh(M) = 0, too, and an exact triangle
H−1Coh(M)[1] → M → H0Coh(M). (4.2)
We divide the proof in three steps.
Step 1. We have that H0Coh(M),H−1Coh(M) /∈ Ξ(TY ). Indeed, suppose the contrary, namely that
either H0Coh(M) or H−1Coh(M) is in Ξ(TY ). Then both the two cohomologies are in Ξ(TY ) (and
so in Ξ(B)), and since rk(H0Coh(M)) > 0, φ(H0Coh(M)) < 1/2 = φ(M). But then (4.2) destabi-
lizes M , a contradiction.
Step 2. Here we want to prove that μ−(H0Coh(M)tf )  μ(B1). By Step 1, M0 := H0Coh(M)
does not belong to Ξ(TY ). Hence, by Proposition 2.9(i), Hom∗(B1,M0) = 0; we claim that
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Homp(B1,M0) = 0 if p < 0. To see that the same holds for p > 0, observe that applying the
functor RHom(B1,−) to (4.2), we get the exact sequence
Homp(B1,M) → Homp(B1,M0) → Homp+2
(B1,H−1Coh(M)).
The first vector space is trivial for any p because M ∈ Ξ(TY ) (Proposition 2.9). The last one is
trivial for all p > 0 because Coh(P2,B0) has Ext-dimension 2.
Consider the evaluation map ev0 : B⊕a01 → M0. If it is surjective, since B0 is μ-stable, we
have μ−((M0)tf ) μ(B1), as wanted.
Assume ev0 is not surjective. Set M1 := coker(ev0). Then, cone(ev0) ∈ 〈B1〉⊥ = Ξ(TY ) and
we have an exact triangle
ker(ev0)[1] → cone(ev0) → M1.
As before, if Homp(B1,M1) = 0, then p = 0.
Assume Hom(B1,M1) = 0. Then M1 ∈ Ξ(TY ). Moreover, M0 M1 in Coh(P2,B0) implies
M1 ∈ T0 and so M1 ∈ Ξ(B). Consider the composition
ψ : M → M0 → M1.
Then ψ = 0 and the image im(ψ) of ψ in the abelian category Ξ(B) is non-trivial. Since
im(ψ) ↪→ M1, where M1 is a sheaf, im(ψ) ∈ Coh(P2,B0). So, we found a surjection M 
im(ψ) in Ξ(B) with 1/2 = φ(M) φ(im(ψ)), contradicting the σ -stability of M .
Hence, Hom(B1,M1) ∼= C⊕a1 = 0. Proceeding as before, we consider the evaluation map
ev1 : B⊕a11 → M1, set M2 := coker(ev1), and so on. What we have produced is a sequence of
quotients
M0 M1 M2  · · ·
in Coh(P2,B0). Since this is a noetherian abelian category, there exists some m  0 with
Mm = 0.
Now we can conclude with an inductive argument in a finite number of steps. Let s be the
smallest integer such that rk(Ms+1) = 0. For any j = 0, . . . , s, we have a map of short exact
sequences:
0 (Mj−1)tor Mj−1 (Mj−1)tf 0
0 (Mj )tor Mj (Mj )tf 0.
The nine-lemma applied to this yields a short exact sequence in Coh(P2,B0)
0 → Q → (Mj−1)tf → (Mj )tf → 0,
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0 → A′ → Q → B ′ → 0,
where B⊕aj−11  A′ and rk(B ′) = 0. Therefore, μ−(Q)  μ(B1) and, to deduce that
μ−((Mj−1)tf ) μ(B1), it is enough to show that the same holds for μ−((Mj )tf ) μ(B1).
Thus we have reduced ourselves to treating the case j = s. By our assumptions, (Ms)tf sits in
a short exact sequence in Coh(P2,B0)
0 → A → (Ms)tf → B → 0,
where B⊕as1 A and rk(B) = 0. Again this implies μ−((Ms)tf ) μ(B1), as wanted.
Step 3. Set r := rk(H0Coh(M)) = rk(H−1Coh(M)) = 0. By Step 2, we have
2 = deg(B1)− deg(B0) = deg(M) = deg
(H0Coh(M))− deg(H−1Coh(M))
= deg(H0Coh(M)tor)+ deg(H0Coh(M)tf )− deg(H−1Coh(M))
 deg
(H0Coh(M)tf )− deg(H−1Coh(M))
 r
4
(
deg(B1)− deg(B0)
)
.
Thus, r  4. But then, by Lemma 2.13(i), r = 4, and the inequalities are equalities. In particu-
lar, deg(H0Coh(M)tor) = 0, μ(H0Coh(M)tf ) = μ(B1), and μ(H−1Coh(M)) = μ(B0). It follows that
H0Coh(M) has torsion only on points, its torsion-free part is μ-stable, and H−1Coh(M) is μ-stable
too. But, by Step 1, Hom(B1,H0Coh(M)) ∼= Hom2(B1,H−1Coh(M)) = 0.
Consider a non-zero morphism B1 → H0Coh(M). Then, by stability, either B1 → H0Coh(M)tor
or B1 ↪→ H0Coh(M)tf . But, since H0Coh(M)tor is supported on points, if all homomorphisms
B1 → H0Coh(M) factorize through H0Coh(M)tor , then, by Lemma 2.13(iii), H0Coh(M)tf is in
Ξ(TY ) and so it destabilizes M . Thus B1 ↪→ H0Coh(M)tf .
In the same way, by Serre duality, H−1Coh(M) ↪→ B0. Set T1 := H0Coh(M)tf /B1 and T2 :=
B0/H−1Coh(M). Then we have
[B1] − [B0] = [M] =
[H0Coh(M)]− [H−1Coh(M)]
= [H0Coh(M)tor]+ [B1] + [T1] − [B0] + [T2],
and so [H0Coh(M)tor] + [T1] + [T2] = 0. But then, since these sheaves are supported on points,
H0Coh(M)tor = T1 = T2 = 0,
and we obtain H0Coh(M) ∼= B1 and H−1Coh(M) ∼= B0, that is M ∼= IΞl0 , as required. 
By the previous lemma, we can assume M ∈ Coh(P2,B0). Consider Φ(M) ∈ Db(Y˜ ). Since
E ′ is a flat left π∗B0-module, Φ(M) is a sheaf.
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Extp
(
Φ(M),OY˜ (−h)
)= {C, if p = 1,0, otherwise.
Proof. First of all, by the adjunction Φ  Π (2.3),
Extp
(
Φ(M),OY˜ (−h)
)∼= Extp(M,Π(OY˜ (−h))).
We have that Π(OY˜ (−h)) ∼= B1. Indeed, since the normal bundle of Y˜ in P˜4 is OY˜ (2H + h), we
get
Π
(OY˜ (−h))= π∗Hom(E ′,OY˜ (−h))
∼= q∗α∗Hom
(E ′(2H + h),α!O
P˜4(−h)[1]
)
∼= q∗Hom
(
α∗
(E ′)(2H + h),O
P˜4(−h)[1]
)
,
where for the last isomorphism we use relative Serre duality. Since α∗E ′ sits in the short exact
sequence (2.2), we obtain the isomorphisms
Π
(OY˜ (−h))∼= B∨0 (−2h) ∼= B1.
Since M is a torsion sheaf, Extp(M,B1) = 0, for all p = 1,2. Moreover,
χ(M,B1) = χ
(B0[1],B1)+ χ(B1,B1) = −1.
Hence, we only need to show that Ext2(M,B1) = 0.
By Proposition 2.9, Ext2(M,B1) ∼= Hom(B0(h),M)∨. Assume that Hom(B0(h),M) = 0.
One calculates that hom(B1,B0(h)) > 1 using (2.1), and the free-forgetful adjunction. Thus,
there is an exact sequence in Coh(P2,B0)
0 → B1 → B0(h) → Q → 0, (4.3)
where, for reasons of homological dimension, Q := B0(h)/B1 is pure of dimension 1. Since
M ∈ TY , the composition B1 → B0(h) → M is the zero map. Hence we have a non-zero mor-
phism η : Q → M . Suppose η is not injective. Then, by Lemma 2.13(ii), ker(η) has degree 2 (as
rk(ker(η)) = 0 and deg(Q) = 2). By Lemma 4.9 below, M is also pure of dimension 1 and so
ker(η) = 0. By applying Hom(B1,−) to the exact sequence (4.3), we have Hom(B1,Q) = 0 and
then Hom(B1,M) = 0, a contradiction. 
Lemma 4.9. Forg(M) is a pure sheaf on P2 of dimension 1.
Proof. Denote by T the torsion part of Forg(M) supported in dimension 0. It is easy to see, as in
Lemma 2.15, that then T has a structure of B0-module for which T ↪→ M in Coh(P2,B0). But
then, by Lemma 2.13(iii), Hom(B1, T ) = 0 unless T = 0. So Hom(B1,M) = 0, contradicting
M ∈ Ξ(TY ). 
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0 → OY˜ (−h) → Φ ′(M) → Φ(M) → 0. (4.4)
In particular, it is a sheaf on Y˜ . Moreover, ch(Φ ′(M)) = ch(σ ∗(Il)) = (1,0,∗,∗) and so
ch(Φ(M)) = (0, h,∗,∗).
Lemma 4.10. Φ ′(M) is torsion-free.
Proof. Assume, for a contradiction, that Φ ′(M) is not torsion-free. Then there exists an exact
sequence
0 → T → Φ ′(M) → N → 0, (4.5)
with T (resp. N ) a torsion (resp. torsion-free) sheaf on Y˜ . But then T ↪→ Φ(M) by (4.4).
Hence, either T has dimension  1 or ch(T ) = (0, h,∗,∗). The first case is untenable be-
cause, by Lemma 4.9, π∗(M) has no torsion in dimension  1, and, consequently, neither has
Φ(M) = π∗(M)⊗π∗B0 E ′.
In the second case Φ(M)/T has dimension  1 and, by the Snake Lemma (applied to the
diagram obtained from (4.4) and (4.5)), we get an extension
0 → OY˜ (−h) → N → Φ(M)/T → 0,
which must be trivial by Serre duality. Since N is torsion-free, this is a contradiction unless
T ∼= Φ(M). But this conclusion leads to a contradiction also, since then the sequence (4.4) splits
by Serre duality, and Φ ′(M) ∼= Φ(M)⊕ OY˜ (−h) cannot be σ -stable. 
As M ∈ B, there exits an object Γ ∈ Db(Y ), such that Φ ′(M) ∼= σ ∗Γ ; by the projection
formula, Γ = σ∗(Φ ′(M)). We claim that Γ is a torsion-free sheaf on Y . Indeed, the fact that it is
a sheaf follows easily since, if not, then there exists an exact triangle
C0 → Γ → C1[−1]
in Db(Y ) with C0,C1 ∈ Coh(Y ). But then H0(σ ∗(C1)) = 0 (where the cohomology is taken in
Coh(Y˜ )), a contradiction unless C1 = 0. Since σ is surjective, Γ is torsion-free.
Summing up, we have shown that (σ∗ ◦ Φ ′)(M) is a torsion-free sheaf on Y with Chern
character equal to ch(Il). But, since the Picard group of Y is isomorphic to Z, this implies that
(σ∗ ◦ Φ ′)(M) is the ideal sheaf of some line in Y . This proves that if an object in B is σ -stable
and in the same numerical class of an ideal sheaf of a line in Y , then it is actually isomorphic to
an ideal sheaf of a line. Together with Corollary 4.3, this completes the proof of Theorem 4.1.
5. Proof of Theorem 1.1
In this section we prove the main result of this paper as an application of the results in the
previous sections. The strategy is to show that the ideal sheaves of lines on a cubic threefold are
preserved by the action of any equivalence (up to composing with a suitable power of the Serre
functor, followed by a shift). We complete the proof of Theorem 1.1 in Section 5.3, by showing
that any such equivalence induces an isomorphism between the Fano surfaces of lines.
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We begin with a simple consequence of the results of the previous section showing how, given
two smooth and projective cubic threefolds Y and Y ′ and an exact equivalence U : TY ′ ∼→ TY
one can produce another exact equivalence inducing a bijection between the ideal sheaves of
lines.
Adopting our earlier notation, take Il′ an ideal sheaf of a line l′ in Y ′ and consider it as an
object in TY ′ . Then consider the object U(Il′) ∈ TY . Since U is an equivalence of categories, it
induces and isomorphism on the Grothendieck groups sending [Il′ ] to [U(Il′)] and preserving
the pairing χ . Hence the numerical class c of U(Il′) satisfies χ(c, c) = −1. By Lemma 2.8, up
to composing with some power of the Serre functor of TY , we can assume c = [Il], where l is
a line in Y . Moreover, by Lemma 4.5, there is an integer nl′ such that U(Il′)[nl′ ] ∈ B, where B
is the heart constructed in Theorem 3.1. Let σ = (Z,P) be the stability condition constructed in
Section 3.3. Then, by Proposition 4.2, U(Il′)[nl′ ] is σ -stable.
We now want to prove that the shift above can be chosen uniformly. Indeed, given two lines
l′,m′ in Y ′, assume U(Il′)[nl′ ] is σ -stable with phase 1/2 and U(Im′)[nm′ ] is σ -stable of phase
φ ∈ R. Then Hom(Im′ , Il′ [1]),Hom(Il′ , Im′ [1]) = 0 and property (c) in the definition of a sta-
bility condition give the bound −1/2 < φ < 3/2. But then φ = 1/2 and so nl′ = nm′ = n. By
Theorem 4.1, there exist two lines l,m in Y such that U(Il′)[n] ∼= Il and U(Im′)[n] ∼= Im in TY .
In summary, we proved the following result.
Proposition 5.1. Let Y and Y ′ be two cubic threefolds such that TY ′ ∼= TY . Then there exists an
equivalence U : TY ′ ∼→ TY which maps ideal sheaves of lines in Y ′ bijectively onto ideal sheaves
of lines in Y .
5.2. Universal families of lines and convolutions
Recall that the classical Torelli theorem for a cubic threefold Y says that the isomorphism class
of Y is characterized by its intermediate Jacobian J (Y ), thought of as a principally polarized
abelian variety (see [7]). Furthermore, this latter invariant itself can be recovered from the Fano
variety of lines F(Y ). Precisely: the intermediate Jacobian J (Y ) is isomorphic to the Albanese
variety of F(Y ), while the natural polarization on J (Y ) is the class of the image of F(Y )×F(Y )
in J (Y ) via the map (s, t) → s − t . Thus, the natural approach to proving Theorem 1.1 is by
showing that the bijection of ideal sheaves of Proposition 5.1 in fact induces an isomorphism
F(Y ) ∼= F(Y ′).
We hope to produce this isomorphism by appealing to the well-known fact that the Fano
surface F(Y ) is isomorphic to moduli space of ideal sheaves of lines. Following [15,22], define
the functor
FanoY : (Sch/C) → (Set)
by sending a C-scheme S to the set of equivalence classes of relatively perfect complexes I ∈
Db(Y × S) (cf. [22, Def. 2.1.1 and Cor. 4.3.4]) such that, for all s ∈ S, I|Y×s is an ideal sheaf
of a line in Y . Then FanoY is represented by F(Y ), which is a smooth projective surface (for a
recollection about these and other properties of F(Y ) see, for example, the introduction of [7]).
Write I ′ for the universal ideal sheaf on (Y ′ × F(Y ′)).
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R : Db(Y ′) ρ′→ TY ′ U→ TY → Db(Y ),
where  is the embedding of TY into Db(Y ), ρ′ is the natural projection from Db(Y ′) to TY ′ and
U : TY ′ ∼→ TY is an exact equivalence as in the previous section. If R were a Fourier–Mukai
functor, i.e. R ∼= ΦG for some G ∈ Db(Y ′ × Y), the object
I˜ := ΦG × idF(Y ′)
(I ′) ∈ Db(Y × F (Y ′)),
would be a family of ideal sheaves of Y parametrized by F(Y ′), where
ΦG × idF(Y ′) := ΦGO
F(Y ′)
: Db(Y ′ × F (Y ′))→ Db(Y × F (Y ′)).
By the universal property of F(Y ), this would yield a morphism F(Y ) → F(Y ′), which, as in
Section 5.3, could be verified to be an isomorphism.
Unfortunately, although R is conjecturally expected to be of Fourier–Mukai type (see [18,
Conj. 3.7]), we are unable to prove this at the moment. Thus we are forced to build our “family
of ideal sheaves” I˜ by hand. Our strategy is to follow Orlov’s method (as reworked in [6]) of
constructing the kernel of an embedding of derived categories by means of convolutions.
As a first step, let L ∈ Pic(F (Y ′)) be an ample line bundle and consider the (infinite) resolution
of I ′
· · · → OY ′(−Ni)⊕ni 
(
L−ri
)⊕si → ·· · → OY ′(−N0)⊕n0  (L−r0)⊕s0 → I ′ → 0, (5.1)
with the assumptions ri ∈ N and Ni  0 so that, if p = 3,
Hom
(OY ′ ,OY ′(−Ni)[p])= Hom(OY ′(1),OY ′(−Ni)[p])= 0.
Choose m sufficiently large and truncate (5.1), getting a bounded complex
O•m :=
{OY ′(−Nm)⊕nm  (L−rm)⊕sm → ·· · → OY ′(−N0)⊕n0  (L−r0)⊕s0}. (5.2)
Let Km := ker(Omm → Om−1m ) ∈ Coh(Y ′ × F(Y ′)); then the exact triangle
Km[m] → O•m → I ′
splits (if m> dimY ′ × F(Y ′)). Hence O•m has a right convolution I ′ ⊕Km[m], which is unique
up to isomorphism as the terms of O•m are coherent sheaves (rather than general objects in
Db(Y ′ × F(Y ′)); see [16, Lemma 2.1]).
For the convenience of the reader, let us recall that a right convolution of a bounded complex
Am
dm−→ Am−1 dm−1−→ · · · d1−→ A0
in a triangulated category T is an object A together with a morphism d0 : A0 → A such that there
exists a diagram in T
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dm
id

Am−1
dm−1

· · · d2 A1
d1

A0
d0
Am Cm−1[1] · · ·[1] C1[1] A,[1]
where the triangles with a  are commutative and the others are distinguished. We point the
reader in the direction of [6,16,26] for general facts about this somewhat technical device.
Consider the complex
R•m :=
{
R
(OY ′(−Nm))⊕nm  (L−rm)⊕sm → ·· · → R(OY ′(−N0))⊕n0  (L−r0)⊕s0}
(5.3)
of objects in Db(Y × F(Y ′)).
Lemma 5.2. The complex R•m admits a unique (up to isomorphism) split right convolution Gm =
Em ⊕ Fm such that, for some M < m, Hi (Em) = 0 unless i ∈ [−M,0] and Hi (Fm) = 0 unless
i ∈ [−m−M,−m].
Proof. Due to [16, Lemmas 2.1, 2.4], R•m has a unique right convolution if
Hom
(
R
(OY ′(−Na))⊕na  (L−ra )⊕sa ,R(OY ′(−Nb))⊕nb  (L−rb)⊕sb [p])= 0
for a > b and p < 0.
To show this, it is enough to prove, using Künneth decomposition and the definition of the
functor R, that, for N,P  3 and p < 0,
Hom
(
TN,TP [p]
)= 0,
where Ti := (′ ◦ρ′)(OY ′(−i)), i = N,P . Here we denote by ′ : TY ′ → Db(Y ′) the fully faithful
adjoint of ρ′.
To this end, we first write Ti as an extension of an object in 〈OY ′ 〉 and an object in 〈TY ′ ,OY ′ 〉.
More precisely, using the definition of semi-orthogonal decomposition, this follows performing
the following two mutations. First consider the left mutation of OY ′(−i) with respect to OY ′(1)
OY ′(1)⊕si [−3] → OY ′(−i) → T˜i , (5.4)
where si := hom3(OY ′(1),OY ′(−i)) and T˜i ∈ 〈TY ′ ,OY ′ 〉. Applying the functor Hom(OY ′ ,−) to
(5.4), we have that Homp(OY ′ , T˜i ) = 0, unless p = 2,3. Hence, the mutation with respect to OY ′
gives another triangle
O⊕t
3
i
Y ′ [−3] ⊕ O
⊕t2i
Y ′ [−2] → T˜i → Ti,
where tji := homj (OY ′ , T˜i ).
Assume that there is a non-zero map φ : TN → TP [−k], for k > 0. Consider the following
diagram
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α
TN
φ
β
O⊕t
3
N
Y ′ [−2] ⊕O
⊕t2N
Y ′ [−1]
T˜P [−k] TP [−k]
γ
O⊕t
3
P
Y ′ [−2 − k] ⊕O
⊕t2P
Y ′ [−1 − k].
(5.5)
By (5.4), one can check that Hom(T˜N ,O⊕t
3
P
Y ′ [−2−k]⊕O
⊕t2P
Y ′ [−1−k]) = 0 and so γ ◦φ ◦α = 0.
Hence, we can lift φ to a morphism φ˜ : T˜N → T˜P [−k].
Consider the diagram
OY ′(−N) T˜N
φ˜
OY ′(1)⊕sN [−2]
OY ′(−P)[−k] T˜P [−k] OY ′(1)⊕sP [−2 − k].
On one hand we have
Hom
(OY ′(−N),OY ′(−P)[−k])= Hom(OY ′(1)⊕sN [−2],OY ′(1)⊕sP [−2 − k])
= Hom(OY ′(−N),OY ′(1)⊕sP [−2 − k])= 0.
On the other hand, Hom(OY ′(1)⊕sN [−2], T˜P [−k]) = 0 by orthogonality. This gives φ˜ = 0.
Back to diagram (5.5), this fact and the observation that, by orthogonality,
Hom
(O⊕t3N
Y ′ [−2] ⊕O
⊕t2N
Y ′ [−1], TP [−k]
)= 0
yield φ = 0.
The splitting of the convolution follows from a standard argument (see, e.g., [6, Sect. 4.2]). 
For later use, set I˜ := Em ∈ Db(Y × F(Y ′)).
5.3. From a bijection to an isomorphism
To prove Theorem 1.1, we only need to show that the bijection induced in Proposition 5.1 is a
morphism of algebraic varieties. Let s be a closed point in F(Y ′) and denote by is : Y × {s} ↪→
Y × F(Y ′) and i′s : Y ′ × {s} ↪→ Y ′ × F(Y ′) the natural inclusions. Let I ′ ∈ Coh(Y ′ × F(Y ′)) be
the universal ideal sheaf of lines on Y ′.
Lemma 5.3. For any closed point s ∈ F(Y ′), we have i∗s (I˜) ∼= R((i′s)∗I ′).
Proof. Applying the functor i∗s to the complex R•m in (5.3), we get the complex
i∗s
(
R•m
) := {R(OY ′(−Nm))⊕nm ⊗C⊕sm → ·· · → R(OY ′(−N0))⊕n0 ⊗C⊕s0} (5.6)
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R((i′s)∗I ′)⊕R((i′s)∗Km)[m] are both right convolutions of i∗s (R•m). On the other hand, the same
argument as in the proof of Lemma 5.2, shows that i∗s (R•m) has a unique (up to isomorphism)
right convolution and hence, by the choice of m  0, i∗s (I˜) ∼= R((i′s)∗I ′), for any closed point
s ∈ F(Y ′). 
While (i′s)∗I ′ is the ideal sheaf Il′ of the line l′ ⊆ Y ′ parametrized by the point s, the object
i∗s (I˜) is nothing but the ideal sheaf R(Il′) = U(Il′) of a line l ⊆ Y . This construction yields a
morphism F(Y ′) → F(Y ) which, being induced by the functor R, is actually a bijection. Hence
F(Y ′) ∼= F(Y ) and the proof of Theorem 1.1 is complete. Notice that here we used that F(Y ) is
smooth as recalled at the beginning of Section 5.2.
6. A higher dimensional example: Cubic fourfolds containing a plane
The geometric interest of the non-trivial part in the semi-orthogonal decomposition of the
derived category of cubic hypersurfaces can be made apparent in dimension 4. In this section we
treat the case of (generic) cubic fourfolds containing a plane proving, by completely different
means, some generalization of Theorem 1.1.
To be precise, let Y ⊆ P5 be a smooth cubic fourfold containing a plane P . The projection
from P yields a rational map π : Y  P2 and the blow-up of P gives a quadric fibration π ′ :
Q → P2 whose fibres are singular along a sextic C ⊆ P2. The double cover S of P2 ramified
along such a curve is a K3 surface. The cubic fourfolds containing a plane that we will study
according to [21] are those satisfying the following additional hypothesis:
(∗) The sextic C is smooth.
As observed in [23, Rmk. 2.2], by [1, Prop. 1.2], a smooth cubic fourfold Y satisfies condition
(∗) if and only if the fibers of π ′ have at most one singular point. Notice also that the double
cover S is smooth as well.
One of the key geometric properties of these varieties is:
Proposition 6.1. (See [28, Sect. 1, Proposition 4].) The cubic fourfold Y is determined by the
sextic C and an odd theta-characteristic θ , i.e., a line bundle θ ∈ Pic(C) such that θ⊗2 ∼= ωC
and h0(C, θ) is odd.
By [21, Thm. 4.3], there exists a semi-orthogonal decomposition
Db(Y ) = 〈TY ,OY ,OY (1),OY (2)〉, (6.1)
and an equivalence TY ∼= Db(S,α), where α ∈ Br(S) is an element in the Brauer group of the
K3 surface S. The geometric meaning of α is the following. The quadric fibration Q gives a
P1-fibration D over S parametrizing lines contained in the fibres of π ′. The fibration D is a
Brauer–Severi variety and is hence determined by the choice of an element in Br(S). Since the
fibres are projective lines, the order of α is 2.
Proposition 6.2. There exist rational cubic fourfolds Y1, Y2 such that TY1 is not equivalent to
TY .2
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space of cubic fourfolds containing a plane consisting of rational cubic fourfolds. Moreover, these
subvarieties consist of all cubic fourfolds Y containing a plane such that in the Néron–Severi
group NS2(Y ) := H 4(Y,Z) ∩ H 2,2(Y ) there is a class T with the property that the intersection
T ·Q is odd, where Q is the class of a quadric in the fibre of π : Y  P2.
Take two such cubic fourfolds Y1 and Y2 with the additional requirement that the lattices L1
and L2 which are the saturations of 〈H 21 ,Q1, T1〉 and 〈H 22 ,Q2, T2〉 have different discriminant
greater than 8 (here H1 and H2 are the hyperplane sections of Y1 and Y2) and coincide with
NS2(Y1) and NS2(Y2). Recall that the discriminant of Li is just the order of the finite group
L∨i /Li .
Let us show that Y1 and Y2 satisfy (∗), namely that the singular locus of the fibres of π ′ :
Qi → P2 is at most one point. Suppose, without loss of generality, that Q1 contains a fiber Q
which is union of two (distinct) planes P1 and P2. An easy computation shows that
Pi · P = 12 (Q · P) = −1 and P1 · P2 =
1
2
(
Q2 − P 21 − P 22
)= −1,
for i ∈ {1,2}. In particular, P , P1 and P2 are distinct classes in NS2(Y1) and the sublattice
N of NS2(Y1) which is the saturation of the lattice 〈H 2,P ,P1,P2〉 has rank bigger than 3,
contradicting the choice of Y1. The case where a fibre degenerates to a double plane is similar
and left to the reader.
Since Yi is rational, by [21, Prop. 4.7], TYi is equivalent to Db(Si) (i = 1,2), and hence we
need to prove that Db(S1) ∼= Db(S2). A result of Orlov [26] shows that this happens if and only if
the transcendental lattices T (S1) := Pic(S1)⊥ and T (S2) := Pic(S2)⊥ are not Hodge isometric.
By the results in [28, Sect. 1], the lattice T (Si) has the same discriminant as Li . Since these
discriminants are different, T (S1) ∼= T (S2). 
Recall that a cubic fourfold Y containing a plane P is generic if the group of codimension-2
algebraic classes NS2(Y ) ⊆ H 4(Y,Z) is generated by the class of P and by H 2, where H ∈
H 2(Y,Z) is the class of a hyperplane section of Y . By the calculations in the proof of Proposi-
tion 6.2, these fourfolds satisfy condition (∗). Kuznetsov’s Conjecture 1.2 predicts that a generic
cubic fourfold Y containing a plane P is not rational since Db(S,α) is not equivalent to the
derived category of any un-twisted K3 surface (see [21, Prop. 4.8]).
The following result gives an analogue for cubic fourfolds containing a plane of the Torelli
theorem for cubic threefolds proved in this paper.
Proposition 6.3. Given a cubic fourfold Y containing a plane P and satisfying (∗), there exist
only finitely many isomorphism classes of cubic fourfolds Y1 = Y,Y2, . . . , Yn containing a plane
and with the property (∗) such that TY ∼= TYj , with j ∈ {1, . . . , n}. Moreover, if Y is generic,
then n = 1.
Proof. Let Y ′ be a cubic fourfold such that TY ′ ∼= TY and containing a plane P ′ giving an equiva-
lence TY ′ ∼= Db(S′, α′) and hence an equivalence Φ : Db(S,α) ∼→ Db(S′, α′). By [14, Thm. 0.4],
Φ induces a Hodge isometry Φ∗ : T (S,α) ∼→ T (S′, α′), where T (S,α) and T (S′, α′) are the
generalized transcendental lattices. To be precise, these lattices depend on the choice of B-field
lifts B and B ′ of the Brauer classes α and α′.
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T (S,α) determines the Hodge structure on H 4(Y,Z), since T (S,α)(−1) is realized as a prim-
itive sublattice of the orthogonal complement L := 〈H 2,P 〉⊥ in H 4(Y,Z). Again H and P are
respectively the hyperplane section of Y and the plane contained in Y . (Recall that, given a lattice
L with quadratic form bL, the lattice L(−1) coincides with L as a group but its quadratic form
bL(−1) is such that bL(−1) = −bL.)
This means that, by the Torelli theorem for cubic fourfolds (see [28]), we are reduced to
proving that there are only finitely many primitive sublattices T of the sublattice L := 〈H 2,P 〉⊥
in H 4(Y,Z) with any isometry ϕ : T (S,α)(−1) ∼→ T which does not extend to an isometry
ϕ : L ∼→ L, fixing the class H 2. But this is a standard result which can be found, for example, in
the proof of [14, Cor. 4.6].
For the second part of the statement, assume there exists an equivalence Φ : Db(S1, α1) ∼→
Db(S2, α2) inducing, as before, a Hodge isometry Φ∗ : T (S1, α1) ∼→ T (S2, α2). Take a B-field
lift Bi for αi . (See [14] for more details.)
We want to show that there is a Hodge isometry f : T (S1) → T (S2) making the following
diagram commutative:
0 T (S1, α1)
Φ∗
i1
T (S1)
f
∧B1
Z/2Z 0
0 T (S2, α2)
i2
T (S2)
∧B2
Z/2Z 0.
(6.2)
First of all, observe that, up to considering the composition i′1 := i2 ◦ Φ∗ : T (S1, α1) ↪→ T (S2),
we can assume T (S2, α2) = T (S1, α1). Thus, let τ ∈ T (S1, α1)⊗Q be such that i1(τ ) generates
T (S1) modulo T (S1, α1). Obviously, τ ′ := 2τ ∈ i1(T (S1, α1)). Define f by
f
(
i1(τ )
) := 1
2
(
i′1
(
i−11 (2τ)
))
and f (t) := i2
(
Φ∗
(
i−11 (t)
))
,
for any t ∈ i1(T (S1, α1)).
The morphism f is obviously an isometry, since the Q-linear extension of i′1 ◦ i−11 is. For the
same reason, f preserves the weight-2 Hodge structure on T (S1) and T (S2).
Since S1 and S2 are generic K3 surfaces with Pic(Si) ∼= Z generated by an element with
self-intersection 2, the isometry f extends to a Hodge isometry
f ′ : H 2(S1,Z) ∼→ H 2(S2,Z).
Up to composing f ′ with − id and changing B2 with −B2, there exists an isomorphism ϕ :
S1
∼→ S2 such that f ′ = ϕ∗. (Notice that changing B2 with −B2 is no problem since exp(B2) =
exp(−B2) = α2 as α2 has order 2.) In other words, by (6.2), ϕ∗(α2) = α1.
For i ∈ {1,2}, define, as before, Li := 〈H 2i , Pi〉
⊥
H4(Yi ,Z) , where Hi and Pi are, respectively, the
classes of an hyperplane section of Yi and of the plane contained in Yi . Again, by the discussion
in [28, Sect. 1] (see, in particular, [28, Sect. 1, Prop. 3]), there exists a short exact sequence
0 Li(−1) T (Si)
∧Bi
Z/2Z 0. (6.3)
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the affine space (over Z/2Z) of the theta-characteristics on the sextic Ci along which the double
cover Si of P2 ramifies and the extension classes as in (6.3). In particular, the isomorphism
ϕ : S1 ∼→ S2 leads to isomorphic sextics and theta-characteristics. Applying Proposition 6.1, we
get the desired isomorphism Y1 ∼= Y2. 
Remark 6.4. For non-generic cubic fourfolds containing a plane one cannot expect that the
derived category Db(S,α) determines the fourfold Y up to isomorphism. Indeed, using the prop-
erties of the moduli space of cubic fourfolds in [10], it is possible to construct examples of
fourfolds Y1 and Y2 with a Hodge isometry T (S1, α1) ∼= T (S2, α2) but such that L1 := 〈H 21 ,P1〉⊥
and L2 := 〈H 22 ,P2〉⊥ are not isometric.
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