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Abstract. We present an approach for object segmentation in videos
that combines frame-level object detection with concepts from object
tracking and motion segmentation. The approach extracts temporally
consistent object tubes based on an off-the-shelf detector. Besides the
class label for each tube, this provides a location prior that is indepen-
dent of motion. For the final video segmentation, we combine this infor-
mation with motion cues. The method overcomes the typical problems of
weakly supervised/unsupervised video segmentation, such as scenes with
no motion, dominant camera motion, and objects that move as a unit. In
contrast to most tracking methods, it provides an accurate, temporally
consistent segmentation of each object. We report results on four video
segmentation datasets: YouTube Objects, SegTrackv2, egoMotion, and
FBMS.
Keywords: Video Segmentation, Motion Segmentation, Object Track-
ing
1 Introduction
Video object segmentation plays a role in many high level computer vision tasks,
such as action and event recognition. In contrast to single images, videos provide
motion as a very strong bottom-up cue that can be exploited to support the high
level tasks.
For this reason, video segmentation is often approached with unsupervised,
purely bottom-up methods [11, 13, 14, 17, 18, 25, 27–29]. Especially motion seg-
mentation can work quite well in a bottom-up fashion, if the objects of interest
show some independent motion in the video. However, this is not the case in all
videos. Very often, objects of interest are mostly static and almost all motion is
due to camera motion. In such cases, motion segmentation fails. Also in cases
where objects are moving jointly, such as a horse and its rider, a separation of
the objects is often not possible with just bottom-up cues.
These limitations are avoided by adding user input that decides in these
cases [3, 9, 16, 24]. However, this is not an option for a system that is supposed
to automatically interpret video material.
ar
X
iv
:1
60
8.
03
06
6v
1 
 [c
s.C
V]
  1
0 A
ug
 20
16
2 Benjamin Drayer and Thomas Brox
object 1
object 2
object 3
horse
person 1
person 2
background
foreground
background
Fig. 1. This example from the YouTube Objects dataset highlights common challenges
in video segmentation: strong camera motion, multiple object instances, and appear-
ance of a new object. Unsupervised methods as [18] (top row) and [11] (middle row),
fail to recognize the rider as an individual object as well as the static person on the
left. Our weakly supervised method (bottom row) deals well with these issues and
correctly identifies these objects. Besides the segmentation, we also retrieve the class
label of each object.
In this paper, we propose a weakly supervised method. The weak supervision
is due to the use of an off-the-shelf detector which was trained in a supervised
manner on annotated images. However, running the video segmentation on new
videos does not require any user input anymore. Our technical contribution is
an effective way to combine the concept of tracking-by-detection with concepts
from motion segmentation and local appearance cues from the object detector.
Typically failure cases in video segmentation, such as constant motion, jointly
moving objects, as well as objects that move into the field of view, are well
handled. We provide ablation studies for the proposed tube extraction and the
segmentation, as well as a detailed runtime analysis.
We report results on four common video segmentation datasets: YouTube
Objects [9], SegTrackv2 [14], egoMotion [16], and FBMS [17]. Regarding the
largest and, thus, most relevant YouTube Objects dataset, we perform 3% better
than the current state of the art on video segmentation methods without user
interaction. The robustness of our method is further demonstrated by the good
results on the other datasets with average performance gains of up to 16%.
2 Related Work
Video segmentation has quite some overlap with tracking, especially in the case
here, where object detections are propagated over time. The typical tracking
scenario is based on bounding boxes and usually does not provide accurate object
contours. Tracking-by-detection is a popular approach to find consistent tracks
with only little supervision [2,4,10]. Since this is a field of its own, we only review
the most related works in the context of video segmentation. Prest et al. [19]
generate detections in each frame, which are subsequently tracked in a greedy
fashion. Dong et al. [29] use the appearance and motion based proposals from
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Lee et al. [13] to build a graph and extract the longest tube. In the recent
work of Weinzaepfel et al. [26], convolutional neuronal networks generate the
features for tracking. The work of Hua et al. [8] uses some intermediate motion
segmentation to model occlusion in bounding box tracking.
Supervised video segmentation methods achieve good results at the expense
of user interaction for each video to be segmented [3,9,16,24]. The most popular
procedure here is to annotate a single frame and the algorithm propagates the
information and segments accordingly. In general this works well, but as new
objects enter the scene, theses methods fail or additional user input is required.
Unsupervised video segmentation is usually based on motion to a certain de-
gree. In motion segmentation, motion is the only feature for localizing objects.
Ochs et al. [17] and Keuper [11] cluster long term point trajectories. Papazoglou
and Ferrari [18] use optical flow to compute so-called inside-outside maps, parti-
tioning the frames into foreground and background. Yang et al. [28] use motion
to detect disoccluded areas and assign them to the correct object. The common
drawback of pure motion segmentation is the need for distinct motion of the ob-
jects and the background. Lee et al. [13] employ object proposals [5] to enhance
motion cues with a set of static features. A sequence of min-cuts generates the
figure ground segments in the work of Li et al. [14]. Multiple paths connecting
the segments are extracted and post-processed, resulting in a set of multiple pos-
sible segmentations. Dong et al. [29] enforce the temporal consistency of object
proposals via optical flow. Wang&Wang [25] discover reoccurring objects in the
video, from which they estimate a holistic model. Yang et al. [27] estimate the
appearance and the segmentation simultaneously by adding auxiliary nodes to
the Markov random field model.
The work of Prest et al. [20] uses point trajectories like Ochs et al. [17]
and Keuper [11] to identify objects. To assign class labels to the object regions,
they jointly optimize over videos with the same class label. Hartmann et al. [7]
and Tang et al. [23] also use the video tag to train a classifier for frame wise
segments.
In Zhang et al. [30], frame-by-frame detections and segmentation propos-
als are combined to a temporally consistent semantic segmentation. The com-
bination of a detector and a video segmentation approach is similar in spirit
to our work, but technically, the approach is very different. We directly com-
pare to Zhang et al. on the YouTube dataset. Also in the recent work of Seguin
et al. [22], object tracking (either manual or via detection) guides a multiple
instance segmentation. However, they do not make use of motion information,
thus ignoring a powerful bottom-up cue in videos.
3 Video Object Segmentation
The key input to our video object segmentation are so-called tubes. Individual
tubes are generated by tracking the detections of an off-the-shelf R-CNN detec-
tor [6]. The subsequent spatio-temporal segmentation is guided by this initial
localization and the corresponding appearance cues.
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Fig. 2. Tube extraction on three shots from the Youtube dataset. Neither strong
changes in viewpoint, as in the first example, nor multiple instances of the same object
class, as in the second example, are a problem for our approach. The third example
shows a wrong classification of the motorcycle as a bicycle in the second image (green
box). The method recovers later from this failure case.
3.1 Tube Extraction
Good object tubes relief us from misleading motion cues, which typically occur
when the camera motion dominates the object motion, the object does not move
at all, or multiple objects move as a unit.
The initial set of detections is generated by classifying the fast edge boxes
from Zitnick and Dollar [31] with the R-CNN from Girshick et al. [6]. We denote
the set of detected boxes with B and the ith detection in frame t with Bit.
Extracting a consistent tube over time translates to finding the longest path in
a graph that connects all bounding boxes of a frame with all bounding boxes in
successive frames:
P ∗ = argmax
P⊆B
∑
t1<t2
S(Bit1 , B
j
t2), (1)
where S(·, ·) measures the similarity between two detection Bit1 and Bjt2 ; see
Figure 4 for an illustration of the graph. Note that there can be multiple frames
between t1 and t2. Consistent detections with only little or no change in appear-
ance, position and shape reflect in high similarity values. The exact formulation
of the proposed similarity metric involves several terms, for which we refer to
Section 4.1, where we also provide associated ablation studies. An exemplary
tube extraction is shown in Figure 4 and some qualitative results are shown in
Figure 2.
In general this problem is NP-hard, but in this setting where we have a
directed acyclic graph, we find the global optimum in linear time using a dynamic
programming approach comparable to [29]. The used topology in [29] might look
similar to our graph, but we encode the node weights already in the edges and
the similarity metric is a different one.
Apart from increasing robustness, the detector labels the objects, which can
be crucial for many high-level vision tasks.
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Fig. 3. Top row: Overview of the segmentation pipeline. (a) One frame of the video.
(b) In the video, we detect spatio-temporal object tubes. (c) The optical flow and
the tubes together yield inside-outside maps. (d) Superpixels. (e) Spatio-temporal
graph based on these superpixels. (f) Final segmentation. Bottom row: Location
priors for the objects detected in this example (columns correspond to the bounding
boxes in the respective color). (g) Inside-outside maps based on optical flow. (h) Grab
cut segmentations within the detected bounding boxes. (i) Combination of both and
propagated over time.
3.2 Segmentation
We formulate the segmentation as an energy minimization problem with a unary
and a pairwise term:
u∗ = argmin
u
EU (u) + EP (u), (2)
where u assigns to each node in the video a label {1, . . . ,K}. The scaffold of
the most supervised (e.g. [9, 16]) and unsupervised (e.g. [18, 27]) video segmen-
tation algorithm is a spatio-temporal graph G = (V, E) that primary enforces
consistency within the frame and over time. Long and higher resolution video
shots make pixel-level segmentation computational too demanding. Therefore
the nodes v ∈ V and the final segmentation are on super-pixel level. We use
superpixels from Achanta et al. [1].
Regarding the edges, we distinguish between spatial and temporal connec-
tions. Adjacent super-pixels build a spatial edge and super-pixels connected by
optical flow build a temporal edge. For an example see Figure 3 (e).
Similar to [18, 27], the weighting λ(v1,v2) of the spatial edges is proportional
to the color similarity, whereas it depends on the number of matched pixels for
the temporal domain.
Unary Potential We extract the location prior L and the appearance model
A from motion features and the tubes. The sum builds the unary term:
EU (u) =
∑
v∈V
(
L
u(v)
t(v) (v) +A
u(v)
t(v) (v)
)
, (3)
6 Benjamin Drayer and Thomas Brox
where t(v) is the time of super-pixel v and u(v) the corresponding label.
For the location prior L, we first partition the inside-outside maps Mt [18].
These maps classify a pixel as object, if it lies within an area surrounded by
motion boundaries. We use the object tubes to restrict Mt:
M it = B
i
t ∩Mt, (4)
with the box Bit, so that we can reliably distinguish the motion between different
objects. Additionally, motion of the background or the camera is suppressed.
We complement the motion features with foreground features F it by segment-
ing the individual boxes of the tubes with GrabCuts [21]. This feature becomes
valuable, especially when the motion is constant or unreliable.
From the union of the two sets F it ∪M it , we directly compute the respective
appearance models Ai as Gaussian mixture models, where the background is
modeled as complement of all tubes.
Temporal smoothing of the combined motion and foreground features gives
us the location prior L. We use an optical flow propagation in a similar fash-
ion as [18] to remove single bad motion or foreground estimates and carry the
information beyond the endings of the tube.
A comprehensive example of this process, including the different location and
foreground maps as well as the location prior L is given in Figure 3.
Pairwise Potential The pairwise term, enforcing spatial and temporal smooth-
ness is a weighted Potts model:
Ep(u) =
∑
(v1,v2)∈E
δ(u(v1),u(v2)) · λ(v1,v2), (5)
where δ is the Kronecker delta and λ(v1,v2) is the edge weight.
We efficiently minimize the submodular energy with the Fast PD solver from
Komodakis and Tziritas [12].
4 Implementation Details
4.1 Similarity Measure
Favoring consistency in position, shape and appearance, reflects in the following
similarity measure for two detections Bt1 , Bt2 :
S(Bt1 , Bt2) =score(Bt2) · Scategory(Bt1 , Bt2) · Sapp(Bt1 , Bt2)
·Svol(Bt1 , Bt2) · Sside(Bt1 , Bt2) · Smatch(Bt1 , Bt2)
· Scenter(Bt1 , Bt2).
(6)
With the category label, the appearance and center term, we favor a consistent
appearance of the object. The side and volume constraints enforce the tube to
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Fig. 4. Illustration of the graph structure for a sample video. The left column shows
all initial detections, the right column the two final high scoring tubes that have been
extracted: the boat (magenta) and the person (cyan). Dashed boxes indicate parts of
the tube that have been interpolated between frames. The graph structure is shown
in the middle, where we show exemplified all edges for B1t1 . The corresponding longest
path is shown in green.
change its shape smoothly. Temporal consistency is encoded in the matching
term, and the score rewards confident detections.
The category label is a very powerful indicator and has to be consistent
through time. Therefore we set
Scategory =
{
1 if category(Bt1) = category(Bt2)
−∞ else . (7)
Due to movement of the camera and/or the object itself, the bounding box can
change over time. This is supposed to be a rather slow process, therefore we
favor small changes in both, the volume and the sides.
Svol = min
(
V ol(Bt1)
V ol(Bt2)
,
V ol(Bt2)
V ol(Bt1)
)
(8)
The cost for the side change is computed in the same way, where we take the
minimum of the height and the width change. The matching term gives the ratio
on how many points of Bt2 are matched by the optical flow F originating from
Bt1 .
Smatch =
|Matches|
V ol(Bt2)
Matches = {p ∈ Bt2 |∃q ∈ Bt1 : F (q) = p}
(9)
Although the optical flow is an indicator on how similar the two boxes are, the
volume of Bt2 and the possible distinct motion of object and background weaken
this term.
We compensate for that by additionally penalizing the deviation of the prop-
agated center cp of box Bt1 with the actual center c of Bt2 .
Scenter =
1
1 + 0.1 · ‖cp − c‖ (10)
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Correlating Bt1 with frame t2 gives us the propagated center cp. On a finer level,
this is less accurate than optical flow, but it is more robust.
The appearance term is the cosine-distance of color histograms H(·):
Sapp =
〈H(Bt1), H(Bt2)〉
‖H(Bt1)‖ · ‖H(Bt2)‖
. (11)
This cue is independent of the area and shape given by the corresponding bound-
ing box. Boxes with Sapp ≤ 0.8 are considered as distinct and the term is set to
−∞. When objects of the same class interact (e.g. overtaking cars, Figure 5),
the appearance is important to track them correctly.
4.2 Graph
We build the graph by connecting the detections in a temporal order. Since we
cannot assume that the detections are present in every frame we interconnect
each detection with the detections of the subsequent 20 frames.
Additionally, each node is connected to the source and sink, so that new
objects can enter and leave the scene, while being correctly tracked without
introducing additional knowledge about the object’s presence in the video. See
Figure 4 for a visualization of such a graph.
4.3 Post-processing
We interpolate the possible sparse tube into a dense one. The missing box in
frame t is interpolated by correlating the box found in frame (t− 1) with frame
t. Gaps of more than one frame are interpolated from both sides.
The set of tubes is cleaned by a volumetric non-maximum suppression, where
overlapping tubes of the same class with an intersection over union > 0.5 are
suppressed by the longer, respective higher scoring tube.
4.4 Tube Parameter Evaluation
We give a justification of the different terms in our proposed similarity measure
in form of an ablation study in Table 1. For the evaluation, we selected a subset of
the SegTrackv2 dataset (birds of paradise, bmx, drift, girl, monkey, penguin and
soldier) that excludes the categories, for which we have either no detector or not
sufficient detections. With no or little detections, tracking is almost independent
of different similarity measures. Note that we favored the SegTrackv2 dataset as
it provides annotation for every frame and allows for a more detailed analysis.
Having only every 10th frame annotated (YouTube), flickering or swapping of
labels between objects (as in the drift sequence, Figure 5) will be missed by the
evaluation metric.
We report the quality of the tube as IoU (intersection over union) between
the boxes of the tube and the boxes spanned by the GT-annotation. We judge
the impact of the different components by two experiments, first we drop the
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Fig. 5. Relevance of the appearance constraint Sapp. Our tube extraction result (top
row) gets significantly worse (bottom row) when we drop Sapp, as the two cars get
mixed up.
component (-) and measure how the performance decreases and second we use
the specific component as sole similarity measure (+). While the best perfor-
mance is achieved by using all components, the performance depends most on
the appearance term, which is exemplified in Figure 5.
score Sside Svol Svol Sside Smatch Scenter Smatch Scenter Sapp all
- 58.75 59.7 59.5 59.0 57.8 59.13 57.85 55.73 59.83
+ 53.47 55.07 54.33 53.99 54.75 54.81 54.21 57.39 59.83
Table 1. Ablation study of the tube extraction on a subset of SegTrackv2, reported as
IoU. Removing components from the system makes results worse (-). Some components
are more important than others. The performance of the individual components (+)
confirm that the appearance term is the most significant
4.5 Resolving Oversegmentation
When objects suddenly deform or rapidly change their appearance, it is likely
that they are tracked by multiple tubes. Lowering the restriction of the tube is
not a solution since the tubes would lose consistency. Especially when tracking
multiple objects, it is important that the tube does not jump between different
objects (see Figure 5).
Multiple tubes lead to a later oversegmentation. We use the location prior L
and the class label, to merge cohesive tubes. If the correlation between different
locations priors with the same class label is ≥ 0.5, we fuse the tubes. Figure 6
gives an typical example.
5 Results
With the evaluation on four video segmentation datasets (YouTube Objects [9],
egoMotion [16], SegTrackv2 [14] and FBMS [17]), we prove the performance of
the proposed method. The datasets impose different challenges and shortcom-
ings.
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(a)
(b)
(c)
(d)
(e)
(f)
Fig. 6. Multiple tubes tracking the same object (a) are a result of quick changes in
appearance, shape or position and lead to oversegmentation (e). Using the location
cues (b-d), we merge the tubes and consistently segment the bird (f).
EgoMotion and FBMS are complementary. In egoMotion, there is always a
single object that is largely static, whereas FBMS contains multiple moving ob-
jects. The downside of FBMS is that there is no ground-truth annotation for
static objects, because it is a benchmark dataset designed for motion segmenta-
tion.
SegTrackv2 and YouTube Objects are the most relevant datasets, since they
are composed of a variety of different settings. For video level segmentation
YouTube Objects have become the dataset on which state-of-the-art methods
report their results.
5.1 YouTube
Fig. 7. Results for the 10 different object categories of the YouTube dataset. The
proposed method distinguishes connected objects (boat, motorbike). Rapidly moving,
non-rigid objects (cat) cause some problems.
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126 Videos from 10 different classes make up the YouTube Objects dataset
[20]. Jain et al. [9] provide ground-truth annotation on a super-pixel level for ap-
proximately every 10th frame. The evaluation metric is the average intersection
over union
IOU =
|S ∩GT |
|S ∪GT | , (12)
where S is the segmentation and GT the ground truth.
With the proposed tubes, an implicit segmentation is already given by the
foreground features F (tube cut). Besides our full segmentation, we evaluate two
further approaches. First we use only the partitioned motion features M it as prior
for the segmentation (OURS-M). Analogously, we evaluate the segmentation
based on pure appearance features F it (OURS-F).
The results in Table 2 show that the foreground features without further
processing perform similar to pure motion based segmentation. The best result
is achieved by the combination of motion and appearance cues, which beats
current state of the art methods by at least 3%.
aero bird boat car cat cow dog horse motorbike train avg cat avg vid
[17] 13.7 12.2 10.8 23.7 18.6 16.3 18.0 11.5 10.6 19.6 15.5 −
[23] 17.8 19.8 22.5 38.3 23.6 26.8 23.7 14.0 12.5 40.4 23.9 22.8
[18] 65.5 69.2 43.9 66.1 49.3 38.0 50.0 31.6 31.9 34.0 47.9 45.7
[30] 75.8 60.8 43.7 71.1 46.5 54.6 55.5 54.9 42.4 35.8 54.1 52.6
[25] 63.0 69.0 40.0 61.0 48.0 46.0 67.0 53.0 47.0 38.0 53.0 −
[15] 59.3 67.6 32.6 50.5 33.1 27.4 35.6 46.0 18.4 47.3 41.8 37.3
tube cut 72.3 46.4 56.6 47.0 30.1 55.7 39.4 47.9 35.1 36.7 46.7 45.8
OURS-M 65.0 72.7 49.1 68.9 49.9 49.6 54.4 39.0 37.2 37.0 52.3 51.2
OURS-F 73.3 67.0 60.0 57.3 34.5 62.4 54.7 54.6 42.1 38.1 54.4 54.0
OURS 74.4 72.1 58.5 60.0 45.7 61.2 55.2 56.6 42.1 36.7 56.2 55.8
Table 2. Results for the YouTube dataset, reported as IoU. The proposed method
performs 3% better than the current state-of-the-art method [30]. The combination of
motion and appearance features lead to the best performance.
5.2 SegTrackv2
The SegTrackv2 dataset [14] consists of 14 videos with frame-wise ground-truth
annotation. Single and multiple objects, slow and fast motion, as well as oc-
cluding and interacting objects are present. Note that only in sequences, where
known objects are present, our method can perform well. When processing se-
quences with unknown objects such as parachute or worm, we can only rely on
motion features and we fall back to the approach in [18]. Regarding cases, in
which we can extract tubes, e.g. bmx or drift sequence, we clearly outperform
the other methods. On average, we are 4.3% better than the other methods; see
Table 3. Qualitative results and comparisons are shown in Figure 8.
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[17] [11] [18] [15] OURS
bird of paradise 17.2 79.0 74.9 43.2 50.5
birdfall 0.5 0.5 4.5 − 4.5
bmx-person 4.8 70.4 47.8 0.9 90.7
bmx-bike 1.2 17.3 16.3 20.0 33.5
cheetah-deer 1.9 1.9 47.1 − 41.9
cheetah-cheetah 0.9 3.9 17.9 − 0
drift-car1 35.1 50.2 48.4 36.0 70.1
drift-car2 12.4 0.3 35.0 39.6 60.2
frog 41.5 43.1 57.3 − 68.4
girl 52.1 51.4 53.8 65.8 65.4
monkey 35.8 22.8 64.8 − 65.2
monkeydog-dog 1.4 6.8 0 0 0
monkeydog-monkey 54.9 54.9 77.7 0 77.7
hummingbird-bird1 3.9 11.0 10.1 39.8 10.4
hummingbird-bird2 55.4 32.4 51.6 30.2 9.4
parachute 90.3 89.8 68.7 − 68.7
penguin-penguin1 8.5 8.6 4.7 20.0 43.0
penguin-penguin2 3.8 4.1 1.9 0.7 0
penguin-penguin3 0 3.8 1.7 14.9 0
penguin-penguin4 0 0 2.2 0 0
penguin-penguin5 0 0 8.9 0 0
penguin-penguin6 0 5.3 18.3 0.61 73.6
soldier 63.0 50.1 36.9 0 64.0
worm 2.7 23.0 69.0 − 69.0
avg obj 27.9 34.5 43.7 24.8∗ 48.0
avg vid 20.3 26.3 34.2 18.3∗ 40.3
Table 3. Quantitative results for the
SegTrackv2 dataset, reported as IoU.
(∗) Results are averaged over the videos
containing objects from the 20 pascal
classes.
car cat chair dog average
[17] 33.6 13.5 16.2 41.7 26.3
[11] 37.9 45.3 19.8 53.4 39.1
[18] 47.6 56.6 59.5 64.2 57.0
[15] 86.1 16.6 39.0 47.1 47.2
OURS 78.0 65.7 73.5 75.2 73.1
Table 4. Results reported as IoU for
the egoMotion dataset [16]. We have a
16% improvement compared to motion
segmentation approaches.
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Fig. 8. Results for the SegTrackv2
dataset. From top to bottom: ground
truth, Ochs et al. [17], Keuper et al.
[11], Papazoglou and Ferrari [18] and
ours. The example from the drift se-
quence shows that motion based meth-
ods fail when the objects are close to
each other and move similarly. In the
second frame the two pylons in the up-
per left corner are detected as traffic
lights. For the penguin sequence, we de-
tected only two tubes and thus did not
segment the remaining penguins.
5.3 egoMotion
The egoMotion dataset [16] consists of 24 videos from 4 categories (cars, cats,
chairs, dogs), where each video features a single object. The main challenge is
the dominant camera motion, which is hard to handle for pure motion based
methods. The extraction of the tubes give us a vital prior, resulting in 73.1
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Fig. 9. Results for the egoMotion dataset [16]. From top to bottom: Ground truth,
Ochs et al. [17], Keuper et al. [11], Long et al. [15], Papazoglou and Ferrari [18] and
ours. For static objects, the image motion at the bottom of the object and the ground
is the same. Thus, pure motion segmentation methods fail.
(IoU), whereas the best motion based method [18] achieves 57.0; compare Table
4.
5.4 FBMS
The Freiburg-Berkely-Motion-Segmentation dataset [17] shows a great variety of
different moving objects over 59 videos. Regarding the evaluation we follow [17]
and report the results as average precision and recall, where
Pi,j =
|Si ∩GTj |
|Si| Ri,j =
|Si ∩GTj |
|GTi| Fi,j =
2Pi,jRi,j
Pi,j +Ri,j
(13)
The assignments between segmentations and ground-truth are chosen so that
the F-measure is maximized. An object is counted as successfully segmented, if
F ≥ 0.75, where the background does not count as an object, so the number
is reduced by 1. Our method clearly performs better than [17] and [18], both
in terms of the F-measure and the number of segmented objects. However, [11]
and [28] achieve better results; compare Table 5. In Figure 10, we reveal some of
the cases that reduce our performance. The missing annotation of static objects
(parking cars) and the labeling of different objects as one moving unit (rider on
horse) decrease our performance.
5.5 Runtime and Scalability
The average runtime is ∼ 8 seconds per frame. Table 6 gives an detailed overview
of the contribution of the different components. The main costs (in seconds) are
caused by running the object detector (1.53), GrabCuts (2.1), Optical Flow
(1.04) and the correlation of boxes (1.52).
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Training Test
P R F F ≥ 75% P R F F ≥ 75%
[17] 81.50% 63.23% 71.21% 16/65 74.91% 60.14% 66.72% 20/69
[11] 85.31% 68.70% 76.11% 24/65 85.95% 65.07% 74.07% 23/69
[18] 85.86% 61.85% 71.90% 13/65 88.72% 54.84% 67.78% 14/69
[28] 89.53% 70.74% 79.03% 26/65 91.47% 64.75% 75.82% 27/69
[15] 79.03% 63.66% 70.52% 13/65 75.36% 59.66% 66.60% 19/69
OURS 84.27% 66.48% 74.32% 20/65 86.76% 63.28% 73.18% 23/69
Table 5. Quantitavie evaluation on the FBMS dataset [17].
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Fig. 10. Qualitative results for the FBMS dataset [17]. From top to bottom: ground
truth, Ochs et al. [17], Keuper et al. [11], Long et al. [15], Papazoglou and Ferrari [18]
and ours. Typical failure cases of our method on this dataset are: the segmentation of
static objects, e.g. the white car (segmented in cyan) in the car sequence. Splitting
moving objects, e.g. the rider and horse. For the giraffe sequence, the extracted tubes
switch the object leading to an inconsistent segmentation.
The scalability is analyzed in Figure 11, where we observe a linear behavior
for both, the tube extraction and the segmentation.
6 Conclusions
We have presented a video object segmentation algorithm that combines object
detection with bottom-up motion and appearance cues. The detection makes the
segmentation robust against a variety of challenges in pure bottom-up methods
and provides a class label for each object instance. In cases where the detector
is not available, because the object class is unknown, the method falls back to
a bottom-up approach and can still perform very well. Our evaluation on four
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c 1.04 1.53 0.58 1.52 0.04 0.05 0.004 0.42 0.34 0.21 2.1 0.18 0.28 0.03 0.002
4.14 3.14
8.33
Table 6. Runtime for the video segmentation and its components in seconds per frame.
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Fig. 11. The runtime of the segmentation (blue) and tube (red) scales linear with the
number of frames. Detection, optical flow and super pixel computation take constant
time per frame.
video segmentation datasets showed that we achieve state-of-the-art performance
except for the FBMS dataset due to the missing annotation of static objects.
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