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1. Introduction
To suppress pest usually farmers resort to pesticides. Nowadays, people recognized that the usage of pesticides seriously
affect human health and the environment. Furthermore there are a lot of bad consequences, such as insect resistance and
the death of natural enemies. At this moment, the use of biologically-based technologies for pest control is one of the most
effective methods and has received much attention from both ecologists and applied mathematicians. Releasing the natural
enemies is one of the important biological controlling methods. The use of microbial pesticides is another important method
of bio-control. People pay much more attentions on the usage of entomopathogens to control pests. Theoretical population
ecologists Anderson and May [1] studied the basic system⎧⎪⎪⎨⎪⎪⎩
dS
dt
= r(S + I) − bS − ρS I + μI,
dI
dt
= ρS I − (θ + b + μ)I,
(1.1)
where S is the number of susceptible hosts, I is the number of infected hosts, r is the per capita host birth rate, b is the
host death rate independent of the pathogen, ρ is the transmission eﬃciency, μ is the host recovery rate and θ is the
pathogen-induced death rate. In particular, they formulated and studied the system
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dI
dt
= ρP S − (θ + b + μ)I,
dH
dt
= rH − θ I,
dP
dt
= A + ωI − (γ + ρH)P ,
where H is the total host population (S + I), P is the population of infective pathogen stage, ω is the rate of infective
individuals producing infective pathogen stage, γ is the infective stage mortality rate, A is the rate of introduction of
the pathogen in a biological control program and the other terms are deﬁned as in (1.1). They showed that if A exceeded a
critical level, the host (pest) population would decrease to zero. Brown [2] developed a modiﬁed SIRS model as a framework
for the study of epizootiological dynamics in an insect-pathogen system⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
dR
dt
= β S − δR,
dS
dt
= rR − ρS P − (β + α)S,
dI
dt
= ρS P − θ I,
dP
dt
= θωI − γ P ,
where R is the refractive host population, β the transition rate from susceptible to refractive stages, δ the refractive death
rate and α the non-pathogenrelated death rate of the susceptible individuals. By means of the linearized stability analysis,
he showed that the system can exhibit stable, periodic or unstable behavior depending on model parameters. There are
many other literatures about biological control [3–6].
The age-structured models have been studied by many authors, such as Webb [7], Iannelli [8], Cushing [9], Magal and
Thieme [10], Magal and Ruan [11]. As is known that the existence and stability of non-trivial periodic solutions in age
structured models have been very interesting and diﬃcult problems. However, there are very few results on this subject.
We will consider an age structured pest-pathogen model. In this model, the pest population is divided into a susceptible
and an infective classes. In particular, an additional variable a is used to keep track of the so-called age of infection. To
study age structured populations we usually start from an equation of the form
∂u(t,a)
∂t
+ ∂u(t,a)
∂a
= −μ(a)I(t,a),
with the boundary and initial conditions
u(0,a) = u0(a), u(t,0) = N(t),
where t is time and a is age and u(t,a) is the density of individuals of age a at time t . μ(a) is the death rate of individuals
of age a. N(t) is the birth rate. Let t and a denote time and age of infection, and let S(t) be the density of susceptible hosts,
I(t,a) be the density of infected hosts, and P be the density of pest pathogen. The model to be studied is of the following
form ⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
S ′(t) = δS(t) − α1P (t)S(t), t > 0,
∂ I(t,a)
∂t
+ ∂ I(t,a)
∂a
= −dI (a)I(t,a), t,a > 0,
P ′(t) = γ − dp P (t) +
+∞∫
0
β(a)I(t,a)da − α2P (t)S(t), t,a > 0,
(1.2)
with the boundary and initial conditions
I(t,0) = α1P (t)S(t), t > 0,
S(0) = S0  0, P (0) = P0  0, I(0,a) = I0(a) ∈ L1+
(
(0,+∞),R),
where δ = r − b0, b0 > 0 is the host death rate independent of the pathogen and r > 0 is the per capita host birth rate.
α1 > 0 denotes the number of susceptible pests converted to infected pests per pathogen cell and unit of time, α2 > 0
represents the number of pathogen consumed to propagate the infection per susceptible pest and unit of time, dp > 0 is
the rate of pathogen removed, dI (a) represents the rate of infected hosts removed with age of infection a, γ is the rate
of introduction of the pathogen in a biological control program, β(a) denotes the rate at which the infected pests release
pathogen.
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librium of system (1.2). In [12] Thieme ﬁrst observed that age-structured models can be regarded as abstract non-densely
deﬁned Cauchy problems. Recently a center manifold theory (see [13]) and a Hopf bifurcation theorem (see [14]) have been
developed for non-densely deﬁned Cauchy problems. Therefore in this paper we will consider the Hopf bifurcation by using
the results in [13] and [14] associated with the integrated semigroup theory [15–17]. It turns out that the age-dependent
compartmental pest-pathogen model (1.2) undergoes a Hopf bifurcation at the positive equilibrium under some conditions.
In particular, a non-trivial periodic solution bifurcates from the positive equilibrium when the bifurcation parameter crosses
the critical values. This demonstrates that the age-dependent compartmental pest-pathogen model has an intrinsic tendency
to oscillate due to the changes of the bifurcation parameter.
For ease of reference in Section 2 we summarize the main result on Hopf bifurcation theorem obtained in [14]. In
Section 3 the stability of equilibria and the existence of Hopf bifurcation are considered. An example and some numerical
simulations were given in Section 4. We present the biological signiﬁcance of the mathematical ﬁndings in Section 5.
2. Preliminaries
The purpose of this section is to recall the Hopf bifurcation theorem obtained in [14] for the following non-densely
deﬁned abstract Cauchy problem:
du(t)
dt
= Au(t) + F (μ,u(t)), ∀t  0, u(0) = x ∈ D(A), (2.1)
where A : D(A) ⊂ X → X is a linear operator on a Banach space X with D(A) not dense in X and A not necessary to be a
Hille–Yosida operator, F : R × D(A) → X is a Ck map with k 4, and μ ∈ R is the bifurcation parameter. Set
X0 := D(A) and A0 := AX0 ,
where AX0 is the part of A in X0, which is deﬁned by
AX0x = Ax, ∀x ∈ D(AX0) =
{
x ∈ D(A) ∩ X0: Ax ∈ X0
}
.
We make the following assumption on the linear operator A and F .
Assumption 2.1. Assume that A : D(A) ⊂ X → X is a linear operator on a Banach space (X,‖.‖) such that there exist two
constants, ωA ∈ R and MA  1, such that (ωA,+∞) ⊂ ρ(A) and the following properties are satisﬁed:
(a) limλ→+∞(λI − A)−1x = 0, ∀x ∈ X;
(b) ‖(λI − A)−k‖L(X0)  MA(λ−ωA)k , ∀λ > ωA , ∀k 1.
Assumption 2.1 implies that A0 is the inﬁnitesimal generator of a strongly continuous semigroup {T A0 (t)}t0 of bounded
linear operators on X0 and A generates a uniquely determined integrated semigroup {S A(t)}t0.
Assumption 2.2. There exists a function δ : [0,+∞) → [0,+∞) with
lim
t(>0)→0 δ(t) = 0,
such that for each τ > 0 and f ∈ C([0, τ ], X), t → ∫ t0 S A(t − s) f (s)ds is continuously differentiable and∥∥∥∥∥ ddt
t∫
0
S A(t − s) f (s)ds
∥∥∥∥∥ δ(t) sups∈[0,t]∥∥ f (s)∥∥, ∀t ∈ [0, τ ].
Assumption 2.3. Let ε > 0 and F ∈ Ck((−ε, ε) × BX0(0, ε); X) for some k  4. Assume that the following conditions are
satisﬁed:
(a) F (μ,0) = 0, ∀μ ∈ (−ε, ε), and ∂x F (0,0) = 0.
(b) (Transversality condition) For each μ ∈ (−ε, ε), there exists a pair of conjugated simple eigenvalues of (A + ∂x F (μ,0))0,
denoted by λ(μ) and λ(μ), such that
λ(μ) = α(μ) + iω(μ),
the map μ → λ(μ) is continuously differentiable,
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dμ
= 0,
and
σ(A0) ∩ iR =
{
λ(0), λ(0)
}
.
(c) The essential growth rate of {T A0 (t)}t0 is strictly negative, that is,
ω0,ess(A0) < 0.
The main result in [14] is the following Hopf bifurcation theorem.
Theorem 2.4 (Hopf bifurcation). Let Assumptions 2.1–2.3 be satisﬁed. Then there exist ε∗ > 0, three Ck−1 maps, ε → μ(ε) from
(0, ε∗) into R, ε → xε from (0, ε∗) into D(A), and ε → γ (ε) from (0, ε∗) into R, such that for each ε ∈ (0, ε∗) there exists a γ (ε)-
periodic function uε ∈ Ck(R, X0), which is an integrated solution of (2.1) with the parameter value equals μ(ε) and the initial value
equals xε . So for each t  0, uε satisﬁes
uε(t) = xε + A
t∫
0
uε(l)dl +
t∫
0
F
(
μ(ε),uε(l)
)
dl.
Moreover, we have the following properties
(i) There exist a neighborhood N of 0 in X0 and an open interval I in R containing 0, such that for μ̂ ∈ I and any periodic solution
û(t) in N withminimal period γ̂ close to 2πω(0) of (2.1) for the parameter value μ̂, there exists ε ∈ (0, ε∗) such that û(t) = uε(t+θ)
(for some θ ∈ [0, γ (ε))), μ(ε) = μ̂, and γ (ε) = γ̂ .
(ii) The map ε → μ(ε) is a Ck−1 function and we have the Taylor expansion
μ(ε) =
[ k−22 ]∑
n=1
μ2nε
2n + O (εk−1), ∀ε ∈ (0, ε∗),
where [ k−22 ] is the integer part of k−22 .
(iii) The period γ (ε) of t → uε(t) is a Ck−1 function and
γ (ε) = 2π
ω(0)
[
1+
[ k−22 ]∑
n=1
γ2nε
2n
]
+ O (εk−1), ∀ε ∈ (0, ε∗),
where ω(0) is the imaginary part of λ(0) deﬁned in Assumption 2.3.
3. Stability of equilibria and Hopf bifurcation
In this section we study the stability of equilibria and the existence of Hopf bifurcation for the age-dependent compart-
mental pest-pathogen model⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
S ′(t) = δS(t) − α1P (t)S(t), t > 0,
∂ I(t,a)
∂t
+ ∂ I(t,a)
∂a
= −dI (a)I(t,a), t,a > 0,
P ′(t) = γ − dp P (t) +
+∞∫
0
β(a)I(t,a)da − α2P (t)S(t), t,a > 0,
(3.1)
with the boundary and initial conditions
I(t,0) = α1P (t)S(t), t > 0,
S(0) = S0  0, P (0) = P0  0, I(0,a) = I0(a) ∈ L1+
(
(0,+∞),R).
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∂ I(t,a)
∂t
+ ∂ I(t,a)
∂a
= −dI (a)I(t,a), t,a > 0,
dV (t)
dt
= −CV (t) + G
(
V (t),
+∞∫
0
β(a)I(t,a)da
)
,
I(t,0) = α1P (t)S(t), t > 0,
I(0,a) = I0(a) ∈ L1+
(
(0,+∞),R),
V (0) = V0 ∈ R2,
(3.2)
where
V (t) =
(
S(t)
P (t)
)
, V (0) = V0 =
(
S0
P0
)
∈ R2,
C =
(
b0 0
0 dp
)
, G
(
V (t),
+∞∫
0
β(a)I(t,a)da
)
=
(
rS(t) − α1P (t)S(t)
γ + ∫ +∞0 β(a)I(t,a)da − α2P (t)S(t)
)
.
In system (3.2), by setting
V (t) :=
+∞∫
0
v(t,a)da,
where v(t,a) = ( v1(t,a)
v2(t,a)
)
, we can rewrite the ordinary differential equation in (3.2) as an age-structured model⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
∂v(t,a)
∂t
+ ∂v(t,a)
∂a
= −C v(t,a),
v(t,0) = G
( +∞∫
0
v(t,a)da,
+∞∫
0
β(a)I(t,a)da
)
,
v(0,a) = v0 ∈ L1
(
(0,+∞),R2).
Thus by setting w(t,a) = ( I(t,a)
v(t,a)
)
, we obtain the following system⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
∂w(t,a)
∂t
+ ∂w(t,a)
∂a
= −D(a)w(t,a),
w(t,0) = B(w(t, ·)),
w(0, ·) = w0 =
(
I0
v0
)
∈ L1((0,+∞),R3),
(3.3)
where
D(a) =
⎛⎝dI (a) 0 00 b0 0
0 0 dp
⎞⎠ , B(w(t, ·))=
⎛⎝ α1P (t)S(t)rS(t) − α1P (t)S(t)
γ + ∫ +∞0 β(a)I(t,a)da − α2P (t)S(t)
⎞⎠ .
Here we follow the results developed in Magal [18], and consider the Banach space
X = R3 × L1((0,+∞),R3)
with
∥∥( α
ϕ
)∥∥= ‖α‖R3 + ‖ϕ‖L1((0,+∞),R3).
Deﬁne the linear operator L : D(L) → X by
L
(
0
ϕ
)
=
( −ϕ(0)
−ϕ′ − Dϕ
)
with D(L) = {0} × W 1,1((0,+∞),R3), and the operator F : D(L) → X by
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((
0
ϕ
))
=
(
B(ϕ)
0
)
.
We observe that L is non-densely deﬁned since
X0 := D(L) = {0} × L1
(
(0,+∞),R3).
Then setting
x(t) =
(
0
w(t, ·)
)
,
we can rewrite system (3.3) as the following non-densely deﬁned abstract Cauchy problem⎧⎪⎪⎨⎪⎪⎩
dx(t)
dt
= Lx(t) + F (x(t)), t  0,
x(0) =
(
0
w0
)
∈ D(L).
(3.4)
The global existence and uniqueness of solution of Eq. (3.4) follow from the results of Magal [18] and Magal and
Ruan [19]. For consideration of the positive solution, we go back to system (3.1), which is the special case of (1.2)+(1.9)
in [20]. Therefore we obtain that the solution of system (3.1) under the nonnegative initial values
S(0) = S0  0, P (0) = P0  0, I(0,a) = I0(a) ∈ L1+
(
(0,+∞),R),
is nonnegative from Theorem 1.1 in [20].
3.1. Existence of equilibria
If x(a) = ( 0
w(a)
) ∈ X0 is an equilibrium of (3.4), we must have(
0
w(a)
)
∈ D(L) and L
(
0
w(a)
)
+ F
((
0
w(a)
))
= 0,
which is equivalent to
−w(0) + B(w(·))= 0,
−w ′(a) − D(a)w(a) = 0.
Hence we obtain
w(a) =
⎛⎝ I(a)v1(a)
v2(a)
⎞⎠=
⎛⎜⎝ α1P Se
− ∫ a0 dI (l)dl
(rS − α1P S)e−b0a
(γ + ∫ +∞0 β(a)I(a)da − α2P S)e−dpa
⎞⎟⎠
with P = ∫ +∞0 v2(a)da and S = ∫ +∞0 v1(a)da. If S = 0, w(a) = ( 00
γ e−dpa
)
is an equilibrium and I = 0, P = γdP . If S = 0, then
w(a) =
(
I(a)
v1(a)
v2(a)
)
is a positive equilibrium if and only if δ > 0 and α1γ−dpδ
α2−α1
∫ +∞
0 β(a)e
− ∫ a0 dI (l)dl da > 0, where
I(a) = δSe−
∫ a
0 dI (l)dl,
v1(a) = b0Se−b0a,
v2(a) =
(
γ +
+∞∫
0
β(a)I(a)da − α2P S
)
e−dpa,
P = δ
α1
,
S = α1γ − dpδ
δ(α2 − α1
∫ +∞
0 β(a)e
− ∫ a0 dI (l)dl da) . (3.5)
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From the above analysis, we can make the following change of variable
y(t) := x(t) − x(a)
and obtain⎧⎪⎪⎨⎪⎪⎩
dy(t)
dt
= Ly(t) + F (y(t) + x(a))− F (x(a)), t  0,
y(0) =
(
0
w0 − w(a)
)
 y0 ∈ D(L).
(3.6)
Therefore the linearized equation of (3.6) around the equilibrium 0 is given by
dy(t)
dt
= Ly(t) + DF (x)y(t) for t  0, y(0) ∈ X0.
Then (3.6) can be written as
dy(t)
dt
= Ay(t) + H(y(t)), for t  0, (3.7)
where
A = L + DF (x)
is a linear operator and
H
(
y(t)
)= F (y(t) + x)− F (x) − DF (x)y(t)
satisfying H(0) = 0, and DH(0) = 0.
Assumption 3.1. Assume that
dI (a) :=
{
d∗, if a τ ,
0, if a ∈ (0, τ ),
where τ > 0 and d∗ > 0.
Denote
μ :=min{d∗,b0,dp}> 0 and Ω := {λ ∈ C: Re(λ) > −μ}.
By applying the results of Liu, Magal and Ruan [14], we obtain the following result.
Lemma 3.2. For λ ∈ Ω , λ ∈ ρ(L) and
(λI − L)−1
(
α
ψ
)
=
(
0
ϕ
)
⇔ ϕ(a) = e−
∫ a
0 (λI+D(l))dlα +
a∫
0
e−
∫ a
s (λI+D(l))dlψ(s)ds
with
( α
ψ
) ∈ X and ( 0
ϕ
) ∈ D(L). Moreover, L is a Hille–Yosida operator and
∥∥(λI − L)−n∥∥ ML
(Re(λ) + μ)n , ∀Re(λ) > −μ, ∀n 1, (3.8)
where ML = 1+ ed∗τ .
Deﬁne the part of L in D(L) by L0,
L0 : D(L0) ⊂ X → X
with L0x = Lx for x ∈ D(L0) = {x ∈ D(L): Lx ∈ D(L)}. Then we get for
( 0
ϕ
) ∈ D(L0),
L0
(
0
)
=
(
0̂
)
,
ϕ L0ϕ
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D (̂L0) =
{
ϕ ∈ W 1,1((0,+∞),R3): ϕ(0) = 0}.
From the above we have the following result.
Lemma 3.3. The linear operator L0 is the inﬁnitesimal generator of the strongly continuous semigroup {TL0 (t)}t0 of bounded linear
operators on D(L), and for each t  0 the linear operator TL0 (t) is deﬁned by
TL0(t)
(
0
ϕ
)
=
(
0
T̂ L0(t)ϕ
)
,
where
T̂ L0(t)(ϕ)(a) =
{
e−
∫ a
a−t D(l)dlϕ(a − t), if a t,
0, otherwise.
Now we estimate the essential growth bound of the strongly continuous semigroup generated by A0 which is the part
of A : D(A) ⊂ X → X in D(A). We observe that for any ( 0
ϕ
) ∈ D(L),
DF (x)
(
0
ϕ
)
=
(
DB(ω)(ϕ)
0
)
,
where
DB(ω)(ϕ) =
⎛⎝0 α1P α1S0 r − α1P −α1S
0 −α2P −α2S
⎞⎠ +∞∫
0
ϕ(a)da
+
⎛⎝0 0 00 0 0
1 0 0
⎞⎠ +∞∫
0
β(a)ϕ(a)da.
Then DF (x) : D(L) ⊂ X → X is a compact bounded linear operator. From (3.8) we obtain∥∥TL0(t)∥∥ MLe−μt, ∀t  0.
Thus we have
ω0,ess(L0)ω0(L0)−μ.
Since DF (x) is a compact bounded linear operator, we can apply the perturbation results in Thieme [21] or Ducrot, Liu and
Magal [22] to deduce that
ω0,ess
(
L + DF (x))0 −μ < 0.
Hence we obtain the following proposition.
Proposition 3.4. The essential growth rate of the strongly continuous semigroup generated by A0 is strictly negative, that is,
ω0,ess(A0) < 0.
3.3. Characteristic equation
For convenience, we set C := DF (x). Let λ ∈ Ω. Since (λI − L) is invertible, it follows that λI − (L+ DF (x)) = λI − (L+ C)
is invertible if and only if I − C(λI − L)−1 is invertible. Moreover, when I − C(λI − L)−1 is invertible we have(
λI − (L + C))−1 = (λI − L)−1(I − C(λI − L)−1)−1.
Consider(
I − C(λI − L)−1)(α
ϕ
)
=
(
γ
ψ
)
or
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α
ϕ
)
− C
(
0
e−
∫ a
0 (λI+D(l))dlα + ∫ a0 e− ∫ as (λI+D(l))dlϕ(s)ds
)
=
(
γ
ψ
)
.
Then we obtain the system⎧⎪⎪⎨⎪⎪⎩
α − DB(w)
(
e−
∫ a
0 (λI+D(l))dlα +
a∫
0
e−
∫ a
s (λI+D(l))dlϕ(s)ds
)
= γ ,
ϕ = ψ,
i.e., ⎧⎪⎪⎨⎪⎪⎩
α − DB(w)(e− ∫ a0 (λI+D(l))dlα)= γ + DB(w)( a∫
0
e−
∫ a
s (λI+D(l))dlϕ(s)ds
)
,
ϕ = ψ.
From the formula of DB(w) we know
α − DB(w)(e− ∫ a0 (λI+D(l))dlα)
=
⎡⎢⎢⎢⎢⎢⎢⎢⎣
I −
⎛⎝0 α1P α1S0 r − α1P −α1S
0 −α2P −α2S
⎞⎠ +∞∫
0
e−
∫ a
0 (λI+D(l))dl da
−
⎛⎝0 0 00 0 0
1 0 0
⎞⎠ +∞∫
0
β(a)e−
∫ a
0 (λI+D(l))dl da
⎤⎥⎥⎥⎥⎥⎥⎥⎦
α.
Denote
(λ) = I −
⎛⎝0 α1P α1S0 r − α1P −α1S
0 −α2P −α2S
⎞⎠ +∞∫
0
e−
∫ a
0 (λI+D(l))dl da
−
⎛⎝0 0 00 0 0
1 0 0
⎞⎠ +∞∫
0
β(a)e−
∫ a
0 (λI+D(l))dl da (3.9)
and
K (λ,ψ) = DB(w)
( a∫
0
e−
∫ a
s (λI+D(l))dlψ(s)ds
)
. (3.10)
Then (λ)α = γ + K (λ,ψ) and we obtain the characteristic equation
det
(
(λ)
)= 0.
Whenever (λ) is invertible, we have
α = ((λ))−1(γ + K (λ,ψ)).
From the above discussion, we obtain the following lemma.
Lemma 3.5. The following results hold.
(i) σ(L + C) ∩ Ω = σP (L + C) ∩ Ω = {λ ∈ Ω: (λ) = 0}.
(ii) If λ ∈ ρ(L + C) ∩ Ω , we have the following formula for the resolvent(
λI − (L + C))−1(α
ϕ
)
=
(
0
ψ
)
⇔ ψ(a) = e−
∫ a
0 (λI+D(l))dl((λ))−1(α + K (λ,ϕ))+ a∫
0
e−
∫ a
s (λI+D(l))dlϕ(s)ds, (3.11)
where (λ) and K (λ,ϕ) are deﬁned in (3.9) and (3.10).
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λI − (L + C))−1(α
ϕ
)
= (λI − L)−1(I − C(λI − L)−1)−1(α
ϕ
)
=
(
0
ψ
)
.
Let (
I − C(λI − L)−1)−1(α
ϕ
)
=
(
α̂
ϕ̂
)
.
From the above discussion, we obtain{
α̂ = ((λ))−1(α + K (λ,ϕ)),
ϕ̂ = ϕ.
Then by Lemma 3.2 we obtain (3.11). Therefore we have {λ ∈ Ω: det((λ)) = 0} ⊂ ρ(L + C), and σ(L + C) ∩ Ω ⊂ {λ ∈ Ω:
det((λ)) = 0}. Conversely, assume that λ ∈ Ω and det((λ)) = 0. We claim that we can ﬁnd ( 0
ψ
) ∈ D(L) \ {0} such that
(L + C)
(
0
ψ
)
= λ
(
0
ψ
)
. (3.12)
In fact, set(
α
ϕ
)
:= (λI − L)
(
0
ψ
)
⇔
(
0
ψ
)
= (λI − L)−1
(
α
ϕ
)
.
Thus we can ﬁnd a solution of (3.12) if and only if we can ﬁnd
( α
ϕ
) ∈ X \ {0} satisfying[
I − C(λI − L)−1](α
ϕ
)
= 0.
From the above argument this is equivalent to ﬁnding
( α
ϕ
) = 0 satisfying{
(λ)α = 0,
ϕ = 0,
which means that we can ﬁnd a solution of (3.12) if and only if we can ﬁnd α = 0 such that (λ)α = 0. But since by
assumption det((λ)) = 0, we can ﬁnd α = 0, which is an eigenvector associated to the eigenvalue λ such that (λ)α = 0.
So we can ﬁnd
( 0
ψ
) ∈ D(A) \ {0} satisfying (3.12), and thus λ ∈ σP (L + C). Hence {λ ∈ Ω: det((λ)) = 0} ⊂ σP (L + C) and
(i) follows. 
Now we deduce the formula of the characteristic equation det((λ)) = 0.
Assumption 3.6. Assume that
β(a) :=
{
β∗, if a τ ,
0, if a ∈ (0, τ ),
where τ > 0 and β∗ > 0.
Under Assumptions 3.1 and 3.6, we ﬁnd that
+∞∫
0
e−
∫ a
0 (λI+D(l))dl da =
⎛⎜⎜⎝
λ+d∗−d∗e−λτ
λ(λ+d∗) 0 0
0 1
λ+b0 0
0 0 1
λ+dp
⎞⎟⎟⎠ (3.13)
and
+∞∫
0
β(a)e−
∫ a
0 (λI+D(l))dl da =
⎛⎜⎜⎝
β∗e−λτ
λ+d∗ 0 0
0 e
−(λ+b0)τ
λ+b0 0
0 0 e
−(λ+dp )τ
λ+dp
⎞⎟⎟⎠ . (3.14)
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Now we consider the stability of the boundary equilibrium (I, S, P ) = (0,0, γdP ). Under Assumptions 3.1 and 3.6, it follows
from (3.9), (3.13) and (3.14) that
(λ) = I −
⎛⎜⎝0
α1γ
dP
0
0 r − α1γdP 0
0 −α2γdP 0
⎞⎟⎠ +∞∫
0
e−
∫ a
0 (λI+D(l))dl da
−
⎛⎝0 0 00 0 0
1 0 0
⎞⎠ +∞∫
0
β(a)e−
∫ a
0 (λI+D(l))dl da
=
⎛⎜⎜⎜⎝
1 − α1γdP (λ+b0) 0
0 1− r−
α1γ
dP
(λ+b0) 0
−β∗e−λτ
λ+d∗
α2γ
dP (λ+b0) 1
⎞⎟⎟⎟⎠ .
Thus we obtain the characteristic equation
det
(
(λ)
)= λ + b0 − r + α1γdP
(λ + b0) = 0. (3.15)
By using Lemma 3.5, we obtain the following result.
Theorem 3.7. Assume δ > 0 and dpδ − α1γ < 0. Then the boundary equilibrium (0,0, γdP ) of compartmental pest-pathogen
model (3.1) is asymptotically stable.
3.5. Stability of the positive equilibrium and Hopf bifurcation
Under Assumptions 3.1 and 3.6, if δ > 0 and dpδ−α1γα1β∗−α2d∗ > 0, the positive equilibrium becomes x(a) =
( 0
w(a)
)
, where
w(a) =
⎛⎝ Iτ (a)v1(a)
v2(a)
⎞⎠
with
Iτ (a) = δSe−
∫ a
0 dI (l)dl,
v1(a) = b0Se−b0a,
v2(a) =
(
γ +
+∞∫
0
β(a)I(a)da − α2P S
)
e−dpa,
P = δ
α1
,
S = α1γ − dpδ
δ(α2 − α1
∫ +∞
0 β(a)e
− ∫ a0 dI (l)dl da) =
d∗(dpδ − α1γ )
δ(α1β∗ − α2d∗) > 0. (3.16)
Thus from (3.9), (3.13) and (3.14) we obtain
det
(
(λ)
)= λ3 + aλ2 + bλ + c + (d + eλ)e−λτ
(λ + b0)(λ + d∗)(λ + dp) 
f (λ)
g(λ)
= 0, (3.17)
where
a = d∗ + dp + α2S > 0,
b = (d∗ − δ)α2S + d∗dp,
c = −δd∗α2S < 0,
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e = −β∗α1S < 0,
f (λ) = λ3 + aλ2 + bλ + c + (d + eλ)e−λτ ,
g(λ) = (λ + b0)
(
λ + d∗)(λ + dp).
3.5.1. Stability of the positive equilibrium
It is easy to see that{
λ ∈ Ω: det((λ))= 0}= {λ ∈ Ω: f (λ) = 0}
and for any τ  0, f (0) = c + d = 0 if c + d = 0.
If τ = 0, then f (λ) = λ3 + aλ2 + (b + e)λ + c + d = 0.
By the Routh–Hurwitz criterion, when τ = 0 all the roots of f (λ) = 0 have negative real parts if and only if
a(b + e) > c + d > 0 (3.18)
since a > 0. Note that
c + d = (−d∗α2 + β∗α1)δS = d∗(dpδ − α1γ )
and
a(b + e) = (d∗ + dp + α2S)([(d∗ − δ)α2 − β∗α1]S + d∗dp)
=
(
d∗ + dp + α2 d
∗(dpδ − α1γ )
δ(α1β∗ − α2d∗)
)([(
d∗ − δ)α2 − β∗α1] d∗(dpδ − α1γ )
δ(α1β∗ − α2d∗) + d
∗dp
)
=
(
d∗ + dp + α2 d
∗(dpδ − α1γ )
δ(α1β∗ − α2d∗)
)(
−d
∗(dpδ − α1γ )
δ
− α2 d
∗(dpδ − α1γ )
α1β∗ − α2d∗ + d
∗dp
)
.
Thus we obtain the suﬃcient and necessary conditions for the stability of the positive equilibrium.
Theorem 3.8. Assume δ > 0, α1β∗ − α2d∗ > 0. When τ = 0, the positive equilibrium (Iτ (a), S, P ) of the compartmental pest-
pathogen model (3.1) is asymptotically stable if and only if dpδ − α1γ > 0 and(
d∗ + dp + α2 d
∗(dpδ − α1γ )
δ(α1β∗ − α2d∗)
)(
−d
∗(dpδ − α1γ )
δ
− α2 d
∗(dpδ − α1γ )
α1β∗ − α2d∗ + d
∗dp
)
> d∗(dpδ − α1γ ).
Now we give a suﬃcient condition for the instability of the positive equilibrium (I(a), S, P ).
Theorem 3.9. Assume δ > 0, dpδ−α1γ < 0, α1β∗ −α2d∗ < 0. When τ = 0, the positive equilibrium (Iτ (a), S, P ) of compartmental
pest-pathogen model (3.1) is unstable.
Proof. Note that a > 0 and dpδ − α1γ < 0 implies c + d < 0. When τ = 0, by using the Descartes Rule of Signs, we obtain
f (λ) = 0 has one positive real root. Then the proof is complete. 
In the following, we will show that there exist values of parameters such that the conditions in the above two theorems
hold.
For Theorem 3.8, we take
δ = 0.2, α1 = 0.2, α2 = 0.1,
d∗ = 0.5, γ = 0.5, dp = 0.7, β∗ = 0.3. (3.19)
Then the conditions in Theorem 3.8 hold.
For Theorem 3.9, the following values of parameters satisfy the conditions in Theorem 3.9:
δ = 0.3, α1 = 0.4, α2 = 0.8,
d∗ = 0.4, γ = 0.5, dp = 0.3, β∗ = 0.5. (3.20)
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Let λ = iω (ω > 0) be a purely imaginary root of f (λ) = 0. Then we obtain
−iω3 − aω2 + iωb + c + de−iωτ + ieωe−iωτ = 0.
Separating the real part and the imaginary part in the above equation, we obtain{−ω3 + ωb = d sin(ωτ) − eω cos(ωτ),
aω2 − c = eω sin(ωτ) + d cos(ωτ). (3.21)
Thus we have(
ω3 − ωb)2 + (aω2 − c)2 = d2 + ω2e2 (3.22)
i.e.
ω6 + (a2 − 2b)ω4 + (b2 − 2ac − e2)ω2 + c2 − d2 = 0. (3.23)
Set σ = ω2, (3.23) becomes
σ 3 + Jσ 2 + Q σ + R = 0, (3.24)
where
J = a2 − 2b = (d∗)2 + (dp)2 + (α2S)2 + 2(dp + δ)α2S > 0,
Q = b2 − 2ac − e2,
R = c2 − d2 = δ2(S)2(α2d∗ + α1β∗)(α2d∗ − α1β∗).
Let σ1, σ2 and σ3 denote three roots of Eq. (3.24), then they have the following relations
σ1 + σ2 + σ3 = − J < 0, σ1σ2σ3 = −R. (3.25)
When α2d∗ < α1β∗ , we have
−R = d2 − c2 > 0.
It is easy to know from (3.25) that Eq. (3.24) has only one positive real root. We denote this positive real root by σ+ . Then
(3.23) has only one positive real root ω+ = √σ+ . From (3.21), we know that f (λ) = 0 with τ = τk , k = 0,1,2, . . . , has a
pair of purely imaginary roots ±iω+ , where
τk = 1
ω+
[
arccos
eω4+ + (ad − be)ω2+ − cd
d2 + e2ω2+
+ 2kπ
]
, k = 0,1,2, . . . . (3.26)
3.5.3. Transversality condition
From the above discussion, we have the following result.
Lemma 3.10. Assume δ > 0, α1β∗ − α2d∗ > 0, dpδ − α1γ > 0 and
−d
∗(dpδ − α1γ )
δ
− α2 d
∗(dpδ − α1γ )
α1β∗ − α2d∗ + d
∗dp > 0.
Then
df (λ)
dλ
∣∣∣∣
λ=iω+
= 0.
Therefore λ = iω+ is a simple root of (3.17).
Proof. By the expression of f (λ) = 0, we know
df (λ)
dλ
∣∣∣∣
λ=iω+
= −3ω2+ + i2aω++b − dτke−iω+τk + ee−iω+τk − iτkeω+e−iω+τk .
Then from (3.21) we ﬁnd that
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dλ
∣∣∣∣
λ=iω+
= 0 ⇔
{−3ω2+ + b + e cos(ω+τk) − τk(aω2+ − c)= 0,
2aω+ − e sin(ω+τk) − τk
(
ω3+ − bω+
)= 0,
that is,{
e sin(ω+τk) = 2aω+ − τk
(
ω3+ − bω+
)
,
e cos(ω+τk) = 3ω2+ − b + τk
(
aω2+ − c
)
.
Hence we have
tan(ω+τk) = 2aω+ − τk(ω
3+ − bω+)
3ω2+ − b + τk(aω2+ − c)
.
It follows from (3.21) and (3.22) that
tan(ω+τk) = eω+(aω
2+ − c) − d(ω3+ − bω+)
eω+(ω3+ − bω+) + d(aω2+ − c)
= 2aω+ − τk(ω
3+ − bω+)
3ω2+ − b + τk(aω2+ − c)
,
that is,
(ae − 3d)ω4+ +
(
e3τk + abe − 3ec − 2d
(
a2 − 2b))ω2+ + τkd2e + 2acd + b(ce − bd) = 0.
Note that τk > 0, a > 0, c < 0, d > 0, e < 0, a2 − 2b > 0, and the conditions in theorem imply b + e > 0, c + d > 0. We have
b > −e > 0, d > −c > 0 and bd > ec > 0. Thus we obtain
ae − 3d < 0, e3τk + abe − 3ec − 2d
(
a2 − 2b)< 0
and
τkd
2e + 2acd + b(ce − bd) < 0.
Therefore
(ae − 3d)ω4+ +
(
e3τk + abe − 3ec − 2d
(
a2 − 2b))ω2+ + τkd2e + 2acd + b(ce − bd) < 0,
which is a contradiction. Then
df (λ)
dλ
∣∣∣∣
λ=iω+
= 0. 
Lemma 3.11. Assume δ > 0, dpδ−α1γα1β∗−α2d∗ > 0, and
−d
∗(dpδ − α1γ )
δ
− α2 d
∗(dpδ − α1γ )
α1β∗ − α2d∗ + d
∗dp > 0.
Denote the roots λ(τ ) = α(τ ) + iω(τ) of (3.18) satisfying α(τk) = 0, ω(τk) = ω+ , where τk is deﬁned in (3.26). Then
α′(τk) = dRe(λ)dτ
∣∣∣∣
τ=τk
< 0.
Proof. For convenience, we study dτdλ instead of
dλ
dτ . From the expression of f (λ) = 0, we obtain
dτ
dλ
∣∣∣∣
λ=iω+
=
(
−τ
λ
+ e
λ(d + eλ) −
3λ2 + 2aλ + b
λ(λ3 + aλ2 + bλ + c)
)∣∣∣∣
λ=iω+
.
By using (3.22), we have
Re
(
dτ
dλ
∣∣∣∣
λ=iω+
)
= −e
2
d2 + e2ω2+
+ 3ω
4+ + (2a2 − 4b)ω2+ + b2 − 2ac
(c − aω2+)2 + (bω+ − ω3+)2
= 3ω
4+ + 2 Jω2+ + Q
d2 + e2ω2+
,
where J = a2 − 2b > 0, Q = b2 − e2 − 2ac. If b + e > 0, then b − e > b + e > 0, and
Q = b2 − e2 − 2ac = (b − e)(b + e) − 2ac > 0
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sign
(
dRe(λ)
dτ
∣∣∣∣
τ=τk
)
= sign
(
Re
(
dτ
dλ
∣∣∣∣
λ=iω+
))
= sign
(
3ω4+ + 2 Jω2+ + Q
d2 + e2ω2+
)
> 0. 
Now we can apply the Hopf bifurcation theorem 2.4 to system (3.4). From the above discussion, we obtain that system
(3.4) satisﬁes Assumption 2.1–Assumption 2.3.
Summarizing the above results, we obtain the following result.
Theorem 3.12. Let Assumptions 3.1, 3.6 and (3.18) be satisﬁed. Assume δ > 0, α1β∗ − α2d∗ > 0, dpδ − α1γ > 0. Then there exist
τk > 0,k = 0,1,2, . . . , where τk is deﬁned in (3.26), such that the age-dependent compartmental pest-pathogen model (3.1) under-
goes a Hopf bifurcation at the equilibrium (Iτk (a), S, P ). In particular, a non-trivial periodic solution bifurcates from the equilibrium
(Iτk (a), S, P ) when τ = τk.
4. An example and numerical simulations
As an example, we consider system (3.1) with the parameters taking the values as in (3.19), i.e.,⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
S ′(t) = 0.2S(t) − 0.2P (t)S(t), t > 0,
∂ I(t,a)
∂t
+ ∂ I(t,a)
∂a
= −dI (a)I(t,a), t,a > 0,
P ′(t) = 0.5− 0.7P (t) +
+∞∫
0
β(a)I(t,a)da − 0.1P (t)S(t), t,a > 0,
(4.1)
where
dI (a) :=
{
0.5, if a τ ,
0, if a ∈ (0, τ ),
and
β(a) :=
{
0.3, if a τ ,
0, if a ∈ (0, τ ).
By computation, we obtain the positive equilibrium(
S, Iτ (a), P
)= (10,2e− ∫ a0 dI (l)dl,1)
of the compartmental pest-pathogen model (4.1). We also have a = 2.2, b = 0.65, c = −0.1, d = 0.12, e = −0.6. Then
a(b + e) = 0.11, c + d = 0.02 and a(b + e) > c + d > 0. Thus (3.18) holds. From (3.24) and (3.26), we get ω+ = 0.091,
τ0 = 0.3013, and τ1 = 69.3113.
First we choose τ ′ = 0.15 < τ0 and the initial values
S(0) = 9.2, I(0,a) = 1.472e(−0.5a), P (0) = 0.8 (4.2)
and draw the graphs of S(t), ‖I(t,a)‖L1 and P (t) by software Matlab as in Fig. 1, A1–A3. It is easy to see that ‖Iτ (a)‖L1 =∫ +∞
0 Iτ (a)da = 4+ 2τ . From the numerical simulations we can see that the solution of system (4.1) with τ = τ ′ = 0.15 and
the initial values (4.2) asymptotically tends to the positive equilibrium (S, Iτ (a), P ).
From Section 3.5.2, we know the characteristic equation of system (4.1) at (S, Iτ (a), P ) = (10,2e−
∫ a
0 dI (l)dl,1) has a pair
of pure imaginary roots ±iω+ for τ = τ0 and the other roots λ (= ±iω+) have non-zero real parts. Under the initial values
(4.2) we choose τ0 < τ ′′ = 1 < τ1 and make numerical simulations, which are depicted as B1–B3 in Fig. 1. From the ﬁgures
B1–B3 we see that there exists a periodic solution, which implies that Hopf bifurcation occurs for system (4.1) at τ = τ0.
Therefore these simulations support the results we obtained in Section 3.
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5. Conclusion
In this paper we consider the age-structured compartmental pest-pathogen model (3.1). The constructions in Assump-
tions 3.1, 3.6 provide a threshold τ that is the time necessary to be removed and release pathogen after hosts are infected.
By analyzing the characteristic equation we study the stability of the equilibria. From these stability results, we can
show that under the condition τ = 0 if the release rate γ is large enough such that α1γ > dpδ the host (pest) population
would tend to extinction which agrees with Anderson and May [1]. Furthermore when the number of pathogen consumed
1150 Z. Wang, Z. Liu / J. Math. Anal. Appl. 385 (2012) 1134–1150to propagate the infection α2 and the rate of infected hosts removed d∗ are large enough such that α2d∗ > α1β∗ the host
(pest) population would still decrease to zero and an unstable positive equilibrium (I(a), S, P ) occurs. But if the per capita
host birth rate r or the rate of pathogen removed dp is large enough such that α1γ < dpδ the host (pest) population would
not decrease to zero and under some other conditions the positive equilibrium (I(a), S, P ) becomes stable.
The existence of Hopf bifurcation at a positive steady state is obtained by using the center manifold theory (see [13])
and Hopf bifurcation theorem (see [14]) developed for non-densely deﬁned Cauchy problems. In particular, a non-trivial
periodic solution bifurcates from the positive equilibrium when the bifurcation parameter τ crosses the critical values τk
(k = 0,1,2, . . .). We can see, as the threshold τ increases, the positive equilibrium (I(a), S, P ) becomes unstable and the
age-dependent compartmental pest-pathogen model has an intrinsic tendency to oscillate. This also shows the sensitivity of
the model dynamics on the threshold τ .
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