In this paper, the existence of an optimal path and its convergence to the optimal set of a primal problem of minimizing an extended real-valued function are established via a generalized augmented Lagrangian and corresponding generalized augmented Lagrangian problems, in which no convexity is imposed on the augmenting function. These results further imply a zero duality gap property between the primal problem and the generalized augmented Lagrangian dual problem. A necessary and sufficient condition for the exact penalty representation in the framework of a generalized augmented Lagrangian is obtained. In the context of constrained programs, we show that generalized augmented Lagrangians present a unified approach to several classes of exact penalization results. Some equivalences among exact penalization results are obtained.
1. Introduction. It is well known that zero duality gap and exact penalty representation are important issues in mathematical programming. Duality theory and exact penalization for convex programming via ordinary Lagrangian have been well established. However, for nonconvex optimization problems, a nonzero duality gap may exist when using ordinary Lagrangian. In order to overcome this drawback, augmented Lagrangians were introduced in, e.g., Bestsekas (1982) , Ioffe (1979) , Rockafellar (1974 Rockafellar ( , 1993 for constrained optimization problems. Recently in Rockafellar and Wets (1998) a convex augmenting function and a corresponding augmented Lagrangian were introduced for a primal problem of minimizing an extended real-valued function and, under mild conditions, a zero duality gap property and a necessary and sufficient condition for the exact penalization were established.
In this paper, we introduce a generalized augmented Lagrangian with a generalized augmenting function, which includes convex augmenting functions as a special case. We observe that by using a generalized augmenting function, "lower order" nonsmooth and nonconvex penalty functions used in, e.g., Luo and Pang (2000) , Pang (1997) , Luo et al. (1996) , can be derived under the scheme of generalized augmented Lagrangian. For the existence of an exact penalty parameter, these nonsmooth and nonconvex penalty functions require only generalized analytic properties of functions involved, which are weaker than a regularity condition. These penalty functions have been intensively studied through so-called error bounds and successfully applied to the study of mathematical programs with equilibrium constraints; see, e.g., Luo and Pang (2000) , Pang (1997) , Luo et al. (1996) . Furthermore, by transforming a constrained program into an equivalent constrained program, a class of nonlinear penalty functions studied in Rubinov et al. (1999a) , Yang and Huang (2001) can also be derived using a generalized augmenting function. This class of nonlinear penalty functions admits a smaller least exact penalty parameter than the l 1 penalty function; see Rubinov et al. (1999a) .
So the introduction of the generalized augmented Lagrangian allows one to make a unified study on the augmented Lagrangian in Rockafellar and Wets (1998) , the nonsmooth and nonconvex penalty functions in Luo and Pang (2000) , Pang (1997) , Luo et al. (1996) and the nonlinear penalty functions in Rubinov et al. (1999a) , Yang and Huang (2001) . As also demonstrated by a simple example (see Example 4.1), for some primal problems, any augmented Lagrangian of Rockafellar amd Wets (1998) (i.e., a convex augmenting function being finite near the origin) cannot admit an exact penalty representation. However, the generalized augmented Lagrangians can admit exact penalty representations. In addition, our recent numerical tests on some generalized augmented Lagrangians for constrained programs with only equality constraints in Huang and Yang (to appear) show that usually a much smaller penalty parameter is needed to obtain the same or a better approximate optimal solution than the classical proximal augmented Lagrangian.
The existence and convergence of a path of optimal solutions generated by penalty type problems toward the optimal set is important for numerical methods Auslender (1999) , Auslender et al. (1997) , Yang and Huang (2001) . In Rockafellar and Wets (1998) , a zero duality gap result was established between the primal problem and its augmented Lagrangian dual problem. In this paper, under the same assumptions as in In Rockafellar and Wets (1998) , we prove a deeper result in the framework of generalized augmented Lagrangian: the existence of a path of optimal solutions generated by generalized augmented Lagrangian problems and its convergence toward the optimal set of the primal problem. This result further implies the zero duality gap property between the generalized augmented Lagrangian dual problem and the primal problem.
A necessary and sufficient condition for the classical l 1 exact penalization was established in Burke (1991a, b) . This result was recently extended for a class of nonlinear penalty functions (Rubinov et al. 1999a) . A necessary and sufficient condition for exact penalty representation in the framework of augmented Lagrangian was given in Rockafellar and Wets (1998) . In this paper, we obtain a necessary and sufficient condition for exact penalty representation in the framework of generalized augmented Lagrangian.
We apply the results obtained for the primal problem and its generalized augmented Lagrangian to a constrained program. In particular, we generalize an equivalence in terms of zero duality gap properties between the augmented Lagrangian dual scheme in Rockafellar and Wets (1998) and the nonlinear Lagrangian dual scheme (Rubinov et al. 1999a, b) established in Yang and Huang (2001) under the condition that the generalized augmenting function is assumed to be continuous at the origin, which is weaker than the local Lipschitzianness requirement on the augmenting function in Yang and Huang (2001) . Various penalty functions may be used to solve a constrained program. Some may be exact while others may not. It is interesting to compare different penalty functions in the sense that the exactness of one penalty function may imply that of the other. In this paper, we investigate the relationships of exact penalty representations among generalized augmented Lagrangian functions, nonsmooth and nonconvex penalty functions in Luo and Pang (2000) , Pang (1997) , Luo et al. (1996) and nonlinear penalty functions in Rubinov et al. (1999a) .
The outline of this paper is as follows. In §2, we introduce a generalized augmented Lagrangian and obtain several penalty functions for an inequality and equality constrained program as special cases. We also establish the existence of a path of optimal solutions and its convergence to the optimal set of the primal problem and consequently derive a zero duality gap property for the primal problem and its generalized augmented Lagrangian dual problem. In §3, we obtain necessary and sufficient conditions for an exact penalty representation in the framework of generalized augmented Lagrangians. Finally, in §4, we apply the results obtained in § §2 and 3 to a constrained program and its generalized augmented Lagrangian problems. A functionf R n × R m →R is said to be a dualizing parameterization function for if x =f x 0 ∀ x ∈ R n . Definition 2.1 (Rockafellar and Wets 1998) . (i) Let X ⊂ R n be a closed subset and f X →R be an extended real-valued function. The function f is said to be levelbounded on X if, for any ∈ R, the set x ∈ X f x ≤ is bounded. (ii) A functionf R n × R m →R with valuef x u is said to be level-bounded in x locally uniform in u if, for eachū ∈ R m and ∈ R, there exists a neighborhood U ū ofū along with a bounded set
is said to be a generalized augmenting function if it is proper, lower semicontinuous (lsc, for short), level-bounded on R m , arg min y y = 0 , and 0 = 0 It is worth noting that this definition of a generalized augmenting function is different from that of the augmenting function given in Definition 11.55 of Rockafellar and Wets (1998) in that no convexity requirement is imposed. By Definition 2.2, any augmenting function according to Definition 11.55 of Rockafellar and Wets (1998) is a generalized augmenting function.
Let
If is an augmenting function in the sense of Rockafellar and Wets (1998) 
where y u denotes the inner product. Example 2.1. Consider the following constrained program
where X ⊂ R n is a nonempty and closed set, f , g j X → R 1 , j = 1 m 1 are lsc and g j X → R 1 , j = m 1 + 1 m are continuous. We assume without loss of generality that inf x∈X f x > 0. Otherwise, we may replace f x by exp f x + 1 and the resulting constrained program has the same set of (locally) optimal solutions as (P). Denote by X 0 the set of feasible solutions of (P), i.e.,
and by M P the optimal value of problem (P). Denote g + x = max g x 0 . Let
It is clear that (P) is equivalent to the following problem (P ) in the sense that the two problems have the same set of (locally) optimal solutions and the same optimal value:
Define the dualizing parameterization function:
where
and D is the indicator function of the set D, i.e.,
Thus, a class of generalized augmented Lagrangians for (P) with the dualizing parameterization functionf P defined by (3) can be expressed as
where is a generalized augmenting function.
When u = 1 2 u 2 2 , it follows from Example 11.57 in Rockafellar and Wets (1998) 
which is just the augmented Lagrangian defined in formula (6.7) in Rockafellar (1993) . Example 2.2. (i) For the general constrained program (P), taking u = u 1 = m j=1 u j u ∈ R m one can derive from the generalized augmented Lagrangian l x y r (for (P)) defined by (4) that
This gives rise to the penalty function in Luo et al. (1996) for an ordinary constrained mathematical program. Specifically, the following penalty function was considered in Luo et al. (1996) :
(ii) Choose u = u , where > 0. Then it can be easily computed from the generalized augmented Lagrangian for (P) that
This leads us to the penalty function in Pang (1997) :
It is worth mentioning that these two classes of penalty functions have been intensively studied in the literature through the study of the so-called error bounds (see, e.g., Luo et al. 1996 , Luo and Pang 2000 , Pang 1997 ). These two classes of penalty functions are called penalty functions of order . As noted in Luo et al. (1996) , the classical l 1 exact penalty function (called exact penalization of order 1) requires a regularity condition while the two classes of exact penalty functions of order with ∈ 0 1 require only some generalized analytic properties of the constraint set. These analytic properties are very broad and often can be satisfied by sets that fail the regularity assumption. In other words, the two classes of penalty functions of order with ∈ 0 1 derived above require much weaker conditions than the classical l 1 penalty function to guarantee their exact penalization property. A necessary and sufficient condition for these two classes of exact penalty functions of order with ∈ 0 1 will be derived in §4.2 below. Example 2.3. Let > 0. Consider the problem (P). Noticing the assumption that inf x∈X f x > 0, the constrained program (P) is equivalent to the following constrained program:
Moreover, the optimal value of problem P is exactly
Applying the procedure of defining the generalized augmented Lagrangians for the constrained program (P) described above to P , we can define a class of generalized augmented Lagrangians for P :
Analogously, we get
It is worth noting that l x 0 r is closely related to a class of nonlinear Lagrangians for (P) (see Rubinov et al. 1999a, b) . In particular, the following nonlinear penalty function for (P) was considered in Rubinov (1999a) :
It was shown in Rubinov (1999a) that, compared to the l 1 penalty function, the penalty function L 1/2 x r requires weaker conditions to guarantee its exact penalization property and admits a smaller least exact penalty parameter. These properties show that the L 1/2 penalty function has some advantages over the l 1 penalty function in both theory and computation.
Now we return to the discussion of the generalized augmented Lagrangian for the primal problem (1).
Let l x y r be a generalized augmented Lagrangian for (1). The generalized augmented Lagrangian dual function corresponding to l is defined bȳ
The generalized augmented Lagrangian dual problem is defined as
Define the perturbation function of (1) by
Then p 0 is just the optimal value of the problem (1).
The following proposition summarizes some basic properties of the generalized augmented Lagrangian, which will be useful in the sequel. Its proof is elementary and omitted.
Proposition 2.1. For any dualizing parameterization and any generalized augmenting function, we have (i) the generalized augmented Lagrangian l x y r is concave, upper semicontinuous in y r and nondecreasing in r;
(ii) weak duality holds:
In what follows, under mild conditions, we establish the existence of a path of optimal solutions generated by the generalized augmented Lagrangian problems and its convergence to the optimal solution set of the primal problem. As a result, the convergence itself implies a zero duality gap property between the primal problem (1) and its generalized augmented Lagrangian dual problem (8).
Consider the primal problem (1) and its generalized augmented Lagrangian problem:
Note that P y r is the same as the problem of evaluating the generalized augmented Lagrangian dual function¯ y r . Let S and V y r denote the optimal solution sets of the problems (1) and P y r , respectively. Recall that p 0 and¯ y r are the optimal values of the problems (1) and P y r respectively. 
) S is nonempty and compact;
(ii) for any r ≥r + 1 V ȳ r is nonempty and compact, where ȳ r is a pair meetinḡ
for some m 0 ∈ R; (iii) for each selection x r u r ∈ V ȳ r with r ≥r + 1, the optimal path x r u r is bounded and its limit points take the form x * 0 , where x * ∈ S; (iv) p 0 = lim r→+ ¯ ȳ r (v) zero duality gap holds:
Proof. (i) From the assumption that the dualizing parametrization functionf x u is lsc, and level-bounded in x, we see that is lsc and level-bounded. It follows that S is nonempty and compact.
(ii) Letx ∈ R n be such that
We prove that U r + 1 is a compact set. Suppose to the contrary that
This, combined with (11), yields
By the level-boundedness of , we see that u k is bounded. Without loss of generality, suppose that u k →ū From (12), we havē
for some t 0 > 0 Asf x u is level-bounded in x locally uniform in u, we deduce from (13) that x k is bounded. It follows that x k u k is bounded, a contradiction. Thus, U r + 1 is compact. Since U r ⊂ U r + 1 and U r is closed, U r is compact for r ≥r + 1.
In addition, it is clear that U r = ∀ r > 0 since x 0 ∈ U r So U r is nonempty and compact whenever r ≥r + 1 As a result, the problem P ȳ r has a solution whenever r ≥r + 1. Thus, the solution set V ȳ r ⊂ U r + 1 is nonempty and compact for any r ≥r + 1.
(iii) Let x r u r ∈ V ȳ r with r ≥r +1. Since x r u r ∈ U r +1 and U r +1 is compact, it follows that x r u r is bounded. Suppose that x * u * is a limit point of x r u r . Then, there existsr + 1 < r k → + and x r k u r k ∈ V ȳ r k such that x r k u r k → x * u
Arbitrarily fix an x ∈ R n . It is clear that
Inequality (14), together with (11), gives Taking the lower limit in (15) as k → + gives
By the arbitrariness of x ∈ R n , we conclude that x * ∈ S So (iii) is proved. This, together with Proposition 2.1(ii), yields (v). The proof is complete.
Remark 2.1. The properness of and the lsc off are necessary for the validity of Theorem 11.59 in Rockafellar and Wets (1998) as demonstrated by Examples 2.1 and 2.2 in Huang and Yang (2001) . These two counterexamples can also be used to show that the properness of and the lsc off are also essential to guarantee the validity of Theorem 2.1.
3. Exact penalty representation. In this section, we establish exact penalization representation results in the framework of generalized augmented Lagrangians, extending Theorem 11.61 in Rockafellar and Wets (1998) .
Definition 3.1 (Exact Penalty Representation). Consider the problem (1). Let p be the perturbation function defined by (9). Let l be a generalized augmented Lagrangian for (1). A vectorȳ ∈ R m is said to support an exact penalty representation for the problem (1) if there existsr > 0 such that 
Sinceȳ supports an exact penalty representation, there existsr > 0 such that (20) holds with r =r i.e.,
This proves (i). It is evident from the proof of Theorem 11.61 in Rockafellar and Wets (1998) that (ii) is true.
Remark 3.1. In Rockafellar and Wets (1998) , was assumed to be proper, lsc, convex and arg min y y = 0 . As noted in Rockafellar and Wets (1998) , is level-coercive. It follows that this assumption implies the existence of > 0 and N > 0 satisfying u ≥ u when u ≥ N . For the special case whereȳ = 0 supports an exact penalty representation for the problem (1), the following result shows that weaker conditions (without (ii)(c) in Theorem 3.1) are required.
Theorem 3.2. In the framework of the generalized augmented Lagrangian l, the following statements are true:
(i) Ifȳ = 0 supports an exact penalty representation, then there existr > 0 and a neighborhood W of 0 ∈ R m such that
Proof. (i) follows from Theorem 3.1(i). We need only to prove (ii). Assume that (22) holds.
First we prove (20) by contradiction. Suppose by the weak duality (10) that there exists 0 < r k → + with p 0 > inf
The level-boundedness of implies that u k is bounded. Assume, without loss of generality, that u k →ū It follows from (24) that
Thusū = 0 From the first inequality in (24), we deduce that
Since u k → 0, we conclude that (24) contradicts (22). As a result, there existsr > max r r such that (20) holds.
For any x * ∈ arg min x x , we have from (22) that Suppose to the contrary that there existsr + 1 < r k ↑ + and x k ∈ arg min xl x 0 r k such that x k arg min x x ∀ k Then
Again, by the level-boundedness of , we see that ū k is bounded. Suppose, without loss of generality, thatū k →ū. Then, from (27), we obtain
So we know thatū k → 0 Note from (25) thatū k = 0 ∀ k As a result, (26) contradicts (22). The proof is complete.
4. Applications to constrained programs. In this section, we apply the results established in § §2 and 3 for the primal problem (1) to the constrained optimization problem (P).
4.1. Zero duality gap property. Consider the constrained program (P) and its generalized augmented Lagrangian l P given in §2. The corresponding generalized augmented Lagrangian dual function for (P) is
The corresponding generalized augmented Lagrangian dual problemis defined as
The optimal value of D A is denoted by M A .
Denote byS the optimal set of (P). LetV y r denote the optimal solution set of the problem P y r inf
wheref P is defined by (3). Denote by¯ P y r the optimal value ofP y r . Recall that M P is the optimal value of problem (P). From Theorem 2.1, we have the following result. (ii) For any r ≥r + 1,V ȳ r is nonempty and compact.
(iii) For any selection x r u r ∈V y r with r ≥r + 1 and r → + , x r u r is bounded, and its limit points take the form x * 0 , where x * ∈S (iv) lim r→+ ¯ P ȳ r = M P (v) Zero duality gap holds:
Proof. Let us verify that all the conditions of Theorem 2.1 hold. It is obvious that the function defined by (2) is proper since the feasible set of the constrained program (P), X 0 = . The lsc off P is clear from the closedness of the set
for any t ∈ R by the assumption that f g j (j = 1 m 1 ) are lsc and g j (j = m 1 +1 m) are continuous and X is closed. Now we show that the condition (30) implies thatf P x u defined by (3) is level-bounded in x locally uniform in u. Indeed, suppose to the contrary that there exist¯
and there exists x k ∈ R n satisfying
By the definition off P , we see that, for any k,
for some M > 0 by (31). It follows from (30) and (33) that x k is bounded. This contradicts (32). Thus, all the conditions of Theorem 2.1 are satisfied. The conclusions follow.
Remark 4.1. From our assumption that inf x∈X f x > 0, we see that l P x 0 r ≥ 0, ∀ x ∈ X r > 0 and as a result,ȳ andr can take 0 and any r ∈ 0 + , respectively.
In the following, in the context of a constrained program (P), we establish an equivalence in terms of zero duality gap property between its generalized augmented Lagrangian dual scheme and its nonlinear Lagrangian dual scheme given in Rubinov et al. (1999b) .
First we recall the definition of a nonlinear Lagrangian for the constrained program (P). 
is called a nonlinear Lagrangian corresponding to c.
The nonlinear Lagrangian dual function corresponding to c is defined as
The nonlinear Lagrangian dual problem is defined by
Denote by M N the optimal value of D N . The following equivalence result extends Theorem 3.5 in Yang and Huang (2001) in the sense that the convexity and finiteness of the augmenting function (which implies that the augmenting function is locally Lipschitz) is replaced by the continuity of the generalized augmenting function at the origin. Since its proof is similar to that of Theorem 3.5 in Yang and Huang (2001) , we omit the proof. 
4.2. Exact penalization. Now we apply Theorems 3.1 and 3.2 to the constrained program (P).
Let, for u ∈ R m ,
wheref P x u is defined by (3). It is clear that p 1 u =p 1 −u ∀ u ∈ R m . Definition 4.1. Consider the constrained program (P) and the associated generalized augmented Lagrangian l P x y r . A vectorȳ ∈ R m is said to support an exact penalty representation if there existsr > 0 such that
∀ r ≥r and arg min (P) = arg min
where arg min (P) denotes the set of optimal solutions of (P).
Theorem 4.3. Consider the constrained program (P). The generalized augmented Lagrangian l is defined by (4) with the dualizing parameterization functionf P defined by (3). Then (i) Ifȳ supports an exact penalty representation for (P), then there exist a neighborhood
which is equivalent top
(ii) The converse of (i) is true if X 0 = , and there exist > 0 and N > 0 such that u ≥ u when u ≥ N Proof. (i) is the direct consequence of statement (i) of Theorem 3.1. By the assumption that inf x∈X f x > 0 and the condition in (ii), we see that
Moreover, X 0 = guarantees that p 1 0 is finite. From (ii) of Theorem 3.1, statement (ii) of Theorem 4.3 follows. 
(ii) The converse of (i) is true if X 0 = Proof. We only need to show that (ii) holds. Since inf x∈X f x > 0, we see that
In addition, X 0 = is equivalent to p 1 0 =p 1 0 is finite. Thus, statement (ii) follows directly from Theorem 3.2(ii).
The following simple example illustrates that a generalized augmenting function may admit an exact penalty representation, while any augmenting function used in Rockafellar and Wets (1998) that is also finite near the origin 0 ∈ R m cannot. Example 4.1. Consider the problem
Clearly,p 1 u = −u 1/3 ∀ u ∈ R For anyȳ ∈ R,r > 0, any neighborhood W of 0 and any augmenting function which is finite near 0 ∈ R consider the following inequality:
Since is convex and finite near 0 ∈ R, there exists a constant a > 0 such that u ≤ a u when u is sufficiently small. Thus,
when u is sufficiently small. But this is impossible; i.e., (37) does not hold. Thus, if the augmenting function is finite near 0 ∈ R, by Theorem 4.3(i), it is impossible to achieve an exact penalization representation. However, if we take u = u 1/3 ȳ = 0 r = 1, then
By Theorem 4.4, an exact penalty representation is obtained.
In the following, we apply some special cases of Theorem 4.4 to derive necessary and sufficient conditions for the classes of exact penalty functions q x r and L x r for the constrained program (P). 
Remark 4.2. To the best of our knowledge, only some sufficient conditions have been provided in the literature for the exactness of the penalty function q x r . Theorem 4.5 gives a necessary and sufficient condition for the exactness of q x r . Now we consider the class of nonlinear penalty functions L x d defined by (6). 
Proof. Let P be as defined in Example 2.3. As noted in Example 2.3, problem P is equivalent to problem (P) in the sense that the two problems have the same set of (local) solutions while the infimum of problem P is exactly M P . Let l be defined as in Example 2.3. Let
g j x x∈ X r > 0 (43) By Theorem 4.4, the following two statements are true: (a) If there existsr > 0 such that whenever r ≥r , is an exact penalty function for P in the sense that where arg min P is the set of optimal solutions of P then there exist a constant M 1 > 0 and a neighborhood W of 0 ∈ R m such that
which is equivalent to the existence of a constant M 2 > 0 such that
The converse of (a) is true if X 0 = .
Note that inf x∈R nf x u =p 1 u ∀ u ∈ R m . The equivalence of (46) and (47) Proof. Consider the function f 1 t = t defined on 0 1 × 0 + It is clear that f 1 is nonincreasing with respect to on 0 + for any fixed t ∈ 0 1 It can also be checked that f 1 is convex in t for any fixed ∈ 1 + If a i = 0 i = 1 m, then (49) and (50) hold automatically. Thus, we assume, without loss of generality, that there exists at least one a i > 0.
(i) If ∈ 0 1 it follows from the nonincreasing property in of f 1 for any fixed t ∈ 0 1 that The following result shows that the penalty functions q x r and L x r are equivalent in the sense that if one of them is exact, then the other is also exact when the penalty parameter is large enough. (ii) There existsr > 0 such that q x r is an exact penalty function whenever r ≥r.
Proof. The conclusion follows directly from Theorems 4.5, 4.6, and Lemma 4.1. The next theorem establishes that if the generalized augmented Lagrangian l P x y r admits an exact penalty representation, then the penalty functions q x r and L x r (0 < ≤ 1) are both exact when the penalty parameter is sufficiently large. 
