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Abstract
The general structure theory of bilinear forms, as formulated by Riehm and Scharlau, is here
applied over an algebraically closed $eld of characteristic =2 to produce explicit representatives
for the equivalence classes of forms, or, what is the same, for congruence classes of (n × n)
matrices. c© 2001 Elsevier Science B.V. All rights reserved.
MSC: 15A21; 15A63
0. Introduction
The study of general (asymmetric) bilinear forms over a $eld K has progressed to
the point where there is now a well-established structure theory [12,10,7,9]. The idea
is to investigate such a form by means of a list of associated forms of a more classical
type. More precisely, Riehm [7] attaches to a nonsingular form b on a vector space V
a certain isometry , its asymmetry, and a sequence h1; : : : ; hk of hermitian forms over
K and its $nite extensions and shows, in characteristic =2, that b is determined up to
equivalence (isometry) by the similarity class of  and the equivalence classes of the
hi. In characteristic 2, some extra quadratic forms q1; : : : ; ql are required as well. There
are two essential ingredients to the argument: reduction to certain quotients of V and
transfer across from bilinear to hermitian forms. These principles have been crystallized
into a succinct form by Scharlau [9], who also shows that with the exception of one
bad case in characteristic 2, b has a unique decomposition into “isotypical” parts, each
of which is in principle classi$ed by the reduction-transfer method.
The classi$cation aBorded by the structure theory being still somewhat abstract in
nature, we propose here, in the case of an algebraically closed $eld K of characteristic
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=2, to use the machinery to produce explicit representatives for the equivalence classes
of bilinear forms. In other words, we obtain explicit normal forms for (n×n) matrices
up to congruence. These turn out to have a non-trivial but elegant form, provided one
chooses bases carefully. The restriction on the characteristic avoids the problem alluded
to above, and algebraic closure of K means that we only have to deal with degree one
factors in the characteristic polynomial of the asymmetry.
In Section 1 we set up our notation and describe as brieGy as possible the known
structure theory. Except for Theorem 1, where we have made the structure of Type I
forms more manifest, we omit proofs, which are all either given in or deducible from
our principal references [7,9]. We have taken the liberty of amending some minor errors
in [9] in the version presented here. In Section 2 we apply the tools to the case in hand.
1. Summary of structure theory
Throughout, all modules will be $nitely generated with scalar action on the left. In
particular, vector spaces are $nite-dimensional. For the moment the $eld K is arbitrary;
we will specify restrictions on K as needed.
Let b :V × V → K be a bilinear form on a K-vector space V . Then b gives rise to
a linear mapping from V to the dual V ∗ via y → b(·; y). Conversely any such linear
mapping induces a bilinear form, and we adopt the common practice [4,9] of denoting
this linear mapping also by b. The form b is nonsingular (or regular) if b :V → V ∗ is
an isomorphism. We are concerned with the problem of equivalence of bilinear forms,
which means, of course, isometry. If b is represented with respect to some basis by a
matrix, then this is tantamount to classifying matrices up to congruence.
The study of b proceeds by steps, which we consider in turn.
Step 1 (Reduction to the nonsingular case): This was achieved by Gabriel [2].
He shows that there is an orthogonal decomposition (V; b)= (V0; b0)⊥(V1; b1) into a
nonsingular part (V0; b0) and a certain degenerate part (V1; b1) whose structure is de-
termined and is the same for all $elds K . Here, and throughout, orthogonality will
always mean 2-sided, so that b(x0; x1)= b(x1; x0)= 0 (xi ∈Vi). This decomposition is
unique up to isometry [6,8]. In matrix terms this means that up to congruence the
matrix of b splits uniquely into a diagonal sum of a nonsingular block and several
singular blocks of a very simple type. The list of these is given in [11].
From now on we will therefore take b to be nonsingular.
Step 2 (Decomposition into primary components): With the usual identi$cation
V =V ∗∗, there is a transposed form bt :V → V ∗. As a function of two variables
this just means that bt(x; y)= b(y; x). The automorphism = b−1bt of V is called the
asymmetry of b. It is an isometry of the form and satis$es b(y; x)= b(x; y) (x; y∈V ).
Via the action of , V becomes a module over the polynomial ring K[X ], and
indeed over the larger Laurent ring A=K[X; X−1], which has an involution ◦ de$ned
by X ◦=X−1. If 〈 ; 〉 denotes the pairing V × V ∗ → K; V ∗ becomes an A-module via
〈x; x′〉= 〈◦x; x′〉, and then b :V → V ∗ is A-linear.
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Let p∈K[X ] be monic of degree d and such that p(0) =0. We de$ne the dual
polynomial p∗ by p∗=(1=p(0))X dp◦, i.e. p∗(X )= (1=p(0))X dp(X−1). We follow
Milnor [5] in dividing by the constant term, which makes p∗ again monic. If f is the
minimal polynomial of , then f is self-dual (f∗=f) and we may decompose the
A-module V into its p-primary components: V =⊕p Vp, p running over the irreducible
monic factors of f. If p is such a factor, so also is p∗.
There are two cases: (I) p∗ =p and (II) p∗:=p.
In case (I) one shows that Vp and Vp∗ are totally isotropic subspaces (the restriction
of b is zero) and are in duality under b. Moreover, if we write V ′p=Vp ⊕ Vp∗ (if
p∗ =p), Vp (if p∗=p), and if the set P consists of all self-dual irreducible factors of
f together with one chosen from each non-self-dual pair, we have in fact an orthogonal
decomposition:
V = ⊥
p∈P
V ′p:
The restrictions of b to each of these pieces are evidently nonsingular and determined
up to isometry by the isometry class of b, so we are reduced to studying the separate
cases V =V ′p , which are called Types I or II forms according to which of the above
cases applies. Type I forms are also known as neutral [9] or hyperbolic [4].
Step 3 (Type Ip forms): In this case V =Vp ⊕ Vp∗ (p∗ =p), the asymmetry 
has characteristic polynomial (pp∗)m and dim V =2m(degp) is necessarily even. If
p= |Vp and we identify Vp∗ with V ∗p via b, then p∗ is the contragredient ∗p =(tp)−1
of p.
Type Ip forms are easily classi$ed [7]. If (W; c) is another such form with asymmetry
, and we write  for isometry, then:
V W ⇔  and  are similar ⇔ p and p are similar: (1)
If p has matrix S with respect to a basis (e1; : : : ; em) of Vp and if (e∗1 ; : : : ; e
∗
m) is the
dual basis of Vp∗ , then with respect to (e1; : : : ; em; e∗1 ; : : : ; e
∗
m) one $nds that  has matrix(
S
S∗
)
and b has matrix(
I
S−1
)
:
We may eliminate the inverse in the last matrix by noting that this matrix is congruent to(
I
S
)
by means of(
P∗
StP
)
;
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where P is chosen so that PSP−1 = St . Thus b is represented by(
I
S
)
;
and conversely any S with characteristic polynomial a power of p gives rise to a
Type Ip form. By (1), these forms are classi$ed by the similarity class of S.
If p has degree k and r¿ 1, let Jp;r be the (generalized) Jordan matrix of size
(kr × kr):
Jp;r =


M
Ek1 M
Ek1 M
. . .
M
Ek1 M


:
M being the usual companion matrix of p [3, p. 196], and Ek1 the matrix with
(k; 1)-entry 1 and all other entries zero. Jp;r has minimal (= characteristic) polyno-
mial pr , and the matrix
Ap;r =
(
I
Jp;r
)
de$nes a Type Ip form bp;r on K2kr .
Returning to the general Type Ip form (V; b) above, let p have invariant factors
pr1 ; : : : ; prl (r16 · · ·6 rl), where k
∑
ri =m. The form ⊥li=1bp;ri on K2m has asym-
metry with the same invariant factors as , hence by (1) is equivalent to b. It follows
at once that such a decomposition is unique and that the bp;r are indecomposable (into
smaller orthogonal pieces). In summary, we have:
Theorem 1. For each r¿ 1; there is a unique indecomposable Type Ip form bp;r of
dimension 2kr; and each Type Ip form decomposes uniquely (up to equivalence) as
an orthogonal sum of such.
In matrix terms; each Type Ip matrix is congruent to a unique diagonal sum of
matrices of the form Ap;r .
Note that we chose the matrix Jp;r above for simplicity. But any similar matrix,
such as the companion matrix of pr , would have done.
Step 4 (Type IIp forms): Here V =Vp (p∗=p) and the asymmetry  has minimal
polynomial pr . V is thus a module over the ring Cr =K[X ]=(pr)=A=Apr . One then
has a further orthogonal decomposition:
(V; b)= (V1; b1)⊥ · · ·⊥(Vr; br) (2)
in which each Vs is free over Cs. Except for the case charK =2, p=X − 1, this
decomposition is unique up to isometry. Thus we are reduced in general to studying
the separate pieces, called the isotypes in [9].
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Henceforth, then, we may assume that V is free over C =Cr . This case is studied
by passing to some associated hermitian forms, and we now describe this process
of transfer, following the formalism of [9]. (In fact, this machinery is also used in
discussing the uniqueness of the decomposition (2)).
The ring C inherits the involution ◦ from A. It is given by %◦=%−1, where %= LX
is the image of X in C, so that C =K[%]. If V is for the moment any C-module, the
C-dual V 0 =HomC (V; C) becomes a left C-module via the involution. Thus for x∈V ,
x′ ∈V 0, ∈C we have 〈x; x′〉= 〈◦x; x′〉= ◦〈x; x′〉, where again we use 〈 ; 〉 for the
pairing V × V 0 → C.
Just as for bilinear forms over K , a sesquilinear form h :V×V → C may be identi$ed
with a C-linear mapping V → V 0 and is nonsingular if the latter is an isomorphism.
Let U be the group of units of C and U 0 the subgroup of elements ' such that ''◦=1.
For '∈U 0, h is '-hermitian if h(y; x)= 'h(x; y)◦ (x; y∈V ).
The transfer referred to above takes place via a regular trace on C. This is a K-linear
form S :C → K such that the induced bilinear form C × C → K; (; () → S(() is
nonsingular. We omit the word “regular” henceforth. Traces always exist: for example
the standard trace S1 given by S1(1)= 1, S1(%i)= 0 (16 i¡ deg(pr)).
If *∈U , then T = S(*·), i.e. T ()= S(*), de$nes a new trace, and every trace T
is of this form, for a unique *. Applying this to the composition T = S◦ shows that
associated to a trace S there is a unique unit ,S such that S(
◦)= S(,S) (∈C), and
in fact ,S ∈U 0. If ,S = ,, we call S a ,-trace.
If h is a sesquilinear form on V , then the composition b= Sh is K-bilinear and
indeed b :V → V ∗ is C-linear. The form h is nonsingular if and only if b is. One
calculates that h is '-hermitian if and only if b−1bt equals (multiplication by) ',◦.
A nonsingular Type II form as above may be interpreted as a pair (V; b) consisting
of a C-module V , together with a C-isomorphism b :V ∼→V ∗ such that b−1bt = % (
acts via %). Let B=B(p; r) be the category of these forms with V free; morphisms are
isometries. Let H(')=H('; p; r) be the category of nonsingular '-hermitian forms on
free C-modules. One then has the
Transfer Theorem. If S is a ,-trace on C; there is an isomorphism of categories:
H(,%) ∼→B; h → Sh:
Concerning the existence of traces, an analysis of the standard trace S1 leads to:
Lemma 1. Let ,∈U 0. Then:
(i) If degp¿ 1; there exists a ,-trace.
(ii) If p=X − . (.= ± 1) and charK =2; there exists a ,-trace if and only if
, ≡ (−1)r+1 (modp).
In case (i), by choosing ,= %−1, the Transfer Theorem reduces the study of B to
that of ordinary 1-hermitian forms. In case (ii) the choice ,=(−1)r+1.%−1 transfers
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the problem to either 1-hermitian or (− 1)-hermitian forms, according to the value of
(−1)r+1.. Explicit formulas for such traces will be given in Section 2.
The study of H(') proceeds by reduction modp. If V is a C-module, then LV =
V=pV is a vector space over the $eld L=C=pC =K[X ]=(p), which again inherits the
involution. Passing to the quotient, a sesquilinear form h on V induces another Lh on
LV . If h is nonsingular '-hermitian, then Lh is nonsingular L'-hermitian, L' being the image
of ' in L. If LH( L')= LH( L'; p; 1) is the corresponding category of hermitian forms over
L, one now has the
Reduction Theorem. Excepting the case charK =2; p=X − 1; the functor
H(') reduction−−−−−→
mod p
LH( L'); h → Lh
gives a bijection on isomorphism classes.
The proof of this is deeper than that of the Transfer Theorem. It is given, in a
slightly diBerent guise, in [1, Theorem 10:1]. The exception both here and in the de-
composition (2) is made in order that C satis$es a certain necessary “Trace condition”.
This case apart, the Reduction and Transfer Theorems together reduce the problem of
classifying Type II forms to that of classifying (±1)-hermitian forms over the $nite
extension L of K .
2. Normal forms
To apply the machinery above, we need to exhibit suitable traces, and to this end
we $rst calculate ,S1 for the standard trace S1.
Lemma 2. If f=pr has degree n; then ,S1 =− f(0)%n.
Proof. Write f=X n + a1X n−1 + · · · + an. We must check that S1(◦)= S1(−an%n)
(all ∈C), and it suNces to do this for =1; %; : : : ; %n−1. So we must check that for
06 i¡n, S1 kills an%n+i + %−i.
Self-duality of f means that an= ± 1 and anai = an−i (16 i¡n). Since an= ± 1,
it is equivalent to check that S1 kills %n+i + an%−i (06 i¡n), and we do this by
induction on i. Applying S1 to the equation %n + a1%n−1 + · · ·+ an−1%+ an=0 proves
it for i=0: For 16 i¡n we derive the equations:
%n+i + a1%n+i−1 + · · ·+ ai%n + ai+1%n−1 + · · ·+ an%i =0
and
an%−i + an−1%1−i + · · ·+ an−i + an−i−1%+ · · ·+ %n−i =0:
B. Corbas, G.D. Williams / Journal of Pure and Applied Algebra 165 (2001) 255–266 261
Adding and applying S1 gives:
S1(%n+i + an%−i) + a1S1(%n+i−1 + an%1−i) + · · ·+ aiS1(%n + an)= 0;
bearing in mind that an−j = anaj, and the result follows.
Of course this holds in general for any self-dual polynomial f.
The explicit traces on Cr needed for application in the Transfer Theorem are given
in the next lemma. Recall [7] that if degp¿ 1, then it is even and p has constant
term 1.
Lemma 3. Let S = S1(*·) (*∈U ).
(i) If degp=2k; then *= %kr(%− 1) de8nes a %−1-trace S;
(ii) If p=X − . (.=± 1) and charK =2; then
*=
{
%m(1 + .%) (r=2m)
%m (r=2m− 1)
de8nes a (−1)r+1.%−1-trace S.
Proof. (i) As in [9], ,S =(*
◦=*),S1 . So by Lemma 2,
,S =− %
−kr(%−1 − 1)
%kr(%− 1) %
2kr = %−1:
Note that * is a unit, since p does not divide X kr(X − 1).
(ii) Here ,S1 =− (−.%)r . So for r=2m,
,S =− %
−m(1 + .%−1)
%m(1 + .%)
(−.%)2m=− .%−1:
Since charK =2, p does not divide 1 + .X , so * really is a unit. For r=2m− 1,
,S =− %
−m
%m
(−.%)2m−1 = .%−1:
From now on we will assume that p=X − . (.=± 1) and charK =2. Then L=K
and LH(±1) consists of the symmetric (resp. antisymmetric) bilinear forms over K .
Using the traces above, the Reduction and Transfer functors give a bijection on iso-
morphism classes between B and LH((−1)r+1.). These functors evidently commute
with orthogonal sums and so a splitting into indecomposable pieces of a form b= Sh
in B corresponds to a similar splitting of Lh in LH((−1)r+1.). There are two cases to
consider:
Case A: (−1)r+1.=1: The indecomposable forms in LH(1) are (up to isometry)
given by Lh :K × K → K , where Lh(1; 1)= ∈K∗. Under reduction Lh lifts to the
1-hermitian form h :C × C → C given by h(1; 1)= , and this then pushes across
via the appropriate trace from Lemma 3(ii) to give the bilinear form b= Sh :C×C →
K; b((; *)= S((*◦). The space C is r-dimensional over K , and we call b the full form
with parameter  in dimension r.
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Case B: (−1)r+1.=− 1: Up to isometry there is just one indecomposable form in
LH(−1), namely Lh :K2×K2 → K , given by ( 0 1−1 0 ) with respect to the standard basis
(e1; e2). This lifts to the (−1)-hermitian form h on C2 given by the same matrix, and
pushes across to the bilinear form b= Sh :C2 × C2 → K . We call b the half-full form
in dimension 2r.
The terminology is chosen as above since in Case A the asymmetry  of b has
minimal polynomial of degree equal to the full dimension of b, whereas in Case B the
degree is half the dimension.
We now compute matrices representing these forms. The most obvious basis
(1; %; : : : ; %r−1) of C leads to matrices involving many binomial coeNcients. A rather
more careful choice of basis yields simpler matrices. As expected from Lemma 3, there
is a diBerence between the cases r even and r odd. Let 4= %− ..
For r=2m− 1, we take the following ordered basis of C:
(v1; : : : ; v2m−1)= (42m−2; 42m−3; : : : ; 4m−1; %4m−2; %24m−3; : : : ; %m−1):
By expanding the powers of 4, one sees at once that these do indeed span C.
For r=2m, take (v0; v1; : : : ; v2m−1) with v0 = 42m−1 and the other vi as before; note
the indexing.
If x is a real number, recall the notation x+ =max(x; 0); x−=max(−x; 0), so that
x+ − x−= x and x+ + x−= |x|. Then in both cases above:
vi = %(i−m)+42m−1−i :
To determine the matrices we have to evaluate the elements (ij = S(viv
◦
j ), S being
the appropriate trace from Lemma 3(ii). Noting that 4◦=− .%−14, one $nds:
Lemma 4. (ij =(−.) j−1S(%nij−m4pij); where nij =(i−m)+−(j−m)−+1 and pij =4m−
2− (i + j).
The next two lemmas determine the values of (ij. It is useful here to note that since
4r =0; %4r−1 = .4r−1 and hence for all integers i:
%i4r−1 = .i4r−1: (3)
Note also, by expansion of 4r and 4r−1, that
S1(%r)=− (−.)r (4)
and
S1(4r−1)= (−.)r−1: (5)
Furthermore
nij + pij =(i − m)− − (j − m)+ + (2m− 1): (6)
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Lemma 5. If r=2m− 1; we have:
(ij =
{−(−.) j for i + j=2m and for i + j¿ 2m; j6m;
0 otherwise:
Proof. Recall that S()= S1(%m). We divide into cases:
(1) i + j¡ 2m: Here pij¿ r, so that 4pij =0.
(2) i + j=2m; j¿m: Then nij =1 and pij = r − 1, hence, using (3) and (5),
(ij =(−.) j−1S1(%nij4pij)=− (−.) j:
(3) i+ j¿ 2m; j¿m: In this case nij¿ 1. If i¿m, then from (6) nij + pij =3m−
j − 1¡ 2m− 1. If i¡m, then nij + pij =4m− (i + j)− 1¡ 2m− 1 once more.
Thus all powers %k in the expansion of %nij4pij are such that 16 k ¡ r, so S1
kills this and (ij =0.
(4) i + j¿ 2m; j6m: This time nij =(i + j) − 2m + 1¿ 1 and nij + pij =2m − 1,
whence by (4) S1(%nij4pij)= S1(%2m−1)= . and (ij =− (−.) j.
Lemma 6. If r=2m; we have:
(ij =


−2(−.) j−1 for i + j=2m− 1; j¿m;
2(−.) j for i + j=2m− 1; j ¡m;
(−.) j for i + j=2m and for i + j¿ 2m; j6m;
0 otherwise:
Proof. Here the trace is given by S()= S1(%m + %m+1.), so that (ij =(−.) j−1
S1(%nij4pij) − (−.) jS1(%nij+14pij). The case-by-case analysis proceeds much as before
and we omit the details.
We may now write down matrix representatives for the full and half-full forms. To
obtain the neatest forms we will slightly modify the bases above. It is convenient to
introduce some matrices Fr; F ′r and H2r , in which the subscript denotes the size:
Notation. Let F ′2m−1 = (ij) where
ij =
{
1 for i + j=2m and for i + j¿ 2m; j6m;
0 otherwise:
and F2m=(ij) where
ij =


−2 for i + j=2m+ 1; j¿m+ 1;
2 for i + j=2m+ 1; j ¡m+ 1;
1 for i + j=2m+ 2 and for i + j¿ 2m+ 2; j6m+ 1;
0 otherwise:
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(Note that in F2m we have reverted to the more usual indexing of rows and columns
from 1 to 2m). Thus:
These replicate in an obvious way from a central core, as shown.
We also let F2m−1 = (−1)m−1F ′2m−1,
H4m−2 =
( −F ′2m−1
F ′2m−1
)
and
H4m=
(
(−1)mF2m
(−1)m−1F2m
)
:
We now have:
Theorem 2. With respect to appropriate bases; the full form with parameter  in
dimension r is represented by the matrix Fr; and the half -full form in dimension 2r
by the matrix H2r .
Proof. We refer to the discussion following Lemma 3.
Full forms: It suNces to consider =1, so that b((; *)= S((*◦).
(i) r=2m−1: With respect to the basis (v1; : : : ; v2m−1), b has matrix B=((ij), where
(ij is given by Lemma 5, with .=1. Now change to the basis (w1; : : : ; w2m−1), where
wi =(−1)m−ivi (i¡m); vi (i¿m). This amounts to changing the sign of various rows
and columns in B and results in the matrix F2m−1.
(ii) r=2m: No change of basis is needed here. With respect to (v0; v1; : : : ; v2m−1)
the matrix B is given by Lemma 6, with .= − 1, and equals F2m (recall the shift of
indexing).
Half-full forms: (i) r=2m−1: C2 has K-basis (v1e1; : : : ; v2m−1e1; v1e2; : : : ; v2m−1e2).
If b= Sh :C2 × C2 → K is the form, then h(vie1; vje2)= viv◦j and b(vie1; vje2)= (ij. It
follows that with respect to this basis, b has matrix(
B
−B
)
;
B being given by Lemma 5, with .=−1. Thus B=−F ′2m−1, and b has matrix H4m−2.
(ii) r=2m: This time we use the basis (w0e1; : : : ; w2m−1e1; w0e2; : : : ; w2m−1e2), the
wi being as in (i). Using Lemma 6, with .=1, one derives the matrix H4m.
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Remark. The normal forms presented above are not the only natural candidates. Indeed
by row and column operations one easily converts F ′2m−1 and F2m to the congruent
matrices:
which have rather more zeros below the antidiagonal.
If we now de$ne F˜r and H˜ 2r in terms of these just as before, then Theorem 2
remains true with Fr; H2r replaced by these matrices. This just corresponds to using
diBerent bases in the four cases arising in the proof. Speci$cally, let us put:
ui =
{
.m−ivi = .m−i42m−1−i (06 i6m)
(−1)m−i(vi − vi−1)= (−1)m−i.%i−m−142m−1−i (i¿m):
Then we obtain the alternative representatives by changing to the following bases in
the various cases:
Full forms: (i) (u1; : : : ; u2m−1),
(ii) (u0; u1; : : : ; u2m−1).
Half-full forms: (i) (u1e1; : : : ; u2m−1e1; u1e2; : : : ; u2m−1e2),
(ii) (u0e1; u1e1; : : : ; u2m−1e1; u0e2; u1e2; : : : ; u2m−1e2).
Combining Theorem 2 with the remarks on Type II forms in Section 1 and the
observations on Reduction-Transfer following Lemma 3 leads at once to the next result.
For convenience, we group together the Type IIp forms for p=X − 1 and X + 1.
Theorem 3 (charK =2). Let the nonsingular form (V; b) involve only primary com-
ponents Vp with p=X ± 1. Then b is represented by a diagonal sum of matrices of
the form Fn and H2n.
For each n¿ 1; the numbers of Fn and of H2n are uniquely determined; and the
contribution 1Fn ⊕ · · · ⊕ kFn from the full forms is unique; modulo equivalence of
the quadratic form diag (1; : : : ; k) over K.
Corollary. If; in addition; K is algebraically closed; then b is represented by a matrix
⊕
n¿1
(Fknn ⊕ Hln2n); for unique kn and ln:
266 B. Corbas, G.D. Williams / Journal of Pure and Applied Algebra 165 (2001) 255–266
In the algebraically closed case, the Vp with p=X ± 1 are, of course, the only
Type II components. Taking the Corollary together with Theorem 1 and the remarks
in Step1, Section 1, we now have unique representatives for the equivalence classes of
bilinear forms (or congruence classes of matrices). They are diagonal sums of the Fn,
H2n, matrices Ap;r with p=X − a (a =± 1) and singular blocks of known type.
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