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INTRODUCTION
The entire lifetime of a person, a machine, a plant or an animal is not always observable. Some lifetimes may be censored, in that only a lower bound for the lifetime is recorded. Statisticians are often interested in modelling the distribution of the true lifetimes as a function of covariates. When censoring is present, a proportional hazards model is often used. When there is no censoring, linear models are often used for ad hoc modelling of dependent variables. Miller & Halpern (1982) survey the methods that have been proposed for the linear model in the presence of censoring. This paper describes a closed-form method which is consistent and asymptotically normal. This method incorporates censoring in a natural way.
Section 2 formulates classical least-squares estimation in a manner that generalizes to accommodate random right censoring. Section 3 gives some theoretical results for the simplest nontrivial linear model, the two sample case. Section 4 contains examples and the final section discusses the role of this estimator.
The covariate vector of the ith person will be denoted by xi, and usually includes one as the first component. The true lifetime Yi follows a linear model if its conditional distribution given xi is Fi(y) = F(y -,8Txi), for some fixed distribution function and some parameter vector f80. If 180 includes an intercept term, F must have a known mean, which can be taken to be zero. Since the linear model may be applied to some function of time, such as the logarithm, it is not appropriate to assume that the times are nonnegative. The censoring will be modelled as a random variable Ci with the distribution Hi and independent of Yi. The observed lifetime is Ti = min (Ci, Y1). Censoring and death are distinguishable, so that every observed time can be classified as either a censoring time or a death time. The variance u2 of F is finite. The notation (x(i), T(,)) refers to the ith order statistic of the T's and the corresponding vector x. Most of the estimates reported in Table 1 suggest that treated people live roughly 3 times as long as controls. However, the estimator of Koul et al. (1981) implies that untreated patients tend to live longer than treated patients, a conclusion not supported by the data. In Fig. 1, five Example 2: Stanford heart transplant. Data from the Stanford heart transplant program has also been used to illustrate many regression methods for censored data. Miller & Halpern (1982) give survival times of the first 184 patients, censored at February, 1980. They analyse the dependence of the base 10 logarithm on age at transplant and on a mismatch score. Table 2 compares coefficients reported by Miller & Halpern (1982) with two synthetic data fits.
LEAST-SQUARES ESTIMATION

E{ Ul(s) U2(t)} = E{ Ul(t) U2(s)} = -Tp(s) (s S t), where r, is the limiting covariance of the estimated cumulative hazard of censoring in the presence of death distribution Fp and is therefore given by rP ( t ) =
Two methods of synthesis were used. Pooled synthesis refers to the method described above. Common random censorship may not be plausible, because the selection criteria have gradually changed, and now favour younger subjects. If random censoring is assumed, the censoring distribution should vary with age. One crude way to permit different censoring distributions for different ages is to synthesize separately within age groups. Group synthesis will refer to log times synthesized separately for four age groups: less than 30, 30-39, 40-49, and 50 or older. The groups contain 30, 23, 66 and 38 people, respectively. The survival time of one person was recoded from 0 to 1.
The leftmost three columns of Table 2 report estimates for the model with covariates age and mismatch scores, including fits from Miller & Halpern (1982) . Since 27 mismatch scores are missing, Table 2 is based on 157 cases. Only these cases were used in the synthesis. The coefficients in the rightmost three columns of Table 2 The synthetic data estimator is based on the assumption that the censoring mechanism can be modelled by random times, but is less sensitive to the assumptions of the linear model. When all the covariates are group indicators, the synthetic data estimator will be consistent even if the shape of the error distribution differs across group. The Buckley & James (1979) algorithm has complementary properties: the censoring mechanism does not affect Fisher consistency in the two-sample case, but the distributions within group must all be translates of each other. Presumably the relative validity of the censoring and the translation assumptions will vary in applications. Neither method appears to be efficient relative to parametric maximum likelihood methods (Kalbfleisch & Prentice, 1980 , ? 3.6).
Since the largest times will be increased the most, the impact of positive residuals will be magnified, exaggerating the lack of robustness of the linear model. The approach outlined here can be applied to functionals of G,0 other than Q; M-estimators for censored data will be described elsewhere.
Several questions should be answered before synthetic data estimators enter routine use. Variance expressions and estimators need further study. Bootstrap methods could be used (Efron, 1982) . Formulae for the influence of individual points in the presence of censoring would be useful.
The plausibility of the statistical model does not guarantee the applicability of the linear model to lifetimes. Linear models may be most successful if lifetimes are determined by a static characteristic, rather than by dynamic response to sudden shocks.
