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Abstract
In this work, we consider a heterogeneous multichannel ad hoc network consisting of frequency-agile radios with the ability to change their carrier frequency and
chip rate over a wide range of possibilities. The radios in this type of network are
permitted to utilize multiple non-overlapping channels, and each channel differs significantly in its characteristics such as achievable data rate and communication range.
A channel-access protocol regulates access to the channels available, and a routing
protocol determines how a packet should be forwarded from its source to its destination through the network. The initial focus of this research is on channel-access and
routing protocols that are designed to take advantage of the heterogeneous channels
available to a network of frequency-agile radios.
We develop a new approach to channel access that accounts for the heterogeneous nature of the channels available to the network. For this protocol, we designate
one channel as the control channel, and terminals communicate on this channel to
reserve access for one of the remaining traffic channels. The determination of the
traffic channel selected for the data packet transmission is based on the characteristics of the traffic channels available to the network. We compare the performance of
this protocol with previously-developed channel-access protocols and show that our
new protocol is able to adapt to a wide variety of scenarios without requiring the
parameters of the routing protocol to be carefully tuned.
ii

For our routing protocol, a channel metric is used to characterize the traffic
channels available for the link between a pair of terminals. We develop a new channel
metric that characterizes a channel based on its characteristics and the characteristics
of the particular network. This channel metric is used to assign a link resistance value
for a link, and these link resistances are utilized by the routing protocol to determine
routes. Our new channel-access protocol is modified to employ this channel metric
such that the selection of a traffic channel for a data packet transmission considers the
current network conditions in addition to the characteristics of the available channels.
Results show that our new jointly-designed channel-access and routing protocol provides good network-layer performance for various network scenarios when compared
to combinations of previously-developed channel-access and routing protocols.
Lastly, we investigate the selection of backbone terminals for a hierarchical
and heterogeneous multichannel ad hoc network. In this network, a subset of the
terminals form a backbone network and communicate with one another on a reserved
traffic channel employing schedule-based access. The remaining terminals associate
with a backbone terminal and communicate on the remaining traffic channels employing contention-based access. We present a centralized algorithm that selects the
terminals forming the backbone network. This algorithm demonstrates that networklayer performance is highly dependent on how many terminals are included in the
backbone and the selection of the channel utilized for the backbone network.
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Chapter 1
Introduction
1.1

Ad Hoc Networks
To provide a reliable and quickly deployable wireless network, the terminals

of an ad hoc wireless network must self-configure without the aid of an established or
centralized infrastructure. Without an established or centralized infrastructure, the
terminals of this network are responsible for coordinating and routing their packet
transmissions in a distributed manner. The channel-access protocol controls how the
terminals access the channels available to the network and ensures that the packets
that are transmitted are successfully received. The routing protocol is responsible
for determining how a packet is forwarded through the network from its source to
its destination. Once a route is determined, a packet is forwarded using multihop
routing in which intermediate terminals relay the packet toward its destination [1].
Ad hoc networks are used where a network needs to be quickly deployed or
when an infrastructure-based network is infeasible. Other advantages of ad hoc networks are that they require minimal configuration, require reduced maintenance costs,
and are highly robust. These networks are primarily used for military applications [2],
1

but they are also suitable in emergency situations like natural disasters [3], and for
data acquisition in inhospitable terrains [4].

1.2

Software-defined radio
The development of software-defined radios (SDRs) enables components that

have typically been implemented in hardware to be replaced by software-based systems. The ability to reprogram an SDR enables a terminal to dynamically specify
many parameters of its transceiver and typically allows the carrier frequency, transmission rate, and receiver bandwidth to be modified over a wide range of possible
configurations [5].
Due to emerging wireless services and products, the demand for spectral resources has increased significantly. With the current fixed spectrum assignment policy, some portions of the spectrum are becoming saturated while other bands are
idle or underutilized. A proposed solution to this problem is the cognitive radio; it
is introduced in [6]. A cognitive radio is a radio that is able to dynamically change
its transmission parameters based on information it senses about its operating environment. It is the reconfigurability feature of a cognitive radio implemented in a
software-defined radio that allows the radio to transmit and receive on a variety of
different frequencies.
With the advent of cognitive radios that are able to detect the available channels in a wireless spectrum, multiple non-overlapping channels can be identified and
made available to the terminals in a mobile ad hoc network. Furthermore, these channels may be heterogeneous, that is, the center frequencies and bandwidths for each
channel differ widely. Consequently, the communication ranges and data rates for the
channels are significantly different from each other. The channel-access and routing
2

protocols of an hoc network of frequency-agile radios must be designed specifically
for the capabilities of SDRs to utilize heterogeneous channels.

1.3

Multichannel MAC Protocols
A multichannel MAC protocol enables frequency-agile radios in a wireless ad

hoc network to operate on multiple wireless channels. These protocols govern how
terminals agree on the channel to be used for a transmission and how they resolve
contention for the channel. For a heterogeneous multichannel ad hoc network, it
is important that in making these decisions, the MAC protocol accounts for the
heterogeneous characteristics of the channels available to the network.
The authors of [7] present a survey that classifies multichannel MAC protocols
into four categories: Dedicated Control Channel, Common Hopping, Split Phase, and
Parallel Rendezvous. Of these, only the Dedicated Control Channel protocol requires
more than one radio. One of these radios is permanently tuned to the control channel
while the other radio can be tuned to any other channel. This protocol is employed
by the Dynamic Channel Assignment (DCA) algorithm [8] such that after channel
negotiation on the control channel using the fixed interface, the switchable interface is
tuned to the negotiated channel for the data and acknowledgement packet transmissions. The protocol of [9] provides an extension to DCA that allows multiple frames
to be transmitted on the data channel after channel negotiation, and [10] extends
DCA by using carrier sense multiple access with collision avoidance (CSMA/CA) on
the data channels before a data packet transmission and employing independent slow
hopping over the data channels to maximize the utilization of the data channels. The
DCA algorithm and the protocols of [9] and [10] assume that each data channel is
equivalent and has the same data rate.
3

Each terminal of the Common Hopping protocol uses a single radio to hop synchronously through all the channels using a common hopping pattern. Once a pair of
terminals make an agreement for transmission, they stop hopping and will resume the
common hopping pattern after their transmission ends. The Channel Hopping Multiple Access (CHMA) protocol [11] uses this approach. Another example is Improved
CHMA (ICHMA) [12], which alleviates the multi-channel hidden terminal problem
and deaf terminal problem present when CSMA/CA is used with the Common Hopping protocol. Both CHMA and ICHMA assume homogeneous channels.
For the Split Phase protocol, a device uses a single radio and time is divided
into an alternating control phase and data phase. During the control phase, each
terminal tunes to the control channel and negotiates a traffic channel for a data
packet transmission. The terminals then tune to their negotiated traffic channels in
the data phase to schedule themselves or to contend for a data packet transmission.
The Split Phase protocol with fixed-time intervals for the control and data phase is
employed by the Multi-Channel MAC (MMAC) protocol [13] to enable simultaneous
transmissions on different channels in the same region. The Multichannel Access
Protocol (MAP) [14] also utilizes the Split Phase protocol. For MAP, the control
phase has a fixed-time interval, but the duration of the data phase varies based on
the reservation schedule determined in the control phase. In [15], a power-control
algorithm is introduced such that the minimum required transmission power is used
during the data phase. Each of these examples assume homogeneous channels.
Lastly, terminals employing the Parallel Rendezvous protocol use a single radio
and overcome the single control channel bottleneck by allowing multiple terminals to
make agreements on distinct channels. Each idle terminal follows its default hopping
pattern, and a sender determines the hopping pattern of its receiver and hops into its
channel to initiate a transmission. Slotted Seeded Channel Hopping (SSCH) [16] and
4

McMAC [17] are examples of Parallel Rendezvous protocols that do not account for
heterogeneous channels. However, DataRate-Aware MAC (DRA-MAC) [18] accounts
for channels with different data rates by adjusting a portion of the hopping sequence
to hop more frequently onto channels with a higher data rate. In [19] and [20], the
channels have identical data rates, and devices adjust their hopping sequences based
on traffic load and channel quality, respectively.

1.4

Routing Metrics
A routing metric is used by the routing protocol to determine whether one

route should be chosen over another. For multichannel ad hoc networks, a single
link between terminals exists if these terminals are able to communicate using one or
multiple channels. Channel metrics are utilized by the routing protocol to characterize
the channels available for a particular link. This channel metric is incorporated into
the link metric, which assigns each link a cost. The cost of a link measures the quality
of the link, and for an additive routing metric, the total cost of a path is the sum of
the costs of individual links along the path.
Many routing metrics have been proposed for wireless networks [21]. The most
commonly used routing metric is the min-hop metric, which assigns each link a cost
of one and selects minimum-hop routes. This metric is currently used in existing
routing protocols such as Destination-Sequenced Distance Vector (DSDV), Ad Hoc
On-Demand Distance Vector (AODV) and Dynamic Source Routing (DSR). As a
drawback, this metric assumes homogeneous channels and does not account for the
quality of the links selected for the route.
The Expected Transmission Count (ETX) [22] link metric calculates the expected number of packet transmissions required to successfully deliver a packet to its
5

destination by incorporating the packet loss ratios in both directions of the wireless
link. The routing metric is the sum of the ETX values for the links along the route.
Although, this metric accounts for the quality of the link between two terminals, it
also assumes homogeneous channels and does not account for the link bandwidth or
data rate.
The Expected Transmission Time (ETT) [23] link metric calculates the expected transmission time of a packet on a link by accounting for both the loss rate
and bandwidth of the link. The Weighted Cumulative ETT (WCETT) routing metric combines the ETT of all the links along a route in a way that allows a trade
off between channel diversity and path length. This routing metric is utilized by the
Multi-Radio Link-Quality Source Routing (MR-LQSR) protocol, which is a link-state
protocol derived from DSR. For this work, the authors assume a network of stationary
terminals equipped with one or more 802.11 radios tuned to different, non-interfering
channels.
The authors of [24] present Multi-Channel Routing Protocol (MCRP) [24],
which is one of the first routing protocols that utilizes multiple channels without
additional hardware or any change in the MAC protocol. They assume that each
terminal is equipped with a single transceiver capable of switching channels, but they
do not seem to consider heterogeneous channels. MCRP allows simultaneous transmissions in a region by allocating a common channel to all terminals of a flow. The
authors also present a routing and channel assignment protocol [25] for a multichannel
wireless network of terminals equipped with a single network interface card (NIC).
In this work, the routing protocol utilizes a metric based on the load information
obtained from the access points and weighted according to the number of hops to the
destination.
The protocols of [26], [27], [28], [29] and [30] assume that each terminal is
6

equipped with multiple NICs. The authors of [26] propose a multichannel extension to DSDV, which assumes that each terminal is equipped with two half-duplex
transceivers and that the channels available to the network are non-interfering and
have the same bandwidth. The authors of [28] propose a link-layer protocol and
new routing metric for multichannel multi-interface networks. They assume that of
the multiple interfaces available at a terminal, a fixed interface is assigned a specific
channel for a long period of time, and a switchable interface is dynamically assigned a
channel based on data traffic. During flow initiation, each terminal tunes its switchable interface to the channel of the fixed interface of the next hop in the path. Thus,
the switchable interface is mostly used for sending data while the fixed interfaces are
mostly used for receiving data. Their routing protocol is similar to DSR but uses a
routing metric similar to WCETT that also accounts for switching costs. In [29], the
authors present a routing metric that extends the ETX link metric by also considering
the bit rate of the link and the interference introduced when using the link. In [30],
the authors consider congestion in the network by adjusting the WCETT metric to
also account for queue size.
The authors of [31], [32], and [33] consider joint channel assignment and routing
algorithms for multichannel multi-interface ad hoc networks. The algorithm of [31]
assumes homogeneous channels and achieves load balancing. The algorithms of [32]
and [33] also consider scheduling algorithms. In [32], the authors address channel
diversity by considering different capacity channels, and the routing metric of [33]
considers the capacity of the interface, retransmission delay, impact of interference,
and delay due to competition for a limited number of channels.

7

1.5

Hierarchical Multichannel Networks
Efficient channel access for large and dense deployments of ad hoc networks

is required to support a wide range of emerging applications and to leverage the
availability of SDRs that can utilize multiple heterogeneous channels. Contentionbased protocols work well with low traffic demand, but network performance decreases
as traffic demand increases. Schedule-based protocols avoid collisions by scheduling
packet transmissions and perform poorly during periods of low contention due to
idle or underutilized slots. However, network performance increases as the traffic
level increases because slots are more fully utilized. Forming a backbone network
within an ad hoc network allows the channel-access problem to be separated into two
domains: contention-based, which easily exploits the available heterogeneous channels
for individual user traffic; and schedule-based, which is employed to efficiently relay
high levels of aggregated traffic across the backbone.
There has been much research on the formation of a backbone network within
an ad hoc network. The authors of [34], [35], [36], [37], [38], and [39] consider forming
a backbone network within an ad hoc network employing a single channel. In these
works, a backbone network is created to improve the scalability of the network, reduce
routing overhead, or provide a broadcast infrastructure. The authors of [35] propose
the formation of a backbone for an ad hoc network consisting of heterogeneous terminals. This scheme focuses on minimizing the size of the backbone while attempting
to select terminals for the backbone with higher capability (e.g., communication capacity, processing power, or energy resource, etc.). The authors of [40] consider the
formation of a backbone tree consisting of K neighbors per terminal. Each terminal
of the network consists of three radios with multiple channels. Of these radios, one
is fixed with a predefined channel that is only used by the terminals to exchange
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control messages within the backbone network and for the transmission of control
messages by non-backbone terminals. The other two radios can be tuned to any of
the remaining channels. The authors left the routing and forwarding algorithms as
future work.
The Near Term Digital Radio (NTDR) system [41] employs clustering to increase capacity and reduce multiple-access interference and relay delays. Each cluster
is represented by a cluster head, which is generally responsible for inter- and intracluster communication. These cluster heads create a backbone network and transmit
traffic originating from one cluster but destined for a member in a different cluster.
The NTDR system automatically establishes semi-autonomous cluster heads such
that cluster members are always a single hop away from a cluster head. In addition,
cluster members can re-affiliate with new cluster heads, split into additional clusters, or merge into larger clusters automatically [42]. Network communications are
divided into three channels: a reservation channel, a local intra-cluster channel, and
an inter-cluster backbone channel.
Due to the decrease in network performance experienced by networks employing multiple channels using contention-based access, the authors of [43] and [44]
present a TDMA-based multichannel MAC protocol for ad hoc networks. These
protocols involve two-dimensional (channel and time slot) negotiation or assignment,
which exploits the advantages of multiple channels and schedule-based access. In [43],
a coloring- and coding-based multichannel TDMA schedule (CC-TDMA) is introduced. In this algorithm, explicit conflicts (i.e., the consequence of competition
of multiple simultaneous wireless links for the single transceiver at a terminal) are
avoided by assigning different transmission time slots to each link, and implicit conflicts, (i.e., the consequence of wireless interference between terminals within interference range) are minimized by using a coding-based algorithm to assign channels with9

out any topology information. In [44], a TDMA-based multichannel MAC protocol
(TMMAC) is introduced such that time is divided into fixed-length beacon intervals
comprised of a dynamically adjusted control message window followed by a communication window further divided into time slots. During the control message window,
contention-based access is used for negotiation packets. These packets are transmitted by the sender and receiver and used to negotiate a channel and time slot for the
set of data packets to be transmitted. During that time slot of the communication
window, the sender/receiver tunes to the negotiated frequency to transmit/receive
data packets.
Lastly, the authors of [45] and [46] attempt to combine the concepts of a
backbone network and schedule-based access. Similar to NTDR, these works consider
clustering as a way to introduce structure into an ad hoc network consisting of multiple
channels. However, unlike NTDR, the cluster heads of [45] and [46] employ schedulebased access. In [45], ICCMP is the framework introduced to reduce control overhead
and energy consumption by jointly designing clustering and channel assignment for
a CDMA-based multichannel protocol. The authors note that ICCMP can also be
applied to a TDMA- or FDMA-based multichannel MAC protocol as well. In this
work, random competition-based clustering [47] is employed in which any terminal
that does not belong to a cluster can initiate a cluster formation by broadcasting
a packet claiming itself as cluster head. All neighboring terminals that receive this
packet give up their right to become cluster head to become members of this new
cluster. Another cluster-based scheduling algorithm is proposed in [46], where nonoverlapping channels are assigned to clusters, and time slots are allocated to these
channels in an effort to maximize the end-to-end throughput by optimizing the total
number of TDMA slots in the cluster communications. In this work, the cluster heads
are randomly selected among the terminals in the network.
10

1.6

Thesis Statement
For our initial investigations, each terminal is assigned a single frequency-agile

radio equipped with a half-duplex transceiver. (Later, we consider investigations in
which terminals have two transceivers.) This transceiver can be tuned to a particular
carrier frequency and its associated channel-symbol rate corresponding to the common
control channel or one of the multiple traffic channels available to the network. Unlike
many of the channel-access and routing protocols described above, we consider a
network consisting of heterogeneous traffic channels.
Our channel-access protocol follows the Split Phase protocol described in Section 1.3, but the control and data phases of our protocol are not fixed and are independently determined by each terminal as in the channel-access protocol described
in [48]. Thus, while one pair of terminals is in their control phase negotiating access to a traffic channel, a different pair of terminals may be in their data phase
transmitting a data packet. Our channel-access protocol extends the work of [48],
but assumes a network with heterogeneous channels. Our approach to channel access
takes advantage of the multiple frequency bands available to the network to increase
network-layer performance. In previous investigations, we found that in some network
scenarios, the best network-layer performance is achieved if the channel-access protocol always selects the channel with the fastest data rate that is immediately available.
However, in other network scenarios, it is preferable to always wait for a channel with
a faster data rate that is temporarily unavailable to become available rather than
select a channel with a slower data rate that is immediately available. We show that
our new channel-access protocol is able to adapt the strategy for selecting channels
so that high network-layer performance is maintained in all scenarios compared to
channel-access protocols that utilize either fixed strategy; it is also superior to those
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that assume homogeneous channels when in fact the channels are heterogeneous.
Next, we introduce our routing protocol and detail its use of our new channel
metric and least-resistance routing (LRR) [49] to assign a link resistance for each
link. We have previously found that independently adjusting the channel-access or
routing protocol does not consistently lead to good network performance. Instead,
the channel-access and routing protocols must be considered jointly and adjusted to
the particular network for which they are employed. For our new channel metric,
in addition to characterizing a channel based on its data rate, we also characterize
a channel based on the characteristics of the particular network. We modify our
channel-access protocol to employ this channel metric such that our channel-access
and routing protocols are jointly adapted to the particular network and channel scenario. We show that our new jointly-designed channel-access and routing protocol is
able to maintain high network-layer performance in all scenarios when compared to
channel-access and routing protocol combinations that assume homogeneous channels
or do not account for the characteristics of the particular network.
Lastly, we consider the selection of backbone terminals for a hierarchical multichannel ad hoc network. For these investigations, we assume each terminal has two
transceivers. In this network, a subset of the terminals form a backbone network, and
these terminals tune their second transceiver to a channel employing schedule-based
access. If the backbone terminals are considered as cluster heads, this approach is
similar to the clustering protocols of [45] and [46] except communication between
backbone and non-backbone terminals occurs on the remaining traffic channels that
employ contention-based access. We design a new centralized algorithm that selects
the terminals forming the backbone network. Our algorithm demonstrates that the
number of terminals in the backbone greatly affects network-layer performance. Too
many terminals in the backbone leads to idle or underutilized slots at some termi12

nals and congestion at others, and too few terminals in the backbone leads to contention as non-backbone terminals attempt to access the backbone. Our algorithm
also demonstrates that the selection of the channel utilized by the backbone impacts
network-layer performance by changing the density of the terminals in the backbone
and the rates of the links between these terminals.

1.7

Dissertation Organization
In this dissertation, we consider multichannel ad hoc networks consisting of

frequency-agile radios. Chapter 2 offers a description of the system we are considering
including details for the physical, link, and network layers as well as the simulation
model considered. Chapters 3 and 4 provide details and performance results of the
channel-access protocol and the jointly-designed channel-access and routing protocol,
respectively, developed for the system. In Chapter 5, we consider a hierarchical heterogeneous multichannel ad hoc network, and we provide a description of the system
and scheduling algorithm utilized by the backbone network. We also provide details
and results for an algorithm that selects the backbone terminals for this network.
Lastly, concluding remarks are given in Chapter 6.
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Chapter 2
System Model
In this chapter, we describe the details of the system model that are common
to all of the investigations reported in this dissertation. For the research reported
in Chapters 3 and 4, each terminal is equipped with a frequency-agile radio with
a single transceiver, and the focus is on a system that employs spread spectrum
communications at the physical layer, contention-based channel access for multiple
heterogeneous channels at the link layer, and least-resistance routing at the network
layer.
For the work reported in Chapter 5, we employ the same modeling assumptions
at the physical and link layers. Furthermore, we extend the system to consider a
hierarchical approach to channel access that includes a second transceiver for each
terminal that utilizes a schedule-based MAC protocol. The hierarchical system model
also requires some minor modifications to the network layer. We postpone until
Chapter 5 the description of the system modeling details that are utilized only in the
investigations into hierarchical channel access.
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2.1

Physical Layer Model
The radios in our system employ direct-sequence spread-spectrum (DSSS)

modulation [50], [51]. Each data packet contains a fixed number of information
bits. For error-control coding, each packet is encoded with a rate R = 1/2 convolutional code with constraint length 7, and binary phase shift keying with coherent
demodulation is utilized at each terminal. An encoded data packet consists of S symbols. Each symbol is spread by a spread-spectrum waveform consisting of N chips
causing the data packet to span a total of NS chips where N is the spreading factor.
For investigations reported in Chapters 3 and 4, we assume that each terminal
in our system is equipped with a single frequency-agile radio. We extend this model in
Chapter 5 to consider terminals with two transceivers. There are M non-overlapping
channels available to the system. These heterogeneous channels are characterized by
their carrier frequencies and chip rates. The single half-duplex transceiver of each
terminal can be tuned to any one of these channels at a particular time. Terminals
tuned to the same channel use an identical carrier frequency and chip rate. The
carrier frequency and chip duration for channel i is fi and TCi , respectively, and the
receiver bandwidth for channel i is Bi = 1/TCi . We number the channels such that
f1 < f2 < ... < fM . For this system, we assume channel bandwidth is proportional
to carrier frequency. Thus, if fi < fj , then TCi > TCj . We also assume that N and R
are fixed and the same for each channel1 . Thus, the data rate for channel i is

Di =

R
.
N TCi

(2.1)

Our channel model is characterized by propagation loss, additive white Gaus1

In Chapter 5, we allow the spreading factor to be adapted for the channel that employs a
schedule-based MAC protocol.
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sian noise, and multiple-access interference. A single omni-directional antenna model
is employed, and we assume the antenna gains are unity for all carrier frequencies.
Each transmission is preceded by an acquisition header that must be acquired before
the packet can be demodulated and decoded. The development details of the acquisition model follow the work of [52]. A single acquisition threshold is selected for each
channel as described in [53] such that performance is limited by the probability of
successfully decoding the packet rather than acquiring it.
The probability that a packet is successfully acquired and decoded is based on
the symbol-energy to interference plus noise ratio (EINR). Let λi = c/fi denote the
wavelength of the carrier frequency for channel i where c is the speed of light. Let
PT denote the transmit power, which is fixed and identical for all transmitters, and
let d denote the distance between the transmitter and receiver. The received power
for channel i is modeled as

P0 i = PT

λi
4πd

α
,

(2.2)

where α is the path loss factor [54] (and equivalent for each channel). The received
symbol energy for channel i is N P0i TCi , and the received power at channel i due to
multiple-access interference from all transmissions except the intended transmission
is PIi . The EINR for channel i is defined as

ξi =

N P0i TCi
,
N0 + PIi TCi

(2.3)

where N0 is the one-sided noise power spectral density, and PIi /Bi denotes the average
spectral density due to multiple-access interference for channel i. The power from an
interfering terminal is also calculated as in (2.2), and a model for multiple-access interference that accounts for the received interference power from all partially-overlapping
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transmissions is detailed in [48]. The details of the packet acquisition and packet error
probability models are found in [48] and [52].
The range for which a packet can be received with a high probability differs
among the heterogeneous channels. To gain insight as to how this distance varies
among the various heterogeneous channels, we define the communication range as
the maximum distance between a transmitter and a receiver such that a target EINR
is achieved in the absence of multiple-access interference. To find the communication
range for channel i, we consider a target EINR of β, no multiple access interference
(i.e., PIi = 0), and use (2.1), (2.2), and (2.3) to find the maximum distance d that
achieves this target EINR. Thus, the communication range for channel i is defined as
1
c
∆i = √
α
fi Di 4π



PT R
N0 β

1/α
.

(2.4)

This illustrates that a channel with a larger carrier frequency and a faster data rate
has a shorter communication range. Using this assumption, channel 1 of our system
has the smallest carrier frequency, slowest data rate and longest communication range
among all of the channels.

2.2

Link Layer Model
A multichannel contention-based channel-access protocol is employed in all of

our investigations. In this section, we describe the basic features of the protocol. The
details of our new extensions to this MAC approach are introduced in Chapters 3 and
4.
Our system is similar to the multichannel system of [48], but our traffic chan-
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nels are heterogeneous and consist of different carrier frequencies and chip rates.
Channel 1 is designated the control channel and used to reserve access to the remaining M − 1 traffic channels. Request-to-send (RTS) and clear-to-send (CTS) packets
are reservation packets transmitted on the control channel. Packets transmitted on
the traffic channels are data packets, acknowledgement (ACK) packets, and negativeacknowledgement (NACK) packets. The RTS, ACK, NACK, and data packets are
transmitted using a receiver-directed spreading code and can only be acquired by
their intended recipient. A CTS packet, however, is transmitted using a common
spreading code and can be received by any neighbor listening on the control channel.
Each terminal declares the status of each traffic channel to each of its neighbors as good or bad as in [55]. If a traffic channel from terminal A to B is declared
good, then terminal A is allowed to transmit to terminal B on that particular traffic
channel. Terminal A is not allowed, however, to transmit to terminal B on a traffic
channel declared bad. Terminal A determines the status of a traffic channel to terminal B by considering the recent transmissions/receptions on the channel to/from
terminal B. Initially, the status is bad for each traffic channel between every pair of
terminals. Terminal A declares a traffic channel good for transmitting to terminal B
whenever terminal A receives a network-layer control packet on that particular channel from terminal B. The details of these network-layer control packets are described
in Section 2.3. Each terminal keeps a counter, Cerr , for each traffic channel to each
neighbor. This counter tracks the number of NACK packets that are received and the
number of CTS packets that are received without receiving the acknowledgement corresponding to the data packet. The traffic channel is declared bad once Cerr exceeds a
threshold, γ. Cerr is reset for a traffic channel to a neighbor whenever a network-layer
control packet or ACK packet is received on the traffic channel from that neighbor.
Terminal A removes B as its neighbor and updates its routing tables once all traffic
18

channels to terminal B are declared bad. Further details of the determination of a
channel’s status can be found in [55].
The source terminal initiates a transmission by sending an RTS packet to
the destination terminal. This RTS packet includes a list of the unblocked channels
(defined in the next paragraph) seen by the source terminal. Once the destination
terminal acquires and decodes the RTS packet, it checks for an acceptable transmission. For a transmission to be acceptable, at least one channel listed in the RTS
packet is unblocked at the destination terminal. If the transmission is acceptable,
the destination terminal transmits a CTS packet to the source terminal indicating on
which traffic channel the data packet transmission will occur. It then tunes to the
traffic channel selected to await the data packet transmission. Once the CTS packet
is acquired and decoded, the source terminal tunes to the channel indicated in the
CTS packet and transmits the data packet to the destination terminal. After acquiring the data packet, the destination terminal transmits an ACK packet if the data
packet is decoded successfully or a NACK packet if the data packet is not decoded
successfully.
An overheard CTS packet is a CTS packet that is acquired and decoded at a
terminal but intended for a different terminal. Channel-access protocols such as [48],
[56], or the DCF mode of the IEEE 802.11 standard require a terminal that acquires
and decodes an overheard CTS packet to refrain from using the traffic channel indicated in the CTS packet for a period of time equivalent to the duration of the data
packet and subsequent ACK packet transmissions. This traffic channel is considered
blocked at the terminal overhearing the CTS packet. For our system, we assume that
a channel with a larger carrier frequency has a faster data rate and a smaller communication range and that the control channel has the largest communication range.
Suppose terminal C receives an overheard CTS packet from terminal B intended for
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terminal A indicating that the data packet transmission will occur on channel i. Further suppose that channel i is declared bad by terminal C to both terminals A and B.
As described in [55], terminal C will not block channel i because it may be possible
for a data packet transmission by terminal C to occur simultaneously with the data
packet transmission between terminals A and B on channel i. However, if channel i
is declared good by terminal C to either terminal A or B, then terminal C will block
channel i.
Our system employs a pacing mechanism that requires a terminal to listen
on the control channel for a certain period of time to learn the availability of the
traffic channels before initiating a new transmission. A terminal undergoes pacing
after the transmission or reception of a data packet, and after it fails to acquire an
expected CTS, data, or ACK packet. The duration for which a terminal paces is
determined via a uniform random variable with mean equivalent to the amount of
time a transmission takes using the traffic channel with the largest data rate and
maximum value equal to 1.5 times this mean. With pacing, the chances are reduced
that a terminal selects an unavailable traffic channel. Pacing also reduces contention
on the control channel and promotes fairness among the terminals. The details of
pacing are further explained in [48].

2.3

Network Layer Model
Least-resistance routing is a distributed, distance-vector based protocol that

is employed in all of our investigations. The basic details of LRR are summarized in
this section. For the investigations reported in Chapter 3, we utilize this model for
LRR. Our new extensions to LRR are introduced in Chapter 4. Some minor changes
in the calculation of resistance values for LRR are required to support the hierarchical
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system studied in Chapter 5. We describe these modifications in Chapter 5.
A single link from terminal A to terminal B exists if these terminals are able
to communicate using the control channel and at least one traffic channel. The LRR
protocol requires that each link be assigned a resistance value. This resistance value
is a measure of the quality of the link and the ability of the terminal to forward
and receive packets on the link. Specifically, the IR(A, B) metric is based on the
quality of the link between terminals A and B, and the L(A, B) metric is based on
the recent history of unsuccessful transmission attempts from terminal A to B. The
link resistance for the link from terminal A to B, LR(A, B), is the sum of these two
metrics. The route resistance between a pair of terminals is simply the sum of the
link resistances of the links in the route.
Information needed for LRR is obtained from packet radio organization packets (PROPs), data packets, and ACK/NACK packets. Because data packets and
acknowledgement packets are transmitted on traffic channels, the destination terminal uses data packets to update the link resistance for the reverse link and the source
terminal uses acknowledgments to update the link resistance for the forward link.
PROPs are network-layer control packets that are periodically broadcast by each terminal and contain information needed to build routing tables. A source terminal
initiates a PROP transmission by transmitting an RTS packet on the control channel
using a common spreading code. PROPs are assigned a traffic channel in a roundrobin manner, and this channel is included in the RTS packet. Each terminal that
acquires the RTS packet tunes to the traffic channel indicated in the RTS packet and
awaits the PROP transmission. The source terminal then transmits the PROP on
this traffic channel using a common spreading code.
Channel metrics are incorporated into the IR(A, B) metric to characterize the
traffic channels between two terminals. The data rate (DR) channel metric [55] is a
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measure of the capability of a traffic channel based strictly on its data rate. For
channel i, the data rate channel metric is defined as

Wi =

Dmax
,
Di

(2.5)

where Dmax denotes the maximum data rate among all of the traffic channels. For
this channel metric, a transmission takes less time on a traffic channel with a lower
channel metric value. In simulation investigations, we also consider other methods
for assigning channel metrics.
The link metric for the link from terminal A to B, IR(A, B), is assigned the
minimum channel metric value among all of the traffic channels declared good between these terminals. If all of the channels between the terminals are declared bad,
IR(A, B) is assigned infinity. This metric is also updated whenever the good or bad
status changes for a traffic channel between the terminals. Notice that whether or
not a traffic channel is blocked is not considered for this metric. The L(A, B) metric
is incremented by inc res whenever terminal A does not receive an acknowledgement
for a data packet transmission to terminal B. However, this metric is not incremented
if terminal A receives a NACK packet from terminal B. Not receiving any type of
acknowledgment may signal that terminal B is not in range of terminal A, but receiving a NACK packet reflects the quality of the particular traffic channel used for
the transmission and not necessarily the quality of the link between the terminals.
Thus, Cerr is incremented for that particular traffic channel. After a terminal updates the link resistance for a link, it updates the routes and route resistances for all
destinations using that link.
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Table 2.1: Simulation Parameters
Parameter

Value

Info bits per data packet
Info bits per PROP
Info bits per control packet
Spreading factor (N )
Number of channels (M )
Target EINR (β)
f1 for control channel
D1 for control channel
∆1 for control channel
Transmit power (PT )
Path loss (α)
One-sided noise power spectral density (N0 )
Cerr threshold (γ)
Link resistance increment (inc res)
Simulation duration
Queue size
Forwarding attempts (F )
Forwarding attempts on primary link (P )

2.4

5000
5000
50
16
4
5 dB
1 GHz
250 kbps
1626 m
1.0 W
3
4 x 10−21 W/Hz
5
0.25
5000 s
10 pkts
6
4

Simulation Model
We investigate the performance of our protocols using an OPNET simulation

with detailed physical, link, and network-layer models. The details of the packet
acquisition and packet error probability models are described in [48] and [52]. As
in [53], we fix the acquisition header, and the acquisition threshold is chosen for
each channel such that the performance is limited by the probability of successfully
decoding the packet rather than acquiring it. Our link layer is based on the channelaccess protocol of [48], and our network layer uses the LRR protocol detailed in [49].
The research presented in this dissertation extends this prior work, and the simulation
parameters used in our experiments are listed in Table 2.1.
The network model that is utilized in Chapters 3 and 4 of this dissertation
consists of three heterogeneous traffic channels and one control channel employing
contention-based access. The attributes of the channel scenarios used in these inves-
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Table 2.2: Channel Scenarios 1 - 4
Channel

2
3
4

Scenario 1

Scenario 2

Scenario 3

Scenario 4

fi
Di
∆i
(GHz) (kbps) (m)

fi
Di
∆i
(GHz) (kbps) (m)

fi
Di
∆i
(GHz) (kbps) (m)

fi
Di
∆i
(GHz) (kbps) (m)

1
1.5
2

250
750
2250

1626
752
391

1
3
9

250
750
2250

1626
376
87

1
3
9

250
500
750

1626
430
125

1
3
9

250
375
562.5

1626
474
138

tigations are listed in Table 2.2, where we characterize a channel based on its carrier
frequency, data rate, and communication range. Although the carrier frequencies of
scenarios 1 and 2 differ, their data rates are identical. Scenarios 2, 3, and 4 have
identical carrier frequencies, but the data rates of scenario 3 differ more widely than
those of scenario 4, and the data rates of scenario 2 differ more widely than those
of scenario 3. The channels of each scenario are non-overlapping, and the carrier
frequencies of the control channel and channel 2 differ by a small amount to ensure
that they are non-overlapping.
The network model that is utilized in Chapter 5 of this dissertation consists
of a control channel and three heterogeneous traffic channels employing contentionbased access and a single channel, channel 5, employing schedule-based access. We
characterize each channel by its carrier frequency, data rate, and communication
range, and the attributes of the channel scenarios used in Chapter 5 are given in
Table 2.3. The carrier frequencies of these channel scenarios are identical, but the
data rates of scenarios 8 and 9 do not differ as widely as those of scenarios 5, 6, and
7. Scenarios 5 through 7 and scenarios 8 and 9 are identical except for the attributes
of the channel employing schedule-based access, channel 5. In scenarios 5 and 8, the
attributes of channel 5 match those of the middle traffic channel employing contentionbased access, channel 3. However, in scenarios 6, 7, and 9, the attributes of channel 5
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Table 2.3: Channel Scenarios 5 - 9
Channel

Scenario 5

Scenario 6

Scenario 7

Scenario 8

Scenario 9

fi
Di ∆i
fi
Di ∆i
fi
Di ∆i
fi
Di ∆i
fi
Di ∆i
(GHz)(kbps) (m) (GHz)(kbps) (m) (GHz)(kbps) (m) (GHz)(kbps) (m) (GHz)(kbps) (m)
2
3
4
5

1
1.5
2
1.5

250
750
2250
750

1626
752
391
752

1
1.5
2
2

250
750
2250
2250

1626
752
391
391

1
1.5
2
1

250
750
2250
250

1626
752
391
1626

1
1.5
2
1.5

250
500
750
500

1626
860
564
860

1
1.5
2
1

250
500
750
250

1626
860
564
1626

match those of a different traffic channel employing contention-based access. For each
scenario, the channels are non-overlapping, and the carrier frequencies of the control
channel and channel 2 and of channel 5 and the traffic channels employing contentionbased access differ by a small amount to ensure that they are non-overlapping.
A brief description of each network scenario is listed in Table 2.4. This description includes the number of terminals, network topology, channel scenario, and
traffic model of each network scenario. The grid topology consists of 25 terminals
arranged in a five-by-five grid such that the distance between nearest terminals is d.
The cluster topology consists of 25 terminals arranged in three clusters as shown in
Figure 2.1, and the random topologies consist of terminals located randomly with
a uniform distribution in a square area of width s. The traffic model description
specifies the number of terminals that generate traffic using a Poisson generator and
the destination of each packet. Detailed information about each network scenario is
included in the appendix.
The performance of our channel-access and routing protocols developed in
Chapters 3 and 4 are analyzed for network scenarios 1 through 32. In analyzing the
performance of previously-developed channel-access and routing protocols, some protocols perform well for some network scenarios and poorly for other network scenarios.
We examine the performance of our protocols for a wide variety of network scenar25

Table 2.4: Network Scenarios
Network
Scenario

Number of
Terminals

1
2
3

25
25
25

4
5
6, 7, 8
9, 10, 11
12, 13, 14

50
50
25
25
25

15,
17,
19
20
21
22
23
24
25,
27,
29,
31,
33
34
35,
37
38,

25
25
25
25
25
25
25
25
25
25
25
25
25
25
50
50
50

16
18

26
28
30
32

36
39, 40, 41

Topology
Description

Channel
Scenario

Traffic Model
(Generators/Pkt Dest)

Grid (d = 150 m)
Grid (d = 400 m)
Cluster (See Figure 2.1)
(d = 285 m, dA,B = 1.1 km,
dA,C = dB,C = 752 m)
Random (s = 1.9 km)
Random (s = 2.5 km)
Grid (d = 15 m)
Grid (d = 87 m)
Cluster (See Figure 2.1)
(d = 85 m, dA,B = 600 m,
dA,C = dB,C = 376 m)
Random (s = 250 m)
Random (s = 350 m)
See 15
See 17
See 15
See 17
See 15
See 17
See 15
See 17
See 15
See 17
Grid (d = 150 m)
See 12
Random (s = 1 km)
See 4
Random (s = 3 km)

1
1
1

All/Random
All/Random
All/Random

1
1
2, 3, 4
2, 3, 4
2, 3, 4

All/Random
All/Random
All/Random
All/Random
All/Random

2,
2,
2
2
2
2
2
2
2,
2,
2,
2,
5
5
5,
5
5,

All/Random
All/Random
11/Random
12/Random
6/Random
6/Random
4/Random
4/Random
2/Random
2/Random
1/Single
1/Single
All/Random
All/Random
All/Random
All/Random
All/Random

4
4

4
4
4
4

6
7, 8, 9

ios to show that they are always able to provide good network-layer performance.
Network scenarios 1 through 32 include grid and cluster topologies consisting of 25
terminals and random topologies consisting of 25 and 50 terminals. These scenarios
utilize channel scenarios that consist of three heterogeneous traffic channels and one
control channel employing contention-based access. For scenarios 1 through 18, each
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Figure 2.1: Cluster topology.
terminal generates packets, and for scenarios 19 through 32 a smaller subset of these
terminals generate packets. For all scenarios except scenarios 29 through 32, the destination of each packet is determined randomly with a uniform distribution among
the other terminals in the network. For scenarios 29 through 32, a single terminal
generates packets for a single predetermined destination.
We also examine the performance of our centralized algorithm for a wide variety of network scenarios to show that our algorithm is always able to select a backbone
network that results in good network-layer performance. Specifically, the performance
of our algorithm is examined for network scenarios 33 through 41. The topologies
of these scenarios include a grid and a cluster topology consisting of 25 terminals
and three different random topologies consisting of 50 terminals. These scenarios
utilize channel scenarios that consist of a control channel and three heterogeneous
traffic channels employing contention-based access and a single channel employing
schedule-based access. For each network scenario, all terminals generate packets, and
the destination of each packet is determined randomly with a uniform distribution
among the other terminals in the network.
For each destination, a terminal determines a primary and secondary link on
which the data packet can be forwarded toward its destination. Using the primary link
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results in a smaller route resistance than the secondary link. Each terminal is allowed
F forwarding attempts for each packet. The first P attempts are on the packet’s
primary outgoing link, and the remaining F − P attempts are on its secondary link.
Failure to receive a CTS packet after an RTS packet transmission or an ACK packet
after a data packet transmission results in a failed forwarding attempt. After F failed
forwarding attempts, the packet is dropped. A packet is also dropped if it arrives at
the network layer and the queue is full.
As the packet generation rate increases, the network-layer performance of our
protocols is measured using the end-to-end success probability, which is the fraction
of packets that are successfully delivered to their destination. Specifically, we evaluate
the performance of a protocol based on its performance threshold, which is the largest
generation rate for which the end-to-end success probability is greater than 90%.
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Chapter 3
Channel-Access Protocol
We modify the channel-access protocol detailed in Section 2.2 to update how
the source and destination terminals for a link select a traffic channel for a data
packet transmission. A brief overview is given for the highest frequency with blocking and highest/deferred channel-selection approaches we first introduced in [55], and
the uniform approach to channel selection that was introduced in [48]. Next, two
variations of our new fastest completion channel-selection approach are introduced
and detailed. We then describe how our new randomization and forward progress
modifications enhance the performance of these strategies. Lastly, we compare the
performance of these channel-selection strategies for various network scenarios. Portions of this research are also reported in [57].
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3.1

Previously-Developed Channel-Selection Approaches
We now give a brief overview of the highest good 1 (HG) and highest/deferred

(HD) protocols defined in [55], and the uniform (U) approach to channel access
described in [48]. The source terminal includes a list of its free channels in the RTS
packet. A f ree channel is a traffic channel that is unblocked with a good status.
After acquiring and decoding the RTS packet, the destination terminal decides that
the transmission is acceptable if at least one of the channels listed in the RTS packet
is free at the destination terminal. The HG and U approaches consider the channels
at the destination terminal that are both free at the destination terminal at the time
the RTS packet is received and listed in the RTS packet. Of these channels, the HG
approach selects the traffic channel with the largest data rate, and the U approach
selects a channel randomly with a uniform distribution. For the HD approach, the
source terminal does not build a list of free channels, but instead considers only the
channel with the largest data rate that is good. The RTS packet is generated only if
this channel is unblocked. Also, the destination terminal ignores the RTS packet if
this channel is blocked at the destination (but not at the source) terminal. This limits
the channel-access protocol to using the channel with the fastest data rate only, and
a forwarding attempt must wait for the channel to become unblocked rather than use
a slower channel that is not blocked. These strategies select a traffic channel for a
data packet transmission based solely on the data rate of the channel. HG selects the
fastest unblocked channel declared good, and HD selects the fastest channel declared
good. Thus, at the source terminal, a transmission can be immediate with HG as
long as there is at least one unblocked channel declared good, and a transmission is
1

In [55], this approach is called highest frequency with blocking.
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delayed with HD if the fastest channel declared good is blocked.

3.2

Fastest Completion Channel-Selection Approach
Our new channel-access approach selects a traffic channel based on its expected

time to complete a transmission. The completion time for traffic channel i at terminal
L is the amount of time that terminal L expects a transmission to complete using
traffic channel i and is defined as

Ci (L) = Ti + τi (L),

(3.1)

where Ti is the amount of time a transmission takes using traffic channel i, and
τi (L) is only considered for blocked traffic channels and denotes the amount of delay
that terminal L may experience before it is able to use traffic channel i. Let Xi (L)
denote the remaining duration for which traffic channel i is blocked at terminal L.
For source terminal S, τi (S) = Xi (S) since the source terminal knows how long the
channel is blocked. Suppose the algorithm requires destination terminal D to ignore
a received RTS packet because the traffic channel selected by the algorithm for the
transmission is currently blocked at the destination terminal. This causes the source
terminal to undergo pacing from failing to acquire the expected CTS packet. While
the source terminal paces, all traffic channels between the source and destination
terminals are unavailable. The destination terminal estimates the average delay that
will be required before the source terminal could begin a new request to use the
blocked channel. This delay is defined as

τi (D) = max{Xi (D), P },
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(3.2)
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Figure 3.1: Two examples of completion times.
where P is the maximum duration for which a terminal is allowed to pace.
Figure 3.1 provides two examples of completion times as seen by a terminal
at time 0. For both examples, the transmit time for a particular traffic channel is
fixed, channel 4 is the fastest traffic channel and is blocked, and channels 2 and 3
are unblocked. In fact, the only difference between the two examples is the blocking
delay for channel 4. In the scenario on the left, the delay for channel 4 is so large that
although its transmit time is faster than that of channel 3, its completion time is still
longer than that of channel 3. In the example on the right, the delay for channel 4 is
short and allows it to have a faster completion time than that of channel 3. In both
scenarios, although channel 2 is unblocked, its transmit time is large enough that it
has the smallest completion time only if channels 3 and 4 experience delays exceeding
6 and 8 time units, respectively.
We consider two variations of a channel-access approach based on completion
time. For both the fastest completion strict (FCS) and fastest completion relaxed
(FCR) approaches, the source terminal computes the completion time of each traffic
channel declared good to the destination terminal. If the completion time is shortest
for an unblocked channel, the source terminal sends an RTS packet including each
unblocked traffic channel with a shorter completion time than that of those channels
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which are blocked. However, if the completion time is shortest for a blocked channel,
the source terminal does not generate an RTS packet. Instead, it waits for a blocked
channel to become unblocked before attempting its transmission.
For the FCS and FCR approaches, suppose source terminal S has the timing
information given in Figure 3.1. For the scenario on the left, channel 3 has the shortest
completion time and is unblocked so S includes channel 3 in the RTS packet it sends
to destination terminal D. Channel 2 is not included in the RTS packet because it
has a longer completion time than that of a blocked traffic channel (channel 4). For
the scenario on the right, S defers its transmission (i.e., does not transmit the RTS
packet) until channel 4 becomes unblocked since channel 4 has a faster completion
time than that of any unblocked traffic channel.
The difference between the FCS and FCR strategies is the behavior of the
destination terminal after it acquires and decodes the RTS packet. The destination
terminal of the FCS strategy computes the completion time of each of its traffic
channels that are both declared good to the source terminal and included in the RTS
packet. If the completion time is shortest for an unblocked traffic channel, the destination terminal selects the unblocked traffic channel with the largest data rate that is
both free at the destination terminal and included in the RTS packet. Otherwise, if
the completion time is shortest for a blocked traffic channel, the destination terminal
ignores the RTS packet, and the transmission does not occur. The destination terminal of the FCR strategy does not consider completion times and simply selects the
traffic channel with the largest data rate that is both free at the destination terminal
and included in the RTS packet (as is done by the destination terminal of the HG
approach). For both strategies, the source terminal only transmits an RTS packet
if its timing information reveals that the unblocked channels it includes in the RTS
packet have a faster completion time than that of its blocked channels. The desti33

nation terminal is allowed to only consider channels that are included in this RTS
packet, which prevents the destination terminal from selecting a channel that has
been disallowed by the source terminal.
Due to hidden terminals and different overheard CTS packets, it is possible
that source and destination terminals S and D have different views of the timing
information for the traffic channels. Suppose instead D has the timing information
shown in Figure 3.1 and receives an RTS packet including only channels 3 and 4.
Using the FCS strategy, D follows the same procedure as S except it only considers
the traffic channels included in the RTS packet. Thus, it selects channel 3 for the
scenario on the left and waits for channel 4 for the scenario on the right. Using the
FCR strategy, D selects channel 3 for both scenarios since it is the only channel that
is both free at the destination terminal and included in the RTS packet.
Compared to the FCS approach, the destination terminal of the FCR approach
is less aggressive in selecting the traffic channel with the fastest completion time
since it does not wait for a blocked channel with a faster completion time. This
causes the FCR approach to be less likely to ignore an RTS packet, which reduces
the probability that a source terminal undergoes pacing due to failing to acquire an
expected CTS packet. Because the FCR approach is not as aggressive as the FCS
approach, an unblocked traffic channel is sometimes used for a transmission that
could have completed sooner by waiting and then transmitting on a blocked traffic
channel. This occurs when a channel listed in the RTS packet is blocked at the
destination terminal but has a faster completion time than that of the channels in
the RTS packet that are unblocked at the destination terminal. The transmission
could complete sooner if the destination terminal of the FCR approach defers the
transmission until the channel becomes unblocked. Instead, the destination terminal
will attempt the transmission on an unblocked channel with a longer completion time.
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3.3

Randomization
A source terminal using HD, FCS, or FCR can defer its transmission until

a blocked traffic channel becomes unblocked. This can result in many terminals
simultaneously contending for access to this traffic channel once it is no longer blocked.
Our randomization protocol reduces contention by randomizing the start time of
transmissions contending for access to a traffic channel. Without randomization, the
amount of delay experienced by source terminal S before a transmission is attempted
for traffic channel i is the remaining duration for which traffic channel i is blocked,
Xi (S). With randomization, this delay becomes

τi (S) = Xi (S) + χi (S),

(3.3)

where χi (S) denotes the duration for which source terminal S must wait once traffic
channel i becomes unblocked before it can initiate a transmission on traffic channel
i. (That is, it is the difference between source terminal S’s randomized start time for
traffic channel i and the time that traffic channel i becomes unblocked.)
The additional delay, χi (S), consists of time slots, and the number of slots is
determined using a uniform random variable selected over the integers from zero and
a maximum value equal to half the number of neighbors that source terminal S has
on channel i. The duration of a time slot is the amount of time from the start of an
RTS packet transmission until the end of the corresponding CTS packet reception.
This duration ensures that transmission attempts in adjacent slots do not result in
packet collisions.
Source terminal S sets a timer for each blocked traffic channel. If the timer
for a traffic channel is already set, its value is possibly updated to ensure that the
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timer expires only after the channel becomes unblocked. The duration of the timer
at terminal S for traffic channel i is the sum of the time remaining until the channel
becomes unblocked, Xi (S), and the random delay, χi (S). In the protocols described
earlier, τi (S) = Xi (S), and a terminal is allowed to attempt a transmission as soon as
a traffic channel becomes unblocked, which results in many terminals simultaneously
contending for access to the same traffic channel. With the randomization protocol,
τi (S) = Xi (S) + χi (S), and a terminal attempts a transmission whenever this timer
expires for any of its traffic channels i.
Consider a transmission attempt in which traffic channel i is the fastest traffic
channel declared good by source terminal S to destination terminal D. Suppose
traffic channel i is blocked, and the timer for this channel has not yet expired. The
completion time for traffic channel i at source terminal S is the remaining duration
until the timer for channel i expires, τi (S), in addition to the amount of time a
transmission takes using traffic channel i, Ti . Using HD, source terminal S is only
allowed to transmit on the fastest traffic channel declared good to destination terminal
D so it waits for the timer to expire for channel i before attempting its transmission.
For FCS and FCR, source terminal S compares the completion time of channel i
with that of slower unblocked traffic channels. A transmission is attempted on a
slower unblocked traffic channel only if it has a shorter completion time than that of
channel i. Otherwise, source terminal S waits for the timer to expire for channel i
before attempting its transmission. It is possible for a slower blocked traffic channel
to have a completion timer shorter than that of traffic channel i. When the timer
for the slower traffic channel expires, it is considered unblocked and a transmission is
attempted on this channel if its completion time is less than that of traffic channel i.
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3.4

Forward Progress
Suppose terminal A has a packet intended for terminal Z. Let terminal H

denote the terminal that is the next hop in the multihop route from terminal A to
Z. A transmission that is possible on the fastest traffic channel declared good to
H may be forced onto a slower channel if the fastest channel declared good to H is
blocked. Based on our previous assumption, a channel with a slower data rate has
a longer communication range. In selecting routes, our routing protocol assigns link
resistances based on the fastest good channel between two terminals. If the channelaccess protocol does not select this channel, then the transmission occurs on a traffic
channel with a slower data rate and a longer communication range. Our forward
progress protocol takes advantage of this and allows the packet to be transmitted
either directly to Z or farther towards Z on the channel with a slower data rate and
a longer communication range selected by the channel-access protocol. Below, we
describe when each channel-access strategy employs the forward progress protocol
and how an open traffic channel is defined for each strategy. Using the forward
progress protocol, terminal A forwards the packet directly to destination terminal Z
if there is at least one open traffic channel from terminal A to Z. Otherwise, terminal
A forwards the packet to its neighbor with the smallest route resistance to terminal
Z.
We now describe the details of the forward progress protocol for each channelaccess strategy. HG and U employ the forward progress protocol whenever the fastest
channel declared good to terminal H is blocked at terminal A. For HG and U, an
open channel is any traffic channel that is unblocked and declared good to destination
terminal Z. HD does not employ the forward progress protocol because terminal A is
not allowed to switch channels when the fastest channel declared good to terminal H
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is blocked. FCS and FCR employ the forward progress protocol when the timer for
the fastest traffic channel on which the transmission is possible has not expired, and
a transmission is attempted on a slower unblocked traffic channel. In this case, open
channels are slower unblocked traffic channels declared good to destination terminal
Z with a completion time shorter than that of the channel associated with the timer.

3.5

Results
The simulation model for these results is outlined in Section 2.4. We consider

network scenarios 1, 5, 6, 9, and 12 in Table 3.1. These network scenarios include
three topologies consisting of 25 terminals arranged in a five-by-five grid, a topology
consisting of 25 terminals arranged in three clusters as shown in Figure 3.2, and a
random topology consisting of 50 terminals placed randomly with a uniform distribution in a square region. Each network scenario employs channel scenario 1 or 2,
and their attributes are listed in Table 3.2. These channel scenarios consist of three
heterogeneous traffic channels and one control channel. For both scenarios, the data
rate of channel 2 is 250 kbps, and the data rate of channels 3 and 4 are 3 and 9
times larger, respectively. We have also considered channel scenarios in which the
data rates of the traffic channels differ by a different amount and other combinations
of channel scenarios and network topologies, but those results have not been included
here. For each network scenario, traffic is generated for each terminal in the network
by a Poisson generator, and the final destination of each packet is determined randomly with a uniform distribution among the other terminals in the network. The
network-layer performance of our protocols is measured using the end-to-end success
probability, which is the fraction of packets that are successfully delivered to their
destination. Specifically, we evaluate the network-layer performance of a protocol
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Table 3.1: Network Scenarios
Network
Scenario
1
5
6
9
12

Number of
Terminals
25
50
25
25
25

Topology
Description

Channel
Scenario

Traffic Model
(Generators/Pkt Dest)

Grid (d = 150 m)
Random (s = 2.5 km)
Grid (d = 15 m)
Grid (d = 87 m)
Cluster (See Figure 3.2)

1
1
2
2
2

All/Random
All/Random
All/Random
All/Random
All/Random

85 m
85 m

600 m

A

B

376 m

376 m
C

Figure 3.2: Cluster topology for network scenario 12.
Table 3.2: Channel Scenarios 1 - 2
Channel

2
3
4

Scenario 1

Scenario 2

fi
Di
∆i
(GHz) (kbps) (m)

fi
Di
∆i
(GHz) (kbps) (m)

1
1.5
2

250
750
2250

1626
752
391

1
3
9

250
750
2250

1626
376
87

using its performance threshold, which is the largest generation rate for which the
end-to-end success probability is greater than 90%.
We compare the performance of the two variations of our fastest completion
channel-access protocol, FCS and FCR, with the HG and HD channel-access protocols
defined in [55] and the U approach to channel selection described in [48]. We also
examine the effects of the randomization and forward progress modifications on these
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protocols. In addition to the DR channel metric introduced in [55], we have also
investigated other channel metrics. We have examined the network-layer performance
of the channel-selection strategies for a wide range of channel metric values, networktopology and channel-scenario combinations. Although the DR channel metric results
in the best network-layer performance in many cases, for a few topologies and channel
scenarios, small modification to the metric values can result in large performance
gains. In these scenarios, we employ the modified channel metric values, which we
refer to as the alternative data rate (ADR) channel metric. For the simulations that
follow, the ADR channel metric assigns values 9, 4.5, and 1 to channels 2, 3, and 4,
respectively. In Chapter 4 , we introduce a channel metric that adapts to the network
conditions.
First, we examine the performance of the randomization and forward progress
protocols when applied to the various channel-selection strategies. Figure 3.3 depicts
the effects of these protocols on the performance of the channel-selection strategies for
network scenario 6 with the DR channel metric. The network-topology and channelscenario combination in network scenario 6 produces a very dense topology such that
each terminal is within the communication range of every other terminal in the network. As detailed previously, the randomization protocol is applied at the source
terminal for the HD, FCS, and FCR channel-access strategies. Because these strategies are able to defer their transmissions until the fastest traffic channel becomes
unblocked, many terminals may simultaneously contend for this channel whenever it
becomes unblocked. Thus, the randomization protocol attempts to reduce collisions
among contending transmissions. Notice in Figure 3.3a that the randomization protocol offers no improvement to the HD strategy. In fact, this is true for nearly all
combinations of network topologies, channel scenarios, and channel metrics tested.
Figure 3.3a does, however, show a significant performance increase in the FCS and
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(a) Randomization
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Figure 3.3: Effects of randomization and forward progress for network scenario 6 (grid
topology for d = 15 m, channel scenario 2) with the DR channel metric.
FCR strategies employing the randomization protocol. FCS and FCR show a 36%
and 30% improvement, respectively, once they employ the randomization protocol.
For each of these channel-selection strategies, the extra randomized delay before using
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a blocked channel once it becomes unblocked is calculated based on half the number
of neighbors that a terminal has on that particular channel. Because each terminal is
within the communication range of every other terminal on the fastest traffic channel
(and every other channel), this increases the probability that the delay and completion time will be longer for the fastest traffic channel. For FCS and FCR, the source
terminal attempts a transmission on a slower unblocked traffic channel when its completion time is shorter than that of the fastest but blocked traffic channel. Thus, in
network scenario 6, the performance improves for FCS and FCR when they employ
the randomization protocol because the source terminal is able to reduce contention
for the fastest traffic channel by attempting to utilize all of the traffic channels. For
HD, the randomization protocol is unable to reduce contention for the fastest traffic
channel because the source terminal is not allowed to switch to a slower traffic channel
when the fastest traffic channel is blocked.
In Figure 3.3b, the randomization protocol has already been applied to FCS,
FCR and HD. HD does not employ the forward progress protocol since it is not allowed to switch to a slower traffic channel. We now examine the effects of the forward
progress protocol on the FCS and FCR strategies employing the randomization protocol as well as the effects of the forward progress protocol on the HG and U strategies
that do not employ the randomization protocol. The forward progress protocol provides a 6%, 7%, 10%, and 7% performance improvement for FCS, FCR, HG, and U,
respectively. In the various combinations of network topologies, channel scenarios,
and channel metrics tested, the forward progress protocol is always able to forward
the packet directly to its destination using a longer, slower traffic channel. Both the
randomization and forward progress protocol offer significant performance gains for
dense networks experiencing large amounts of contention for the fastest traffic channel. Due to heavy contention for the fastest traffic channel, some terminals are forced
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to transmit on a slower unblocked traffic channel, which creates more opportunities
for the forward progress protocol to forward the packet directly to its destination.
In Figures 3.4 - 3.6, we examine the performance of the channel-access protocols employing the randomization and forward progress modifications. Figures 3.4a
and 3.4b show the end-to-end success probabilities for network scenarios 9 and 12,
respectively, with the ADR channel metric. The topologies of Figures 3.5 and 3.6
depict the end-to-end success probabilities for network scenario 1 with the DR channel metric and network scenario 5 with the ADR channel metric, respectively. Notice
in Figures 3.4 - 3.6 that both variations of our fastest completion approach to channel access outperform U because it does not account for the heterogeneous nature of
the traffic channels. In [55], we observed that HD results in the best network-layer
performance when the channel metric is tuned to the particular channel scenario and
network topology. This is depicted in Figure 3.4 where we see that HD performs
better than HG in both topologies. The performance gap between the two strategies
is decreased by allowing HG to employ the forward progress protocol, but the forward progress protocol alone is not enough to completely close the performance gap
between the two. In both topologies, our FCS protocol with the randomization and
forward progress modifications performs as well as HD. Our FCS and FCR protocols outperform HG by approximately 18% and 9%, respectively, in Figure 3.4a and
by approximately 19% and 12%, respectively, in Figure 3.4b. If the channel metric
is not properly adjusted to the particular channel scenario and network topology,
we observed in [55] that HD performs significantly poorer than HG. This example
is depicted in Figure 3.5, where FCR has performance similar to that of HG and
outperforms HD by 51%. FCS also outperforms HD but by 42%. In fact, even U
outperforms HD by approximately 38%. In Figure 3.6, HG outperforms HD for
generation rates less than approximately 1.25 pkts/sec, and the reverse is true for
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(a) Network Scenario 9 (grid topology for d = 87 m, channel scenario 2)
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(b) Network Scenario 12 (cluster topology, channel scenario 2)

Figure 3.4: Performance of channel-access strategies for network scenarios 9 and 12
with the ADR channel metric.
generation rates greater than 1.25 pkts/sec. Both variations of our fastest completion protocol outperform HD and HG for generation rates less than 1.5 pkts/sec and
perform similarly to HD for generation rates greater than 1.5 pkts/sec.
44

End−to−End Success Probability

1
U
HG
HD
FCS
FCR

0.9

0.8

0.7

0.6
0

1

2

3

4
5
6
7
Generation Rate (pkts/sec)

8

9

10

Figure 3.5: Performance of channel-access strategies for network scenario 1 (grid
topology for d = 150 m, channel scenario 1) with the DR channel metric.
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Figure 3.6: Performance of channel-access strategies for network scenario 5 (random
topology for s = 2.5 km, channel scenario 1)with the ADR channel metric.
In addition to these results, an extensive combination of other network topologies, channel metrics, and channel-access strategies were considered. Of these combinations, we examine the performance of the channel-access strategies for the channel
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metric that provides the best network-layer performance. At least one variation of
our fastest completion protocol is able to obtain the best network-layer performance
in most of these scenarios. In a small number of scenarios, our fastest completion
protocol may lag the best channel-selection strategy by no more than 4%. However,
U, HG, and HD have been shown to lag at least one variation of our fastest completion protocol by as much as 70%, 19%, and 130%, respectively. On average, the
performance of FCS and FCR is over 25%, 5%, and 29% better than that of U, HG,
and HD. Our fastest completion protocol considers the amount of time that a channel
is blocked as well as the amount of time it takes to transmit a data packet using that
particular channel. Thus, they are able make better decisions as to whether it is best
to wait on a blocked channel or to immediately transmit on an unblocked channel.
In situations in which it is always better to wait, our fastest completion protocol
performs similarly to HD. If, however, it is always better to immediately attempt a
transmission on an unblocked channel, our fastest completion protocol mimics HG.
In comparing the two variations of our fastest completion protocol for these
network scenarios, FCS does not lag FCR by any more than 5% and FCR lags FCS
by no more than approximately 8%. On average, the performance of FCS is less than
1% greater than that of FCR. The difference in the two protocols is in the behavior of the destination terminal. The destination terminal of FCS is more aggressive
about selecting the fastest channel than the destination terminal of FCR. The destination terminal of FCS ignores an RTS packet if the completion time is shortest for
a blocked channel. However, it does not account for neighboring terminals that are
also contending for access to this channel. In dense topologies where contention is
high for the fastest channel, performance gains of FCS can be achieved by utilizing all
of the traffic channels (as is done by FCR) instead of waiting on the fastest channel.
Thus, as seen in Figure 3.3, FCR outperforms FCS in dense topologies. However,
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in topologies in which the contention for the fastest traffic channel is not high, FCS
outperforms FCR by strictly forcing transmissions onto the fastest traffic channels.

3.6

Conclusion
It is necessary for an ad hoc network employing multiple heterogeneous chan-

nels to utilize a channel-access protocol that can exploit the available traffic channels.
Our fastest completion protocol is designed to select traffic channels based on their
current conditions and characteristics. Our randomization and forward progress modifications are applied to our fastest completion protocol as well as to the highest good
and highest/deferred protocols of [55] and uniform channel-access protocol of [48] to
increase network-layer performance in scenarios in which there is heavy contention for
the fastest traffic channel. Our channel-access protocol is able to match the superior
performance of the highest/deferred protocol when the channel metrics are tuned to
the particular channel scenario and topology, and our protocol provides performance
similar to that of the highest good protocol when the channel metrics are not particularly tuned, and the highest/deferred strategy results in poor network performance.
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Chapter 4
Jointly-Designed Channel-Access
and Routing Protocol
We create a new channel metric to be used with the routing protocol introduced
in Section 2.3. In addition to characterizing the available traffic channels between two
terminals based on their data rate, this channel metric also accounts for the density of
terminals within a channel’s communication range. Below, we describe the details of
this channel metric and how its use with the FCS channel-access strategy introduced
in Section 3.2 results in good network performance for a wide range of channelscenario and network-topology combinations. Portions of this research related to the
integration of the channel metric into the channel-access protocol only are reported
in [58]. A journal article based on the results from this chapter has been prepared
[59].
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4.1

Previously-Developed Channel Metrics
As described in Section 2.3, our DR channel metric (2.5) assigns each traffic

channel a value directly proportional to the data rate of that channel relative to the
data rate of the fastest traffic channel. Thus, a traffic channel with a faster data rate
has a lower channel metric value. We also consider the min-hop (MH) channel metric,
which assigns each link a channel metric value of one and provides minimum-hop
routing. In [55], it is shown that the DR channel metric outperforms the MH channel
metric. It is also shown in [55] that although the DR channel metric provides good
network-layer performance in a wide range of channel-scenario and network-topology
combinations, better network performance is achieved when the channel metrics are
tuned to the particular channel scenario and network topology. This motivates the
need for a channel metric that considers the characteristics of the traffic channels
available to the network as well as the characteristics of the particular network.

4.2

Neighborhood Determination
For our new channel metric, each terminal characterizes the network by ac-

counting for the density of terminals in the neighborhood of each of its traffic channels.
Terminals also store the neighborhood information of other terminals in the network
and when this information expires. Let Nm (L) denote the set of terminals in the
neighborhood of terminal L on traffic channel m, |Nm (L)| denote the number of terminals in the set Nm (L), and N (L) denote a set that includes terminal L and a subset
of terminal L’s neighbors. Terminal A is in the neighborhood of terminal L on traffic
channel m (i.e., A ∈ Nm (L)) if A 6= L, terminal L has traffic channel m declared
good for transmitting to terminal A, and the routing information for terminal A has
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not expired at terminal L. Terminal A is in the set N (L) if A = L or terminal
A’s neighborhood information has not expired at terminal L and at least one traffic
channel is declared good at terminal L for transmitting to terminal A.
Neighborhood information is disseminated by periodically transmitted PROPs,
and neighborhood information about terminal A at terminal L can be updated by a
PROP from terminal A itself or by a PROP from some other terminal. Let N expL (A)
denote the time that the neighborhood information for terminal A expires at terminal
L. To prevent a terminal from updating neighborhood information about itself based
on information received from some other terminal, N expL (L) = ∞ for each terminal
L. Because the traffic channel selected for a PROP transmission is determined in a
round-robin manner, terminal L determines that the routing information for terminal
A has expired if it has not received updated routing information concerning terminal
A within three rotations of PROP transmissions. This duration is denoted by NbrExpTime and is the duration for which it takes a terminal to transmit a PROP on
each traffic channel three times1 . Thus, terminal L stores N expL (A) and |Nm (A)| for
each terminal A in terminal L’s neighbor table and every traffic channel m. Terminal
A can be removed from terminal L’s neighborhood on traffic channel m if terminal L
is no longer able to communicate with terminal A on traffic channel m or terminal A
becomes inactive. After a number of failed transmission attempts to terminal A on
traffic channel m, terminal L declares channel m bad for transmitting to terminal A.
Also, if terminal A becomes inactive, there will no longer be any PROP transmissions
from terminal A, which will cause the neighborhood information for terminal A to
expire at terminal L. In both instances, terminal A is removed from the neighborhood
of terminal L on channel m.
1

NbrExpTime is actually calculated as an upper bound on the actual expiration time by assuming
that each traffic channel has an identical data rate equivalent to that of the traffic channel with the
slowest data rate.
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Figure 4.1: Example topology.
Before terminal L broadcasts a PROP on traffic channel z, it calculates |Nm (L)|
for each traffic channel m. Terminal L then includes |Nm (A)| and N expL (A) in the
PROP for each terminal A in its neighbor table and each traffic channel m. Suppose terminal M receives this PROP from terminal L on channel z. Terminal M
declares traffic channel z good for transmitting to terminal L, calculates |Nz (M )|,
copies |Nm (L)| from the PROP for each traffic channel m, and sets N expM (L) to
be NbrExpTime from the current time. Terminal M also updates the neighborhood
information of the terminals in its neighbor table other than itself and terminal L as
long as the neighborhood information included in the PROP from terminal L is more
recent than the neighborhood information at terminal M . (That is, for all terminals A
in terminal M ’s neighbor table such that A ∈
/ {L, M }, terminal M updates neighborhood information about terminal A if N expL (A) > N expM (A).) If the neighborhood
information for terminal A is updated at terminal M , then the expiration time is also
updated such that N expM (A) = N expL (A).
In Figure 4.1, the communication ranges of channels 2, 3, and 4 are depicted
for terminals A and B. In this example, |N2 (A)| = 9, |N3 (A)| = 8, |N4 (A)| = 6,
|N2 (B)| = 10, |N3 (B)| = 4, and |N4 (B)| = 1. Also, N (A) includes all terminals
except terminal B and terminals L through Q while N (B) includes all terminals
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except terminal A and terminals C through G.

4.3

Neighbor/Data Rate Channel Metric
Our neighbor/data rate (NDR) channel metric allows a terminal to charac-

terize a traffic channel based on its data rate and the density of terminals within
its communication range. Specifically, this metric is a combination of our previouslydefined DR channel metric and a newly-defined neighbor (Nbr) channel metric, which
assigns a value to a traffic channel based on the density of terminals in the neighborhood of a terminal on that particular traffic channel. Although each terminal assigns
an identical value to a particular traffic channel using the DR channel metric, this is
not true for the Nbr channel metric. The Nbr channel metric at terminal A for traffic
channel m is defined as
P
N brm (A) =

|Nm (L)|

L∈N (A)

P

|NM (L)|

,

(4.1)

L∈N (A)

where |NM (L)| refers to the number of terminals in the neighborhood of terminal L
on the fastest traffic channel (i.e., the traffic channel with the largest channel number
and smallest communication range) and is at least 1. This is essentially the sum of the
number of neighbors that each terminal in N (A) has on traffic channel m normalized
by the sum of the number of neighbors that these terminals have on the fastest traffic
channel, channel M . Terminals A and B have different neighbor channel metric values
if N (A) 6= N (B) or if they have different neighborhood information about a neighbor
common to both terminals. Thus, the neighbor channel metric values for terminal A
is a localized measure of the density of terminals in the neighborhood of terminal A.
Again consider Figure 4.1. Table 4.1 gives the neighborhood information avail52

Table 4.1: Neighborhood information for example topology
Terminal Channel

A
B
C-E
F-G
H
I-J
K
L
M
N
O
P
Q

2

3

4

9
10
8
9
10
11
10
6
5
5
7
4
5

8
4
6
8
9
7
4
2
3
4
4
3
0

6
1
5
7
6
5
4
1
2
2
2
1
0

able at terminals A and B for each terminal of the network. Earlier, it was determined
that N (A) consists of all terminals except terminal B, and terminals L through Q, and
N (B) consists of all terminals except terminal A and terminals C through G. Using
this information, N br2 (A) = 93/55 ≈ 1.7, N br3 (A) = 69/55 ≈ 1.3, and N br4 (A) =
55/55 = 1. For terminal B, N br2 (B) = 84/29 ≈ 2.9, N br3 (B) = 47/29 ≈ 1.6, and
N br4 (B) = 29/29 = 1. For terminal B, Nbr assigns a higher value for channels 2
and 3 than it does for these channels at terminal A. This reflects the fact that the
terminal density of channels 2 and 3 relative to channel 4 is higher for the terminals
of N (B) than it is for the terminals of N (A). Because the channel metric values at
terminal A promote a more equal use of the channels than those at terminal B, the
probability that the routing protocol selects a next hop requiring a traffic channel
with a longer communication range is higher for terminal A than it is for terminal
B. Thus, the traffic at terminal A is routed farther away from terminal A, which is
advantageous since traffic is routed away from the congested area of the network.
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Ideally, the routing protocol should select routes that avoid the congested
areas of the network and minimize delay. The Nbr channel metric accomplishes the
first task by assigning a channel a value that accounts for the density of terminals
in its neighborhood, and the DR channel metric accomplishes the second task by
assigning a lower value to a channel with a faster data rate. Our new NDR channel
metric is a combination of the Nbr channel metric (4.1) and DR channel metric (2.5).
Specifically, the NDR channel metric at terminal A for channel m is defined as

N DRm (A) = µWm + (1 − µ)N brm (A),

(4.2)

where µ is used to weight the importance of the metrics relative to each other and
0 ≤ µ ≤ 1. For µ = 0, this is the Nbr channel metric (i.e., N DRm (A) = N brm (A))
and for µ = 1, this is the DR channel metric (i.e., N DRm (A) = Wm ).
Assume DR values of 1, 3, and 9 for channels 4, 3, and 2, respectively, of
the topology described by Figure 4.1 and Table 4.1. Previously, we found that the
Nbr values for channels 2, 3, and 4 are approximately 1.7, 1.3, and 1, respectively,
at terminal A and are approximately 2.9, 1.6, and 1, respectively, at terminal B.
Assuming µ = 1/2, implies that the NDR values for channels 2, 3, and 4 at terminal
A are approximately 5.35, 2.15, and 1, respectively, and are approximately 5.95, 2.3,
and 1, respectively, at terminal B.

4.4

Modification to FCS
In this section, we modify the FCS channel-selection strategy introduced in

Section 3.2 to use the NDR channel metric. The FCS channel-selection strategy simply selects the traffic channel with the fastest completion time, accounting for the
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blocking times. A transmission attempt occurs immediately on an unblocked traffic
channel with the shortest completion time and must wait for a blocked traffic channel
with the shortest completion time. This strategy is focused on completing transmissions as quickly as possible, and does not consider the characteristics of the particular
network. In sparse networks (i.e., networks experiencing minimal contention for the
fastest traffic channel), FCS should remain strict in forcing transmissions on the
fastest traffic channel. However, in dense networks (i.e., networks experiencing heavy
contention for the fastest traffic channel), performance gains can be achieved if FCS
utilized all of the traffic channels.
Although the randomization protocol described in section 3.3 attempts to reduce contention by randomizing the start time of transmissions contending for access
to a blocked channel once it becomes unblocked, contention is not completely eliminated. A terminal is prevented from attempting a transmission in its slot if a neighbor
has already initiated a transmission for the same traffic channel in a previous slot.
For example, in Figure 4.2 there are two traffic channels, and channel 3 has the fastest
data rate. The scenario on the left considers channel selection at time 0. In this case,
although the timer is set for channel 3, it still has the fastest completion time. Thus,
the terminal will wait for this timer to expire before attempting the transmission. In

Channel

3

Channel

3

2

0

2

2

4
6
Time

8

transmit

10

2

1st timer

4

6
Time

8

2nd timer

Figure 4.2: Channel selection example.
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10

the meantime, a neighboring terminal starts a transmission before this timer expires
with a duration longer than that of channel 3’s timer. Thus, a second timer is set
for channel 3 as depicted in the rightmost scenario. Suppose channel selection occurs again at time 2. Because the completion time for channel 2 is less than that of
channel 3, the terminal will attempt the transmission using channel 2. However, if
the terminal had selected the slower traffic channel at time 0, the transmission would
have completed after 6 time units instead of 8.
In dense networks, FCS should be more tolerant in allowing transmissions on
slower traffic channels. However, in sparse networks FCS should be strict in forcing
transmissions to use the fastest traffic channel. By weighting the transmission time
of a channel when calculating its completion time using (3.1), these goals can be
achieved by decreasing the transmission time of the slower traffic channel in dense
networks and increasing it in sparse networks.
In (3.1), the completion time for traffic channel m at terminal L is the sum
of the transmission time using traffic channel m, Tm , and the delay that terminal
L experiences before it can use traffic channel m, τm (L). Tm is the duration of the
data packet and ACK/NACK packet transmissions on traffic channel m and does
not include the transmission times of reservation packets on the control channel. In
Section 3.2, the decision of whether to include the transmission times of reservation
packets when comparing the completion time of two distinct channels is inconsequential because these times are the same for each channel. However, with the modification
for FCS, it is important for Tm to only include the duration of the data packet and
ACK/NACK packet transmissions on traffic channel m. Assuming traffic channels m
and n are unblocked, the ratio of completion times for these channels at terminal L
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is
Cm (L)
Tm
Dn
Wm
=
=
=
,
Cn (L)
Tn
Dm
Wn

(4.3)

which is equivalent to the ratio of their DR channel metric values. In order for this
decision to be based on the density of the network as well as the data rate of the
traffic channels, we utilize a ratio of the NDR channel metric values. This is achieved
by multiplying by the inverse of (4.3) and by the ratio of the NDR channel metric
values. Thus, the weighting factor comparing the transmission time of traffic channel
m with that of traffic channel n at terminal L is

Fm,n (L) =




 Wn ∗N DRm (L) , if L ∈ Nactive
Wm ∗N DRn (L)


1,

,

(4.4)

if L ∈
/ Nactive

where Nactive denotes the set of terminals that have at least two active terminals (one
of which can be itself) in its neighborhood on the fastest traffic channel (i.e., the traffic
channel with the smallest communication range). A terminal is considered active if it
has generated a packet since its last PROP transmission. This information is stored,
updated, and disseminated as is done with neighborhood information. Only allowing
terminals of the set Nactive to weight the transmission times of their slower unblocked
traffic channels ensures that there is enough traffic to warrant the adjustment.
We modify the FCS channel-selection strategy such that if the fastest traffic
channel declared good for the transmission, channel j, is blocked, terminal L is allowed
to transmit on a slower unblocked traffic channel declared good, channel i, if

Fi,j ∗ Ti < Tj + τj (L).

(4.5)

Consider a channel scenario with DR values of 1 and 3 for traffic channels
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3 and 2, respectively. (That is, channel 3 is the fastest traffic channel and has a
data rate 3 times larger than that of channel 2.) Also consider a dense and a sparse
network topology containing terminal L such that at terminal L, Nbr assigns a value
of one for each traffic channel of the dense topology and assigns a value of 1 and 6
for traffic channel 3 and 2, respectively, of the sparse topology. For µ = 1/2, NDR
assigns values 1 and 2 to traffic channels 3 and 2, respectively, for the dense topology
and assigns values 1 and 4.5 to channels 3 and 2, respectively, for the sparse topology.
Suppose the fastest traffic channel, channel 3, is blocked and channel 2 is unblocked
for both topologies. Assuming L ∈ Nactive and using (4.4), we obtain F2,3 (L) ≈ 0.67
for the dense topology and F2,3 (L) = 1.5 for the sparse topology. Using (4.5), the
transmission time of the slowest unblocked channel, channel 2, is reduced for the dense
topology and increased for the sparse topology. Thus, the number of transmissions
attempted on the slower unblocked traffic channel when the fastest traffic channel is
blocked increases for the dense topology and decreases for the sparse topology.

4.5

Results
The simulation model for these results is outlined in Section 2.4. We consider

network scenarios 1 through 32 in Table 4.2. The topologies for these network scenarios include grid topologies that consist of 25 terminals arranged in a five-by-five grid,
cluster topologies consisting of 25 terminals arranged in three clusters as depicted
in Figure 4.3, and random topologies consisting of 25 or 50 terminals with locations
randomly determined with a uniform distribution in a square region. The attributes
of the channel scenarios employed by these network scenarios are listed in Table 4.3.
These channel scenarios differ in the data rates and carrier frequencies associated with
each traffic channel. The traffic model description specifies which terminals generate
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Table 4.2: Network Scenarios
Network
Scenario

Number of
Terminals

1
2
3

25
25
25

4
5
6, 7, 8
9, 10, 11
12, 13, 14

50
50
25
25
25

15,
17,
19
20
21
22
23
24
25,
27,
29,
31,

25
25
25
25
25
25
25
25
25
25
25
25

16
18

26
28
30
32

Topology
Description

Channel
Scenario

Traffic Model
(Generators/Pkt Dest)

Grid (d = 150 m)
Grid (d = 400 m)
Cluster (See Figure 4.3)
(d = 285 m, dA,B = 1100 m,
dA,C = dB,C = 752 m)
Random (s = 1900 m)
Random (s = 2500 m)
Grid (d = 15 m)
Grid (d = 87 m)
Cluster (See Figure 4.3)
(d = 85 m, dA,B = 600 m,
dA,C = dB,C = 376 m)
Random (s = 250 m)
Random (s = 350 m)
See 15
See 17
See 15
See 17
See 15
See 17
See 15
See 17
See 15
See 17

1
1
1

All/Random
All/Random
All/Random

1
1
2, 3, 4
2, 3, 4
2, 3, 4

All/Random
All/Random
All/Random
All/Random
All/Random

2,
2,
2
2
2
2
2
2
2,
2,
2,
2,

All/Random
All/Random
11/Random
12/Random
6/Random
6/Random
4/Random
4/Random
2/Random
2/Random
1/Single
1/Single

4
4

4
4
4
4

traffic using a Poisson generator and the destination of each packet. For network
scenarios 1 through 18, each terminal generates packets, and for scenarios 19 through
32, a smaller subset of the terminals generate packets. The destination of each packet
for scenarios 1 through 28 is determined randomly with a uniform distribution among
the other terminals in the network. For scenarios 29 through 32, a single terminal
generates packets for a single predetermined destination.
We examine the effect that the weighting modification has on the FCS channelselection strategy when used with the NDR channel metric. Then, we compare the
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Figure 4.3: Cluster topology.
Table 4.3: Channel Scenarios 1 - 4
Channel

2
3
4

Scenario 1

Scenario 2

Scenario 3

Scenario 4

fi
Di
∆i
(GHz) (kbps) (m)

fi
Di
∆i
(GHz) (kbps) (m)

fi
Di
∆i
(GHz) (kbps) (m)

fi
Di
∆i
(GHz) (kbps) (m)

1
1.5
2

250
750
2250

1626
752
391

1
3
9

250
750
2250

1626
376
87

1
3
9

250
500
750

1626
430
125

1
3
9

250
375
562.5

1626
474
138

performance of the combination of our weighted FCS (wFCS) channel-selection strategy and NDR channel metric with combinations of the unweighted FCS, U, HG, and
HD channel-selection strategies and the MH, DR and NDR channel metrics. For the
simulations that follow, the NDR channel metric uses a value of 1/2 for µ.
First, we examine the performance of the weighting modification for the FCS
channel-selection strategy. This modification is particularly advantageous in scenarios
in which the DR channel metric is ill-suited for the particular network scenario.
Figure 4.4 depicts the end-to-end success probabilities of the FCS strategy with and
without the weighting modification for network scenarios 6 and 7 using the NDR
channel metric. The network topology is identical for both network scenarios and is
extremely dense for each channel scenario since each terminal can transmit to any
other terminal on traffic channels 2, 3 and 4. Thus, the Nbr channel metric assigns a
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(a) Network Scenario 6 (grid topology for d = 15 m, channel scenario 2)
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(b) Network Scenario 7 (grid topology for d = 15 m, channel scenario 3)

Figure 4.4: Effect of weighting modification for FCS and NDR channel metric for
network scenarios 6 and 7.
value of one for each traffic channel. For network scenario 6, the DR channel metric
values are 9, 3, and 1 for traffic channels 2, 3, and 4, respectively, and the NDR
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channel metric assigns values 5, 2, and 1 for traffic channels 2, 3, and 4,respectively.
Because the data rate of channel 4 is considerably higher than that of channels 2 and
3, it is advantageous to use channel 4 more heavily than the other traffic channels
even in dense topologies. Thus, even though the weighting increases the number of
transmissions attempted on traffic channels 2 and 3, it still attempts to schedule most
transmissions on channel 4. Figure 4.4a depicts only a 4% performance increase for
wFCS. For network scenario 7, the DR metric values are 3, 1.5, and 1 for traffic
channels 2, 3, and 4, respectively. These values reflect a less substantial difference
in the data rates of the traffic channels. For this dense topology, the NDR channel
metric values are 2, 1.25 and 1 for traffic channels 2, 3, and 4, respectively. As seen
in Figure 4.4b, increasing the number of transmission attempts on channels 2 and 3
increases the network-layer performance by 12.5%. Because the difference in the data
rates for the traffic channels is small, the weighting modification is able to increase
the network-layer performance by weighting the channels more equally in an effort to
increase the amount of transmissions attempted on the slower traffic channels.
Next, we examine the performance of the wFCS channel-selection strategy
with the NDR channel metric. Figure 4.5 compares the performance thresholds of the
NDR channel metric with that of the MH channel metric when it performs similarly
to and worse than the DR channel metric for network scenarios 1 and 2, respectively.
In Figure 4.5a, U, HG, and FCS with the MH channel metric perform comparably to
those of the DR channel metric, and HD performs significantly better with the MH
channel metric than it does with the DR channel metric. Our wFCS strategy with the
NDR channel metric also performs similarly to or better than the channel-selection
strategies used with the MH channel metric. In Figure 4.5b, U, HG, HD, and FCS
with the MH channel metric perform poorly compared to those using the DR channel
metric. However, the performance of these strategies with the NDR channel metric
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(a) Network Scenario 1 (grid topology for d = 150 m, channel
scenario 1)
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(b) Network Scenario 2 (grid topology for d = 400 m, channel
scenario 1)

Figure 4.5: Comparison of channel metrics and channel-selection strategies for network scenarios 1 and 2.
is better than that of those with the MH and DR channel metrics. Specifically, the
performance of wFCS with NDR performs better than the channel-selection strategies
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using the MH and DR channel metrics and the other channel-selection strategies using
the NDR channel metric.
As explained in [55], HD performs better than HG when the channel metrics
are tuned to the particular network topology and channel scenario and performs worse
than HG when the channel metric, channel scenario and network topology are not
matched. In Figure 4.5a, HD performs worse than HG using the NDR channel metric,
and performs better than HG using the NDR metric in Figure 4.5b. However, wFCS
performs well using the NDR channel metric for both network scenarios.
The performance threshold for the NDR-wFCS combination of channel metric and channel-selection strategy is compared against every other combination of
channel metric and channel-selection strategy for each network scenario in Table 4.2.
Figure 4.6 examines the performance thresholds of the first 18 network scenarios. For
these network scenarios, each terminal generates packets, and the destination of each
packet is randomly determined with a uniform distribution among the other terminals
in the network. The performance thresholds for the remaining network scenarios are
depicted in Figure 4.7, and considers network scenarios for which only a subset of the
terminals generate packets. As shown, the wFCS channel-selection strategy with the
NDR channel metric provides good network performance for a wide range of channelscenario and network-topology combinations. In fact, this combination does not lag
any other channel metric and channel-access strategy combination by more than 6%.
For network scenario 5 of Figure 4.6a, the performance threshold of NDR-wFCS is
three times that of any other channel-selection strategy that uses the MH channel
metric. In Figure 4.6b, the performance threshold of NDR-wFCS is higher than that
of U, HG, HD, FCS using the DR channel metric by up to 68.75%, 44.68%, 140%,
and 17.4%, respectively for network scenarios 2, 9, 8, and 2, respectively. For U, HG,
and HD with the NDR channel metric, the performance threshold of NDR-wFCS is
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(b) DR channel metric
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Figure 4.6: Comparison of NDR-FCS to channel-selection strategies using MH, DR,
and NDR channel metrics for network scenarios 1-18.
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Figure 4.7: Comparison of NDR-FCS to channel-selection strategies using MH, DR,
and NDR channel metrics for network scenarios 19-32.
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larger by up to 70%, 17%, and 125%, respectively as evidenced by network scenarios
3, 9, and 7, respectively, of Figure 4.6c.

4.6

Conclusion
For a network employing multiple heterogeneous channels, not only is it im-

portant for the routing protocol to utilize a channel metric that accounts for the
characteristics of the traffic channels available to the network, but it is also critical
to account for the characteristics of the particular network. Our neighbor/data rate
channel metric characterizes a traffic channel using the channel’s data rate as well as a
normalized measure of the density of terminals within range of that particular traffic
channel. Our fastest completion strict channel-access strategy is modified to use this
channel metric so that the characteristics of the particular network in addition to the
characteristics of the traffic channels are considered in the selection of a traffic channel
for a data packet transmission. The results show that the combination of our neighbor/data rate channel metric and fastest completion strict channel-selection strategy
produces good network performance for a wide variety network scenarios when compared to other combinations of channel metrics and channel-selection strategies.
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Chapter 5
On Selecting Backbone Terminals
for Hierarchical Channel Access
The channel-access protocols described in previous chapters are contentionbased protocols in which RTS and CTS packets are utilized to avoid data packet
collisions. These protocols work well with low contention, but network-layer performance decreases as the level of contention increases. In contrast, schedule-based
protocols such as TDMA avoid collisions by scheduling packet transmissions for the
terminals in the network. This is achieved by dividing the channel into time slots
and allocating these transmission slots to the terminals of the network. During periods of low traffic demand, schedule-based protocols do not provide good network
performance because many of the slots are left idle. However, as the traffic levels
increase, these slots become fully utilized, and because there are no collisions, there
is an increase in network performance.
Prior investigations on broadcast transmission scheduling utilizing Lyui’s algorithm [60] have illustrated the advantages of scheduling transmissions and investigated
the sensitivity to both mobility and density [61]. In particular, the performance of
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transmission scheduling is very sensitive to the number of terminals that must be included in the scheduling neighborhood. Approaches to improve network performance
have considered adjusting transmission assignments based on traffic load by assigning
multiple transmission opportunities per frame to heavily loaded terminals [62], [63].
While considerable improvement in network performance is possible, the network performance is sensitive to terminal density because all terminals must participate in the
transmission scheduling algorithm
A different approach is investigated in the immediate neighbor scheduling
(INS) protocol [64], which takes advantage of the features of DSSS modulation and
reduces the size of the scheduling neighborhood to address performance limitations
due to density. The INS protocol accounts for multiple-access interference and is able
to increase spatial reuse for moderately dense networks. However, performance is
limited in very dense networks for two reasons. First, the INS protocol reduces the
size of the scheduling neighborhood when selecting the transmission schedule for a
terminal by focusing on immediate neighbors (i.e., neighbors of a terminal for which
the signal-to-noise ratio is large). The scheduling neighborhood is expanded only
when the multiple-access interference environment is poor for immediate neighbors.
However, in dense networks the number of immediate neighbors can still be large.
Second, all terminals in the network must participate in the transmission scheduling
algorithm even if some of these terminals are required to forward relatively small
traffic loads.
The advent of software-defined radios to support frequency agility and the
potential of cognitive networks to dynamically utilize available spectrum enables a
new approach to be adopted for exploiting the advantages of broadcast transmission
scheduling with the INS protocol. We assume a collection of heterogeneous channels
are made available to the network, and that the SDRs are able to implement two
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transceivers that operate independently on non-overlapping frequency channels. With
this system model, a hierarchical approach to channel-access is considered in which
a subset of the terminals form a backbone network and utilize the INS protocol for
channel access on one of the frequency channels. A non-backbone terminal associates
with a backbone terminal and forwards all of its packets to the backbone. The second
transceiver is employed for communications between a backbone terminal and the
terminals associated with it, and the transceiver utilizes the contention-based FCS
channel-selection strategy presented in Section 3.2 on the remaining heterogeneous
channels.
The research objectives of this chapter are the following:
• We explore tradeoffs in how the selection of terminals for inclusion in the backbone network and selection of the channel to utilize for the backbone impact
network performance.
• We design a new centralized algorithm to select the terminals forming the backbone. The algorithm addresses the cross-layer interaction between the physical
layer model and the transmission schedules created by the INS protocol. A key
feature of the algorithm is to account for congestion in the backbone network
and contention on the channels employing the FCS channel-access strategy.
• We investigate the network-layer performance of the new algorithm and illustrate the improvements in performance as the algorithm converges to identifying
the terminals in the backbone. Our investigations combine simulation results
from a prior customized program that builds the INS transmission schedules
for a given number of terminals with OPNET simulations of the physical, link,
and network layers that utilize both INS and FCS channel access. We also
study the sensitivity of the new algorithm to variations in the number of termi70

nals in the network and the density of the topology. Additional investigations
consider the interaction between density and the selection of the frequency for
the channel utilized by the backbone terminals. Performance is measured with
the end-to-end fraction of packets that are delivered to their destinations, and
we also consider throughput and end-to-end delay for those packets that are
successfully delivered.
• We conclude that selecting too few backbone terminals (such as with a standard
connected dominating set approach) results in excessive contention between
backbone and non-backbone terminals and underutilization of the backbone.
On the other hand, selecting too many backbone terminals results in many
backbone terminals that are underutilized, and network performance is limited
by a few terminals that are heavily congested. Furthermore, the channel utilized
for the backbone should be selected so that the terminal density is large enough
to allow our algorithm to build the backbone network.
In Section 5.1, we describe the system model for the traffic channel employing
schedule-based access, and we provide a brief overview of the INS protocol. Network
performance is very sensitive to how many and which terminals are selected for the
backbone network, and key factors that must be considered are discussed in Section
5.2. A preliminary investigation of how these factors affect network performance is
reported in [65]. Results from the initial study guide the design of our new backbone
algorithm. In Section 5.3, we introduce and describe our new centralized algorithm
that selects the terminals forming the backbone network. Lastly, performance investigations of our algorithm for various network scenarios are presented in Section
5.4.
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5.1

System Model for Backbone Network
The system model for the traffic channels employing contention-based access

is described in Chapter 2, and the FCS channel-selection strategy is described in
Sections 3.2 and 4.4. In this section, the system model is described for the traffic
channel employing schedule-based access. A more detailed description of this channel
model and the INS protocol can be found in [64].

5.1.1

Physical Layer Model
The M non-overlapping heterogeneous channels available to the system are

characterized by their carrier frequencies and chip rates. Channels 1 through M −
1 employ contention-based access, and channel M employs schedule-based access.
In addition to the single frequency-agile radio with a half-duplex transceiver for
contention-based access, each terminal is also equipped with a second half-duplex
transceiver assigned to channel M .
Similar to the channels for contention-based access, channel M employs DSSS
modulation, a fixed chip rate, TCM , and a fixed transmit power, PT . The carrier
frequency for channel M , fM , is selected to ensure that the channels remain nonoverlapping.
To enable our investigation of scheduled transmissions to employ the results
from prior work on the INS protocol, we adopt the same channel model as described
in [64] for transmissions that utilize channel M . All terminals are synchronized to
time-slot boundaries. Once the transmission schedules are established, the same
multiple-access interference environment reoccurs from frame to frame. As changes
to the multiple-access interference environment are detected, the protocol adapts the
scheduling neighborhood and adjusts the transmission assignments. The channel
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Table 5.1: Allowable transmission modes for various link EINR estimates
Outgoing link EINR
estimate

Link spreading
factor

Maximum packet
forwarding rate

β < ξˆM (A, B) ≤ 4β
4β < ξˆM (A, B) ≤ 8β
8β < ξˆM (A, B)

N
N/2
N/4

1 packet per slot
2 packets per slot
4 packets per slot

model employed in [64] differs from the model described in Section 2.1 as follows.
The spreading factor for the transmission from terminal A to B on channel M is denoted by NM (A, B), which is not fixed and has a maximum value of
N . (Recall that N is the fixed spreading factor used by the radios on the channels
employing contention-based access.) A transmission from terminal A is successfully
received at terminal B only if the EINR at terminal B exceeds threshold β. Finally, transmitter-directed spreading patterns [50] are employed to allow capture of a
specific transmission even if there are multiple transmissions with a sufficient EINR.
The INS protocol requires the terminals to monitor the multiple-access interference environment. As a consequence, we assume estimates of the EINR are
available. For each link from terminal A to terminal B, feedback is included in control information so that terminal A can estimate the EINR for the link from terminal
A to B, which is denoted ξˆM (A, B). Because the multiple-access interference environment is relatively stable, terminals adapt the spreading factor on links that have
a high EINR. The transmission modes allowed by this system are listed in Table 5.1.
For a low EINR estimate, the highest spreading factor, N , is required and results in a
packet forwarding rate of 1 packet per slot. Conversely, a high EINR may reduce the
required spreading factor to N/4 and permit terminal A to transmit up to 4 packets
per slot.
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5.1.2

Schedule-Based Protocol
The backbone terminals utilize the INS protocol [64] for schedule-based access

on channel M , and an overview of its key properties is given in this section. The
INS protocol enables a terminal to coordinate its transmission schedule with only
the other terminals in its scheduling neighborhood. By monitoring the multipleaccess interference at nearby terminals, terminal A dynamically maintains a list of
those terminals with which it must coordinate its transmission schedule. This list is
defined as terminal A’s scheduling neighborhood. A terminal selects a color number
as the smallest positive integer that is unique among the terminals in its scheduling
neighborhood.
Lyui’s algorithm [60] is utilized to generate the transmission schedule. If terminal A is assigned color number cA , then it is a candidate to transmit in slots t
which satisfy
t mod p(cA ) = cA mod p(cA ),

(5.1)

where p(cA ) is the smallest power of two no less than cA . Figure 5.1 provides an
example depicting the slots in which a terminal with a particular color number is a
candidate to transmit. A collision-free slot assignment is achieved by only assigning
a terminal a slot if it is both a candidate to transmit in that slot and has the largest
color number among other candidate terminals in its scheduling neighborhood. The
resulting transmission schedule is referred to as a frame, and the size of a terminal’s
transmission schedule, frame size, is the smallest power of two no less than the largest
color number in the terminal’s scheduling neighborhood. Although frame sizes may
vary among neighboring terminals, they are all powers of two and shorter frames
divide evenly into larger frames. The ith color number is the largest color number
candidate for the ith slot of a frame. Thus, terminals are assigned at least one guar74
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Figure 5.1: Color numbers and their candidate time slots.
anteed transmission slot per frame. Additional slots may be assigned to a terminal
depending on the coloring of other terminals in its scheduling neighborhood.
Lyui’s algorithm was initially designed to generate collision-free schedules for
a graph-based channel model. For this channel model, a terminal’s scheduling neighborhood includes itself, its neighbors, and the neighbors of its neighbors. The algorithm can be extended for other channel models for which the size of the scheduling
neighborhood depends on the level of multiple-access interference that is permitted.
A larger scheduling neighborhood decreases multiple-access interference but reduces
spatial reuse, and a smaller scheduling neighborhood increases multiple-access interference but allows terminals to transmit more often. For example, consider the
topology of Figure 5.2, which depicts nine terminals arranged in three clusters. The
three leftmost (red) terminals are in cluster 1. Cluster 2 includes the three center
(blue) terminals, and cluster 3 includes the three rightmost (green) terminals. Consider scheduling neighborhoods (a) and (b) such that scenario (a) depicts a two-hop
scheduling neighborhood in which no multiple-access interference is permitted, and
scenario (b) depicts a one-hop scheduling neighborhood in which multiple-access interference is permitted at some of the terminals. Lyui’s algorithm requires each terminal
to have a unique color number in its scheduling neighborhood. Thus, as depicted in

75

1

4
2

5

3

6

1

7

4
2

8
9

3

(a) Two-Hop Neighborhood

1
5

6

2
3

(b) One-Hop Neighborhood

Figure 5.2: Network topology for different scheduling neighborhoods.
Figure 5.2a, nine color numbers are required for scenario (a) since every terminal is in
the scheduling neighborhood of every other terminal, and as depicted in Figure 5.2b,
only six color numbers are required for scenario (b) since terminals in cluster 1 are not
in the scheduling neighborhood of terminals in cluster 3. The schedule for scenario
(a) is limited to one transmitter per slot, and each terminal in cluster 2 is able to form
a bidirectional link with each terminal in clusters 1 and 3. For scenario (b), terminals
in clusters 1 and 3 that have the same color number transmit simultaneously. DSSS
modulation and transmitter-oriented spreading sequences allow transmissions to be
received in the presence of multiple-access interference from other terminals. In this
scenario, we assume that the spreading factor is large enough so that the EINR at the
terminals in cluster 2 is sufficiently large to allow capture of one of the transmissions.
Thus, terminals in cluster 2 can establish up to three inter-cluster links. This results
in some links being lost and increases the network diameter from two to three, but
network connectivity is maintained. Terminals in scenario (a) transmit in 1 out of
9 slots on average. The transmission schedules for the terminals depend on how the
color numbers are assigned and which inter-cluster links are formed. For the example
in Figure 5.2b, the terminals can transmit in 1 out of 6 slots on average, which results
in a gain of 50%.
Because INS is a distributed protocol, disconnected network topologies can
be produced in low-density networks. Selective collision elimination transmits ad-
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Figure 5.3: Feasible transmission scenarios for data packets from terminal J.
ditional information between neighbors to establish bidirectional links and achieve
network connectivity. These additional network control messages allow a terminal
to detect neighbors in the presence of multiple-access interference. Selective collision
elimination is used only when significant multiple-access interference threatens links
that are critical for connectivity. The details of selective collision elimination are
further explained in [64].
Queue management is utilized to exploit transmission rate adaptation. When
a terminal is scheduled to transmit in a slot, it scans its queue for candidate data
packets. If the data packet can be sent using a reduced spreading factor, the terminal
continues scanning for other candidate data packets that can be sent using a reduced
spreading factor. Figure 5.3 depicts several feasible transmission scenarios for this
system.
The link resistance calculated by the INS protocol for each terminal to each
of its neighbors depends on the packet forwarding rate, slot utilization, and link
EINR. The routing protocol for INS uses these resistances to calculate the leastresistance route to other terminals in the network. Let ET R(A) denote the effective
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transmission rate of terminal A, which is the number of slots in each frame in which
terminal A transmits divided by the frame size of terminal A. Also, let UB denote
the long-term average slot utilization for terminal B, which is a number between 0
and 1 measured as the fraction of transmission slots assigned to terminal B in which
terminal B transmits a packet. Terminal A calculates the resistance for the link to
terminal B as



ζ ξˆM (A, B) (1 + UB )
CostA,B =

ET R(A) LinkRate(A, B)

,

(5.2)

where LinkRate(A, B) depends on the outgoing link EINR estimate and is the number
of packets per slot as listed in Table 5.1. Because links with low EINR estimates are
more sensitive to multiple-access interference and channel variations, the INS protocol
increases the cost of low-EINR links using a scaling function. This scaling function,
ζ(x), is defined as

ζ(x) =





∞,





1 − ln







1,

5.2

x≤β


x−β
β


, β < x ≤ 2β ,

(5.3)

x > 2β

Selection of Backbone Terminals
The focus of our investigations is on how to best select terminals to form a

backbone network for an ad hoc network that must support a heavy traffic load.
Factors that affect how many and which terminals should be selected include the
efficiency of the transmission schedules, the characteristics of the channel utilized
for transmission scheduling, the data rate and communication range of the links
that form the backbone network, and the rate and range of the links between non-
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backbone and backbone terminals. Our initial investigations reported in [65] show
that simply minimizing the number of terminals in the backbone often results in poor
network capacity. Hence, traditional connected dominating set algorithms such as
those in [66], [67], and [68] are not suitable for this system model.
One of the primary objectives is to ensure efficient utilization of the transmission assignments. Including all terminals in the backbone performs very poorly due
to low utilization of many of the transmission assignments. By selecting a smaller
number of terminals in the backbone, traffic is concentrated onto a smaller number
of terminals, which increases the likelihood that most transmission assignments are
employed. The structure of the transmission assignments within a scheduling neighborhood plays a central role in increasing slot utilization. Because the frame size
must be a power of two and depends on the number of terminals in a scheduling
neighborhood, the rate at which a terminal can transmit increases if the size of its
scheduling neighborhood is reduced such that the frame size drops to the next lower
power of two.
Forming the backbone network requires considering the channel employing
schedule-based access. Based on our previous assumptions, a channel with a larger
data rate has a smaller communication range. To ensure the backbone network is
connected, channel M impacts the density of the terminals participating in the backbone network. If channel M has a large data rate and short communication range,
the number of terminals selected to form a connected backbone network may be large.
However, a smaller set of terminals can be selected to form the backbone network if
channel M has a small data rate and long communication range.
Adapting the spreading factor for the links between backbone terminals allows
for three different packet forwarding rates. The selection of channel M directly impacts the packet forwarding rate of these links. The communication range of a link
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using the lowest packet forwarding rate is the same as the communication range of
channel M , and a smaller communication range is associated with links that have a
higher packet forwarding rate. Using a channel with a short communication range in
a sparse topology may result in a backbone network that can only utilize low packet
forwarding rate links in order to be able to maintain connectivity. However, if this
channel has a longer communication range and slower data rate, then the number of
links with a high packet forwarding rate increases. Conversely, in a dense topology,
it is advantageous to use a channel with a faster data rate and short communication
range for the backbone network but only if the connectivity supports utilization of
links with a high packet forwarding rate. Links with a higher packet forwarding rate
are advantageous because they lead to more packet transmissions in a slot and increased frequency reuse (due to a smaller communication range). These links have
a greater probability of being used because the INS protocol assigns a lower cost
to links with a higher packet forwarding rate. Thus, more packets are routed using
these links making it more likely that their backbone terminals are sufficiently utilized. By removing the underutilized backbone terminals, the algorithm presented in
the next section increases the probability that a link with a high packet forwarding
rate remains in the backbone network.
In addition to considering the characteristics of the links in the backbone
network, the links between non-backbone and backbone terminals must also be considered. Backbone terminals communicate with non-backbone terminals on up to
M − 2 different traffic channels, each of which has a different communication range
and data rate. These heterogeneous links give greater flexibility in the selection of
backbone terminals. For the algorithm discussed in the next section, a terminal can
be removed from the backbone network only if after its removal, both the backbone
network remains connected and each non-backbone terminal can access the backbone
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on at least one of the M − 2 traffic channels employing contention based-access.

5.3

Centralized Algorithm for Selecting Backbone
Terminals
Our new centralized algorithm is presented in this section. The algorithm

begins by assuming all terminals are included in the backbone and the channel for
the backbone has been selected. During each iteration of the algorithm, a set of
backbone terminals is designated and simulation results of network-layer performance
are collected. Based on the simulation results, the set of terminals selected for the
backbone is updated and a new simulation is conducted. The algorithm terminates
when no further changes to the backbone are identified.
A top-level flow chart for our algorithm is depicted in Figure 5.4, where
BckbnIN IT , Bckbncurrent , and BckbnF IN AL denote the set of terminals in the initial,
current, and final backbone network, and the most recent set of backbone terminals
with network-layer performance limited by congestion and contention are denoted
by Bckbncongestion and Bckbncontention , respectively. We begin with an overview of
the operation of the algorithm before defining the specific details. The algorithm is
organized into two main phases. For a particular set of backbone terminals, networklayer performance is limited due to either congestion in the backbone network or
contention as non-backbone terminals attempt to access the backbone. Because the
algorithm begins with all terminals in Bckbncurrent , there is no contention and the
network-layer performance is limited due to congestion. For each iteration of the
first phase, Bckbncurrent is saved as Bckbncongestion , multiple terminals are removed
from Bckbncurrent , and new simulation results are collected for Bckbncurrent . It is
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Figure 5.4: Operation of centralized algorithm for backbone selection
possible that after an iteration in the first phase, the density of the network is sparse
and contention is never encountered. In this case, the algorithm terminates with
Bckbncongestion because no terminal can be removed from this backbone without partitioning the network. (If possible, the algorithm can be restarted with a different
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channel selected for the backbone network.) On the other hand, if after an iteration, the simulation results show that contention limits the network-layer performance, the algorithm begins the second phase. In this phase, Bckbncurrent is saved
as Bckbncontention , and either Bckbncontention or Bckbncongestion (saved from the first
phase) is fine-tuned by either adding one terminal to Bckbncontention or removing one
terminal from Bckbncongestion per iteration.
During the first phase, the primary task is to remove multiple terminals from
the set of backbone terminals during an iteration. This is shown as Procedure 1 in
Figure 5.4, and we describe the details in Section 5.3.1. If the second phase is entered,
one of two fine tuning procedures is selected, and these are shown as Procedures 2
and 3 in Figure 5.4. Procedures 2 and 3 are described in Sections 5.3.2 and 5.3.3,
respectively.
For each iteration in the first phase of the algorithm, simulations are performed
using the current backbone Bckbncurrent to find its performance threshold Pcurrent ,
which is the largest generation rate such that the end-to-end success probability
is greater than 90%. If the network-layer performance at this generation rate is
limited due to congestion, then Bckbncurrent is saved as Bckbncongestion . Otherwise,
Bckbncurrent is saved as Bckbncontention . Additional results are collected for this packet
generation rate to calculate the following metrics.
A backbone terminal has a transmission opportunity when it is scheduled
to transmit one packet. (Note a terminal can have one, two, or four transmission
opportunities in a time slot.) The utilization factor of a backbone terminal is a value
between 0 and 1 that measures the fraction of INS transmission opportunities assigned
to a backbone terminal in which the terminal transmits a packet.
The size of the queue at each backbone terminal is limited, and a packet that
arrives to find the queue full is dropped. If there is congestion in the backbone, an
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excessive number of packets are dropped due to queue overflow at backbone terminals.
Let Dropscongestion be the count of the total number of such dropped packets at all
the backbone terminals.
In contrast to congestion in the backbone network, an excessive number of
packets dropped due to queue overflow at a non-backbone terminal or too many failed
forwarding attempts using contention-based access implies that there is heavy contention as non-backbone terminals attempt to access the backbone. The contention
measure for backbone terminal A is the sum of the number of packets dropped due
to queue overflow and too many failed forwarding attempts using contention-based
access at terminal A and the non-backbone terminals that associate with terminal A.
Let Dropscontention be the sum of the contention measures for all backbone terminals.
After simulation results are collected for the current backbone, the algorithm
illustrated in Figure 5.4 compares the metrics that count the number of dropped
packets. If Dropscongestion > Dropscontention , then the network-layer performance
using Bckbncurrent is limited due to congestion, and Bckbncongestion and Pcongestion
are updated. If it is possible to remove at least one terminal from Bckbncongestion
without partitioning the network, then the two-hop neighborhood reduction procedure is called, but if no terminals can be removed, the algorithm terminates with
Bckbncongestion as the backbone network. Otherwise, if Dropscongestion ≤ Dropscontention ,
then the network-layer performance using Bckbncurrent is limited due to contention,
and the algorithm moves to the second phase and updates Bckbncontention and Pcontention .
The algorithm then compares the performance thresholds for Bckbncongestion (saved
from the first phase) and Bckbncontention . If Pcongestion > Pcontention , then the algorithm enters the single-terminal deletion procedure. Otherwise, the algorithm enters
the single-terminal addition process.
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5.3.1

Two-Hop Neighborhood Reduction
During the first phase, the objective is to find a heavily utilized backbone

terminal and increase the frequency in which it is assigned transmission slots. The
two-hop neighborhood reduction procedure removes one or more of the underutilized
terminals from the backbone network that are in the two-hop neighborhood of a
congested backbone terminal. Specifically, because the INS protocol utilizes frame
sizes that are powers of two, the underutilized terminals in the two-hop neighborhood
of the congested terminal are removed in increasing order of their utilization factor
until the size of the congested terminal’s two-hop neighborhood is reduced to the
next lower power of two. For example, consider a simple example in which terminals A - I form the backbone network, with utilization factors given in Table 5.2.
In this example, terminal A is the most congested backbone terminal because it has
the highest utilization factor. Assume terminal A’s two-hop neighborhood is of size
seven and includes all terminals except terminals F and G. To reduce A’s two-hop
neighborhood from seven to four (the next lower power of two), terminals I, H and
C are removed from the backbone network because they have the lowest utilization
factors among the terminals in A’s two-hop neighborhood. After removing a terminal from the backbone network, the backbone network must remain connected, and
each non-backbone terminal must be able to access the backbone using at least one
traffic channel employing contention-based access. These requirements may restrict
the number of terminals that can be removed from the two-hop neighborhood of a
congested terminal.
This procedure first attempts to reduce the size of the most congested terminal’s two-hop neighborhood. If no terminals can be removed from this terminal’s
two-hop neighborhood, then the procedure attempts to reduce the size of the second

85

Table 5.2: Example of utilization factors
Terminal

Utilization
Factor

A
D
B
E
C
G
F
H
I

0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1

most congested backbone terminal’s two-hop neighborhood. The procedure continues visiting the backbone terminals in descending order of their utilization factors
until at least one terminal is removed from the backbone network. For example,
again consider Table 5.2. If no backbone terminals can be removed from the two-hop
neighborhood of terminals A and D, then the algorithm attempts to reduce the size
of terminal B’s two-hop neighborhood.

5.3.2

Single-Terminal Deletion
Each iteration of the single-terminal deletion procedure attempts to relieve

congestion in the backbone and increase network-layer performance by removing a
single terminal from the backbone. A flow chart of this procedure is depicted in
Figure 5.5, and the procedure begins with the terminals in Bckbncongestion forming
the backbone. The terminals in this set are numbered from one to n, where n is
the number of terminals in Bckbncongestion . Let terminal i denote the ith terminal in
Bckbncongestion . If terminal i can be removed from Bckbncongestion without partitioning
the network, then Bckbni is the set of terminals in Bckbncongestion with terminal i
removed, and a simulation is performed using this set of terminals as the backbone
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Figure 5.5: Single-terminal deletion procedure
to find its performance threshold Pi . Otherwise, Bckbni is assigned the empty set
and its performance threshold, Pi , is set to zero. These steps are executed in parallel
for each terminal i such that 1 ≤ i ≤ n. Let j denote the value of i for which Pi
attains its maximum value. Then, Pj is the maximum performance threshold that
can be achieved by removing a single terminal from Bckbncongestion , and it is achieved
by removing terminal j. This performance threshold is compared to the performance
threshold of Bckbncongestion . If Pj > Pcongestion , then terminal j is removed from
Bckbncongestion , and its performance threshold is set to Pj . Otherwise, the procedure
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START

Number terminals in Bckbncongestion\ Bckbncontention from 1 to n = |Bckbncongestion\ Bckbncontention|

Can terminal 1
be added to
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Bckbn1 ={}
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Bckbn2 ={}
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Can terminal n
be added to
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Bckbn2 = Bckbncontention ! {2}
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Find P1

Find P2

Find Pn

j = arg max Pi
i

Bckbncontention = Bckbnj
Pcontention = Pj

YES

Pj > Pcontention?

BckbnFINAL = Bckbncontention
PFINAL = PNO
contention

END

Figure 5.6: Single-terminal addition procedure
terminates with the terminals of Bckbncongestion as the backbone.

5.3.3

Single-Terminal Addition
To reduce contention and increase network-layer performance, each iteration

of the single-terminal addition procedure attempts to add a single non-backbone terminal to the backbone. A flow chart of this procedure is depicted in Figure 5.6.
Let Z denote the set of terminals that were removed from Bckbncongestion to form
Bckbncontention . (That is, Z = Bckbncongestion \ Bckbncontention .) For this procedure,
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the current set of terminals in the backbone is Bckbncontention , and only terminals in
Z can be added to the backbone. The terminals in Z are numbered from one to n,
where n is the number of terminals in Z. Let terminal i denote the ith terminal in
Z. If terminal i can be added to Bckbncontention without partitioning the network,
then Bckbni includes the set of terminals in Bckbncontention and terminal i, and a
simulation is performed using this set of terminals as the backbone to find its performance threshold Pi . Otherwise, Bckbni is assigned the empty set and its performance
threshold, Pi , is set to zero. These steps are executed in parallel for each terminal
i such that 1 ≤ i ≤ n. Let j denote the value of i for which Pi attains its maximum value. Then, Pj is the maximum performance threshold that can be achieved
by adding a single terminal from Z to Bckbncontention , and it is achieved by adding
terminal j. This performance threshold is compared to the performance threshold of
Bckbncontention . If Pj > Pcontention , then terminal j is added to Bckbncontention , and
its performance threshold is set to Pj . Otherwise, the procedure terminates with the
terminals of Bckbncontention as the backbone.

5.4

Simulation Model and Results
The network considered for these results consists of three heterogeneous traf-

fic channels and one control channel for contention-based access and a single channel, channel 5, for schedule-based access. The network scenarios we investigate are
summarized in Table 5.3. The grid topology consists of 25 terminals arranged in a
five-by-five grid such that the distance between nearest terminals is 150 m. For the
cluster topology, 25 terminals are arranged as depicted in Figure 5.7, and the random
topologies consist of 50 terminals placed randomly in a square region of width s.
The network scenarios we investigate utilize channel scenarios 5 through 9,
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Table 5.3: Network Scenarios
Network
Scenario
33
34
35, 36
37
38, 39, 40, 41

Number of
Terminals
25
25
50
50
50

Topology
Description

Channel
Scenario

Traffic Model
(Generators/Pkt Dest)

Grid (d = 150 m)
Cluster (See Figure 5.7)
Random (s = 1 km)
Random (s = 1.9 km)
Random (s = 3 km)

5
5
5, 6
5
5, 7, 8, 9

All/Random
All/Random
All/Random
All/Random
All/Random

and the attributes of the channels for each channel scenario are listed in Table 5.4.
The attributes of the channels employing contention-based access are equivalent for
channel scenarios 5 through 7 and for channel scenarios 8 and 9, but the attributes
of the channel employing schedule-based access, channel 5, are different. Although
these scenarios have the same carrier frequencies, the data rates for the channels of
scenarios 8 and 9 do not differ as widely as they do for channel scenarios 5, 6 and
7. The control channel has the same attributes as channel 2. The carrier frequencies
of the control channel and channel 2 and of the backbone channel and the traffic
channels employing contention-based access differ by a small amount to ensure that
these channels are non-overlapping. In channel scenario 5, the backbone channel (i.e.,
channel 5) has the same attributes as that of channel 3. Because the spreading factor
is adapted on channel 5, D3 is the minimum data rate for channel 5, and ∆3 is the
maximum communication range for channel 5.
For each backbone scenario, the algorithm initially utilizes the simulation program described in [64] to calculate the INS transmission schedules, forwarding tables, and link EINRs for the backbone terminals. These results are then utilized by
an OPNET simulation to investigate the network-layer performance and determine
the performance threshold using the current backbone scenario. For this simulation, each non-backbone terminal associates with a backbone terminal by selecting
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Figure 5.7: Cluster topology for network scenario 34
Table 5.4: Channel Scenarios
Channel

Scenario 5

Scenario 6

Scenario 7

Scenario 8

Scenario 9

fi
Di ∆i
fi
Di ∆i
fi
Di ∆i
fi
Di ∆i
fi
Di ∆i
(GHz)(kbps) (m) (GHz)(kbps) (m) (GHz)(kbps) (m) (GHz)(kbps) (m) (GHz)(kbps) (m)
2
3
4
5

1
1.5
2
1.5

250
750
2250
750

1626
752
391
752

1
1.5
2
2

250
750
2250
2250

1626
752
391
391

1
1.5
2
1

250
750
2250
250

1626
752
391
1626

1
1.5
2
1.5

250
500
750
500

1626
860
564
860

1
1.5
2
1

250
500
750
250

1626
860
564
1626

the backbone terminal with the largest EINR. The EINR values are estimated from
network-layer control packets (PROPs) periodically transmitted on the channels employing contention-based access. A packet generated at a non-backbone terminal is
forwarded to its associated backbone terminal. This packet is then forwarded through
the backbone network to the backbone terminal associated with the packet’s destination. If the packet’s destination is a non-backbone terminal, the backbone terminal
forwards the packet directly to its destination. Direct communication is not permitted between non-backbone terminals. The simulation parameters are the same as
those listed in Table 2.1 of Section 2.4 except there are now 5 channels, the queue
size for the backbone terminals using the INS protocol is 20 packets as in [64], and
all forwarding attempts from a non-backbone terminal are to its associated backbone
terminal only so all forwarding attempts use the primary link (i.e., P = 6).
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The performance results of our algorithm are presented for various dense and
sparse topologies. The backbone network selected by our algorithm for a particular
network scenario is denoted by an asterisk in the legend of the figure corresponding
to the results of that particular network scenario. Results are also shown for other
backbone sets to show how the performance varies as the set of backbone terminals
changes.
We consider channel scenario 5 for all of the network topologies. For these
investigations, the attributes of the backbone channel, channel 5, are the same as those
of the middle traffic channel employing contention-based access, channel 3. We also
consider a backbone channel with different attributes for a particular dense and sparse
topology. Channel scenario 6 increases the data rate of the links in the backbone
network and is utilized with a dense topology. The attributes of the backbone channel
(i.e., channel 5) are modified to match those of a traffic channel employing contentionbased access with a faster data rate and a shorter communication range, channel 4.
We utilize channel scenarios 7, 8, and 9 to investigate performance when the original
choice of the channel for the backbone network leads to a sparse topology. These
scenarios allow us to experiment with networks where changing the channel utilized
for the backbone network creates a denser network.

5.4.1

Performance Results for Dense Topologies
In this section, we investigate the performance of our algorithm for network

scenarios that produce densely-connected networks. First, we consider results for the
grid topology of network scenario 33, cluster topology of network scenario 34, and
random topology (s = 1 km) of network scenario 35. These network scenarios utilize
channel scenario 5, and the backbone channel, channel 5, has the same attributes as
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that of the middle contention-based traffic channel, channel 3. For this selection of
the backbone channel, each terminal is in the two-hop neighborhood of every other
terminal in the network. Because the algorithm reduces the size of the congested
backbone terminal’s two-hop neighborhood to the next lower power of two, the total
number of terminals in the backbone is reduced to the next lower power of two. Also,
because these topologies are dense, the algorithm performs well because there are
many choices available in the selection of backbone terminals.
Figures 5.8, 5.9, and 5.10, show the progression of the algorithm for the grid,
cluster, and random topology of network scenarios 33, 34, and 35, respectively. For
each iteration during the first phase of our algorithm, the size of the backbone network is reduced to the next lower power of two. This reduction allows the remaining
backbone terminals to receive additional transmission slots. Thus, for each iteration
in the first phase, the performance threshold of the current backbone scenario continues to increase until its network-layer performance becomes limited due to contention.
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Figure 5.8: Performance results for network scenario 33 (grid topology, channel scenario 5, backbone channel’s attributes match those of channel 3).
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Figure 5.9: Performance results for network scenario 34 (cluster topology, channel
scenario 5, backbone channel’s attributes match those of channel 3).
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Figure 5.10: Performance results for network scenario 35 (random topology for s = 1
km, channel scenario 5, backbone channel’s attributes match those of channel 3).
At the end of the first phase, the backbone resulting in network-layer performance
limited due to congestion (in the backbone) corresponds to the eight-, four-, and
eight-terminal backbone scenarios in Figures 5.8, 5.9, and 5.10, respectively. The
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backbone scenario at the beginning of the second phase of our algorithm with networklayer performance limited due to contention (as non-backbone terminals attempt to
access the backbone) corresponds to the four-, two-, and four-terminal backbone
scenarios in Figures 5.8, 5.9, and 5.10, respectively. For each of these cases, the
performance threshold is higher for the backbone resulting in network-layer performance limited due to congestion so the single-terminal deletion procedure is employed
for the eight-, four-, and eight-terminal backbone scenarios of Figures 5.8, 5.9, and
5.10, respectively. Although the single-terminal deletion procedure does not reduce
the size of the four-terminal backbone in Figure 5.9, it does reduce the eight-terminal
backbones in Figures 5.8 and 5.10 to seven terminals. This reduction in the backbone
from eight terminals to seven terminals increases the network-layer performance by
8.9% and 17.6% for network scenarios 33 and 35, respectively.
In addition to showing the progression of the algorithm, Figures 5.8, 5.9,
and 5.10 also show how the size of the backbone impacts network-layer performance.
Having too many terminals in the backbone leaves transmission slots idle or underutilized at some terminals and congested at others, which results in poor network-layer
performance. In fact, the backbone scenario selected by our algorithm performs better
than the 16-terminal backbone scenario by approximately 89.5%, 63.6%, and 48% in
Figures 5.8, 5.9, and 5.10, respectively. This backbone scenario also outperforms the
all-INS backbone scenario, but the all-INS scenario uses a single channel. When too
few terminals participate in the backbone, network-layer performance suffers from
contention as non-backbone terminals attempt to access the backbone. The four-,
two-, and four-terminal backbone scenarios of Figures 5.8, 5.9, and 5.10, respectively, suffer from contention and result in poor network-layer performance.
In dense topologies, a backbone channel with a faster data rate and a shorter
communication range can produce a densely-connected backbone network while also
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Figure 5.11: Performance results for network scenario 36 (random topology for s = 1
km, channel scenario 6, backbone channel’s attributes match those of channel 4).
achieving higher rate links between backbone terminals. Consider the random topology (s = 1 km) of network scenario 36. This scenario is identical to network scenario
35 except the attributes of the channel used in the backbone match those of a traffic
channel with a faster data rate and a shorter communication range, channel 4, instead
of channel 3.
The performance of a few of the backbone scenarios selected at different iterations of the algorithm for network scenario 36 is depicted in Figure 5.11. The
performance of the seven-terminal backbone scenario selected by the algorithm for
network scenario 35 is also depicted and labeled ‘Middle Channel’. Because a channel
with a shorter communication range is used in the backbone for network scenario 36,
each terminal is not within the two-hop neighborhood of all the other terminals as
they were for network scenario 35. However, the network is still dense and provides
many options for a good backbone. Also, because the backbone channel has a smaller
communication range, higher rate links require the distance between backbone ter-
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minals to be smaller than they are for the backbones of network scenario 35. Thus,
the algorithm results in a backbone consisting of 15 terminals, which is more than
twice the size of the seven-terminal backbone selected by the algorithm for network
scenario 35. Although larger, this 15-terminal backbone scenario outperforms the
seven-terminal backbone scenario selected by the algorithm for network scenario 35
by approximately 22%.
The throughput and delay for the random topology (s = 1 km) of network
scenario 36 are depicted in Figures 5.12 and 5.13, respectively. For these results,
the attributes of the backbone channel match those of the traffic channel employing
contention-based access with the fastest data rate and shortest communication range,
channel 4. The performance of the seven-terminal backbone produced by the algorithm for network scenario 35 (backbone channel’s attributes match those of channel
3) is labeled ‘Middle Channel’. Packets that arrive at their destination that are duplicates are discarded. Because there are no end-to-end retransmissions, the delay
is not considered for packets that fail to reach their destination. Thus, delay comparisons between different backbone scenarios are fair only when their end-to-end
success probabilities are approximately equal. The throughput of backbone scenarios
with network-layer performance limited due to congestion is indirectly proportional
to the size of the backbone. Larger backbone networks lead to underutilization at
some backbone terminals and congestion at others. By reducing the size of the backbone, the idle and underutilized transmission slots are reassigned to the congested
terminals in the backbone. This results in better throughput and higher end-to-end
success probabilities. As shown in Figure 5.13, larger backbone networks also lead
to increased delay. However, the 15- and 16-terminal backbone scenarios result in
similar throughput and delay for generation rates less than 3.5 pkts/sec (i.e., generation rates for which their end-to-end success probabilities are approximately the
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Figure 5.12: Throughput for network scenario 36 (random topology for s = 1 km,
channel scenario 6, backbone channel’s attributes match those of channel 4).
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Figure 5.13: Delay for network scenario 36 (random topology for s = 1 km, channel
scenario 6, backbone channel’s attributes match those of channel 4)
same). Although the size of the 15-terminal backbone is more than twice that of the
seven-terminal backbone (‘Middle Channel’), the link rates between the backbone
terminals of the 15-terminal backbone are three times that of those in the seven-
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terminal backbone (‘Middle Channel’). This occurs because the backbone channel of
the 15-terminal backbone has a faster data rate and a shorter communication range.
Thus, for generation rates less than 3.1 pkts/sec, the seven- (‘Middle Channel’), and
15-terminal backbone scenarios result in similar throughput and delay.

5.4.2

Performance Results for Sparse Topologies
In this section, we investigate the performance of our algorithm for network

scenarios that produce sparsely-connected networks. Initially, we consider the random topology of network scenario 37 and 38 such that s = 1.9 km and s = 3 km,
respectively. These network scenarios utilize channel scenario 5, and the backbone
channel, channel 5, has the same attributes as that of the middle channel employing
contention-based access, channel 3. Figures 5.14 and 5.15 depict the performance of
only a few of the backbone scenarios selected by different iterations of the algorithm.
Except the 10-terminal backbone scenario, Figure 5.14 depicts the performance
of backbone scenarios selected by different iterations of the algorithm for the random
topology (s = 1.9 km) of network scenario 37. At the end of the first phase of
our algorithm, the backbone resulting in network-layer performance limited due to
congestion is the eight-terminal backbone, and the four-terminal backbone is the
backbone at the beginning of the second phase resulting in network-layer performance
limited due to contention. Two iterations of the single-terminal deletion process
reduce the eight-terminal backbone to the six-terminal backbone, which results in a
performance increase of 17.6%. Although the six-terminal backbone selected by the
algorithm has a higher performance threshold than the backbone scenarios of other
iterations of the algorithm, its performance is slightly worse than that of the 16- and
eight-terminal backbone scenarios for generation rates between 0.5 pkts/sec and 1.7
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Figure 5.14: Performance results for network scenario 37 (random topology for s =
1.9 km, channel scenario 5, backbone channel’s attributes match those of channel 3).
pkts/sec. In nearly all scenarios, our algorithm finds backbone networks that result in
equal or better network-layer performance than any we could build through custom
selection of backbone terminals. However, for this scenario, we found a backbone
resulting in better network-layer performance than that produced by our algorithm.
The performance of this 10-terminal backbone scenario is depicted in Figure 5.14.
This particular scenario illustrates that there can be complex interactions between
transmission scheduling design, routing, and the selection of backbone terminals.
Future work will investigate a cross-layer algorithm that captures greater detail of
transmission assignment and routing.
Unlike the previous network scenarios, for the random topology (s = 3 km) of
network scenario 38, the main algorithm is unable to enter the second phase with a
backbone network resulting in network-layer performance limited due to contention.
The sparsity of the network does not allow the algorithm to remove any terminal from
the eight-terminal backbone of Figure 5.15 because removing any terminal results in
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Figure 5.15: Performance results for network scenario 38 (random topology for s = 3
km, channel scenario 5, backbone channel’s attributes match those of channel 3).
either a disconnected backbone or causes at least one non-backbone terminal the inability to access the backbone. In fact, because the network is extremely sparse, the
selective collision elimination feature of INS is unable to find routes for the larger
backbone scenarios. For these scenarios, selective collision elimination is disabled,
and all terminals within two hops are included in the transmission scheduling neighborhood. As depicted in Figure 5.15, the eight-terminal backbone selected by the
algorithm results in a better performance threshold than that of the larger backbone
networks selected by the algorithm. However, the 12-terminal backbone scenario results in better network-layer performance for generation rates below approximately
0.9 pkts/sec.
To increase the connectivity of the random topology (s = 3 km) of network
scenario 38, we consider network scenario 39. This network scenario is identical to
network scenario 38 except the backbone channel, channel 5, has the attributes of a
contention-based traffic channel with a slower data rate and a longer communication
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Figure 5.16: Performance results for network scenario 39 (random topology for s = 3
km, channel scenario 7, backbone channel’s attributes match those of channel 2).
range, channel 2, instead of channel 3. For the backbone channel of network scenario
38, the maximum size of any terminal’s two hop neighborhood is only half the number
of terminals in the network. However, for the backbone channel of network scenario
39, the two-hop neighborhood of over half of the terminals in the network consists of
each terminal in the network. Because the backbone channel of network scenario 39
has a longer communication range, the connectivity of the network improves, and the
selective collision elimination feature of INS is able to find routes for each backbone
scenario.
The progression of the algorithm for network scenario 39 and the performance
of the eight-terminal backbone selected by the algorithm for network scenario 38
(labeled ‘Middle Channel’) are depicted in Figure 5.16. As shown, each iteration of
the algorithm reduces the size of the backbone network to the next lower power of
two. The algorithm selects the eight-terminal backbone for network scenario 39. For
this backbone, all but one of the links in the backbone has a packet forwarding rate
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of 4 pkts/slot. For the eight-terminal backbone selected by the algorithm for network
scenario 38, all but one of the links in the backbone has a packet forwarding rate
of 1 pkt/slot. The connectivity of the backbone selected for network scenario 39 is
improved and its backbone links have a faster rate than that of those in the backbone
selected for network scenario 38. However, the longer communication range of the
backbone channel for network scenario 39 results in a frame size of 8 slots, but the
frame size for network scenario 38 is only 4 slots. Using the duration of the frame
size for network scenario 39, on average a terminal can transmit 4 pkts/frame for
the eight-terminal backbone of network scenario 39 and 6 pkts/frame for the eightterminal backbone of network scenario 38. Thus, as depicted in Figure 5.16, although
the longer communication range of the backbone channel for network scenario 39
increases the connectivity of the network, the slower data rate results in networklayer performance worse than that of the backbone selected by the algorithm for
network scenario 38, which uses a backbone channel with a shorter communication
range and faster data rate.
In the previous investigation, the connectivity of the random topology (s = 3
km) for network scenario 38 is improved by using a backbone channel with a longer
communication range in network scenario 39. However, the resulting network-layer
performance suffers because the data rate of the backbone channel in network scenario
39 is three times slower than that of the backbone channel of network scenario 38.
Next, we investigate the performance of the random topology (s = 3 km) for network
scenarios 40 and 41, which use channel scenarios 8 and 9, respectively. For these
channel scenarios, the attributes of the traffic channels employing contention-based
access are identical and the differences in their data rates do not differ as widely as
they do for channel scenarios 5 through 7.
The performance of backbone scenarios selected at different iterations of the
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Figure 5.17: Performance results for network scenario 40 (random topology for s = 3
km, channel scenario 8, backbone channel’s attributes match those of channel 3).
algorithm for the random topology (s = 3 km) and channel scenario 8 of network
scenario 40 is depicted in Figure 5.17. For this channel scenario, the attributes of the
backbone channel match those of the middle contention-based traffic channel, channel
3. Again, due to the sparseness of the network, selective collision elimination is disabled and all two-hop neighborhood information is preloaded into INS. Each iteration
in the first phase of our algorithm attempts to relieve congestion in the backbone by
removing underutilized backbone terminals. In sparse networks, removing backbone
terminals from one area may increase the congestion in a different area of the backbone, which may result in a lower performance threshold for the backbone selected in
the next iteration. This is depicted in Figure 5.17, where the 16-terminal backbone
is smaller than the 29-terminal backbone but results in poorer network-layer performance. The next iteration in the first phase attempts to relieve congestion in this new
area of the backbone, and this procedure continues until either the backbone is no
longer congested (i.e., network-layer performance becomes limited due to contention)
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or no backbone terminal can be removed without partitioning the network. In this
case, the latter applies, and the algorithm terminates with the six-terminal backbone,
which results in a performance threshold approximately 16% better than that of the
29- and eight-terminal backbones selected by previous iterations of the algorithm.
However, for generation rates between 0.3 pkts/sec and 0.6 pkts/sec, these backbone
scenarios perform slightly better than the six-terminal backbone scenario.
To increase the connectivity of this random topology (s = 3 km), we consider
network scenario 41. This network scenario is identical to network scenario 40 except
its backbone channel has a longer communication range and a slower data rate. In
contrast to the previous investigation, switching to a backbone channel with a longer
communication range reduces the data rate of the backbone channel for network
scenario 41 by a factor of two instead of by a factor of three.
The progression of the algorithm for network scenario 41 is depicted in Figure 5.18. The performance of the six-terminal backbone selected by the algorithm for
network scenario 40 is also depicted and labeled ‘Middle Channel’. The eight-terminal
backbone scenario selected by the algorithm for network scenario 41 performs better
than the six-terminal backbone scenario selected by the algorithm for network scenario 40 by approximately 28%. For the six-terminal backbone of network scenario
40, all but one of the links between the backbone terminals has a packet forwarding
rate of 1 pkt/slot. However, all but one of the links in the eight-terminal backbone of
network scenario 41 has a packet forwarding of 4 pkts/slot. Using the duration of the
frame size for network scenario 41, on average a terminal can transmit 4 pkts/frame
for both the eight-terminal backbone of network scenario 41 and the six-terminal
backbone of network scenario 40. Thus, as depicted in Figure 5.16, the network-layer
performance improves when the backbone channel uses a longer communication range
and a slower data rate for the random topology (s = 3 km). The algorithm is able
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Figure 5.18: Performance results for network scenario 41 (random topology for s = 3
km, channel scenario 9, backbone channel’s attributes match those of channel 2).
to select a better backbone because the longer communication range of the backbone
channel increases the connectivity of the network, and the data rate of the backbone channel is fast enough to achieve packet forwarding rates similar to that of the
backbone selected by the algorithm for network scenario 40, which uses a backbone
channel with a shorter communication range and a faster data rate.
The throughput and delay for the random topology (s = 3 km) of network
scenario 41 is depicted in Figure 5.19 and 5.20, respectively. For these results, the
attributes of the backbone channel match those of the traffic channel employing
contention-based access with the slowest data rate and longest communication range,
channel 2. The performance of the six-terminal backbone selected by the algorithm
for network scenario 40 (backbone channel’s attributes match those of channel 3) is labeled ‘Middle Channel’. The throughput and delay of the various backbone scenarios
in Figure 5.19 follow the same trend found when comparing their end-to-end success
probabilities. (That is, for backbone scenarios resulting in performance limited due
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Figure 5.19: Throughput for network scenario 41 (random topology for s = 3 km,
channel scenario 9, backbone channel’s attributes match those of channel 2).
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Figure 5.20: Delay for network scenario 41 (random topology for s = 3 km, channel
scenario 9, backbone channel’s attributes match those of channel 2).
to congestion, a larger backbone network results in lower throughput and longer delay
due to idle and underutilized transmission slots.) The four-, six- (‘Middle Channel’)
and eight-terminal backbone scenarios result in similar throughput for generation
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rates at and below 0.5 pkts/sec. However, when the generation rate is 0.3 pkts/sec,
the delay for the eight-terminal backbone scenario is approximately 50% longer than
that of the four- and six-terminal (‘Middle Channel’) backbone scenarios. Notice that
while the eight-terminal backbone scenario has longer delay at low generation rates,
compared to the four- and six-terminal backbone scenarios, at higher traffic loads the
eight-terminal backbone scenario delivers more traffic. Based on their performance
thresholds (using end-to-end success probability), the eight-terminal backbone scenario outperforms the four- and six-terminal backbone scenarios by approximately
50% and 28%, respectively.

5.5

Conclusion
The backbone terminals for a hierarchical and heterogeneous ad hoc network

must be carefully selected. In addition to forming a connected network, the network
must be accessible by non-backbone terminals. Too many backbone terminals leads
to underutilization at some terminals and congestion at others, and too few terminals
in the backbone network leads to inefficient contention as non-backbone terminals
attempt to access the backbone. Careful consideration must also be made to the
channel selected for the backbone as it affects the density of the terminals needed
in the backbone and the links between these terminals. Also, because the spreading
factor is adapted on the backbone channel, the terminals should be selected such that
the links between backbone terminals use high packet forwarding rates (although
connectivity may require some links to have a low packet forwarding rate).
The centralized algorithm presented in this chapter considers these factors
during backbone terminal selection. In dense topologies, the algorithm has a greater
variety of terminals to choose from and results in good network performance. How108

ever, in sparse networks, the algorithm may suffer due to the connectivity of the
network. The channel selected for the backbone also affects the backbone network
produced by the algorithm and its resulting network-layer performance. In dense
topologies, switching to a backbone channel with a faster data rate and a shorter
communication range may increase network-layer performance if a densely-connected
network is still maintained. In contrast, switching to a slower traffic channel with
a longer communication range can provide performance gains and increase the connectivity of sparse networks. Future work entails developing a distributed cross-layer
algorithm to select the terminals forming the backbone that captures greater detail
of transmission assignment, routing, and the impact of the channel utilized by the
backbone on the rates and communication ranges of the links in the backbone.
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Chapter 6
Conclusion
For our initial investigations, we consider an ad hoc network with multiple
heterogeneous channels employing contention-based access. We find it necessary for
the terminals of this type of network to utilize a channel-access and routing protocol
that can exploit the available traffic channels.
Our fastest completion channel-selection strategy selects a traffic channel for
a data packet transmission based on its current conditions and characteristics. In
particular, a traffic channel is selected based on its expected time to complete a
transmission (completion time), which considers the transmission time of the channel
and the expected amount of delay before the channel becomes available. For this
strategy, a transmission is initiated immediately on an unblocked traffic channel with
the shortest completion time, but is delayed if a blocked traffic channel has the fastest
completion time. Our channel-selection strategy also employs a randomization and
forward progress protocol to increase network-layer performance in scenarios in which
there is heavy contention for the fastest traffic channel. In these scenarios, performance gains are achieved by utilizing all of the traffic channels instead of waiting for
the fastest traffic channel. When there is heavy contention for the fastest traffic chan110

nel, our randomization protocol increases the delay for this channel, which increases
the probability that the transmission is attempted on a slower unblocked channel.
For transmissions forced onto a slower traffic channel with a longer communication
range, our forward progress protocol attempts to forward the packet directly to (or
farther towards) its destination. In previous investigations, we found that HD performs better than HG when the parameters of the routing protocol are turned to the
particular channel scenario and network topology, and results in poorer performance
when these parameters are not properly tuned. Our new channel-selection strategy
performs similarly to HD when the parameters are tuned, and mimics HG when the
parameters are not properly adjusted.
For our routing protocol, a channel metric is used to characterize the traffic
channels available for a link, and this channel metric is used by LRR to assign a resistance value to a link. Our new channel metric characterizes the traffic channels based
on their characteristics and the characteristics of the particular network. Specifically,
a terminal utilizing our new NDR metric characterizes a traffic channel based on its
data rate and the density of terminals in the neighborhood of that terminal on that
particular traffic channel. This metric promotes the use of channels with a faster
data rate and increases the probability that the congested areas of the network are
avoided. We modify our FCS channel-selection strategy to utilize this metric so that
the characteristics of the particular network are also considered in the selection of
a traffic channel for a data packet transmission. In sparse topologies, FCS remains
strict in forcing transmissions on the fastest traffic channel, but in dense topologies
FCS is more tolerant in allowing transmissions on slower traffic channels, which increases network-layer performance. Our jointly-designed channel-access and routing
protocol accounts for the characteristics of both the traffic channels and the particular
network, and provides good network-layer performance for a variety of network sce111

narios when compared to combinations of channel-access and routing protocols that
either only consider the data rate of the channel or assume homogeneous channels.
Future work will consider other ways of integrating the characteristics of the
traffic channels and network into the jointly-designed channel access and routing protocol. Currently, a terminal employing this protocol accounts for these characteristics
through the linear combination of a channel’s data rate and the density of neighbors
within range of that channel. Although weighting these factors equally results in good
network-layer performance for a variety of network scenarios, better performance may
be possible if these factors are weighted differently. Also, a more precise method that
accounts for the activity surrounding a terminal rather than simply accounting for
the density of terminals in its neighborhood may result in improved network-layer
performance.
For our final investigations, we consider the selection of backbone terminals
for an hoc network with hierarchical channel access. For this investigation, each terminal has two transceivers, and a subset of these terminals form a backbone network
and tune this transceiver to a traffic channel employing schedule-based access. The
remaining terminals access the backbone using channels employing contention-based
access. Our new centralized algorithm selects the terminals forming the backbone network. The algorithm is initialized with each terminal in the backbone, which results
in congestion at some terminals and idle or underutilized transmission slots at others.
Each iteration of the algorithm attempts to relieve congestion in the network through
careful selection and removal of underutilized backbone terminals so that congested
terminals can receive additional transmission opportunities. Our algorithm performs
well in dense topologies since there are many choices for a good backbone, but may
suffer in sparse networks do to the connectivity of the network. Our algorithm demonstrates that the size of the backbone and the choice of the backbone channel greatly
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impact network-layer performance. For dense topologies, a backbone channel with a
faster data rate and a shorter communication range can maintain a densely-connected
network while increasing the packet forwarding rates in the backbone. Also, the connectivity of a sparse network can be improved by switching to a backbone channel
with a slower data rate and a longer communication range.
Future work entails developing a distributed cross-layer algorithm that selects
the terminals forming the backbone. This algorithm should consider greater detail in
transmission assignment, routing and the impact that the backbone channel has on
network-layer performance. Adjusting the transmission schedule to allow congested
backbone terminals to receive additional transmission slots may increase networklayer performance. Also, the size of a terminal’s transmission schedule (frame size) is
based on the number of colors in the terminal’s scheduling neighborhood. To reduce a
congested terminal’s frame size to the next lower power of two, the algorithm should
remove terminals from the congested terminal’s scheduling neighborhood such that
the number of colors (instead of the number of terminals) in this scheduling neighborhood is reduced to the next lower power of two. By better accounting for the
number of terminals associated with each backbone terminal, the routing protocol
for the backbone may be better able to choose routes that avoid congested backbone
terminals. In addition to avoiding congestion in the backbone, future work will also
investigate other methods for reducing contention as non-backbone terminals attempt
to access the backbone. Currently, our model assumes that all traffic is routed through
the backbone. Contention may be reduced by considering a model such that direct
communication is permitted between a packet’s source and destination terminals if
they are non-backbone terminals associated with the same backbone terminal, or if
the link resistance for the link between these terminals is below a certain threshold.
Furthermore, forwarding may be permitted among non-backbone terminals such that
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traffic is relayed through non-backbone terminals to the backbone. Also, future work
involves an algorithm that provides feedback to the network operator as to the characteristics of the backbone channel that should be used for the particular network
scenario. In dense topologies, the algorithm may suggest switching to a backbone
channel with a faster data rate with restrictions on the reduction in its communication range such that a densely connected network is achieved, and the links between
the backbone terminals have a faster rate. In contrast, for sparse topologies, the
algorithm may suggest a backbone channel with a longer communication range with
restrictions on the reduction in its data rate so that the connectivity of the network
improves, and the performance of the resulting backbone does not suffer due to a
backbone channel with a significantly slower data rate.
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Appendix
The purpose of this appendix is to provide a brief description of each network
scenario. Table A.1 provides a brief description of the various network scenarios,
and Tables A.2 and A.3 provide details about the channel scenarios employed by
these network scenarios. For the descriptions below, direct communication between
terminals is based on the communication ranges given in Tables A.2 and A.3.
Table A.1: Network Scenarios
Network

Number of

Topology

Channel

Traffic Model

Scenario

Terminals

Description

Scenario

(Generators/Pkt Dest)

1

25

Grid (d = 150 m)

1

All/Random

2

25

Grid (d = 400 m)

1

All/Random

3

25

Cluster (See Figure A.1)

1

All/Random

(d = 285 m, dA,B = 1.1 km,
dA,C = dB,C = 752 m)
4

50

Random (s = 1.9 km)

1

All/Random

5

50

Random (s = 2.5 km)

1

All/Random

6, 7, 8

25

Grid (d = 15 m)

2, 3, 4

All/Random

9, 10, 11

25

Grid (d = 87 m)

2, 3, 4

All/Random

12, 13, 14

25

Cluster (See Figure A.1)

2, 3, 4

All/Random

(d = 85 m, dA,B = 600 m,
dA,C = dB,C = 376 m)
15, 16

25

Random (s = 250 m)

2, 4

All/Random

17, 18

25

Random (s = 350 m)

2, 4

All/Random

19

25

See 15

2

11/Random
Continued on next page
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Table A.1 – continued from previous page
Network

Number of

Topology

Channel

Traffic Model

Scenario

Terminals

Description

Scenario

(Generators/Pkt Dest)

20

25

See 17

2

12/Random

21

25

See 15

2

6/Random

22

25

See 17

2

6/Random

23

25

See 15

2

4/Random

24

25

See 17

2

4/Random

25, 26

25

See 15

2, 4

2/Random

27, 28

25

See 17

2, 4

2/Random

29, 30

25

See 15

2, 4

1/Single

31, 32

25

See 17

2, 4

1/Single

33

25

Grid (d = 150 m)

5

All/Random

34

25

See 12

5

All/Random

35, 36

50

Random (s = 1 km)

5, 6

All/Random

37

50

See 4

5

All/Random

38, 39, 40, 41

50

Random (s = 3 km)

5, 7, 8, 9

All/Random

d
d

dA,B

A

dA,C

B

dB,C
C

Figure A.1: Cluster topology.
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Table A.2: Channel Scenarios 1 - 4
Channel

Scenario 1
fi

Scenario 2

Di

∆i

fi

(GHz) (kbps) (m)

Scenario 3

Di

∆i

fi

(GHz) (kbps) (m)

Di

Scenario 4
∆i

fi

(GHz) (kbps) (m)

Di

∆i

(GHz) (kbps) (m)

2

1

250

1626

1

250

1626

1

250

1626

1

250

1626

3

1.5

750

752

3

750

376

3

500

430

3

375

474

4

2

2250

391

9

2250

87

9

750

125

9

562.5
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Table A.3: Channel Scenarios 5 - 9
Channel

Scenario 5
fi

Di

∆i

Scenario 6
fi

Di

∆i

Scenario 7
fi

Di

∆i

Scenario 8
fi

Di

∆i

Scenario 9
fi

Di

∆i

(GHz)(kbps) (m) (GHz)(kbps) (m) (GHz)(kbps) (m) (GHz)(kbps) (m) (GHz)(kbps) (m)
2

1

250

3

1.5 750

4

2

5

1.5 750

1626

1

752

1.5 750

2250 391
752

250

1626

1

250

752

1.5 750

1626

1

752

250

1626

1

250

1626

1.5 500

860

1.5 500

860

2

2250 391

2

2250 391

2

750

564

2

750

564

2

2250 391

1

250

1.5 500

860

1

250

1626

1626

1. Network Scenario 1
This network scenario employs channel scenario 1, and the topology consists of
25 terminals arranged in a five-by-five grid as shown in Figure A.2. For this
channel scenario, each terminal is within communication range of every other
terminal on channel 2. The only terminals that are not within communication
range of one another on channel 3 are diagonally-opposite corner terminals. The
communication range of the center terminal on channel 4 includes every other
terminal except the corner terminals. Each terminal generates packets, and
their destinations are determined randomly with a uniform distribution among
the other terminals in the network.
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150 m

150 m

150 m

150 m

Corner Reference Terminal

Center Reference Terminal

Reference Terminal:
Neighbors on Ch. 4:
Neighbors on Ch. 3:
Neighbors on Ch. 2:

+
+

+

Figure A.2: Grid topology of network scenario 1.

2. Network Scenario 2
This network scenario employs channel scenario 1, and the topology consists
of 25 terminals arranged in a five-by-five grid as shown in Figure A.3. For
this channel scenario, the communication range of each terminal on channel 4
includes its nearest neighbors. On channel 3, each terminal’s communication
range includes its nearest horizontal, vertical, and diagonal neighbors. Only
the communication range of the center terminal (and its nearest neighbors) on
channel 2 includes every other terminal. Each terminal generates packets, and
their destinations are determined randomly with a uniform distribution among
the other terminals in the network.
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400 m

400 m

400 m

400 m

Corner Reference Terminal

Center Reference Terminal

Reference Terminal:
Neighbors on Ch. 4:
Neighbors on Ch. 3:
Neighbors on Ch. 2:
Unreachable:

+
+

+

Figure A.3: Grid topology of network scenario 2.

3. Network Scenario 3
This network scenario employs channel scenario 1, and the topology consists of
25 terminals arranged in three clusters as shown in Figure A.4. For this channel
scenario, the communication range of each terminal on channel 4 includes its
nearest neighbors. Terminals in cluster A are able to directly communicate with
terminals in cluster B on channel 2. Direct communication between terminals
in clusters A and C and clusters B and C can occur on channels 2 and 3. Each
terminal generates packets, and their destinations are determined randomly
with a uniform distribution among the other terminals in the network.
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285 m

285 m

1100 m

A

752 m

B

752 m
C

Reference Terminal:
Neighbors on Ch. 4:
Neighbors on Ch. 3:
Neighbors on Ch. 2:
Unreachable:

+
+

+

Figure A.4: Cluster topology of network scenario 3.

4. Network Scenario 4
This network scenario employs channel scenario 1, and the topology consists of
50 terminals located randomly with a uniform distribution in a square region
of width 1900 m. The network diameter is 2, 4, and 11 hops for channel 2, 3,
and 4, respectively. Each terminal generates packets, and their destinations are
determined randomly with a uniform distribution among the other terminals in
the network.
5. Network Scenario 5
This network scenario employs channel scenario 1, and the topology consists of
50 terminals located randomly with a uniform distribution in a square region
of width 2500 m. The network diameter is 2 and 6 hops for channel 2 and 3,
respectively, and is disconnected on channel 4. Each terminal generates packets,
and their destinations are determined randomly with a uniform distribution
among the other terminals in the network.
6. Network Scenario 6
This network scenario employs channel scenario 2, and the topology consists
of 25 terminals arranged in a five-by-five grid as shown in Figure A.5. The
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communication range of each terminal on channels 2, 3, and 4, includes every
other terminal in the network. Each terminal generates packets, and their
destinations are determined randomly with a uniform distribution among the
other terminals in the network.
15 m

15 m

Reference Terminal:
Neighbors on Ch. 4:
Neighbors on Ch. 3:
Neighbors on Ch. 2:

Figure A.5: Grid topology of network scenarios 6, 7, and 8.

7. Network Scenario 7
Same as 6 except this network scenario employs channel scenario 3.
8. Network Scenario 8
Same as 6 except this network scenario employs channel scenario 4.
9. Network Scenario 9
This network scenario employs channel scenario 2, and the topology consists of
25 terminals arranged in a five-by-five grid as shown in Figure A.6. For this
channel scenario, each terminal is able to directly communicate with any other
terminal on channel 2 and with only its nearest neighbors on channel 4. All
terminals except the terminals around the perimeter are able to directly communicate with any other terminal on channel 3. Each terminal generates packets,
and their destinations are determined randomly with a uniform distribution
among the other terminals in the network.
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87 m

87 m

87 m

87 m

Corner Reference Terminal

Center Reference Terminal

Reference Terminal:
Neighbors on Ch. 4:
Neighbors on Ch. 3:
Neighbors on Ch. 2:

+
+

+

Figure A.6: Grid topology of network scenario 9.

10. Network Scenario 10
This network scenario employs channel scenario 3, and the topology consists of
25 terminals arranged in a five-by-five grid as shown in Figure A.7. For this
channel scenario, each terminal is able to directly communicate with any other
terminal on channel 2 and with its nearest horizontal, vertical, and diagonal
neighbors on channel 4. All terminals except the corner terminals and their
nearest neighbors are able to directly communicate with any other terminal on
channel 3. Each terminal generates packets, and their destinations are determined randomly with a uniform distribution among the other terminals in the
network.
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87 m

87 m

87 m

87 m

Corner Reference Terminal

Center Reference Terminal

Reference Terminal:
Neighbors on Ch. 4:
Neighbors on Ch. 3:
Neighbors on Ch. 2:

+
+

+

Figure A.7: Grid topology of network scenario 10.

11. Network Scenario 11
This network scenario employs channel scenario 4, and the topology consists of
25 terminals arranged in a five-by-five grid as shown in Figure A.8. For this
channel scenario, each terminal is able to directly communicate with any other
terminal on channel 2 and with its nearest horizontal, vertical, and diagonal
neighbors on channel 4. All terminals except the corner terminals are able to
directly communicate with any other terminal on channel 3. Each terminal generates packets, and their destinations are determined randomly with a uniform
distribution among the other terminals in the network.
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87 m

87 m

87 m

87 m

Corner Reference Terminal

Center Reference Terminal

Reference Terminal:
Neighbors on Ch. 4:
Neighbors on Ch. 3:
Neighbors on Ch. 2:

+
+

+

Figure A.8: Grid topology of network scenario 11.

12. Network Scenario 12
This network scenario employs channel scenario 2, and the topology consists of
25 terminals arranged in three clusters as shown in Figure A.9. For this channel
scenario, each terminal is able to directly communicate with only its nearest
neighbors on channel 4, a larger subset of terminals on channel 3, and any other
terminal on channel 2. Direct communication between any two terminals in
the same cluster can occur on channels 2 and 3. Terminals in cluster A are
able to directly communicate with terminals in cluster B on channel 2. Direct
communication between terminals in clusters A and C and clusters B and C
can occur on channels 2 and 3. Each terminal generates packets, and their
destinations are determined randomly with a uniform distribution among the
other terminals in the network.
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85 m

85 m

600 m

A

376 m

B

376 m

Reference Terminal:
Neighbors on Ch. 4:
Neighbors on Ch. 3:
Neighbors on Ch. 2:

+
+

+

C

Figure A.9: Cluster topology of network scenario 12.

13. Network Scenario 13
This network scenario employs channel scenario 3, and the topology consists
of 25 terminals arranged in three clusters as shown in Figure A.10. For this
channel scenario, each terminal is able to directly communicate with only its
nearest horizontal, vertical, and diagonal neighbors on channel 4, a larger subset
of terminals on channel 3, and any other terminal on channel 2. Direct communication between any two terminals in the same cluster can occur on channels 2
and 3. Terminals in cluster A are able to directly communicate with terminals
in cluster B on channel 2. Direct communication between terminals in clusters
A and C and clusters B and C can occur on channels 2 and 3. Each terminal generates packets, and their destinations are determined randomly with a
uniform distribution among the other terminals in the network.
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85 m

85 m

600 m

A

376 m

B

376 m

Reference Terminal:
Neighbors on Ch. 4:
Neighbors on Ch. 3:
Neighbors on Ch. 2:

+
+

+

C

Figure A.10: Cluster topology of network scenario 13.

14. Network Scenario 14
This network scenario employs channel scenario 4, and the topology consists
of 25 terminals arranged in three clusters as shown in Figure A.11. For this
channel scenario, each terminal is able to directly communicate with only its
nearest horizontal, vertical, and diagonal neighbors on channel 4, a larger subset
of terminals on channel 3, and any other terminal on channel 2. Direct communication between any two terminals in the same cluster can occur on channels 2
and 3. Terminals in cluster A are able to directly communicate with terminals
in cluster B on channel 2. Direct communication between terminals in clusters
A and C and clusters B and C can occur on channels 2 and 3. Each terminal generates packets, and their destinations are determined randomly with a
uniform distribution among the other terminals in the network.
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85 m

85 m

600 m

A

376 m

B

376 m

Reference Terminal:
Neighbors on Ch. 4:
Neighbors on Ch. 3:
Neighbors on Ch. 2:

+
+

+

C

Figure A.11: Cluster topology of network scenario 14.

15. Network Scenario 15
This network scenario employs channel scenario 2, and the topology consists of
25 terminals located randomly with a uniform distribution in a square region of
width 250 m. The network diameter is 6 hops for channel 4, and each terminal is
within communication range of every other terminal on channels 2 and 3. Each
terminal generates packets, and their destinations are determined randomly
with a uniform distribution among the other terminals in the network.
16. Network Scenario 16
Same as 15 except this network scenario employs channel scenario 4, and the
network diameter is 3 hops for channel 4.
17. Network Scenario 17
This network scenario employs channel scenario 2, and the topology consists of
25 terminals located randomly with a uniform distribution in a square region of
width 350 m. The network is disconnected on channel 4, and each terminal is
within communication range of every other terminal on channels 2 and 3. Each
terminal generates packets, and their destinations are determined randomly
with a uniform distribution among the other terminals in the network.
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18. Network Scenario 18
Same as 17 except this network scenario employs channel scenario 4, and the
network diameter is 4 hops on channel 4.
19. Network Scenario 19
Same as 15 except 11 terminals are selected to generate packets with destinations determined randomly with a uniform distribution among themselves and
the other terminals in the network.
20. Network Scenario 20
Same as 17 except 12 terminals are selected to generate packets with destinations determined randomly with a uniform distribution among themselves and
the other terminals in the network.
21. Network Scenario 21
Same as 15 except six terminals are selected to generate packets with destinations determined randomly with a uniform distribution among themselves and
the other terminals in the network.
22. Network Scenario 22
Same as 17 except six terminals are selected to generate packets with destinations determined randomly with a uniform distribution among themselves and
the other terminals in the network.
23. Network Scenario 23
Same as 15 except six terminals are selected to generate packets with destinations determined randomly with a uniform distribution among themselves and
the other terminals in the network.
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24. Network Scenario 24
Same as 17 except four terminals are selected to generate packets with destinations determined randomly with a uniform distribution among themselves and
the other terminals in the network.
25. Network Scenario 25
Same as 15 except two terminals are selected to generate packets with destinations determined randomly with a uniform distribution among themselves and
the other terminals in the network.
26. Network Scenario 26
Same as 25 except this network scenario employs channel scenario 4.
27. Network Scenario 27
Same as 17 except two terminals are selected to generate packets with destinations determined randomly with a uniform distribution among themselves and
the other terminals in the network.
28. Network Scenario 28
Same as 27 except this network scenario employs channel scenario 4.
29. Network Scenario 29
Same as 15 except a single terminal is selected to generate packets for a single
destination.
30. Network Scenario 30
Same as 29 except this network scenario employs channel scenario 4.
31. Network Scenario 31
Same as 17 except a single terminal is selected to generate packets for a single
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destination.
32. Network Scenario 32
Same as 31 except this network scenario employs channel scenario 4.
33. Network Scenario 33
Same as 1, and the attributes of the backbone channel, channel 5, match those
of channel 3.
34. Network Scenario 34
This network scenario employs channel scenario 5, and the backbone channel,
channel 5, has the same attributes as that of channel 3. The topology of this
network scenario consists of 25 terminals arranged in three clusters as shown in
Figure A.12. For this channel scenario, each terminal can directly communicate
with the terminals in its cluster on channel 4. Terminals in cluster A can
directly communicate with terminals in cluster B on channels 2 and 3. Direct
communication between terminals in clusters A and C and clusters B and C
can occur on channels 2, 3, and 4. Each terminal generates packets, and their
destinations are determined randomly with a uniform distribution among the
other terminals in the network.
85 m

85 m

600 m

A

376 m

B

376 m

Reference Terminal:
Neighbors on Ch. 4:
Neighbors on Ch. 3:
Neighbors on Ch. 2:

C

Figure A.12: Cluster topology of network scenario 34.
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+
+

+

35. Network Scenario 35
This network scenario employs channel scenario 5, and the backbone channel,
channel 5, has the same attributes as that of channel 3. The topology of this
network scenario consists of 50 terminals located randomly with a uniform distribution in a square region of width 1 km. The network diameter is 2 and 4 hops
on channels 3 and 4, respectively, and each terminal is within communication
range of every other terminal on channel 2. Each terminal generates packets,
and their destinations are determined randomly with a uniform distribution
among the other terminals in the network.
36. Network Scenario 36
Same as 35 except this network scenario employs channel scenario 6 (i.e., the
backbone channel, channel 5, has the same attributes as that of channel 4).
37. Network Scenario 37
Same as 4 except this network scenario employs channel scenario 5 (i.e., the
backbone channel, channel 5, has the same attributes as that of channel 3).
38. Network Scenario 38
This network scenario employs channel scenario 5, and the backbone channel,
channel 5, has the same attributes as that of channel 3. The topology of this
network scenario consists of 50 terminals located randomly with a uniform distribution in a square region of width 3 km. The network diameter is 3 and 7
hops on channels 2 and 3, respectively, and is disconnected on channel 4. Each
terminal generates packets, and their destinations are determined randomly
with a uniform distribution among the other terminals in the network.
39. Network Scenario 39
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Same as 38 except this network scenario employs channel scenario 7 (i.e., the
backbone channel, channel 5, has the same attributes as that of channel 2).
40. Network Scenario 40
This network scenario employs channel scenario 8, and the backbone channel,
channel 5, has the same attributes as that of channel 3. The topology of this
network scenario consists of 50 terminals located randomly with a uniform distribution in a square region of width 3 km. The network diameter is 3 and 7
hops on channels 2 and 3, respectively, and is disconnected on channel 4. Each
terminal generates packets, and their destinations are determined randomly
with a uniform distribution among the other terminals in the network.
41. Network Scenario 41
Same as 40 except this network scenario employs channel scenario 9 (i.e., the
backbone channel, channel 5, has the same attributes as that of channel 2).
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