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Abstract
Clustering analysis has been widely used in trust evaluation on various complex networks such as wire-
less sensors networks and online social networks. Spectral clustering is one of the most commonly used
algorithms for graph-structured data (networks). However, the conventional spectral clustering is inher-
ently difficult to work with large-scale networks due to the fact that it needs computationally expensive
matrix manipulations. To deal with large networks, in this paper, we propose an efficient graph cluster-
ing algorithm, KCoreMotif, specifically for large networks by exploiting k-core decomposition and motifs.
The essential idea behind the proposed clustering algorithm is to perform the efficient motif-based spectral
clustering algorithm on k-core subgraphs, rather than on the entire graph. More specifically, (1) we first
conduct the k-core decomposition of the large input network; (2) we then perform the motif-based spectral
clustering for the top k-core subgraphs; (3) we group the remaining vertices in the rest (k-1)-core subgraphs
into previously found clusters; and finally obtain the desired clusters of the large input network. To evaluate
the performance of the proposed graph clustering algorithm KCoreMotif, we use both the conventional and
the motif-based spectral clustering algorithms as the baselines and compare our algorithm with them for
18 groups of real-world datasets. Comparative results demonstrate that the proposed graph clustering algo-
rithm is accurate yet efficient for large networks, which also means that it can be further used to evaluate
the intra-cluster and inter-cluster trusts on large networks.
Keywords:
Clustering algorithm, Graph, k-core decomposition, Network motif, Trust evaluation
∗Corresponding author
Email addresses: gang.mei@cugb.edu.cn (Gang Mei), francesco.piccialli@unina.it (Francesco Piccialli)
Preprint submitted to Elsevier August 25, 2020
ar
X
iv
:2
00
8.
10
38
0v
1 
 [c
s.S
I] 
 21
 A
ug
 20
20
1. Introduction
Graph Clustering analysis has been widely used in trust evaluation on various complex networks such as
online social networks [1–3] and mobile Ad Hoc networks [4, 5]. Graph clustering intends to group vertices
according to their characteristics such that there is high intra-cluster similarity and low inter-cluster sim-
ilarity. After the graph clustering, the trust within intra-clusters/groups and between inter-clusters/groups
could be analyzed and evaluated based on the clustered results; see a simple illustration in Figure 1.
“Long”link
“Short”link
G1
G2
G3
G4
w
Intra-group trust
Inter-group trust
Figure 1: A simple illustration of trust evaluation within intra-clusters/groups and between inter-clusters/groups
There are many methods for conducting graph clustering [6–8]. Spectral clustering [9] is one of the most
commonly used algorithms for graph-structured data (also called networks), which is capable of obtaining
satisfying clustering results in most cases for graphs. The spectral clustering algorithm constructs a matrix,
solves an associated eigenvalue problem, and extracts splitting information from the calculated eigenvectors.
However, the spectral clustering is inherently difficult to deal with large-scale networks. This is because
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that, in the spectral clustering, it needs to conduct computationally expensive matrix manipulations, e.g., (1)
the construction of a large adjacency matrix and Laplacian matrix and (2) the calculation of eigenvectors
of the large Laplacian matrix. Even if the large adjacency matrix and Laplacian matrix are stored in com-
pressed and sparse formats such as the COOrdinate (COO) or Compressed Sparse Column (CSC) formats,
the manipulations of matrices are quite computationally expensive.
To address the problem inherently arising in the spectral clustering algorithm, much research work has
been carried out to efficiently find clusters of large networks. Those efforts can be roughly classified into
two categories: (1) designing parallel spectral clustering algorithms; and (2) reducing the computational
cost of the matrix assembly and manipulation in the spectral clustering algorithm.
The first strategy for conducting spectral clustering on large networks is to design parallel spectral
algorithms on various platforms. For example, Huo, et al [10] designed an efficient parallel spectral clus-
tering algorithm on multi-core processors in the Julia language [11]. Jin and Jaja [12] developed a high-
performance implementation of spectral clustering on CPU-GPU Platforms. Chen, et al. [13] proposed
the parallel spectral clustering in distributed systems. Jin, et al. [14] designed an efficient parallel spectral
clustering algorithm for large datasets under the cloud computing environment.
The second strategy for conducting spectral clustering on large networks is to reduce the computational
cost of the matrix assembly and manipulation. For example, when clustering large-scale datasets, a pop-
ular method is to use the Nystro¨m extension method [15] for approximating similarity matrix and feature
decomposition to avoid directly calculating the similarity matrix and feature decomposition of the entire
dataset.
Nystro¨m extension method was originally used to solve large-scale matrix eigendecomposition prob-
lems. In recent years, it has been successfully applied to large-scale machine learning algorithms, such as
spectral clustering. Nystro¨m extension method approximates the properties of the whole data set through a
small number of sampling data. Therefore, the quality of the sampling data strongly affects the quality of
the Nystro¨m method.
The selection of sample points is critical in the Nystro¨m extension method. One of the simplest sam-
pling methods is random sampling. However, the results of random sampling are usually unstable. The
performance of the Nystro¨m extension method can be improved by selecting an effective sampling strat-
egy, that is, selecting more meaningful sample points and using a small number of sample points to obtain
satisfactory performance. At present, a lot of work has been conducted based on Nystro¨m extension-based
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sampling strategies, such as the sampling algorithm based on k-means center points [16], sampling based
on Schur complement [17], incremental sampling algorithm based on variance [18], incremental sampling
method based on prediction error analysis [18], selective sampling strategy [19], adaptive partial sampling
[20], etc. These sampling algorithms include two kinds of algorithms: one is a one-time sampling method,
and the other is the incremental sampling method.
Another effective idea for reducing the computational cost is only to perform the spectral clustering on
local subgraphs, rather than on the global graph. For example, in the research work introduced by Peng, et
al [21] and Giatsidis, et al [22], the global graph is first decomposed into several k-core subgraphs, and then
spectral clustering is conducted on the specified k-subgraph. Then, the remaining vertices in the rest (k-1)
subgraphs are further grouped into the existing clusters that were previously determined by the spectral
clustering algorithm. In such methods, spectral clustering is only conducted for subgraphs and thus reduces
the computational cost.
Recently, Leskovec, et al. [23] proposed an efficient motif-based spectral clustering method for large
networks. The essential idea behind the motif-based spectral clustering is to cluster the nodes of a graph-
based on motifs instead of edges, i.e., to find the higher-order organization of complex networks at the level
of small network subgraphs (motifs) [23].
In this paper, we propose an efficient graph clustering algorithm, KCoreMotif, for large networks by
exploiting k-core decomposition and motifs. The essential idea behind the proposed clustering algorithm is
to perform the motif-based spectral clustering algorithm on k-core subgraphs. More specifically, (1) we first
conduct the k-core decomposition of the large input network; (2) we then perform the motif-based spectral
clustering for the top k-core Subgraphs; (3) we group the remaining vertices in the rest k-core subgraphs
into previously found clusters; and finally obtain the clusters of the large input network. To evaluate the
performance of the proposed graph clustering algorithms, we use both the conventional and motif-based
spectral clustering algorithms as the baseline and compare our algorithm with it for 18 groups of real-world
datasets.
Our contributions in this work can be summarized as follows.
(1) We design an efficient graph clustering algorithm (KCoreMotif) by exploiting k-core decomposition
and motifs for large networks.
(2) We suggest the selection of the value of k in the k-core decomposition.
(3) We analyze the advantages and shortcomings of the proposed graph clustering algorithm and point
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out potential work for improving it.
The rest of this paper is organized as follows. Section 2 will present the background introduction to
the conventional spectral clustering algorithm. Section 3 will describe the details of the proposed graph
clustering algorithm. Section 4 will list the experimental setup and results for evaluating the performance
of the proposed graph clustering algorithm. Section 5 will discuss the proposed algorithm. Finally, Section
6 draws several conclusions for this work.
2. Background: Conventional Spectral Clustering Algorithm
In this section, we will briefly introduce the basic concepts and essential ideas behind the conventional
spectral clustering algorithm. The spectral clustering is a graph theory-based unsupervised learning algo-
rithm with high adaptability and superior clustering performance [24]. It uses the Laplacian matrix [25]
to reduce the dimensionality of the datasets and then clusters the results according to eigenvectors. The
spectral clustering algorithm can be applied to find clustering for both scattered data and graph-structured
data.
When dealing with the scattered data, the data needs to first form a weighted undirected graph G:
G = (V, E), E =
{
(i, j), S i, j > 0
}
⊆ V × V (1)
where V is node set and E is the edge set of the graph G; see Figure 2.
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Figure 2: Forming the undirected graph G from the scattered data
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The matter of clustering shifts to partitioning the graph into two or more optimal subgraphs so that the
subgraphs are as similar as possible internally and the subgraphs are separated from each other by a large
distance:
cut(A, B) =
∑
u∈A,v∈B
Wu,v (2)
where graph G is split into two disjoint subsets of A and B.
There are many algorithms of undirected graph partitioning, such as Normalized cut (Ncut) [26], Aver-
age cut [27], Minimum cut [28], Ratio cut [29], and Min-max cut [30], of which Ncut is the most prevalent
one:
Ncut(A, B) =
cut(A, B)
assoc(A,V)
+
cut(A, B)
assoc(B,V)
(3)
where assoc(A,V) =
∑
u∈A,t∈V Wu,v and assoc(B,V) =
∑
u∈B,t∈V Wu,v are the connection from their nodes to
all nodes in the graph.
In general, the process of the conventional spectral clustering algorithm can be summarized as the
following four steps.
Step 1. Constructing the adjacency matrix
-neighborhood, k-nearest neighbors (kNN), and fully connected are three different methods to construct
the adjacency matrix W. Here we take the kNN search algorithm as an example (see Figure 3):
Wi, j = W j,i =

0 i f xi < kNN(x j) and x j < kNN(xi)
e
−‖xi−x j‖
2σ2
2
i f xi ∈ kNN(x j) or x j ∈ kNN(xi)
(4)
Wi, j = W j,i =

0 i f xi < kNN(x j) or x j < kNN(xi)
e
−‖xi−x j‖
2σ2
2
i f xi ∈ kNN(x j) and x j ∈ kNN(xi)
(5)
These two algorithms ensure that the adjacency matrix is symmetric.
Step 2. Constructing the Laplacian matrix
The simplest form of the Laplacian matrix is as follows:
L = D −W (6)
where D is the degree matrix, and W is the weighted adjacency matrix.
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Figure 3: Constructing the adjacency matrix using the kNN search
The simplest Laplacian matrix can be further normalized to be symmetric. The construction of the
normalized Laplacian matrix Lsym requires the introduction of degree matrix D:
Di, j =

0 i f i , j∑
jWi, j i f i = j
(7)
where Wi, j is the element in the adjacency matrix, and
∑
jWi, j is the sum of the weights of the edges that
connect the node to other nodes.
Then we can obtain Lsym :
Lsym = D−
1
2 × L × D− 12 (8)
where L = D - W.
Step 3. Computing the eigenvectors matrix
Based on the desired number of clusters k, we then find the first k eigenvectors {u1, u2,..., uk} of Lsym.
Constructing the matrix U of eigenvectors as columns and then normalizing matrix U:
Ui, j =
Ui, j√∑
k U
2
i,k
(9)
Step 4. Conducting the k-means clustering
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Each row in the matrix U corresponds to each node in the graph and is clustered in columns. In this step,
k-means is replaceable by other clustering algorithms, such as k-means++ [31], which is an enhancement
algorithm on the k-means; see Figure 4.
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Figure 4: Clustering the eigenvectors matrix U
3. Methods
3.1. Overview of the Proposed Graph Clustering Algorithm
In this paper, we propose an efficient graph clustering algorithm for large networks by exploiting k-core
decomposition and motifs. We term the proposed graph clustering algorithm as KCoreMotif. The essential
idea behind the proposed clustering algorithm is to perform the motif-based spectral clustering algorithm
on k-core subgraphs. The essential idea introduced in this paper is the utilization of the one introduced in
[21, 22] and the other one introduced in [23].
The objective of proposing the graph clustering algorithm is to work with large networks. The spectral
clustering algorithm is one of the popular and effective methods for graph clustering, but it is quite compu-
tationally expensive for large networks. We attempt to utilize the advantages of the spectral clustering (i.e.,
it is effective to find clusters of graph-structured data), while providing an efficient solution to working with
large networks by exploiting the k-core decomposition and network motifs.
There are two essential ideas behind our algorithm to work with large networks:
(1) We perform the spectral clustering locally, rather than globally. That is, the expensive spectral
clustering is conducted on k-core subgraphs, rather than on the entire graph. This idea may help reduce the
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computational cost of the spectral clustering.
(2) We employ the motif-based spectral clustering algorithm, rather than the conventional spectral clus-
tering algorithm. The motif-based clustering algorithm is much more efficient than the conventional one
due to the replacement of the edge adjacency matrix with the motif adjacency matrix.
By utilizing the above two ideas, the proposed graph clustering algorithm for working with a large-scale
network is composed of three major procedures (Figure 5):
Procedure 1: Conducting k-core decomposition of the large input network to generate k-core subgraphs.
Procedure 2: Performing the motif-based spectral clustering instead of the conventional spectral clus-
tering for the top k-core subgraphs.
Procedure 3: Grouping the remaining vertices in the rest (k-1)-core subgraphs into previously found
clusters to finally obtain the required clusters of the large input network.
It should be noted that, after inputting the original large network and before performing the above three
major procedures for clustering, the original large input network is needed to be cleaned up to satisfy the
following requirements:
(1) Self-loop edges need to be removed. That is, if node A and node B of the same edge e have the same
indices, then the edge e is self-looped and thus needs to be removed.
(2) Duplicated edges are merged to be unique. That is, if the first node of an edge, e.g., A1, is exactly
the same as the first node of another edge, e.g., A2, while the second nodes of the two edges are also the
same, e.g., B1 = B2, then the two directed edges are exactly the same. In this case, these edges are merged
to be a unique one, and duplicated ones are removed.
(3) Indices of all nodes are renumbered to be continuous, which starts with 0 and without intervals.
This solution of renumbering can be used to reduce the requirements of memory allocation. After finding
the clustering, the new indices of all clustered nodes could be recovered to its old indices by exploiting the
mapping relationship between the new and old indices.
3.2. Procedure 1: Conducting k-core Decomposition of the Input Large Network
In recent years, with the increasing interest in the study of complex networks, k-core has been widely
used as a method for analyzing network topology. The generally accepted concept of k-core was first
proposed by Seidman [32], and he also derived an algorithm called the k-core pruning process to obtain the
k-core of a given network. Due to the simplicity and effectiveness of the k-core theory, researchers have
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Figure 5: Flowchart of the proposed graph clustering algorithm
applied it to many fields, such as computer science [33], social networks [34], biology [35], and geology
study [36], etc.
For the graph G = (V, E), where V is the set of nodes, and E is the set of edges between the nodes.
By gradually pruning off less central nodes, leaving a series of increasingly interconnected node sets, we
can find the nodes that are critical to the network. When all nodes i with degree ki ≤ (k - 1) are gradually
depleted, the k-core is defined as the remaining subset of node i with degree ki > (k - 1). The k-shell is
defined as a node group that belongs to the k-core but does not belong to the (k +1)-core.
The following Figure 6 presents a simple illustration of the k-core decomposition of a graph. Each
node of the graph belongs to 1 core (except for isolated nodes). After gradually cutting off all nodes whose
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degree is less than 2, the remaining nodes form 2 cores. Then, by further pruning to identify the innermost
node set (i.e., 3 cores). Different colors surround different core numbers. It can be seen that as the core
level increases, the network scale gradually shrinks. It is observed that the nodes in the highest core are
tightly connected, and they are located very close. The number of k cores is the topological invariant of the
network.
1-core
2-core
3-core
coreness 1
coreness 2
coreness 3
Figure 6: A simple illustration of the k-core decomposition
In our work, we first calculate the coreness of each node by performing the k-core decomposition. The
efficient O(m) algorithm for k-core decomposition of networks was proposed by Batagelj and Zaversnik
[37]. After the k-core decomposition, each node receives its coreness (see Figure 6).
The reasons why conducting the k-core decomposition are as follows. (1) the nodes on the network with
large coreness are usually the key members of clusters. That is, the nodes with large coreness commonly
are located in the centroid of clusters. Similar to the idea behind the k-centroid algorithm, it is better to first
cluster these nodes potentially locating in the center of centers. (2) the k-core decomposition can be used
to divide the large input network into a series of components, i.e., the k-core subgraphs. Conducting the
effective but computationally expensive spectral clustering on the top k-core subgraphs, rather than on the
entire large network can reduce the computational cost.
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3.3. Procedure 2: Performing Motif-based Spectral Clustering for the Top k-core Subgraphs
We then perform the motif-based spectral clustering for the specified k-core subgraphs. In the sub-
sequent paragraphs, we will first briefly introduce the network motifs and motif-based spectral clustering
algorithm.
Networks are not composed only of edges, but these edges form small subgraphs, which we call motifs
or graphlets. And these higher-order structures are building blocks of networks. For example, here are all
possible directed connected subgraphs on 3 nodes; see Figure 7.
Recently, one of the novel ideas is to utilize the small subgraphs (motifs/graphlets) to enhance the
efficiency and scalability of finding clusters (communities) on large networks. Among those research works,
the most famous one is the motif-based spectral clustering algorithm proposed by Austin Benson, David
Gleich, and Jure Leskovec [23].
The most essential and interesting idea behind the aforementioned motif-based spectral clustering al-
gorithm is to build the adjacency and Laplacian matrices based on the found network motifs, rather than
based on the network edges where it is usually conducted in the conventional spectral clusterings. In other
words, in the conventional spectral clustering algorithm, both the adjacency and Laplacian matrices are
built on the basis of the topological relationships representing by edges, while in contrast in the motif-based
spectral clustering algorithm, both the adjacency and Laplacian matrices are assembled on the basis of the
topological relationships representing by motifs. In short, nodes on the networks are clustered based on
motifs instead of edges.
The process of the motif-based spectral clustering algorithm is quite similar to that of the conventional
spectral clustering algorithm.
(1) Given a type of motif M (e.g., M6) and a graph G, find the distribution of the motifs;
(2) Assemble the weighted adjacency matrix W first and then the Laplacian matrix L based on the
distribution of motifs;
(3) Calculate the eigenvalues and corresponding eigenvectors of the Laplacian matrix L;
(4) Conduct k-means clustering on the aforementioned eigenvectors to obtain the desired clusters of
nodes.
In our work, we employ the aforementioned motif-based spectral clustering algorithm to cluster the
local sets of nodes on the specified k-core subgraphs. Moreover, the motif-based clustering for the top k-
core subgraphs is performed by modifying and revising the related source code introduced in the reference
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Figure 7: Illustration of all 13 connected three-node directed [23]
[23]. Note that, in this procedure, one of the critical issues is the determination of the k value when selecting
the k-core subgraphs for performing the motif-based spectral clustering. The values of k could have a strong
impact on the efficiency and accuracy of the proposed graph clustering algorithm. For example, in general,
large k value will increase the accuracy of finding clusters but will decrease the efficiency, while in contrast,
small k value will decrease the accuracy but increase efficiency. We will discuss this issue and give our
suggestions later in the section of the discussion.
3.4. Procedure 3: Grouping the Remaining Vertices in the Rest k-core subgraphs into Previously Found
Clusters
In this procedure, we group the remaining vertices in the rest k-core subgraphs into those previously
found clusters and obtain the required clusters of the large input network.
In the above procedure, the motif-based spectral clustering is performed on the top k-core subgraphs.
After the clustering, each node locating on the top k-core subgraphs will have its own label of clusters, where
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the label indicates which cluster it belongs to. However, those nodes outside the top k-core subgraphs do
not have their labels of clusters. These unlabeled nodes need to be labeled according to the existing clusters.
Similar to the basic idea behind the label propagation algorithm [38, 39], in this procedure, the labels of
those unlabeled nodes are assigned according to the labels of their neighbors. More specifically, if a node A
has 10 neighboring nodes, and among those 10 neighbors, 5 nodes have been labeled and belong to a cluster
denoted as C1, then the node A will also be assigned to the cluster C1.
However, when assigning the nodal label according to the labels of its neighbors, there is a probable
problem: little or even no neighbors of the target node have been assigned labels. In this case, the target
node cannot be assigned to a label according to information of its neighboring nodes. Thus, in this situation,
a new cluster is created, and the index of the new cluster will be assigned to this node.
In summary, the process of assigning the label of an unlabeled node A according to the clustering
information of its neighbors is as follows.
(1) Loop over all neighbors of the node A, and accumulate the numbers of neighbors locating in the
same cluster;
(2) Calculate the percentage of the number of neighbors locating in the same cluster over the total
number of neighbors;
(3) Sort the percentages in descending order;
(4) Check whether the largest percentage exceeds a specified threshold, e,g., 50%, if exceeding, then
assign the target node A to the cluster that most of its neighbors locate in; otherwise, allocate a new cluster
and assign the target node A to the new cluster.
It should be clearly noted that, the recovery of the node label is conducted by shell-by-shell, which
is different from the recovering processed introduced in the references [21, 22]. More specifically, after
performing the motif-based spectral clustering algorithm on the specified k-core subgraph, each node on
the k-core subgraph will have a label indicating its ID of cluster. When grouping the remaining nodes on
the rest (k-1)-core subgraph, we first recover those nodes on the (k-1)-shell, and then the (k-2)-shell, (k-3)-
shell, and so on. The above recovering is carried out shell-by-shell until all the remaining nodes on the rest
(k-1)-core subgraph are grouped into previously found clusters.
3.5. Implementation Details of the Proposed Graph Clustering Algorithm
The proposed graph clustering algorithm is implemented in the Julia language. More details about the
Julia implementation of the major procedures of the proposed graph clustering algorithm are described as
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follows.
First, when implementing the procedure of k-core decomposition, we exploit the related functions pro-
vided by the package LightGraphs.jl. The functions k core()can be used to find nodes with core-
ness that is greater than or equal to k, while the function k crust() is capable of finding nodes with
coreness that is less than k. In addition, function core number() is used to calculate the core number
of each node. Although most steps of the k-core decomposition have been implemented by the pack-
age LightGraphs.jl, the package lacks the features of forming a k-core subgraph. Thus, function
g core4() is specifically implemented by ourselves. The adjacency matrix of the k-core subgraph is ob-
tained when the normal adjacency matrix minus the adjacency matrix of the core subgraph. In this step,
the key is to find the deleted nodes and edges, the function k crust() is used to find the deleted nodes.
Moreover, functions outneighbors() and inneighbors() are used to find the out-neighbors and
in-neighbors of the deleted node. The above results will be used to perform the local motif-based spectral
clustering.
Second, when implementing the local motif-based spectral clustering, the motif adjacency matrix is
formed according to the selected motif type, and then the core subgraph is clustered according to the tradi-
tional spectral clustering to get the cluster to which each node belongs. To form the motif-based adjacency
matrix, the operation min.(A, A′) ( . operation can realize the operation of the array by element) is used
to obtain the all bidirectional edges, and then the functions M1() ∼ M7() are used to implement the for-
mation of the motif adjacency matrix. Finally, to realize the function of traditional spectral clustering, we
integrate the formation of the Laplacian matrix, the normalization of the Laplacian matrix, and the calcu-
lation of eigenvector into function spectral embedding(). Moreover, function eigs() in package
Arpack.jl is employed to calculate the eigenvectors.
Third, when implementing the label recovery to group the remaining nodes on the rest (k-1)-core sub-
graph to previously found clusters, function labelrecover() is written to implement this step. The
labels of filtered nodes are recovered from the nodes with higher k value to the nodes with lower k value.
Details are as follows.
(1) All labels of filtered nodes are set to 0. Function initial() is written to implement this step.
(2) The coreness of all filtered nodes are found. The k crust() function can be used to implement
this step.
(3) The remaining nodes are sorted in descending order according to their coreness. In the step, for a
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more convenient index, an array with type Pair is created to connect the ID of each deleted node to its
coreness. On the other hand, the sorting function sort() in the Julia language can easily sort the whole
Pair array according to the value or key of the Pair array element. In addition, to save running time for
handling large datasets, the quick sort algorithm QuickSort is selected.
(4) From the node with the maximum coreness, the frequencies of labels of the nodes which have been
assigned label in the nodal (i.e., the maximum coreness) neighbors are counted. In this step, the function
all Neighbors() can be used to easily obtain all the neighbors of a node. However, we only count the
frequencies of labels of the nodes which have been assigned a label. Thus, the nodes with label 0 are not
counted.
(5) The neighbors of the node with the maximum coreness are sorted according to the frequencies of
labels. In this step, a similar operation to step 3 is used, that is, sorting a Pair array.
(6) The label with the largest frequency is the label of the filtered node.
4. Results
To evaluate the performance of the proposed graph clustering algorithms, we use the conventional spec-
tral clustering and the motif-based spectral clustering algorithms as the baseline and compare both the
accuracy and efficiency of our algorithm with them for 18 groups of real-world datasets. All the testing
datasets can be download from the website of SNAP (http://snap.stanford.edu). And all the
source code of the implementations of our algorithm is available associated with this paper.
4.1. Experimental Setup
All experimental tests are conducted on a powerful workstation computer. Specifications and configu-
rations of the employed experimental setup are listed in Table 1.
16
Table 1: Specifications of the workstation computer for testing the proposed algorithm
Specifications Details
CPU Intel Xeon Gold 5118 CPU
CPU Frequency (GHz) 2.30
CPU RAM (GB) 128
CPU Core 48
OS Windows 10 Professional
Visual Studio VS 2015 Community
Python Version 3.7
Julia Version 1.4.1
4.2. Real-world Datasets for Testing
The large networks for the benchmark tests are download from the Stanford Network Analysis Platform
(SNAP). Details of those large networks are listed in Table 2.
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Table 2: Datasets used for experimental tests
Name Nodes Edges Description
reachability 456 71959 City reachability through air travel
web-Stanford 281903 2312497 Web graph of Stanford.edu
ca-HepTh 9877 25998 Collaboration network of Arxiv High Energy
Physics Theory
ca-CondMat 23133 93497 Collaboration network of Arxiv Condensed
Matter
musae-facebook 22470 171002 Facebook page-page network with page names
Facebook combined 4039 88234 Participants using this Facebook app
bitcoinalpha 3783 24186 Network of people who trade using Bitcoin on a
platform called Bitcoin Alpha
lastfm asia 7624 27806 A social network of LastFM users
deezer europe 28281 92752 A social network of Deezer users
wiki-Talk 2394385 5021410 Wikipedia talk (communication) network
soc-Pokec 1632803 30622564 Pokec online social network
amazon0505 410236 3356824 Amazon product co-purchaisng network from
May 05 2003
amazon0302 262111 1234877 Amazon product co-purchaisng network from
March 02 2003
web-BerkStan 685230 7600595 Berkely-Stanford web graph from 2002
wiki-topcats 1791489 28511807 Hyperlink network of Wikipedia
web-Google 875713 5105039 Webgraph from the Google programming con-
test, 2002
wiki-talk 1140149 3309592 Wikipedia users editing each other’s Talk page
sx-stackoverflow 2464606 16266395 Interactions on the stack exchange web site
Stack Overflow
4.3. Experimental Results and Analysis
4.3.1. Accuracy of the Proposed Graph Clustering Algorithm
We first investigate the accuracy of the proposed graph clustering algorithm, KCoreMotif, using 8
datasets based on the commonly used measures of graph clustering quality, i.e., the Modularity (Q) [40];
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see Table 3.
Table 3: Comparison of the accuracy (modularity) of three graph clustering algorithm
Dataset Conventional Motif-based KCoreMotif-50% KCoreMotif-80%
CA-CondMat 0.2092 0.0019 0.0144 0.0872
CA-HepTh 0.0689 0.0008 0.0520 0.1236
reachability 0.1117 0.0270 0.0074 N/A
musae-facebook 0.2292 0.0018 0.0481 0.1337
Facebook combined 0.5598 0.0019 0.0666 0.1861
bitcoinalpha 0.0093 0.0028 0.0071 0.1046
lastfm asia 0.6051 0.0005 0.0752 0.1642
deezer europe 0.3937 0.0002 0.0853 0.2058
Note that, in the proposed graph clustering algorithm, the k-core decomposition is first performed, and
then the motif-based spectral clustering is conducted on the top k-core subgraphs. That is, by exploiting the
k-core decomposition, a part of nodes and edges (e.g., 50% or 80% of nodes) are filtered, and the remaining
nodes and edges (e.g., 50% or 20% of nodes) are used further to carry out the spectral clustering.
Here in this work, we also investigate the accuracy of the proposed graph clustering algorithm in the
two cases where 50% and 80% of nodes are filtered, respectively. And we compare the accuracy with those
of the conventional spectral clustering and the famous motif-based spectral clustering proposed by Jure
Leskovec [23].
The aforementioned comparative results listed in Table 3 indicate that:
(1) In general, the conventional spectral clustering can achieve the best accuracy.
(2) The proposed graph clustering algorithm, KCoreMotif, can achieve a little better accuracy than the
motif-based clustering algorithm.
(3) The accuracy of clustering in the case where approximately 50% nodes are filtered is worse than
that where 80% nodes are filtered. We will specifically explain this in the section of the discussion.
4.3.2. Efficiency of the Proposed Graph Clustering
In this subsection, we will evaluate the computational efficiency of the proposed graph clustering al-
gorithm by comparing it with (1) the conventional spectral clustering algorithm and (2) the motif-based
spectral clustering algorithm.
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When evaluating the performance of the proposed graph clustering algorithm, we specifically investigate
the distribution of the nodal coreness of the testing networks. We find that, similar to the classic distribution
of degree centrality; most testing networks are with (1) the normal distribution of the nodal coreness or (2)
the power-law distribution of the nodal coreness. Thus, in this work, we evaluate the clustering efficiency
for the above two types of networks.
(1) Efficiency for networks with the normal distributions of coreness
We use five networks with the normal distribution of nodal coreness for testing; see Figure 8; The
running time of the three algorithms for 5 groups of datasets is comparatively listed in Table 4.
The comparative results indicate that: (a) the conventional spectral clustering is the most computation-
ally expensive, and cannot work with large-scale networks; (b) the motif-based spectral clustering algorithm
is much faster than the conventional spectral clustering algorithm, and can work with large-scale networks;
(c) the proposed graph clustering algorithm, KCoreMotif, is faster than the motif-based spectral cluster-
ing; and in the best cases, it can achieve the speedups of approximately 3x over the motif-based spectral
clustering.
Note that, the values of k in the k-core decomposition strongly affect the clustering efficiency. We
will evaluate the impact the values of k on both the accuracy and efficiency of clustering, and suggest the
selection of k values in practices; please refer to Subsection 5.1.
Table 4: Comparision of the efficiency of three algorithms for 5 networks with the normal distribution of coreness
Dataset After cleaning up Conventional Motif-
based
Our KCoreMotif
Edges Nodes E / N Time Time k-core Remaining Time
Amazon0302 1234877 262111 46.73 419.40 31.08 7 29.89% 10.14
web-
Stanford
2312497 281903 82.03 620.18 63.22 9 29.92% 18.29
Amazon0505 3356824 410236 8.18 1109.39 34.24 12 52.04% 31.00
web-
BerkStan
7600595 685230 110.92 N/A 122.83 7 57.43% 114.29
wiki-topcats 28508140 1791489 15.91 N/A 292.96 40 6.99% 102.03
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Figure 8: Networks with the normal distributions of coreness
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(2) Networks with the power-law distribution of coreness
Similarly, we use five networks with the power-law distribution of nodal coreness for testing; see Figure
9; The running time of the three algorithms for 5 groups of datasets is comparatively listed in Table 5.
Table 5: Comparision of the efficiency of three algorithms for 5 networks with the power-law distribution of coreness
Dataset After cleaning up Conventional Motif-
based
Our KCoreMotif
Edges Nodes E / N Time Time k-core Remaining Time
webGoogle 5105039 875713 5.83 N/A 262.70 28 1.47% 34.78
wiki-talk-
temporal
3130741 1094017 2.86 N/A 42.10 10 3.30% 21.50
soc-Pokec 30622563 1632803 18.75 N/A 243.51 40 16.88% 127.67
wiki-Talk 5021409 2394384 2.10 N/A 84.16 10 2.18% 52.95
sx-
stackoverflow
34875683 2584163 13.49 N/A 692.53 80 3.40% 208.01
The comparative results indicate that: (a) the conventional spectral clustering cannot work with these
5 large-scale networks; (b) the motif-based spectral clustering algorithm can work with these 5 large-scale
networks; (c) the proposed graph clustering algorithm, KCoreMotif, is faster than the motif-based spectral
clustering; and in the best cases, it can achieve the speedups of approximately 2x ∼ 3x over the motif-based
spectral clustering.
For networks with the power-law distribution of nodal coreness, in the section of discussion, we will
evaluate the impact the values of k on both the accuracy and efficiency of clustering, and suggest the selec-
tion of k values(see Subsection 5.1).
22
5 1 0 1 5 2 0 2 5 3 0 3 5 4 00
2
4
6
8
1 0
1 2
1 4
1 6
1 8
Per
cen
tag
e (%
)
k
 P e r c e n t a g e F i t t e d  C u r v e
p  =  1 8 . 7 9 * e x p ( - k / 5 . 0 2 )  +  0 . 3 7
R 2  =  0 . 9 7 6 7 6  
(a) 87w-webGoogle
5 1 0 1 5 2 0 2 5 3 0 3 5 4 00
1 0
2 0
3 0
4 0
5 0
6 0
Per
cen
tag
e (%
)
k
 P e r c e n t a g e F i t t e d  C u r v e
p  =  1 4 6 . 4 8 * e x p ( - k / 1 . 0 7 )  +  0 . 1 4
R 2  =  0 . 9 9 9 5 5  
(b) 110w-wikitalk
1 0 2 0 3 0 4 0 5 0 6 00
2
4
6
8
1 0
Per
cen
tag
e (%
)
k
 P e r c e n t a g e F i t t e d  C u r v e
p  =  7 . 9 5 * e x p ( - k / 5 . 4 3 )  +  1 . 0 1
R 2  =  0 . 8 0 3
(c) 160w-soc-pokectxt
1 2 3 4 5 6 7 8 9 1 00
1 0
2 0
3 0
4 0
5 0
6 0
7 0
8 0
Per
cen
tag
e (%
)
k
 P e r c e n t a g e F i t t e d  C u r v e
p  =  3 6 8 . 3 6 * e x p ( - k / 0 . 6 2 )  +  0 . 7 4
R 2  =  0 . 9 9 9 3 1
(d) 230w-WIKItalk
1 0 2 0 3 0 4 0 5 00
5
1 0
1 5
2 0
Per
cen
tag
e (%
)
k
 P e r c e n t a g e F i t t e d  C u r v e
p  =  2 6 . 6 * e x p ( - k / 3 . 4 2 )  +  0 . 4 3
R 2  =  0 . 9 9 1 8 4
(e) 250w-sx-stackoverflow
Figure 9: Networks with the power-law distributions of coreness
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4.3.3. Workload of Procedures in the Proposed Graph Clustering Algorithm
As introduced several times, there are three major procedures of the proposed graph clustering algorithm
(see more details of those major procedures in Subsection 3.2). To identify the potential bottleneck of the
efficiency of the proposed algorithm, we specifically analyze the workload of the procedures of the proposed
graph clustering algorithm. In other words, we record and compare the computational cost of the three major
procedures; see Table 6.
As listed in Table 6, we find that: (1) the first procedure, i.e., the k-core decomposition, costs approx-
imately 5% ∼ 20% workload; (2) the second procedure, i.e., the motif-based spectral clustering, needs
approximately 60% ∼ 70% workload; (3) the third procedure, i.e., the label propagation for the remaining
nodes, costs 10% ∼ 20% workload. In short, the most computationally expensive procedure is the motif-
based spectral clustering. Potential work could be conducted in the future to improve the efficiency of this
procedure.
Table 6: Workload (running time /s) of procedures in the proposed graph clustering algorithm
Dataset k-core
subgraph
k-core
decomposition
Motif-based
clustering
Recovering Total
Amazon0302 7 0.58 8.62 0.94 10.14
web-Stanford 9 0.58 16.48 1.22 18.28
Amazon0505 12 1.06 28.25 1.67 30.98
web-BerkStan 7 1.16 111.36 1.76 114.28
webGoogle 28 3.65 26.94 4.18 34.77
wikitalk 10 1.37 17.61 2.51 21.49
soc-pokectxt 40 26.45 78.00 23.19 127.64
wiki-topcats 40 20.76 58.01 23.24 102.01
WIKItalk 10 5.37 39.19 8.38 52.94
sx-stackoverflow 80 36.00 142.24 29.76 208.00
5. Discussion
In this section, we will discuss several critical issues in the proposed graph clustering algorithm. We
first evaluate the impact of the values of k in the k-core decomposition on the accuracy and efficiency of the
proposed graph clustering algorithm, and then we suggest the selection of the relatively optimal value of k.
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we also discuss the advantages and shortcomings of the proposed graph clustering algorithm. Finally, we
point out our potential future work for further improvement of the proposed graph clustering algorithm.
5.1. Impact and Selection of the Values of k in the k-core Decomposition
In the proposed graph clustering algorithm, the first essential idea is to perform clustering on local k-
core subgraphs, rather than on the entire graph. We find that the selection of the values of k in the k-core
decomposition can strongly affect the clustering accuracy and efficiency.
If selecting a large value of k, then too many nodes and edges in the original entire graph will be filtered,
and too few nodes and edges remain on the k-core subgraphs. In this case, the efficiency of the clustering
on the k-core subgraph may be high, but meanwhile, the accuracy of the clustering on the k-core subgraph
may be poor. If selecting a small k, the above situations would be verse vice. Therefore, a critical question
arises in the k-core decomposition, i.e., how to determine a relatively optimal value of k?
In this subsection, we will try to answer the above question by (1) evaluating the impact of the values
of k on the efficiency and accuracy of clustering and (2) suggesting the selection of the value of k.
5.1.1. Evaluation of the Impact of k on the Clustering Accuracy and Efficiency
The essential idea behind the proposed graph clustering algorithm is to perform the motif-based spectral
clustering on the top k-core subgraphs, rather than on the entire graph. Thus, the first critical issue is the k-
core decomposition. To learn more about the properties of the k-core decompositions, we have investigated
the distribution of nodal coreness; see Figure 8 and Figure 9.
We have found that, similar to the distribution of nodal degree, the distribution of nodal coreness also
follow (1) the normal distribution or (2) the power-law distribution. The above two types of networks are
topologically different. And the impact of the values of k on the accuracy and efficiency for the above two
types of networks may also differ. Thus, we specifically investigate the impact of values of k on the accuracy
and efficiency of clustering for the above two types of networks; see Figure 10 and Figure 11.
For the networks with the normal distribution of coreness, we find that: with the increases of k, the
efficiency of clustering always increase, while the accuracy of clustering first increases, and then decreases
when the k reaches a specific threshold. For the networks with the power-law distribution of coreness, we
can also achieve the above observations.
However, for the above two types of networks, there is a difference between the trends of the impact of
k on accuracy. For the networks with the normal distribution of coreness, the accuracy starts to decrease
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when reaching a relatively small value of k (Figure 10). in contrast, for the networks with a power-law
distribution of coreness, when the value of k becomes very large, the accuracy will decrease (Figure 11).
To learn more about the aforementioned difference, we investigate the number of nodes on the specified
k-core subgraph. Obviously, with the increase of the values of k, fewer and fewer nodes would be on the
k-core subgraph. For example, the nodes on the 6-core subgraph are more than that on the 7-core subgraph.
We first record the numbers of the entire graph and the number of nodes on the specified and then calculate
the percentage of nodes on the k-core subgraph over the entire graph.
We find that: (1) for the networks with the normal distribution of nodal coreness, when the percentage
of nodes on the k-core subgraph over the entire graph reaches approximately 40% ∼ 50%, the accuracy will
decreases; (2) for the networks with the power-law distribution of nodal coreness, when the percentage of
nodes on the k-core subgraph over the entire graph reaches approximately 5% ∼ 10%, the accuracy will
decreases.
Here we try to explain the reasons why in several cases, the clustering accuracy first increases and then
decreases with the increase of the values of k.
Motifs are the blocks consisting of several nodes and directed edges. For example, there are 13 types
of three-nodes motifs. A possible phenomenon is that, in the “dense” region of a network, the probability
of being able to find motifs is higher than that in the “sparse” region of the network. In other words, in the
“inner” region of a network (i.e., the region with higher k-core values), more motifs can be found than that
in the “outer” region of the network (i.e., the region with lower k-core values).
In the motif-based spectral clustering algorithm, the Laplacian matrix is constructed based on network
motifs, rather than based on network edges. Thus, the accuracy of the motif-based spectral clustering
algorithm is strongly dependent on the number of the probability of being able to find motifs in a given
network. If more motifs can be found on the entire network or even in a part of the network, the accuracy
of the motif-based spectral clustering would become better.
Therefore, for a very large network, in the “outer” region (i.e.. in the region with lower k-core values),
not so many motifs can be found. In this case, the probability of being able to find motifs would be low, and
the accuracy of the motif-based spectral clustering maybe not satisfying. With the increase of the values
of k, the probability of being able to find motifs would be higher, and thus in general, the accuracy of the
motif-based spectral clustering may increase. However, with a very large value of k, the absolute number of
motifs that can be found is too small. In this case, the accuracy of the motif-based spectral clustering may
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Figure 10: Impact of values of k on the efficiency and accuracy for networks with the normal distribution of coreness
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Figure 11: Impact of values of k on the efficiency and accuracy for networks with the power-law distribution of coreness
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decrease.
In summary, generally, with the increase of the values of k, the accuracy of the motif-based spectral
clustering increase first; then, when the k becomes very large, the accuracy decrease.
Moreover, the motif-based clustering method is quite efficient when clustering the core area of the
network with a certain clustering accuracy. This is the reason why the second procedure of the proposed
KCoreMotif does not employ common clustering methods such as spectral clustering to cluster the nodes
on the top k-core subgraph.
5.1.2. Suggestion of the Value of k for the Balanced Accuracy and Efficiency
As discussed in Subsection 5.1.1, in order to analyze the k-core decomposition of networks, we investi-
gated the distribution of the nodal coreness and fitted the curve; see Figure 8 and Figure 9.
Here we will give our suggestion to the section of the values of k. By carefully analyzing the distribu-
tions of nodal coreness illustrated in Figure 8 and Figure 9 and the impact of values of k presented in Figure
10 and Figure 11, we find that:
(1) For the networks with the normal distribution of nodal coreness, if selecting a value of k such that
approximately 50% ∼ 60% nodes of the original network are filtered, i.e., 40% ∼ 50% nodes are still on
the k-core subgraph, then an acceptable balance between the efficiency and accuracy of clustering can be
achieved.
(2) For the networks with the power-law distribution of nodal coreness, if selecting a value of k such
that approximately 90% ∼ 95% nodes of the original network are filtered, i.e., 5% ∼ 10% nodes are still on
the k-core subgraph, then an acceptable balance between the efficiency and accuracy of clustering can be
achieved.
Therefore, in the practical applications, the k-core decomposition is first conducted; then, the distri-
bution of coreness should be investigated and fitted to determine whether it is normal or power-law; and
finally, the values of k can be selected. Note that, according to the above suggestions, the selected value of
k is “roughly” optimal, not always the best.
5.2. Advantages and Shortcomings of the Proposed Graph Clustering Algorithm
The major advantage of the proposed graph clustering algorithm is its efficiency while satisfying the
accuracy. Compared with the conventional spectral clustering algorithm, two essential ideas are exploited
to enhance efficiency, i.e., (1) and (2). Compared with the famous motif-based spectral clustering algorithm
proposed by Jure Leskovec [23], the benefit of the k-core decomposition is utilized.
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The major shortcoming of the proposed graph clustering algorithm is the fact that it has three main
procedures. That is, it is algorithmically more complex than the conventional spectral clustering algorithm
and the famous motif-based spectral clustering algorithm.
Another critical issue is that, in the proposed graph clustering algorithm, the M6 motif is commonly
used. And we did not carefully compare and evaluate the impact of the types of motifs on the accuracy
and efficiency of the motif-based spectral clustering algorithm. The reason why not conducting such work
is that, in the work of the motif-based spectral clustering algorithm proposed by Jure Leskovec [23], they
have carefully analyzed and evaluate the impact of the types of motifs on the accuracy and efficiency. In
the proposed graph clustering algorithm, more specifically, in the second major procedures of the proposed
algorithm, the famous motif-based spectral clustering algorithm proposed by is well invoked on k-core
subgraphs; and we did not revise or modify the ideas or process of the aforementioned motif-based spectral
clustering algorithm.
5.3. Outlook and Future Work
As analyzed several times, spectral clustering is inherently difficult to deal with large-scale networks.
This is because that in the spectral clustering, it needs to conduct computationally expensive matrix manip-
ulations, e.g., (1) the construction of a large adjacency matrix and Laplacian matrix and (2) the calculation
of eigenvectors of the large Laplacian matrix. Even if the large adjacency matrix and Laplacian matrix are
stored in compressed and sparse formats such as the COOrdinate (COO) or Compressed Sparse Column
(CSC) formats, the manipulations of matrices are quite computationally expensive.
There are two common strategies to enhance the spectral clustering algorithm. The first strategy for
conducting spectral clustering on large networks is to design parallel spectral algorithms on various plat-
forms such as multi-core CPUs, many-core GPUs, and even clouds. The second strategy is to reduce the
computational cost of the matrix assembly and manipulation, e.g., the use of the Nystrm extension method
[15] for approximating similarity matrix and feature decomposition.
Therefore, in the future, we will adopt the above two strategies to further improve the computational
efficiency of the proposed graph clustering algorithm to work with even larger networks.
6. Conclusions
In this paper, we have proposed an efficient graph clustering algorithm for large networks by exploit-
ing k-core decomposition and motifs. The essential idea behind the proposed clustering algorithm is to
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perform the motif-based spectral clustering algorithm on k-core subgraphs. We first conduct the k-core
decomposition of the large input network. We then perform the motif-based spectral clustering for the top
k-core subgraphs; Finally, we group the remaining vertices in the rest (k-1)-core subgraphs into previously
found clusters and required to obtain the clusters of the large input network. To evaluate the performance
of the proposed graph clustering algorithms, we use both the conventional and motif-based spectral cluster-
ing algorithms as the baselines and compare our algorithm with them for 18 groups of real-world datasets.
Comparative results demonstrate that the proposed clustering algorithm is accurate yet efficient for large
networks, which also means that it can be further used to evaluate both the intra-cluster and inter-cluster
trusts on large networks.
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