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OPTION PRICING WITH LINEAR MARKET IMPACT AND
NON-LINEAR BLACK-SCHOLES EQUATIONS
GRE´GOIRE LOEPER
Monash University, School of Mathematical Sciences
Abstract. We consider a model of linear market impact, and address the
problem of replicating a contingent claim in this framework. We derive a
non-linear Black-Scholes Equation that provides an exact replication strategy.
This equation is fully non-linear and singular, but we show that it is well
posed, and we prove existence of smooth solutions for a large class of final
payoffs, both for constant and local volatility. To obtain regularity of the
solutions, we develop an original method based on Legendre transforms.
The close connections with the problem of hedging with gamma constraints
[29], [31], [25], with the problem of hedging under liquidity costs [9] are dis-
cussed. The optimal strategy and associated diffusion are related with the
second order target problems of [32], and with the solutions of optimal trans-
port problems by diffusions of [33].
We also derive a modified Black-Scholes formula valid for asymptotically
small impact parameter, and finally provide numerical simulations as an illus-
tration.
1. Introduction
This paper is about the derivation and mathematical analysis of a pricing model
that takes into account the market impact of the option’s hedger, i.e. the feedback
mechanism between the option’s delta-hedging and the price dynamics. We will
throughout the paper assume a linear market impact: each order to buy N stocks
impacts the stock price by λNS2 (λ ≥ 0). This scaling, that will be discussed
hereafter, means that the impact in terms of relative price move depends on the
amount of stock traded expressed in currency, hence λ is homogeneous to the inverse
of the currency i.e. percents per dollar.
Order to buy N stocks =⇒ S → S(1 + λNS).(1)
We will examine several situations where λ is either constant, or can be also a
function of the solution itself.
The literature devoted to the study of the market impact itself is quite vast,
and it is more frequent to find an impact that varies as a power law of the size
of the trade (see for example [2]). Although our linear approach is clearly not the
most realistic in terms of market microstructure, it has the advantage of avoiding
arbitrage opportunities, as well as not being sensitive to the hedging frequency: in
a non-linear model, splitting an order in half and repeating it twice would not yield
the same result, a situation that we want to avoid here, as we aim at deriving a
time continuous formulation.
In addition we assume that the market impact is permanent: there is no relax-
ation following the immediate impact, where the price goes back partially to its
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1
pre-trade value. The case with relaxation has been studied in a companion paper
[1].
1.1. Order book modeling. From an order book perspective, our market impact
model consists in assuming an order book with continuous positive density around
the mid-price, and where following a market-order starting at price S (say a buy
order for example), where liquidity has been consumed up to S + δS, the new
mid-price becomes S + δS, and the liquidity removed between S and S + δS is
instantaneously refilled with buy orders (or sell orders if the price had moved down
after a sell order). Clearly this model is a great simplification of what is actually
observed in real markets (see [34] for instance), but as we will show this simple
approach is enough to obtain a non-trivial modification of the usual Black-Scholes
equation. More precisely: Assume a static order book, parametrized by a mid price
S¯ and a supply intensity µ(t, s) in the following way: the number of stocks available
for purchase between S and S + dS equals to µ(t, S)dS.
We assume that the (local) liquidity (expressed in currency) available between S¯
and S¯(1 + ε) equals L(t, S¯)ε + o(ε). Simple calculations show that the scaling (1)
implies that L(t, S) is actually constant, which explains our choice, as we believe
that the quantity L is the good measure of a stock’s liquidity. Then independently
of this choice, when spending an amount A (expressed in currency) in stocks, the
order book will be consumed up to S¯(1 + ǫ) given by
A =
∫ S¯(1+ε)
S¯
µ(t, s)sds,
while the number of stocks purchased will be
N =
∫ S¯(1+ε)
S¯
µ(t, s)ds.
One sees right away that, at the leading order, the average price of execution is
S¯(1+ 12ε). In a subsequent study [1], the authors consider an immediate relaxation
of the price after the liquidity is consumed, hence the liquidity of the order book
is rebuilt around S¯(1 + γε) for a certain relaxation factor γ ∈ [0, 1]. We will only
adress here the case γ = 1. The choice γ = 0 is the one that has been studied by
Cetin, Soner and Touzi in [9]: no permanent market impact, but liquidity costs.
1.2. Motivations and links with previous works. In terms of concrete ap-
plications, the problem of derivatives pricing with market impact arises when the
delta hedging of the option implies a volume of transactions on the underlying asset
that is non-negligible compared to the average daily volume traded. For example,
a well observed effect known as stock pinning arises when the hedger is long of the
(convex) option for a large notional, and one observes then a decrease of realized
volatility if the underlying ends near the strike at maturity. In financial terms, the
hedger of the option makes a loss if the volatility realizes below its implied value.
This stylized fact can be recovered by our pricing equation. Conversely, when sell-
ing a convex option for a large notional, a common market practice on derivatives
desks is to super-replicate the option by the cheapest payoff satisfying a constraint
of gamma (the second derivative of the option), the gamma max being adjusted
to the liquidity available on the option’s underlying. Hence there are two issues
arising here:
- Be able to control a priori the trading volume due to delta-hedging: this
approach has been studied in depth in the works by Soner and Touzi [31]
and Cheridito, Soner and Touzi [25] that deal with the problem of heging
with gamma-constraints.
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- Quantify the liquidity costs induced by the delta-hedging, and incorporate
them in the option’s price, this has been studied by Cetin, Jarrow and
Protter in [8] and by Cetin, Soner and Touzi in [9]. However these works
consider only liquidity costs, and not the effect of permanent market impact.
Our approach addresses those two issues: first, via the market impact mechanism, it
induces a constraint on the gamma when selling a convex payoff, and it constraints
the theta (the time derivative of the option) when selling a concave payoff. Thus it
recovers two important stylized facts of the gamma constraint approach, moreover it
incorporates liquidity costs in the price. It can be noted that the parabolic operator
that we obtain through market impact lies somehow between the gamma-constraint
operator of [29] and the liquidity costs operator of [9].
A formal argument shows that, playing on the dependency of the market impact
parameter with the solution, one can recover exactly the gamma constraint pricing
equation of Cheridito Soner Touzi [25], or the liquidity cost equation of Cetin, Soner
and Touzi in [9]. This can be seen as closely related to the work of Serfaty and Kohn
[20] that recover non-linear heat equations by stationary games approach. From a
financial modelling perspective, this would amount to assume a supply curve for
the price of gamma-hedging.
Concerning the mathematical techniques, as opposed to [25], [9], [31], [5], [6], we
adress the problem of finding exact replication strategies, while the aforementioned
work deal with stochastic target problems: find the cheapest trading strategy that
super-replicates the final payoff. The solutions of these two problems co¨ıncide in
general, but may differ in some degenerate cases (see [30], [1]). Apart from in-
troducing the linear market impact model (which has then led to the subsequent
studies [5], [6], [1]), the main contribution of this paper is a complete study of a
fully non linear parabolic equation associated to a new class of stochastic control
problems (see Theorem 5.5). We will also prove a representation formula that gives
some qualitative informations about the modified dynamics. Those two results are
then used to derive rigorously an asymptotic expansion of the solution for small
market impact, leading to a modified Black-Scholes-Legendre formula, as well as a
simple and efficient way of computing the market impact effect.
We believe that the techniques used toward obtaining these results are original
and of independent interest. As will be discussed hereafter, these results can be
seen as related to regularity results concerning porous media equations (see the
book of Vazquez [36] for a complete reference), in particular in the case of Fast
Diffusion Equations, as well as the papers by Crandall and Pierre [13], [11] about
interior regularity for non-linear diffusions.
The stochastic target problem associated to our model has been studied in two
companion papers [5], [6], where it is shown that the exact replication strategy
is actually the optimal solution for the stochastic target problem. To make a
connection between the two results, it is important to notice that through stochastic
control techniques, one is able to derive a viscosity formulation of the value function.
It is only when this function has enough regularity that one can deduce the optimal
strategy from the value function, hence the importance of the question of regularity.
Finally we mention the references ([21], [26], [28], [14], [15], [26]) that also address
the problem of option hedging in non-perfect markets with different approaches,
leading to different mathematical techniques.
1.3. The pricing equation. As we will see, assuming no interest rates and divi-
dends, the pricing equation that we obtain can be put under the form
∂tu+
1
2
σ2
s2∂ssu
1− λs2∂ssu = 0,(2)
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which reads also
σ2
2∂tu
+
1
s2∂ssu
= λ,
where λ can be either constant or dependent of the solution as λ(s2∂ssu). In this
case we obtain a wide class of fully non-linear Black Scholes equations of the form
∂tu+
1
2
σ2F (s2∂ssu) = 0.
As will be shown, one can derive any parabolic equation of this form through an
ad-hoc choice of λ, as long as F (γ) ≥ γ and F (0) = 0.
The case of equation (2) is quite challenging for the mathematical perspective:
the operator ∂ssu → F (s2∂ssu) is not uniformly elliptic (when ∂ssu goes to −∞),
and is singular (when s2∂ssu goes to λ
−1). Standard theory does not apply right
away, and an ad-hoc regularity theory must be developed. Still, we will be able to
show interior (i.e. not relying on a smooth terminal payoff) regularity of solutions
for constant λ and boundary regularity (i.e. assuming a good terminal condition)
for non-constant λ.
Let us rewrite equation (2) as follows:
∂tu+
1
2
σ2F (s2∂ssu) = 0,
F (γ) =
γ
1− λγ =
1
λ
(−1 + 1
1− λγ ).
The link with non linear diffusions appears when one differentiates twice the equa-
tion: assuming σ constant one then obtains for β = 1− λs2∂ssu
∂tβ − σ
2s2
2
∂ss
(
1
β
)
= 0,
which can be seen as a lognormal version of the Fast Diffusion Equation (see [36])
∂tu−∆
(
1
u
)
= 0.
1.4. Second order target problems and optimal transport by diffusions.
There is also a clear connection between this work and the work by Soner and Touzi
and Zhang [32] about dual formulation of second order target problems, and also
with the problems of optimal transport by controlled martingales studied in [33].
Indeed observe that the elliptic operator F (γ) in (2) is convex, and then applying
the reasoning of [32] based on the Legendre transform representation of F , one can
show formally that a solution to (2) will also be solution of the following variational
problem:
u(t, s) = sup
a∈AT
{
E{Φ(ST )− 1
2λ
∫ T
t
(a
1/2
t′ − σ(t′, Sat′))2dt′
}
.(3)
where Sa starts from s at time t and follows dSar = a
1/2
r Sar dWr , Wr is a Brownian
motion, AT is the set of all bounded positive adapted processes on [t, T ], and σ(t, s)
is given and positive.
This can be seen as a stochastic version of Hopf-Lax formula,
u(t, s) = sup
γ∈C1([0,T ]),γ(t)=s
{
Φ(γ(T ))− 1
2λ
∫ T
t
H(∂tγ(t
′))dt′
}
,(4)
see [4], which is a representation formula for solutions to
∂tu+H
∗(Dxu) = 0,
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where H∗ is the Legendre transform of H . The fact that, in general, the solution
of a variational problem like (3) is indeed the viscosity solution of an associated
parabolic equation (which here would be 2) has been studied in [32]. In this par-
ticular case we will be able to actually characterize the optimal aˆ in (3), and show
that the optimal diffusion Saˆ is a martingale up to time T under mild conditions,
which allow aˆ to be unbounded.
Then, still reasoning formally, Saˆ transports its initial distribution on its final
distribution minimizing the transport cost
E
(
1
2
∫ T
0
(a
1/2
t − σ(t, St))2dt
)
,
which is a particular case of the problem studied in [33]. More generally the link
between the variational problem (3) and optimal transport arises through the use
of Kantorovitch duality, see [17], [18], [7] and also [37] for an overview on optimal
transport, and also [24] for further extensions to non-linear variational problems.
The regularity results that we obtain here will provide the regularity of the
optimizers in the aforementioned problems.
1.5. Organization of the paper. The rest of the paper is organized as follows:
in the next section (Section 2) we provide a heuristic derivation of the pricing
equation, and discuss its practical relevance for financial modelling.
Section 3 gives the time continuous formulation of the problem as a system of
stochastic differential equations, and shows that the pricing equation (2) actually
leads to an exact replication strategy when it admits a smooth solution, see Theorem
3.2.
Section 4 establishes the connection between the solution of (2) and the problem
(3), and discusses also the link with optimal transport and robust hedging.
Section 5 contains the regularity results for the pde (2). Theorems 5.5, 5.7 and
5.13, contain the main a priori estimates for solutions to (2), that hold under mild
conditions on the final payoff. These results lead then to the existence, regularity
and uniqueness of the solutions to (2): Theorem 5.16.
Section 6 establishes representation formulas for the solution: Theorems 6.7, 6.3
and 6.8. These representation formulas are a probabilistic counterpart to the pde
(2), and give qualitative insight about the solution, and establish further results
concerning the optimizers of the problem (3).
In section 7 we derive a first order expansion of the solution for small market
impact (λ). This leads also to modified Black-Scholes-Legendre formula (see for-
mulas (100, 102, 103)), which is easily computed by analytic formulas or standard
Monte-Carlo simulations. It should formally be also valid in the liquidity costs case
of [9].
Section 8 illustrates the paper with a numerical solution of the pde.
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in particular Fre´de´ric Abergel. I also thank Bruno Bouchard, Nizar Touzi, Juan
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2. Heuristics
We assume that we have sold an option whose value is u(t, s), and greeks are as
usual
∆ = ∂su,
Γ = ∂s∆,
Θ = ∂tu.
We also introduce the Gamma in currency, i.e.
γ = ΓS2.(5)
The strategy that we use is the following: we assume a priori that there exists an
exact replication strategy, that consists in holding ∆ = ∂su stocks. We compute the
equation that must be followed by u, and the modified dynamics that this strategy
implies. We then check that this strategy allows indeed to perfectly replicate the
final claim.
Starting from a delta-hedged portfolio, assume that the stock price S moves by
dS. We will assume that this initial move of dS is given as is usual by
dS = SσdWt,
where Wt is a standard Brownian motion, and dWt its increment between t and
t + dt (those objects will be introduced more formally later on). A ‘naive’ hedge
would be to buy ΓdS stocks, but as this order will impact the market, the portfolio
will not end up delta-hedged. Assume instead a hedge adjustment of µΓdS stocks,
and let us find µ such that spot ends up at a final value S + µdS. Using (1), we
write that
Safter re-hedging − Sbefore re-hedging = λS2 Number of stocks bought to re-hedge,
and this yields
µdS − dS = λ[∆(S + µdS)−∆(S)]S2.
This identity expresses the fact that the number of titles bought is ∆(S + µdS)−
∆(S), hence that the portfolio is delta-hedged at the end of the trade. Performing
a first order Taylor expansion leads to
ΓµdSλS2 = (µ− 1)dS + o(dS),(6)
which yields
µ =
1
1− λγ .(7)
Remember that γ is computed with respect to the option the portfolio is short
of, hence γ > 0 when one sells a call for example. Assuming that λγ < 1 (to be
discussed later), one sees that µ > 1: as expected the hedger increases the volatility
by buying when the spot rises, and selling when it goes down.
One can also reach the conclusion (7) by following an iterative hedging strategy:
after the initial move S → S + dS, the hedge is adjusted ”naively” by ΓdS stocks,
which then impacts the price by dS2 = λS
2ΓdS. A second re-hedge of ΓdS2is done,
which in turn impacts the price and so forth. The final spot move is thus the sum
of the geometric sequence
dS(1 + λS2Γ + (λS2Γ)2 + ...) =
dS
1− λγ .
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One sees right away that in this sequence, the critical point is reached when the
”first” re-hedge (i.e. buying ΓdS stocks after the initial move of dS) doubles the
initial move: the sum will not converge. This situation will be discussed hereafter.
Then the value Q of the portfolio containing -1 option + ∆ stocks at the begin-
ning of time t, and ∆(S + µdS) stocks at time t+ dt evolves as
dQ = u(t, S)− u(t+ dt, S + µdS) + ∆µdS +R
and R is the profit realized during the re-hedging. In a perfect frictionless market,
this term is zero, as one buys d∆ stocks at a price S+ dS, and the ”post-re-hedge”
value of the stocks is S + dS. To compute R we recall that
Immediate impact of an order to buy N stocks =⇒ S → S(1 + λNS),(8)
Average execution price = S(1 +
1
2
λNS).(9)
The computation of R then yields
R = N
(
Final price of the stocks bought−Average execution price
)
= N
(
S(1 + λNS)− S(1 + 1
2
λNS)
)
=
1
2
λN2S2,
with N = ΓµdS. Finally if V is the the value of the hedger’s trading strategy, and
setting dS˜ = µdS, one obtains:
dV = ∆dS˜ +
1
2
λS2(ΓdS˜)2.(10)
2.0.1. The pricing equation. We now assume that the option is sold at its fair price,
hence dQ = 0 at first order in time. Then we have as S moves to S + µdS,
du = ∂tudt+ ∂suµdS +
1
2
∂ssu(µdS)
2 + o(dt),
and we thus get
∂tudt+ (µdS)
2/2
[
∂ssu− λ(∂ssu)2S2
]
= o(dt),
with µ defined by (7). We recall now that the initial move of S i.e. dS in our
notations, is driven by a geometric Brownian motion, as in the Black-Scholes model,
so dS = SσdW . Then one can following Itoˆ’s formula replace (dS)2 by σ2S2dt in
the previous Taylor expansion, and this simplifies into
∂tu+
1
2
σ2F (γ) = 0,(11)
F (γ) =
γ
1− λγ ,(12)
γ = s2∂ssu.(13)
Remark. Note that if we change assumption (9) in
Average execution price = S(1 + λNS),(14)
then we get the equation
∂tu+
1
2
σ2
γ
(1− λγ)2 = 0,
as found in [23]. This equation is not parabolic however.
When λ→ 0, we we recover the standard Black-Scholes equation. This equation
clearly poses problems when 1−λγ goes to 0, and even becomes negative. This case
arises when one has sold a convex payoff (γ > 0) and an initial move of dS would
be more than doubled during a naive re-hedging (see above) due to our market
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impact, λS2ΓdS ≥ dS. Intuitively, the hedger runs after the spot, without being
able to reach a point where he is hedged,and the spot runs away to infinity or to 0.
In that case, believing the model, when 1− λγ < 0, , when the spot moves up, one
should sell stocks instead of buying, because the market impact will make the spot
go down. One relies on the market impact to take back the spot at a level where we
the portfolio is hedged. This situation is clearly nor realistic, nor acceptable from
a trading perspective ... On the other hand, if we consider a smooth function that
satisfies for all time t ∈ [0, T ] the constraint
1− λs2∂ssu(t, s) ≤ 1− ε for some ε > 0,
solving (11, 12) with terminal payoff u(T, s) = Φ(s) then our approach will be
shown to be valid, and the system (11, 12) yields an exact replication strategy
(we shall prove this in the verification theorem hereafter). Note that our approach
has been presented in the case of a constant volatility, but would adapt with no
modification to another volatility process, local or stochastic. The function F is
increasing, which guarantees that the time independent problem is elliptic, and thus
the evolution problem is a priori well posed, although the question of the existence
of solutions to the fully non-linear pricing equation still remains.
Another (informal) way to see the constraint on u, is to consider instead of F
F (γ) =
γ
1− λγ if λγ < 1,
= +∞ otherwise.
The physical interpretation of the singular part is that areas with large positive γ (
i.e such as λγ > 1) will be quickly smoothed out and will instantaneously disappear,
as if the final payoff was smoothed (again this argument will be made rigorous later
on). This amounts to replace the solution u by the smallest function greater than u
and satisfying the constraint (λs2∂ssu ≤ 1) (a semi-concave envelope, the so-called
”face-lifting” in [31]). This is actually a common practice on derivatives trading
desks: one replaces then a single call by a strip of calls, in order to cap the Γ, and
this approach has been used by in [6]. It can be expressed by turning the system
(11, 12) into
max{∂tu+ 1
2
σ2F (γ), λγ − 1 + ε} = 0,(15)
F (γ) =
γ
1− λγ ,(16)
for some ε > 0, still with γ = s2∂ssu. Under this formulation the problem enters
into the framework of viscosity solutions, see [12].
Note that on the other hand, areas with large negative γ (the hedger is buying
a convex payoff) would have very little diffusion, which also poses a problem as the
equation is not uniformly parabolic any more.
The functions Γ→ F (Γ) are represented in Fig. 1.
3. Time Continuous Formulation of the Problem
We now formulate our problem as a system of stochastic differential equations,
as done in [5], [6]. This formulation is similar to the one of Soner and Touzi [29],
[31] of stochastic target problems, or to the formulation of backward stochastic
differential equations problems [10]. The crucial difference is that here the spot
process St itself has its dynamic modified by the controls.
We consider a probability space (Ω,F,P0) supporting a standard Brownian mo-
tion W P0t and its associated filtration (Ft)t≥0. The drift νt will be a bounded
adapted process, and we consider bounded processes (the controls) at,Γt, adapted
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Figure 1. The function Γc → F (Γc) used for the different models
to the filtration Ft. For two semi-martingales u, v, 〈u, v〉t denotes their covariation
(and 〈u, u〉t denotes the quadratic variation of u). Both σ and λ are given, they can
be constant or have some dependency, which will be made explicit when needed.
We will consider the following system of stochastic differential equations,
dSt
St
= σdW P0t + λStdδt + ν
′dt,(17)
dδt = atdt+ ΓtdSt,(18)
dVt = δdSt +
1
2
λS2t d〈δ, δ〉t,(19)
where S starts from S0 at t = 0. It has been established rigorously in [5], Proposi-
tion 1, how to obtain this system as the limit of a discrete (in time) trading strategy.
In particular, note the modified drift
ν′ = ν + Γsσ∂s(λs
2).(20)
At each time t the hedger holds δt units of the risky asset, whose value is St. From
equations (17, 18), St and δt are two continuous semi-martingales. Equation (17)
states that the spot price is driven by an exogenous source of noise and by the
market impact (note the non-trivial modification of the drift process ν, however
this will not affect the pricing equation). Equation (19) takes into account the
order book’s behaviour to give the value process of a trading strategy, it can be
written as
dVt = δtdSt +
1
2
λΓ2tS
2
t d〈S, S〉t.
It is the continuous version of (10).
Combining (18) and (17) one sees right away that
dSt
St
(1− λS2t Γt) = σtdW P0t + (λtStat + ν′t)dt.
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We will assume for now the condition
For some ε > 0, 1− λtS2t Γt ≥ ε.(21)
We have the first elementary result:
Proposition 3.1. Let at,Γt be bounded adapted processes. Assume that Γt sat-
isfies uniformly the condition (21). Then there exists a unique strong solution to
(18,17,19).
The replication problem is to find a self financed strategy, hence controls
at,Γt, and an initial wealth V0 such that
Φ(ST ) = VT , a.s.
On the other hand the super-replication problem of [31] is to find the lowest
initial wealth such that there exists an admissible control reaching the target, i.e.
Φ(ST ) ≤ VT , a.s.
The two problems are not equivalent in all cases, in particular, if the associated
HJB equation is not parabolic (see [30]). In that case the verification theorem does
not apply, and the optimal strategy is not straightforward (and might not even be
unique). As we will show, the pricing equation is in our case well posed, and by
solving it we are able to exhibit directly an exact replication strategy. We address
the super-replication problem in two companion papers [5], [6].
For a smooth function u(t, s) such that u(T, ·) = Φ, we consider the strategy
given by δ(s, t) = ∂su(t, St) (and hence Γt = ∂ssu(t, St)). One obtains for the
wealth
VT = V0 +
∫ T
0
∂sudSt +
1
2
∫ T
0
λ(ΓtSt)
2d〈S, S〉t,
while Itoˆ’s formula applied to u reads
u(T, ST ) = u(0, S0) +
∫ T
0
∂sudSt +
1
2
∂ssud〈S, S〉t + ∂tudt.
Obviously, a function u(t, s) satisfying
1
2
∂ssu(t, St) d〈S, S〉t + ∂tu(t, St) dt = 1
2
λ(St∂ssu(t, St))
2 d〈S, S〉t
looks like the good candidate. We know that
dSt
St
=
σt
1− λtS2t ∂ssu
dW P0t + ν˜tdt
for some adapted process ν˜t (that depends on ν and on u). Then the condition on
u turns into
1
2
∂ssu
σ2s2
(1− λs2∂ssu)2 + ∂tu =
1
2
λ(s∂ssu)
2 σ
2s2
(1− λs2∂ssu)2 .
3.1. The pricing equation. We rewrite the equation above as
∂tu+
1
2
σ2F (γ) = 0,(22)
with F being given by
F (γ) =
γ
1− λγ , γ = s
2∂ssu,(23)
with the terminal condition
u(T, s) = Φ(S).(24)
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3.2. The intensity dependent impact. Let us now turn to a slightly more gen-
eral heuristic, by allowing the parameter λ to depend on the trading strategy. In
the previous approach we have assumed that the market impact of buying N stocks
is, in terms of price, λNS2, regardless of the time on which the order is spread. We
now assume that λ = λ(s2Γ). The quantity γ = Γs2 relates to the trading intensity,
i.e. to the rate at which stocks are traded by the option’s hedger, hence a gamma
dependent market impact can make sense. The system of stochastic differential
equations governing the evolution is now given by
dSt
St
= σdW P0t + νdt+ λ(γ)Stdδt,(25)
dδt = at + dtΓdSt,(26)
dVt = δtdSt +
1
2
λ(γ)S2t d〈δ, δ〉t,(27)
still with γ = Γs2. Then the pricing equation remains (22), but now λ = λ(γ). For
the equation to be well posed, we need to have
F (γ) =
γ
1− λ(γ)γ
non-decreasing. We have
F ′ =
1 + λ′γ2
(1− λγ)2 ,
hence the condition on λ is that
1 + λ′γ2 > 0.(28)
This case is discussed in more details in the appendix, section D.
3.3. The Verification Theorem. We conclude this section by stating a verifica-
tion result and a representation formula for solutions to the replication problem.
We first introduce two versions of condition (15):
λs2∂ssu ≤ 1,(29)
and the strict version of (29)
λs2∂ssu ≤ 1− ε for some ε > 0.(30)
3.3.1. The risk-neutral dynamic. We consider on (Ω,F) a probability P and W P a
P-Brownian motion, and consider the solution of:
dSt,sr
St,sr
= σγt dW
P
t ,(31)
σγt =
σ(t, St,sr )
1− λγ(t, St,sr )
,(32)
St,st = s,(33)
When t = 0, s = S0 we might just write Sr, r ≥ 0 instead of S0,S0r .
Theorem 3.2. Let u be a C3([0, T ]×R+) smooth solution of (22, 23, 24) satisfying
(30). Assume also that
i) σ, σ−1, s∂sσ(t, s) are bounded,
ii) λ, s∂s(λ(γ)) are bounded.
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Then there exists a strong solution (St, δt, Vt) defined up time T to the system (25,
26, 27) above, such that δt = ∂su(t, St) and Vt = u(t, St) and, P0−almost surely,
VT = u(0, S0) +
∫ T
0
∂sudSt +
1
2
∫ T
0
λ
σ2γ2
(1 − λγ)2 dt = Φ(ST ).(34)
The evolution of S under P0 is given by
dSt
St
=
1
1− λγ (σdW
P0
t + ν˜dt),
ν˜ = ν′ − σ
2λ2γ
(1− λγ)2 −
1
2
∂s(σ
2)
λsγ
1− λγ −
1
2
∂s(λ(γ))
λsσ2γ2
(1− λγ)2 ,
with ν′ defined in (20). There exists P absolutely continuous with respect to P0 such
that S satisfies (31, 32, 33) under P, and there holds
u(0, S0) = E
P
(
Φ(ST )− 1
2λ
∫ T
0
(σγ(t, St)− σ(t, St))2dt
)
.(35)
In particular, the result of the Theorem hold if λ is constant and Φ, σsatisfy the
assumptions i) to v) of Theorem 5.7.
Proof. The proof of (34) is a simple application of Itoˆ’s formula, since we restrict
ourselves to the case where the solution of (22) is smooth, the modified volatility σγ
remains bounded, and thus the solution is a solution in the classical sense. For the
expression of ν˜, we just compute d(∂su(t, St)). The conditions i) and ii) together
with condition (21) imply that ν˜ remains bounded. The condition ii) needs some
a priori estimates to be enforced, but is trivially satisfied in the case where λ is
constant, which will be our main focus in this paper. Conversely the condition on σ
is straightforward to check, and is also found to be necessary for the proof of uniform
boundedness of the volatility (see Theorem 5.7). Then under the assumptions on
u, the existence of P is a standard application of Girsanov’s Theorem (see [19]).
Under P, S follows (31, 32, 33), and (35) follows by observing that
σγ − σ = σ λγ
1− λγ ,
and then by taking the expectation of (34) under P.

This result shows that, under existence of a smooth solution u to (22), the
claim Φ is replicable by the self financed strategy that consists in holding δt =
∂su(t, St) stocks, and that the cost of this replication strategy is given for all time
by u(t, St). Note again that the profit generated by the hedging strategy is no more
the usual expression
∫ T
0
∂sudS, but includes an additional term due to the market
impact (more exactly due to the difference of the price after market impact and the
executed price, i.e. the liquidity costs). It is always positive (i.e. in favor of the
option’s seller). As observed above this seems surprising, but note that the change
of volatility from σ to σ/(1 − λγ) acts always against the option’s seller , and the
sum of the two impacts is always against the option’s seller.
4. Dual formulation of the problem
We mention here the connection between our pricing equation and the dual
formulation of second order target problems studied in [32]. The equation we study
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here is still
∂tu+
1
2
σ2F (γ) = 0,
F (γ) =
γ
1− λγ ,
u(T, s) = Φ(s).
γ = s2∂ssu, and we assume that Φ, σ satisfy the conditions of Theorem 5.16, so
that u is smooth on [0, T ] × R∗+. F is convex, and we compute the σ−Legendre
transform (a slightly modified Legendre transform) of F :
F ∗σ (a) =
1
2
sup
γ
{aγ − σ2F (γ)}(36)
=
1
2λ
(a1/2 − σ)2.
Note that from the strict convexity of F , there will hold
1
2
σ2F (γ) = sup
a
{
1
2
aγ − F ∗σ (a)
}
,(37)
and that the supremum in (37) is reached for a = aˆ = (σγ)2 = σ
2
(1−λγ)2 , which we
recognize as the modified variance in our model. For W P a P− Brownian motion,
with filtration (Ft)t≥0, we define
AT =
{
at,t∈[0,T ], a is Ft − predictable,(38)
∃a¯ ∈ R∗+ such that 0 ≤ at ≤ a¯ P− a.s.
}
For a ∈ AT we can define Sa,t,s such that
Sa,t,st = s,(39)
dSa,t,sr = S
a,t,s
r (ar)
1/2dW Pr , t ≤ r ≤ T,(40)
and define, for Φ a terminal condition,
ua(t, s) = EP0
{
Φ(Sa,t,sT )−
∫ T
0
F ∗σ (au)du
}
.
Then applying Itoˆ’s formula to u(r, Sa,t,sr ) (which is allowed from the regularity of
u) we have that
Φ(Sa,t,sT ) = u(t, s) +
∫ T
t
(
∂tu+
1
2
ar(S
a,t,s
r )∂ssu
)
dr +
∫ T
t
∂su a
1/2
r S
a,t,s
r dW
P
r
= u(t, s) +
∫ T
t
(
1
2
ar(S
a,t,s
r )∂ssu−
σ2
2
F ((Sa,t,sr )
2∂ssu)
)
dr
+
∫ T
t
∂su a
1/2
r S
a,t,s
r dW
P
r ,
hence from (36),
EP
(
Φ(Sa,t,sT )
) ≤ u(t, s) + EP
(∫ T
0
F ∗σ (ar)dr
)
,
which shows that ua(t, s) ≤ u(t, s), with equality if and only if a = aˆ = σγ , hence
Saˆ is the risk-neutral diffusion (31, 32, 33). Letting, for a ∈ AT
Cσ(a) =
∫ T
0
(a
1/2
t − σ(t′, s))2dt′,(41)
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we have thus obtained the following:
Theorem 4.1. let u be a C1,3([0, T ] × (0,+∞)) smooth solution to (22, 23, 24)
satisfying (30), then
u(t, s) = sup
a∈AT
{
EP{Φ(Sa,t,sT )−
1
2λ
Cσ(a)}
}
,(42)
and the supremum is attained for aˆ = σγ as in (32). In particular this holds true
if Φ, σ satisfy the assumptions to Theorem 5.16 for global regularity on [0, T ].
Remark. In Theorem 6.3, our result is stronger, as formula (42) holds for any
Ψ ≤ Φ such that (1−λs2∂ssΦ)(Φ−Ψ) = 0, and hold up to cases where EP(Φ(ST ))
might no be finite. We will also show that the optimal process St remains a true
martingale up to time T under mild assumptions on Φ, which allow for the optimal
aˆ to be unbounded, hence aˆ /∈ AT .
4.1. Relation to a problem of optimal transport. As mentioned in the intro-
duction, having found u by solving (22), and specifying an initial distribution L0
for S0, we let LΦT be the law of Saˆ,0,S0T . Then aˆ = σ
2
(1−λγ)2 realizes also
aˆ = argmin
{
EPCσ(a)
}
where the infimum is taken over all the process Sa,0,L0 , a ∈ AT , that have laws L0
at time 0, LΦT at time T , and follow (40). This problem of optimal transport by
martingales has been studied by Touzi and Tan in [33]. Therefore, our regularity
results can be seen as a step towards the regularity of optimal transport by diffusion,
for this particular cost. Moreover, as we will see in Theorem 6.8, when the volatility
is constant, we obtain a closed formula to express the final density in terms of the
terminal condition Φ.
4.2. Interpretation in terms of robust hedging. Assuming one is trying to
find a robust hedging strategy for the claim Φ when the volatility of the underlying
is unknown. The formula (42) gives the optimal upper bound on the price of the
claim Φ over all possible diffusions that satisfy
EPCσ(a) ≤ EPCσ(aˆ),
as it gives the cheapest hedging strategy that will super-replicate the claim Φ for
a ∈ AT satisfying the above constraint.
Note also that the formula (41) can be interpreted as the payoff of a volatility
derivative, and that (42) gives the cheapest way to super-replicate the claim Φ by
buying 12λ units of the Cσ and delta-hedging, or alternatively, a lower bound on the
price of the derivative Cσ given the price of the claim Φ.
5. Smooth solutions via Legendre-Fenchel Transform
In this section we prove existence and regularity of the solution to (22, 23,
24), in the cases of constant or local volatility σ(t, s), and with constant market
impact parameter λ. In particular, our result will give the conditions on σ and
Φ for which solution u has enough regularity to satisfy the assumptions of the
Verification Theorem (Theorem 3.2), and to define the dynamics of St. The case
of non-constant λ is treated in the appendix.
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5.1. Notations.
- As we will work with Ho¨lder spaces, we note for A ⊂ [0, T ], B ⊂ R),
k,m ∈ N, 0 < α, β < 1, ‖u‖Ck+α,m+βs,t (A×B) (resp. ‖u‖Ck+αs (A×B)) (resp.
‖u‖Cm+βt (A×B)) the usual Ho¨lder norm of u of order k + α with respect to
s and order m+ β with respect to t. When no subscript t or s is specified,
the continuity will be with respect to s.
- We shall denote Ck+α,m+βs,t,loc (A × B) the space of functions with bounded
Ck+α,m+βs,t (K) norm for all compact sets K ⊂ A×B.
- Classically we will denote R∗+ = (0,+∞).
- Whenever needed, we will consider a Brownian motion W Pt supported on
(Ω,F,P, (Ft)t≥0) a filtered probability space, and denote EP the expectation
under the probability measure P.
Definition 5.1. We shall say that u is a classical solution to (22, 23, 24) if u ∈
C2,1s,t,loc([0, T )× R∗+) ∩ C0t,s([0, T ]× R∗+), satisfies (22) on [0, T )× R∗+, (24), and if
1− λs2∂ssu < 1
on [0, T )× R∗+.
5.2. Some facts about the Legendre-Fenchel transform. A reference on this
topic is [27].
Definition 5.2. Let u : R→ R ∪ {+∞}, its Legendre transform is defined by
u∗(y) = sup{xy − u(x), x ∈ R}.(43)
If u is convex and l.s.c. then (u∗)∗ = u. Moreover
- If u is continuously differentiable at x then,
u∗(∂xu(x)) + u(x) = ∂xu(x) · x,
∂yu
∗(∂xu(x)) = x,
and the reverse equality hold since (u∗)∗ = u.
- If y /∈ ∂xu(R) then u∗(y) = +∞.
- At a point where ∂xxu(x) is defined and positive, ∂yyu
∗(∂xu) is defined and
satisfies
∂xxu(x)∂yyu
∗(∂xu) = 1.
- If u depends smoothly on a parameter t, for all x ∈ Dom(u),
∂tu
∗(t, ∂xu) + ∂tu(t, x) = 0.
5.3. Transformation of the pricing equation via Legendre transforms.
Starting from a classical (see Definition 5.1) solution of (22, 23, 24), we consider
v = −λu(t, s)− ln(s)− 1 if s > 0,+∞ otherwise.(44)
Then v is convex under (29), and satisfies
∂tv − σ
2(t, s)
2
1
s2∂ssv
= −σ
2
2
.(45)
Consider v∗ the Legendre transform of v defined by
v∗(y) = sup{sy − v(s), s > 0}.(46)
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From Definition 5.2, for the pair (y(t, s), s(t, y)) where the maximum is attained,
there will hold
v(t, s) + v∗(t, y) = sy,
y(t, s) = ∂sv(t, s),
s(t, y) = ∂yv
∗(t, y),
∂ssv(t, s)∂yyv
∗(t, y) = 1.
Moreover, one will have
v∗(t, y(t, s)) = ln(s) + λ(u− s∂su),
∂tv(t, s) + ∂tv
∗(t, y(t, s)) = 0.
Then it follows that
∂tv
∗ +
σ2(t, s)
2
∂yyv
∗
(∂yv∗)2
=
σ2(t, s)
2
,(47)
s = ∂yv
∗(t, y).
By straightforward computations, w, the inverse function of v∗, satisfies
∂tw +
σ2(t, s)
2
(∂xxw + ∂xw) = 0,(48)
s =
1
∂xw(t, x)
.
To construct properly w, we use also the Legendre transform. Since v∗ is increasing,
a primitive of v∗ is convex, hence one will have for W =
∫
v∗, ∂xW
∗(v∗(y)) = y at
any point where v∗ is continuous, i.e. everywhere in the domain of v∗.
Construction of the terminal value for the transformed equations.
Proposition 5.3. Let Φ : R∗+ → R satisfy λs2∂ssΦ ≤ 1. Define vT , v∗T , wT such
that
vT = − ln(s)− λΦ− 1 if s > 0,+∞ otherwise,
v∗T = (vT )
∗,
wT = [v
∗
T ]
−1 defined as wT = ∂x
(∫
v∗T
)∗
,
VT (s) = v
∗
T (∂svT ),
ST = ∂yv∗T (wT )) =
1
∂xwT
,
Then
(1) v∗T is non decreasing ,
(2) v∗T (∂svT ) = ln(s) + λ(Φ− s∂sΦ) wherever ∂svT exists,
(3) limy→−∞ ∂yv
∗ = 0,
(4) either ∃L ∈ R such that v∗ ≡ +∞ above L or limy→+∞ ∂yv∗ = +∞.
(5) If lims→0 vT is finite then wT is identically −∞ below this limit, otherwise
wT is finite everywhere and limx→−∞ ∂xwT = +∞.
(6) If ∂svT is constant on some interval (C,+∞) then ∂xwT is identically 0
above C′ for some C′, otherwise ∂xwT is positive everywhere and limx→+∞ ∂xwT =
0.
(7) For all s where λs2∂ssΦ < 1 and ∂sΦ is continuous there holds
ST (v∗T (∂svT (s))) = ST (ln(s) + λ(Φ− s∂sΦ)) = s.
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(8) Under assumption (51), one has necessarily that
lim
s→0
vT = +∞,
lim
y→−∞
v∗T = −∞.
From (5) and (8) we thus have Lebesgue a.e.
VT (s) = ln(s) + λ(Φ − s∂sΦ),(49)
ST (VT (s)) = s.(50)
Proof.
(1) The first point comes from the fact that vT = +∞ for s < 0.
(2) This is just the definition of the Legendre transform, and the fact that
y = ∂svT for the optimal s (see Definition 5.2).
(3) The third point comes the fact that v is defined and finite on (0,+∞). If
one had limy→−∞ ∂yv
∗ = l > 0 then this would imply that v ≡ +∞ below
l.
(4) The two cases correspond to lims→+∞ ∂sv being either finite (equal to L)
of +∞.
(5) vT = +∞ below 0 implies that limy→−∞ v∗T = − lims→0 vT . If lims→0 vT (s)
is finite, then limy→−∞ v
∗ = − lims→0 vT (s). This in turn implies that
wT = −∞ below this limit. The other assertion follows from point 3 since
∂xwT =
1
∂yv∗
.
(6) If ∂sv = l above some value s0, then limy→l ∂yv
∗
T = s0 and v
∗
T = +∞ above
l. Then wT is constant above v
∗
T (l).
(7) Point 7 is just the fact that [wT ]
−1 = v∗, hence
∂xwT (v
∗
T (y)) =
1
∂yv∗T
(y),
and the assertion follows.
(8) For point 8, the first part follows from point 5, and implies the second part.
Note that from (51), ∂xwT and wT are finite everywhere.

5.4. Main assumptions.
Definition 5.4. Φ : R∗+ → R satisfies (51) with parameter σ if∫
R
exp
(
− x
2
2σ2(T + ε)
)
|Φ(x)|dx is finite for some ε > 0.(51)
When σ depends on (t, s) we introduce the following condition
∀t ∈ [0, T ], s > 0, σ ≤ σ(t, s) ≤ σ¯,(52)
for positive constants σ¯, σ, and σ will then be said to satisfy (52) with parameters
σ, σ¯
5.5. The case of constant volatility. We now show that (22, 23, 24) admits a
unique smooth solution when σ, λ are constant. In this case ∂xw solves also (48),
hence one can recover the function v∗ = ln(s) + λ(u − s∂su) → 1s by solving a
simple heat equation, which then leads to the solution u. Therefore, the condition
for existence of a smooth solution can be stated as a condition on the function
ST : v∗ → s at time T . We will have the following result:
Theorem 5.5. Let Φ satisfy λs2∂ssΦ ≤ 1. Let VT = ln(s) + λ(Φ− s∂sΦ), and let
ST : R→ [0,+∞] be the inverse of VT as constructed in Proposition 5.3, (49, 50).
Assume that 1
ST
satisfies (51) with parameter σ Then
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Figure 2. v∗ and ST for Φ(s) = s− 12 ln(s), λ = 1
i) There exists a unique u classical solution to (22, 23, 24). It belongs to
C∞([0, T )× R∗+).
ii) For all (t, s) ∈ [0, T ]× R∗+,
inf
s
{s2∂ssΦ} ≤ s2∂ssu(t, s) ≤ sup
s
{s2∂ssΦ}.
iii) If for k ≥ 2, ν > 0, Φ ∈ Ck(R∗+) and λs2∂ssΦ ≤ 1− ν, then
|sk∂ksu|L∞([0,T ]×R∗+) ≤ Ck
(
|sk′∂k′s Φ|L∞(R∗+), k′ ≤ k
)
.
Remark. As we will see, ST is positive and increasing, thus the condition (51)
on Φ is only about the behaviour of Φ near 0. It allows the set {1− λs2∂ssΦ = 0}
to be non-empty, in particular any globally Lipschitz function Φ such that
λs2∂ssΦ ≤ 1
satisfies (51). Surprisingly, even if λs2∂ssΦ ≡ 1 for s above a certain threshold,
condition (51) might be satisfied, as it just implies that 1
ST
is identically 0 above a
certain threshold. Conversely if λs2∂ssΦ ≡ 1 for s close to 0 then (51) can not be
satisfied. This is a feature of the log-normal dynamics that ”send the mass to 0”.
Proof. Starting from the terminal payoff Φ, as explained above, one constructs
vT , and then v
∗
T , wT and then
1
ST
= ∂xwT which is defined almost everywhere on
the set ∂yv
∗
T > 0. For t < T , let w be given by
w(t, x) =
1
σ(2π(T − t))1/2
∫
R
exp
(
− (x+
σ2
2 (T − t)− z)2
2σ2(T − t)
)
wT (z)dz.(53)
Condition (51) implies that w is well defined, w solves 48 (which is a heat equation
with constant coefficients), and so does ∂xw, and the properties listed in Proposition
5.3 ensure that w belongs to C∞loc([0, T )×R) and for t < T , w is strictly increasing
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and strictly concave, ∂xw being given by
∂xw(t, x) =(54)
1
σ(2π(T − t))1/2
∫
R
exp
(
− (x+
σ2
2 (T − t)− z)2
2σ2(T − t)
) 1
ST (z)dz,
and having limits +∞ at −∞ and 0 at +∞.
Then one follows backward our previous transformations of u:
- The inverse of w−1 (in the sense of inverse functions) will satisfy (47),
- its Legendre transform (w−1)∗ will then satisfy (45),
- finally u(t, s) = −λ−1((w−1)∗(t, s) + ln(s)) will satisfy (22, 23, 24).
The bounds on s2∂ssu are a direct consequence of the following lemma:
Lemma 5.6. Let u be the classical solution to (22) on [0, T ) with constant σ, con-
structed as above from w. Then sups>0{γ(t, s)} is non-increasing and infs>0{γ(t, s)}
is non decreasing.
Proof. Observe that for u a classical solution of (22), and w defined from u, one
has ∂xw =
1
S
and ∂xxw = − 1S(1−λγ) . We will have proved the lemma if we show
that for any C > 0, if C∂xwT +∂xxwT ≥ 0 (resp. ≤ 0) then for time t < T the same
inequality holds. This will hold if C∂xwT + ∂xxwT which solves the heat equation,
satisfies the maximum principle. This type of result is in general is not true on the
whole line without any growth assumptions, see [35], but in our case this is granted
as we have constructed w through the representation formula (54).

Bounds on sk∂ks u can be obtained obtained by looking at v(t, y) = u(t, e
y), that
solves
∂tv +
σ2
2
∂yyv − ∂yv
1− λ(∂yyv − ∂yv) = 0.
The bounds on ∂kyv are classically obtained by differentiating the equation, and
imply the bounds on sk∂ksu.
Finally the uniqueness is a consequence of Widder’s Theorem (see [19], Chapter
4, Theorem 3.6) since starting from u a classical solution to (22) one can build w
from u as explained above, and then ∂xw will be a positive solution to the heat
equation, for which uniqueness holds.

5.6. The case of non-constant volatility. Here we show the following a priori
estimate
Theorem 5.7. Assume that there exist constants M,A,B, ε1, ε2, Cσ with M, ε1, ε2
positive, such that, for Λ = λ−1:
i) For s ≤ 1/M ,
(ε1 − Λ) ln(s)−A+Bs ≤ Φ(s) ≤ (ε1 − Λ) ln(s) +A+Bs.
ii) For s ≥M ,
(ε2 − Λ) ln(s)−A+Bs ≤ Φ(s) ≤ (ε2 − Λ) ln(s) +A+Bs.
iii) σ ≤ σ(t, s) ≤ σ¯.
iv) |s∂sσ|+ |s2∂ssσ|+ |∂tσ|+ |s∂stσ| ≤ Cσ .
Let u be a classical solution to (22, 23, 24), then for all τ > 0 small there exists
Cτ (M,A,B, ε1, ε2, Cσ) such that for 0 ≤ t ≤ T − τ , ∀s > 0,
19
− Cτ ≤ s2∂ssu(t, s) ≤ Λ− 1/Cτ ,(55)
|s3∂3su| ≤ Cτ .(56)
If moreover
v) Φ ∈ C3+α, s3∂3sΦ is bounded and Φ satisfies (55),
then u satisfies (55, 56) on [0, T ]× R∗+.
Remarks. The interest of this result is to be able to define the dynamics of St
up to time T − τ for all τ > 0 without relying on stopping times. For this we need
a uniform bound in space like (55).
The conditions on Φ might not be minimal, but they allow for a large class of
payoffs: all payoffs with linear or logarithmic growth at 0 and infinity. In particular
any combination of vanilla options.
If ε1 = ε2 the proof becomes much simpler. The interest of the result lies in the
fact that one can prescribe independently the behaviour at 0 and +∞.
Proof of Theorem 5.7.
We recall that
∂tv
∗ +
σ2(t, s)
2
∂yyv
∗
(∂yv∗)2
=
σ2(t, s)
2
,
and using s = ∂yv
∗ this yields
∂tv
∗ +
σ2(t, ∂yv
∗)
2
∂yyv
∗
(∂yv∗)2
=
σ2(t, ∂yv
∗)
2
,(57)
while, as noted in (48) the inverse of v∗, w, follows
∂tw +
σ2(t, 1/∂xw)
2
(∂xxw + ∂xw) = 0.(58)
We will treat (57) as an equation of the general form
∂tv
∗ +A(t, ∂yv
∗)∂yyv
∗ +B(t, ∂yv
∗) = 0.(59)
The strategy will be the following:
- For equation (59), there exists (see [22]) local regularity results that yield
C1,α regularity in space conditional to uniform ellipticity of A and Lipschitz
a priori estimates on v∗.
- In order to have those a priori estimates, we will use a barrier argument: we
will show by the comparison principle that the solution is pinched between
an upper and a lower bound, and this control used with the convexity of
the solution will in turn lead to a control of the gradient.
- The Ho¨lder regularity of ∂yv
∗ will then imply that (57) can be looked at
as a linear uniformly parabolic equation, with Ho¨lder continuous coeffi-
cients, and this in turn through Schauder estimates (see [22] again) leads
to C
1+α/2,2+α
t,y regularity.
- The growth conditions i) and ii) will then allow by a scaling argument to
show the uniform bound (55).
Note that from our assumption lims→+∞ ∂sΦ(s) = B, hence v
∗(T, y) ≡ +∞ for
y > −λB, and the equation (57) has a singular boundary condition which will
need careful treatment. On the other hand, from points 3 and 8 of Proposition 5.3,
limy→−∞ ∂yv
∗(t, y) = 0 and limy→−∞ v
∗(t, y) = −∞. One should think of v∗ as a
perturbation of y → − ln(−λB − y), see Fig. 2.
We will need for our estimates the following comparison result:
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Lemma 5.8. Let wT be concave and non-decreasing. Assume that σ ≤ σ(t, s) ≤ σ¯
and let w¯, w be defined by
w¯(t, x) =
1
σ¯
√
2π(T − t)
∫
R
exp
(
− (x+
1
2σ
2(T − t)− z)2
2σ¯2(T − t)
)
wT (z)dz,(60)
w(t, x) =
1
σ
√
2π(T − t)
∫
R
exp
(
− (x+
1
2 σ¯
2(T − t)− z)2
2σ2(T − t)
)
wT (z)dz.(61)
Let w be a C2,1x,t,loc classical solution to
∂tw +
1
2
σ2(t, 1/∂xw)(∂xxw + ∂xw) = 0
with ∂xxw ≤ 0,∂xw > 0 on [0, T ). Then
w¯ ≤ w ≤ w.(62)
In particular if u is a classical solution to (22, 23, 24) on [0, T ), and w is obtained
from u by the above procedure, then the conclusion holds true.
The proof is deferred to the appendix, section B.1. It is a simple comparison
principle, but is not trivial, since following some famous counterexamples by Ty-
chonoff, (see [35]) uniqueness and comparison for solutions of the heat equation on
the whole line does not hold unless some growth conditions are imposed. Here we
do not need any growth but we use the concavity of the solution, hence this The-
orem can be seen as a Widder’s type Theorem which states uniqueness of positive
solutions to the heat equation.
We next need the following lemma:
Lemma 5.9. Under assumptions of Theorem 5.7, one can find another constant
A′ instead of A such that the properties i) and ii) are satisfied by the solution u on
[0, T ].
Proof of Lemma 5.9. By direct computations, the assumptions on Φ imply for
v∗(T ) that, for some constants C,D:
i) As y goes to −∞,
−λε1 ln(−(y + λB)) − λC ≤ v∗(T ) ≤ −λε1 ln(−(y + λB)) + λC.
ii) As y goes to −λB−,
−λε2 ln(−(y + λB)) − λD ≤ v∗(T ) ≤ −λε2 ln(−(y + λB)) + λD.
We start by constructing the barriers v¯, v that are the inverse functions of w¯, w in
Lemma 5.8. Lemma 5.8 implies then that
v ≤ v∗ ≤ v¯,
for t ∈ [0, T ]. The controls on v∗T imply for w¯, w
w¯(T ) + λB ≤ − exp(−x+ λC
λǫ1
)− exp(−x+ λC
λǫ2
),
w¯(T ) + λB ≥ − exp(−x− λC
λǫ1
)− exp(−x− λC
λǫ2
),
hence solving for time t ≤ T ,
w¯(t) + λB ≤ − exp(−x+ λC
λǫ1
+ D¯1(T − t)− exp(−x+ λC
λǫ2
+ D¯2(T − t)),
w¯(t) + λB ≥ − exp(−x− λC
λǫ1
+ D¯1(T − t))− exp(−x− λC
λǫ2
+ D¯2(T − t)),
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with D¯1, D¯2 that depend also on σ¯, σ. A similar estimate hold for w with other
constants D1, D2. These controls translate back to v¯ and v, and by comparison to
v to yield the result of the Lemma.

By convexity of v∗, Lemma 5.9 yields then the following control on ∂yv
∗:
Lemma 5.10. There exists θ1, θ2 > 0 such that
θ1
−(y + λB) ≤ ∂yv
∗ ≤ θ2−(y + λB) .
Moreover if θ = θ2θ1 > 1 then ∀α > 0, t ≤ T, y ∈ (−∞,−λB),
1
∂yv∗(−λB − αθ) + α ≤
1
∂yv∗(−λB − α) .(63)
Proof. This is a direct consequence of the previous Lemma 5.9. The accurate
control on the upper and lower barrier (same logarithmic growth for upper and
lower barrier) yields a precise estimate of the gradient.

Proof of Theorem 5.7.
We can invoke an appropriate result of regularity (see Lieberman [22], Lemma
12.13) that state that locally ∂yv
∗ is Ho¨lder continuous in space. Adapted to our
case here is the result:
Lemma 5.11 ([22]). Let v∗ solve on (a, b)×[0, T ] equation (57), such that for some
ν > 0, ν ≤ ∂yv∗ ≤ ν−1. Then for α ∈ (0, 1), for t ∈ [0, T − τ ], for ω ⊂⊂ (a, b)
‖∂yv∗‖Cα(ω) ≤ C(α, ν, τ, σ, b − a, ω).
The dependence with respect to σ is controlled by σ, σ¯,the lower and upper bounds
on σ and sup[0,T ]×(a,b) |∂sσ(t, s)| + |∂tσ(t, s)|. If moreover v∗(t = T ) ∈ C1+αloc (a, b)
then v∗ ∈ C1+αloc ([0, T ]× (a, b)).
For y + λB ∈ [−θ,−1], consider for some α > 0
uα(t, y) = v∗(t,−λB + α(y + λB)).
Then ∂yu
α(t, y) = α∂yv(t,−λB + α(y + λB)), and uα solves
∂tu
α +
σ2(t, α−1∂yu
α)
2
∂yyu
α
(∂yuα)2
=
σ2(t, α−1∂yu
α)
2
.(64)
We now use Lemma 5.10, which yields that for some positive constants θ′1, θ
′
2,
one has
y + λB ∈ [−θ,−1]⇒ θ′1 ≤ ∂yuα ≤ θ′2.
Hence, Lemma 5.11 applies, and granted we have a bound on s∂sσ(t, s) (as
assumed in the Theorem), ∂yu
α is bounded and Ho¨lder continuous uniformly with
respect to α. Then using Schauder estimates ([22], see also [38] for a very synthetic
proof) this gives a uniform control on ∂yyu
α and ∂tu
α in Cβ([0, T − τ ] × [−θ −
λB,−1 − λB]). This in turn guarantees that ∂tv∗ is also uniformly bounded in
[0, T − τ ] × R∗+, and and since ∂tu(t, s) = −∂tv∗(t, y), one obtains the result that
1
1−λs2∂ssu
is uniformly bounded on [0, T − τ ] × R∗+.
We obtain a bound on s2∂ssu from below as a consequence of Harnack inequality.
Using the choice of θ and (63), uα will satisfy uniformly with respect to α
1
∂yuα
(−λB − θ) + 1 ≤ 1
∂yuα
(−λB − 1),
and given the bound on ∂yu
α, this implies
∂yu
α(−λB − 1) ≥ ∂yuα(−λB − θ) + ε0,(65)
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for some ε0 > 0. Then, differentiating twice the equation (64), we obtain that
z = ∂yyu
α solves an equation of the form
∂tz + ∂y(A(t, ∂yu
α)∂yz) + ∂y(C(t, ∂yu
α, z)z) = 0,(66)
where A =
σ2(t,α−1∂yu
α)
2(∂yuα)2
. Under the assumption that s∂sσ is bounded, the coeffi-
cient A,C are uniformly bounded with respect to α, and A is also bounded away
from 0. We already now that z is positive, bounded and continuous, moreover by
(65) we have that
sup{∂yyuα(t, y), y ∈ [−λB − θ,−λB − 1]} ≥ ε0
θ − 1 .
We can now invoke Harnack inequality for the solution of (66) (see [22] Theorem
6.27) that implies that, locally, the supremum of w at a given time t is controlled
by the infimum of w at time t′ < t. Hence the infimum of w has to stay uniformly
away from 0. This in turn implies that
∂yyv
∗
(∂yv∗)2
remains uniformly bounded away
from 0 on [0, T − τ ], hence that s2∂ssu is bounded away from −∞, and we have
obtained the following lemma:
Lemma 5.12. For τ > 0, s2∂ssu belongs to C
α
x ([0, T − τ ] × R∗+), and there exists
ε1 > 0 depending on τ such that for t ∈ [0, T − τ ], s > 0
−ε−11 ≤ s2∂ssu(t, s) ≤ Λ(1− ε1).
We now differentiate the equation with respect to y to obtain C3 regularity for
uα. Since s2∂ssσ is bounded, we also have that y → (σ(t, α−1∂yuα)) is bounded in
C1+βs (K) for K compactly supported in [0, T )× (−∞,−λB). We also assume that
s∂stσ bounded, hence u
α belongs to C3+βs ([0, T − τ ]× [−λB − θ,−λB − 1]). Then
we observe that
v(t, s) = (uα(t))∗(s/α),
hence
α2∂ssv(αs) =
1
∂yyuα(α∂sv(αs))
,
α3∂3sv(αs) =
−∂3yuαα2∂ssv(αs)
(∂yyuα(α∂sv(αs)))2
.
This implies that s2∂ssv and s
3∂3sv are bounded, and the same holds then for u,
given that ∂yyu
α is bounded away from 0 as we just showed.
To prove regularity up to the initial boundary when the initial data is such that
uα(T ) is uniformly bounded in C2+α (which is the case if s3∂3sΦ is bounded) we
just apply standard parabolic regularity (see [22], Theorem 5.14).
5.7. Local interior bounds. Under minimal assumptions on Φ, one can still es-
tablish local interior regularity. The proof of this result is deferred to the Appendix
C.1, as it is a similar to the proof of Theorem 5.7.
Theorem 5.13. Asssume that σ ∈ C2([0, T ] × R∗+) with σ ≤ σ ≤ σ¯ for (σ, σ¯)
positive constants. Let the terminal payoff Φ satisfy λs2∂ssΦ ≤ 1 and condition
(51) with σ = σ¯. Then any classical solution u to (22,23,24) satisfies: For all
compact set K ⊂ [0, T )× R∗+, α ∈ (0, 1)
‖u‖
C
3+α,3
2
+α/2
s,t (K)
≤ Q,
−Q ≤ s2∂ssu ≤ 1/λ− 1/Q,
Q = Q(K,Φ, σ, σ¯, ‖σ‖
C
1+α, 1
2
(1+α)
s,t (K)
, α).
23
If σ is only C
α,α/2
t,s,loc([0, T ]×R∗+) then u is locally bounded in C2+α,1+α/2s,t,loc with similar
bounds.
Remark. The bound Q can be be made dependent only on Φ, Φ¯ for Φ varying in
{Φ : λs2∂ssΦ ≤ 1,Φ ≤ Φ ≤ Φ¯}.
In view of Theorem 5.5, the condition on Φ is sharp, as if σ ≡ σ¯ and (51) does
not hold, the solution will blow up form some time t0 > 0.
5.8. Initial regularity. We also mention that regularity holds up to the initial
time on cylinder ”above” areas where u is smooth. This result will be useful to
define the stock’s dynamic as a proper martingale up to time T (see Theorem 6.3).
Theorem 5.14. In addition to the assumptions of Theorem 5.16, if Φ ∈ C2+α([a, b])
for some interval [a, b] where it satisfies (30), then
u ∈ C2+α,1+α/2s,t,loc ([0, T ]× (a, b)).(67)
If moreover Φ ∈ C3+α([a, b]), then u ∈ C3+α((a, b)× [0, T ]).
Proof. It uses a classical cutoff argument. Multiplying v∗ by a cutoff function
η(y) compactly supported in (a, b), h = v∗η solves
∂th+A∂yyh+B = A(∂yv
∗∂yη + v
∗∂yyη),
for A = A(t, ∂yv
∗), B = B(t, ∂yv
∗). One already has from Lemma 5.11 a global
C1+αloc ([0, T ] × (a, b)) bound on v∗, from Lemma 5.11. Since h is C2,α smooth on
the parabolic boundary of [a, b] × [0, T ], classical Schauder regularity (see again
Lieberman [22], Theorem 5.14) applies up to the boundary and yields the desired
result.

5.9. Construction of solutions. We now prove the existence of solutions, using
the a priori bounds and the continuity method:
Proposition 5.15. Let Φ, σ satisfy the assumptions i) to v) of Theorem 5.7. Then
there exists a classical solution to (22, 23, 24).
Proof. We consider for ε ∈ [0, 1] σε defined as follows:
σε = 1 if t ≥ T (1− ε),
= ((1− ε)σ(t, s) + ε) if t ≤ T (1− 2ε),
= 1 + ϕε(t)(1− ε)(σ(t, s)− 1) if t ∈ [T (1− 2ε), T (1− ε)],
where ϕε ∈ C∞ is non-negative, non-increasing and satisfies:
ϕε = 0 if t ≥ T (1− ε),
= 1 if t ≤ T (1− 2ε).
We start from ε = 1, and consider the derivative of uε solution to (22) with respect
to ε: uε =
d
dεu
ε solves
∂tuε +
1
2
(σε)2ε
γε
1− λγε +
1
2
(σε)2
s2∂ssuε
(1− λγε)2 = 0,
with uε(T ) = 0, where γε = s2∂ssu
ε and (σε)2ε =
d
dε (σ
ε)2. If for some ν′(ε) there
holds
ν′ ≤ 1− λγε ≤ 1/ν′,(68)
γε is globally Lipschitz with respect to s,(69)
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then one can define Sǫ,t,s the unique strong solution on [t, T ] to
dSǫ,t,st′ = S
ǫ,t,s
t′
σε
1− λγε dW
P
t′ ,
Sǫ,t,st = s,
and uε can be found by the following representation formula
uε(t, s) = E
P
(∫ T
t
1
2
(σε)2ε
γε
1− λγε (t, S
ǫ,t,s
t′ )dt
′
)
,
and uε ∈ C1+β,3+βt,s,loc . Hence the linearized operator is invertible at a point uε
satisfying (68, 69), and from the implicit functions theorem one can find a solution
uε2 ∈ C1+α,3+αt,s,loc for ε2 close to ε.
Then, under the assumption of Theorem 5.7, (68, 69) hold on [0, T (1−ε)], while,
as σε ≡ 1 on [T (1 − ε), T ], Theorem 5.5, yields that (68,69) hold on [T (1− ε), T ].
Therefore one can apply the continuity method (see [16]) to build the curve uε, ε ∈
[1, 0], and uε enjoys uniformly the a priori estimates of Theorem 5.7. Finally u0
solves (22, 23, 24).
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5.10. Existence and uniqueness results. We conclude with the main existence,
regularity result:
Theorem 5.16 (Existence and regularity). (1) Let Φ, σ satisfy the assump-
tions i) to iv) of Theorem 5.7. Then there exists a unique classical solution
to (22, 23, 24).
(2) If Φ, σ satisfies only the assumptions of Theorem 5.13, then there exists a
classical solution to (22, 23, 24).
Remarks. Those solutions will then naturally enjoy the a priori estimates of
Theorem 5.7 or 5.13, as they are satisfied for any classical solution.
Again, in view of Tychonov’s counterexamples [35], such a uniqueness result in
R∗+ seems surprising without any growth condition, but recall that in our definition
of classical solutions (Definition 5.1) we embed an assumption of semi-concavity for
u.
Proof. One can approximate Φ by a sequence Φν satisfying the assumptions i) to
v)of Theorem (5.7). By letting ν go to 0 the interior estimates do not depend on ν,
and using a standard compactness argument the sequence of solutions uν converges
locally uniformly, and the a priori estimates pass to the limit.
We prove now the uniqueness part, and for this we need the following result
whose proof is deferred to the appendix A.1.
Theorem 5.17. Let u1, u2 ∈ C3,1s,t ([0, T ]× R∗+) satisfy, for some C > 0,
−C ≤ s2∂ssu ≤ λ−1 − 1/C,
|s2∂ssu|+ |s3∂sssu|+ |s∂sσ| ≤ C.
Assume then that
∂tu1 +
σ2(t, s)
2
F (s2∂ssu1) ≤ 0,
∂tu2 +
σ2(t, s)
2
F (s2∂ssu2) ≥ 0,
with F as in (12). Then if u1(T ) ≥ u2(T ), u1(t) ≥ u2(t) on [0, T ].
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We already know that the a priori estimate of Theorem 5.7 holds. Then by the
comparison result of Theorem 5.17 applied on [0, T − τ ] (which is allowed using the
interior a-priori estimates), one obtains that
t→ sup
s>0
|u1(T − t, s)− u2(T − t, s)|
is non-increasing. We can conclude if for the two solutions there holds
lim
t→T
‖u(t, ·)− Φ(·)‖L∞(R∗+) = 0,(70)
This comes by considering the rescaled solution uα introduced in the proof of The-
orem 5.7. By a compactness argument, uα(t, ) converges to uα(T, ·) in C0([−λB −
θ,−λB − 1]) as t→ 0, uniformly with respect to α, which implies (70).
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6. Representation of the solution
We consider as above W Pt a standard Brownian motion on a filtered probability
space (Ω,F,Ft,P), and S to be the solution to (31, 32, 33), i.e.
dSt
St
=
σ(t, St)
1− λγ(t, St)dW
P
t ,
with S0 as initial condition. Following the notations introduced previously, we
introduce V (t, s) = v∗(t, ∂sv) with v(t, s) = − ln(s) − u − 1, and, and S is the
inverse of V with respect to s:
V (t, s) = ln(s) + λ(u(t, s) − s∂su(t, s)),(71)
S(t, ·) = [V (t, ·)]−1,(72)
and (72) has to be understood in the sense of Proposition 5.3.
6.1. A maximum principle for the second derivative. We state this result of
independent interest for F as in (23), but it is valid for a large range of non-linear
diffusions. The result will be used in the proof of Theorem 6.3.
Theorem 6.1. Let σ ∈ C1,1t,s ([0, T ] × R∗+) satisfy σ ≤ σ ≤ σ¯ for some positive
constants σ, σ¯, with sups>0,t≥0{|∂tσ(t, s)|} < +∞ . Let u be a classical solution to
(22, 23, 24), and assume that F (γ(t, s)) is uniformly bounded by above. Then for
all t ∈ [0, T ], s > 0, letting St,s be the solution of (31, 32, 33)
(σ2F (s2∂ssu))(t, s) =(73)
EP
{
(σ2F (s2∂ssu))(T, S
t,s
T )e
−
∫ T
t
∂t(σ
2)
σ2
(t′,St,s
t′
)dt′
}
.
If one does not assume that F is globally bounded, there holds
(σ2F (s2∂ssu))(t, s) ≥(74)
EP
{
(σ2F (s2∂ssu))(T, S
t,s
T )e
−
∫ T
t
∂t(σ
2)
σ2
(t′,St,s
t′
)dt′
}
.
Proof. We proceed by approximation. On Qν = [0, T − ν] × [ν, 1/ν] one can
choose σν C∞ smooth and close to σ, so that the solution uν to (22) with uν = u
on the parabolic boundary of Qν is C∞ smooth in the interior of Qν and C
2+α,1+α/2
t,s
globally on Qν . Then uν is smooth enough to differentiate twice the equation, and
V ν = (σν)2(t, s)F (γν) solves
∂tV
ν +
(σν)2s2
2
F ′(γν)∂ssV
ν =
∂t((σ
ν )2)
(σν)2
V ν ,(75)
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which, by Schauder regularity implies V ν ∈ C2,α,1+α/2s,t,loc , uniformly and since σν ∈
C1,1 implies that F (γν) and hence γν are (locally in t, s, uniformly with respect to
ν) Lipschitz. As we are on a bounded domain, by uniqueness uν converges to u,
and V ν to V . The stochastic differential equation (31,32,33) admits then a unique
local strong solution, and V is uniquely defined by the representation formula:
V (t, s) = EP
{
V (T, St,sτν )e
−
∫ τν
t
∂t(σ
2)
σ2
}
,
where τν is the first exit time outside of Qν . We now let ν go to 0, as τν → T P−
a.s., assuming an a priori bound on ∂t(σ
2)
σ2 , V , the equality above remains true by
uniform integrability. If the upper bound on V is not assumed, there still remains
the lower bound as F ≥ −1/λ, and by Fatou’s lemma, the inequality (74) holds.

We now introduce a modified process Yt that will be key to study the properties
of the process St.
Proposition 6.2. Let Φ, σ satisfy the assumptions of Theorem 5.13. Let u be a
C3,1s,t,loc classical solution to (22,23,24), and St be a local strong solution to (31).
Let V (t, s) be defined from u as above. Consider the process
Yt = V (t, St)(76)
= ln(St) + λ(u(t, St)− St∂su(t, St)).
Then Y satisfies
dYt = σ
(
(dW Pt − s∂sσdt) +
s∂sσ − σ
1− λγ dt
)
+
σ2
2
dt.(77)
Remark. When λ = 0 we recover that d ln(St) = σdW
P
t − σ2/2dt.
Proof. We have that
du(t, St) = ∂su(t, St)dSt +
λγ2σ2
2(1− λγ)2 dt,
d(St∂su(t, St)) = (∂su+ St∂ssu)dSt + (∂ssu+
1
2
St∂sssu)
σ2S2t
(1 − λγ)2 + St∂tsu,
d ln(St) =
dSt
St
− 1
2
σ2
(1− λγ)2 ,
−∂tsu = 1
2
∂s(σ
2)
γ
1− λγ +
σ2
2
2St∂ssu+ S
2
t ∂sssu
(1− λγ)2 .
Rearranging the terms we obtain that
1
λ
dYt = (
1
λ
− γ)dS
S
− σ
2
λ(1 − λγ)dt+
1
2
γs∂s(σ
2)
1− λγ )dt,
=
σ
λ
dW Pt −
σ2
λ(1 − λγ)dt+
σs∂sσ
λ
(−1 + 1
1− λγ ) +
σ2
2λ
dt,
and the result follows.

6.2. Dual representation formula and martingale property under P. Based
on the variational formulation (3), we now have a representation result for the
solution u, as well as a martingale property result for St solution of (31, 32, 33).
Theorem 6.3. Let ST be as in (50). Assume that (29), (51) hold and that
ST (y) is finite for every y ∈ R,(78)
27
that σ ≤ σ(t, s) ≤ σ¯ for some σ, σ¯ positive, and that (s + s2)|∂sσ| is bounded. Let
u be a classical solution to (22, 23, 24). Then,
- There exists a unique classical solution St to (31, 32, 33) defined on [0, T ],
- St is a martingale on [0, T ],
- (35) holds
u(0, S0) = E
P
(
Φ(ST )− 1
2λ
∫ T
0
(
σ(t, St)
1− λγ(t, St) − σ(t, St)
)2
dt
)
,(79)
(although EP(Φ(ST ) may not be finite, and then (79) should be understood
in the sense of (87)), and moreover
u(0, S0) = sup
a∈AT
EP
(
Φ(SaT )−
1
2λ
∫ T
0
((at)
1/2 − σ(t, St))2dt
)
,(80)
where a,AT and Sa are defined in (38, 39, 40),
-
P
{
λS2T∂ssΦ(ST ) = 1
}
= 0,(81)
EP
(
1
1− λS2T ∂ssΦ(ST )
)
< +∞.(82)
- Identity (35) holds for any Ψ ≤ Φ such that (Ψ − Φ)(1− λs2∂ssΦ) = 0,
- If Φ(s) ≤ C(1 + s) + (ε0 − λ) ln(s) for some C, ε0 > 0 then
EP
(∫ T
0
σ2(t, St)
(1− λγ(t, St))2 dt
)
< +∞,(83)
and EP(Φ(ST )) is finite.
Remark. As we will see, condition (78) implies lims→+∞ VT (s) = +∞ and thus
implies to be in the second case of point 4 in Proposition 5.3.
Proof. Consider the stopping time
τν = inf{t ∈ [0, T ),− 1
λ
+ ν ≤ F (γ(t, St)) ≤ ν−1} ∧ T − ν,(84)
and define the stopped process Sνt = St∧τν the process stopped at time τν . We then
have the following Proposition:
Proposition 6.4. The process Sνt defined above is a martingale on [0, T ], and
under the probability Qν given by
dQν
dP
|Ft =
Sνt
S0
,
Yt satisfies on [0, τν ]
dYt = σdW
Qν +
(
sσ∂sσ(−1 + 1
1− λγ ) +
σ2
2
)
dt,(85)
for WQ
ν
a Brownian motion under Qν . If moreover S is a martingale up to time
T , then we define Q accordingly and (85) holds up to time T .
Proof. The proof is a straightforward application of Girsanov’s Theorem (see
[19]).

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To prove (81), we use the representation formula (73). Given the uniform bounds
we have on u and F (γ) from Theorem 5.13, we claim that there exists a constant
C independent of ε such that
P
{
sup
τ∈[0,T−ε]
{F (γ(t, St))} ≥M
}
≤ C
M
.(86)
Indeed, if this is not true, considering the stopping time τν , by formula (73) one
can show that F (γ(t = 0, S0)) ≥ C for any C > 0, which contradicts the regularity
result of Theorem 5.13. Then almost surely, lim supt→T− F (γ(t, St)) is finite, which
shows that almost surely S2T ∂ssΦ(ST ) < 1, and moreover that almost surely St is
continuous up to time T .
To prove that St is a martingale up to time T , we consider the stopped process
Sνt . By the result of Theorem (5.13), τν goes to T P a.s. as ν goes to 0. The
sequence Sνt is a sequence of martingales up to time T that satisfies E
P(Sνt ) = S0
for all ν > 0, t ∈ [0, T ]. If we can show that the family Sνt is equi-integrable, and
that it converges to St, then St satisfies E
P(St) = S0, and by standard arguments,
as St is non-negative, this implies that St is a martingale up to time T . We consider
the family V ν(t, s) = V (t ∧ τν , s), and its inverse Sν(t, y) = S(t ∧ τν , y), and we
have using Proposition 6.4
EP(Sνt ISνt ≥M ) = S0E
Qν (ISνt ≥M )
= S0Q
ν{Sν(t, Y0 + Zνt +Aνt ) ≥M}
= S0Q
ν{Y0 + Zνt +Aνt ≥ V ν(t,M)},
where
Zνt =
∫ t∧τν
0
σ(t, Sνt )dW
Q
ν
t ,
Aνt =
∫ t∧τν
0
(
sσ∂sσ(−1 + 1
1− λγ ) +
σ2
2
)
dt.
First we observe that by Chebyshev’s inequality EP(Sνt ISνt ≥M )) can be bounded
by (V ν(t,M))−1EQ
ν
(Y0 + |Zνt |+ |Aνt |). Then we have
Lemma 6.5. Under assumptions (78), (51), V∞(s) = inf{V (t, s), t ∈ [0, T ]} sat-
isfies lims→∞ V
∞ = +∞.
Proof. Indeed remember that S is the inverse of V and that 1/S = ∂xw. This
is then an consequence of Lemma 5.8 combined with the concavity of w: under
assumption (78), ∂xw is bounded away from 0 on every set [0, T ]×A, A bounded

Finally Zν is bounded in L1(Qν) uniformly with respect to t, ν and if we have a
uniform L1 bound on Aν , we have a uniform bound on EP(Sνt ISνt ≥M ), t ∈ [0, T ], ν >
0 which shows the equi-integrability of the family. Having observed above that St is
almost surely continuous up to time T , SνT converges a.s. to ST , hence E
P(ST ) = S0
which allows to conclude. It thus remains to show that
Lemma 6.6. Under the assumptions of Theorem 6.3, Aνt is bounded in L
1(Qν),
uniformly with respect to t, ν.
Proof. We will use Theorem 6.1 and the inequality (74). We need to bound
EQ
ν
(∫ t∧τν
0
St′σ|∂sσ| 1
1− λγ dt
′
)
= S−10 E
P
(∫ t∧τν
0
S2t′σ|∂sσ|
1
1 − λγ dt
′
)
,
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which, assuming a bound on s2∂sσ is equivalent to a bound on E
P(
∫ t∧τν
0 F (γ(t
′, St′))dt,
and which follows directly from the fact that
EP
(∫ t∧τν
0
F (γ(t′, St′)dt
′
)
=
∫ t
0
EP(F (γ(t′, St′ ∧ τν))− ν−1It′≥τν )dt′
≤ C(σ)TF (γ(0, S0)),
from Theorem 6.1. Since F (γ(0, S0)) is bounded by Theorem 5.13, the result fol-
lows.

To prove (83) we use again the stopped process Sνt . Then for ν > 0, (35) holds
up to τν , i.e.
u(0, S0) = E
P
(
u(τν , Sτν )−
1
2λ
∫ τν
0
(σγ − σ)2dt
)
,
where σγ(t, s) is as in (32). Under our assumptions u satisfies for some C > 0,
u(t, s) ≤ C(1 + s) + (ε0 − 1λ) ln(s). This combined with the above identity implies
that
u(0, S0) ≤ C(1 + S0) − 1
2
ε0E
P
(∫ τν
0
(σγ)2dt
)
+
1
2λ
EP
(∫ τν
0
(σγ)2 − (σγ − σ)2 dt
)
,
hence, since u(0, S0) is finite, and using Cauchy-Schwartz’s inequality, E
P
(∫ τν
0 (σ
γ)2dt
)
is uniformly bounded as ν goes to 0.
We now prove that identity (35) holds even when u is not smooth up to time T .
We consider the stopping times τν . Then there will hold by Itoˆ’s formula
u(0, S0) = E
P
(
u(τn, Sτν )−
1
2λ
∫ τν
0
(σγ − σ)2dt
)
= EP
(
v(τν , Sτν )−
1
2λ
ln(Sτν )−
1
2λ
∫ τν
0
(σγ − σ)2dt
)
= EP
(
v(τν , Sτν ) +
1
λ
∫ τν
0
σγσ − 1
2
σ2dt
)
,
where v(t, s) = 1λ ln(s) + u. Arguing as Lemma 6.6, E
P(
∫ T
0
σγ(t, St)dt) is bounded
under the assumption that s∂sσ is bounded. By monotone convergence,
∫ τν
0
σγσdt
converges thus to
∫ T
0
σγσdt. Then under (29), v is bounded above by C(1 + s),
hence by Fatou’s lemma
lim supEP (v(τν , Sτν )− C(1 + Sτν )) ≤ EP(v(T, ST )− C(1 + ST ))
= EP(v(T, ST )− C(1 + S0))
as we know already that S is a martingale. We then have the first inequality
u(0, S0) ≤ EP
(
v(T, ST ) +
1
λ
∫ T
0
σγσ − 1
2
σ2dt
)
.
On the other hand we know that v is concave hence by Jensen’s inequality (and
using again that S is a martingale)
EP(v(τν , Sτν )) ≥ EP(v(τν , ST )− ∂sv(τν , Sτν )(ST − Sτν ))
= EP(v(T, ST )) + E
P(v(τν , ST )− v(T, ST ))
= EP(v(T, ST )) + E
P(v(τν , ST )− v(T, ST )− C(τν − T )) + CEP(τν − T )
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where C is chosen so that v − Ct is non increasing (such a C exists since F is
bounded by below). By monotone convergence the second term goes to 0 and the
third converges easily to 0, which shows that
u(0, S0) ≥ EP
(
v(T, ST ) +
1
λ
∫ T
0
(σγσ − 1
2
σ)2dt
)
,
and equality thus follows:
u(0, S0) = E
P
(
(Φ +
1
λ
ln)(ST ) +
1
λ
∫ T
0
(σγσ − 1
2
σ)2dt
)
.(87)
Remark. As stated in the Theorem, this equality holds true even if EP((Φ +
1
λ ln)(ST )) is always finite under the assumptions of the Theorem, and then (87) is
equivalent to (79).
Following the same lines, for any element a of AT one can reproduce the com-
putations of section 4 and find that
EP
(
u(τν , Sτν )−
1
2λ
∫ τν
0
(σγ − σ)2dt
)
≥ EP
(
u(τν , S
a
τν )−
1
2λ
∫ τν
0
(a1/2 − σ)2dt
)
.
It is straigthforward to show that the second part converges to
EP
(
Φ(SaT )−
1
2λ
∫ T
0
(a1/2 − σ)2dt
)
when ν goes to 0, and this shows one part of (80). To show the other side (that
u indeed realizes the supremum), one considers again the stopped process and
an,t = σ
γIt≤τν . Then S
aν
t = St∧τν , aν belongs to AT , and the same arguments as
above show that
u(0, S0) = lim
ν→0
EP
(
Φ(SaνT )−
1
2λ
∫ T
0
(a1/2ν − σ)2dt
)
.
The statement about identity (35) is a direct consequence of (81).

6.3. Black-Scholes representation formula, and explicit formulation of
the density. We go back to the equation (58). As has already been observed
w = [v∗]−1 is given by
w(t, x) = − 1S(t, x) − λ∂su(t,S(t, x)),
where S has been defined in (71), and w satisfies
∂tw +
1
2
σ2(t,
1
∂xw
)(∂xxw + ∂xw) = 0.(88)
We consider for P˜ a probability on (Ω,F, (Ft)t≥0), W P˜T a P˜-Brownian motion and
Yt the solution to
dYt = σ(dW P˜t + σ/2dt),(89)
σ = σ(t,S(t,Yt)),
Y0 = V (0, S0).
Under the assumptions of Theorem 5.13, w has enough regularity to check that
w(t,Yt) is a local martingale on [0, T ). We have then the following representation
result, which we call a Modified Black-Scholes representation:
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Theorem 6.7 (Local volatility). Let u be a classical solution to (22, 23, 24), where
σ, Φ satisfy the assumptions of Theorem 5.13. Let w be defined from u as above.
Let Yt be defined as in (89). Then w(t,Yt) is a martingale up to time T ,
− 1
S0
− λ∂su(t0, S0) = w(t0,Y0) = EP˜(w(T,YT ))
= EP˜
(
− 1ST (YT ) − λ∂sΦ(ST (YT ))
)
,(90)
where Y0 is such that ∂xw(0,Y0) = 1S0 , and then
u(0, S0) = S0∂su(0, S0) +
1
λ
(Y0 − ln(S0)) .
If u satisfies (30), and s∂sσ is bounded, one can choose P˜ absolutely continuous
with respect to P such that Y = Y P− a.s., and then
dW P˜t = dW
P
t +
(
s∂sσ − σ
1− λγ dt− s∂sσ
)
dt.(91)
In particular this holds true under the assumptions i) to v) of Theorem 5.7.
We state right away an extension of this result in the constant volatility case,
which will come as a corollary of Theorems 6.3 and 6.7.
Theorem 6.8 (Constant volatility). In addition to the assumptions of Theorem
6.7, if σ is constant and (78) holds, then
(1) One can chose P˜ to be equal to Q defined in Proposition 6.2,
(2) One can compute u(0, S0) as follows:
Step 1 From Φ compute ST as stated in Proposition 5.3.
Step 2 Find Y0 such that
1
S0
= EP˜
(
1
ST (Y0 + σW P˜T + σ
2
2 T )
)
.
Step 3 Compute
u(0, S0) = S0E
P˜
(
∂sΦ(ST (Y0 + σW P˜T +
σ2
2
T ))
)
+
1
λ
(Y0 − ln(S0)).
Moreover there holds
u(0, S0) = E
P (ST ∂sΦ(ST ))− 1
λ
(ln(S0)− Y0).(92)
(3) For all ϕ such that,
ϕ(ST )
ST exp
(
− y
2
2σ2T
)
∈ L1,
there holds
EP
(
ϕ(ST )
)
= S0E
P˜
(ϕ(ST )
ST (σW
P˜
T + Y0 +
σ2
2
T )
)
(93)
= S0
∫
R
ϕ(s)
1 − λs2∂ssΦ
s2
exp(− (VT (s)−
σ2
2 T − Y0)2
2σ2T
)
ds
σ
√
2πT
.
(4) If moreover∫
R
exp
(
− y
2
2σ2T
)
ln(ST (y))
ST (y) dy is finite,(94)
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then
EP
(∫ T
0
d〈S, S〉t
S2t
)
= EP
(∫ T
0
σ2
(1 − λγ(t, St))2
)
is finite,(95)
and
EP(Φ(ST )) is finite.(96)
Remarks. The representation formula (90) is a Widder’s type uniqueness re-
sult, as it shows that the solution of the parabolic equation (88) (seen as a linear
equation) is unique and defined by the representation formula (90). Again the key
ingredient here is that we restrict ourselves to concave solutions (wich replaces the
positivity assumption needed in Widder’s Theorem.)
Regarding formulas (92) and why we call it a modified Black-Scholes formula, it
is well known that the classical Black-Scholes formula for a call option consists of
two terms
u(0, S0) = S0N (d1)−KN (d0)
= S0∂su(0, S0)−KP{ST ≥ K}
= E (ST ∂sΦ(ST ))− E (ST∂sΦ(ST )− Φ(ST )) .
Indeed, for Φ = (S −K)+, s∂sΦ−Φ = KIS≥K), this identity becomes a tautology
since in the Black-Scholes model, both u(t, St) and St∂su(t, St) are martingales
under the risk neutral probability. In the linear market impact model, there is a
risk-neutral probability (the probability P in our notations), and while u is not
the expectation of its final value (see formula 35), hence not a martingale under
P, when σ is constant, St∂su(t, St) remains a martingale, and formula (92) reads
similarly
u(0, S0) = E
P(ST ∂sΦ(ST ))− (S0∂su(0, S0)− u(0, S0)).
Taking w(t, x) = ζ(t, ex), ζ satisfies
∂tζ +
σ2(t, s)
2
ξ2∂ξξζ + σ
2ξ∂ξζ = 0,(97)
with s = (ξ∂ξζ)
−1. Then
ζ(t, se−λu
c(t,s)) = −1
s
− λ∂su(t, s),
with uc(t, s) = s∂su− u. We now let Ξt be the solution to
dΞt
Ξt
= σ(t,Sλ(t, ln(Ξt)))dW P˜t + σ2dt,
Ξt0 = S0e
−λuc(t0,S0),
and then ζ(t,Ξt) is a martingale, and a similar result hold. In the limit λ→ 0, we
recover simply that eσWt−σ
2/2t is a martingale.
Proof of Theorem 6.7. It has already been seen that w(t,Yt) is a local martingale
under P˜, and it remains to prove that is a martingale up to time T . Arguing as in
the proof of Lemma 5.8 (see section B.1 in Appendix) , we have
w(t,Yt) ≤ w(T, 0) + ∂xw(T, 0)(Yt + 1
2
σ¯2(T − t)),
therefore letting
Zt = w(t,Yt)− ∂xw(T, 0)
∫ t
0
σrdW
P˜
r ,
Zt can be bounded by above by a constant independent of t, as σ is bounded.
Hence if w(t,Yt) ∧ 0 is equi-integrable, (Zt)t≥0 is equi-integrable, which implies
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that EP˜(Zt) ≡ Z0. This is enough to conclude following standard arguments (see
[19]) that Zt is a martingale, which in turn allows to conclude that w(t,Yt) is a
martingale up to time T .
The proof of
Lemma 6.9. Under assumption (51), w(t,Yt) ∧ 0 is equi-integrable for t ∈ [0, T ].
is deferred to the appendix, section B.2.

To prove the existence of Y0, from Proposition 5.2, under condition (51) there
holds
- limξ→−∞ ∂xwT (x) = +∞,
- limξ→+∞ ∂xwT (x) = 0,
and ∂xw is non-decreasing, which allows to conclude the existence and uniqueness
of Y0.

Proof of Theorem 6.8. This theorem is a corollary of Theorems 6.3 and 6.7. For
Point 1, once S is a martingale up to T , one can define the probability Q, and Y
follows then
dYt = σdW
Q +
σ2
2
dt,(98)
for WQ a Q− Brownian motion.
For point 2, when σ is constant, ∂xw follows also equation 58, which shows the
Step 2 of the Point 2, and one then uses formula (90).
Point 3 is the direct consequence of (98),
Point 4 is a particular case of (93) when ϕ(s) = ln(s). Note that as remarked at
the end of the proof of Theorem 6.3, the finiteness of EP(ln(ST )) is equivalent to
the finiteness of EP(Φ(ST )).

7. a Black-Scholes-Legendre formula
In this section we derive the first order expansion of the solution with respect
to the market impact parmeter λ. To establish rigorously this expansion, we will
need the regularity results of the pricing equation, and the representation formula
previously established.
7.1. Formal computations. For this we will use the identity (34). We are in
the case where λ, σ are constant. We still consider a probability P under which S
follows (31, 32, 33), and we let QBS be a probability under which
dS
S = σdW
QBS
for WQBS a QBS Brownian motion. Consider u¯ the Black and Scholes solution,
i.e. the solution to (22) for λ = 0, a formal Taylor expansion around λ = 0 of (22)
yields
v(0, S0) = u¯(0, S0) +
λ
2
EQBS
(∫ T
0
σ2γ¯2dt
)
+ o(λ),
and γ¯ = s2∂ssu¯. We now evaluate I = EQBS
(∫ T
0 σ
2γ¯2dt
)
. To do this, we define
u¯c(t, s) = s∂su¯− u¯,(99)
note that
u¯c(t, s) = u¯∗(t, ∂su(t, s)),
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for u¯∗ the Legendre transform of u¯. Observe that, if u¯ solves the Black Scholes equa-
tion, then u¯c is a martingale under QBS (this is checked by a simple computation).
Then du¯c = St∂ssu¯dSt.
We have then, under QBS,
J =
∫ T
0
γ¯σdWQBSt
=
∫ T
0
St∂ssu¯dSt
= u¯c(T, ST )− u¯c(0, S0).
Then
EQBS (J 2) = EQBS (u¯c(T, ST )− u¯c(0, S0))2
= EQBS ((u¯c(T, ST )
2)− (u¯c(0, S0))2,
moreover, I = EQBS (J 2). Then we obtain a first modified Black-Scholes-Legendre
formula
u(0, S0) = E
QBS (Φ) +
λ
2
(
EQBS ((Φc)2)− (EQBS (Φc))2)+ o(λ),(100)
Φc = s∂sΦ− Φ.
We then observe that, if Ψ is any reasonable Lipschitz function and
Φ = inf{Ψ′ ≥ Ψ, λs2∂ssΨ′ ≤ 1}.(101)
Then
EQBS (Φ(ST )) = E
QBS (Ψ(ST )) +O(λ
2),
EQBS (Φc(ST )) = E
QBS (Ψc(ST )) +O(λ).
Hence, replacing Φ by Ψ in the above formula will only add terms of order 2 terms in
λ. In the case of a call (resp. put) option with strike K this yields Φc(s) = KIs≥K
(resp. Φc(s) = −KIs≤K). Now let
dK = E
QBS (Is≥K),
CBS (resp. PBS) be the Black Scholes call (resp. put) price, then
CλBS(0, S0) = CBS(0, S0) +
λ
2
K2
(
dK − d2K
)
+ o(λ),(102)
PλBS(0, S0) = PBS(0, S0) +
λ
2
K2
(
dK − d2K
)
+ o(λ).(103)
Remarks. Note that (100) allows to compute the first order market impact correc-
tion using a simple Monte-Carlo/analytical pricer, for any terminal payoff as long
as one is able to compute Φc. It can be computed without relying on the constant
volatility assumption, so it can still be computed in presence of local or even sto-
chastic volatility, however, in those cases uc is not a martingale anymore, so the
first order expansion should be slightly different.
Note also that the analytical price of call spread with strikes K1 < K2 would be
easily computed since in that case Φc = K1IK1≤s≤K2 − (K2 −K1)Is≥K2 .
Note that the correction term is indeed quadratic in Φ.
The correction obtained here is also formally valid for the case of pure liquidity
costs studied by Cetin, Soner and Touzi [9], since at first order the two pricing
equations are the same, it also should be valid for any fully non-linear modification
of the Black Scholes equation.
It now remains to turn the formal expansion into a rigorous statement.
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7.2. First order expansion of the solution.
Theorem 7.1. Let Ψ be a terminal payoff and let Φλ be defined as in (101). As-
sume that Ψ is globally Lipschitz and satisfies the assumptions i) to iv) of Theorem
5.7, and that Ψc = s∂sΨ−Ψ is bounded. Let u(t, s) be the solution of (22, 23, 24)
with constant volatility parameter σ. Then u is differentiable with respect to λ and
there holds
∂u(0, S0)
∂λ
= EP
(∫ T
0
σ2
2
γ2
(1− λγ)2 (t, St)dt
)
,(104)
where St follows (31, 32, 33), and moreover
u(0, S0) = E
QBS (Ψ) +
λ
2
(
EQBS ((Ψc)2)− (EQBS (Ψc))2)+ o(λ).(105)
Proof. We first start with a smoothed terminal payoff Ψε satisfying the constraint
(30). Let uλ be the derivative of u with respect to λ. Then
∂tuλ +
σ2
2
γλ
(1− λγ)2 +
σ2
2
γ2
(1− λγ)2 = 0,
and uλ(T ) = ∂λΦ
λ is supported on {λs2∂ssΦλ = 1}. One can thus write
uλ(0, S0) = E
P
(∫ T
0
σ2
2
γ2
(1− λγ)2 (t, St)dt
)
+ EP(∂λΦ
λ(ST )),
where St is solution of (31). We have that E
P(∂λΦ
λ(ST )) = 0 as it is supported on
{λs2∂ssΦ = 1}. Then in order to show (104), we need to show that this integral
indeed converges to the expected limit, as Ψε converges to Ψ, in particular near
λ = 0. From Theorem 5.7, and given our assumptions on Ψ, there hold uniform
bounds on γ and (1−λγ)−1 on [0, T ′] for T ′ < T . Hence the integral up to T ′ < T
will converge when Ψε goes to Ψ thanks to the dominated convergence Theorem.
We just need to show that
EP
(∫ T
T ′
σ2
2
γ2
(1 − λγ)2 (t, St)dt
)
converges to 0 as T ′ → T , uniformly with respect to λ and to the terminal condition
Ψ, as long as Ψ satisfies the assumptions of the Theorem. For this we will use the
results of Theorem 6.3.
Lemma 7.2. Under the assumptions of Theorem 7.1, let Q be defined as in Propo-
sition 6.4. For any smooth C2 function φ(t, y) such that Stφ(t, Yt) is a martingale
under P or φ(t, Yt) is a martingale under Q there holds
∂tφ+
σ2
2
(∂yyφ+ ∂yφ) = 0.
In particular this holds for
ı(t, y) = − 1S(t, y) ,
(t, y) = ∂su(t,S(t, y)).
Proof. Under the assumptions of Theorem 7.1, the assumptions of Theorem 6.3
are satisfied, hence S is a martingale up to time T , and one can define Q as in
Proposition 6.4. Then of course StS
−1
t is a martingale under P, hence (S(t, Yt))−1
is a martingale under Q, and as shown in Theorem 6.7, w = − 1
S
− λ∂su(S) is also
a martingale under Q, hence so is ∂su(S).

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We now observe that
∂yı
ı
= − 1
1− λγ ,
γ2
1− λγ2 =
1
λ2
(
∂yı
ı
− 1)2,
and
∂y(ı+ λ) = ı.(106)
We then compute
Q = EP
(∫ T
T ′
σ2
2
γ2
(1− λγ)2 (t, St)dt
)
= EP
(∫ T
T ′
σ2
2
1
λ2
(
∂yı
ı
− 1
)2
(t, Yt)dt
)
= EQ
(∫ T
T ′
σ2
2
ı−1
λ2
(∂yı− ı)2 (t, Y0 + σWQt + (σ2/2)t)dt
)
,
where in the third line we have used Theorem 5.16, formula (93). Then assuming
that Ψc is bounded, there exists C such that
e−y−λC ≤ ı(T, y) ≤ e−y+λC ,(107)
and this estimate is propagated by the heat equation, so that for another value of
C the bound (107) holds on [0, T ]. Plugging this into the above equality yields
Q ≤ EQ
(∫ T
T ′
Cσ2
2λ2
(
ey(∂yı− ı)2
)
(t, Y0 + σW
Q
t + (σ
2/2)t)dt
)
≤ EQ
(
C′σ2
2λ2
∫ T
T ′
(∂yı− ı)2 (t, Y0 + σWQt + (3σ2/2)t)dt
)
where we have used Girsanov’s Theorem for the second line. We now use (106)
which yields for (t, y) = ∂su(t,S(t, y))
Q ≤ EQ
(
C′σ2
2
∫ T
T ′
(∂y)
2
(t, Y0 + σW
Q
t + (3σ
2/2)t)dt
)
,
where  solves (by Proposition 7.2)
∂t+
σ2
2
(∂yy+ ∂y) = 0.(108)
Then it follows that, letting
Y˜t = Y0 + σWt + (3σ
2/2)t,
HT ′,T =
∫ T
T ′
∂y(t
′, Y˜t′)σdWt,
we have, for another constant C,
Q ≤ EQ (CH2T ′,T ) .
Moreover, we have using (108)
HT ′,T = (T, Y˜T )− (T ′, Y˜T ′)−
∫ T
T ′
∂y(t, Y˜t)σ
2dt,
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so that by Cauchy Schwartz’s inequality
∣∣∣HT ′,T − ((T, Y˜T )− (T ′, Y˜T ′))∣∣∣ ≤ ε
(∫ T
T ′
(∂y)
2(t, Y˜t)dt
)1/2
for ε = σ2(T − T ′)1/2, hence Q ≤ C′′(EP(J2T ′,T ) + ε2Q), where JT ′,T = (T, Y˜T ) −
(T ′, YT ′). It remains to show that E
P
(
(JT ′,T )
2
)
converges to 0 uniformly with
respect to λ as T ′ → T . This is a straightforward consequence of the dominated
convergence theorem, as (t, y) = ∂su(t,S(t, y)) is bounded under our assumptions.

8. Numerical simulations
In this section we present for illustration purposes a numerical implementation
of the model. Another study of a numerical implementation scheme is provided in
the companion paper [6]. We propose the following numerical scheme: We set ε to
a small constant (ε = 10−3 in our applications), and divide the time interval [0, T ]
into N time intervals [0, t1, . . . , tN = T ]. We let ∆t =
T
N .
- Define the truncated operator
F ε(γ, γ¯) =
γ
max{1− λγ¯, ε} .
- Initialize i = N .
- Terminal condition Initialize u(tN) = Φ(T )
- time loop For i = N down to i = 1
- initialize v1 = u(ti).
- Non linear iterations for j in [1..Nitnl]
- solve for w
u(ti)− w
∆t
= −1
2
σ2F (s2∂ssw, s
2∂ssvj),
- Set vj+1 = w if j < Nitnl and do one more non-linear iteration or
– Set u(ti−1) = w and exit non-linear iterations loop
- iterate on the time step i− 1 with u(ti−1) set above.
Typically, the number of non linear iterations Nitnl needed for convergence was
small: Nitnl = 3 was enough in our numerical example.
For stability reasons, we use an implicit scheme in the non-linear iterations. An
alternative to this method would be to enforce the constraint on the gamma at
each time step, but we empirically observe that our method worked quite well. As
noticed above, with a constant volatility model, it is enough to enforce the upper
bound on γ on the terminal condition, but this fails to be true with a generic local
volatility.
We present some numerical simulations of the linear model in Figures 1a, 1b, 1c.
We present the cases of 100-strike put option Figure 1a , minus a 100-strike put
option Figure 1b , and a 90-100 call spread Figure 1c. The numerical values used
are λ = 5.0 10−3, σ = 0.3, no interest rates or dividends. Note that in Figure 1a
(resp. 1b) the option sold is convex (resp. concave), while in Figure 1c the second
derivative of the payoff changes sign. One sees that in all cases the market impact
plays against the option’s seller (the put sold is more expensive, and put bought is
cheaper).
38
05
10
15
20
25
30
35
40
45
60 80 100 120 140 160
Effect of the market impact model
no impact T=0.5
impact T=0.5
no impact T=0.05
impact T=0.05
(a) The case a put option (gamma
short case)
 0
 5
 10
 15
 20
 25
 30
 35
 40
 45
 60  80  100  120  140  160
Effect of the market impact model, gamma long case
no impact T=0.5
impact T=0.5
(b) The case of a put option(gamma
long case)
-10
-5
 0
 5
 10
 15
 20
 25
 30
 60  80  100  120  140  160  180  200
Effect of the market impact model
impact T=0.5
no impact T=0.5
(c) The call spread case
Table 1. Numerical Simulations
Appendix A.
A.1. Proof of Theorem 5.17. We perform the change of variable s = ey, and
consider vi(t, y) = ui(t, e
y), i = 1, 2, which yields that s2∂ssui = ∂yyvi − ∂yvi.
Under the above assumptions, u1 and u2 have logarithmic growth near 0 and linear
growth at +∞, hence v1, v2 have exponential growth. The derivatives of vi with
respect to y are bounded up to order 3, and σ is uniformly Lipschitz as a function
of y. Then w = v1 − v2 solves
∂tw +
σ2(t, ey)
2
∂yyw − ∂yw
(1− λ(∂yyv1 − ∂yv1))(1 − λ(∂yyv2 − ∂yv2)) = 0.
This can be seen as a linear equation of the form
∂tw + a(t, y)∂yyw + b(t, y)∂yw = 0,
where a, b are bouded, uniformly Lipschitz in y, a bounded away from 0. Then we
can apply classical results of comparison under exponential growth (see [3]).

Appendix B.
B.1. Proof of Lemma 5.8. We consider Y introduced in (89) under the prob-
ability P˜, with W P˜ a P˜-Brownian motion, and EP˜ the expectation under P˜. We
drop the superscripts P˜ for the rest of the proof proof. We need first the following
Lemma:
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Lemma B.1. There exists κ0 > 0, C such that
∀κ ≤ κ0,
∫
R
exp
(
− x
2
2Cκ
)
sup
s∈[κ,T ]
|w(t, x)|dx < +∞.(109)
Proof of Lemma B.1. First note that w is concave, increasing and ∂xw has limit
equal to 0 at +∞. Then since σ ≤ σ¯,
d
dt
(
w(t, x +
1
2
σ¯2(t− T ))
)
= −1
2
σ2∂xxw +
1
2
(σ¯2 − σ2)∂xw ≥ 0,(110)
hence t→ w(t, x+ 12 σ¯2(t− T )) is non decreasing. The concavity of w implies then
that w(t, x + 12 σ¯
2(t − T )) − wT (0) − x∂xwT (0) is non-positive. Then we consider
Yt defined in (89). Note that as we assume that u is a classical solution, then
w ∈ C2,1s,t,loc, and as moreover σ is bounded, Y is well defined. There holds that
Xt = w(t,Yt)− wT (0)− ∂xwT (0)(Yt + 1
2
σ¯2(T − t))(111)
is also non-positive and satisfies
dXt = (∂xw(t,Yt)− ∂xwT (0))σtdWt + ∂xwT (0)1
2
(σ¯2 − σ2t )dt.
It is therefore a non-positive sub-martingale, and there holds by Fatou’s lemma
Xt ≤ E(Xt+s|Ft)
= E(w(t + s,Yt+s|Ft)− wT (0)− ∂xwT (0)
(
E(Yt+s|Ft) + 1
2
σ¯2(T − t− s)
)
.
This implies that E(w(t+s,Yt+s|Ft) is finite. Then using the concavity and mono-
tonicity of w and Itoˆ’s formula, one has
E(w(t + s,Yt+s|Ft) ≤ E(w(t + s,Yt + σWs + 1
2
σ¯2s)(112)
which shows that for t+ s ≤ T ,
1
(2πs)
1
2
∫
R
exp
(
− x
2
2σ2s
)
|w(t+ s, x)|dx
is finite as long as w(t, ·) is finite. The conclusion of the proof then follows by
observing that, from (110),
sup
s∈[t,T ]
|w(s, x)| ≤ sup
s∈[t,T ]
|w(t, x − 1
2
σ2(s− t))|.

We now go back to the proof of Lemma 5.8. Since ∂xw =
1
S
, by standard
manipulations on the heat kernel, (51) implies that for some ε > 0,∫
R
exp
(
− x
2
2σ¯2(T + ε)
)
wT (x)dx(113)
is finite, hence w¯ is defined on (−ε, T ) and limt→T w(t, x) = wT . Observe that w¯
(resp. w) is solution to
∂tw¯ +
1
2
(σ¯2∂xxw¯ + σ
2∂xw¯) = 0,
w¯(T, ·) = wT ,
(resp.
∂tw +
1
2
(σ2∂xxw + σ¯
2∂xw) = 0,
w(T, ·) = wT ).
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We write for w
∂tw +
1
2
σ¯2∂xxw +
1
2
σ2∂xw =
1
2
(σ¯2 − σ2)∂xxw − 1
2
(σ2 − σ2)∂xw.
We consider S = 12 (σ¯
2 − σ2)∂xxw − 12 (σ2 − σ2)∂xw, which is non-positive. From
the concavity and monotonicity of w, one obtains by simple calculations that if w
satisfies (109) for some ε1, then ∂xw and ∂xxw and hence S also satisfy (109) for
any ε2 < ε1. Consider then w˜ defined by
w˜(t, x) = −
∫ T
t
1
σ¯
√
2π(t′ − t)
∫
R
exp
(
− (x+
1
2σ
2(t′ − t)− z)2
2σ¯2(t′ − t)
)
S(t′, z)dzdt′.
Then since S(t′, z) satisfies (109), w˜ is well defined for t ∈ [T −τ, T ] for some τ > 0,
and solves
∂tw˜ +
1
2
σ¯2∂xxw˜ − 1
2
σ2∂xw˜ = S
with w˜(T ) = 0. Finally we have
w = w˜ + wˆ,
where wˆ satisfies
∂twˆ +
1
2
σ¯2∂xxwˆ − 1
2
σ2∂xwˆ = 0,(114)
with wˆ(T ) = wT , and wˆ satisfies (109). Then we have the following lemma:
Lemma B.2. There exists τ(κ) such that, on [T − τ, T ], there exists a unique
solution of (114) that satisfies (109) with parameter κ.
Proof. This is a straightforward adaptation of the proof of Tychonoff [35]. The
inequality obtained there page 207 adapted to our case is
|w|(t, x) ≤ f(−R) exp− (x+R)
2
2σ¯2t
√
t
T
+ f(R) exp− (x−R)
2
2σ¯2t
√
t
T
,
with f(A) = sup0≤t≤T {|w(t, A)|}. Choosing t small enough so that the right hand
side is integrable leads to the conclusion that w(t, x) = 0.

Since w and w˜ satisfy the growth condition (109), Lemma B.2 implies that wˆ is
indeed equal to w¯ defined above up to Tτ . The argument can then be repeated up
to T − nτ and yields uniqueness up to t = 0. Then w = w˜ + w¯, where w˜ is non
negative, hence we conclude w ≥ w¯. The other inequality w ≤ w follows directly
from (112).

B.2. Proof of Lemma 6.9. To prove the equi-integrability of w(t,Yt)∧0, we will
use Lemma 5.8, hence for all K > 0
EP˜ (w(t,Yt) +K)− ≥ EP˜ (w¯(t,Yt) +K)−
≥ EP˜
(
w¯(t,Y0 + σ¯Wt + σ
2
2
t) +K
)−
,
where the last line comes by using the concavity and the the monotonicity of w¯.
As has been observed already, ∂xw(t,S) = 1S , hence by standard computations on
the heat kernel, the last line is uniformly bounded under (51). Hence for t ∈ [0, T ],
0 ≥ EP˜ (w(t,Yt) +K)− ≥ −δ(K),
where limK→+∞ δ(K) = 0. By Chebyshev’s inequality, this implies that
EP˜ (KIw≤−2K) ≤ δ(K),
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hence that
EP˜ (KIw≤−K) ≤ 2δ(K/2),
Finally summing the two we have that
EP˜ (w(t,Yt)Iw≤−K) ≥ −(δ(K) + 2δ(K/2)).

Appendix C.
C.1. Proof of Theorem 5.13. Under the condition λs2∂ssΦ ≤ 1, lims→∞ ∂sΦ =
L ∈ R ∪ {−∞}. We first prove the following Lemma:
Lemma C.1. Let Φ satisfy assumption (51). For all τ > 0, for all κ′ > 0 small,
there exists (K,κ)(τ, κ′) , such that for t′ ∈ [0, T − τ ],
[κ′, 1/κ′] ⊂ ∂yv∗(t′, [−K,KL]) ⊂ [κ, 1/κ],
where
KL =
{ L − 1K if L is finite
K otherwise.
The constants K,κ depend only on the behaviour at −∞ and +∞ of wT
Proof of Lemma C.1 We start by constructing two barriers as in the proof of
Theorem 5.7: v¯, v are the inverse of w¯, w defined by (60, 61) in Lemma 5.8, and
w¯ ≤ w ≤ w, which then yields v ≤ v∗ ≤ v¯. From the construction of wT (see
Proposition 5.3, point 8), under assumption (51) there holds
lim
s→0
ln(s) + λ(Φ− s∂sΦ) = −∞,
lim
s→0
−1
s
− λ∂sΦ = −∞.
and moreover
wT (ln(s) + λ(Φ− s∂sΦ)) = −1
s
− λ∂sΦ,
∂xwT (ln(s) + λ(Φ− s∂sΦ)) = 1
s
,
which imply that
lim
x→−∞
∂xwT = +∞,(115)
lim
x→+∞
∂xwT = 0,(116)
lim
x→+∞
wT = −λL ∈ R ∪+∞.(117)
Limits (115, 116, 117) are propagated for time t ≤ T and, for t < T , w¯ and w are
strictly increasing. Moreover, as noted in (110), t → w(t, x + σ¯22 (t − T )) is non
decreasing, hence
w¯(0, x− σ¯
2
2
t) ≤ w(t, x) ≤ w(T − τ, x+ σ¯
2
2
(T − τ − t)).
The concavity of w and (115, 116, 117) imply then a control on the way in which w
goes to −∞ at −∞ and goes to +∞ as +∞, which passing to v∗ yields the lemma.

Proof of Theorem 5.13. We study (57) on compact sets of (∞,−λL)×[0, T−τ ] for
small τ . From Lemma C.1, we see that (57) is uniformly parabolic and that we have
an a priori bound for v∗ and ∂yv
∗. We can thus apply Lemma 5.11, to obtain local
C1+αx regularity for v
∗ for time t < T . As in the proof ot Theorem 5.7, equation
(57) on v∗ can now be seen as a linear parabolic equation with Ho¨lder coefficients,
42
and Schauder estimates then yield that v∗ ∈ C1+α/2,2+αt,x,loc ([0, T )× (−∞,−λL)). By
differentiating the equation, further regularity follows if σ has additional regularity.
Then using the left side of the inequality in Lemma C.1, the local regularity of v∗
on (−∞,−λL) implies local regularity of v on R∗+, henceforth of u on any compact
set of [0, T )× R∗+. This achieves the proof of Theorem 5.13.

Appendix D. Existence of smooth solutions for general λ
Here we state a simple result of smoothness for ”good” initial data in the case
where λ = λ(γ), when σ is constant. In this case, we need to start with well behaved
solutions, as the singularity of the solution can not be treated by the Legendre
transform technique of the previous section. What we show is the following:
Theorem D.1. Let the final payoff Φ satisfy
− 1
ε
≤ λs2∂ssΦ ≤ 1− ε(118)
for some ε > 0. Assume that λ(γ) is smooth satisfies locally uniformly with respect
to γ the condition (28). Then there exists a smooth solution to (22, 23, 24) such
that (118) is satisfied for all time, that belongs to C
2+α,1+α/2
s,t ([0, T )× R∗+).
Proof. We only sketch the proof, this is an adaptation of Propositon 5.15 that
relies on the estimate formula 73. This is a simple consequence of the identity
(73). From this and the conditions on the boundary data Φ, one can construct
a solution such that (73) holds and γ remains bounded above and below. Then
classical parabolic regularity theory yields the result.

We make the following observation:
Proposition D.2. Let 0 ∈ I, F : γ ∈ I → R be a smooth increasing function such
that F (0) = 0 and F (γ) ≥ γ. Then there exists λ(γ) ≥ 0 such that
F (γ) =
γ
1− λ(γ)γ .
Moreover λ = 1γ − 1F .
This comes by elementary computations, and shows that under mild conditions
on F , any fully non-linear pde of the form ∂tu+
1
2σ
2F (s2∂ssu) = 0 can be derived
as a market impact pricing equation. Note that the conditions imply F ′(0) = 1 and
F ′′(0) ≥ 0.
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