Abstract. In this paper, we consider the sequence of Frobenius conjugacy classes for a Galois extension K/Q, ordered by the increasing sequence of rational primes. For a given K, we look at the frequencies of non-overlapping consecutive k-tuples in this sequence. We compare these frequencies to what would be expected by the Chebotarev Density Theorem, if there were statistical independence between successive Frobenius classes. We find striking variations of behavior as K varies.
Introduction
For any Galois number field K/Q of degree d, the sequence Frob 2 , Frob 3 , Frob 5 , . . . of conjugacy classes in Gal(K/Q) is defined, except for those rational primes p which are ramified in K. We number the conjugacy classes in Gal(K/Q) by the integers 0, 1, 2, . . . , n, and then consider this sequence s = s(K) of integers, which we will call the Frobenius sequence of K. (To keep file sizes of constant length, we arbitrarily assign 0 to the finitely many ramified primes.) For example, if K is a quadratic extension, the Frobenius sequence records the Quadratic Residue/Non-residue status of successive primes, with respect to some modulus.
The Chebotarev Density Theorem (CDT) says that a given conjugacy class C of cardinality c will appear with limiting frequency c d in s(K). This paper grew out of the question: Given these frequencies, to what extent does s(K) look "random?"
Of course, the Frobenius sequence is completely deterministic. However, one may apply statistical tests to sequences of integers to test whether they deserve the title of "pseudorandom." Dozens of such tests have been proposed, as may be seen by a web search. For example, many tests may be found at http://www.ciphersbyritter.com/RES/RANDTEST.HTM and http://csrc.nist.gov/groups/ST/toolkit/rng/stats tests.html.
We experimented with a number of different approaches, some of which we may report on in another paper. For example, we looked at autocorrelations of a Frobenius sequence. We divided a Frobenius sequence into chunks of equal size and used nonparametric tests on various statistics of the chunks. We compared Frobenius sequences for all pairs of different fields having the same Galois group using a comparison χ 2 -value for k-tuple frequencies. In the end, the clearest and most suggestive data we obtained came from the two tests we report on in this paper. This data came from the frequencies of non-overlapping k-tuples of the Frobenius sequence. First we asked, do successive non-overlapping k-tuples of the sequence exhibit frequencies that are reasonably like those that would occur in a sequence of the same length of iid random variables, each with the discrete probability distribution given by CDT? See [Knuth 1981, Ch. 3, pp. 38-45] . We use the χ 2 -statistic and the corresponding p-value to interpret the word "reasonably" in the previous sentence.
Second, we apportion nonoverlapping pairs into two classes, of the forms (x, x) and (x, y) with y = x, and count the frequencies of these two classes. Again we ask, do these two classes exhibit frequencies that are reasonably like those that would occur in a sequence of the same length of iid random variables, each with the discrete probability distribution given by CDT? We call this the "matching test." We use a Z-score to interpret the word "reasonably" in this case.
In the first test, when the p-value exceeds 0.99, we will say s(K) is exhibiting "nonrandom" behavior. In the second test, we will do so when the absolute value of the Z-score exceeds 3. However, we are not making any claims about actual pseudo-randomness, however defined. We use the term "nonrandom" for convenience to describe a situation where the frequencies deviate largely from those that would have occurred randomly given the CDT frequencies.
We could have counted overlapping k-tuples of the sequence. Work of I.J. Good [Good 1953 ] and P. Billingsley [Billingsley 1956 ] allows for the correct interpretation of this data, and since there are k times as many overlapping k-tuples as non-overlapping ones, it might be thought that the former would give stronger results. There are three reasons why we did not use overlapping k-tuples. 1: The recommended statistic used in the overlapping k-tuples case is a second order difference between so-called ψ 2 -value for tuples of size k, k − 1, and k − 2. We are more interested in goodness of fit than in hypothesis testing, and this test would obscure matters by mixing these three different size tuples. More generally, it seems cleaner to use non-overlapping k-tuples, which behave independently, to study goodness of fit, whereas overlapping k-tuples are not independent of each other [Knuth 1981, p. 60] . 2: There is a recommended rule of thumb, recalled below, which tells us how large we can reasonably take k when investigating non-overlapping k-tuples using the χ 2 -test. For example, this rule limits our study of A 5 -fields to 1-, 2-, and 3-tuples. Assuming the same rule of thumb applies to the overlapping k-tuples, it would still not permit the use of 4-tuples in A 5 -fields. 3: We computed the p-values for overlapping k-tuples for many of our test fields, and the results were not such as to give any different impression from the p-values reported in this paper. When K is abelian, the work of [Rubinstein and Sarnak 1994] and [Granville and Martin 2006] may often be used to show that s(K) is not pseudo-random in a precise sense.
(Their results depend upon assuming GRH and another hypothesis called the Grand Simplicity Hypothesis, but these seem to be reasonable assumptions.) For example, suppose K = Q( √ −1). Let p i denote the i-th prime. Let X 1 = 0, X i = 1 if p i ≡ 3 (mod 4) and
Under the assumptions mentioned above, [Rubinstein and Sarnak 1994] proved that
Richard Arratia (via the referee of an earlier version of this paper) showed us how this result implies that s(K) almost surely could not be the result of a random series of coin flips, with values in {±1}. Consider a sequence of random variablesX i modeling fair coin flips with values in {±1}, and defineỸ (x) andS(x) analogously to Y (x) and S(x). Then consider the event: lim x→∞S (x) exists and is > β. This event belongs to the symmetric σ-algebra, and so by the Hewitt-Savage 0-1 law [Hewitt and Savage 1955] , it has probability either 0 or 1. By symmetry, if β > .5, the probability must be 0. But if, for example, β = .9, our sequence s(K) instantiates this event. Therefore, almost surely, s(K) could not be the outcome of a sampling of iid variables.
We shall see that the existence of an abelian subfield of K may in fact account for all the "nonrandomness" we observed in the k-tuple frequencies.
This paper is primarily experimental. Unlike [Rubinstein and Sarnak 1994] in which a limit of a sum is studied, the sequential properties of Frobenius elements do not seem to be amenable to proof by known analytic techniques. For example, L-functions do not appear to give information concerning frequencies of pairs of consecutive Frobenius classes. (However, see [Pólya 1959 ] for an interesting heuristic concerning consecutive primes.)
We can work only with finite segments of a Frobenius sequence s = s(K). We used two segments, s small and s large . The first 50 million primes made up s small (the 50-millionth prime is 982451653). The first 10 million primes larger than 10 100 made up s large . This was about as large as we could go without making the computation time unreasonably long.
We studied these Frobenius segments for a variety of fields with Galois groups C 2 , A 3 , S 3 , D 5 , and A 5 . Fields of much larger degree would take too long to compute. The calculations are fairly time consuming. Each C 2 -field took about one hour of computer time to find its s small , and each A 5 -field took about one day.
Our findings may be briefly summarized as follows: When K contains an abelian extension (which may be K itself) with small absolute discriminant, we find nonrandom behavior. Otherwise we tend to see random behavior. In particular, all 9 of the A 5 -extensions that we considered were random, in the sense that the goodness-of-fit p-values stayed below 0.99 and the Z-scores stayed between −3 and 3. However, there are some nuances that will brought out in Section 3.
The case of S 3 -extensions is discussed briefly in Section 4, where we show clearly how the quadratic subfield affects the nonrandom behavior Our results suggest three questions whose answers will require theoretical understanding of the phenomena we discovered: 1: Does the whole infinite sequence s(K) possess statistical properties similar to those observed for s small and s large ? In other words, if we observed random or nonrandom behavior for a field K, does this behavior persist to infinity? Note that the best known error term for effective CDT is too weak to predict even the asymptotic statistical behavior of the 1-serial χ 2 -statistic (defined in Section 2 below) for s(N, K) as N → ∞. This is true even if we admit the GRH for K. Indeed, let π C (x) denote the number of primes ≤ x whose Frobenius class is C.
, where π(x) is the number of primes ≤ x. Then [Lagarias and Odlyzko 1977] 
1/2 log(∆x d ) + log ∆) for some explicit constant κ. This is too weak to control the numerator in the formula for χ 2 . 2: What is the exact role of the discriminant of K or of its abelian Galois subfields in predicting randomness? We do not know whether the product of the prime factors of the discriminant, or the root discriminant is more or less important than the discriminant itself. On the other hand, the signature of K plays an obscure role, if any.
3: Is the existence of an abelian subfield the only source of nonrandom behavior for K?
We observed in many cases that a lack of randomness seems to occur because s(K) is trying too hard to satisfy the CDT frequencies. That is, in these cases, if (a, b) is a consecutive pair of terms in t, then a = b is more likely than would be predicted by the CDT frequencies. We measured this phenomenon using the "matching test" described above. The results are described in Section 3.
We actually computed statistics for about 100 fields. To save space, we include in this paper results for just 58 fields, which provide an adequate sample of the various kinds of behavior we found.
These computations were mostly performed on Macintosh computers using the programming language C ++ , NTL (Number Theory Library), and GSL (GNU Scientific Library). Some of the number-theoretic computations were performed using PARI.
In practice, there are at least two ways in which our implementation differs slightly from that described above. First, to save computer time, in some cases, Frob p was assigned on the basis of the factorization of f modulo p (and hence not necessarily to 0 if p|∆ f ), where K is the splitting field of the monic integral polynomial f and ∆ g denotes the discriminant of a polynomial g. The number of ramified primes in the fields we studied is very small compared with the total number of entries in the portion of the Frobenius sequence in hand, so the arbitrary coding of ramified primes is harmless. Second, our segment of ten million large primes actually consisted of numbers which were only very probably prime.
We thank David Rohrlich, Richard Arratia and especially Warren Sinnott for their helpful contributions. We also thank the referees of an earlier version of this paper.
Protocols
Fix a Galois number field K with n+1 conjugacy classes and Frobenius sequence s = s(K). Let s * be a finite segment of this sequence of length N .
Consider the space of all sequences of length N with terms drawn from {0, 1, . . . , n}. On this space we place the probability measure determined by the probabilities for each conjugacy class specified by CDT for K, under the assumption of independence of each term. In other words, if c i is the number of elements in the i-th conjugacy class, and d is the degree of K, we set
There are some random variables on this space whose distributions are known to a high degree of accuracy if N is large. In this paper, we compute statistics that follow either the normal or χ 2 -distributions to a good approximation. We used (1) the χ 2 -statistic to measure the goodness of fit of the frequencies of nonoverlapping k-tuples of s * to the frequencies that would be predicted by CDT and the assumption of independence of each term in s * from the other terms. From the χ 2 -value we computed the p-value. We used (2) the Z-score of a "matching" test to measure the goodness of fit of non-overlapping pairs s * under the same assumption. For brevity we use the term "nonrandom" when the goodness of fit is poor, as measured by p ≥ 0.99 or |Z| ≥ 3.
In test (1) we calculate the χ 2 -statistic by the formula
where N i is the number of times i occurs in s * and E i is the expected number of times i occurs. Thus, N = N i and
The number of degrees of freedom is one less than the number of conjugacy classes, i.e., n. We then calculate a p-value using the χ 2 -distribution [Bulmer 1979, pp. 154-158] . Our convention is to have a p-value of 0 indicate a perfect adherence to CDT probability densities and to have p-values approaching 1 indicate a strong deviation from the CDT densities. Thus, for truly random sequences, a p-value exceeding 0.99 would occur 1% of the time.
The test just described is generally called the frequency test, although we will also refer to it as the 1-serial test. Let k ≥ 1. We can generalize this test by redefining N i and E i to represent the number of times and the expected number of times the i-th k-tuple (a 1 , . . . , a k ) appears in the sample of non-overlapping consecutive k-tuples of s * : (s 1 , . . . , s k ), (s k+1 , . . . , s 2k ) , . . . . In this case, E i = N k k j=1 p a j . We refer to this generalization as the k-serial test. We use non-overlapping k-tuples for reasons explained in the introduction.
When using the k-serial test, we follow the rule of thumb that the test should not be employed if E i < 5 for any i. Empirical evidence shows that following this rule works well in actual statistical practice [Knuth 1981, p. 42] . For example, suppose that N = 5 · 10 7 . In the case that [K : Q] = 2, there will be 2 k possible k-tuples, each occurring with predicted probability 2 −k . By the rule of thumb, we can allow k to be as large as 19: We have 2 −19 5 · 10 7 /19 ≈ 5.02, while 2 −20 5 · 10 7 /20 ≈ 2.38. If Gal(K/Q) = S 3 , we can only allow k to be as large as 7, while if Gal(K/Q) = A 5 , the maximum allowable value of k is 3. In general, for each Galois group, we performed the k-serial test for k = 1, . . . , k max , where k max is the largest k allowed by our rule of thumb. However, we will include in Table 2 results only for 1 ≤ k ≤ 3, as we never observed any interesting phenomena when using other values of k that were not already apparent for these values.
The matching test (2) is an ad hoc test which we developed because of an empirical observation: In many cases, a conjugacy class occurred twice in succession less often than expected by CDT. This test relies upon the normal distribution and seeks non-random behavior that might occur because there is more alternation between conjugacy classes in s * than would be expected for a random process.
The test starts with a finite segment s † of a Frobenius sequence. We then replace s † with the sequence s * of half its length as follows. We divide s † into consecutive non-overlapping pairs. If the two entries of a pair are the same, we place an M in the corresponding position of s * , otherwise we place an N . In other words, M = match and N = non-match. If s † were randomly and independently generated according to the CDT, then the outcome s * would be a sequence of outcomes of a Bernoulli trial, with the probability of M being: p = 0≤i≤n p 2 i . If X counts the number of matches in s * , then we can measure how likely it is that the sequence of M 's and N 's was drawn from such a Bernoulli trial by computing the Z-score:
where is the length of s * . For a given Frobenius sequence s(K), let s small denote its first 5·10 7 terms and s large denote the portion of s corresponding to the 10 7 consecutive primes starting with the smallest prime larger than 10 100 . We performed tests (1) and (2) for both s * = s small and s * = s large , and listed the p-values and Z-scores in Table 2 .
The higher the absolute value of a given Z-score, the less random behavior is to be imputed to s † . For example, a Z-score greater than 3 would be expected less than about 0.3% of the time, if the sequence were truly random.
Data analysis
Broadly speaking, if K or an abelian subfield of K has small absolute discriminant, its Frobenius sequence s(K) is more likely to have high p-values and Z-scores in our tests. The effect of the discriminant is particularly noticeable in the quadratic case. In each pair of quadratic fields generated by x 2 ± a, the one with the lower discriminant never showed less nonrandomness than the other. In fact it is surprising that multiplying the discriminant by 4 sometimes makes a big difference. The examples of fields 7, 8, 9, and 10 show that the signature of the field seems not to be a factor here.
The A 3 -extensions versus the C 2 -extensions generally show a much stronger tendency to non-randomness as a function of their root discriminants. For example, compare fields 7 and 19. Since both extensions are abelian, and the root discriminant seems like a reasonable basis of comparison, we have no explanation for this behavior. As a function of the absolute discriminant, it seems even more strange. Fields 27 and 28 show that a hugely big discriminant need not result in much lower p-values than a merely big discriminant.
The elementary observations about S 3 -extensions in Section 4 show that there are S 3 -extensions with arbitrarily large discriminant exhibiting non-random behavior because of a quadratic subfield with small discriminant. However, the fields 39 and 40 make a curious pair of S 3 -fields. The quadratic subfield of the second has a much larger discriminant than quadratic subfield of the first, and yet the second field has considerably larger p-scores than the first, showing a much poorer fit to the serial frequencies that would be in accordance with the CDT frequencies.
In the last example, the second S 3 -field 40 itself also had a much larger discriminant than field 39. In the case of the D 5 -extensions we have examples where the field's own discriminant is less important than that of its quadratic subfield. Field 41 has a discriminant which is nearly 40000 times larger than the discriminant of field 43. However, it shows nonrandomness on the 2-serial test for both s small and s large and on the 3-serial test for s large , while field 43 has p-scores below 0.99 for all three tests. The probable explanation for this observation is that the quadratic subfield of field 41 has a slightly smaller discriminant than the quadratic subfield of field 43 (520 and 824, respectively).
All of the A 5 -fields have relatively low p-values and Z-scores, thus showing random behavior, as expected, since there is no abelian subfield. Moreover, there seems to be no strong correlation between the size of the discriminant and the p-values or Z-scores.
We can make an interesting comparison of fields with different Galois groups but with roughly equal root discriminants. Compare the behavior on the 2-serial and 3-serial tests of fields 6, 8, 34, 43, 50, and 52. They all have root discriminants between 28 and 47. All of them have roughly similar p-scores, except that those of the A 5 -fields are decidedly lower.
No number field of the more than 100 that we tested ever returned a p-value above 0.95 for the 1-serial test. For s small , the largest p-value observed in the 1-serial test was 0.93, for field 16; for s large , it was 0.94 (field 46). No other field had a p-value above 0.85 on the 1-serial test on s small . If the p-values for all 100 fields were distributed randomly, we would expect around 10 of them to be above 0.9. So the goodness of fit of the singleton Frobenius classes to the CDT frequencies is better than would be expected from true randomness, as measured across all the fields we tested. Table 2 shows that two of the D 5 -extensions, fields 41 and 42, exhibited nonrandomness in the k-serial tests. Because of the delicacy of distinguishing the two conjugacy classes into which the 5-cycles fall, it is interesting to consider for these fields a restricted subsequence consisting only of those Frobenius elements which fall into those 2 conjugacy classes. The resulting subsequence is approximately 40% as long as the initial sequence. The serial tests on this subsequence of s small (not reported in detail here) showed that field 41 did not exhibit nonrandomness in this sense for this subsequence, while field 42 produced p > 0.999 for the 3-serial test.
Overall, we observe a tendency for nonrandom behavior to dissipate as we move from the small to the large primes. However, in many cases, especially when the relevant discriminants are small, p values above 0.99 are observed for both s small and s large . Among the quadratic fields, notable cases of dissipation may be seen in fields 6 and 11. Dissipation is more often seen in the A 3 -fields, especially field 25. Surprising cases of "anti-dissipation" occur in the D 5 -fields 46 and 47.
Similarly, in Table 2 , we observe that almost all of the time, the result of the matching test decreased in absolute value between s small and s large . If the sign changed, it almost always changed from negative to positive. The counterexamples are few and difficult for us to explain. Field 24 has matching tests of −0.53 and −2.95 on s small and s large respectively, and field 46 behaves similarly, except with positive Z-scores. Field 42 is particularly notable, in that the matching test scores are 6.60 and −8.86. The Z-scores which are largest in absolute value are all negative, but fields 41 and 42 exhibit relatively large positive Z-scores for s small .
A Case Study
To see the effect of an abelian subfield of small discriminant, consider the case of polynomials of the form x 3 ± a. For such fields, we assign Frob p to conjugacy class 0 if it is in the class of 3-cycles in S 3 ; we assign Frob p to class 1 if it is in the class of 2-cycles; and we assign Frob p to class 2 if it is in the class of the identity. If p|a, we assign Frob p to class 0. Table 1 contains the counts of non-overlapping pairs of consecutive classes for the sequence s small for the polynomial x 3 − 2. The reader can compute that the χ 2 -statistic corresponding to this table is approximately 3 · 10 5 , which produces a p-value extremely close to 1. However, we can use this table to draw more inferences. A Frobenius element Frob p will be labelled with a 1 if and only if p ≡ 2 (mod 3). This observation is true for any polynomial of the form x 3 ± a. Therefore, any polynomial of the form x 3 ± a will have a χ 2 -statistic larger than (5563851 − 6250000) 2 /6250000 ≈ 75328. With 8 degrees of freedom, any χ 2 -statistic larger than 21 will give a p-value above 0.99, so our observations guarantee a p-value very close to 1 independent of a, regardless of the 8 other frequency counts. A similar observation holds for the sequence s large .
The explanation for this phenomenon is that the quadratic subfield of x 3 ± a is always Q( √ −3). Because that field yields a p-value so close to 1, all of the cubic fields which contain it as a subfield must yield a p-value close to 1.
Tables of data
In all, we gathered data on more than 100 fields: 51 quadratic fields, 12 A 3 -extensions, 22 S 3 -extensions, and 9 each of D 5 -and A 5 -extensions. To save space, we restrict consideration to a selection of fields showing the range of behavior we observed. In Table 2 , the first column contains the ordinal of the polynomial, and the polynomial itself. (In Table 3 , the polynomial is referred to using the ordinal.)
Recall that K is the splitting field of the given polynomial. The table is divided horizontally by Galois group G = Gal(K/Q), which will be indicated for each subtable. The next three columns are labeled by k = 1, 2, 3. (Even though none of these fields produced a large p value for k = 1, we include the data, since it is of interest to see just how well the CDT frequencies themselves are observed.) These contain the results of the k-serial tests on s small . The next three columns give the same data for the sequence s large . To save space, we give the p-value multiplied by 100, truncated. A p-value of 0.99 or higher is indicated in italics with 99 . The final two columns, both labelled "Matching," give the Z-score for the matching test run on s small and s large . A negative score means that there were fewer matches than expected. The S 3 -and D 5 -extensions both have quadratic subfields which must play a role in the predictability of the distribution of the Frobenius elements. Table 3 contains the discriminants ∆ of both the splitting field K and of the unique quadratic subfield L, along with the root discriminant of K, ∆ K/Q 1/[K:Q] . In the field F p [x]/(f (x)), we let α 1 = x + (f (x)), and define α k = α p k−1 for k = 2, . . . , 5. We compute δ = 1≤i<j≤5 (α j − α i ).
In fact, δ must be an element of F p , and δ ≡ δ ± (mod p). We assign Frob p to one conjugacy class or the other according to whether δ ≡ δ + or δ ≡ δ − .
