We applied a linguistic analysis method (N-grams) vectors of 4 entries, where every entry corresponds either to amino acid or nucleotide. The advantage of using Ngrams in our context is their ability to ignore positional information and represent a global descriptive measure about a strain as a whole regardless of what specific position the amino acids and nucleotides take within the NP strain. This method can be used with different kind of information also. For example, instead of counting letter frequency we could replace the character string by physical-chemical properties corresponding to each base within a genetic sequence and count number of occurrences of these properties. In any case, the input for a classification is a set of vectors corresponding to the original sequences and containing aggregate statistical variables ("predictors") such as the frequency of specific properties (characters, chemical properties).
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Materials and Methods

Problem Context
Statistics has been used in linguistic analysis for many years. One of the approaches to uniquely identify and recognize a string of characters is to use the string itself. However, for long genetic sequences this leads to inefficiency of sequence characterization due to an inability to extract aggregate significant features reflecting underlying sequence structure. Another approach used in linguistic analysis is N-grams, which can be applied to classify documents according to author for example. Ngrams are sequences of N consecutive letters from a document. In the classification of NP genes these "letters" are either nucleotides or amino acids. We applied an Ngram approach to differentiate hosts of the influenza virus in which 1-grams are the nucleotide bases and amino acids frequencies for nucleotide and protein sequences respectively; 2-grams are frequencies of the nucleotide and amino acids pairs; 3-grams are frequencies of their triplets. Thus, in the case of 1-gram for the set of amino acid strains we calculated vectors consisting of 20 entries each: for the set of nucleotide sequences we calculated 128 nucleotide and 154 amino acid sequences of the nucleoprotein (NP) gene of the influenza A virus isolated from three hosts (human, swine, and avian with a range of geographic regions) were analyzed to determine the features that are potentially the most useful for classification of NP strains according to the host, The literature recognizes 2-5 "host-specific" strains depending on the context. We consider species groupings (human, swine, or avian) for cases with 1565 sites of NP DNA or 498 sites of NP AA. The data is available from the influenza database (accession numbers are available upon request) maintained at Los Alamos National Laboratory (http://linker.lanl.gov/flu/search-frame.htm1)
Exploratory data analyses
The original data is a symbolic type, which we characterized numerically. Basic exploratory data analyses related to character strings included character frequency analysis, contingency table analysis, chi-square (x2) statistics and mutual information. In this paper we focused on the character and character combinations frequency analysis. We estimated the number of occurrences of each feature in a given nucleotide or protein sequence. Sets of considered features consisted of 4, 16, and 64 variables for nucleotide sequences and 20 and 400 variables for protein sequences. These feature sets covered all possible 1 -, 2-, 3-characters combinations with a 4-base nucleotide alphabet and all possible 1-, 2-characters combinations with a 20-protein alphabet. The main idea with the exploratory analysis was to identify which N-gram features are host-specific at least to some extent and therefore could serve as input to a classifier. Visual analysis of these plots shows potential use of one or another feature for a classification. However, it did not provide means for analyzing data in a way that is sufficient in our application, such as selection of features that support acceptably good classification accuracy. Therefore, we experimented with two different approaches for a classification. One method (nearest-neighbor) used all the available features for classification. The other method (decision trees) searched for a subset of significant Data preprocessing included numerical evaluation of all features that were effective for classification. 
Classification methods and results
Our main goal was to apply N-grams to classify NP strains according to host species. Classification trees based on 1,2,3-grams variables were constructed for DNA and AA strains and their classification efficiencies were compared. We also constructed nearest neighbor (NN) classifiers for comparison. One feature of our data is that 14 of the 128 DNA sequences were known to be in the "wrong host." For example, the first human host case was one of the cross-species transmissions from poultry to human that occurred in Hong Kong in 1997. Therefore, the "correct" host for this case is avian. And 11 of these 14 wrong host sequences are also in our AA sequences. To avoid training any classifier on "wrong host" cases, we routinely omit these 14 or 11 sequences from training and check whether they are correctly identified as being in the wrong host during testing. The sequences were randomly divided into training and testing subsets as shown in Table  1 (with the requirement that the 14 (1 1) wrong-host DNA (AA) sequences were always used for testing, not training). Predictor variables were 1,2-grams for AA and 1,2,3-grams for DNA. 
Host
Nearest neighbor results
Avian Swine Total
We present nearest neighbor results for k = 1, 2, and 5, where k is the number of neighbors among the training sequences used to predict the class of any given sequence. The choice of metric can strongly impact nearest neighbor results and we present results here for the best metric we found (Euclidean distance applied to the scaled-to-unit variance predictors). Figure 4 is a hierarchical clustering of the 114 correct-host DNA sequences using 2-grams (H=l, A=2, S=3) and it indicates that a nearest neighbor method will have good but not perfect classification accurary (one H (1) and five S (3) are grouped with the A (2), and 6 H (1) are grouped with S (3), which prevents perfect classification accuracy on the 114 correct-host sequences). Table 2 gives the average number of missclassified sequences (out of 128) for k = 1, 2, and 5 (for k = 10 or more we generally began to observe higher misclassification rates than for k = 2 or 5 ) in two random divisions of the entire data set into training and testing data. The best result in table 2 for DNA is for 3 grams using k = 2 (or l-2-and-3-grams using k = 5 ) (0.5/128 < 1% misclassification rate), and for AA the best result is for l-and-2-grams using k = 5 (1 U154 = 7%). The worst result in table 2 for DNA is for 2-grams using k = 2 (27.5/128 = 22% misclassification rate), and for AA the worst result is for l-and-2-grams using k = 1 (20.5/154 =13%). We are reporting the total number of missed cases in both training and testing data. Because our methods do not "overfit" the data, our results on testing data alone are very similar to our results on both training and testing data. Typically, k-nearest-neighbor classifiers exhibit improved performance as k increases, up to some k value beyond which performance remains constant or even decreases. In this case, using k values larger than 5 gave approximately the same results as for k = 5. However, notice in Figure 4 
Decision tree results
There are several implementations of decision trees [ 13. One attractive feature of some decision trees is their ability to handle categorical (count) data such as our Ngrams here. Most decision trees include a "brute-force" computational approach in which each predictor is tested for its ability to distinguish the classes at each stage of the partitioning of predictor space. The final tree is simple to use: for a given test sequence, apply the questions concerning the predictor variables that are indicated for each tree split and determine the terminal node and hence the class prediction. We present results for tree() as implemented in S-plus5 [2] . Figure 5a gives an example for l-grams of DNA data (4 predictors). The root node split means that sequences having predictor "g < 417.5" travelling to the left and sequences with "g >= 417.5" travelling to the right, etc. Terminal node predictions are listed as 1 (H), 2 (A) or 3 (S). Figure 5b gives a second example using 3-grms for DNA data. Variable 52 ("~52") is the number of "gag" counts ; variable 7 ("x7") is the number of "atc" counts ; and variable 25 ("~25') is the number of "tca" counts .
One important issue in tree building is to choose a good tree size (number of terminal nodes). We typically use cross-validation on the training data to prune trees that otherwise might overfit the training data and therefore not generalize well to testing data due to overfitting. An example of cross-validation to choose the number of terminal nodes is given in Fig. 6 . For most cases, we selected 3 to 6 terminal nodes on the basis of cross validation results on the training data. As a general rule, cross validation is useful for choosing models or model parameters (such as the number of terminal nodes) on the training data, but validation using held-out testing data is essential for obtaining honest performance estimates (internal cross validation tends to give optimistically low estimates of misclassification rate for example). Our misclassification rates for DNA and AA are given in 6 . Example of cross validation to choose the tree size (number of terminal nodes). The deviance is minimized when the misclassification rate is minimized, to a good tree size is 4 to 5 in this example.
Conclusions
misclassification rate for 2-grams on DNA sequences. Generally, the misclassification rate was higher for AA We have shown that the classification accuracy sequences (which is not necessarily expected) but still as achieved by N-grams is reasonably good using either a low as 7% using nearest-neighbor or 9% using a decision nearest neighbor or decision tree classifier. For example, a tree. We assumed that the grouping obtained by nearest-neighbor classifier achieved a 1 % or slightly lower phylogenetic tree reconstruction methods [3, 4] based on misclassification rate for 1-2-and-3-grams on DNA maximum likelihood approach gives the correct sequences, and the decision tree achieved a 7% classification [ 5 ] . Thus, for the NP gene of influenza A, utilizing a global characterization of each genetic sequence in the form of N-grams of nucleotide or AA frequencies leads to reasonably good classification. Results (essentially 0 misclassification rates) using full sequence information have been presented elsewhere [6] . Future research will be concerned with the application of information theory to extract global sequence features and possibly to extract significant sites within the sequence. It would be also interesting to try to count N-grams only within a substring of specific size, not across the whole string. The problem that raises in the last case is the optimal choice of the size of this window moving across the whole string. The presented analysis is also expected to be applied to the HA gene of influenza.
