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The need for accurate reserve estimation is apparent, however, forecasting production from 
unconventional reservoirs is challenging.  Intricate fracture networks, complex transport 
mechanisms, and convoluted flow configurations associated with unconventional reservoirs 
cause complications with current decline curve analysis methods.  Though the hyperbolic decline 
curve analysis method is a reliable production forecasting method for conventional reservoirs, 
the accuracy of the hyperbolic method for unconventional reservoirs has been questioned due to 
the limited amount of long-term production data available.  Nonetheless, some unconventional 
reservoirs, such as the Bakken and the Barnett, have produced long enough to establish the 
hyperbolic method’s effectiveness for unconventional reservoirs.  To test this, an extensive and 
versatile, nonlinear regression analysis model was built in Python using the method of least 
squares to match specific durations of production data – first 6 months, first year, first two years, 
etc.  To understand how accurately the models predict production, the evaluation cases were 
validated against the most recent 5 years of data.  From these evaluations, at least 4 years of flow 
data must be available to have confidence in the model’s ability to predict production.  If 4 years 
of production data is not available, the hyperbolic exponent, b, should be fixed between 0.9 and 
1.1 for oil wells and between 1.1 and 1.2 for gas wells.  The initial nominal decline rate, Di, 
should be determined in association with b.  Not only do these guidelines result in satisfactory, 
long-term predictions, but they mitigate any significant error influenced by the underlying 
implications of and relationships between b and Di.  With a better understanding of the effects 
that b and Di have on production forecast accuracy, companies can better allocate capital to 
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1. Introduction 
Over the last two decades, the United States has shifted the focus of oil and gas 
production from conventional reservoirs to unconventional reservoirs.  Unconventional 
reservoirs, such as the Bakken and the Barnett, have extremely low permeability; thus, they 
require long, lateral wells and multi-stage hydraulic fracturing to be produced. Due to the vast 
success over the last 20 years through the development of these wells, the US has been crowned 
the oil production leader in the world.  In 2019, the US Energy Information Administration 
estimated that 63% of total US crude oil production – approximately 7.7 million barrels per day 
– was extracted from unconventional reservoirs (U.S. Energy Information Administration (EIA), 
2020).  Producing oil and gas from such wells brings an immense amount of uncertainty in terms 
of production forecasting due to convoluted fracture networks and complex transport 
mechanisms that make simulating production over time a challenging task (Tan et. al., 2018).  
A combination of numerical, analytical, and empirical models – reservoir flow simulation 
model – is the most accurate means of predicting long term production performance; however, 
the amount of money, time, and effort that is necessary to fully construct an accurate reservoir 
model for the purpose of forecasting production is substantial.  Thus, like conventional 
reservoirs, the main method associated with production forecasting for unconventional reservoirs 
is decline curve analysis (DCA).  Although DCA lacks the versatility of simulation methods, 
DCA is simplistic and has been efficient for forecasting production and determining expected 
ultimate recovery (EUR).  For unconventional reservoirs, however, the accuracy of such methods 
is up for debate (Tan et. al., 2018).   A number of reasons contribute to this perception: 
1) The theory – Arps’ theory – that is used for conventional reservoirs does not often apply 
to unconventional reservoirs (Hong, 2018). 
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2) There are not any unconventional wells that have produced long enough to test it with 
certainty (i.e. limited amount of available production data) (Mohaghegh, 2017). 
3) There are concerns from investors that reserves are overbooked (Kelly, 2018). 
That being so, there are some places where unconventional reservoirs have been 
produced for 15-20 years, and in those places, the accuracy of DCA for unconventional 
reservoirs can be tested. 
1.1. Classification of Petroleum Reservoirs 
The United States produces from both conventional and unconventional oil and gas 
reservoirs, attributing to the 11+ million barrels of oil that is produced daily in the US.  The 
extraction and transport mechanisms greatly vary from conventional to unconventional. 
Conventional reservoirs involve hydrocarbons that migrated from a source rock to a 
permeable and porous rock, such as sandstone or carbonates, with a cap or seal rock that keeps 
the hydrocarbons in place.  Typical conventional reservoirs consist of permeabilities greater than 
0.1 milliDarcys (mD) (Gensterblum et. al., 2015).  Unconventional reservoirs – tight reservoirs – 
consist of permeabilities less than 0.1 mD, but can be as low as 1.0 nanoDarcy (nD), requiring 
horizontal wells and hydraulic fracturing to increase flow and improve recovery.  These 
operations directly correlate to high capital and operation costs.  From conventional to 
unconventional, there is a significant operating cost gap (Aguilera, 2014), generating a further 
need for developing accurate oil and gas rate prediction for unconventional reservoirs. 
While unconventional reservoirs exist throughout the US, most are relatively new 
developments.  Some unconventional reservoirs (Figure 1), such as the Bakken and the Barnett, 
have been produced for more than 20 years, but most have only been producing for less than 10 
years.   
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Figure 1. Map of US Unconventional Reservoirs (U.S. Energy Information Administration (EIA): 
Independent Statistics and Analysis, 2011) 
 
1.1.1. Bakken Petroleum System 
The Bakken Petroleum System, located in the Williston Basin, consists of two major 
formations – Bakken and Three Forks – encompassing Mississippian and Devonian geologic age 
(Pollastro et. al., 2011).  The Williston Basin Petroleum Systems are highlighted in Figure 2. 
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Figure 2. Williston Basin Petroleum System (Sonnenberg, 2015; Lillis, 2013) 
 
Covering roughly two-thirds of the Williston Basin, the Bakken Formation branches into 
the following states and provinces: Montana, North Dakota, Saskatchewan, and Manitoba 
(Pollastro et. al., 2011).  Across these regions, the Williston Basin’s Bakken Formation 
experiences lithology and thickness changes among its four members: Pronghorn Member, lower 
shale member, middle member, and upper shale member.  The Pronghorn Member, formerly 
known as “Sanish Sand”, is distinguished by its sandstone and siltstone lithology, stretching as 
high as 58 feet in thickness (LeFever et.al., 2011).  Above this conventional member lies the 
unconventional members of the Bakken Formation.  With total organic content ranging from 
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<1% to 35%, the upper and lower shale members serve as the primary source rocks for the 
Bakken Petroleum System (Pollastro et. al., 2011; Lillis, 2013).  The lower shale member serves 
as the primary source rock for the upper Three Forks, whereas both the upper and lower shale 
members contain and spill into the prevalently drilled middle member of the Bakken Formation.  
The middle member of the Bakken Formation – comprised of sandstone, siltstone, mudstone, and 
dolomite (LeFever, 1991) – has a maximum thickness of 90 feet near the center of the Williston 
Basin in North Dakota (LeFever, 2008).  As shown by Figure 3, the middle member’s lithology, 
thickness, and presence of hydrocarbons makes it an attractive investment.   
 
Figure 3. Geologic Cross Section of Bakken Petroleum System (modified from Pollastro, 2013) 
 
 According to the North Dakota Department of Mineral Resources (DMR), the upper 50 
feet of the Three Forks Formation is lumped into the Bakken Pool, making it a significant part of 
the Bakken Petroleum System and notable prospect for drilling and production.  The Three Forks 
Formation, as referenced by Figure 3, lies below the Bakken Formation at depths around 10,000 
feet (LeFever, 2008).  However, the Three Forks Formation – interbedded dolomitic mudstones, 
6 
dolostones, and anhydrite (Gaswirth et. al., 2013) – is characterized to have poor reservoir 
quality due to porosity values less than 7.6% and permeability values less than 0.23 mD 
(Sonnenberg, 2015).   
Though the Bakken Petroleum System provides an immense drilling, completion, and 
production challenge to operators, the potential for capital gain is very high.  According to the 
US Geological Survey (USGS), there is an EUR of 7.4 billion barrels of oil, 6.7 trillion cubic 
feet of associated/dissolved natural gas, and 0.53 billion barrels of natural gas liquids (NGLs) 
present within the Bakken Petroleum System (Gaswirth et. al., 2013). 
1.1.2. Barnett Shale 
 Often coined the “grandfather of shale gas plays”, the Mississippian-age Barnett Shale of 
the Fort Worth Basin is located in North Texas and produces shale gas at depths between 6,500 
feet and 9,500 feet across its 6,458 square mile range (Speight, 2019).  Overlying the limestone-
dominant Viola-Simpson Group and Ellenburger Group – characterized as a porous aquifer 
(Speight, 2019; Zuber et. al., 2002) – the Barnett Shale consists of the following properties: 
 Thickness: 150 to 800 feet (Speight, 2019) 
 Permeability: 7 to 50 nD (Speight, 2019; Montgomery et. al., 2005; Cipolla et. al., 2010) 
 Porosity: 4 to 6% (Speight, 2019; Montgomery et. al., 2005; Cipolla et. al., 2010) 
 Reservoir Pressure: 3000 to 4000 psi (Speight, 2019; Frantz et. al., 2005) 
 TOC: 1 to 5% (Wang, 2017) 
 Average Water Saturation: 25% (Wang, 2017) 
The north-south geologic cross section of the Fort Worth Basin is shown by Figure 4. 
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Figure 4. Geologic Cross Section of Fort Worth Basin (Jarvis et. al., 2004) 
 
Often characterized as a shale gas play, the Barnett Shale experiences a compositional 
change from east to west, as shown by Figure 5.  Originally discovered as a dry gas-dominant 
formation, the Barnett Shale’s hydrocarbon window became more liquid-rich as drilling 
continued westward.  This resulted in dry gas production in the eastern portions of the Barnett 
and wet gas and oil production in the western portions of the Barnett (Speight, 2019).  Though 
oil is prominent in the western region of the Barnett Shale, gas production and NGL production 
continues to dominate.  Per ton of shale, it is estimated that 300-550 cubic feet of gas is present, 
and on average, a production rate between 0.5-4 million cubic feet of gas per ton of shale is 




Figure 5. East-West Compositional Change for Barnett Shale (Bullin, 2008) 
 
 Though the Barnett Shale is an attractive US unconventional prospect, several production 
obstacles and limitations are present.  Substantial amounts of hydrogen sulfide and carbon 
dioxide – in the magitude of hundreds of parts per million – are present within the Barnett Shale.  
Not only does this make it very dangerous to explore but action is required from a treatment and 
refining stance in order to meet pipeline specifications (Speight, 2019).  These limitations act as 
a major hurdle in exploring, producing, and refining hydrocarbons from the Barnett Shale; 
however, accomodating roughly 43.37 trillion cubic feet of gas, the Barnett Shale serves as a 
vital shale gas play for North American operators (Speight, 2019).   
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 Discussion regarding the Bakken Petroleum System and Barnett Shale will be furthered 
in Methodology as to why these systems were chosen as the oil and gas unconventional focal 
points of research. 
1.2. Decline Curve Analysis 
By definition, “decline curve analysis is a graphical procedure used for analyzing 
declining production rates and forecasting future performance of oil and gas wells” (Tague, 
2019).  In layman’s terms, DCA uses regression techniques to match or align with historical 
production data.  Generally, a production rate decline is due to reservoir pressure loss and the 
relative changing of produced fluid volume within the reservoir.  Demonstrated by Figure 6, the 
early stage of an unconventional well’s production life is represented by a sharp decline, while 
over time, the production rate decline gradually flattens. 
 
Figure 6. Production Profile with Hyperbolic Decline Curve Fit 
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Understanding the late production life for an unconventional well can potentially shed 
light on flow regime states and reserve estimation.  Reserves represent the amount of oil/gas that 
can be technically recovered and financially viable with respect to present market prices. 
Correctly matching oil and gas production, particularly late-life production profiles, is pertinent 
to accurately estimating reserves for a company; these reserves are used internally by the 
company and have to be reported to the Securities and Exchange Commission (SEC) for public 
companies. 
1.2.1. Early History of Decline Curve Analysis 
One of the first pioneers for estimating oil reserves is Ralph Arnold, who applied data 
analysis techniques.  In 1908, Arnold and his colleague, Anderson, made the assumption that 
production rate at a current time step is a fraction of the production rate at the previous time step 
(1908; Tan et. al., 2018).  Arnold stated that “Twenty years ago, the estimate of oil reserves was 
computed generally by calculated the contents of the supposed reservoir rock from data 
regarding thickness, extent, etc., guessing at the saturation and percentage of recoverable oil, and 
finally arriving at a very rough approximation of the desired information. Today, thanks to the 
great mass of data available and to the perfection of methods of computation, more accurate 
results are obtained” (Arnold, 1923; Tan et. al., 2018).  Through these methods of computation, 
the idea behind the use of decline curve analysis was born.  This enabled the beginning of 
forecasting production to grasp a depiction of present reserves.   
Through the early to mid-1900s, computational and mathematical theory was applied to 
modeling production.  In 1945, Arps proposed what can be referred to as the “classical DCA 
model.”  Arps used a loss ratio method to develop three decline curve models: exponential, 
harmonic, and hyperbolic (Arps, 1945).  These models, specifically the hyperbolic model, are 
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widely used in industry today and have paved the way for other methods, such as Power-Law 
Exponential, Duong, etc.  DCA models and methods.  Their importance to the industry will be 
expanded on in the following sections. 
1.2.2. Importance of Decline Curve Analysis 
DCA methods are the foundation for predicting and estimating reserves to be reported to 
the SEC.  Reserves for oil and gas companies represents a significant source of their value.  
When a company holds reserves, future cash flows can be generated, thus increasing their 
present value.  These cash flows give companies the opportunity and ability to explore, drill, and 
produce wells.  The higher the reserves, the greater number of wells drilled and produced.  
Therefore, companies seek to maximize reserve estimates. 
Over time, the guidelines for reporting reserves has changed.  In 2008, the SEC made a 
significant rule change that allowed oil and gas companies to book more reserves.  Previously, 
companies were only able to claim unproven reserves that were in areas close to active wells 
(Urbina, 2011).  These were denoted as proved, undeveloped reserves (PUD), which is the 
amount that can be produced or “tapped into.”  The purpose of this method was to restrict 
companies from claiming reserves based on speculation.  After the rule change, however, 
companies were given more freedom to use modeling methods to predict amounts of oil and gas 
that can be produced in areas with no active wells.  The caveat to this is that companies are not 
required to disclose predictive measures used to estimate the reserve amounts (Urbina, 2011), 
ultimately, allowing companies to report reserve estimates that maximize their value.  Among a 
study of 19 shale oil companies, seven reported a near 200% increase in PUD reserves according 
to SEC filings (Urbina, 2011).  Thus, these rule changes rekindled discussion regarding 
overstating reserves and overestimation through their prediction methods – DCA methods.   
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Reports of overstating reserves have circulated the industry, as overstating strengthens 
the company and allows companies to use the “reserves as collateral for loans” (Urbina, 2011).  
Reports have surfaced regarding several companies’ usage of DCA methods to skew their 
reserve estimations.  Now, this overestimation trend is likely consistent across most companies 
in the world, as companies strive to gain a competitive edge.  An energy market analyst at 
Houston Energy Partners made the claim that companies operating in unconventional basins 
have been “aggressively booking their reserve estimates…to make themselves appear more 
profitable” (Urbina, 2011).  However, industry personnel would contend, stating that “its reserve 
numbers were accurate and comparable to those of other companies” (Urbina, 2011).  This 
comparison may be true due to this problem – deemed the “problem no one talks about” (Kelly, 
2018) – that has smothered the industry while propelling companies through false claims and 
skewed reserve estimates. 
If found guilty of overstating reserves, extreme sanctions and penalties from the SEC will 
ensue.  In 2004, Shell reduced its proved reserves by 4.47 billion barrels.  This equated to ~20% 
of their proven reserves at the time (Fraudulent Oil and Gas Reserve Reporting, 2020).  This 
mark down led to a SEC and British Financial Services Authority (FSA) investigation.  Though 
Shell claimed that their estimation methods had been refined in 1998, clear evidence showed that 
the company was overbooking reserves in undeveloped, unknown areas.  For example, in 
Gorgon, 550 million BOE reserves were booked before there was any plan for selling or 
developing the gas field.  In Nigeria, it was reported “estimates were not made according to 
existing conditions” (Olsen et. Al., 2010).  In other words, reserve estimates were falsely 
estimated.  Overall, Shell had settled with the SEC, FSA, and shareholders for $620 million 
(Fraudulent Oil and Gas Reserve Reporting, 2020). 
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Not only was Shell found guilty in falsely reporting reserves, but El Paso Corporation 
was found to have made attempts at restructuring their books.  El Paso Corporation was found 
doing the following:  
 “Assigning reserves despite a lack of sufficient engineering and geological data” (Olsen 
et. al., 2010) 
 “Failing to reduce reserve volumes based on performance” (Olsen et. al., 2010) 
Most notably, it was found that in South Texas, the reserves data – proved developed 
producing (PDP) and PUD – was adjusted to account for low permeability sands in smaller 
drainage areas, as well as the impact of well interference from high permeability zones.  Also, 
25% of the reserve write-downs were due to inaccurate production forecasting.  El Paso 
Corporation used an outdated study to justify the use of a 7% minimum decline rate for their 
decline curve analysis, when a 12 to 13% decline rate was more acceptable (Olsen et. al., 2010).  
By not accurately forecasting production, a significant number of false reserves were booked.  
This issue, along with other overbookings in the Gulf of Mexico, Brazil, and the Rocky 
Mountains, resulted in an 18% decrease in share price (Olsen et. al., 2010).  Similarly, an internal 
investigation in Repsol YPF found that their companies “process for determining reserves…was 
flawed from 1999 to 2004” (Olsen et. al., 2010).   
Without question, overbooking and overstating reserves can be costly for a company.  
For various reasons and on several occasions, such as the cases above, reserve overstatements are 
prominent in the oil and gas industry.  Each case above exemplifies a situation where reserve 
estimation techniques were outdated or not refined.  Therefore, there is an apparent necessity for 
accurately predicting and estimating reserves to be reported to the SEC, or other financial 
agencies. 
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1.2.3. Decline Curve Analysis Methods 
Though the hyperbolic and modified hyperbolic methods have been the industry-
standard, other methods – empirical, analytical, numerical, and petrophysical methods – have 
been developed to help manage transport mechanisms, oil and gas characteristics, and reservoir 
characteristics.  These methods aim to solve many of the questions and concerns regarding 
complex transportation mechanisms that result in improper predictions (i.e. overestimation and 
underestimation).  Each method – hyperbolic, modified hyperbolic, logistic growth, power-law 
exponential, extended exponential, stretched exponential, Duong, and fractional – will be 
discussed in detail over the following sections. 
1.2.3.1. Arps’ Methods 
In 1945, Arps published three models that can be used to predict the flow rate of a well 
over time.  The three models were the exponential, harmonic, and hyperbolic models.  The 
exponential and harmonic models set the decline exponent, b-term, as 0 and 1.0, respectively 
(Arps, 1945).  From field to field and well to well, it is not applicable to set the b-term as a value 
at either extreme – completely exponential decline or completely harmonic decline. 
Often, the hyperbolic method is instituted as it incorporates a range of values for the b-
term: 0 to 1.0.  The hyperbolic method incorporates three different parameters: b, Di, and qi.  
The b-term is noted as the hyperbolic exponent.  Di is the initial nominal decline rate or initial 
loss ratio.  Lastly, qi is the initial production rate in which the decline curve will begin (Arps, 
1945).  This value commonly is set at the highest production rate present in the historical 
production data (usually found within the first 3 to 6 months).  Table 1 displays rate equations 
for each Arps’ model. 
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The hyperbolic method does, however, make a few key assumptions that allow it to 
specifically model a boundary-dominated flow regime:  
 Fixed bottomhole pressure (Arps, 1945; Tan et. al., 2018) 
 Constant skin factor (Arps, 1945; Tan et. al., 2018)  
For conventional reservoirs, Arps’ decline curves – exponential, harmonic, and 
hyperbolic – are utilized to forecast production.  The hyperbolic method is generally used with 
hyperbolic exponents (b-terms) ranging from 0 to 1.0 to account for the data’s boundary-
dominated flow characteristics.  The actual and proper value for b is dependent on the reservoir 
boundary conditions and the recovery mechanism.  These factors directly influence the value of 
b used for a specific field. 
For unconventional reservoirs, the method fails to accurately fit the production data and 
estimate EUR (Akbarnejad-Nesheli et. al., 2012; Tan et. al., 2018) due to the reservoir’s transient 
nature.  For most shale wells, it is common that transient flow reigns for several years.  
Afterwards, boundary-dominated flow becomes the observed flow regime (Tan et. al., 2018).  
This may lead to overestimation for shale reservoirs (Matter et. al., 2008; Shahamat et. al., 2015; 
Tan et. al., 2018).  Thus, in order to use this method, industry professionals are modifying the 
hyperbolic method to help predict late-life production profiles. 
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1.2.3.2. Modified Hyperbolic Method 
The original hyperbolic model assumes pseudo-radial, boundary-dominated flow and is 
valid for conventional reservoirs.  To account for fracture-dominated flow in unconventional 
reservoirs, the modified hyperbolic method is often used – induce a method switch from 
hyperbolic to exponential (Tan et. al., 2018).  While using this method, values of b greater than 
1.0 are prevalent in industry to account for the transient period prior to boundary-dominated flow 
and for reservoir layering effects.  This, however, can result in unrealistic, unbounded EUR 
estimates (Lee & Sidle, 2010; Tan et. al., 2018). 
In piecewise form, another variable, D*, is implemented in order to instigate the method 
switch at a specific time, t*.  In the early stages, the hyperbolic method is instituted until a 
specific decline rate is exemplified.  Once this condition is met, the model switches to 
exponential decline (Seshadri & Matter, 2010; Tan et. al., 2018).  Again, this intends to capture 
the late-life production profile and counteract long transient periods, while limiting the amount 
of potential overestimation found when using the hyperbolic method for unconventional 
reservoirs.  This workflow is demonstrated by the piecewise function below (Seshadri & Matter, 
2010; Tan et. al., 2018). 
                                       (4)                                           
Though the industry typically uses a decline rate limit of 5 to 10%, there is no physical 
basis as the value is empirically determined (Meyet et. al., 2013; Tan et. al., 2018).  Thus, 
quantifying a proper D* value has yet to be established.  Other studies, however, have shown 
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that the modified hyperbolic method continues to provide “over-optimistic estimates” and a 
“longer remaining life of shale wells” (Paryani et. al., 2016; Tan et. al., 2018). 
1.2.3.3. Logistic Growth Method 
The logistic growth model was originally used in a biological setting, but eventually, 
introduced to unconventional reservoirs due to its ability to deal with extremely low 
permeabilities.  The logistic growth model was empirically developed and uses carrying 
capacities, maximum cumulative production, and hyperbolic exponents to forecast production.  
The hyperbolic exponent controls the curvature of the decline curve to help provide a realistic 
match (Clark et. al., 2011; Tan et. al., 2018).  In order to implement this method, numerical 
schemes are necessary for the determination of the equation’s parameters.  Overall, there is a 
significant advantage within the logistic growth model: “reserve estimate is constrained by the 
carrying capacity as well as the production rate, which terminates at infinite time” (Clark et. al., 
2011; Tan et. al., 2018). 
1.2.3.4. Power-Law Exponential Method 
A different approach to Arps’ loss ratio was implemented in that a loss ratio could be 
estimated through a decaying power function (Ilk et.al., 2008; Tan et. al., 2018).  A decaying 
power function would create and allow for constant behavior in late production intervals, 
mitigating the need for a switch as showcased in the modified hyperbolic method.  The power-
law exponential (PLE) method introduces four different parameters used to account for both 
boundary-dominated and transient flows.  However, like that of D* in the modified hyperbolic 
method, there are many different degrees of freedom associated when fitting data, causing 
complexity and impracticality (Tan et. al., 2018). 
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Studies have shown PLE’s ability to match production data exemplifying both transient 
and boundary dominated behavior (McNeil, 2009; Tan et. al., 2018).  Further, due to its many 
degrees of freedom, Kanfar and Wattenberger (2012) proved its reliability for the following: 
“linear flow, bilinear flow followed by linear flow, and linear flow followed by bilinear flow” 
(Tan et. al., 2018).  Unlike the hyperbolic and modified hyperbolic methods, the PLE method 
suggests lower, more conservative forecasts (Paryani et. al., 2016; Tan et. al., 2018). 
1.2.3.5. Extended Exponential Method 
Like the PLE method, the extended exponential method (EEDCA) mitigates the need for 
piecewise functions by implementing a function for the exponent embedded in its exponential 
form.  This function uses two parameters – Beta-1 and Beta-e – to capture both early- and late-
life production profiles.  With regard to the stretched exponential method and Arps’ method, the 
extended exponential is validated for early-life production, demonstrating optimistic forecasts 
(Zhang, 2016; Tan et. al., 2018). 
1.2.3.6. Stretched Exponential Method 
In the stretched exponential method, production rate is assumed to satisfy stretched 
exponential decay (Valko, 2009; Valko & Lee, 2010; Tan et. al., 2018).  Without increasing the 
number of parameters, the stretched exponential decay method combines both concave and 
convex portions of decline curves, which in turn, has the ability to provide finite EUR values 
without rate or time cutoffs (Akbarnejad-Nesheli et. al., 2012; Tan et. al., 2018).  Studies have 
shown that using stretched exponential decay helps model transient flow rather than boundary-
dominated flow, allowing it to be a sufficient method for unconventional reservoirs.  One issue 
with the method, however, is that in order to obtain a realistic decline curve, at least 3 years of 
historical data is necessary (Zuo et. al., 2016; Tan et. al., 2018).   
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1.2.3.7. Duong Method 
The Duong method is based on an empirically derived rule that states the following: “the 
log-log plot of rate divided by cumulative production vs. time forms a straight line”.  With this 
empirical correlation, production rate can be predicted (Duong, 2011; Tan et. al., 2018).  Since 
the method is empirically based, there is no standard for the method, rather it predicts based off 
the historical data.  Thus, noisy data directly correlates to poor predictions.  One advantage of 
this method, however, is its ability to yield a profile that best matches linear and bilinear-linear 
flows (Kanfar & Wattenbarger, 2012; Tan et. al., 2018). 
1.2.3.8. Fractional Method 
The fractional method – coined FDC – accounts for the notion that unconventional 
reservoirs demonstrate flow decay rates that are slower than exponential decay.  This results in a 
long-tailed decline curve, and statistically is caused by anomalous diffusion phenomena.  Based 
on anomalous diffusions, production rate can be forecasted in that it exemplifies a quick 
production rate decay followed by a slow production rate decay later in the well’s life (Zuo et. 
al., 2016; Tan et. al., 2018).  With its foundation based on statistical physics and validated with 
numerical Fayetteville shale models, FDC has yielded a better match on historical data with 







1.2.3.9. Summary of Present Decline Curve Analysis Methods 
A summary of the method’s production rate equations is shown in Table 2. 
Table 2. Decline Curve Analysis Equations (Tan et. al., 2018) 
 
 
With the development of different methods for different transport mechanisms and 
different well types, the ability of a company to predict and forecast future oil and gas production 
has improved.  While these methods – whether empirically, analytically, or physically-based – 
have been developed specifically for unconventional reservoirs, no method has proven to be 
better than any other for unconventional reservoirs.  Some methods are tailored for specific oil 
and gas compositions while others are tailored for extremely low permeabilities.  In other words, 
most methods lack robustness.  Since there has been a lack of historical production data available 
for unconventional reservoirs and there are still gaps in understanding production rate prediction, 
there has been an inability to accurately test each method against each other.  Therefore, the 
modified hyperbolic method is widely used in industry today. 
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1.3. Study Objectives 
 Changing the behaviors within the oil and gas industry is very challenging.  The 
hyperbolic and modified hyperbolic methods have been used for decades to predict and forecast 
production, making it difficult for one of the methods above to break through.  While some 
studies have showcased specific methods, stating that better, more reasonable forecasts are 
yielded in comparison to other methods, the newly developed methods have only been tested on 
small ranges of historical data.  Thus, rather than justifying one method compared to another, the 
simplistic, conventionally-proven hyperbolic method will be the focus of this study.   
 The research discussed in this paper answers the following questions through the 
implementation of a nonlinear, least squares regression model that aims to determine optimal 
hyperbolic parameter settings with respect to reservoir fluid type and matching duration: 
1) How much production data is necessary in order to allow a regression tool to choose 
proper hyperbolic parameter settings?  If enough production data is not present, what 
parameters provide best long-term production forecasts? 
2) How does production history length influence the hyperbolic parameters? 
3) How does the hyperbolic exponent and initial nominal decline rate impact production 
profiles? 
Since poorly set parameters may lead to poor capital allocation or potential sanctions 
enforced by the SEC, it is important to understand the effects of hyperbolic parameters and the 
necessary steps in order to accurately report reserves.  In turn, this action is pertinent for the 
longevity and advancement of a company as it better positions themselves for the future. 
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1.4. Data Sources 
The data for the project was obtained through Enverus (formerly Drillinginfo).  Well 
production data for both Bakken oil wells and Barnett gas wells – with specified production start 




In order to efficiently and effectively test the study objectives, a data analytical approach 
will be employed to handle the large data sets necessary in order to statistically come to a 
conclusion.  With abandonment typically occurring around 30 years, no unconventional 
reservoirs have reached this point as of 2020.  Thus, the study objectives cannot be validated to 
that of a well’s full life; however, several unconventional reservoirs have recorded production 
data ranging 10 to 15 years, providing enough information to statistically justify the notions. 
2.1. Data Extraction and Filtration 
The Bakken and Barnett consist of extensive oil and gas production, respectively.  Both 
reservoirs have a very long history of unconventional production, with nearly 20,000 horizontal 
oil and gas wells drilled and produced since 2000.  With such a magnitude of wells, the Bakken 
and Barnett are ideal subjects for workflow testing.   
Over the past 20 years, technological advancements in drilling and fracturing methods 
have altered and improved well production.  To avoid any completion strategy complications 
associated with early-2000 unconventional wells and to meet the minimum well production 
history, the most recent 10 to 15 years of oil and gas production from the Bakken and Barnett 
will be analyzed.  Wells with production start dates between January 1, 2005 and January 1, 
2010 will be of focus. 
2.1.1. Bakken 
The Bakken’s longstanding history of unconventional oil production has helped crown 
the US as the world oil production leader.  Of the 63% of total US oil production being from 
unconventional reservoirs, approximately one-fifth of that figure is produced from the Bakken 
Petroleum System.  Since the Bakken is such a vital source of oil production for the United 
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States, it is important that reserve estimations and EUR estimations are accurately determined.  
From January 1, 2005 and January 1, 2010, roughly 1,194 horizontal oil wells were produced in 
North Dakota, as shown by the map in Figure 7. 
 
Figure 7. Bakken Petroleum System Pre-Filtration Well Set 
 
Of the 1,194 well sample set, approximately 84% of these wells were produced from the 
Middle Bakken, while the remaining 16% were produced from the Upper Three Forks.  To 
ensure the quality of the well production data extracted from Enverus, a two-step filtration 
process was employed across the well sample set.  Using Python, a script was constructed to plot 
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each well’s production data against the number of months produced.  Within the script, two 
criteria were used to filter the wells.   
1) Wells with less than 120 months of production data – 10 years – were thrown away.  
Figure 8 shows two wells with an insufficient amount of production data. 
 
Figure 8. Example Wells Having Less Than 120 Months of Production 
 
  
2) If the production data consists of prolonged zeroed production or null production, the 
well was discarded.  Figure 9 exemplifies two wells with prolonged zeroed production or 
null production values. 
 
Figure 9. Example Wells Containing Extensive Zero/Null Values 
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The next step in filtration was performed manually and visually.  With the plotted 
production profiles at hand, a three-part filter criterion was followed to eliminate model error and 
certify model accuracy and effectiveness through the quality of data.  The filtration criteria are as 
follows: 
1) If the well’s peak production was not recorded in the first 6 months, the well was 
discarded.  Figure 10 shows two wells revealing this characteristic. 
 





2) If the production profile exhibited behavior characteristic of a recompletion, the well was 
discarded.  Figure 11 demonstrates two wells displaying a recompletion production 
profile. 
  
Figure 11. Example Wells Exhibiting Recompletion Behavior 
 
3) If the production data contained sporadic, noisy data, the well was discarded.  Figure 12 
presents two wells with poor production quality. 
  
Figure 12. Example Wells with Sporadic, Noisy Data 
 
 From this two-step filtration, 500 wells were discarded.  The initial filtration step 
accounted for roughly half of the 500 wells, with the rest being eliminated mainly due to noisy, 
sporadic data or recompletion characteristics.  Overall, 694 Bakken wells were deemed to have 
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quality production profiles.  The following two wells (Figure 13) exemplify good, quality 
production data that can be effectively evaluated by the nonlinear regression model. 
 
Figure 13. Example Wells with Good, Quality Production Data 
 
 For the Bakken Petroleum System – Middle Bakken and Three Forks – 694 wells is a 
sufficient amount of wells to statistically answer the objectives of this study.  
2.1.2. Barnett 
Paving the way for other tight/shale gas formations in the US, the Barnett Shale is still a 
prominent shale gas play with its production dating back to 2000.  The Barnett Shale, though its 
production has steadily declined over the past decade, was the largest shale gas producer in the 
US from January 1, 2005 to January 1, 2010 and significantly has contributed to the overall US 
gas production.  Figure 14 demonstrates its shale gas contribution for the US compared to other 
prominent shale gas formations. 
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Figure 14. US Dry Shale Gas Production (U.S. Energy Information Administration (EIA): Independent 
Statistics and Analysis, 2019) 
30 
 Compared to US lower 48 offshore and onshore gas production, unconventional gas 
production is projected – shown in Figure 15 – to continue its dominance over the next 20 years 
with the help of the unconventional plays discussed above.  It is pertinent that well production 
rates are accurately estimated to ensure proper reserve estimates and proper capital allocation 
among a company.  Though it is projected that unconventional gas production will increase over 
the next 20 years, the accuracy of this projection is speculated due to unconventional production 
forecasting uncertainty.  The Barnett – the longest producing unconventional gas formation – can 
be used to study long-term behavior of unconventional gas.  By answering the study objectives 
through analysis of the Barnett, light can be shed on future unconventional gas production 
potential. 
 
Figure 15. US Dry Natural Gas Projection by Type (U.S. Energy Information Administration (EIA), 2020) 
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 A total of 3,530 Barnett wells within the desired production start date range – January 1, 
2005 to January 1, 2010 – were extracted and filtered using the same criteria as the Bakken.  The 
population of these wells is exemplified in Figure 16. 
 
Figure 16. Barnett Shale Pre-Filtration Well Set 
 
 Here, nearly half of the wells – 1,752 wells – were filtered.  Of this, a significant number 
of wells were filtered as a result of step one – less than 120 months of production.  On the other 
hand, several wells contained noisy, sporadic data, as well as present recompletion 




Figure 17. Example Discarded Barnett Wells 
 
 Wells, such as the ones showcased above, are potential sources of error and can result in 
skewed model results.  As a result of the filtration performed, 1,778 Barnett wells are considered 
viable wells to be evaluated by the nonlinear regression model, which is a sufficient number to 
do a statistically significant study.   
2.2. Model Construction 
In order to answer and test the study objectives, a nonlinear regression model was 
constructed using Python – a programming language that is well suited to handle large data sets 
with varying amounts of data for each well.  Performing such a task by hand or in a spreadsheet 
would be cumbersome or impossible due to the sheer volume of data.  Applying a data analytical 
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approach within Python provides immense versatility and adaptability benefits.  The following 
sections will discuss the nonlinear regression model’s matching ability, model considerations, 
and resulting model outputs to be used for statistical analysis.   
2.2.1. Regression Analysis: Least Squares Minimization 
The foundation for the model built in Python is the use of regression analysis to fit a 
hyperbolic decline curve through historical well production data.  Regression analysis is used for 
estimating relationships between a dependent variable (criterion variable) and one or more 
independent variables (predictors).  Regression analysis is often used for the following: 
“determine the strength of predictors, forecast an effect, and trend forecasting” (Statistics 
Solutions, 2021).  For this analysis, forecasting an effect on the dependent variable through 
adjustments of the independent variables will be of focus.  In other words, since the hyperbolic 
method is the base of this evaluation, the following general regression analysis equation will be 
followed. 
                                                    𝑞𝑡 = 𝑓(𝑞𝑖, 𝑏, 𝐷𝑖)                                                            (5) 
where qt – production rate determined at a specific time – is defined as the dependent variable or 
criterion variable and qi (initial production rate), b (hyperbolic exponent), and Di (initial nominal 
decline rate) are defined as independent variables or predictors.  With that said, the initial 
production rate in the hyperbolic method is typically fixed at the maximum production value 
observed in the first 3 to 6 months of the well’s life.  Though the initial production rate is still an 
independent variable, its fixed characteristic allows the general regression analysis formula to be 
simplified further to: 
                                                        𝑞𝑡 = 𝑓(𝑏, 𝐷𝑖)                                                             (6) 
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  Now, several regression analysis types and techniques are used depending on the type of 
data and intentions of the analysis.  Common regression types include (Frost, 2019): 
 Linear regression 
 Multiple linear regression 
 Logistic regression 
 Polynomial regression 
 Stepwise regression 
 Lasso regression 
 Ridge regression 
For this research, polynomial regression is used, specifically the method of least squares.  
The method of least squares minimizes the sum of squares of the nonlinear function at each data 
point.  In other words, the square of the difference between the observed value and predicted 
value at each time step – data point – is calculated and summed across all data points.  Applying 
the least squares method to this study’s production data, the proceeding equation results. 
                 𝐿𝑒𝑎𝑠𝑡 𝑆𝑞𝑢𝑎𝑟𝑒𝑠 𝑀𝑖𝑠𝑚𝑎𝑡𝑐ℎ =  ∑(𝑞𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 −  𝑞𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑)
2
                          (7) 
where qobserved and qpredicted are the production values observed and predicted, respectively.  The 
method of least squares – nonlinear regression – calculates and determines which b and Di value 
association best fits the allotted observed production data in its entirety.  This, in turn, results in 
the smallest value from Equation 7.  The nonlinear regression model used to fit the observed 
production will be referred to as the regression model.   
 To further elaborate, consider the following well example shown in Figure 18.  Without 
the use of least squares minimization and setting b to 1.5 and Di to 0.25, it is apparent that the 
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predicted curve – highlighted in black – does not fit the observed production – highlighted in 
green – very well. 
 
Figure 18. Hyperbolic Decline Curve Prediction when b=1.5 
 
However, initializing the method of least squares into the model to find optimal b and Di 
results in a much better hyperbolic curve fit.  With a b equal to 1.0 and Di set at 0.25, the 





Figure 19. Hyperbolic Decline Curve Prediction when b=1.0 
 
 If the observed production data was a perfect curve, then the least squares mismatch 
would be zero or very close to zero.  However, this situation is very unrealistic.  Subtle noise 
present within each well’s production data will create production differences and larger least 
squares mismatches, which causes greater variability among the dependent variables in the 
hyperbolic method – b and Di. Therefore, the result and hyperbolic curve fit is only as good as 
the well’s production data – hence the necessity of rigorous filtration.  To demonstrate the 
difference in least squares mismatch result from a smooth well production profile to a noisy 




Figure 20. (a) Fitting Smooth Observed Production and (b) Fitting Noisy Observed Production 
 
 Overall, the smoother the observed production profile is, the better the overall hyperbolic 
curve fit.  Figure 20a yields a higher mismatch in comparison to Figure 20b even though it 
appears to fit better.  This is due to the magnitude of the oil production rates, thus concluding 
that better mismatches may not lead to more accurate predictions.  That aside, both decline 
curves fit the observed production and predict production well.  Since this research aims to study 
and test implications of b and Di on long-term production forecast accuracy, the model must 
consider several model components to ensure efficiency and effectiveness. 
2.2.2. Model Considerations 
Since the model must be capable of being run on multiple basins with varying amounts of 
well production data, several model capability considerations must be made:  
 Number of Wells 
 Reservoir Fluid Phase 
 Training Sets  




2.2.2.1. Number of Wells  
After filtering, 694 wells for the Bakken and 1,778 wells for the Barnett are to be 
evaluated by the regression model.  This number of wells – totaling just under 2,500 wells – 
exceeds the required number of wells to be statistically significant.  To evaluate all wells 
subsequently, a looping configuration must be implemented.  This configuration was designed by 
keying off of each well’s API number.  Once the model had evaluated one well, it would loop 
back and evaluate the next well within the present data set.  The proposed evaluation route 
efficiently assesses both data sets – Bakken and Barnett. 
2.2.2.2. Reservoir Fluid Phase 
Aside from the number of wells, reservoir fluid phase was considered.  The production 
profiles for oil may behave differently in comparison to gas.  Reservoir fluid phase is controlled 
at a molecular level.  The complex makeup across different hydrocarbon chains reflects 
differences in fluid properties and characteristics, such as density, viscosity, and volatility.  Since 
reservoir fluid differences are present between the Bakken and Barnett, a production key was 
implemented, allowing distinction between the production of oil and gas.  For example, the 
Bakken is an oil-dominant reservoir, but natural gas is also produced in sellable quantities.  Both 
oil and gas production are reported in the data.  Thus, the production key ensures that the 
appropriate primary composition (i.e. oil for the Bakken and gas for the Barnett) across all wells 
in each data set is evaluated. 
2.2.2.3. Training Sets  
To demonstrate how the hyperbolic parameters – b and Di – are influenced and changed 
with increasing production history, different least squares training sets are employed into the 
model.  For example, the models are matched assuming that only the first 6 months or first year 
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of data is available.  Through this, it is possible to determine the amount of production data 
necessary to have confidence in the “best fit” hyperbolic parameters.  In other words, how much 
production data must be present before a model produces practical hyperbolic parameter values 
that result in good, long-term decline curve fits?  To explore these study objectives, the 
following training sets were initialized into the model: first 6 months, first year, first 2 years, first 
3 years, first 4 years, first 5 years, and all production data.  These will also be referred to as 
“matching durations” in this paper.  To further emphasize this, Figure 21 through Figure 24 show 
the progression of the matching durations – first 6 months, first year, first 5 years, and all 
production data.  
 








Figure 22. Production Profile Matched Using First 1 Year 
 
 












Figure 24. Production Profile Matched Using All Data 
 
 As training set duration increases, the hyperbolic decline curve parameters adjust to allow 
for the prediction curve to fit the associated duration of observed production data.  As expected, 
the larger the training set, the better the overall match.   
2.2.2.4. Testing Set 
 The implications of b and Di are vital to long-term production forecast accuracy.  It is 
important to initiate a means into the model script that studies this accuracy.  Using Python data 
frame manipulation, the last several years of each well are held out in a testing set, which are 
used to evaluate the hyperbolic parameter connection to long-term production forecast accuracy.  
For this analysis, the last 5 years of each well is used for testing; this timeframe prohibits any 







Figure 25. Training-Testing Set Relationship 
 
 By fitting the hyperbolic parameters to the training set, the model’s ability to predict 
future production rates can be validated.  Figure 26 demonstrates this notion as the matching 
duration is set at 5 years.  The model’s prediction ability – tested on last 5 years of observed 
production – is quantified through a mismatch value of the observed and predicted production. 
 
Figure 26. Production Profile Focused on Long-Term Relationship to Observed Production 
 
 Across all wells in both the Bakken and Barnett and with respect to each training set 
duration, several parameters and resultant values are output in order to quantify and discover the 
relationships outlined by the study objectives. 





2.2.3. Model Output 
To answer the study questions, discover any anomalies with unconventional production 
forecasting, and statistically quantify the data among both formations – Bakken and Barnett – 
several parameters and resultant values are output.   
With respect to each well and associated matching duration, two evaluation cases are 
performed:  
1) Best Fit Parameters: For the training set duration of study, the b and Di 
parameters that match the observed data the closest are found.  These may or may 
not have the best prediction accuracy. 
2) Fixed b Parameters: For a range of set b parameters – 0.5 to 1.5 – Di was found 
that best matched the training set duration of study. 
 Through each evaluation case, the following information is output for each well and 
matching duration: 
 Associated b and Di (dependent on case) 
 Initial Production Rate 
 Training Data Set (6 months, 1 year, etc.): 
o Pearson Correlation Coefficient 
o SRSS Mismatch 
 All Measured Data (10 to 15 years): 
o Pearson Correlation Coefficient 
o SRSS Mismatch 
 Testing Data Set (last 5 years): 
o SRSS Mismatch 
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 Though the method of least squares is internally used within the model to determine the 
hyperbolic parameters – only Di for the Fixed b case – the square root of the sum of the squared 
difference or SRSS mismatch between the observed and predicted production is output and 
calculated using Equation 8: 
                                   𝑆𝑅𝑆𝑆 =  √∑(𝑞𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 − 𝑞𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑)
2
                                          (8) 
 Further, the Pearson correlation coefficient is internally calculated with Python using 
Equation 9.   





                           (9) 
where r is the Pearson correlation coefficient, qobserved and qpredicted are the production values 
observed and predicted, respectively, and qobserved-bar and qpredicted-bar are the mean of the 
observed and predicted production values, respectively.   
 The Pearson correlation coefficient measures the ability of the model to fit the observed 
production data.  The Pearson correlation coefficient ranges from -1 to 1.  Values of -1 to 0 
represent and exhibit a negative correlation between the predicted production values and 
observed production values, whereas values of 0 to 1 exhibit a positive correlation.  For this 
analysis, negative correlations are unrealistic, therefore, the Pearson correlation coefficient will 
range from 0 to 1 will the following modeling ability criteria (Mukaka, 2012):  
 Perfect Correlation: p=1.0 
 Very Strong Correlation: 0.9<p<1.0 
 Strong Correlation: 0.7<p<0.9 
 Moderate Correlation: 0.5<p<0.7 
 Weak Correlation: 0.3<p<0.5 
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 Negligible Correlation: 0<p<0.3 
The Pearson correlation coefficient was calculated for each matching duration.  Pearson 
correlation coefficients pertaining to both the matching duration and all measured data – using 
the same b and Di values determined for each well – were analyzed.  By calculating these values, 
the ability of the regression model to match the historical production data can be quantified.  
Each model output is statistically analyzed to solve the proposed study questions.   
2.2.4. Model Workflow 
Figure 27 represents the model’s workflow discussed in previous sections.  
 
Figure 27. Model Workflow 
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3. Effects of Hyperbolic Parameters 
To date, the hyperbolic decline curve method has been extensively tested for 
conventional reservoirs.  For unconventional reservoirs, the hyperbolic method has been 
evaluated on only 3-5 years of production data.  These studies, such as the Eagle Ford study 
performed by Wachtmeister et. al. (2017), do not consider the influences that the hyperbolic 
decline curve parameters – b and Di – have on long-term production. 
Prior to evaluating the Bakken and Barnett, the hyperbolic exponent and initial nominal 
decline rate are explored and analyzed to better understand production profile implications.  
Recall, the hyperbolic exponent, b, is the rate of change of the decline rate with respect to time, 
which is known to influence the curvature of its associated decline curve.  The initial nominal 
decline rate, Di, controls the initial decline or steepness of the decline.  In other words, it is the 
fractional change in rate with respect to time.  Figure 28 generally targets the areas of the 
hyperbolic decline curve that b and Di impact. 
 
Figure 28. (a) Area of Decline Curve Impact of b and (b) Area of Decline Curve Impact of Di 
 
The hyperbolic exponent – Figure 28a – controls the shape of the curve with respect to 
the heel and post-curve break decline, whereas the initial nominal decline rate – Figure 28b – is 




hyperbolic decline curve parameters are discussed in Chapter 4 with respect to reservoir fluid 
phase – oil versus gas – and matching duration.  Prior to that evaluation, sensitivity analysis 
regarding each parameter’s short-term and long-term decline curve impacts are discussed.  This 
analysis demonstrates the interconnected relationships present between b and Di. 
3.1. Influence of Hyperbolic Exponent on Production Forecasts 
Most researchers have focused their attention to the hyperbolic exponent due to its value 
often exceeding 1.0.  This is speculated to be a result of low reservoir permeability (Blasingame, 
2013) and can potentially lead to bad predictions.  With an immense amount of uncertainty 
present within unconventional reservoirs, determining proper parameter values for the hyperbolic 
method has been a challenging task.  Prior to evaluating the field data, it is important to 
understand the influence and impact the hyperbolic exponent has on the hyperbolic decline 
curve.  Using an arbitrary Bakken oil well – Well 1511 – the hyperbolic exponent was evaluated.  
By controlling Di at a realistic value – 0.25 – several b values were analyzed: 0.5, 0.8, 1.0, 1.2, 




Figure 29. b Variation Analysis with Di=0.25 
 
 As the value of the hyperbolic exponent increases, the decline curve has higher rates, and 
the curves are pulled upward.  Even though Di is set at a reasonable value of 0.25, the hyperbolic 
exponent’s ability to raise the curve and counter the initial decline present confirms that proper 
association between b and Di is vital.  Each b and Di combination impacts the early- and late-
time hyperbolic production profile differently.  Figure 30 showcases the implications of each b 
and Di combination with respect to early-time hyperbolic production profiles. 
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Figure 30. First 50 Months of b Variation Analysis with Di=0.25 
 
 The initial decline across the first 15 to 20 months is best matched by the b=0.5 decline 
curve, however, this decline curve does not fit months 20 to 50 very well.  Instead, a b value of 
0.8 best fits this range but does not fit the initial decline very well.  Therefore, the amount of 
production available directly impacts the prediction’s validity in the long term.  Figure 31 
showcases the b and Di combinations present in Figure 29; the long-term decline curve 
predictions with respect to the observed production data are shown. 
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Figure 31. Post 50 Months b Variation Analysis with Di=0.25 
 
 As shown previously in the early-time and now in the late-time, the predictions tend to 
overestimate with an increase in b.  With small hyperbolic exponent settings – b values of 0.5 
and 0.8 – the hyperbolic decline curve seems to fit well in the early-time but drastically under 
predict late-time behavior.  Although they did not fit well in the early-time, b values of 1.0 and 
1.2 now fit the late-time – last 5 years – observed production better with late-time mismatches of 
7,624 and 4,925, respectively.  Higher b values of 1.5 and 2.0 struggled to match both the early-
time observed production and the late-time observed production when their associated Di values 
are set at 0.25.   
 In comparison, if Di was altered and set at a value of 0.3 and b varied across the same 
range, there would be an apparent change in the production profiles as shown in Figure 32. 
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Figure 32. b Variation Analysis with Di=0.3 
 
 With an increase in Di, the initial decline of the different hyperbolic decline curves is 
more pronounced.  In other words, the larger Di value stretched the initial decline lower and 
allowed it to fit better for b values slightly larger than 1.0.  It, also, allowed the initial decline to 
be matched considerably better across higher b values.  Altering b values has a significant 
influence on the long-term decline curve predictions, whereas Di significantly influences the 
initial decline.  Ultimately, the forecasting ability of the model is drastically impacted by the 
improper selection of the hyperbolic parameters.   
 Nonetheless, one thing is apparent: the hyperbolic exponent influences the shape of the 
late-time production curve and can cause a “zero slope effect” in the long-term.  The “zero slope 
effect” is when the decline curve prediction flattens, inflicting a constant production rate with 
increasing time.  This can lead to over predicting late-time reserves or an infinite EUR.  Since 
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the abandonment of unconventional oil and gas wells is speculated to be 30 years or more, 
understanding how improper b values may influence the hyperbolic decline curve over an 
extended period is imperative.  The ramifications of improper b values are considerable.  
Analyzing improper b values aims to shed light on how b values influence the slope of the 
hyperbolic decline curve, the EUR calculations, and the production over time.  By holding Di at 
0.25 and varying b values – 0.5, 0.8, 1.0, 1.2, 1.5, and 2.0 – b’s impact on long-term production 
profiles can be evaluated.   
 Instead of choosing a fixed date to end the prediction, the forecast was stopped when the 
percent difference of production from month to month reached 0.1%.  At a production percent 
difference value of 0.1%, the generated hyperbolic production is deemed horizontal or 
demonstrating a “zero slope”.  The value of 0.1% was determined through sensitivity analysis of 
different percentages.  For each b and Di association, the behavior is analyzed when the 
threshold is reached.  The results are presented in Table 3.  











0.5 0.25 3/1/2171 0.10 87,586 46,915 
0.8 0.25 12/1/2108 6.05 104,287 30,821 
1.0 0.25 3/1/2088 24.06 126,538 25,685 
1.2 0.25 5/1/2074 60.4 153,215 33,564 
1.5 0.25 4/1/2060 151.59 192,246 63,079 
2.0 0.25 9/1/2046 380.00 237,160 119,516 
  
 The earlier a case reaches the 0.1% threshold, the more likely it is to overestimate 
production.  As b increases, the date associated with a production percent difference of 0.1% 
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decreases.  From this, the larger the b value, the sooner the hyperbolic decline curve will go 
horizontal.  In other words, improper setting of the hyperbolic exponent can result in major over 
estimation with respect to long-term production forecasting.  To overcome this flattening 
behavior, the current practice in industry is to use the modified hyperbolic method, where a 
switch from hyperbolic decline to exponential decline is observed at some point in time.  The 
time to switch is arbitrarily determined based on the established minimum decline rate.  
Depending on the time of switch, the production forecast can be overestimated or 
underestimated.  This method switch, however, may not be necessary if the correct values of b 
and Di are selected.  Proper hyperbolic parameter setting is pertinent to counter the curve-
induced effects of b.  In the subsequent section, the influence and consequences of improper Di 
setting is discussed. 
3.2. Influence of Initial Nominal Decline Rate on Production Forecasts 
In industry, the initial nominal decline rate is often set at a fixed value for a specified 
field or group of wells.  Since Di is the initial production decline rate, it is hypothesized that the 
initial decline should be fixed and determined by finding the slope of the production rate (log) 
versus time (linear).  This is shown in Figure 33. 
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Figure 33. General Representation of Hyperbolic Decline 
   
Unlike exponential decline, hyperbolic decline does not plot linearly on a semi-log plot 
between production rate and time.  Thus, finding Di for the hyperbolic method this way may not 
provide the best match to short-term or long-term data due to changes in the decline rate over 
time.  Di, therefore, is often allowed to vary so that the best production match can be found.  
These notions can be tested by fixing the hyperbolic exponent and changing the associated value 
of the initial nominal decline rate to better understand the function and effects of the initial 
nominal decline rate.  For this analysis, the hyperbolic exponent is fixed at 1.0 and the initial 
nominal decline rate varies from 0.05 to 0.30.  Figure 34 reveals the impact that increasing Di 
values has on the hyperbolic decline curve in relation to Well 1511’s observed production data.  
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Figure 34. Di Variation Analysis with b=1.0 
 
 It is apparent that the initial nominal decline rate values have a major impact on the 
curvature of the predictions.  As Di increases, the curve is pulled toward the origin.  For 
example, with Well 1511, the hyperbolic decline curve shifts towards the plot origin as Di 
increases from 0.05 to 0.3.  For this data, it results in a better observed match as shown in Figure 
34.  Now, if b was altered and changed to 1.2, and Di varied between the same range, the 
resulting production profiles of each association are altered.  The production profiles when b is 
controlled at 1.2 is shown below by Figure 35. 
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Figure 35. Di Variation Analysis with b=1.2 
 
 The production profiles shown in Figure 34 compared to Figure 35 are much different.  
With b fixed at 1.0, the initial decline of the well was matched better with a Di value of 0.3, 
while when b is set at 1.2, the initial decline of the well would match better with Di set greater 
than 0.3.  Increasing the b value by 0.2 altered each Di production profile, specifically how the 
production profile fits the initial decline.  Regardless of what value b is held at, the initial 
nominal decline rate impacts the initial steepness of the decline curve, which proves to be vital in 
early-life production profiles.  When Di is improperly chosen – too small to account for the 
entirety of the initial decline – potential overestimation in early-life production profiles may 
result.  Thus, in the short-term, overestimation in predicted production may result.  Alternatively, 
if Di is too large, then underestimation may be a concern.  This notion will be expanded on in 
section 3.3. 
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 Furthermore, as showcased by the Di=0.1 line in Figure 34 and Figure 35, improper Di 
selection may not only reflect overestimation in early-life production profiles but also in late-life 
production profiles as the decline curve appears to flatten over time.  To determine any long-term 
implications Di may have, the same production percent difference analysis was performed.  
Again, at a percent difference value of 0.1%, the generated hyperbolic production is presumed 
horizontal.  By setting the hyperbolic exponent at 1.0 and varying Di values – 0.05, 0.1, 0.15, 
0.2, 0.25, and 0.3 – Di’s impact on long-term production profiles can be tested.  The date 
associated with a percent difference of 0.1%, EUR, production rate, and associated mismatch for 
Well 1511’s Di long-term impact analysis is shown in Table 4. 









1.0 0.05 11/1/2086 120.32 
                          
279,734  
                  
189,352  
1.0 0.1 9/1/2087 60.16 
                          
185,823  
                    
90,368  
1.0 0.15 12/1/2087 40.12 
                          
153,155  
                    
51,183  
1.0 0.2 2/1/2088 30.08 
                          
136,578  
                    
33,562  
1.0 0.25 3/1/2088 24.06 
                          
126,538  
                    
25,685  
1.0 0.3 4/1/2088 20.05 
                          
119,816  
                    
23,566  
 
 Several conclusions regarding Di’s overall and long-term impact on the hyperbolic 
decline curve can be made.  As Di increases, the associated mismatch between the observed 
production data and predicted production data decreases.  This results in low initial nominal 
decline rate values that cause poor matching ability in early- and late-life production profiles.  
Thus, a low associated Di value – with respect to the hyperbolic exponent’s value – that poorly 
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fits the true initial decline of the well can severely cause overestimation in long-term decline 
curve prediction.   
 Continuing, Di values close to 0.25 and 0.3 best match the initial decline of the well, 
which in turn, helps control early-life production profile overestimation.  Consequently, since the 
b value for this analysis is fixed at 1.0, the Di value of 0.3 best matches the observed production.  
If the b value was fixed at a value greater less than 1.0, the associated Di that results in the best 
match would reflect accordingly.   
 Lastly, Di does not impact when the late-life production profiles go horizontal.  The dates 
at which the production percent difference threshold reaches 0.1% are all within a two-year 
range.  For all combinations of b and Di tested, no significant change from combination to 
combination is present.  As Di increases, the dates do not significantly vary.  In all, this proves 
that Di has no impact on late-life production profiles for the hyperbolic decline curve method. 
3.3. Relationship Overview of the Hyperbolic Parameters 
As demonstrated in sections 3.1 and 3.2, both b and Di play a major role in the response 
of the hyperbolic decline curve – Di controlling the initial decline and b controlling its curvature.  
The initial nominal decline rate influences early-time production profiles, whereas the hyperbolic 
exponent impacts both early-time and late-time production profiles.  Finding the correct 
association of b and Di with respect to matching the observed production is necessary as 
demonstrated by Figure 29 and Figure 32 for changing b and Di values, respectively.  The 
accuracy of the hyperbolic decline curve is a function of the b and Di association.  If b is 
improperly fixed at a single value, issues in estimating both early-time and late-time production 
may ensue.  If Di is generally fixed at a single value, issues in early-time production may ensue.  
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Thus, there is a need for optimization techniques to provide the best initial decline and long-term 
production matches with the observed production. 
3.3.1. Least Squares Hyperbolic Parameter Optimization of Well 1511 
 As discussed in Methodology, the regression model built to evaluate the Bakken and 
Barnett applies the method of least squares to determine hyperbolic parameter values.  To better 
understand the relationship between b and Di, analysis of Well 1511 using the regression model 
is performed. Aiming to shed light on the characteristic response of Di with respect to varying b, 
three cases with different b values – 0.5, 1.2, and 2.0 – will be evaluated with the associated 
model-determined Di value – by method of least squares (Table 5). 
Table 5. Analysis of Different Fixed b with Proper Di Association Cases 
 
Case b Di Mismatch 30-Year EUR (bbls) 
A 0.5 0.1601 43,168 88,098 
B 1.2 0.3821 19,243 105,817 
C 2.0 1.6784 20,431 122,407 
 
 As determined by the method of least squares, Di rapidly increases with respect to 
increasing b.  Though necessary, this rapid increase in Di can induce unrealistic predictions of 
the observed data.  Comparing the mismatch when b is equal to 1.2 and 2.0, it appears that both 
cases do an adequate job reducing the mismatch between the predicted and observed production.  
However, significant consequences arise when implementing a high magnitude b value.  Each of 
the three instances are evaluated with respect to their ability to fit the observed production. 
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3.3.1.1. Case A: b=0.5 
 To start, the smaller the b value, the more likely an exponential decline will ensue.  Per 
Arps’ theory, a b value of 0 reflects steep, exponential decline.  When b is set at a low value, Di 
does not need to be large as b accounts for a portion of the decline.  With that said, a b value of 
0.5 struggles to predict both the initial decline and the long-term observed production.  This 
notion is distinguished by the high mismatch value – 43,168 – and concretely showcased by its 
reflected production profile shown in Figure 36. 
 







3.3.1.2. Case B: b=1.2 
 By expressing b as a more realistic value – 1.2 – better early-time and late-time 
predictions ensue as shown in Figure 37. 
 
Figure 37. Comparison of Predicted vs. Observed Production for Case B 
 
 With a Di value determined to be 0.38, the associated hyperbolic decline curve suitably 
matches the initial decline.  Though it appears to slightly over predict, the first four years are 
sufficiently matched.  The long-term observed production is satisfactorily matched.  For this 
well, a moderate hyperbolic exponent value precisely and accurately forecasts the extent of the 
observed production without majorly over predicting early- and late-time production.  A 
mismatch value of 19,243 agrees with this notion. 
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3.3.1.3. Case C: b=2.0 
 Lastly, by setting b as a large value of 2.0, it is apparent that the initial decline is severely 
under predicted.  To account for such a high b value, Di must be large (1.68), which tends to 
overcompensate the initial decline and allow the b-induced curvature effects to impact late-time 
production profiles as shown in Figure 38. 
 
Figure 38. Comparison of Predicted vs. Observed Production for Case C 
 
 The b and Di association for the above figure is extreme but yields a low mismatch: 
20,431.  However, the larger the b value, the more pronounced the curvature effects – the sooner 
the slope of the decline curve approaches zero.  This induces a major effect on EUR predictions.  
For example, the long-term decline when setting a b value at 2.0 is very unrealistic.  This results 
in a large EUR.  Overall, the associated decline curve severely underestimates the early-time 
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observed production due to a high Di value and appears to overestimate late-time observed 
production due to a high b value. 
 The concluded results from each case reflect Well 1511’s observed production.  For the 
Bakken and Barnett, each well’s production history is unique.  A culmination of factors project a 
well’s production profile, and thus, no well is the same. Using the regression model and its least 
squares optimization function, hyperbolic parameter associations will be discovered on a large 
scale for both the Bakken and Barnett, providing an understanding of proper parameter settings 
and proper procedures that best predict long-term production. 
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4. Quantitative Analysis of Hyperbolic Method for Unconventional 
Reservoirs 
Now that there is a clear understanding of the hyperbolic decline curve method, its 
associated parameters, and the impacts these parameters have on the shape and predictability of 
the hyperbolic decline curve, the Bakken and Barnett can both be analyzed.  Using the regression 
model outlined in Chapter 2, Methodology, the near 700 Bakken oil wells and 1,800 Barnett gas 
wells can be evaluated and statistically correlated with respect to hyperbolic parameter settings.  
Each well set provides enough data for validation of the long-term effects that hyperbolic 
parameters have on unconventional reservoirs.  Through this, the study objectives can be 
explored thoroughly and extensively across each data set. 
4.1. Results Considerations: Distribution and Variance 
Before analyzing each basin, it is important to address the distribution of resulting values.  
The results, to be discussed, represent basin-specific averages across all wells in the data set.  
The average values are representative of the basin; however, there is an underlying variance 
associated with the average values produced from the statistical analysis.  The variance 
exemplifies the error that remains around each calculated average.  To examine the potential 
variance from well to well, box and whisker plots were constructed and evaluated.  Although 
there is clear variance across all wells, the shape of most wells’ SRSS mismatch profiles – Fixed 
b analysis – follow the shape of the basin-average curve.  Figure 39 is an example of a box and 
whisker plot of the SRSS all measured data mismatch from the Bakken well set, with a matching 
duration of 6 months. 
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Figure 39. Box and Whisker Distribution for All Measured Data Mismatch for 6 Months Matching Duration 
(Bakken Data Set) 
 
 Each well consists of different amounts of production data, ranging from 10-15 years.  
Wells with longer durations of production data may exhibit larger SRSS all measured data 
mismatches.  Not only could this have an effect on the cumulative average results, but it could 
have an effect on the deviation associated with the average.  To explore this potential issue, the 
results shown in Figure 39 are normalized by dividing by each well’s number of data points.  
This is shown in Figure 40.   
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Figure 40. Box and Whisker Distribution for Normalized All Measured Data Mismatch for 6 Months 
Matching Duration (Bakken Data Set) 
 
 In comparison to Figure 39, the normalized SRSS mismatch exhibits similarity in shape.  
The shape reflects which hyperbolic exponents yield lower or higher SRSS mismatches.  The 
box and whisker plots, Figure 39 and Figure 40, have distinct shapes that closely align to the 
average shapes of each shown below in Figure 41. 
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Figure 41. Comparison of Regular vs. Normalized Average SRSS All Measured Data Mismatch for 6 Month 
Matching Duration (Bakken Data Set) 
 
 The reduction of deviation and error through data set filtration sufficiently accounted for 
a significant amount of uncertainty present within the data.  Though the resulting averages 
comprise of a huge range of uncertainty, the application of averaging to the results is acceptable 
as the shapes of each well – box and whisker distributions – align closely with the basin-average 
of all wells.  The shapes of the curves presented across the quantitative analysis performed for 
the Bakken and Barnett are examined in the subsequent sections. 
4.2. Bakken Petroleum System Evaluation 
After conducting the research and running the least squares driven, hyperbolic decline 
model on the Bakken data set – containing 694 wells – several findings and anomalies pertaining 
to the study objectives surfaced.  The Pearson correlation coefficient, matching ability, and b and 
Di relationships linked to the Bakken data set are of focus for this evaluation. 
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4.2.1. Pearson Correlation Coefficient 
 The Pearson correlation coefficient measures the ability of the model to fit the observed 
production data.  Through this analysis, it was found that the model matches the observed 
Bakken oil production well set data very well, regardless of matching duration.  Distribution of 
the well set’s Pearson correlation coefficient with respect to matching duration is shown below 
by Figure 42 and Figure 43.  Note, these distributions show the model’s ability to fit the 
specified extent of each well. 
 As the matching duration increases, the correlation between the two data sets for each 
well increases.  This is shown by the increase in accumulation of high Pearson correlation 
coefficient values over time.  Early matching durations are often difficult to match and find 
adequate b and Di associations due to steep drawdown of the observed production rate.  Wells 
are prone to experience variation in early-life production due to unstable well rates.  As a well’s 
production history increases, better b and Di associations are produced by the regression model.  
Also, an increase in production history, with increasing matching durations, result in an increase 
in well data points.  In other words, if three years of production data is matched, then 36 data 
points are evaluated by the internal Pearson correlation coefficient formula in Python.  In turn, 
the increase in data – less production variation as matching duration increases – results in better 
model fitting ability.   
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Figure 43. Bakken Data Set Distribution of Pearson Correlation Coefficients for All Year Duration 
 
 The average of the Pearson correlation coefficients across all wells in the Bakken data 
set, with respect to fixed b values, were calculated.  From this, relationships between the Pearson 
correlation coefficient, matching duration, and hyperbolic exponent can be deduced.  Figure 44 
and Figure 45 show two visualizations of the same analysis. 
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Figure 44. Average Pearson Correlation Coefficient With Respect to Each Matching Duration for the Bakken 
 
 
Figure 45. Concentrated Average Pearson Correlation Coefficient With Respect to Each Matching Duration 
for the Bakken 
 
Regardless of the matching duration, the regression model on average matches the 
observed production well, placing it in the strong correlation category.  Small matching durations 
– 6 months and 1 year – result in “low” correlation coefficients compared to matching durations 
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exceeding 2 years, where correlation coefficients range from 0.85 to 0.87.  These outcomes for 
small matching durations are most likely due to the characteristic, steep, early-life production 
profiles present across the Bakken oil well set.  Overall, as the matching duration increases, there 
is an increase in correlation coefficient, which implies that the method of least squares does an 
adequate job predicting observed production through determination of the hyperbolic parameters. 
Due to correlation coefficients primarily hovering between 0.8 and 0.9, it can be 
confirmed that the model’s fitting ability with respect to matching duration is roughly 80% to 
90%.  When extrapolated for each well’s full production history, the model’s fitting ability is 
87% to 88%.  This is shown in Figure 46 and Figure 47. 
 
Figure 46. Average Pearson Correlation Coefficient across All Measured Data With Respect to Each 




Figure 47. Concentrated Average Pearson Correlation Coefficient across All Measured Bakken Data With 
Respect to Each Matching Duration 
 
4.2.2. Matching Ability 
Since the model effectively matches – 80% to 90% effective – and fits the Bakken well 
set’s production data, the implications of b on matching ability can be discovered through three 
SRSS mismatch values: training set-specific, all measured data, and testing set-specific.  Each of 
the three SRSS mismatches shed light on different aspects of the production profile with respect 
to subsequent matching durations.  For each matching duration, the Best Fit and Fixed b analyses 
are performed to determine which b value setting best associates with a minimal SRSS mismatch 
value. 
From the Best Fit analysis, no quantitative results signified a correlation between b and 
SRSS mismatch across all wells in the data set.  Since no single well is the same, the associated b 
and Di values determined by the model did not express a relationship as shown by Figure 48. 
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Figure 48. All Bakken Data Best Fit Analysis: SRSS Mismatch vs. b 
 
 Therefore, to evaluate the hyperbolic exponent and what hyperbolic exponent setting 
yields the lowest SRSS mismatches between the predicted and observed data, the Fixed b case 
will be analyzed.   
4.2.2.1. Training Set SRSS Mismatch 
By initiating the Fixed b analysis – controlling b and optimizing Di – a range of b values 
can be determined across all wells that best fit the focused training set.  Figure 49 displays the 
impact that different, fixed b values have on associated training set matching ability.   
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Figure 49. Average Training Set SRSS Mismatch with Respect to Each Matching Duration for the Bakken 
Data Set 
 
Here, as the mismatch duration increases, the SRSS mismatch increases.  This is expected 
as increasing matching duration results in an increase in the number of data points evaluated.  It 
is apparent that the troughs of each matching duration appears to align with b ranges of 1.0 to 
1.1.  When b values range between 1.0 and 1.1, better predictions result compared to values 
outside of this range.   
With respect to the Best Fit analysis – optimally determining both b and Di – it is likely 
that early matching durations – 6 months to 2 years – do not institute b values within this range.  
Recall, early-life production profiles are characterized by steep declines due to prevalence of 
fracture-dominated flow.  The observed production curve break, as shown in Figure 50, occurs 
between 12 and 24 months.   
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Figure 50. Location of Observed Production Curve Break/Heel Profile (Bakken Well) 
 
The curve break’s adjacent production, showing the decline rate change from steep to 
gradual, is called the heel profile of the decline curve.  Prior to the curve break, observed 
production levels decline at a very high rate.  Following this curve break, observed production 
levels gradually decline over time.  By finding b and Di values associated with mainly fracture-
dominated flow – prior to curve-break – it can be challenging to predict long-term observed 
production as matrix-dominated flow does not prevail in early-life production.  Best Fit and 
Fixed b analyses will be compared in the subsequent section when the training set optimization 
results are extrapolated across all measured data.  From this, information can be drawn regarding 
the amount of time necessary for a Best Fit analysis to predict accurate hyperbolic parameters 
that potentially best consider both fracture-dominated and matrix-dominated flow.  Overall, 
selecting a b value ranging from 1.0 to 1.1 will result in reasonable, training set mismatches, 
whereas using a b value outside of this range would result in less precise mismatches. 
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4.2.2.2. All Measured Data SRSS Mismatch 
By correlating the curve troughs or minimums produced the Fixed b analysis of the 
Bakken data set, a similar range of b values that produced reasonable SRSS mismatches for all 
measured data was yielded: 1.0 to 1.1.  In other words, b values selected within this range will 
produce suitable production predictions for all available data.  The Fixed b case evaluation with 
respect to matching duration is shown in Figure 51. 
 
Figure 51. Average All Measured Data Fixed b SRSS Mismatch with Respect to Altering Matching Durations 
for the Bakken 
 
Continuing, the comparison of SRSS mismatches between both evaluation cases provides 
information regarding the amount of production data necessary to have confidence in a model to 
accurately determine b and Di values for given observed production.  In other words, by taking 
the difference between the Best Fit and Fixed b SRSS mismatch values – as demonstrated by 
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Equation 10 and Figure 52 – the length of time a well must be producing prior to employing a 
model to choose proper b and Di values can be drawn. 
       𝑀𝑖𝑠𝑚𝑎𝑡𝑐ℎ 𝐷𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒 = (𝐵𝑒𝑠𝑡 𝐹𝑖𝑡 𝑆𝑅𝑆𝑆 𝑀𝑖𝑠𝑚𝑎𝑡𝑐ℎ − 𝐹𝑖𝑥𝑒𝑑 𝑏 𝑆𝑅𝑆𝑆 𝑀𝑖𝑠𝑚𝑎𝑡𝑐ℎ)    (10) 
 
Figure 52. Visual Demonstration of Equation 10 
 
By subtracting the Best Fit and Fixed b SRSS mismatch values, the relationship between 
both analyses can be quantified using the b value axis.  The comparison between Best Fit and 
Fixed b case evaluations with respect to matching duration for the Bakken is shown in Figure 53.   
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Figure 53. Average Difference Between Best Fit and Fixed b SRSS Mismatches with Respect to Altering 
Matching Durations for the Bakken 
 
The importance of Figure 53 stems from each curve’s peak and its relation to the x-axis – 
b-value axis.  If the curve peaks are above the b-axis, the SRSS mismatch determined through 
the Fixed b analysis is better than the Best Fit analysis.  If the curve peaks are below the b-axis, 
the SRSS mismatch determined through the Best Fit analysis is better than the Fixed b analysis, 
which in turn deems that the model-determined hyperbolic parameters best predict the observed 
production.   Initially, it is apparent that the Fixed b analysis provides better SRSS mismatches 
across all historical production data for the following matching durations: 6 months, 1 year, and 
2 years.  Through a closer look – Figure 54 – it is clear that the Fixed b analysis, also, signifies 
better SRSS mismatches for 3 year matching durations.   
80 
 
Figure 54. b-Value Axis Focus for Average All Measured Data SRSS Mismatch Difference between Best Fit 
and Fixed b Analyses for the Bakken 
 
The 4 year matching duration, however, appears to peak closest to the b-value axis.  
Though the b-value axis falls between the 3 year and 4 year matching durations, better matches 
are found with higher production history lengths.  Therefore, roughly 4 years of production data 
is necessary before the model can accurately determine values for b and Di that adequately 
predict observed production.  Prior to having 4 years of production data, setting b at a value 
between 1.0 and 1.1, while allowing the model to determine its associated Di, will exhibit fair 
predictions.  After 4 years of historical production data is available, the prediction ability for the 
extent of a well using Best Fit parameter values is sufficient.  Overall, when correlating the peaks 
of each generated polynomial – as in Figure 51 – the most accurate range of b values falls 
between 1.0 and 1.1 across each matching duration. 
b-value axis 
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4.2.2.3. Testing Set SRSS Mismatch 
The last SRSS mismatch of focus aims to validate b values using a testing set – last 5 
years of observed production data.  Figure 55 – comparison of Best Fit and Fixed b analyses – 
demonstrates the need for more data to best match the last 5 years of a wells production or long-
term production.  Intuitively, longer matching durations improve long-term predictions. 
 
Figure 55. Average Testing Set SRSS Mismatch Difference between Best Fit and Fixed b Analyses for the 
Bakken 
  
 It appears that the peaks of each matching duration align at b values ranging from 0.9 to 
1.1.  This range partially overlaps with the b value results from the other two SRSS mismatches: 
training set-specific and all measured data.  From Figure 55, there is a noticeable difference 
between the following matching duration curves: 3 years and 4 years.  It is approximately 3 
times the difference between a 4-year mismatch duration and a 5-year mismatch duration.  Here, 
it can be inferred that 4 years of production data is necessary prior to employing a Best Fit 
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analysis.  Prior to 4 years of historical production data, there is significant uncertainty in the 
model’s ability to generate accurate, long-term predictions.  However, it is possible that only 3 
years of production data is necessary.  The reduction between SRSS mismatch differences of 2 
and 3 years is large, and the average and median b values from the Best Fit analysis – shown in 
Figure 56 – are within the 0.9 to 1.1 range.  Overall, with more data, better long-term 
mismatches will ensue as the optimal b value can be employed into the system.  Based solely on 
Figure 55, approximately 6 or 7 years of production data would be necessary to yield an SRSS 
mismatch using Best Fit parameters that is best for long-term predictions.  Alternatively, after 
roughly 4 years, the optimal, higher b value should be used to cultivate all production data, 
especially the initial decline.  Therefore, it is suggested that Fixed b analysis methods are used 
prior to 4 years of observed well production. 
 Regardless of the duration of data present, b values ranging from 0.9 to 1.1 provide the 
best long-term production forecasts, on average, for the Bakken Petroleum System with respect 
to the observed production.  This range of values, however, may not apply to all wells in the 
Bakken Petroleum System.  Values of b outside of this range may reflect better results but using 
this range will provide assurance in production forecasts for the well prior to the historical 
production reaching 4 years.  Overall, the Bakken Petroleum System, on average, improves its 
matching ability with increasing production data and through b values ranging between 0.9  
and 1.1.   
4.2.3. b and Di Relationships 
From the previous section, it is clear that there is a definite range of b values that best 
match historical production data.  The initial nominal decline rate – optimally determined in both 
analyses – drastically changed with increasing hyperbolic exponents and increasing matching 
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duration.  In this section, the hyperbolic parameters, their implications, and Bakken-specific 
relationships between the parameters will be examined. 
Using the regression model, the average and median values of b and Di for the Best Fit 
analysis are shown below in Figure 56 and Figure 57.  
 
Figure 56. Bakken Average and Median Value of b for Each Matching Duration 
 
 
Figure 57. Bakken Average and Median Value of Di for Each Matching Duration 
 
 On average, there is an apparent increase in b and Di with increasing matching duration. 
The mean and median of b vary to a greater extent in earlier matching duration.  When only 6 
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months of production data are present, b is driven to 0 to best match the initial decline, which 
exhibits exponential behavior as shown in Figure 58.   
 
Figure 58. Production Profile's Initial Decline's Exponential Decline Behavior (Bakken Well) 
 
 The steep decline in production is due to fracture-dominated flow prevalence.  Early on 
in the life of an unconventional well, production rapidly declines as reservoir fluids are produced 
mostly from the system-induced fractures.  As demonstrated by high SRSS mismatch values for 
all measured data – section 4.2.1.2 – small matching durations cause b and Di associations to 
severely underestimate post curve break production.  Moving on, as matching duration increases 
across the 1 year, 2 year, and 3 year matching durations, significant increases in the Best Fit 
analyses’ mean and median b values are present, whereas across longer matching durations, the 
increase in b from one matching duration to the next is minor.  Though Di does not increase as 
rapidly across early matching durations, Di does increase proportionally across all matching 
durations.   
Exponential Decline 
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 To better understand the interactions between b and Di for the Bakken data set, the Fixed 
b evaluation case was employed by the regression model.  As initially expected, the Fixed b 
analysis showed the relative change in Di as b incrementally increased.  Di rapidly changed with 
increasing matching durations due to the associated increase in b within these matching 
durations.  As matching duration increased, Di’s increase with respect to increasing b changed 
from a linear increase to a non-linear exponential increase.  This is shown below in Figure 59. 
 
Figure 59. Progression of Di With Respect to Different Matching Durations for the Bakken 
 
Recall, the hyperbolic exponent within Arps’ Theory aims to adjust and model the 
curvature of the subsequent decline curve, whereas Di accounts for the initial nominal decline 
rate or steepness of the initial decline.  Not only does Di look to account for the initial nominal 
decline, but it looks to counter any extreme curvature-induced effects of b.  In other words, Di 
increases with increasing b values to pull the decline curve back to help maintain steepness and 
reduce effects of a larger b value as shown in Chapter 3.  As matching duration increases, Di 
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must increase in a nonlinear fashion as the effects of large b values demand rationalization.  To 
validate this notion, the percent difference across the incremental b values is referenced in Figure 
60 (i.e., percent difference from a b value of 0.5 to 0.6, 0.6 to 0.7, etc.).   
 
Figure 60. Percent Difference of Di With Respect to Different Matching Durations for the Bakken 
 
Within each duration the percent difference is very similar except for the “all years” 
matching duration, which shows an increasing percent difference in Di with increasing b values.  
The percent difference for “all years” increases from 8% to 10% as b incrementally changes 
from 0.5 to 1.5.  Again, this confirms that the larger the b value, the larger Di needs to be in 
order to counter significant early-time overestimation.  This underlying relationship, shown in 
Figure 61, is further revealed when looking at the SRSS difference in Di over time. 
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Figure 61. Difference of Di With Respect to Different Matching Durations for the Bakken 
 
 With an increase in b, regardless of the matching duration, there is an increase in Di.  
With an increase in matching duration, there is an increase in Di.  As duration increases, the 
curve complexity for each well increases, which induces a positive effect on b.  This increase in 
duration, thus, results in a natural increase in b.  As mentioned, the relationship between b and Di 
can be explained through Di’s means to prevent potential early-time overestimation caused by 
large b values.  Thus, strides must be made to ensure both short-term and long-term production 
forecast accuracy – as shown in Chapter 3.   
4.3. Barnett Shale Evaluation 
Like that of the Bakken, the Barnett Shale’s least squares model evaluation of its 1,788 
well data set highlighted the study objectives through the Pearson correlation coefficient’s ability 
to demonstrate model fitting ability, the ensuing relationship between b and Di, and the SRSS 
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mismatch’s matching ability.  The Barnett Shale’s relationship to the hyperbolic method and its 
parameter characteristics in regard to long-term production forecast accuracy will be explored 
across the subsequent sections.  
4.3.1. Pearson Correlation Coefficient 
Similar to the Bakken, the regression model’s ability to predict production with respect to 
the observed production is satisfactory.  Regardless of matching duration, high Pearson 
correlation coefficients were yielded across the Barnett well set.  Figure 62 and Figure 63 
showcase the distribution of Pearson correlation coefficients for each matching duration. 
89 
 




Figure 63. Barnett Data Set Distribution of Pearson Correlation Coefficients for All Year Duration 
 
As matching duration increases, there is an apparent increase in high Pearson correlation 
coefficient population, reflecting strong correlation between predicted and observed production.  
This insinuates the following: as more data points are introduced into the system, better 
predictions across each matching duration is induced.  To summarize this notion, Figure 64 and 
Figure 65 show the averages across all matching durations with respect to fixed b values. 
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Figure 65. Concentrated Average Pearson Correlation Coefficient With Respect to Each Matching Duration 
for the Barnett Data Set 
 
Like the Bakken, as b increases with respect to matching duration, there is an apparent 
increase in Pearson correlation coefficients.  As the matching duration increases, there is a 
further increase in Pearson correlation coefficient value.  However, an anomaly arises with 
respect to the 6 month matching duration as it exhibits a slightly higher average Pearson 
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correlation coefficient across incremental b values.  This implies that better matches are yielded 
with only 6 months of production data versus 1 year.  A possible cause to this anomaly is that the 
first 6 months only characterizes the initial decline whereas the first year characterizes the initial 
decline and beginning of production profile heel.  Regardless, the correlation coefficients across 
all matching durations range between 0.89 and 0.942.  From this, it can be concluded that the 
model matches the observed production with precision.  Lastly, by extrapolating the Fixed b 
analysis for each matching duration across all measured production data, the average correlation 
coefficients seem to lie on top of each other – as shown by Figure 66 and Figure 67 – with values 
ranging between 0.93 and 0.942.   
 
Figure 66. Average Pearson Correlation Coefficient Across “All Measured Data” With Respect to Each 




Figure 67. Concentrated Average Pearson Correlation Coefficient Across All Measured Data With Respect to 
Each Matching Duration for the Barnett Data Set 
 
Like the Bakken, the Barnett possesses strong correlation between the regression model’s 
predicted production and the observed production for each well.  The model’s fitting ability 
across the Barnett well set is between 89% and 94%.  Overall, this accuracy in matching 
observed production validates the model’s matching ability for the Barnett. 
4.3.2. Matching Ability 
By employing different SRSS mismatch quantifications into the Barnett-specific 
regression model, the matching ability of the model with respect to an associated matching 
duration can be understood.  The three SRSS mismatch quantifications encompass early-time 
production profiles (training set), late-time production profiles (testing set), and SRSS 
production profiles (all measured data).  Like the Bakken, the evaluation of each SRSS mismatch 
was performed through Fixed b evaluations as no present relationship regarding Best Fit 
evaluations surfaced.  This is shown in Figure 68. 
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Figure 68. All Barnett Data Best Fit Analysis: SRSS Mismatch vs. b 
 
 Each of the three SRSS mismatch quantifications will be elaborated over the succeeding 
sections. 
4.3.2.1. Training Set SRSS Mismatch 
The matching ability for each training set duration is quantified through the SRSS 
mismatch of the observed and model-predicted production.  For each matching duration, Fixed b 
analysis fits hyperbolic decline curves to the observed production data.  Using an average for 
each duration and associated hyperbolic exponent value, the Fixed b SRSS mismatch can shed 
light on which parameter setting yields the best result for the specific duration.  Figure 69 below 
showcases the duration-specific SRSS mismatch.   
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Figure 69. Average Training Set SRSS Mismatch With Respect to Each matching Duration for the Barnett 
Data Set 
 
 It is clear that b values ranging from 1.1 to 1.2 yield the best results.  By correlating the 
troughs of each training set duration, it appears that with increasing duration, optimal b gradually 
increases from 1.1 to 1.2.  When matching all the data present, a b value of 1.2 – on average – 
provides the best overall SRSS mismatch.  Further, fixed b values ranging from 0.5 to 0.9 exhibit 
larger training set duration SRSS mismatches compared to fixed b values ranging from 1.0 to 
1.5.  Overall, with respect to each matching duration, setting the hyperbolic exponent between 
1.1 and 1.2 will yield realistic mismatches in comparison to b values outside of this range. 
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4.3.2.2. All Measured Data SRSS Mismatch 
With an understanding of which b values best yield training set SRSS mismatches, the 
associated b and Di values from the Fixed b evaluation is applied across all measured production 
data.  Figure 70 demonstrates the Fixed b case evaluation.   
 
Figure 70. Average All Measured Data SRSS Mismatch With Respect to Altering Matching Durations for the 
Barnett 
 
By correlating the peaks of each matching duration, it is concluded that b values ranging 
between 1.1 and 1.2 provide the best all measured data SRSS mismatches.  As the matching 
duration increases from 6 months to 5 years to all years, the difference between the curves 
decrease.  This relationship intensifies as matching duration increases.  To better understand how 
well the Fixed b SRSS mismatches yielded are compared to Best Fit SRSS mismatches for each 
matching duration, the SRSS mismatch difference between both cases is determined, as in the 




Figure 71. Average All Measured Data SRSS Mismatch Difference Between Best Fit and Fixed b Analyses for 
the Barnett 
 
As mentioned and further confirmed by Figure 71, increase in matching duration inflicts 
a decrease in the differences among curves.  This relationship among curves intensifies as the b-
axis in Figure 71 is approached.  Again, the b-axis signifies the threshold in which the fixed b 
value present on the b-axis – Fixed b analysis – doesn’t exhibit better SRSS mismatches in 
comparison to Best Fit analysis.  By this, the amount of production history necessary prior to 
having confidence in a regression model to choose appropriate b and Di values for a well is 
determined to be approximately 4 years.  If this amount of production history is not present, then 
a fixed b value between 1.1 and 1.2 and its associated optimal Di value should be used to 
accurately predict future production. 
b-value axis 
98 
4.3.2.3. Testing Set SRSS Mismatch 
With discoveries of which b value ranges best yield training set specific and all measured 
data SRSS mismatches, the most recent 5 years of production –testing set – for each well is 
evaluated.  By comparison of Best Fit and Fixed b analyses, b values that best reflect long-term 
production matching ability are determined and shown in Figure 72. 
 
Figure 72. Average Testing Set SRSS Mismatch Difference between Best Fit and Fixed b Analyses for the 
Barnett 
 
The peaks of most training set durations accumulate at the following fixed b value : 1.2.  
This b value closely aligns with that of both the training set and all measured data matching 
ability evaluations discussed in the previous sections.  Further, it appears that there is a drastic 
jump in SRSS mismatch difference from a matching duration of 2 years to 3 years to 4 years.  
This variation between the matching durations shows that the Best Fit analysis’ b values 
determined with only 2 years of data are not nearly as accurate as the Best Fit analysis’ b values 
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determined with 4 years of production.  Aside from that, approximately 4 years of production 
history is necessary to have confidence in a model to choose the hyperbolic parameters, b and Di, 
that reflect accurate, long-term predictions.  For the Barnett, b values between 1.1 and 1.2 ensure 
accurate predictions that match not only the entirety of a well’s observed production but the 
well’s most recent 5 years of production.  Unlike the Bakken, the Barnett requires larger b values 
in order to effectively match early-time and late-time historical production.  This is speculated to 
be due to differences in reservoir fluid between the Bakken and Barnett. 
4.3.3. b and Di Relationships 
The method of least squares effectively determined hyperbolic parameter values as the 
model’s ability to fit observed production was between 89% and 94% – with respect to each 
matching duration.  Like the Bakken, the Barnett exhibited very similar b and Di relationships.  
For the Best Fit analysis, the average and median values for the model-determined b and Di 
values range between 0 and 1.25 for b and 0.1 and 0.16 for Di.  The progression of b and Di with 
respect to matching duration is shown in Figure 73 and Figure 74. 
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Figure 73. Barnett Average and Median Value of b for Each Matching Duration 
 
 
Figure 74. Barnett Average and Median Value of Di for Each Matching Duration 
 
Both hyperbolic parameters determined through least squares minimization demonstrated 
a clear increase with increasing matching duration.  Due to the intricate relationship between b 
and Di – discussed in Chapter 3 – Di ranges, on average, between 0.1 and 0.16 across each 
matching duration as b manipulates the initial decline.  As mentioned for the Bakken, a matching 
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duration of 6 months exhibits an average b value of 0.  Per Arps’ Theory (1945), a b value of 0 
exhibits exponential decline, allowing Di to be minimized.  Though it matches the initial 6 
month decline well, it struggles to match the remaining data due to this decline.  Further, with 
increasing matching duration, the change in b decreases and approaches the average b value 
determined when matching all observed production data: 1.25.  Like the Bakken, b rapidly 
increases as production data increases across the first 3 years for the Barnett well set.  After the 
first 3 years, b gradually increases to account for the steady decline of production over time.  The 
more production data available, the larger the b value as its curvature-control mechanism 
attempts to fit long-term production.  Lastly, the average Di values associated with the Best Fit 
analysis appears to slowly and gradually increase over increasing matching durations.   
In Chapter 3, the relationship between b and Di was explored for a Bakken oil well.  
Recall, through the analysis of the Bakken oil well, it was concluded that Di is a function of the 
value of b.  To better understand these interactions for wells in the Barnett data set, Fixed b 
analysis using the regression model was employed.  As in the Bakken evaluation, the Fixed b 
analysis showed the relative increase in Di as b increases.  This is shown in Figure 75. 
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Figure 75. Progression of Di With Respect to Different Matching Durations for the Barnett 
 
The initial nominal decline rate tends to increase exponentially more as the matching 
duration increases.  In other words, the extent at which Di increases from one incremental b 
value to the next is drastically more in larger matching durations, as shown in Figure 76.  Since b 
increases with respect to matching duration, the associated Di value must increase to counter 
induced curvature effects from b.  To best fit observed production data, larger b values demand 
larger Di values. 
103 
 
Figure 76. Percent Difference of Di With Respect to Different Matching Durations for the Barnett 
 
 The percent difference of Di (Figure 76) as b increases from 0.5 to 1.5 tends to stay the 
same across within each associated matching duration.  As matching duration increases, the 
percent difference from one associated b value to the next increases.  Similar to the Bakken, the 
Barnett exhibits a Di percent difference increase of 8% to 10% as b incrementally increases.  
Overall, to accurately predict early-time observed production, an increase in Di with respect to 
an increase in b is necessary.  This notion is further exemplified in Figure 77, where only the 
difference in Di is evaluated. 
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Figure 77. Difference of Di With Respect to Different Matching Durations for the Barnett 
 
 As depicted in previous figures, Di increases with respect to matching duration, which in 
turn induces an increase in b.  The underlying relationships between b and Di for the Barnett are 
pivotal in understanding parameter setting procedures and hyperbolic parameter tendencies.  The 




The regression model – driven by least squares minimization of the predicted and 
observed production – was originally constructed to better understand proper hyperbolic 
parameter settings.  From this, information regarding the amount of historical production data 
necessary to institute hyperbolic parameter optimization for unconventional reservoirs, such as 
the Bakken and Barnett, was discovered.  Though the model – evaluated over 2,500 horizontal 
oil and gas wells – statistically justifies and validates these notions through the study questions 
outlined in the Study Objectives section, other important questions came to fruition: 
1) How do reservoir fluids impact long-term hyperbolic decline curve predictions?  How do 
the results vary from oil to gas? 
2) What do the results infer regarding flow regime changes – fracture-dominated versus 
matrix-dominated?  How do changing flow regimes impact proper hyperbolic method 
initiation? 
3) Can the hyperbolic method accurately predict long-term production, neglecting the need 
for a method switch as in the modified hyperbolic method? 
The ensuing subsections will answer the project study questions and questions above 
through summarization and comparison of the evidence discovered through hyperbolic parameter 




5.1. Study Question 1 
 How much production data is necessary in order to allow a regression tool to choose 
proper hyperbolic parameter settings?  If enough production data is not present, what 
parameters provide best long-term production forecasts? 
The primary study objective for the conducted research was to determine the amount of 
production data necessary to have confidence in a regression tool to optimally determine the 
hyperbolic exponent and initial nominal decline.  From this, a general procedure regarding best 
production forecasting practices was established. 
By implementing the Fixed b evaluation on the Bakken Petroleum System data set, three 
different b value parameter ranges were produced in reference to each of the three evaluation 
durations: training set duration, testing set duration, and all measured data. 
 
Figure 78. Summary of Optimal b Parameter Ranges for Each Evaluation Duration for Bakken 
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 Per Figure 78, the b values that produce the best matching duration production, long-term 
production, and all production predictions range between 0.9 and 1.1, where there is a significant 
overlap between all durations at b values between 1.0 and 1.1.  Overall, from the Fixed b 
analysis of the Bakken, b should be set within the mentioned range and Di should be optimally 
chosen according to b in order to produce accurate production predictions.  Continuing, from 
comparison of Best Fit and Fixed b hyperbolic parameter evaluations of the Bakken Petroleum 
System, the amount of production time necessary to have confidence in a regression tool to 
optimally determine b and Di is approximately 4 years.  In other words, if at least 4 years of 
historical production for a Bakken well is not present, then b should be controlled between 0.9 
and 1.1, and Di should be chosen optimally through a regression tool.  If at least 4 years of 
historical production for a Bakken well is present, then a regression tool will accurately predict 
future production by determining b and Di automatically. 
Following the same workflow as the Bakken, the Barnett yielded the following – shown 
in Figure 79 – hyperbolic exponent ranges for the three evaluation durations. 
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Figure 79. Summary of Optimal b Parameter Ranges for Each Evaluation Duration for Barnett 
 
 For each of the three evaluation durations, there is overlap at 1.2 for the hyperbolic 
exponent setting.  However, the implementation of b values between 1.1 and 1.2 will provide 
accurate early-time and late-time production predictions.  Continuing, like the Bakken, the 
minimum amount of production time necessary to have confidence in a regression tool to 
optimally determine b and Di is 4 years.  If a Barnett well does not have approximately 4 years 
of production data available, then b should be controlled between 1.1 and 1.2, with an associated 
Di value determined through the regression tool.  If approximately 4 years of production data is 
not available, then a regression tool used to determine optimal b and Di values will relay 
adequate, long-term production forecasts. 
5.1.1. Implications of Reservoir Fluids 
Since the Bakken and Barnett both presented different ranges for b with respect to 
prediction and long-term production forecasting ability, there is speculation that the difference in 
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reservoir fluid influences the hyperbolic exponent.  The Barnett produced a higher b value range 
that best fits long-term production in comparison to the Bakken.  In other words, gas is 
characteristic of a higher b value than oil.  Several reasons may contribute to this: 
1) Drive mechanisms 
2) Fluid properties 
3) Compressibility 
Oil production in the Bakken is supported by solution gas drive, whereas gas expansion 
dominates in the Barnett.  Expansion of gas in the reservoirs tie the compressibility and fluid 
properties together.  As a compressible fluid, gas fights pressure drop through expansion, causing 
a gas viscosity increase.  This increase in gas viscosity – as well as gas compressibility – may 
account for the higher b value due to the need for the production rate to flatten post curve break.  
Overall, it is speculated that the association between compressibility and fluid properties, such as 
viscosity, is causing the need for a higher hyperbolic exponent setting when forecasting gas 
production. 
5.2. Study Question 2 
 How does production history length influence the hyperbolic parameters? 
The amount of production history present has a significant impact on the hyperbolic 
parameters.  Both hyperbolic parameters impact each other in the following way: as b increases, 
Di increases.  This relationship is apparent as an increasing b value attempts to uplift the early-
time production profile, causing a need for an increase in Di to match the initial decline.  By 
evaluating the hyperbolic parameters across different matching durations for both the Bakken 
and Barnett well sets, it was determined that the value of b increases with respect to increasing 
matching durations, which in turn, induces an increase in Di.  The implications of production 
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history length and potential flow regime influences are discussed with respect to the hyperbolic 
exponent. 
5.2.1. Influence of Production History and Flow Regime Transition on b  
With 6 months to 1 year of production data, b values prominently ranged between 0 and 
0.5.  These b values exhibit exponential decline behavior and produce poor long-term predictions 
as shown in Figure 80.  This is likely due to early-time flow in fractures, where flow rate 
declines quickly.  Although reservoir fluids are produced in the matrix as well during this time, 
the sharp decline is characterized by significant reservoir fluid production from the system-
induced fractures.  By only matching production characterized by fracture-dominated flow 
prevalence, major over estimation may ensue. 
 




With 2 years to 4 years of production data, b values prominently ranged between 0.8 and 
1.0 according to the Best Fit analysis.  It was apparent that an increase in production data caused 
an increase in b.  This is due to the curve break, where production goes from steep decline to 
gradual decline.  The associated curve break potentially demonstrates the change in flow regime 
from fracture-dominated to matrix-dominated.  A comparison of production profiles for the 
following matching durations is shown in Figure 81: 2 years, 3 years, and 4 years. 
 
Figure 81. Comparison of Best Fit Decline Curves for Varying Matching Durations between 2 and 4 Years 
 
With 5 years or more of production data, b values ranged between 1.0 and 1.3 by the Best 
Fit analysis.  It is possible that b is increasing with increasing matrix-dominated flow production.  
As discussed in the previous section, approximately 4 years of production is necessary to have 
confidence in a model to determine appropriate b and Di associations that predict long-term 
production.  Tying in potential flow regime changes, it is possible that 2 to 3 years of production, 
post curve break – assuming the curve break occurs within the first 2 years –is necessary to 
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accurately predict long-term production.  To summarize, potentially 2 to 3 years of matrix-
dominated flow production is necessary to accurately predict long-term production.  Due to the 
nature of the hyperbolic method, increasing observed production causes an increase in matrix-
dominated production time.  This increases hyperbolic parameter values, ultimately, yielding 
better, long-term predictions. 
5.3. Study Question 3 
 How does the hyperbolic exponent and initial nominal decline rate impact production 
profiles? 
This study question addresses the impact that the hyperbolic exponent and initial nominal 
decline rate have on predicted production profiles.  Three different hyperbolic parameter 
sensitivity analyses were performed in order to demonstrate their influences: fixed b with 
varying Di, fixed Di with varying b, and fixed b with proper associated Di.  The significant 
evidence and results from the three analyses are discussed in the proceeding sections. 
5.3.1. Fixed b with Varying Di Analysis 
Six different associations of b – fixed at 1.0 and 1.2 – and Di were inserted into the 
hyperbolic method equation and compared.  The initial nominal decline impacts early-life 
hyperbolic predictions.  When Di is set at a relatively small value, the initial observed production 
decline is not matched with the hyperbolic decline curve prediction.  If the initial decline is set at 
values relatively too large – with respect to the hyperbolic exponent setting – exponential decline 
can be expressed, causing poor late-life predictions.  Improper Di settings cause inaccurate 
estimation of the observed production’s heel profile.   If not correctly accounted for, improper Di 
values can be catastrophic for early-life production profiles and indirectly cause concern in late-
113 
life production profiles.  Overall, the initial nominal decline rate directly impacts early-life 
production profiles and indirectly impacts late-life production profiles. 
5.3.2. Fixed Di with Varying b Analysis 
Similar to the previous analysis, six different b and Di associations were introduced to the 
hyperbolic method equation.  Rather than controlling b, this analysis fixed Di at 0.25 and 0.3, 
with b ranging from 0.5 and 2.0.  The hyperbolic exponent intends to control the shape and 
curvature of the hyperbolic method decline curve profile; however, b can induce a direct impact 
on both early-life and late-life production profiles.  When b is set at low values, such as 0.5 or 
0.8, the impact reflects directly on early-life production profiles.  The lower the b value, the more 
likely the initial decline will exhibit steep, near-exponential decline.  This, in turn, might 
accurately match the early-time production but will immensely underestimate late-life 
production.  On the contrary, when b is set at relatively large values, such as 1.5 or 2.0, the 
curvature effects of the hyperbolic exponent counter the initial decline efforts of Di, causing 
severe early-time overestimation.  The higher the b value, with respect to Di, the quicker the 
hyperbolic decline curve will flatten, causing potential overestimation in late-life production 
profiles.  In other words, when a relatively large b value is instituted into the hyperbolic method, 
a “zero slope effect” may result.  For instance, as determined by the Barnett evaluation, a b value 
between 1.1 and 1.2 provides accurate prediction of “long-term” production – 10 to 15 years of 
total production.  As demonstrated in Table 3, b values between 1.1 and 1.2 may characterize 
flattening after 70 to 85 years of production.  This is a concern as overestimation in reserves may 
ensue.   
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5.3.2.1. Application of Modified Hyperbolic Method 
To account for potential reserve overestimation, the modified hyperbolic method – 
inducing a switch from hyperbolic to exponential – is often applied.  As discussed in Section 
1.2.3.2, the decline curve method change from hyperbolic to exponential is initiated at a 
predetermined minimum decline rate.  This method switch aims to eliminate any extreme 
overestimation – due to decline curve flattening – associated with the hyperbolic method.  The 
hyperbolic method, however, can predict accurate long-term production without the need for a 
method switch.  No unconventional oil and gas well – with adequate completions – has been 
producing longer than 20 years, eliminating the ability to test the accuracy of the method switch.  
Regardless of whether the hyperbolic or modified hyperbolic method is implemented, the 
hyperbolic exponent’s curve-implications considerably impact both early-life and late-life 
production profiles.   
5.3.3. Fixed b with Proper Associated Di 
The implications that b has on the hyperbolic decline curve predictions are much greater 
than that of Di.  Though initial nominal decline rate is very important in early-life predictions, it 
is more important that the curve-effects of the hyperbolic exponent are accounted for.  Through 
controlling b and optimizing Di, three major observations were made: 
1) As b increases, Di increases due to the initial curve uplift induced by larger b values. 
2) Small b values, when paired with the appropriate Di value, significantly 
underestimate long-term production due to minimized “zero slope effects”. 
3) Large b values, when paired with the appropriate Di value, appear to match long-term 
production, but due to “zero slope effects”, significant overestimation is prone to 
occur over time. 
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The hyperbolic exponent and initial nominal decline rate significantly impact each other.  
The hyperbolic exponent acts as the driving force in the hyperbolic method, but Di can 
significantly induce favorable and unfavorable consequences.  Since each well is different – 
production type, history, and tendencies – there is variability in proper b and Di associations 
from well to well.  Overall, a balancing act between the hyperbolic exponents is necessary in 


















The need for accurate reserve estimation is pertinent to preserve the longevity of a 
company.  In industry, accurately reporting reserves for unconventional reservoirs has been 
challenging due to complex transport mechanisms and fracture networks.  Several methods, such 
as PLE, EEDCA, and Duong, have been conceived to model unconventional oil and gas 
production, but they have been adopted by industry, which mostly uses the hyperbolic or 
modified hyperbolic method.  Therefore, the hyperbolic method was evaluated.   
In this study, a regression analysis model was employed across ~700 Bakken oil wells 
and ~1800 Barnett gas wells with production start dates ranging between January 1, 2005 and 
January 1, 2010.  Using the method of least squares, the regression model aimed to answer and 
do the following:  (1) with respect to reservoir fluid, establish proper hyperbolic parameter 
setting procedures that best inflict accurate, long-term production forecasts, (2) demonstrate the 
effects of matching different extents of production data has on long-term production forecast 
accuracy, and (3) understand the implications that hyperbolic decline curve parameters – b and 
Di – have on production profiles and the underlying relationships between the hyperbolic 
parameters.  The conclusions discovered from the analysis of the hyperbolic parameters and the 
evaluation of the Bakken and Barnett are listed below: 
1) To accurately forecast unconventional Bakken oil production through model 
optimization of the hyperbolic parameters, at least 4 years of production history must 
be available.  If 4 years of production history is not available, then the hyperbolic 
exponent should be set between 0.9 and 1.1 and the initial nominal decline rate should 
be optimally determined in accordance to the amount of production history available 
and associated b value setting.  If 4 years of production history is available, then both 
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the hyperbolic exponent and initial nominal decline rate should be optimally 
determined by a model. 
2) Four years of production history must be available to accurately forecast 
unconventional Barnett gas production through hyperbolic parameter optimization.  If 
4 years of production history is not available, then the hyperbolic exponent should be 
set between 1.1 and 1.2 and the initial nominal decline rate should be optimally 
determined in accordance to the amount of production history available and 
associated b value setting.  If 4 years of production history is available, then both the 
hyperbolic exponent and initial nominal decline rate should be optimally determined 
by a model. 
3) Differing amounts of production history drastically effects long-term production 
forecast accuracy.  Aside from the procedures outlined in points (1) and (2), if there is 
very little production history – less than 4 years – available, inaccurate long-term 
production forecasts might ensue.  Unconventional production profiles exhibit a curve 
break within the first 1-2 years.  At this curve break, the decline of observed 
production changes from steep to gradual.  Here, it is speculated that this is the 
transition point between fracture-dominated flow and matrix-dominated flow.  
Though this flow regime notion is unproven, approximately 2-3 years of production 
post curve break – to accommodate matrix-dominated production – is necessary to 
avoid severe underestimation in the long-term.   
4) Both the hyperbolic exponent and initial nominal decline rate influence the 
hyperbolic decline curve in different ways.  The initial nominal decline rate accounts 
for the steepness of the observed production’s initial decline, whereas the hyperbolic 
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exponent controls the curvature of the production profile.  Through analysis of the 
parameters with respect to matching duration, it was determined that the initial 
nominal decline rate is a function of the hyperbolic exponent.  Consequently, as 
matching duration increases, b increases, inducing an increase in Di.  Individually, the 
hyperbolic parameters impact the hyperbolic decline curve in the following ways: 
a. The initial nominal decline rate directly influences the ability of the 
hyperbolic decline curve to match the initial decline present, which in turn 
influences early-time matching ability.  If Di is not large enough – with 
respect to the hyperbolic exponent – severe early-time overestimation may 
result, which in turn can indirectly cause overestimation in late-time 
production.   
b. The hyperbolic exponent directly impacts both early-time and late-time 
production profiles.  If b is chosen to be too small, underestimation of long-
term production forecasts may ensue.  If b is chosen to be too large, 
underestimation in early-time production profiles and overestimation of late-
time production profiles may result.  The larger b’s magnitude, the earlier 
flattening in the associated decline curve.  This flattening in production 
forecasts is called the “zero slope effect”, which can severely cause 
overestimation in reserve estimates.  
 To conclude, forecasting production accurately for unconventional reservoirs is 
challenging, but with a better understanding of the effects that b and Di have on production 
forecast accuracy, companies can better predict production, estimate reserves, and allocate 
capital. 
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7. Future Work 
 This thesis has outlined a means to evaluating the impact that hyperbolic decline curve 
parameters have on the early-time and late-time production forecasts.  Using this method, the gap 
in understanding between unconventional reservoirs and production forecasting can be further 
bridged. 
1) By applying the designed workflow to other unconventional reservoirs and comparing 
reservoirs of the same reservoir fluid phase, conclusions regarding hyperbolic 
parameter settings can be made.  For instance, by testing the gas-dominant Marcellus 
formation and the oil-dominant Eagle Ford, the hyperbolic parameter results from the 
Bakken and Barnett evaluations can be compared to demonstrate whether hyperbolic 
parameter settings are basin-specific or reservoir fluid-specific.   
2) Advancements in completion strategies since 2010 may cause deviation in the results 
yielded when evaluating production from 2005 to 2010.  By applying the workflow 
and analyzing wells with production start dates ranging between January 1, 2010 and 
January 1, 2015, differences potentially influenced by completion strategy 
advancements may arise.   
3) The industry standard for decline curve analysis is the modified hyperbolic method.  
Recall, the modified hyperbolic method induces a method switch at an arbitrarily 
chosen minimum decline rate.  By evaluating different minimum decline rate values 
(2%, 4%, 6%, etc.), the time at which the induced method switch – hyperbolic to 
exponential – can be established for wells in the Bakken and Barnett data sets.  
Through this, it can be determined whether or not the modified hyperbolic method 
can be validated on the amount of available production present for unconventional 
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reservoirs.  If there is not enough observed production available, it should be 
proposed that an industry-regulated minimum decline rate is established for 
unconventional reservoir production forecasts to ensure consistency in reserve 
estimates and to mitigate potential reserve overestimation. 
4) Though not fully accepted by industry, the empirically driven Duong method 
provides similar production forecasting ability in comparison to the hyperbolic and 
modified hyperbolic methods.  Applying the workflow using the independent 
parameters associated with the Duong method may demonstrate its long-term 
production forecasting ability.  In comparison to the hyperbolic method, the results 
yielded from the workflow application may validate Duong as an accurate 
unconventional production forecasting method. 
5) With an understanding of the influence that the hyperbolic exponent has on 
production forecasts, potential relationships between hyperbolic parameter values and 
unconventional flow regime characteristics can be asserted.  In other words, using the 
workflow and knowledge of unconventional flow regimes, the value of the hyperbolic 
exponent determined through optimization techniques may shed light on what flow 
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