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INTRODUCTION
Synchrotron studies typically use corrections for window absorption, detector efficiency, crystal reflection properties, and other details in order to extract absolute measurements of desired quantities. Some of these have been conveniently found in tables of attenuation coefficients or in programs designed for specific beamlines and compiled from various sources. Often the database used is inappropriate in some significant respect, and it is not uncommon that observed experimental behavior does not tally closely with the theoretical prediction derived from such compilations.
In part of an ongoing work on the x-ray form factors,"2 new absorption coefficients are being tabulated for all elements, over the energy range from below 100 eV to above 100 keV. These new coefficients have been compared with those of other authorssv6 This paper intends to demonstrate the type and magnitude of effects which are likely to appear in beamline arrangements. Several common difficulties and features of typical spectra will be discussed. Figure 1 shows experimental data taken at the National Synchrotron Light Source X4A beamline in the first ion chamber, 23 m from the source and separated from the source by a double flat Si 111 crystal monochromator, three Be windows of 0.127 mm thickness each, four Kaptan windows of 0.0254 mm thickness, and a small air gap. The active length of the argonfilled ion chamber was L = 33.5 5~ 0.5 mm. These experimental parameters were used in the preliminary and subsequent modeling. ' The energies selected by the Kohzu KMA-15 monochromatorY were stepped in uneven intervals and cycled as qualitatively implied by the data. Five independent sets of x-ray flux were measured as a function of beam energy and normalized to a ring current of 200 mA. This addressed time-dependent and other drifts of the beam and instrument. It can be seen that the raw scatter is large and displays a training effect for each days so that "Data 4" and "Data 3" cycles show improved alignment optimization (and hence reflectivities) than the first cycles. At some level, this indicates a limitation regarding absolute measurements. Op- ' IPresent address: School of Physics, University of Melbourne, Parksville, Vie 3052, Australia.
timum alignment corresponds to a profile through the maximum values of the data points. It is also clear that useful conclusions can be drawn regarding the origin of certain discrepancies from computed fluxes. Initial computations were performed using a modeling program.* There is an observable discrepancy at high energies, another at low energies, and a flattening at intermediate energies compared to standard modeling. The simple model used transforms the synchrotron flux F in standard units {photons /s/mA/O.l% bandwidth/horizontal mrad) to the current and voltage delivered by the detector. This has made use of an energy bandpass for Si 111 double-crystal diffraction of SE = 10% of the "0.1% bandwidth" or SE/E = 0.0 1% ; a collimating slit of horizontal aperture h = 0.609 mrad and vertical aperture 2.0 mm; the current normalization to 1=200 mA, and a current amplifier amplification factor of A = 10' VIA. As with the experimental data, significant uncertainties arise from the beam distribution and related assumptions. The beam has an estimated vertical full width at half-maximum of 2.3 mm, yielding an estimated attenuation of u = 0.7 for this contribution. Then
Ap=F[1-exp(-wd.Jl, where e = 1.602X 1 Cl-l9 J and the photon energy E is given in the same units as 6, to provide IP, the number of ion pairs per attenuated photon, for the number of attenuated photons AP.
The model assumes an ideal, complete argon gas conversion to ion pairs for attenuated photons, with a mean energy per ion pair of e=27.2+1.8 eV. This is derived in an ad hoc manner from the average of references in Ref. 10. There is expected to be an energy dependence for these measurements, or at least a distribution of systematic corrections, which to first order is contained within the above standard deviation. This average may be contrasted with a reported range of E from 24.4 to 30.0 eV, or M-edge binding energieslm4 ( w 1c serve as a lower estimate) from 15.7 to h' h 29.3 eV.
II. LOW ENERGY CORRECTION (ARGON GAS)
The largest discrepancy of the theoretical result from experiment is at the lowest energies. This is due primarily to the detector characteristics and argon attenuation prior to the active region. While simple in principle, this correction is complicated by the geometry and the interrelation between field strengths and recombination rates at the lower edge of the ion chamber I/V plateau region. This region prior to the active region is 8+1 mm in the relevant chamber, with a 1 atm (f 1%) flow of pure argon gas.
The naive model of Eq. (2) assumed that this prior region was nonexistent; whereas a simple underestimate of the conversion efficiency in a two-stage model would assume that it was purely attenuating, with a 15% correction'1-'3 for recombination within the 300 V ion chamber potential across the 10 mm gap in the 33.5 mmX28.0 mm parallel-plate ion chamber (Fig. 2) . A more accurate simple treatment would divide the ion chamber into three regions: a dead layer (Z,=4 mm) where attenuation dominates and no ion-pairs propagate; an active region (of 33.5 mm) where photoelectric absorption yields the expected ion pairs with an estimated average recombination loss of 8%; and an intermediate region (Z,=4 mm) where recombination occurs for 50% of the total events. Hence Eq. (2) 
Use of total attenuation coefficients or different photoelectric absorption coefficients has a large effect near the K edge, as illustrated in Fig. 3 . The three-stage model using coefficients for photoelectric absorption in the last two regions, with data following Chantler,'.' is expected to be more accurate than other models. However the comparison indicates both possible errors from certain assumptions, and plausible uncertainties in different energy ranges. Using logarithmic scales suppresses details at high or low energies, but conveys the overall pattern more clearly.
Ill. LOW-MEDIUM ENERGY CORRECTION (ION-PAIR PRODUCTION)
Considering that the three-stage model for recombination is adequate, but treating the two-stage model as an indication of uncertainty and possible error, the result may be compared to experimental voltages using Eqs. (1) and (3)-(5). However, the models still overestimate the data. All argon L-and M-shell attenuation transfers energy via Auger processes to yield low-energy photoelectrons, which produce the cascade to low-energy ion pairs of mean' energy E. However, some of the absorbed K-shell photons are re-emitted in fluorescence. This fluorescence yield (mainly Ka radiation) can escape from the ion chamber without further ion-pair conversion; or it may be photoabsorbed by a second argon atom. A second correction is therefore necessary, arising from the ion-pair production process inside the ion chamber, replacing Eq. (3) by Eq. (6): Here EK=3.2029 keV is the K-edge energy,lT4 E,,=2.9577 keV is the Ka energy,lT4 pPEa is here specific for this latter energy, T' = 10 + 3 mm is a mean distance to the chamber edge, wx is the fluorescence yield (relative to Auger processes), and (pLEK/pPE) indicates the ratio of photoabsorption due to the K shell compared to the total, is energy dependent, and is typically of order 0.9 in the region above 3.5 keV. Various simpler estimates follow setting the energy-dependent (,uuE$pPE) = 1 (neglecting L-and M-shell absorption above the K edge), or setting T' = 0 mm (neglecting secondary photoabsorption). Figure 4 indicates the magnitude of these contributions for a narrow energy range, noting that the dependences on energy vary significantly. Equation (3) is much more appropriate than use
[or equivalent;; wK(r(LEKlpPE j = I], which correspond to the neglect of fluorescence yields and/or secondary absorption. These three formulas give the largest values and the minimum two plots for all energies, as indicated in the Fig. 4 . The two-stage model indicates the effect of differing recombination on the' final experimental voltage, and hence limiting uncertainty from this source.
Open triangles represent the simplest realistic estimate, using an accurate fluorescence yield14 but assuming that all absorption is due to the K shell; which is seen to be almost equivalent to the use of a low but published fluorescence yield,15 combined with neglect of secondary absorption (small filled squares in Fig. 4) . Combining all these effects with a low fluorescence yield OK= 0.111 provides one of the best estimates, while use of tiK=O. 126 provides another. For most of this energy range, these two alternatives are similar, Upper uncertainty limits are given by closed triangles, while lower uncertainty limits are given by open inverted triangles. Uncertainties due to recombination at the 20% level are indicated by the two-stage model, while 10% uncertainties from o, secondary absorption length T', from use of other photoabsorption or attenuation estimates,3-6 which tend to raise the expected voltage by up to 10% in this region (and more elsewhere).
IV. LOW-MEDIUM ENERGY CORRECTION (BERYLLIUM WINDOWS)
The beamline attenuation from beryllium windows assumes in general that pure beryllium is appropriate and that the old attenuation coefficients6 are adequate. At sufficiently high energies this is quite acceptable, since scattering dominates and the windows become optically thin. Every window from reputable suppliers comes with a chemical analysis indicating purity of typically 99.92% with significant oxide, carbon, iron, nickel, silicon, and zinc contamination, together with traces of such elements as aluminum, copper, silver, and lead. One consequence of this is that the mean density of the window is about 0.2% higher than that of pure beryllium.
Much more significant is the intluence of (mainly K-shell) edges of these impurities. In estimating this effect, we have used an average of data from three foils, which may be considered as typical. The exponential range of attenuation cross section with energy is such that significant differences are poorly discerned; Fig. 5 displays the photoelectric and total cross sections for pure beryllium with current coefficients.'72 Scattering becomes significant around 6-8 keV as the difference between the curves for photoelectric cross sections (open circles) and total cross sections (filled triangles).
Compared to the photoelectric coefficient for pure beryllium, that for beryllium windows is similar below 4 keV but shows large corrections above the major edges, reaching a 35% correction at 30 keV. The ratio of total attenuation of the window compared to pure Be peaks at 12%, at around 10 keV, and declines thereafter as the scattering processes begin to dominate.
Coeficients from the l-3 keV region and in the 8-15 keV region indicate significant imprecision of the early result. Comparison to Refs. 3-5 also reveal lo%-20% discrepancies in this l-15 keV range. These significant differences clearly have a major effect on attenuation at lower energies.
V. HIGH ENERGY BEHAVIOR (MONOCHROh,lATOR ALIGNMENT) Figure 6 shows the overall agreement of the corrected estimate compared to the average and maximum data sets, with imprecision of the estimate indicated by the two-stage model and error bars on the data given by the standard deviation of the data. From 12 to 20 keV, the data and experiment are in good agreement. Above 22 keV, a high energy discrepancy is observed, which may be understood as a misalignment of the monochromator crystals with the ion chamber entrance slit, of approximately 1 mm (the crystals are truncated diamonds 60 mmX 150 mm).
VI. LOW-MEDIUM ENERGY DIP (RECOMBINATION)
At low energies there is a significant discrepancy due to scaling errors or inadequacies of flux (alignment) optimization. However, there is an observable dip between 5 and 12 keV compared to the above estimates, arising from two sources.
The monochromator diffraction width was taken as hEIE= 10m4 which is a relatively poor estimate. This neglects a dependence upon Bragg angle and polarization effects. Hence the efficiency will decrease at low energies, or the low end of the experimental data region.
Our computation of recombination was a simple approximate model. Where the synchrotron flux is greatest (in this energy region), the available number of ion pairs per volume is greater and the percentage of pairs recombining increases significantly. In addition, at lower energies the dominant conversion to electron-ion pairs occurs in shorter and shorter length of the active region of the detector, so-that actual ion-pair production is further concentrated (compared to the high energy or low flux regions). The simple models discussed neglect this type of detail, which would indeed produce a dip and a flattening of the peak voltage.
VII. CONCLUSlONS
Agreement of experiment and theory for synchrotron beamlines can be substantially improved by consideration of ion-pair recombination, inactive and intermediate detector regions, fluorescence and secondary photon attenuation, beryllium window impurities, and improved attenuation cross sections. Overall agreement with relatively simple assumptions was improved in the current context from order of magnitude errors to a factor of 2 discrepancy in the regions of poorer agreement. This agreement is partially commensurate with contributing uncertainties of model parameters. Differences between cross-section tabulations and formalisms can be quite significant. This paper indicates further modeling to be pursued to improve the comparison of theory and experiment further. It may be noted however, that current agreement is substantially improved compared to earlier comparisons of modeling and experiment.'
