Abstract. This paper shows that for a strongly connected planar directed graph of size n, a depth-rst search tree rooted a speci ed vertex can be computed in O(log 5 n) time using n= logn processors. Previously, for planar directed graphs that may not be strongly connected, the best depth-rst search algorithm runs in O(log 10 n) time using n processors. Both algorithms run on a parallel random access machine that allows concurrent reads and concurrent writes in its shared memory, and in case of a write con ict, permits an arbitrary processor to succeed.
Section 3 quotes previous results and reports new results on computing strongly connected components and directed spanning trees.
Section 4 discusses directed graph separators. A more detailed discussion about separations is given in the Appendix. Section 5 details this paper's depth-rst search algorithm for strongly connected planar directed graphs.
2. Basics of planar directed graphs. A planar directed graph is one that can be embedded on a plane such that the edges intersect only at common end vertices or start vertices 14], 7], 33], 6 ]. An embedded planar directed graph is one with a given planar embedding.
For subtle technical reasons, a planar graph in this paper may have multiple edges but does not have loop edges.
2.1. Strong graphs. For brevity, a strongly connected embedded planar directed graph with at least one vertex is simply called a strong graph.
The goal of this paper is to e ciently compute a depth-rst search spanning tree of a strong graph rooted at a speci ed vertex.
2.2. Faces, boundaries and orientations. Let G be a connected embedded planar directed graph. If the vertices and edges of G are deleted from its embedding plane, then the plane is divided into disconnected regions. Exactly one of the regions is in nite; all others are nite. Each region is called a face of G. The in nite region is called the external face; the nite regions are called the internal faces.
Let f be a face of G. The boundary of f, denoted by B(f), is the set of edges and vertices surrounding f. If G contains at least two vertices, by its connectivity, B(f) can be arranged into a unique undirected cycle by having an observer stay inside f and walk around B(f) once. This cycle is called the boundary cycle of f. It may not be edge-simple.
Let e be a boundary edge of f. The orientation of e with respect to f is de ned as follows:
Case (1): f is the external face. The edge e is positive (or negative) with respect to f if it points in the counterclockwise (resp., clockwise) direction on the boundary cycle of f. Case (2): f is an internal face. The edge e is positive (or negative) with respect to f if it points in the clockwise (resp., counterclockwise) direction on the boundary cycle of f.
2.3. Holes, boundaries, and orientations. Let G be a connected embedded planar directed graph. Let H be a connected subgraph of G. If the vertices and edges of H are removed from the embedding plane of G, then the plane is divided into disconnected regions. Exactly one of the regions is in nite; the others are all nite. Each region is called a hole of H. The in nite region is called the external hole; the nite regions are called the internal holes.
Let X be a hole of H. The boundary of X, denoted by B(X), is the set of vertices and edges surrounding X. If H contains at least two vertices, by its connectivity, B(X) can be arranged into a unique undirected cycle by having an observer stay inside X and walk around B(X) exactly once. This cycle is called the boundary cycle of X. It may not be edge-simple. Let e be a boundary edge of X. The orientation of e with respect to X is de ned as follows:
Case (1): X is the external hole of H. The edge e is positive (or negative) with respect to X if it points in the counterclockwise (resp., clockwise) direction on the boundary cycle of X. Case (2): X is an internal hole of H. The edge e is positive (or negative) with respect to X if it points in the clockwise (resp., counterclockwise) direction on the boundary cycle of X.
2.4. Combinatorial embeddings and data structures. Let G be a connected planar directed graph. Algorithmically, a planar embedding of G is encoded by the boundary of its external face and the clockwise cyclic order of the edges incident with each vertex. Such an encoding is called a combinatorial planar embedding of G. Topologically a planar embedding is uniquely speci ed by its corresponding combinatorial embedding.
The cyclic edge incidence in a combinatorial embedding is further encoded by the following data structure: for each vertex, there is a doubly linked circular list consisting of the edges incident with that vertex in the clockwise order. These lists can be used to e ciently trace the boundary cycles of the faces of G. They can also be used to trace the boundary cycles of the holes of a connected subgraph.
Given a connected planar directed graph of size n, a combinatorial planar embedding can be computed in O(logn) time using n log logn= logn processors on a deterministic Arbitrary-CRCW PRAM 27].
2.5. Planar embeddings induced by vertex contraction. In this paper, vertex contraction contracts only connected vertex subsets of a connected embedded planar directed graph. This ensures that planarity is preserved.
For technical reasons, all multiple edges created by vertex contraction are kept while all loop edges are deleted.
Let G be a connected embedded planar directed graph. Let H be the subgraph induced by a connected vertex subset of G. Let G 0 be the graph constructed from G by contracting H into a vertex H 0 . If H consists of at most one vertex, then G 0 and G are the same. Otherwise a planar embedding for G 0 is speci ed as follows:
For every vertex u 6 2 H, the clockwise cyclic order of the edges incident with u is the same in G and G 0 . The edges around each nonempty hole X of H stay together around H 0 , and their clockwise cyclic order around H 0 is the same as their cyclic order around the boundary cycle of X in the negative direction of X. All uncontracted edges on the boundary of the external face of G remain on that of G 0 , and have the same orientations with respect to both external faces. If H contains a boundary vertex of the external face of G, then H 0 is on the boundary of the external face of G 0 . In general such a planar embedding is not unique. Any planar embedding that ts this construction is suitable for the purposes of this paper.
Lemma 2.1. Given a connected embedded planar directed graph of size n, a planar embedding induced by contracting a disjoint family of connected vertex subsets can be computed in O(log n) time using n= log n processors. Remark: If vertex contraction is required to delete all multiple edges that it creates, then computing an induced embedding may take more than linear space to achieve O(log n) time on n= logn processors.
Proof. The edges around a new vertex of G 0 are collected by processing the doubly linked circular lists of the combinatorial embedding of G. The computation takes O(log n) time and n= logn processors, using optimal parallel algorithms for list 3. Let P 0 be the path u 1 ; : : :; u s .
(Remark: P 0 and Q form a two-path separator.) 4. Let t be the smallest index such that some strongly connected component Z t of G ? (P 0 fv t+1 ; : : :; v q g) is heavy for G. (Remark: v t 2 Z t .) 5. if t does not exist then return S = P 0 .
6. Let Q 0 be the path v t ; : : :; v q .
(Remark: P 0 and Q 0 form a two-path separator.) 7. Compute a directed path R in Z s Z t from u s to v t .
(Remark: Z s Z t is strongly connected.) 8. Let S be the directed path formed by P 0 , R, Q 0 .
(Remark: S is vertex-simple.)
9. return S. end. The notion of a directed graph separator was originally introduced for depth-rst search in planar directed graphs 17]. It was then used for general directed graphs 3]. Here it is tailored for a strongly connected directed graph G:
A vertex subset is called heavy for G if it contains more than two thirds of the vertices in G. A separator of G is a set S of vertices such that no strongly connected component in G ? S is heavy for G.
A cycle separator is a vertex-simple directed cycle whose vertices form a separator. A single vertex is considered a cycle of length zero. Thus, if the removal of a vertex separates a graph, the vertex is a cycle separator. For a positive integer k, a k-path separator is a set of k vertex-disjoint vertexsimple directed paths whose vertices form a separator. A 1-path separator is simply called a path separator. Kao showed that every directed graph has a directed path separator and a directed cycle separator 17]. These results are included in Appendix A. For a graph of size n, his proofs yield a sequential algorithm that computes a path separator in optimal O(n) time, and an algorithm that computes a cycle separator in O(n log n) time.
Aggarwal, Anderson, and Kao improved to O(n) the sequential time for computing a directed cycle separator 3]. They also showed that computing cycle separators and computing depth-rst search trees are NC-equivalent.
Computing cycle separators for strong graphs.
Lemma 4.1. Given a strong graph of size n, a two-path separator can be computed in O(log 2 n) time using n= logn processors.
Proof. Let T be a directed spanning tree of the given graph. By the work of Lipton and Tarjan 25] , there exist two vertices x and y such that the two tree paths of T from the root to x and from the root to y form a separator.
A two-path separator is easily obtained from these tree paths. Kao, Teng, and Toyama gave an algorithm 21] that computes x and y in O(log n) using n= log n processors. Thus, this lemma follows from Theorem 3.1.
Lemma 4.2. Given a strong graph of size n, a path separator can be computed in O(log 3 n) time using n= logn processors.
Proof. Let G be the given graph. First, use Lemma 4.1 to obtain a two-path separator for G. Then, use the algorithm MergeTwoPaths in Fig. 1 to compute a path separator. The proof for the correctness of MergeTwoPaths is similar to that of Theorem A.2 in Appendix A.3.
As for the complexity, it su ces to show that MergeTwoPaths runs in O(log 3 n) time using n= log n processors. Z s , Z t , s and t are computed by binary search and Theorem 3.3 in O(log 3 n) time using n= logn processors. R 0 is obtained by computing a divergent directed spanning tree rooted at u s in the subgraph induced by Z s Z t . This uses Theorem 3.1 and takes O(log 2 n) time using n= logn processors. Thus, the complexity of MergeTwoPaths is as stated.
Theorem 4.3. Given a strong graph of size n, a cycle separator can be computed in O(log 3 n) time using n= logn processors.
Proof. The proof is similar to those of Lemma 4.2 and Theorem A.2.
5. Parallel depth-rst search. Section 5.1 gives an overview of this paper's algorithm for performing depth-rst search in a strong graph. Sections 5.2 through 5.6 discuss key techniques used in the algorithm. Section 5.8 details the algorithm.
5.
1. An overview. Let G be a strong graph. Let r be a vertex in G. The goal is to construct a depth-rst search spanning tree rooted at r for G. Such a tree will be recursively constructed using cycle separators. First, compute a cycle separator of G. Then, compute a path separator starting from r by nding a directed path from r to the cycle separator. This path and the cycle separator form a path separator S after an appropriate edge on the cycle separator is removed. S will be a branch of the nal depth-rst search tree.
Let G 0 = G ? S, i.e., the remaining graph that is not searched by S. Suppose that the search is continued in G 0 starting from a vertex r 0 that is the end vertex of an edge pointing from the last vertex of S. This time the search recurses on the subgraph B r 0 that consists of all the vertices reachable from r 0 via directed paths in Because S is a separator of G, every strongly connected component of G 0 contains at most two thirds of the vertices in G. However, B r 0 may contain several such strongly connected components. Consequently, B r 0 may still be too large for small depth recursion. To avoid this problem, a set of directed paths is removed from G such that the remaining directed graph has small dangling subgraphs. These removed paths will form a subtree, called a partial depth-rst search tree, in the nal depth-rst Every vertex in B can be reached from r via directed paths. The vertex r is a boundary vertex of the external face of B, and every sink component of B contains at least one boundary vertex of the external face. Remark: It is assumed that a bubble graph has a speci ed root. For brevity, that root is not explicitly mentioned unless there is a risk of ambiguity.
Lemma 5.1. Let B be a bubble graph rooted at r. Let n be the size of G. Then the following statements are true:
1. The strongly connected components of B can be computed in O(log 2 n) time using n= logn processors. 2. A directed spanning tree of B rooted at r can be computed in O(log 2 n) time using n= logn processors. Proof. The rst statement follows from Theorem 3.2 and the fact that a bubble graph has no noncompact strongly connected components.
The second statement is shown as follows. Let B 0 be the graph obtained from B by adding a directed edge from each sink component of B to r via the external face of B. Then, a directed spanning tree of B 0 rooted at r is also one for B. As for the complexity, by the rst statement of this lemma, B 0 can be computed in O(log 2 n) time using n= logn processors. Because B 0 is a strong graph, a desired directed spanning tree of B 0 can be computed via Theorem 3.2 in O(log 2 n) time using n= logn processors.
Heavy bubble graphs and splitting components. Let k be an integer.
A bubble graph is called k-heavy (or k-light) if it has more than (resp., at most) k vertices.
Let B be a k-heavy bubble graph. The depth-rst search algorithm of this paper will nd a cycle separator of a splitting component of B, and then use the separator to break B into bubble subgraphs with smaller splitting components.
5.4.
Computing a splitting component via s-t graphs. An acyclic embedded planar directed graph is called an s-t graph if it has a unique source and a unique sink, and they are on the boundary of its external face. 5.5. Partial depth-rst search trees and dangling subgraphs. Let B be a bubble graph. A partial depth-rst search tree of B is a subtree of a depth-rst search tree of B such that both trees are rooted at the speci ed root of B. Let T be a partial depth-rst search tree of B. Let x 1 ; x 2 ; ; x t be the vertices of T listed in the post-order traversal sequence of depth-rst search, i.e., in this sequence x i is marked right after all its descendants in T are marked.
For each x i , let y i;1 ; ; y i;ki be the vertices that are not in T but are the end vertices of the edges pointing from x i . The order of y i;1 ; ; y i;ki is arbitrary. This is the post-order that will be used to search B ? T The next two lemmas provides a natural way of extending T into a complete depth-rst search tree by recursing on the nonempty dangling subgraphs in parallel. Lemma Lemma 5.4. Let be the set of dangling subgraphs of B with respect to T. Let L be the set of the associated dangling edges. Then the following statements are true:
1. Each nonempty D(i; j) is a bubble graph rooted at y i;j . Hence, y i;j is chosen to be the speci ed root of D(i; j).
2. The dangling subgraphs are disjoint.
3. A depth-rst search tree of B can be formed by T, L, and a depth-rst search tree for each dangling subgraph with at least two vertices.
Proof. The rst statement is obtained by recursively applying Lemma 5.3. The other two statements are straightforward.
Computing dangling subgraphs with respect to a path. This section
shows how to compute the dangling subgraphs with respect to a partial depth-rst search tree that is a path. The computation is based on two bisection strategies using the subroutines in Fig. 2 and Fig. 3 .
5.6.1. Analyzing the subroutine in Fig. 2 . The next two lemmas analyze the subroutine in Fig. 2 Output: two graphs B 1 and B 2 constructed from B, and two paths P 2 = x p ; ; x dp=2e+1 and P 1 = x dp=2e ; ; x 1 with following properties:
1. B 1 and B 2 are bubble graphs rooted at x dp=2e and x p , respectively. 2. P 1 and P 2 are vertex-simple directed paths, respectively, in B 1 and B 2 starting from their speci ed roots. 3. The nonempty dangling subgraphs and the associated dangling edges of B with respect to P are exactly those of B 1 with respect to P 1 and those of B 2 with respect to P 2 . 4. The total size of B 1 and B 2 is at most the size of B. begin 1. Let q = dp=2e.
2. Let P 1 be the subpath of P formed by x q ; ; x 1 . 3. Let P 2 be the subpath of P formed by x p ; ; x q+1 .
4. Let D be the set of edges in B that point from P 2 to B ? P. As for the complexity, Steps 1 through 4 can be done in O(log n) time using n= logn processors.
Step 5 can be done via Lemma 5.1(1) in O(log 2 n) time using n= logn processors.
Step 6 is done via Lemma 2.1 in O(log n) time using n= log n processors.
Step 7 can be done in O(log n) time using n= logn processors. Because A 1 is a strong graph, A 2 remains a strong graph. Because the edges of D are adjacent to w in A 2 , by Theorem 3.4, W can be computed in O(log 2 n) time using n= log n processors.
Step 9 can be done in O(logn) time using n= logn processors.
Step 10 can be done via Lemma 2.1 in O(logn) time using n= logn processors. Thus, the total complexity of the procedure in Fig. 2 is as stated. Fig. 3 . The next lemma analyzes the subroutine in Fig. 3 . Lemma 5.7 . Let B be a bubble graph of size n. Then the procedure in Fig. 3 correctly computes an output as speci ed in O(log 2 n) time using n= logn processors.
Analyzing the subroutine in
Proof. The proof is similar to those of Lemmas 5.6 and 5.3. A subtle point is as follows. B 1 may contain some of y h+1 ; ; y k . The dangling subgraphs of B with respect to such vertices are empty. Therefore, the edges in D can be deleted from B 1 without a ecting its nonempty dangling subgraphs. This deletion ensures that the outdegree of r in B 1 is dk=2e.
5.6.3. Computing dangling subgraphs. The next theorem uses the procedures in Fig. 2 and Fig. 3 to compute the nonempty dangling subgraphs with respect to a path. Theorem 5.8. Let B be a bubble graph of size n. Let P be a vertex-simple directed path of B starting from its speci ed root. Then the nonempty dangling subgraphs and the associated dangling edges of B with respect to P can be computed in O(log 3 n) time using n= logn processors.
Proof. The computation is divided into two phases as follows. The rst phase iteratively applies SubOneComputeDSG to B and P to bisect P. In O(logn) iterations, a collection of bubble subgraphs of B is obtained such that each subgraph B 0 contains only one vertex of P. The second phase iteratively applies SubTwoComputeDSG to each B 0 to bisect the outdegree of its root. In O(log n) iterations, a collection of even smaller bubble subgraphs of B is obtained. Each subgraph B 00 is rooted at a vertex y. The subgraph B 00 either has exactly one outgoing edge from y or consists of only y. If B 00 consists of only y, then its corresponding dangling subgraph of B is empty. Otherwise, B 00 ?fyg is a nonempty dangling subgraph of B. Its associated dangling edge is the outgoing edge of y in B 00 . The correctness and complexity of this computation follow directly from Lemmas 5.6 and 5.7.
5.7. Parallel depth-rst search in bubble graphs. Fig. 6 details this paper's algorithm for performing depth-rst search in a bubble graph. Its subroutines are described in Fig. 5 and Fig. 4 . Lemma 5.9 . Let B be a bubble graph of size n. The procedure in Fig. 4 correctly computes an output as speci ed in O(log 3 n) time using n= logn processors. end. 3 . return the tuple (T; ; L). end. end. 4 . return T. end. Proof. The correctness of the procedure is shown as follows. Let S 0 be the set of the vertices in both S and W. Assume that some dangling subgraph B 0 of B with respect to S is 2m=3-heavy. Because B has at most m vertices, B 0 is the only 2m=3-heavy dangling subgraph of B with respect to S. Then, the splitting components of B 0 are strongly connected components of W ? S 0 . Because S 0 is a separator of W, the output property of the procedure holds.
The complexity of the procedure is analyzed as follows.
Step 1 is obvious.
Step 2 is done via Theorem 5.2.
Step 3 is done via Theorem 4.3.
Step 4 can be done using Lemma 5.1 (2) . Steps 5 and 6 are obvious. Steps 7 and 8 are done via Theorem 5.8. Thus, the total complexity is as stated. Lemma 5.10 . Let B be a bubble graph of size n. The procedure in Fig. 5 correctly computes an output as speci ed in O(log 4 n) time using n= logn processors.
Proof. This lemma follows directly from Lemma 5.9 and the fact that by the output property of SplitHeavyDSG, the number of iterations in ComputePartialTree is O(logn).
Theorem 5.11. Let B be a bubble graph of size n. Let r be the speci ed root of B. Then a depth-rst search tree of B rooted at r can be computed in O(log 5 n) time using n= logn processors on a deterministic Arbitrary-CRCW PRAM.
Proof. The computation is done by the procedure in Fig. 6 . This theorem then follows directly from Lemmas 5.4 and 5.10, and the fact that by the output property of ComputePartialTree, the depth of recursion of ComputeDFSTree is O(log n).
5.8. Parallel depth-rst search in strong graphs. The next theorem states the main result of this paper.
Theorem 5.12. Let G be a strong graph of size n. Let r be a vertex in G. Then a depth-rst search spanning tree of G rooted at r can be computed in O(log 5 n) time using n= logn processors on a deterministic Arbitrary-CRCW PRAM.
Proof. The external face of G can be changed so that r is a boundary vertex on that face. Then, by the strong connectivity of G, it is a bubble graph rooted at r. Therefore, this theorem follows from Theorem 5.11 and the fact that the external face can be changed in O(logn) time on n= logn processors using list ranking 5] A separator S of G is a vertex subset such that no strongly connected component of G ? S is heavy for G. A cycle (or path) separator is a vertex-simple directed cycle (resp., path) such that its vertices form a separator.
For technical uniformity, a vertex is considered a trivial cycle. Thus, if a vertex forms a separator, it is a cycle separator. The empty set is considered both a trivial cycle and a trivial path. Thus, if the empty set forms a separator, it is a cycle separator as well as a path separator.
A.2. Computing path separators from depth-rst search trees. The next theorem can be applied to a weighted undirected graph by substituting each undirected edge with a pair of directed edges.
Theorem A.1. Every weighted directed graph has a path separator.
Proof. Let G be a weighted directed graph. Without loss of generality, assume that G is strongly connected. Otherwise, replace G with its maximum-weight strongly connected component. Every path separator of that component is also one for G.
A path separator P for G is constructed as follows. Let T be a depth-rst search spanning tree of G rooted at an arbitrary vertex r. Let z 1 ; ; z n be the vertices of G in the corresponding depth-rst search postorder. Let p be the smallest index with W(z 1 ) + + W(z p ) W(G)=2. Then, W(z 1 ) + + W(z p?1 ) < W(G)=2 and W(z p+1 ) + + W(z n ) W(G)=2.
Let P be the tree path in T from r to z p . Let G L = fz 1 ; ; z p?1 g. Let G R = G ? (G L P). Note that W(G L ) < W(G)=2 and W(G R ) W(G)=2.
P is shown to be a path separator as follows. Draw G on a plane in such a way that for all postorder indices i and j with i > j, the vertex z i either is to the right of z j or is an ancestor of z j in T 4] .
The vertex z p either is an ancestor of or is to the right of every vertex in G L because p is greater than the postorder indices of all vertices in G L . Also, every vertex in G R is to the right of z p because the postorder indices of vertices in G R are all greater than p and because P consists of z p and all its ancestors. Therefore, every vertex in G R is to the right of every vertex in G L .
Because in depth-rst search no edge points from left to right, every strongly connected component of G ? P is either entirely in G L or entirely in G R . Thus, the weight of a strongly connected component of G ? P is at most W(G L ) or W(G R ). A.3. Computing cycle separators from path separators. The next theorem can also be applied to a weighted undirected graph by edge substitution. Note that a separator obtained by the theorem actually consists of either no vertex, or a single vertex, or at least three vertices. Thus, it does not degenerate into an undirected edge after edge substitution is undone.
Theorem A.2. Every weighted directed graph has a cycle separator.
Proof. Let G be a weighted directed graph. Let P = u 1 ; ; u p be a path separator of G obtained by Theorem A.1.
P is converted into a cycle separator as follows. 
