Abtract: This study describes a new method for offline seizure detection using intracranial EEG (iEEG). The proposed method integrated two interrelated steps: (1) establishing a decisional space on the basis of the interelectrode mean of the spectral power in the gamma frequencies after a thorough evaluation of temporal and frequency-based features and (2) constructing an artificial neural network that operated on this decisional space to delineate EEG files that contained seizures from those that did not. The data were obtained from 14 patients who underwent two-stage epilepsy surgery with subdural recordings. Of the total 157 files considered, 35 (21 interictal and 14 ictal) iEEG data files or 22% were selected randomly and used initially in a training phase. The remaining 122 iEEG data files or 78% were then used in the testing phase to assess the merits in selecting gamma power as means to detect a seizure. The results obtained exhibited an accuracy of 95.90%, a sensitivity of 92.59%, and a specificity of 96.84%. Although this method had to contend with the complex nature of iEEG and the inherent heavy computational load, the constructed artificial neural networks together with the chosen decisional space yielded the best possible outcome. The proposed method was based on aggregating the power in the 36 to 44-Hz frequency range and analyzing its behavior in time, looking for patterns indicative of seizure evolution. It was shown that the power measurement in the gamma range contains the information needed to discriminate seizure files from nonseizure files. The algorithm consisted in establishing a decision space most suitable for iEEG data classification by relying on the power spectra in the gamma frequencies and constructing and implementing an artificial neural network that generates the highest classification accuracy possible. It was noted that although only 29% (35/122) of the files were used randomly for training the detector, high measures in sensitivity, specificity, and accuracy were still achieved in the remaining files, which were subsequently used in the testing phase. Seizures are known to occur intermittently and unpredictably, and massive amounts of EEG or iEEG data need to be analyzed offline to detect seizures. This is a challenge that can only be met through reliable and time-efficient seizure-detection paradigms, an affirmation this study attempted to prove.
O ver the past 2 decades, several automated seizure-detection paradigms focusing mainly on EEG recorded from the scalp surface have been reported with different degrees of success and their share of inherent challenges (Adjouadi et al., 2004; Bragin et al., 2005; Calvagno et al., 2000; Chander et al., 2006; Ebersole, 2005; Gotman, 1982 Gotman, , 1999 Smart et al., 2007) . These studies include the use of multichannel trends, application of neural networks, use of orthogonal transforms, and genetic programming, and all dwell in either time or frequency domains.
In the context of this study, many of the methods currently available in the specialized literature have been tested yielding different results. The experience gained through the different empirical evaluations reveal that the issue of contention is not one of implementation of such measures, but it is in determining which ones are more suitable for use and, more importantly, under which decisional space will they be most effective.
EEG and iEEG signals have played an important role in the modeling of the brain's cortical dynamics and have been analyzed for more than 2 decades with much effort toward a better understanding of the functional characteristics of the brain, including the complex and yet to be resolved problem of seizure prediction (D'Alessandro et al., 2003; Good et al., 2007; Iasemidis and Sackellares, 2001; Iasemidis et al., 1998; Lai et al., 2003; Litt and Echauz, 2002; Litt et al., 2001) . Thus, researchers have considered different approaches using a diversity of linear and nonlinear parameters to automate processes of seizure detection, eliciting a better understanding of the chaotic dynamics in biologic systems (Abend et al., 2008; Adjouadi et al., 2005; Bezerianos et al., 2003; Frank et al., 1990; Gabor, 1998; Guevara, 1997; Iasemidis et al., 1994; Martinerie et al., 1998; Shoeb et al., 2004) and where promising results have been substantiated.
A seizure-detection algorithm should then be sufficiently sensitive and specific, and any detection paradigm will thus need to capture the main features characterizing the ictal transformation that differentiate it from the interictal state in-between seizures. The latter state shows relatively random distribution of frequencies over a broad range from 0 to 30 Hz. These frequencies may also be seen during a seizure but show considerable intersubject and intrasubject variability. By contrast, a sustained increase in the high-frequency activity exceeding 30 Hz, defined here as the gamma band, is seen only at ictal onset and during early evolution of the seizure. These empirical facts served as the foundation of this research endeavor.
In this study, the role of the gamma frequency band is explored to develop a reliable offline seizure-detection algorithm for EEG recorded intracranially. For this purpose, artificial neural network (ANN) architecture is established, and a training procedure is implemented to confront the complex nature of iEEG data. The proposed method is based on aggregating the power in the 36-to 44-Hz frequency range and analyzing its behavior in time, looking for patterns indicative of seizure evolution. The performance of the algorithm, which was evaluated by means of the ROC terminology, relied on two primary aims: (1) establishing a decision space most suitable for iEEG data classification by relying on the power spectra in the gamma frequencies and (2) constructing and implementing an ANN that generates the highest classification accuracy possible.
This ANN is trained with the traditional backpropagation algorithm. The proposed method looks at all seizure and nonseizure files together with the purpose of creating an interpatient classifier that would be applied irrespective of the particular patient under test.
METHOD

Data Collection
Clinical experiments involved 14 sequential patients with intractable focal seizures that were evaluated for potential surgical interventions. Their age range varied from 3 to 17 years. The number of subdural strips and/or grid electrodes that were implanted varied for each patient depending on the nature of diagnosis. Consequently, each patient had a different number of recording electrodes and, thus, a different number of EEG files that needed to be analyzed. Furthermore, the iEEG had different recording time lengths and different seizure outcomes. Up to 88 subdural electrodes were implanted on the surface of the cerebral cortex of each patient to record seizure activity. Intracranial recordings were performed by using subdural strip or grid electrodes. In some cases, up to four contact depth electrodes were implanted.
Recordings were performed during presurgical monitoring at the Miami's Children Hospital using XLTEK Neuroworks Ver. 3.0.5, equipment manufactured by Excel Tech Ltd., Ontario, Canada. The data were collected at 500 Hz sampling frequency. EEG recordings were processed in the time before seizure.
Data Analysis
Each patient has a different number of EEG files, and for all patients, the length of the files was approximately from 10 to 20 minutes. Of the total 157 files considered, 35 (21 interictal and 14 ictal) iEEG data files or 22% were used initially in a training phase to ascertain the reliability of different features in the seizuredetection process. The remaining 122 (95 interictal and 27 ictal) iEEG data files or 78% were then used in the testing phase to assess the merits in selecting those features that will ultimately be used for seizure detection. Each file was categorized by whether it contained a seizure or not. They were randomly assigned to either the training set (22% of the data) or the testing set (the remaining 78% of the data).
Extracting the Power Spectrum in the Gamma Band
Extensive empirical evaluations of several features in both time and frequency domains revealed the superiority of the gamma frequency power for detecting seizures. The gamma frequency power of each electrode was calculated from the EEG data using consecutive and nonoverlapping 1-second windows (500 samples). Because of the high volume of information contained in the prefiltered iEEG data files, two key preprocessing steps were performed to (1) reduce the amount of data to be analyzed, minimizing as a consequence the computational requirements and (2) seek a transformation of the raw iEEG data to enhance the accuracy, specificity, and sensitivity of the seizure-detection algorithm. In step (2), the transformation chosen is that of gamma frequency component after a thorough evaluation of several other standard parameters in the time domain such as mobility, complexity, and activity (Hjorth, 1973) and in the frequency domain by evaluating all other frequency ranges. The iEEG data files were further analyzed with 1-second timed windows, and the power of the gamma frequency component was extracted for all these 1-second windows and for each electrode.
The power spectrum of the gamma frequency band was computed as given in Eq. 1:
(1) b start and b end are its starting and ending frequencies, respectively, from 36 to 44 Hz, with F(w) defining the complex fast Fourier coefficient at frequency w. Figure 1 provides illustrative examples of the gamma power near the time of seizure onset using iEEG data from four different patients. It shows the intricate and yet informative nature of the gamma power signal. At the time of seizure onset (indicated by a vertical red line), there is an abrupt change in magnitude almost in synchrony for all electrodes, as exemplified in Fig. 2 for subject 9. The vertical red line represents the seizure onset previously labeled at the observation room by the EEG expert. It should be noted that the onset as marked by the EEG expert and the results of the synchronized increment in magnitude of the gamma frequency do not coincide exactly in time, which only heightens the relevance and need for an automated seizure-detection process. Further clinical evaluations reveal that the synchronized increment in power spectrum in the gamma band does actually coincide with the actual clinical onset of the seizure. This is viewed as another interesting finding of this study. In Fig. 1 , the scales are different for the different subjects, making absolute thresholds impossible to use. This is another important issue that is addressed and resolved in this study.
Aggregating Features
To handle the different number of electrodes used from patient to patient as a function of the electrode arrays used, the power spectrum in the gamma band across all electrodes was averaged. This averaging process, which is referred to as the interelectrode mean, was used as input to the classifier. The use of the interelectrode mean came as a result of the experimental studies (Albano et al., 2000; Arnhold et al., 1999; Cabrerizo et al., 2006) that reveal that electrodes tend to interlock in behavior at the onset moment of a seizure. Therefore, the average of all electrodes did not distort the results and yet allowed for uniformity in the implementation process across patients independent of the number of electrodes used for each. This study proves that the concept of averaging for a representative signal does not sidetrack from the main intent of detecting a seizure with the highest accuracy, specificity, and sensitivity possible. At the same time, such a step minimizes to a great extent the computational burden (Cabrerizo et al., 2007) that would have been required in dealing with all the iEEG data as input to the classifier and simplifies greatly the seizure-detection process as only one representative signal is fed into the ANN classifier.
Defining the Inputs to the ANN
As a first step, a threshold had to be established before the interelectrode mean of the power spectrum in the gamma band can be used to detect a seizure. If the threshold was crossed at any point during a file, then the entire file is classified as a possible "seizure" file. If the threshold was never crossed, then it was classified as a "nonseizure" file. The seizure-detection method tests a threshold based on the interelectrode mean signal S, which has a natural variability even in a single patient and even in the absence of a seizure. Using the same threshold in many patients makes the variability even greater but increases the clinical usefulness of the test. This is essentially a dilemma that is faced due to unreliable and changing thresholds and varying standard deviations that can be experienced even within a single patient.
With these observable facts, the problem becomes difficult to contain not only in terms of these noted variations but also in ascertaining in a meaningful way the performance evaluation of the classifier.
From this observation, a generalized statistical threshold was established to work across all patients independently of the signal's magnitude. This threshold is thus defined by the average of interelectrode mean plus 1 standard deviation of the interelectrode mean signal as defined in Eq. 2.
The suitability of the average spectral power between electrodes for seizure detection has been proved in an early study by Tito et al. (2007) .
In terms of the proposed classifier, any point which exceeded the threshold was considered a point belonging to a potential seizure, with all subsequent consecutive points exceeding this threshold defining the duration of such a seizure. Such a determination constitutes a first and most critical requirement for the proposed algorithm.
The next stage of the algorithm was to determine additional means to validate that such potential seizure can indeed be declared as an actual seizure. At this stage of the investigation, two measurements were taken into consideration. The first measurement is the duration in time in which the signal S was consistently above the aforementioned threshold, and the second measurement is found to be the maximum value of S in that interval. These two measurements were deemed sufficient for the detection algorithm to work properly.
To verify that the algorithm would not misclassify abnormal behavior as a seizure, we analyzed a file segment containing both abnormal behavior and seizure occurrence, which was not included in classification process. Figure 3 shows how the algorithm reacts differently to the seizure and to the abnormal behavior displayed in the original EEG file (a). The gamma power for each electrode and the interelectrode average are plotted in (b) and (c), respectively. As can be noted in plot (b), the highest increment of the power is observed at the time of the seizure. The gamma power is also sensitive to sporadic activities shown in the EEG, but their amplitude is lower compared with the actual ictal event. However, to further demonstrate how the algorithm reacts to the presence of abnormal activity in seizure-free files, we excluded the seizure from the 43-second segment and tested the system on the shorter segment (first 33 seconds) to verify that indeed the new reduced file will still be classified as a nonseizure file. The plot in (d) shows the behavior of the gamma power for all electrodes in the first 33 seconds. Note that the maximum power (0.000300) shown in this plot is much less than the one of the larger segment (0.002000) shown in plot (b), preventing as a consequence a false positive to occur. With these two measurements in place, a table was constructed to train the ANN-based classifier. The table contains as many records as data files were used in the training, whereas each record contains three values: the two aforementioned measurements and also a target (ϩ1 for seizure file and Ϫ1 for nonseizure file). Recall that nonseizure data files that did not meet the first requirement (not having a single point that passed the set threshold) were not used in this table to begin with, as they were already identified as true negatives. Figure 4 helps in visualizing the clustering of the two pattern classes (files that contain seizure [؉] versus files that do not [Ϫ]) in the decisional space that was created, for both training and testing sets. In this two-dimensional (2D) space, the x axis represents the duration, which was divided by a normalization factor of 1,000 to accelerate the convergence of the ANN and, thus, facilitate the determination of the optimal weights of the network, whereas the y axis represents the normalized maximum value of S in the interval above the threshold.
When this 2D space is chosen appropriately, which was the first most challenging part of this research problem, patterns of the same class will tend to cluster together, and the classification algorithm is logically expected to yield optimal results.
ANN Configuration
To address this problem and begin its implementation steps, a three-layer ANN with two inputs, five hidden neurons, and one output was designed. The five hidden neurons were initially chosen following an empirical rule that proposes for the number of hidden neurons twice the number of inputs plus one, whereas the exact number of neurons will be later investigated by a heuristic approach. To simplify the study, only three types of activation functions (AFs) were considered: linear (L), logsig (S), and Gaussian (G), as they provide the three basic shapes of AFs. Figure 5 depicts the general topology of all networks considered. These functions were used for the hidden and output layer, whereas the input layer was set to have always linear activation with zero bias.
To comply with the bipolarity of targets, the parameters of the AFs were set, such that their output falls in a range from Ϫ1 to ϩ1.
Training Procedure
Training was performed with the backpropagation algorithm and finalized with early stopping (a cross-validation strategy) as a regularization procedure to avoid network memorization. The procedure was set as follows: for every three iteration loops in the training set, the average square error on the validation set was computed and compared with the average of the last five validation errors computed. If the last error is higher, the iteration is stopped, because this could represent an increasing error trend.
As the targets in this study are either Ϫ1 or ϩ1, misclassification was defined to happen when the sign of the output differs from the sign of the targets.
For comparison purposes, different topologies with two (2-1) and three layers (2-X-1) were sequentially trained, using in each layer either the linear (L), logsig (S), or the Gaussian (G) AF, with exception of the input layer for which linear AFs were used at all times. The hidden neurons were varied in a range from 1 to 10. When creating all combinations, a total of three possible 2-1 topologies (two inputs and one output) were trained, namely 2L-1L, 2L-1S, and 2L-1G. In the 2-X-1 topologies, a total of 9 ϫ 10 ϭ 90 possible combinations were created and trained, where 9 is the number of allowed combinations of AFs across the layers (L-L-L, L-L-S, …, L-G-G) and 10 is the number of topologies created for each activation combination (2-1-1, 2-2-1, …, 2-10-1).
During an exploratory training phase on a group of networks, the shape parameters of the logsig and Gaussian AFs were varied from 0.1 to 5 in steps of 0.1, yielding no significant variation in the results. Therefore, the shape parameter was set to 5 for the logsig and 0.5 for the Gaussian.
The data set was arranged in two ways as defined in Table 1 . The training set was subdivided into pure training and crossvalidation subset.
The reason of these two arrangements was to confront two very different scenarios: one in which testing occurs on patients not involved in training and another in which all patients are involved in training and testing as well. The key question with the first arrangement was to elucidate whether the dynamics of iEEG during the transition to seizure onset are somewhat similar regardless of the patient. If a detector trained in this way performs well on files from other patients, then one can assume that the power spectrum in the gamma band is an excellent instrument to detect seizures offline as it is patient independent.
Table 1 presents how the data were distributed for the two arrangements. In both arrangements, the intent was to use approximately 20% of the training files for cross-validation and not for weight update. After training all 93 possible topologies, they were compared with each other in terms of performance on the validation set. For simplification, selection of the best topology was done with the average pattern square error on the validation set. The pattern square error is the square of the difference between the network output and the target for a specific pattern, and the average is taken after each iteration loop across all patterns in the table.
TRAINING RESULTS BASED ON THE NUMBER OF HIDDEN NEURONS
In the study by Berry and Linoff (1997) ; Blum (1992) ; Boger and Guterman (1997); and Swingler (1996) , different rules for selecting the number of hidden units are proposed. Intuitively, increasing the number of identical hidden neurons represents adding more degrees of freedom to the backpropagation algorithm in a multilayer perceptron trained with early stopping. To investigate the effect of adding hidden neurons, all topologies between 1 and 40 hidden neurons with all possible combinations of AFs were initialized with random weights and trained with early stopping.
In total, 10 trials were processed for each specific topology. The grand average of the average pattern square errors across all trials for the L-L-L and L-S-S topology groups and for both training and validation sets are shown in Fig. 6 , whereas in the training set, it is hard to observe any clear trend, because of the recurring peaks. This proved that adding more hidden neurons (as reflected by the x axis) does not considerably help reduce the error on the training set. This phenomenon could possibly be associated to the use of numerical methods, which always require a starting solution that can trap networks in local minima. Also, note that the recurring peaks in the validation errors tend to increase in value, which reduces generalization ability. If the starting weights were kept the same, the error would certainly reduce in trend. However, there is no way to know in advance which initial set of weights will yield the lowest error, and as a conclusion, it is possible for a topology with less hidden units to achieve lower errors than one with more hidden units, if the starting point is different.
This proves that the conclusions made (Barron, 1993; DeVore et al., 1989; Lawrence et al., 1997; Sarle, 1995; Tetko et al., 1995; and Weigend, 1994) regarding the convenience of adding more hidden units to a multilayer perceptron to find a better local minimum do not always apply because of drawbacks related to random selection of the initial weights of the ANN.
Because the optimum number of hidden neurons was impossible to obtain empirically, it was opted to include between X ϭ 1 and X ϭ 10 hidden neurons. With this assumption, different trials were performed to find the best ANN in each arrangement using different AFs.
Findings Regarding Data Arrangement
After the training process is completed for the two arrangements, the topologies were sorted in descending order of the average validation set error as presented in Table 2 .
These results show the five best-performing topologies, placing the 2-5-1 (L-S-S) topology on top in arrangement A and the 
Patients 1-14 (subset) Patients 1-14 (subset) Patients 1-14 (subset) N neg ϭ 59 N neg ϭ 12 N neg ϭ 45 N pos ϭ 19 N pos ϭ 6 N pos ϭ 15 N total ϭ 78 N total ϭ 18 N total ϭ 60 2-10-1 (L-S-S) topology in arrangement B. The error difference with respect to the next four best networks within the arrangements is insignificant for a classification network. However, the differences between the two arrangements are noticeable. When sorted by the validation error, arrangement B proved to be the better arrangement, as the average pattern square error in the validation set was 0.019 as opposed to 0.024 in arrangement A. The conclusion that validation is better for arrangement B proves that omitting patients 8 to 14 from the training set affects the performance of the detectors when tested on the same patients, which reflects that there are significant variations in the EEG dynamics from the validation files used. Summarizing, sorting all networks by their performance on the testing set yielded the ranking given earlier in Table 2 , with best being on top.
Because the validation set is data not used for the weight update, performance on this set was given priority when deciding which topology to select. From Table 2 , the 2-10-1 (L-S-S) topology performs better on arrangement B for the validation set, whereas for arrangement A, the 2-5-1 L-S-S topology performs better on the same set. Referring Fig. 6 , the reader should observe that the plots shown are indeed proof that adding more hidden neurons does not decrease errors, because all starting solutions were purposely randomized to avoid local minima. Therefore, it can be concluded that there is a possibility that the 2-10-1 topology could have performed better in another five trials. However, again, because of the uncertainty inherent to the numerical problem at hand, the course of the investigation had to be based on one choice, and this choice was the 2-5-1 topology.
After selecting the two ANNs, they were trained with early stopping on the corresponding arrangements and then tested on the corresponding testing data for a complete analysis.
Testing Results
After training the 2-5-1 and 2-10-1 (L-S-S) networks on arrangements A and B, respectively, they were tested on the testing data. Results of the test in ROC terminology are given in Table 3 . Table 3 presents how the optimum networks perform in each set. A closer observation in the testing set reveals the following: (1) accuracy is better in arrangement A; (2) sensitivity is worst in arrangement A; and (3) specificity is better in arrangement A.
This inconsistency made it impossible to change the balance in favor of one arrangement or the other, not even when arrangement A is supposed to be less biased as it included unseen patients as testing data, besides having a testing set which is more than four times bigger than the training set.
This proved that there is no substantial difference in the gamma power spectrum of the EEG of the seizure between patients, and therefore, no specific proposition can be done as to which arrangement to select. It is, therefore, concluded that the spectrum in the gamma band is an excellent instrument to detect seizures offline at interpatient level, and it is not restricted to EEG dynamics of any particular patient; in other words, it is patient independent. Further analysis was intentionally done using arrangement A because a test on data from unseen patients is the most adverse condition for a classifier.
One should also expect that a particular data arrangement can change network performance significantly. For example, one arrangement with overlap in the training set and perfect separation in the testing set, albeit rare in the real world, will yield a network that performs much better in the testing than in the training set. For all these reasons, it was opted to disregard the topology/arrangement analysis during the study of the remaining frequency bands and use only the 2-5-1 (L-S-S) topology within arrangement A. Considering that this study is applied to clinical data that involves seizures from different patients, the performance of this ANN-based seizure detector was found to be within acceptable standards.
Comparative Analysis Under Different Frequency Bands
To demonstrate the superiority of the spectral power in the gamma range, other frequency bands were also analyzed and compared in terms of their classification performance. Six 2-5-1 ANNs were constructed and trained from random starting solutions and tested in their corresponding data sets. The gamma-based classifier was also trained again. From Table 4 , it can be observed that the gamma band yielded the most accurate seizure detector.
In comparing the results obtained for the gamma frequency band, it was noted that equivalent methods developed in recent years have a tendency to use sensitivity as performance criterion (Navakatikyan et al., 2006) , apply a wave-feature extraction algorithm to scalp EEG from 55 neonates and obtain sensitivity ranging 83% to 95% (Hopfengärtner et al., 2009) , and attain 85.2% to 90.8% analyzing two frequency bands of intracranial EEG (iEEG) of 15 patients. Another method by Chan et al. (2008) uses SVM on features extracted from five frequency bands, resulting in sensitivities between 80% and 98% (Deburchgraeve et al., 2008) and attain 88% sensitivity when applying correlation and frequency activity to scalp EEG of 26 neonatal patients. Also, an algorithm by Schad et al. (2008) reports sensitivities up to 63% and 72% at scalp and intracranial level, respectively. When compared with these methods, Table 4 for the gamma frequency band of the method proposed in this study is more than satisfactory. At this juncture, it is important to note that even though different ROC terms are listed in Table 4 , one should consider accuracy as one of the most important descriptor because it measures the degree in which correct classifications were done without favoring either TP or TN classifications. Favoring TP assures high sensitivity, whereas by favoring TN, one would opt for higher specificity. Note that even though delta band yielded best specificity, if performs poorly in terms of sensitivity. It can be concluded that in general the gamma frequency range performed better in terms of accuracy, sensitivity, and specificity over the remaining frequency bands.
CONCLUSION
This study demonstrated the feasibility of detecting seizures on iEEG using an ANN based on the gamma frequency band for classification purposes. It was shown that the power measurement in the gamma range from 36 to 44 Hz contains the information needed to discriminate seizure files from nonseizure files with an accuracy of 95.90%, a sensitivity of 92.59%, and a specificity of 96.84%. These results were obtained with a 2-5-1 network topology with linear AFs in the input layer and sigmoid AFs in the second and third layer. The two most discriminating features that constituted the 2D decisional space were determined to be (1) the time duration (the number of consecutive points) where the value of each given point in the interelectrode mean signal S exceeded the set statistical threshold, which was evaluated as T ϭ S ϩ , and (2) the maximum value of S in that specific interval.
Of particular value is the generalized nature of the algorithm, and its feasibility in the absence of patient-specific training data. In general, it is worth mentioning that although only 29% (35/122) of the files were used randomly for training the detector, high measures in sensitivity, specificity, and accuracy were still achieved in the remaining files, which were subsequently used in the testing phase.
By investigating as to what constitute the optimum number of hidden units and which arrangement of data will be more useful, the following interesting observations can be made:
1. No particular number of hidden neurons could be found to minimize the testing error. The reason probably lies in the nature of the training algorithm, which is a numeric method that starts with a random weight selection. 2. Excluding patients from the training set did not have significant impact in the test. This fact clearly proved that the gamma-based classifier is effective even when tested on unseen patients.
The computational requirements for creating the ANNs during the training phase and the ensuing results during the testing phase reveal additional findings that are quite interesting:
1. The data clusters of seizure files seem more spread out than those data clusters of files without seizures, which clearly proves that seizures which are atypical events obviously vary greatly among subjects. 2. The choice of the ANN topology is critical for delineating such wide-ranging behaviors, as long as the appropriate decisional space is carefully established.
The study has so far included 14 patients who underwent two-stage epilepsy surgery with subdural recordings and whose iEEG data were obtained sequentially. Evidence for a fundamental role of the gamma band in the initiation of seizures is suggested by the increment in interictal gamma frequency power within the seizure onset zone. More insight will be gained into the findings of this study as more patients in the future will consent to be included, as more data are collected, the more influential will be the clustering characteristics of epileptogenic data.
