This paper describes the architecture and the operation of a neural network based system for image interpretation. The system is based on the use of two models of associative neural networks, ADAM and AURA for image and symbolic processing respectively. Employing characteristics of cellular automata theory and applying ideas from syntactic and structural pattern recognition, it uses a hierarchical approach to learn the structure of images. The hardware implementation of this system is based on the C-NNAP hardware platform.
INTRODUCTION
The structure of patterns found in images and the relationships among the primitive elements of these patterns are of a great importance in any image understanding system. Structure handling systems are following the syntactic and structural approach for pattern analysis (Fu (1), Bunke and Sunfeliu (2) ).
Although successfully applied at a number of cases, the sensitivity of parsing and graph matching to noise and errors at input data and the lack of generality and of a robust learning capability are the main drawbacks (Tombre (3)).
One could say that the above drawbacks could be easily overcome should the proper neural network architecture be used. The problem which arises in such a case is that of dimensionality (Austin (4) ). That is caused because, in typical approaches, the whole of an image is presented to the neural network and, unless a very large number of examples is provided, it is di cult for the network to generalize.
As is referred in (4) , one solution to this problem is to use a hierarchical approach to learn the structure of images. In that, after the initial labelling, the pattern primitives forming the objects in the image are combined together to form elements of a higher level of hierarchy. Messages are exchanged between these elements and the process of moving to higher levels of hierarchy and message passing is repeated until the nal characterisation of the pattern with object level labels.
To be appeared in: 6th Int. Conf. on Image Processing and its Applications, IEE, Dublin, 14-17 July 1997 In order to do this a Cellular Automata (Burks (5)) like architecture is employed and the system consists of a number of units, sites, with each one of them performing a simple task. Each site consists of a number of modules which are using associative neural networks capable for symbolic processing. Each site is called an associative processor and all together form a Cellular Associative Neural Network (CANN).
The basic principle of operation is that sites exchange messages about their state with their neighbours. After every iteration each site is aware of the state of more distant neighbours and then, this is re ected in its own state. When every site receives the proper amount of information to enable it reason about the pattern(s) of which the site is part of, then object level label(s) is(are) assigned to the site.
To be able to perform these state transitions the system needs to know the appropriate rules. These are created during the learning session where examples of symbolic images and the relevant object level labels are presented to the system. Exploiting the characteristics of the learning algorithm and of the associative memories which are used, the system achieves very fast learning times and the ability to generalize depending on the level of constraint relaxation allowed when recalling. Moreover, the speed of operation can be augmented with the use of the dedicated hardware, C-NNAP (Austin et al (6) ). 
ARCHITECTURE AND METHODOLOGY
Two subsystems co-operate in this architecture. The rst is responsible for extracting pattern primitives out of 2D digitized picture and the assigning of symbolic labels to them. The second has as input the 2D symbolic array which is created, and attempts to classify the patterns depicted in the image through the evolutionary process of a cellular automata like model.
ADAM and AURA
The Advanced Distributed Associative Memory (ADAM) (Austin and Stonham (7)) is a binary neural network speci cally designed for application to image analysis tasks (Austin et al (8) ). It uses two correlation matrix memories (CMMs) (Willshaw et al (9) ) to learn and recall associations between input and output arrays of binary data. An example correlation matrix memory is depicted in gure 2. ADAM uses one CMM to associate the input pattern with an intermediate pattern, class, which is much smaller than either the input and output patterns. The class has a constant number of bits set to one and is also unique for every input. The second CMM is used to associate the class with the output pattern. A pre-processed version of the input pattern having a constant number of 1s is associated with the class. The pre-processing is necessary for (a) classifying linearly inseparable patterns, (b) making the input much more sparse in order to increase capacity and prevent fast saturation and (c) facilitate the thresholding of the output from the rst CMM.
In order to store two binary patterns in a CMM, logical 1s are placed at the intersections between the 1s of patterns A and B (see g. 2). All the places of the CMM are initially set to 0s and consecutive associations are ORed with the current contents of the CMM. E ectively, the CMM represents the outer product of patterns A and B.
To recall a pattern from a CMM, a matrix multiplication is performed between the input pattern and the CMM. The output is an array of integers which has to be thresholded in order to give the output binary pattern. If we know that the output pattern should have L bits set to 1 then we set the L highest integers to 1 and the rest to 0. This is the L-max method. Otherwise, we set the integers above N to 1 and the rest to 0. In that case, N is the number of bits set to 1 at the input pattern.
The Advanced Uncertain Reasoning Architecture (AURA) (Austin et al (10)) ( g. 3) is an associative memory model which derives from ADAM and is more appropriate for knowledge manipulation and symbolic processing. The input data in AURA are the pre-conditions of a rule and the output is the relevant postcondition. The pre-conditions, or antecedents, are pre-processed in order to form the input to the appropriate CMM. The pre-processing is responsible for (a) their conversion to binary patterns, (b) the production of tensor products between the variables and their values and (c) the superimposing of these tensor products. The input is correlated with a separator using the appropriate CMM. The separator is regarded as the class pattern in ADAM and it is used as an index for the output. The output is stored at a database using the Middle Bit Indexing (MBI) technique (Filer (11) ). In recalling, one separator or a number of superimposed separators are obtained after the L-max thresholding of the output of the proper CMM. Using the recovered separator(s) the proper output(s) is(are) then recalled from the MBI database.
The fact that the number of antecedents in a rule is not always the same and the necessity to recall the best matching output according to the number of antecedents present has led to the use of the arity concept in AURA. Arity could be simply interpreted as the number of antecedents in a rule.
One important feature of both ADAM and AURA is that they can operate in parallel on the data. That means that simultaneous presentation of n inputs will lead to simultaneous production of all the corresponding outputs. Additionally, both system have in common their ability to deal with uncertain data, the simple implementation in hardware, and the ability to operate at speed on very large amounts of data.
Initial Labelling
The initial labelling session is necessary for the transformation of the image from the pixel to the symbolic level. In that, the image is scanned for pattern primitives and then the corresponding symbols are placed at the relative positions in the symbolic image. This is achieved by using the ADAM neural network as a feature recogniser. ADAM has been used in a similar manner in another system (O'Keefe and Austin (12) ). In that system, ADAM were successfully employed to associate features with object labels and positions for use with a Generalised Hough Transform (GHT) method.
In this approach, ADAM associates features with symbols from an initial alphabet for primitive patterns. These associations are stored in ADAM through a training procedure. In that, n m blocks of pixels are related with the corresponding symbols from the initial alphabet. After the completion of the training procedure, a library of feature ! symbol associations is created and can be used at further initial labelling sessions. New associations can always be added without the need for retraining.
In order to create the symbolic image, the original image is scanned for known features. The places in which they are found specify the position in the symbolic array where the relevant symbols are placed. It is not unusual for more than one symbols to come up at a place, and this is something which can be handled later at the symbolic processing session. Currently, we are experimenting with image blocks of 15 15 pixels following the guidelines from (12) . Increased size of feature blocks and, consequently, increased complexity of pattern primitives for the initial alphabet are in the scope of the research.
Cellular Associative Neural Networks
A CANN is an array of similar units, sites, called associative processors. Every processor consists of a set of modules whose tasks are performed using AURA type networks. Each site can communicate with some, or all, of its neighbours. An example processor from a two dimensional CANN is depicted in gure 4. This processor can exchange messages with four of its neighbours.
Every site has a state which is represented by one or more symbols. The initial state of each processor comes from the initial 2D symbolic array formed by the rst sub-system. The modules in each processor perform one of the three following tasks: (a) convert input to a form suitable for spreading in each direction, (b) combine incoming information with information to be passed to each direction and make it available to neighbouring processors, and, (c) combine current state and information from the neighbours to produce new state of the processor. These modules are called spreader, passer and combiner respectively.
The way in which these modules are combined together to form the associative processor depends on the connection schema which is followed. This speci es which messages will form the input to a module and where will the output be directed. The connection schema used in the current experiments is shown in g. 4 with the di erence that the spreader module is not being used but the input is directly directed to the passer modules instead.
Three sets of symbols are used in a CANN. The rst one, input alphabet, is the set of symbols representing primitive patterns that can be found in images. The second is the set of the transition symbols used during the evolution process of the CANN. The third set, output alphabet, has symbols which represent more complicate patterns and can be adequately used for the nal labelling of an image. Messages consist of one or more symbols of the above sets.
Learning. During the learning session a set of rules for the modules of the associative processor are created. Since the operation of each processor is location independent, these rules are the same for all the corresponding modules. The rules are of the form input conditions ! output, where input conditions are combinations of messages and output is either a transition symbol or a symbol from the output alphabet.
In learning, the system is presented with an initial symbolic representation of a pattern and the maximum possible information about its structure must be extracted. Since the successive con gurations that the system should have are not available as is the case in Richards et al (13) , the algorithm is based in a`test and set' approach. In that, if a combination of messages is unknown then a new transition symbol is created to represent them. All the previously learned rules are used and accessed when learning a new pattern. Thus, knowledge is built gradually upon the existing one.
Based in the relation between entropy and the information in a system (Shannon (14)) and using the distribution of states at the con guration of the CANN at every iteration to compute entropy, the algorithm stops when all the sites in the CANN have unique states.
Recalling. In the recalling session a symbolic image is presented to the CANN. That initiates a series of iterations. At each iteration the con guration of the CANN, i.e. the states of the sites, is set according to the existing messages and the sets of the rules created during the learning sessions. Thus, the system follows a cellular automata like evolution.
The tolerance by which various pre-conditions of a rule can lead to the recalling of the relevant postcondition can vary. This inserts the relaxation parameter to the system and allows it to cope with clutter, geometrical distortions and other abnormalities which can occur. The tolerance refers to the number of pre-conditions allowed not to match in a rule. The con dence with which a recall is made from a CMM is the basic factor in order to decide whether the presentation of some input conditions led to a successful recalling or not. The con dence is re ected at the array of summed values formed by the proper CMM.
The recalling session ceases when there are no alterations to the con guration of the system for a number of iterations or when the percentage of sites that are changing is continuously less than a threshold or when iterations exceed a preset maximum number.
RESULTS
This architecture is aimed at identi cation of simple objects in multi-object scenes. Two dimensional binary images of electronic circuit drawings have been chosen and will be used as experimenting material. Currently, at the initial experiments which have taken place, the behaviour of the symbolic processing part of the architecture was tested using the prototype patterns in gure 5.
The symbolic representations of these patterns were created using an input alphabet of six sym- bols. These were to represent pattern primitives p; q; y; x; ? and j respectively. With the resolution used, patterns R1,R2,R3,R4,R5 and R6 needed 12 6 or 6 12 symbols to represent them depending on their orientation. Pattern R1a which was used only in the recalling session was 8 7 symbols.
The number of iterations needed and the number of rules at the combiner module after the presentation of each pattern during the learning session are shown in table 1. In table 2, the number of sites ending up with a particular object level label, the number of iterations needed and the maximum tolerance allowed are depicted.
The number of iterations needed to complete the learning session depends on the size of the pattern and on the maximum distance that messages have to travel in order to make the state of the sites unique. As the learning session starts, some sites obtain a unique state after the rst iteration. In the exam- ples above, that happens at the corners where the current state of the site and the messages arriving from the direct neighbours form unique inputs at the combiner modules. The sites in the middle of horizontal or vertical lines are the ones who obtain a unique state last. The number of iterations needed for convergence and the number of the rules which will be created can thus be estimated in advance if necessary.
The total number of rules created depends on the size of the pattern to be learned and on the relevance of that pattern with the previously presented ones. In recalling, the object level symbol with the majority of occurrences at di erent sites, speci es which the presented pattern is. The occurrence of other object level symbols at some of the sites is caused due to similarities among the learned patterns. These symbols can co-exist at the nal states of the sites.
The response of the system when the input has not been seen before is reported for pattern R1a. In that example, after a relaxation of the constraints, the system ends up having a mixture of votes from different classes.
SUMMARY
A novel architecture for image interpretation has been presented. Its basic elements are the ADAM and AURA associative memory models, the cellular automata like operation of the symbolic part of the system and the hierarchical approach in learning the structure of images.
A learning algorithm which uses the notion of maximum entropy is applied in order to produce the necessary number of state transition rules. Generalization comes as a consequence of the characteristics of the ADAM and AURA models and the insertion of the relaxation parameter. These factors also give the ability to cope with noise at di erent levels.
Although at an initial stage, the results using the symbolic part of the system and a number of prototype patterns demonstrate the potential of the architecture. The parallelism is inherent in the system as it consists of a number of autonomous processing elements. When implemented on the proper platform, C-NNAP, the system will be able to use more and larger associative memories thus giving it the ability to cope with larger images under real time conditions.
