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Abstract
Let A be a C∗-algebra, H,K be two Hilbert A-modules, and B be an adjointable operator from H to
K . In this paper, we prove that the Moore–Penrose inverse of B exists if and only if B has closed range.
In addition, some known results about the Moore–Penrose inverses acting on Hilbert spaces, as well as
in C∗-algebras are extended in the context of Hilbert C∗-modules. As an application, a characterization
of positive semi-definite matrices of adjointable operators with respect to an orthogonal pair of a Hilbert
C∗-module is given.
© 2007 Elsevier Inc. All rights reserved.
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0. Introduction
Let H be a Hilbert space,L(H) be the set of bounded linear operators on H , and P ∈L(H)
be a (orthogonal) projection. For any self-adjoint element T ofL(H), T can be expressed as an
operator matrix(
T1 T2
T ∗2 T3
)
(0.1)
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with respect to the orthogonal pair P, 1 − P , where T1 = PT P, T2 = PT (1 − P) and T3 = (1 −
P)T (1 − P). Recall that T is said to be positive (briefly, T  0), or equivalently, its associated
operator matrix (0.1) is positive semi-definite if 〈T ξ, ξ〉  0 for any ξ ∈ H = PH ⊕ (1 − P)H .
When H is finite-dimensional, it is known (see [1,13] for example) that T is positive if and only
if the following two conditions hold:
(i) T1  0;
(ii) There exists W ∈L((1 − P)H,PH), such that T2 = T1W and T3 − W ∗T1W  0.
Anderson and Trapp [2] proved that the same property also holds for general Hilbert spaces.
Recently, a C∗-algebra version of the above property has also been obtained by Cvetkovic´-Ilic´ et
al. [9] under the additional assumption that T1 is regular, which is equivalent to assuming that the
range of T1 is closed by a result of [11].
Many applications can be found concerning the above mentioned property. For instance, it
is applied in solving the truncated complex moment problems [6]; in the study of the oblique
projections and least square problems [4,5] and in the study of matrix equations [8]. Note that
Hilbert spaces and C∗-algebras both are Hilbert C∗-modules, so it is meaningful to put forward
a generalized version of the previous results in the context of Hilbert C∗-modules. Compared
to the Hilbert space case, there exist some differences when we deal with operators in a general
Hilbert C∗-module H ; for instance, a closed topologically complemented submodule of H may
not be orthogonally complemented, meanwhile the fundamental Riesz representation theorem
concerning the bounded linear functionals of H may also be not true. By [12, Theorem 3.2], we
know that the former deficit can be mended if we restrict our attention to those adjointable operators
whose ranges are closed. It is known that for a bounded linear operator T acting on a Hilbert space
H , the range of T is closed if and only if its Moore–Penrose inverse T † exists. This leads us to
study the Moore–Penrose inverses of adjointable operators acting on Hilbert C∗-modules.
The paper is organized as follows: In Section 1, we will recall some basic knowledge about
Hilbert C∗-modules. The reader is referred to [12] for more details. In Section 2, we will study the
Moore–Penrose inverses of adjointable operators on Hilbert C∗-modules, and get some analogous
results scattered in the literature on Hilbert space as well as C∗-algebra. In Section 3, we will give
a generalized version of [9, Theorem 2.2].
1. Preliminaries
Throughout this paper, A is a C∗-algebra. By a projection, we always mean an idempotent
and self-adjoint element of certain C∗-algebra. An inner-product A-module is a linear space E
which is a right A-module, together with a map (x, y) → 〈x, y〉: E × E → A such that for any
x, y, z ∈ E, α, β ∈ C and a ∈ A, the following conditions hold:
(i) 〈x, αy + βz〉 = α〈x, y〉 + β〈x, z〉;
(ii) 〈x, ya〉 = 〈x, y〉a;
(iii) 〈y, x〉 = 〈x, y〉∗;
(iv) 〈x, x〉  0, and 〈x, x〉 = 0 ⇐⇒ x = 0.
An inner-product A-module E which is complete with respect to the induced norm (‖x‖ =√‖〈x, x〉‖ for x ∈ E) is called a (right) Hilbert A-module. The reader is referred to [12] for the
details.
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Suppose that H,K are two Hilbert A-modules, letL(H,K) be the set of all maps T : H → K
for which there is a map T ∗: K → H such that
〈T x, y〉 = 〈x, T ∗y〉 for any x ∈ H and y ∈ K.
It is known that any element T of L(H,K) must be a bounded linear operator, which is also
A-linear in the sense that T (xa) = (T x)a for x ∈ H and a ∈ A. We call L(H,K) the set of
adjointable operators from H to K . For any B ∈L(H,K), the range, nullspace of B are denoted
by R(B),N(B), respectively. By [12, Theorem 3.2], we know that R(B) is closed if and only if
R(B∗) is closed. In case H = K ,L(H,H) which we abbreviate toL(H), is a C∗-algebra. Let
L(H)+ be the set of positive elements ofL(H).
Definition 1.1. Let H , K be two Hilbert A-modules, we say that a closed submodule F of H
is topologically complemented if there is a closed submodule G of H with H = F + G,F ∩
G = {0} (briefly H = F ⊕ G). Furthermore, F is said to be orthogonally complemented if H =
F ⊕ F⊥, where F⊥ = {x ∈ H |〈x, y〉 = 0 for any y ∈ F }. By definition, if F is orthogonally
complemented then F is topologically complemented; but the reverse is not true (see [12] for a
counterexample). However, an exception is that every nullspace of an element ofL(H,K) with
closed range is orthogonally complemented, which can be stated as follows:
Lemma 1.1 (cf. [12, Theorem 3.2]). Let H,K be two Hilbert A-modules, and B ∈L(H,K). If
B has closed range, then B∗ also has closed range, and
H = N(B) ⊕ R(B∗), K = R(B) ⊕ N(B∗). (1.1)
Remark 1.1. The proof of [12, Theorem 3.2] indicates that if B ∈L(H,K) with closed range,
then R(BB∗) = R(B), and thus R(BB∗) is also closed. On the other hand, if R(BB∗) is closed,
then K = R(BB∗) ⊕ N(BB∗) = R(BB∗) ⊕ N(B∗) ⊆ R(B) ⊕ N(B∗) ⊆ K , so that R(B) ⊕
N(B∗) = K , which implies that R(B) is closed. Replacing B by B∗, we conclude that
R(B) is closed ⇐⇒ R(B∗) is closed ⇐⇒ R(BB∗) is closed
⇐⇒ R(B∗B) is closed.
Definition 1.2. Let H,K be two Hilbert A-modules, B ∈L(H,K). The Moore–Penrose inverse
B† of B (if it exists) is an element X ofL(K,H) which satisfies
BXB = B, XBX = X, (BX)∗ = BX, (XB)∗ = XB. (1.2)
Remark 1.2. Let B ∈L(H,K), denote by
B{1} = {X ∈L(K,H)|BXB = B}
and
B{1, 2} = {X ∈L(K,H)|BXB = B,XBX = X}.
Any element of B{1} (resp. B{1, 2}) is called {1}-inverse (resp. {1,2}-inverse) of B. By definition,
we know the Moore–Penrose inverse B† of B (if it exists), is an element of B{1, 2} such that BB†
and B†B both are projections.
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2. The Moore–Penrose inverses of adjointable operators on Hilbert modules
Theorem 2.1 (cf. [4, Corollary 3.4]). Let H,K be two Hilbert A-modules, B ∈L(H,K) with
closed range. Let Q ∈L(H), P ∈L(K) be two idempotents such that
R(P ) = R(B), N(Q) = N(B). (2.1)
Then there exists a unique solution C ∈L(K,H) of
BX = P, R(X) ⊆ R(Q). (2.2)
Furthermore, C ∈ B{1, 2} and CB = Q.
Proof. (1) Since any idempotent in a Hilbert C∗-module has closed range, by (2.1) and (1.1) we
know that
N(P ∗) = N(B∗), R(Q∗) = R(B∗). (2.3)
Note that R(IH − Q) = N(Q) = N(B), so for any h ∈ H
Bh = B((IH − Q)h) + B(Qh) = B(Qh). (2.4)
If B(Qh) = 0, then Qh ∈ R(Q) ∩ N(Q) = {0}. It follows that the restriction of B on R(Q),
B|R(Q): R(Q) → R(B) is a (bounded linear) bijection from Banach space R(Q) onto Banach
space R(B). Let T : R(B) → R(Q) denote the (bounded) inverse of B|R(Q) which satisfies
T (Bh) = T (B(Qh)) = Qh for any h ∈ H.
By assumption, K = R(P ) ⊕ N(P ) = R(B) ⊕ N(P ), so T can be extended to be an operator
C: K → H by simply letting C be identically zero on N(P ). Hence the following formula holds:
C(Bx + y) = Qx for any x ∈ H and y ∈ N(P ). (2.5)
Replacing H,Q,B by K,P ∗, B∗, respectively, we get an operator C∗: H → K which satisfies
C∗(B∗u + v) = P ∗u for any u ∈ K and v ∈ N(Q∗). (2.6)
Since H = R(Q∗) ⊕ N(Q∗) = R(B∗) ⊕ N(Q∗) and K = R(P ) ⊕ N(P ) = R(B) ⊕ N(P ), we
have that for any ξ ∈ H , η ∈ K , there exist a ∈ H and b ∈ K such that
ξ = Q∗ξ + (1 − Q∗)ξ = B∗b + (1 − Q∗)ξ,
η = Pη + (1 − P)η = Ba + (1 − P)η.
By (2.5) and (2.6) we know that
〈Cη, ξ〉 = 〈Qa, ξ〉 = 〈a,Q∗ξ〉 = 〈a, B∗b〉 = 〈Ba, b〉.
On the other hand
〈η,C∗ξ〉 = 〈η, P ∗b〉 = 〈Pη, b〉 = 〈Ba, b〉.
It follows that 〈Cη, ξ〉 = 〈η,C∗ξ〉 for any ξ ∈ H and η ∈ K , therefore, C is adjointable so that
C ∈L(K,H).
By (2.5) and (2.6), we have that R(C) = R(Q), CB = Q and P = BC. This completes the
proof that C is a solution of (2.2).
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(2) Suppose that X ∈L(K,H) is a solution of (2.2). Then
B(XP − X) = (BX)P − BX = P 2 − P = 0,
so R(XP − X) ⊆ N(B) ∩ R(X) ⊆ N(Q) ∩ R(Q) = {0}, and thus XP = X, which in turn, in
combination with BX = P , yields N(P ) = N(X). Since R(P ) = R(B), we have BXB = PB =
B. Moreover, XBX = XP = X, so X ∈ B{1, 2}.
Now, let us prove the uniqueness of the solution of (2.2). If X is a solution of (2.2), then
R(B) = R(P ) and R(X) ⊆ R(Q), so for any x ∈ H , there exist a ∈ K, b ∈ H such that
Bx = Pa, Xa = Qb.
Then
X(Bx) = X(Pa) = (XP )a = Xa = Qb, (2.7)
Bx = BX(Bx) = B(Qb),
C(Bx) = C(B(Qb)) = Qb. (2.8)
Since K = R(B) ⊕ N(P ), and the restrictions of X and C on N(P ) both are identically zero, by
(2.7) and (2.8) we know X = C. This completes the proof of the uniqueness of the solution of
(2.2). 
Remark 2.1. The operator C defined by (2.5) is adjointable, and hence is bounded since any
element of L(H,K) will be bounded automatically. In what follows we will use the notation
B
†
P,Q, as in [4], to denote the unique solution of (2.2).
Remark 2.2. Take A = M2×2(C),H = C2 and Q =
(
1 2
0 0
)
∈L(H) for example, the norm of
an idempotent in a C∗-algebra may be bigger than 1. Let H,K,B, P and Q be as in Theorem 2.1
such that (2.1) is satisfied. Suppose further that ‖Q‖  1, then as in [10] we can prove that
‖B+P,Q‖2 = inf{μ|PP ∗  μBB∗}.
In fact, PP ∗ = (BB†P,Q)((B†P,Q)∗B∗)  ‖B†P,Q(B†P,Q)∗‖BB∗ = ‖B†P,Q‖2BB∗. On the other
hand, if μ is given such that PP ∗  μBB∗, then since ‖Q∗‖ = ‖Q‖  1, by (2.6) we know that
for any u ∈ K and v ∈ N(Q∗)
‖(B†P,Q)∗(B∗u + v)‖2 = ‖P ∗u‖2 = ‖〈PP ∗u, u〉‖  μ‖〈BB∗u, u〉‖
= μ‖B∗u‖2 = μ‖Q∗(B∗u + v)‖2  μ‖B∗u + v‖2,
so ‖B†P,Q‖2 = ‖(B†P,Q)∗‖2  μ.
Theorem 2.2. Let H,K be two Hilbert A-modules and B ∈L(H,K). Then the Moore–Penrose
inverse B† of B exists if and only if B has closed range.
Proof. Suppose B† exists, then BB† is a projection and R(B) = R(BB†), so that R(B) is closed.
Conversely, if R(B) is closed, then by Lemma 1.1 we know H = R(B∗) ⊕ N(B) and K =
R(B) ⊕ N(B∗). Let P be the associated projection from K onto R(B), and Q the projection
from H onto R(B∗). Then (2.1) is satisfied and hence by Theorem 2.1 B†P,Q ∈ B{1, 2} exists
with BB†P,Q = P and B†P,QB = Q. Since both P,Q are self-adjoint, B†P,Q is a Moore–Penrose
inverse of B. 
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Since every C∗-algebra A can be expressed as a Hilbert A-module in an obvious way by simply
letting
〈x, y〉 = x∗y for any x, y ∈ A, (2.9)
in view of Remark 1.1 and Theorem 2.2, we get a following result:
Proposition 2.3. LetA be a unitalC∗-algebra and a be an element ofA.Then a† exists⇐⇒ (a∗)†
exists ⇐⇒ (aa∗)† exists ⇐⇒ (a∗a)† exists.
Proposition 2.4. Let H,K be two Hilbert A-modules and B ∈L(H,K) with closed range. Then
the Moore–Penrose inverse B† of B is unique. Furthermore, B† is the unique element ofL(K,H)
which satisfies
BX = BB†, R(X) ⊆ R(B∗). (2.10)
Proof. Choose any Moore–Penrose inverse B† of B, and let P = BB†, Q = B†B be the asso-
ciated projections. By Theorem 2.1 we know that B† is the unique element B†P,Q in L(K,H)
which satisfies (2.10).
Suppose now thatX is inL(K,H) such that (1.2) is satisfied. ThenBX,XB are two projections
with
R(BX) = R(B) = R(BB†) and N(XB) = N(B),
so that BX = BB† and
R(X) = R(XB) = N(XB)⊥ = N(B)⊥ = R(B∗).
Then X = B† follows from the uniqueness of the solution of (2.10). 
Corollary 2.5. Let H,K be two Hilbert A-modules and B ∈L(H,K) with closed range. Then
the Moore–Penrose inverse B† of B is the unique element ofL(K,H) which satisfies
YB = B†B, R(Y ∗) ⊆ R(B). (2.11)
Proof. Since R(B∗) is closed, (B∗)† also exists. By Proposition 2.4 we know (B∗)† is the unique
element ofL(H,K) which satisfies
B∗X = B∗(B∗)†, R(X) ⊆ R(B). (2.12)
By taking ∗-operation, we know from (1.2) that (B∗)† equals to (B†)∗, so that
B∗(B∗)† = B∗(B†)∗ = (B†B)∗ = B†B,
which in turn, in combination with (B∗X)∗ = X∗B and (2.12), shows that (B†)∗ is the unique
element ofL(H,K) which satisfies
X∗B = B†B, R(X) ⊆ R(B).
Equivalently, B† is the unique element ofL(K,H) which satisfies (2.11). 
Remark 2.3. The finite-dimensional case of the preceding corollary, which is figured out by
Baksalary and Baksalary [3, Lemma 1], plays a crucial role in their study of the Moore–Penrose
inverses of columnwise partitioned matrices, and their main results have been generalized to the
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case of Hilbert spaces [14]. In view of Theorem 2.2, by using the same method as in [14], we can
extend their results further in the context of Hilbert C∗-modules.
3. Positive semi-definite matrices of adjointable operators on Hilbert modules
The purpose of this section is to give a generalized version of positive semi-definite matrices
with respect to a given orthogonal pair. First, we will state the following two lemmas which
characterize positive elements ofL(H) for every Hilbert C∗-module H .
Lemma 3.1 (cf. [12, Lemma 4.1]). Let H be a Hilbert A-module and T ∈L(H). The following
conditions are equivalent:
(i) T is a positive element ofL(H);
(ii) 〈T x, x〉  0 for any x ∈ H.
Lemma 3.2. Let H be a Hilbert A-module, a, b ∈L(H) with a = a∗ and b ∈L(H)+. If ta +
b ∈L(H)+ for any t ∈ [0,+∞), then a ∈L(H)+.
Proof. Let a = a+ − a−, where a+, a− are the positive and negative parts of a, respectively with
a+a− = a−a+ = 0. For any t ∈ [0,+∞) and ξ ∈ H , we have
0  〈(ta + b)a−ξ, a−ξ〉 = −t〈a−(a−ξ), a−ξ〉 + 〈b(a−ξ), a−ξ〉. (3.1)
Note that it is well-known that ‖x‖  ‖y‖ for any positive elements x, y in a C∗-algebra with 0 
x  y. Since 〈a−(a−ξ), a−ξ〉, 〈b(a−ξ), a−ξ〉 both are positive elements in the given C∗-algebra
A, by (3.1) we have
‖〈b(a−ξ), a−ξ〉‖  t‖〈a−(a−ξ), a−ξ〉‖ for any t ∈ [0,+∞),
which is possible only if 〈a−(a−ξ), a−ξ〉 = 0. It follows that (a−)3 = 0 and hence a− = 0, so
that a = a+ − a− = a+  0. 
Remark 3.1. The special case of the preceding lemma thatL(H) = A (as defined by (2.9)) is
applied in the proof of Theorem 3.4 below.
Lemma 3.3. Let H1, H2 be two Hilbert A-modules and B be a self-adjoint element ofL(H1 ⊕
H2) with B =
(
B11 B12
B∗12 B22
)
, where Bij ∈L(Hj ,Hi) (i, j = 1, 2). Suppose that B12 = B11W for
some W ∈L(H2, H1). The following conditions are equivalent:
(i) B ∈L(H1 ⊕ H2)+;
(ii) B11 ∈L(H1)+ and B22 − W ∗B11W ∈L(H2)+.
Proof. Suppose that B  0, then 〈B11h1, h1〉 =
〈
B
(
h1
0
)
,
(
h1
0
)〉
 0 for any h1 ∈ H1, so that
B11  0.
For any h2 ∈ H2, let h1 = −Wh2 ∈ H1. Then B11h1 + B12h2 = 0. It follows that for any
h2 ∈ H2〈
(B22 − W ∗B11W)h2, h2
〉 =
〈
B
(
h1
h2
)
,
(
h1
h2
)〉
 0
and hence B22 − W ∗B11W  0.
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Conversely, suppose that B11  0 and B22 − W ∗B11W  0. For any h =
(
h1
h2
)
∈ H1 ⊕ H2,
put x =
(−Wh2
h2
)
, y =
(
h1 + Wh2
0
)
∈ H1 ⊕ H2 with h = x + y. Then 〈Bx, y〉 = 0, which implies
that B is positive since
〈Bh, h〉 = 〈B(x + y), x + y〉 = 〈Bx, x〉 + 〈By, y〉
= 〈(−W ∗B11W + B22)h2, h2〉 + 〈B11(h1 + Wh2), h1 + Wh2〉  0. 
Theorem 3.4. Let H1, H2 be two Hilbert A-modules, and B a positive element ofL(H1 ⊕ H2)
with B =
(
B11 B12
B∗12 B22
)
, where Bij ∈L(Hj ,Hi) (i, j = 1, 2). If the Moore–Penrose inverse B†11
of B11 exists, then there exists a W ∈L(H2, H1) such that B12 = B11W.
Proof. For any h1 ∈ H1, put x = (1 − B†11B11)h1. Then for any h2 ∈ H2, we have
0 
〈
B
(
x
h2
)
,
(
x
h2
)〉
=
〈(
B11x + B12h2
B∗12x + B22h2
)
,
(
x
h2
)〉
= 2Re〈B12h2, x〉 + 〈B22h2, h2〉,
where 2Re〈B12h2, x〉 = 〈B12h2, x〉 + (〈B12h2, x〉)∗ def= a is a self-adjoint element of the given
C∗-algebra A. If we replace h1 with th1, t ∈ [0,+∞), we will get that ta + 〈B22h2, h2〉  0.
Since B  0, we know B22  0, so that a  0 by Lemma 3.2. Replacing h1 with −h1, we
know it also holds that −a  0, and thus a = 0. The imaginary part of 〈B12h2, x〉 also equals
to zero since we can replace h1 with ih1 and pursue the previous process. It follows that for any
h1 ∈ H1, h2 ∈ H2:
〈(1 − B†11B11)B12h2, h1〉 = 〈B12h2, x〉 = 0,
so (1 − B†11B11)B12 = 0, which implies that
R(B12) ⊆ R(B†11B11) = R(B∗11) = R(B11),
so that B12 = B11(B†11B12) since B11B†11 is the projection from H1 onto R(B11). 
Combining Theorem 2.2, Lemma 3.3 and Theorem 3.4, we get the following corollary:
Corollary 3.5. Let H1, H2 be Hilbert A-modules, and B a self-adjoint element ofL(H1 ⊕ H2)
with B =
(
B11 B12
B∗12 B22
)
, where Bij ∈L(Hj ,Hi) (i, j = 1, 2). Suppose that R(B11) is closed. Then
B ∈L(H1 ⊕ H2)+ if and only if
(i) B11  0;
(ii) B12 = B11B†11B12;
(iii) B22 − B∗12B†11B12  0.
Remark 3.2. The above corollary is a generalized version of [9, Theorem 2.2]. Since a closed
topologically complemented submodule of a Hilbert C∗-module may not be orthogonally com-
plemented, specially the well-known Douglas Theorem [10, Theorem 1] may not be applicable,
we believe such a condition that B11 has closed range is necessary in a general Hilbert C∗-module.
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