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Abstract
We propose a numerical method for solving integral equations whose solutions possess singularities at the
end points. Our method is based on the double exponential transform and e3ective use of the Fast Fourier
Transform. Its accuracy is tested by Nekrasov’s integral equation for water-waves and Yamada’s equation for
solitary waves.
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1. Introduction
We propose a method for solving integral equations de?ned on an interval. Its aim is to compute
with high accuracy those solutions which possess singularities or near singularities at end points of
the interval. It is easy to use, and its truncation error is expected to be very small, in fact, to be of
order higher than any algebraic order with respect to the number of nodes.
What we are going to consider is the following integral equation:
(x) =
∫ 1
−1
K(x; y)F((y)) dy; (1)
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where the kernel K may be singular at y= x as well as at the end points ±1. The function F may
be nonlinear and, in general, may be a functional of . We assume that the solution  exists and is
analytic in −1¡x¡ 1. We assume, for simplicity, that it is continuous up to the end points x=±1,
although it is not necessary. Without losing generality, we may assume that (±1) = 0. (Consider
 (x)=(x)−(−1)− 12 (x+1)((1)−(−1)), if necessary.) We then wish to compute the solution
with high accuracy; here emphasis is on the accuracy and not on reducing computation time.
Although  is continuous at x=±1, it may not be smooth there and, for instance, it may behave
like (x) ∼ c(1 − x)
 as x → 1, where 
 is a non-integer. Accordingly, we need more nodes near
x = ±1. One of the simplest ways to discretize (1) is to de?ne nodes {xn}Nn=0 in accord with the
asymptotic behavior of  at x=±1. However, we usually do not know a detailed information about
the solution and a method which enables us to distribute nodes semi-automatically would be highly
useful.
Now, our method is based on two observations. One is that the double exponential (abbreviated
DE henceforth) rule for one-dimensional integral is of optimal order [7]. The other is the fact that
the solution, after transformed by the DE transform, is essentially compactly supported. We now
explain these facts.
We ?rst explain the DE rule briePy by the following example: consider the integral∫ 1
−1
f(x) dx:
The DE rule is the following computational procedure: by change of variables
x = X (t) ≡ tanh
(
2
sinh(t)
)
;
which is called the DE transform, the integral is rewritten as∫ +∞
−∞
f(X (t))X ′(t) dt: (2)
Here the function X ′(t) decays to zero in the way that X ′(t) ˙ exp(−c exp(|t|)) with a positive
constant c. Although f may tends to in?nity as x → ±1, its increase is moderate because of the
integrability of f. Accordingly, in almost all applications, f(X (t))X ′(t) decays very rapidly to zero
as t → ±∞. Therefore, the integrand in (2) is virtually zero for t with moderately large |t|. This
implies that the error committed by approximating (2) by∫ L
−L
f(X (t))X ′(t) dt
is negligibly small, if L is suitably chosen. We now take some L¿ 0 and a positive integer N ¿ 0
and the integral (2) is approximated by
h
2
f(X (−L))X ′(−L) + h
N−1∑
n=−N+1
f(X (nh))X ′(nh) +
h
2
f(X (L))X ′(L); (3)
where h= L=N . Namely, the integral is truncated as
∫ L
−L and approximated by the trapezoidal rule.
If L is suitably chosen, then this procedure is known to produce a very accurate approximation. In
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fact it is known that, if f is analytic in (−1; 1) and satis?es some additional properties, the error is
of the order
√
N exp(−cN=log(N )) with a positive constant c depending on f (see [8,7]).
In view of this, it is natural to transform the integral equation (1) into
(X (t)) =
∫ +∞
−∞
K(X (t); X (s))F((X (s)))X ′(s) ds: (4)
A direct discretization for this, however, does not yield an accurate computation. This is because
the kernel K may have a singularity at s= t. The DE rule is eQcient only for those functions which
are analytic inside the whole de?ning domain, although the integrand may have singularities at the
end points. We must therefore take care of the singularity at s= t.
The best 4 way to compute (4) is, then, to divide the interval into two subintervals (−∞; t) and
(t;+∞), and to apply the DE rule to each subintervals. However, this requires to know values of
 at various points dependent on t. If all the values of  are available, then this strategy is ?ne.
But we often encounter a situation where only a limited number of values of  are available. This
is particularly the case when we deal with nonlinear integral equations, for which iterative process
is necessary. In fact, suppose we consider the following iterative process:
(n+1)(X (t)) =
∫ ∞
−∞
K(X (t); X (s))F((n)(X (s)))X ′(s) ds (n= 0; 1; : : :):
Usually, a ?nite set of nodes {tk} is given and {(n)(X (tk))} are known, under which circum-
stance {(n+1)(X (tk))} are required to compute. In order to compute (n+1)(X (tk)), we must know
(n)(X (t)) at those points other than {tk}, and the iterative process cannot be de?ned. This diQculty
does not appear if we apply the trapezoidal rule directly to (4). But this surely deteriorates the
accuracy.
We therefore must look for another way to compute the solution accurately. We now note that
the function F((X (s)))X ′(s) has no singularity and, together with its all the derivatives, is nearly
zero in L¡ |s|, if L¿ 0 is large enough. The integral, therefore, is e3ectively replaced by a one in
−L¡s¡L. Furthermore, the Fourier expansion
F((X (s)))X ′(s) ≈
∑
n∈Z
an exp(ins=L) (−L6 s6L) (5)
would be a good approximation and the coeQcients {an} are expected to decay very quickly.
(Observation like this may have been known presumably for long years, but we can cite only
[3,4,9].) Suppose now that {an} (−N6 n6N ) have been computed. Then the right hand of (4)
can be approximated by
∑
|n|6N
an
∫ L
−L
K(X (t); X (s)) exp(ins=L): (6)
4 Note that by this division the interior singularity at s= t becomes end-point singularities, which are harmless for the
DE rule.
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Here the integrand is a known function and, in principle, is computable as accurately as we wish.
In this way, we can de?ne an approximation to a mapping
 → (t) ≡
∫ +∞
−∞
K(X (t); X (s))F((X (s)))X ′(s) ds:
We then look for a solution of (4) by iterating this mapping.
Remark. This method can be used for a varieties of kernel functions K( ; ), but, in some special
cases such as the convolution kernels, more direct ways can be employed as we will show in the
following section.
Remark. Another way to discretize is to use Sinc functions (see [6]) instead of (5). Comparison
between such a method and the one in the present paper would need a future examination.
The idea is tested in some integral equations appearing in the water-wave theory.
2. Application to water-waves
Our ?rst equation is Nekrasov’s equation [5]. It is a nonlinear integral equation for the unknown
 : [0; 2]→ R;
(s) =
−1
3
∫ 2
0
log
∣∣∣∣2 sin
(
s− 
2
)∣∣∣∣  sin ()1 +  ∫ 0 sin (w) dw d; s∈ [0; 2]: (7)
A small digression to the explanation of the physical meaning of () would be appropriate. We
consider a two-dimensional, irrotational motion of inviscid Puid having a free surface. The shape
of the surface is assumed to be constant in time and it propagates in a constant speed. We further
assume that the shape is spatially periodic and that the Pow is in?nitely deep. Then we are asked to
determine the shape of the free surface. Details are omitted but we should note that the free surface,
which is a curve in the present situation, is represented as (x(); y()) (0¡¡ 2), where x and
y are determined by
dx
d
=− 
2
e−H() cos ();
dy
d
=− 
2
e−H() sin (): (8)
Here,  is the wavelength and H is the Hilbert transform de?ned as follows:
Hf() =
1
2
∫ 2
0
cot
(
 − s
2
)
f(s) ds;
where Cauchy’s principal value is taken. The right-hand sides of (8) are known if  is. Thus, after
integrating in , we have a parametric representation of the free surface.  is a parameter:
 =
3g
2c2!3
;
where g is the gravity acceleration, c denotes the wave speed, and ! denotes the speed of the Puid
particle at the trough of the wave. We refer the reader to [5] for the derivation of (7).
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Fig. 1. The shape of the numerical solution when  = 40.
It is known that a nontrivial solution, which is 2-periodic and is C∞ in [0; 2], exists for each
 with 3¡¡∞ (see [5]). The solution also satis?es that (2− s) =−(s). It, however, varies
very sharply near s= 0 and the sharp change becomes more noticeable for larger . This feature is
already evident for =40, see Fig. 1. In the limit  →∞, the solution tends to a function, which is
C∞ in (0; 2), but is no longer smooth at s= 0 or s= 2. Therefore, it is nearly singular for large
. See [5] for these facts. Note that the smoothness and the periodicity of the solution for ¡∞
does not imply that a spectral method or a Fourier interpolation which is directly applied to (7) is
eQcient. The solutions are virtually nonsmooth at s= 0 and 2 and we are in a situation explained
in the preceding section.
The solutions bifurcate at =3 from the trivial solution  ≡ 0. For  not too large, we can compute
solutions by the spectral method but the accuracy is lost for large . In order to compute solutions
with high accuracy, Chandler and Graham [2] proposed a rule to distribute nodal points, where they
divided the interval [0; ] into three parts, with certain distribution rules for each subintervals. Their
rule yields a good result but it depends on speci?c information about the solution. What we are
going to present is a method which is much less dependent on the knowledge in advance of the
analytic properties of the solutions.
Remark. Actually some knowledge are obtained for the singularity of  at  = 0. In fact, when
 =∞, it holds that (+0) = =6; (−0) =−=6. Further,
() =

6
+ a1#1 + a2#2 + · · · ( ↓ 0);
where 0¡#1 ¡ 1¡#2 ¡ · · · are constants and expected to be transcendental numbers, was proved
by [1], see also [5]. The nature of the coeQcients {ak} is not well known. This shows a substantial
complexity of the singularity when  =+∞.
The discretization proposed in Section 1 can be applied to (7), but we found that the following
analogue was more convenient to our purpose. We ?rst note that Eq. (7) is equivalently written as
follows:
(s) =
1
6
∫ 2
0
cot
(
s− 
2
)
{G(s)− G()} d; s∈ [0; 2]; (9)
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Fig. 2. The graph of ’, L= 3:2. Summation −16 n6 1 are taken in (10).
where
G(s) = log
(
−1 +
∫ s
0
sin (w) dw
)
:
The mapping  →  is de?ned as the right-hand side of (9). Then we de?ne for p= 0; 1; : : :
 (0)(s) =
− s
6
;  (p+1)(s) =  (p)(s); s∈ [0; 2]:
It is known numerically (see [5] and Fig. 6 below) that this iteration converges geometrically, which
is quick enough for our purpose. Consequently, our task is to compute accurately the nonlinear
integral operator  → .
In view of the periodicity of the solutions, the integral equation is transformed by the following
DE transform:
’(y) = 
+∞∑
n=−∞
{
tanh
(
2
sinh(L(y + 2n))
)
− 
(n)
}
; (10)
where 
(n) = 1 for n¿ 1 and 
(n) =−1 for n6 0. ’ satis?es ’(y + 2) = ’(y) + 2, ’(−1) = 0,
’(1) = 2, and, for all n¿ 1, ’(n)(±1) are very small unless L is not too small. The graph of ’ is
drawn in Fig. 2. Since the convergence of the DE functions is so fast, it is suQcient for our purpose
to take the summation in (10) for n=−1; 0;+1, only.
Eq. (9) is now transformed by ’ and we have, by putting v(y) = (’(y)),
v(y) =
1
6
∫ 1
−1
cot
(
’(y)− ’(()
2
)
{G(’(y))− G(’(())}’′(() d( (11)
with
G(’(y)) = log
(
−1 +
∫ y
−1
[sin v(!)]’′(!) d!
)
:
Note that the integrand is a smooth function up to (=y. Since ’(n)(±1) is very small, a trapezoidal
rule yields a good approximation.
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Keeping these facts in mind, we propose the following procedure to solve (11): take a positive
integer N and de?ne yj, tj, and !j by
yj =
j
N
; tj = ’(yj); !j = ’′(yj) (j =−N; : : : ; N ):
Let the approximate value of v(p)(tj) be denoted by v
(p)
j . Then v
(0)
j ; v
(1)
j ; v
(2)
j ; : : : are de?ned succes-
sively as follows:
v(0)−N = v
(0)
N = 0; v
(0)
j =
− tj
6
(−N + 16 j6N − 1);
a(p)k =
1
2N
N−1∑
j=−N+1
[sin v(p)j ] · !j exp
(
−i kj
N
)
(−N6 k6N − 1);
b(p)j =
N−1∑
k=−N+1; k =0
a(p)k
ik
exp
(
i
kj
N
)
(−N6 j6N − 1);
c(p)j = b
(p)
j − b(p)−N ; G(p)j = log(−1 + c(p)j ) (−N + 16 j6N − 1);
v(p+1)k =
1
12N


N−1∑
j=−N+1; j =k
G(p)j − G(p)k
tan((tj − tk)=2) !j + 2
sin v(p)k
−1 + c(p)k
!k

 (−N + 16 k6− 1);
v(p+1)k =−v(p+1)−k (16 k6N − 1);
v(p+1)−N = v
(p+1)
N = v
(p+1)
0 = 0:
Here a(p)k ; b
(p)
j can be computed by FFT and inverse FFT, respectively.
Remark. Care must be taken to avoid the loss of digits in computing G(p)j −G(p)k in the case where
j and k are close to each other. In that case,
G(p)j − G(p)k =−
∞∑
n=1
1
n
(
c(p)k − c(p)j
−1 + c(p)k
)n
is used. We actually used this rule with the summation 16 n6 10 when |G(p)j − G(p)k |¡ 0:01.
3. Result of the experiment
The computations were carried out by UltraSPARC 60 with operating system Solaris 8. The
numerical solution with = 105 represented by y variable, i.e., the solution after being transformed
by the DE transform (10), is depicted in Fig. 3. It is well justi?ed, as is seen from this ?gure, to
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Fig. 3. The solution after transformed by DE. L= 3:2,  = 105.
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Fig. 4. The graph of  before being transformed by DE. L= 3:2,  = 105.
−π 0
µ =100000
π
Fig. 5. The wave pro?le corresponding to the solution in Fig. 4. Wavelength is normalized as 2.
regard that the function is compactly supported in −L¡s¡L with L = 3:2. On the other hand,
the graph of  without being transformed by DE is shown in Fig. 4, which convinces us that  is
extremely near-singular. Finally the wave pro?le given by (8) is drawn in Fig 5.
The error, which we de?ne as
E(p) = max
j
|(p+1)j − (p)j |;
decreases as the iterations are repeated. Fig. 6 shows how it decreases when M ≡ 2N =256, L=3:2,
=105. When E(p) ?rst became no smaller than E(p−1), we took  (p+1) as the approximate solution.
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Fig. 6. The graph of the error E(p) when M = 2N = 256, L= 3:2, and  = 105.
We tested other values of N , L, and , too, to ?nd quite similar graphs, and the iteration ends after
24 to 33 times. In one iteration, the error decreases by approximately 74%.
In order to ?nd an optimal L, the error is plotted against L in Fig. 7. It shows that L= 3:2 is a
good choice.
Fig. 8 shows the graph of the error against . Table 1 shows how the error decreases with the
number of nodes. Fig. 9 shows the distribution of errors with various 2N .
4. Yamada’s equation for solitary waves
A similar but more interesting equation was derived by Yamada to concisely describe solitary
waves. A solitary wave is a free boundary extending from x = −∞ to +∞, hence it may be
considered to be a limit case of a periodic water-wave with inde?nite increase of the wavelength.
Yamada’s equation, which de?nes solitary waves, is
(t) =
1
6
∫ 
−
cot
(
t − s
2
)
{G(t)− G(s)} ds; (12)
where
G(s) = log
(
−1 +
∫ s
0
()
cos(=2)
d
)
:
See [5] for details. Wave pro?les are given by
dx
d
=−h∞

e−! cos 
cos(=2)
;
dy
d
=−h∞

e−! sin 
cos(=2)
;
where h∞ is the water depth at x =±∞ (see Fig. 12). ! is de?ned as
!= H+ !0:
Here H denotes the Hilbert transform de?ned above, and !0 is a constant such that !() = 0.
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Fig. 7. L vs. error between 2N = 256 and 512 when  = 10 and 105.
-5
-10
-15
5 100 log10 µ
log10E
(p)
Fig. 8.  vs. relative error between 2N = 256 and 512 when L= 3:2.
The di3erence between this equation and Nekrasov’s equation (9) is the existence of cos(=2) in
the de?nition of G(s), hence we may use the same idea as before. However, we must note that the
solution of Yamada’s equation is nearly singular at s = 0 and genuinely singular at s =  ([5], see
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Table 1
Numerical results of Nekrasov’s equation
Number of nodes M = 2N Error Iteration number
M = 2N
32–64 8:6468× 10−3 29
64–128 3:4844× 10−4 29
128–256 1:0217× 10−6 28
256–512 1:9865× 10−10 27
512–1024 2:3188× 10−12 27
1024–2048 3:2182× 10−12 27
-3.2 -3 -2 -1 0 Ly
-5
-10
-15
log10E
32-64
64-128
128-256
256-512
512-1024
Fig. 9. The relative error for di3erent 2N when L = 3:2. Comparing this graph with Fig. 4, it is seen that the error is
large on those y’s where v(y) varies sharply.
also Fig. 10), while the solution of Nekrasov’s equation remains smooth at s = , see [5]. In view
of this, we use the following transformation:
’(t) = 
{
f((2y − 1)L1)
f((2y − 1)L1) + g((2y − 1)L2) −
g((2y + 1)L1)
f((2y + 1)L2) + g((2y + 1)L1)
}
; (13)
where L1 and L2 are positive parameters and
f(x) = exp
(
2
sinh(x)
)
; g(x) = exp
(
−
2
sinh(x)
)
:
The graph of transform (13) is drawn in Fig. 11. We use two parameters L1 and L2, by which we
can deal with two end-point singularities separately.
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Fig. 10. The graph of  when  = 40.
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Fig. 11. The graph of ’(y). L1 = L2 = 3:2.
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Fig. 12. The wave pro?le of the solitary wave. Parameters are: L1 =L2 =3:2, 2N =256. The depth at in?nity is normalized
as .
The wave pro?le of the solitary wave when  = 105 is drawn in Fig. 12.
5. Conclusion
Nekrasov’s equation and Yamada’s equation were solved by a combination of a DE transform and
FFT. Good accuracy was attained. The idea proposed here can be applied to any integral equations
in one dimension, whose solutions can be singular at the end-points but are analytic inside of the
de?ning interval.
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A rigorous theory for our method is certainly desirable. However, we are unable to present math-
ematical analysis of errors, which requires more preliminaries and pages, whence it is left for future
work.
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