Abstract. Given a set of n different deterministic finite state machines (DFSMs), we examine the problem of tolerating k faults among them. The traditional approach to this problem involves replication, requiring n.k backup DFSMs. For example, given two state machines, say A and B, to tolerate two faults, this approach maintains two copies each of A and B, thus resulting in a total of six DFSMs in the system. In this paper, we question the optimality of such an approach and present another approach based on the 'fusion' of state machines allowing for more efficient backups. We introduce the theory of fusion machines and provide an algorithm which can generate fusion machines corresponding to a given set of machines. Further, we have implemented this algorithm and tested it for various examples. It is important to note that our approach requires only k backup DFSMs, as opposed to the n.k backup DFSMs required by the replication approach.
Introduction
In distributed systems, it is often necessary to maintain the execution state of a server in the event of faults. Hence, designing fault tolerant systems remains an interesting avenue for research in this field. Traditional approaches to this problem require some form of replication. One commonly used technique, which forms the basis of the work done in [1] [2] [3] [4] [5] [6] , involves replicating the server DFSMs and sending client requests in the same order to all the servers. Another approach, seen in [7, 8] , involves designating one of the servers as the primary and all the others as backups. Client requests are handled by the primary server, until it fails, and then one of the backups take over. In both these approaches, given n different DFSMs, in order to tolerate k faults, we need to maintain k extra copies of each DFSM, resulting in a total of n.k backup DFSMs.
We propose an approach called fusion, that allows for more efficient backups. Given n different DFSMs, we tolerate k faults by having k backup DFSMs as opposed to the n.k DFSMs required in the replication based approaches. We assume a system model that has infrequent fail-stop faults [9] . The technique discussed in this paper deals with recovering the state of the failed machines and not the entire DFSM (which, in almost all cases, is stored on some form of failure-resistant permanent storage medium). Figure. 1(i) and Fig. 1 (ii) show two mod-3 counters, A and B, acting on different inputs, I 0 and I 1 respectively. For tolerating two failures, traditional approaches would require two more copies of each DFSM requiring 6 DFSMs in all. The machine shown in Fig. 1(iii) is the reachable cross product machine (defined formally in Sect. 3) corresponding to the counters. Each state corresponding to this machine is a tuple, in which the first element corresponds to the state of A, and the second element corresponds to the state of B. A simple version of fusion would be to maintain the reachable cross product of A and B.
In general, the reachable cross product may have a large number of states. However, for recovery, along with the backup machines, if we use information from the machines that have not failed, it is often possible to design backup DFSMs that are much smaller than the reachable cross product. In this specific example, we can intuitively see that, instead of two reachable cross product machines (with nine states each), it is sufficient to maintain just two machines that compute (I 0 + I 1 ) MOD 3 and (I 0 − I 1 ) MOD 3 in order to tolerate two faults. These two machines are called fusions of A and B and are illustrated in Fig. 1(iv) and Fig. 1(v) . We will generate the same machines using our algorithm, as shown in Sec. 5 .
The work presented in [10] introduces the idea of fusible data structures. In this paper, the authors show that commonly used data structures such as arrays, hash tables, stacks and queues can be fused into a single fusible structure, smaller than the combined size of the original structures. Our idea is similar to this approach, in the sense that we generate a reachable cross product DFSM which contains the information corresponding to all the DFSMs in our system. The work presented in this paper effectively presents an algorithm to compute a fusion operation given a set of specific input machines.
Extensive work has been done [11, 12] on the minimization of completely specified DFSMs. In these approaches, the basic idea is to create equivalence classes of the state space of the DFSM and then combine them based on the transition functions. Even though our approach is also focussed on reducing the reachable cross product corresponding to a set of given n machines, it is important to note that the machines we generate need not be equivalent to the combined DFSM. In fact, we implicitly assume that the input machines to our algorithm are reduced a priori using these techniques.
In this paper, we develop the theory and algorithms for computing fusions. Note that, in some cases the most efficient fusion could be the reachable cross product machine. However, our experiments suggest that there exist efficient fusions for many of the practical DFSMs that we implemented. This can result in enormous savings in space, especially when a large number of machines need to be backed up. For example, consider a sensor network with 100 sensors, each running a mod-3 counter counting different inputs (for example, parameters like temperature, pressure, humidity and so on). To tolerate a fault in such a system, replication would demand 100 new sensors for backup. Fusion, on the other hand, can tolerate a fault by using only one new backup sensor with exactly three states.
Summarizing, we make the following contributions through this paper:
-We introduce the idea and theory of the fusion of state machines.
-We present an algorithm to find fusion machines corresponding to a given set of machines. -We provide an implementation of this algorithm in Java. We have tested the implementation with many practical examples of DFSMs. This program is available for download [13] .
The proofs for all the theorems and lemmas presented in the paper, are provided in the technical report [14] .
Model and Notation
We now discuss in detail, the model and notation used in this paper. The system under consideration consists of deterministic finite state machines (DFSMs) satisfying the following conditions:
-The DFSMs execute independently with no shared state or communication between them. Hence there is no way for one DFSM to independently determine the current state in which any other DFSM is executing. -The DFSMs act concurrently on the same set of events. If some event e is not applicable for a certain DFSM, we assume that e is ignored by that DFSM. -The system model assumes fail-stop failures [9] . A failure in any of the DFSMs results in the loss of the current state but the underlying DFSM remains intact. We assume that this failure can be detected. Hence, if the current state can be regenerated, the machine can continue executing.
A DFSM in this system, denoted by A, is a quadruple, (X, Σ, α, a 0 ), where,
-X is the finite set of states corresponding to A.
-Σ is the finite set of events common to all the DFSMs in the system. -α : X × Σ → X, is the transition function corresponding to A. If the current state of A is s, and an event σ is applied on it, the next state can be uniquely determined as α(s, σ). -a 0 is the initial state corresponding to A. A state, s ∈ X, is reachable iff there exists a sequence of events, which, when applied on the initial state a 0 , takes the machine to state s. Our model assumes that all the states corresponding to the machines are reachable.
The size of a machine A, is the number of states in X, and is denoted by |A|. We now define the concept of homomorphism and isomorphism [15] corresponding to two machines.
, is the mapping, ψ : X A → X B , satisfying the following relationship:
If such a homomorphism, ψ, exists from X A onto X B , B is said to be homomorphic to A and we denote it as B A. The mapping, ψ, is called an isomorphsim if it is both one-one and onto. In this case, B is said to be isomorphic to A and vice-versa. We denote it as B A.
Consider the two machines F 2 (X 2 , Σ, α 2 , f 0 2 ) and R(A, B)(X R , Σ, α R , r 0 ) shown in Fig. 1(v) and Fig. 1(iii) respectively. Let us define a mapping, ψ : X r → X 2 , as follows:
It can be verified that,
Hence, F 2 is homomorphic to R(A, B) or F 2 R(A, B). Based on the mapping ψ defined above, we can represent the states of machine F 2 as follows: 
Reachable Cross Product Machine
In this section, we define the reachable cross product machine corresponding to a set of machines.
Consider a set of n machines, A = {A 1 , . . . , A n }, where machine, A i ∈ A, is represented by the quadruple (X i , Σ, α i , a 0 i ). We now define the reachable cross product machine corresponding to A, denoted R(A). R(A) is a quadruple (X R , Σ, α R , r 0 ), where,
Fig. 2. Reachable Cross Product Machine
-X R is the finite set of states corresponding to R(A). We consider the set X of all tuples as defined:
. . , a n : a i ∈ X i } X R , is the set of states in X, reachable from the initial state a 0 1 , a 0 2 , . . . , a 0 n . Consider machines A, B and their reachable cross product R(A, B) shown in Fig. 2 .
-Σ is the finite set of events common to all the machines in our system.
is the transition function corresponding to R(A), defined as follows:
∀ a 1 , a 2 , . . . , a n ∈ X R , σ ∈ Σ, α( a 1 , a 2 , . . . , a n , σ) := α 1 (a 1 , σ), . . . , α n (a n , σ) -r 0 is the initial state of R(A). As mentioned above, r 0 := a 0 1 , a 0 2 , . . . , a 0 n . Consider machines B and R(A, B), shown in Fig. 2 . We can define a homomorphic mapping ψ from X R onto X B as follows:
Lemma 2. Consider a set of n machines, A = {A 1 , . . . , A n }, where machine,
Fusion of DFSMs
In this section, we explain the theory of fusion of DFSMs along with the relevant results. 
Definition 2. (Fusion) Given a set of n machines,

. , F k }, as the k-fusion of A iff the reachable cross product of any n machines from A F is isomorphic to the reachable cross product of all the machines in A.
Henceforth, any 1-fusion machine is simply referred to as a fusion machine. Note that the reachable cross product of A, R(A), is always a fusion machine.
Consider the example shown in Fig. 1. Machines A(X A , Σ, α A , a 0 ) and B(X B , Σ, α B , b 0 ) are mod-3 counters each acting on inputs I 0 and I 1 respectively and R (A, B) is the reachable cross product machine corresponding to them. The machines F 1 (X 1 , Σ, α 1 , f 0 1 ) and F 2 (X 2 , Σ, α 2 , f 0 2 ) are two independently executing machines computing (I 0 + I 1 ) MOD 3 and (I 0 − I 1 ) MOD 3 respectively. It can be verified that,
Hence, F 1 and F 2 form a 2-fusion of A and B. Since, R (F 1 , F 2 ) R(A, B) , from Lemma 2, both F 1 and F 2 are homomorphic to R(A). We generalize this result in the following lemma.
Lemma 3. Given a set of n machines, A = {A 1 , . . . , A n } and a corresponding k-fusion, F = {F 1 , . . . , F k }, every machine in F is homomorphic to R(A).
As explained in Sect. 3, the reachable cross product machine contains information corresponding to all the component machines. Given any two machines A and B, each state corresponding to R(A, B) is a tuple in which the first state corresponds to the state of A and the second state corresponds to the state of B. Hence, given the state of R (A, B) , we can uniquely determine the state of both A and B. The converse is trivially true. The four machines (A, B, F 1 , F 2 ) can tolerate up to two failures. For example, let us assume that both A and B fail. Since R (F 1 , F 2 ) R(A, B) , the state of R(A, B) can be determined using the state of F 1 and F 2 . From Lemma 4, the state of both A and B can be determined. We now generalize this result to n original machines and k fusion machines. Theorem 1. Given a set of n machines, A = {A 1 , . . . , A n } and a set of k machines, F = {F 1 , . . . , F k }, we can uniquely determine the state of any k failed machines belonging to A F , if F is a k-fusion of A.
In the example given in Fig. 1 , we saw that,
Since, R (A, F 1 ) R(B, F 1 ) R(A, B) , F 1 is a 1-fusion of A and B. Similarly, F 2 is also a 1-fusion of A and B.
Lemma 5. Given a set of n machines, A = {A 1 , . . . , A n }, and a corresponding k-fusion, F = {F 1 , . . . , F k }, every subset of F of size k is a k'-fusion of A.
Each state corresponding to R (A) is a n-tuple a 1 , . . . , a n , where a i is a state corresponding to machine A i . Since every fusion machine is homomorphic to R(A), it follows from Observation 1 that each state in any of the fusion machines can be represented by a set of n-tuples. We call this the tuple-set of a state and denote it as, T = {t 1 , . . . , t m }, where t i (1 ≤ i ≤ m) is a n-tuple corresponding to a state in R(A). In the example shown in Fig. 1, since F 2 R(A) , each state can be represented as follows:
Consider a n-tuple set, T = {r 0 , r 1 , r 8 }, where, r 0 = a 0 , b 0 , r 1 = a 0 , b 1 and r 8 = a 2 , b 2 . T can never be a state of any fusion machine F, because, given that F is in state T and A is in state a 0 , we cannot uniquely determine whether
. Hence, for n = 2, we cannot tolerate even one common element among the states in T .
We now generalize this result to impose a condition on a tuple-set corresponding to any state of a fusion machine. We use this condition in the algorithm to generate the fusion machines by reducing the reachable cross product machine. The intersection of two n-tuples, denoted by ∩, is the set containing all the elements common to both the n-tuples. In the example above,
Lemma 6. Let, A = {A 1 , . . . , A n }, be a set of n machines and let F(X F , Σ, α F , f 0 ) be a 1-fusion of A.
For any tuple-set, T = {t 1 , . . . , t m }, corresponding to a state from the machine F, for all t i , t j ∈ X R , the pairwise intersection of any t i , t j has less than n − 1 elements.
We now see the conditions which need to be imposed on fusion machines.
Theorem 2. Given a set of n machines,
A = {A 1 , . . . , A n }, a machine F(X F , Σ, α F , f 0 ) is a 1-fusion of A iff :
F R(A).
2. For any tuple-set, T = {t 1 , . . . , t m }, corresponding to a state from the machine F, for all t i , t j ∈ X R , the pairwise intersection of any t i , t j has less than n − 1 elements.
From Lemma 6, we can obtain an upper bound on the size of the tuple-set, T = {t 1 , . . . , t m }, corresponding to the state of any fusion machine. We refer to this size as T max .
Consider the case where A contains two machines A and B, where, X A = {a 0 , a 1 } and X B = {b 0 , b 1 , b 2 }. Let us assume that a machine F(X F , Σ, α F , f 0 ) is a 1-fusion of A and B. From Lemma 6, the number of common elements between any two n-tuples corresponding to any state, T ∈ X F , is less than one. T can be 
We now present a lower bound on the size of the fusion machines. 
Algorithm to Generate Fusion Machines
Consider a set of n machines, A = {A 1 , . . . , A n }, where, A i ∈ A, is represented by the quadruple (X i , Σ, α i , a 0 i ). The reachable cross product corresponding to these machines, R(A), is represented by the quadruple (X R , Σ, α R , r 0 ).
The goal of the algorithm is to generate k-fusion ( 1 ≤ k ≤ n ) machines corresponding to A. The algorithm generates R(A) and then reduces it to generate machines homomorphic to R(A) and satisfying Lemma 6.
We first define the following:
-valid state: A set of n-tuples, T = {t 1 , . . . , t m }, where t i (1 ≤ i ≤ m) is a ntuple corresponding to a state in X R , is said to be valid, if it satisfies Lemma 6. -Set of valid n-tuple sets, V : An element, T ∈ V, can be represented as T = {t 1 , . . . , t m }, where t i (1 ≤ i ≤ m) is a n-tuple corresponding to a state in X R . In addition, T needs to be a valid state and r 0 must belong to T . -Transition function, next : We define the transition function, next : 2 X R × Σ → 2 X R , as follows:
∀T ∈ 2 X R , ∀σ ∈ Σ, next(T, σ) = { α R (t 1 , σ), α R (t 2 , σ), . . . , α R (t m , σ) } 
Conclusion
In this paper, we present a new fusion approach to design fault tolerant systems using a small number of backup machines. In many cases, fusion results in significant space savings compared to traditional replication based approaches. Though the algorithm presented in this paper for computing the fusion is expensive, it is important to note that this needs to be executed only once at design time.
The idea introduced in this paper opens up several interesting avenues for further research. The minimality of fusion machines seems to be an interesting problem. We are currently working on a polynomial time algorithm for generating minimal fusions.
