Quantum coarse-grained entropy and thermalization in closed systems by Šafránek, Dominik et al.
Quantum coarse-grained entropy
and thermalization in closed systems
Dominik Sˇafra´nek,1, ∗ J. M. Deutsch,2 and Anthony Aguirre1
1SCIPP and Department of Physics, University of California, Santa Cruz, CA 95064, USA
2Department of Physics, University of California, Santa Cruz, CA 95064, USA
(Dated: January 17, 2019)
We investigate the detailed properties of Observational entropy, introduced by Sˇafra´nek et al.
[Phys. Rev. A 99, 010101 (2019)] as a generalization of Boltzmann entropy to quantum mechanics.
This quantity can involve multiple coarse-grainings, even those that do not commute with each
other, without losing any of its properties. It is well-defined out of equilibrium, and for some
coarse-grainings it generically rises to the correct thermodynamic value even in a genuinely isolated
quantum system. The quantity contains several other entropy definitions as special cases, it has
interesting information-theoretic interpretations, and mathematical properties – such as extensivity
and upper and lower bounds – suitable for an entropy. Here we describe and provide proofs for many
of its properties, discuss its interpretation and connection to other quantities, and provide numerous
simulations and analytic arguments supporting the claims of its relationship to thermodynamic
entropy. This quantity may thus provide a clear and well-defined foundation on which to build a
satisfactory understanding of the second thermodynamical law in quantum mechanics.
I. INTRODUCTION
The second law of thermodynamics is widely regarded
as one of the most fundamental in nature. Yet there is a
striking lack of consensus as to exactly what its content
is. Taking as its basic definition that “entropy is non-
decreasing in a closed system,” there is disagreement as
to how to define entropy, about to what systems the sec-
ond law applies, and on what “non-decreasing” means.
Let us consider these in turn.
“Entropy” has a host of thermodynamic, statistical-
mechanical, and information-theoretic definitions. As
motivation for this paper consider four common entropies
from physics:
• Thermodynamic entropy, defined by dS =
dQ/T for a reversible change to a system receiv-
ing heat dQ at absolute temperature T , within an
axiomatic set of thermodynamics definitions.
• Classical Gibbs entropy, defined up to a mul-
tiplicative constant for a discrete state-space by
SG(pj) = −∑j pj lnpj , where pj is the probability
of being in a state j; the sum is extendable to an
integral over phase space given a phase-space state
density ρ.
• Classical Boltzmann entropy, defined by
SB(Vi) = lnVi, where Vi is the number (or phase
space volume) of classical microstates belonging to
the ith macrostate Ai.
• von Neumann entropy, defined by S(ρˆ) =−tr[ρˆ ln ρˆ], with ρˆ being the density matrix of a
quantum system.
∗ dsafrane@ucsc.edu
Equilibrium classical and quantum statistical mechan-
ics draw a host of connections between these concepts.
Gibbs and Boltzmann entropies are related if the mi-
crostates are given equal probability; thermodynamic en-
tropy is expressible as Gibbs entropy [1]; and von Neu-
mann entropy is a natural generalization of Gibbs en-
tropy.1
In terms of being “closed,” a system can be closed in
practice if its interactions with its environment are suffi-
ciently weak that the system is well-described for all prac-
tical purposes by a Hamiltonian operating on just the sys-
tem’s degrees of freedom. A system might be in principle
closed if it were, for example, the entire Universe, or if
it were closed due to causality constraints.2 In addition,
but often unmentioned, a closed system undergoing mea-
surement or observation may have the observer within the
system or external to the system. Observers within a sys-
tem are tricky to treat because much physics formalism
implicitly assumes an external observer. And an external
observer performing a measurement on a closed system
must necessarily interact with the system; by definition
the system is then no longer closed. While this is not a
problem in classical systems because properties of clas-
sical systems are considered to be robust against such
interaction in principle, and do not change when mea-
sured, in quantum systems any such interaction disturbs
the system and changes its inherent properties.
A related issue is that in quantum theory different ob-
servers should not disagree about the quantum state of
1 As S(ρˆ) can be written as −∑i pi lnpi if the pi are probabilities
for elements of the spectral decomposition of ρˆ.
2 The domain of dependence of a compact achronal surface would
constitute such a system at the classical level and at the level
of quantum fields in a fixed spacetime background. Such a sys-
tem generally (but not in all cases) has a finite lifetime. It is
unclear whether fully closed subsystems exist at the quantum
gravitational level.
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2a system, which is regarded as un-improvable knowledge
of the system. Uncertainties in the state are described
using the density matrix ρˆ, upon which observers can
disagree, for example due to different states of knowl-
edge. The meaning of the probabilities inherent in the
density matrix is subject to the same interpretative issue
as for probabilities in general: they may be interpreted
as subjective credences, or relative frequencies in an en-
semble, or otherwise. In any case, ρˆ can be altered not
just by the system’s evolution, but also by conditioning
and/or by marginalizing. Conditioning would correspond
to the observer performing some measurement or tak-
ing into account additional data. Marginalizing would
correspond to tracing over some degrees of freedom, for
example when considering a quantum subsystem, or com-
puting an expectation value of an observable depending
on only a subset of the degrees of freedom.
Finally, let us turn to the “non-decreasing” nature of
entropy. In classical thermodynamics, this is taken as
axiomatic. However, the thermodynamical quantity de-
fined by dS = dQ/T can fluctuate, and “fluctuation theo-
rems” (e.g., [2, 3]) for open systems quantify these fluctu-
ations and indicate that over a time ∆t, the relative prob-
ability of a downward versus upward change in entropy of
magnitude ∆S is given by p(−∆S)/p(+∆S) = exp(−∆S),
so that decreasing entropy in a given system is exponen-
tially suppressed, rather than impossible.
In marked contrast, the Gibbs or von Neumann en-
tropy for a closed system undergoing classical or quan-
tum Hamiltonian evolution stays strictly constant; this
expresses the preservation of information in the evolu-
tion of the density matrix ρˆ or density of states ρ, which
in either case provide a full encoding of the statistics
of the system. Flows of information into or out of a
system are represented by changes to SG(ρ) or S(ρˆ).
This may occur as mentioned above, if the observer gains
additional information (generally decreasing entropy) or
marginalizes over more degrees of freedom (generally in-
creasing entropy) [4].3 In terms of observer-independent
time evolution, an open system (e.g. a subsystem of a
closed system), SG(ρ) or S(ρˆ) obtained by marginaliz-
ing (or tracing out) the rest of the closed system tends
to increase toward a maximal value under some general
conditions [5–15], which are reviewed in [16, 17], although
some recent work has shown that this increase does not
happen for every initial state [18].
In the absence of external influences, however, we still
expect an increase in some sort of entropy (or “disor-
der”): a closed house tends to get messier even if nothing
comes in or leaves! Dissatisfaction with the fact that von
3 Or via similar re-definitions of the statistical ensemble underlying
the density matrix or density of states.
Neumann entropy does not increase4 has led papers to
propose different measures in order to better capture the
essence of the second thermodynamical law.
One approach is to take the Shannon entropy of diag-
onal elements of the density matrix written in an eigen-
basis of the instantaneous Hamiltonian [20–22]. This
approach has been extensively studied recently and the
entropy named the “diagonal entropy” [23]. In its na-
tive form, this entropy remains constant in genuinely
closed systems, which evolve through a time-independent
Hamiltonian, and therefore suffers of the same problem as
the von Neumann entropy. However it has been shown to
increase for systems evolving through a time-dependent
Hamiltonian due to non-zero transition probability be-
tween different instantaneous energy levels.
Another way of getting a physically relevant entropy
is to trace out parts of the density matrix, leading to a
reduced density matrix that looks locally thermal. At
this point one can either take the von Neumann entropy
(entanglement entropy), or the diagonal entropy of these
reduced density matrices, and the results will be very
similar. The resulting sum of local diagonal entropies
will generically increase even for genuinely closed sys-
tems, and it models local regions equilibrating with each
other [23]. We discuss later on in Section IX how this sum
differs from the Factorized Observational entropy with
energy coarse-graining (FOE) introduced in this paper.
FOE keeps correlations between different regions.
Instead of defining entropy by instantaneous Hamilto-
nian, it is also possible to consider a more general case
defined by any conceivable observable. The Shannon en-
tropy of the diagonal elements of the density matrix writ-
ten in an eigenbasis of an observable, which has been
named “entropy of an observable” has been introduced
in the 1960s [24, 25] and studied recently [26–28]. This
entropy is similar to what we study in this paper, however
it does not take into account different sizes of the respec-
tive macrostates, and weights each of them the same,
making it much less like the Boltzmann entropy; rather,
it describes the statistics of measurement outcomes.
Another path to understanding thermodynamics of a
closed system leads through use of entropies that directly
measure certain features the density matrix. One such
entropy is the entanglement entropy. The system is di-
vided into two subsystems A and B. Considering the
reduced density matrix ρˆA = trB ρˆAB , we define the en-
tanglement entropy to be the von Neumann entropy of
ρˆA, SA = −tr[ρˆA ln ρˆA]. For pure states, this quantity
measures mutual information between systems A and B.
4 von Neumann wrote himself [19]: “The expressions for entropy
given by the author [von Neumann] are not applicable here in
the way they were intended, as they were computed from the
perspective of an observer who can carry out all measurements
that are possible in principle, i.e., regardless of whether they are
macroscopic (for example, there every pure state has entropy 0,
only mixtures have entropies greater than 0!)”
3Although the entanglement entropy SA was shown to be
the same as the thermodynamic entropy of A in the limit
of large system size [29–31], it still primarily measures the
information exchange rather than heat exchange. An-
other common entropy of a similar information-theoretic
type is the quantum relative entropy [32], which measures
how close two quantum states are to each other, and
max-entropy [33], which measures maximum fidelity of
ρˆAB with a product state that is completely mixed on A.
However, although these entropies have been connected
to certain parts of thermodynamics, such as entropy pro-
duction [34, 35] and the minimal thermodynamic cost
of information erasure [36], they are not directly related
to macrostates and macro-observable quantities such as
energy or angular momentum.
We will thus pursue a different approach, inspired by
classical thermodynamics, where it is the Boltzmann en-
tropy that most clearly addresses the spontaneous cre-
ation of disorder in a closed system. In classical ther-
modynamics, a microstate that evolves unitarily with-
out regard to the definition of the macrostates Ai will
tend to enter progressively higher-entropy macrostates;
it is then natural to expect evolution to higher-entropy
macrostates to be exponentially more common than evo-
lution to lower-entropy macrostates.
Somewhat surprisingly, until recently a quantum gen-
eralization of Boltzmann entropy along these lines has
not been well-developed. In this paper, we extend results
of the recently published paper [37] by the current au-
thors, which developed a measure of entropy called the
“Observational entropy.” We provide detailed definitions
and proofs to theorems published there. Unlike previous
studies involving a quantum coarse-grained entropy, we
show how to generalize Observational entropy to include
multiple coarse-grainings, even those that do not com-
mute with each other. In addition, we provide a compar-
ison to other kinds of entropies, detailed interpretation,
discussions of open systems, convergence, and extended
simulations including the integrable systems. We show
that Observational entropy has a number of desirable
properties, is defined out of equilibrium, generically in-
creases with time under unitary evolution (in given cases
to the correct thermodynamic value), can be interpreted
in terms of macroscopic measurements chosen by an ob-
server, and has a compelling thermodynamic interpreta-
tion.
Insofar as Boltzmann entropy gives a measure of the
spontaneous increase in disorder in a fully-closed clas-
sical system, this paper argues in detail that Observa-
tional entropy provides a closely analogous measure in
the quantum case.
The main results of this paper are 1) set of definitions
that introduces the framework of Observational entropy
2) theorems showing numerous properties of Observa-
tional entropy with general coarse-grainings (equivalency
to Boltzmann entropy, monotonicity with finer coarse-
graining, lower and upper bounds, extensivity, conditions
for it to be constant in time, and conditions for it to
rise); 3) finding two types of coarse-graining that leads
to definition of entropy consistent with thermodynamics
(they describe subsystems equilibrating with each other,
they rise to the correct thermodynamic value, even in
isolated quantum systems described by time-independent
Hamiltonian); 4) simulations that support our analytical
findings; and 5) discussion and comparison with other
entropy measures.
The paper is structured as follows. Sec. II lays out the
motivation and basic definitions of the proposed entropy
measure, which takes as input both a density matrix and
a coarse-graining. Sec. III enumerates a number of prop-
erties this of this entropy, including limiting behaviors,
bounds, extensivity, and time-dependence in particular
circumstances. Sec. IV describes what “entropy increase”
means in terms of the Observational entropy, provides
a simple example in terms of positional coarse-graining,
and briefly discusses Observational entropy with more
general coarse-grainings. Sec. V treats the issue, partic-
ular to quantum rather than classical physics, of mul-
tiple coarse-grainings using variables that may or may
not commute, and discusses properties of Observational
entropy with multiple coarse-grainings. In Sec. VI we
introduce the two aforementioned thermodynamically-
promising Observational entropies (the factorized Obser-
vational entropy, and the Observational entropy of mea-
suring position and energy). We show that these special
cases of Observational entropies have number of desir-
able properties: mainly, they are perfectly defined out
of equilibrium, they are bounded by the thermodynamic
entropy, and they converge to thermodynamic entropy
in the long-time limit, even in genuinely closed quan-
tum systems. Sec. VII presents numerical simulations of
evolving quantum systems that provide evidence for the
analytical claims presented in the previous section. In
Section IX we bring all of this together, comparing with
other entropy measures and providing several useful in-
terpretations of the Observational entropy. Finally, in
Sec. X we summarize our results and point out interesting
avenues of future research. A number of mathematical
proofs and technical results are left for appendices.
II. BACKGROUND AND THE DEFINITION
Let us first describe the partitioning of the state
space of a a quantum system into a discrete set of
“macrostates.” Let {Pˆi}i be a trace-preserving set of non-
zero projectors acting on a Hilbert space H. This set
represents a measurement that an observer can choose
to perform on a quantum state. Each element Pˆi of the
set corresponds to obtaining outcome i from the mea-
surement, and the set itself represent the measurement
basis chosen by the observer. This measurement may
not be complete: it does not necessarily project onto a
pure state. (Equivalently, there may be some projec-
tor Pˆi in the set with rank larger than 1.) This set of
projectors splits the Hilbert space into smaller subspaces
4Hi ≡ PˆiHPˆi. The Hilbert space is then a direct sum of
these subspaces, H =⊕iHi. Any subspace Hi may have
bigger dimension than one, and this dimension is equal to
the rank of the associated projector, which is itself equal
to its trace,
dimHi = rankPˆi = tr[Pˆi]. (1)
Each subspace Hi represents a “macrostate,”5 and its
dimension can be viewed as its volume. In quantum me-
chanics the state of the system is described by the density
matrix ρˆ, which is a positive semi-definite operator acting
on the Hilbert space H. The probability of finding the
state of the system in subspaceHi is equal to pi = tr[Pˆiρˆ].
We now assume that observer has access to informa-
tion about the system only by making measurements of
the type represented by the projectors Pˆi. Thus the ob-
server cannot distinguish between different states inside
the subspace Hi by learning the outcome of the mea-
surement. We therefore assume that observer consid-
ers the quantum state having equal chances of being in
any basis state of this subspace, which gives probabili-
ties p˜
(k)
i = pitrPˆi , k = 1, . . . , trPˆi. (The corresponding as-
sumption in the classical context is sometimes termed
“democracy of states.”)
We define the Observational entropy as the Shannon
entropy of these modified probabilities:
Definition 1. Let H be a Hilbert space, let C = {Pˆi}i,∑i Pˆi = Iˆ, be a trace-preserving set of non-zero projec-
tors, which we call the coarse-graining, and pi = tr[Pˆiρˆ]
the probability of measuring the density matrix to be in
one of the subspaces Hi ≡ PˆiHPˆi. We define the Obser-
vational entropy with coarse-graining C as
SO(C)(ρˆ) = −∑
i
pi ln
pi
trPˆi
(2)
where the sum goes over all elements such that pi ≠ 0.
The idea of coarse-grained projections is mentioned
very early on by von Neumann [19] with an expression
similar to this for the particular case of coarse-grained
energies, that he attributes to Eugene Wigner. It is men-
tioned later in his book [39] for general coarse-grainings,
and it has appeared several times after that, for exam-
ple, in qualitative arguments supporting the emergence
of macroscopic behavior [40], in connection with devel-
oping a quantum mechanical master equation [41], or in
connection with fluctuation theorems [42]. However, this
definition by itself does not partition phase space suffi-
ciently to define the equivalent of a coarse-grained clas-
sical entropy that is defined for the system out of equi-
librium, and corresponds to thermodynamic entropy in
5 These subspaces and the corresponding projectors are denoted
“properties” in the decoherence literature (see e.g. Ref. [38]),
which is an approach to coarse-graining broadly similar to that
adopted here.
equilibrium. For that we need either multiple coarse-
grainings, or partitioned coarse-graining, both of which
will be introduced later.
The Observational entropy elegantly generalizes the
Boltzmann entropy to quantum mechanics.6 In our no-
tation Hi plays the role of a macrostate and ρˆ plays the
role of a microstate. According to Boltzmann, if a phys-
ical system is in a certain microstate, then the entropy
we associate with it is equal to the log of the phase-space
volume of the macrostate the microstate belongs to. We
obtain a similar statement for the Observational entropy.
Theorem 1. (Observational entropy is a quantum
equivalent of the Boltzmann entropy) If the density ma-
trix is contained in one of the subspaces Hi, i.e., PˆiρˆPˆi =
ρˆ, then SO(C)(ρˆ) = ln trPˆi = ln dimHi.
A key difference between the Observational entropy
and the classical Boltzmann entropy is that via super-
position, the quantum system can be in a superposition
of microstates belonging to different macrostates at the
same time.
The above theorem also suggests an additional inter-
pretation of the Observational entropy. Rewriting the
Observational entropy as
SO(C)(ρˆ) = −∑
i
pi lnpi +∑
i
pi ln trPˆi, (3)
we can interpret it as the sum of two contributions. Con-
sider an observer who chooses to perform a measure-
ment on the system in the basis given by the coarse-
graining C. Then the first term represents the expected
amount of “macrosopic” information – i.e. regarding
the macrostates – that the measurement gives. In other
words, this term measures the mean uncertainty as to
which macrostate the system is in, and the mean reduc-
tion in uncertainty that would occur were the measure-
ments performed. The second term represents the mean
value of uncertainty an observer has about the system
after the measurement outcome is learned, assuming he
or she does not have an ability to distinguish between
different microstates in a given macrostate. This can be
also seen as follows.
First, note that if the observer had access to the den-
sity matrix ρˆ, it would make sense to attribute von Neu-
mann entropy S(ρˆ) to the system. Then, after obtaining
a measurement outcome i, the observer would update ρˆ
to ρˆi ≡ PˆiρˆPˆitr(PˆiρˆPˆi) , and would attribute entropy S(ρˆi) to
the system, which is lower than S(ρˆ) on average [4].
6 For an initial microstate belonging to macrostate of phase-space
volume Vi, we associate entropy with the Boltzmann entropy
SB = lnVi. Theorem 1 is then in a loose analogy to Boltz-
mann entropy. However, it is possible to imagine an exact clas-
sical analog of the Observational entropy, defined as SBO(m) =−∑i pi ln pitrVi , where pi denotes the probability of microstate m
being in ith macrostate of volume Vi. This kind of classical en-
tropy has been previously considered in literature, see [43].
5However, an observer does not generally have access to
the density matrix unless they have knowledge or control
over the system’s preparation, or access to an ensemble of
identically prepared systems and the ability to measure
its members in sufficiently many different bases.7 This
being so, after measuring outcome ρˆi the observer should,
following the logic of Boltzmann entropy, attribute to the
system the maximally-uncertain density matrix compat-
ible with the knowledge that the system is in macrostateH, and thus attribute to it entropy ln dimHi.
Considering then the spectrum of possible measure-
ment outcomes, the average uncertainty about the sys-
tem after the measurement is then equal to ∑i pi ln trPˆi,
which is the second contribution in Eq. (3).8
There are additional ways of interpreting Observa-
tional entropy, which are collected in Sec. IX.
Note that for a single coarse-graining, it is possible
to view the Observational entropy as the von Neumann
entropy of a density matrix constructed out of the coarse-
graining and the probabilities,
SO(C)(ρˆ) = S (∑
i
pi
trPˆi
Pˆi) . (4)
However, we have not found an analogous expression
for Observational entropy with multiple coarse-grainings
(defined in Section V below).
III. PROPERTIES
We move on to studying the mathematical properties
of the Observational entropy. First, we introduce two
definitions that will be useful for the theorems to come.
Definition 2. (Relations between coarse-grainings) We
say that coarse-graining C2 is finer than coarse-grainingC1 (and denote C1 ↪ C2) when for every Pˆi1 ∈ C1 there
exists an index set I(i1) such that Pˆi1 = ∑i2∈I(i1) Pˆi2 ,
Pˆi2 ∈ C2. (That is, each element of C1 can be parti-
tioned using elements of C2.) We correspondingly say
that coarse-graining C1 is rougher than coarse-grainingC2. Two coarse-grainings C1 and C2 are said to commute
when for all i1 and i2, [Pˆi1 , Pˆi2] = 0.
Note that relation ↪ represents a partial order on the
set of all coarse-grainings. There is a common maximal
element CIˆ = {Iˆ}, i.e., CIˆ ↪ C for every coarse-graining C.
7 We consider the density matrix to encode all information nec-
essary to make predictions about the system, as well as all of
the information in principle – but generally not in practice –
extractable by an observer making a sequence of measurements.
8 Note that the Observational entropy decreases on average when
measuring in the basis given by the coarse-graining C. However,
that means that the measurement always decreases the entropy.
The entropy can increase when the observer obtains a very un-
likely outcome i, pi ≪ 1, which is connected to a large macrostateHi. Then SO(C)(ρˆi) = ln dimHi > SO(C)(ρˆ).
Definition 3. (Coarse-graining defined by an observ-
able) Let Aˆ = ∑i aiPˆai , where ai ≠ aj for i ≠ j, be
the spectral decomposition of an observable9 Aˆ. We
define coarse-graining given by the observable Aˆ asCAˆ = {Pˆai}ai . We say that coarse-graining C commutes
with an observable Aˆ if [Pˆk, Aˆ] = 0 for all Pˆk ∈ C.
The spectral decomposition is unique when written
in terms of projectors associated with different eigen-
values, therefore also coarse-graining CAˆ is uniquely de-
fined. If coarse-graining C commutes with an observable
Aˆ then the coarse-graining C also commutes with CAˆ.
This is because two Hermitian operators commute if and
only if projectors from their spectral decomposition com-
mute [44].
Intuitively, we would expect that an observer with ac-
cess to more information about a quantum system will
attach a lower entropy to this system. This is described
in the following theorem, which says that the observer
with a higher resolution in measurement (a finer coarse-
graining) attaches a lower entropy to the same density
matrix.
Theorem 2. (Observational entropy is a monotonic
function of the coarse-graining.) If C1 ↪ C2 then
SO(C1)(ρˆ) ≥ SO(C2)(ρˆ). (5)
It turns out that the Observational entropy is a
bounded function: it is bounded below by the von Neu-
mann entropy S(ρˆ) and above by the logarithm of the
volume of the entire Hilbert space. This shows that
the von Neumann entropy represents the ultimate knowl-
edge that can be obtained about a quantum state. After
achieving a certain resolution no better resolution can
help to obtain better information.
Theorem 3. (Observational entropy is bounded.)
S(ρˆ) ≤ SO(C)(ρˆ) ≤ ln dimH (6)
for any coarse-graining C and any density matrix ρˆ.
S(ρˆ) = SO(C)(ρˆ) if and only if Cρˆ ↪ C. SO(ρˆ) = ln dimH
if and only if ∀i, pi = trPˆidimH .
Cρˆ is the coarse-graining given by the density matrix ρˆ,
as defined in Def. (3). Let us explain the equality condi-
tions. The Observational entropy is the same as the von
Neumann entropy when the measurement represented by
coarse-graining C is performed in the eigenbasis of the
density matrix, and the resolution of the measurement is
9 More generally, we can use any Hermitian matrix Aˆ to define
a coarse-graining since every Hermitian matrix has a spectral
decomposition. Later in Theorems 3 and 7 we will use coarse-
graining Cρˆ given by the density matrix ρˆ although the density
matrix is not usually considered as to be an observable in a phys-
ical sense.
6sufficient to distinguish between different eigenvalues of
the density matrix. In other words, the two entropies are
equal when a measurement performed on an eigenvector
of the density matrix is enough to predict the eigenvalue
associated with this eigenvector. On the other hand, the
entropy is maximal when probabilities of obtaining mea-
surement result i are linearly proportional to the volumes
of the respective subspaces Hi.
The previous theorem also suggests that obtaining the
maximal Observational entropy is largely unrelated to
the purity of the state. The Observational entropy does
not distinguish between pure and mixed states, but only
between different probability distribution of measure-
ment outcomes. In other words, it distinguishes only be-
tween different probability distributions over macrostates
given by the coarse-graining. This is illustrated in the
following corollary.
Corollary 3.1. (Pure states can achieve the maximal
entropy.) Both ρˆ = ∣ψ⟩⟨ψ∣, ∣ψ⟩ = ∑i√ trPˆidimH ∣ψi⟩ where∣ψi⟩ ∈ Hi, and ρˆid = 1dimH Iˆ give the same maximal en-
tropy,
SO(C)(ρˆ) = SO(C)(ρˆid) = ln dimH. (7)
Any entropy describing a physical system should be ex-
tensive. This is because an entropy measures the amount
of uncertainty about a physical system, and the total
amount of this uncertainty should not change just be-
cause we consider two or more systems at the same time.
Thermodynamic entropy is extensive, and we would ex-
pect that if interactions between systems are sufficiently
weak or local, the total uncertainty about them should
not change by considering them combined into a single
system. The following theorem says that the Observa-
tional entropy is extensive, i.e., it is additive on separable
states.
Theorem 4. (Extensivity) Let H =H(1) ⊗⋯⊗H(m) be
a Hilbert space of a composite system with the coarse-
graining defined as C = C(1) ⊗ ⋅ ⋅ ⋅ ⊗ C(m) = {Pˆi1 ⊗ ⋅ ⋅ ⋅ ⊗
Pˆim}i1,...,im . For a separable state ρˆ = ρˆ(1) ⊗⋯⊗ ρˆ(m) we
have
SO(C)(ρˆ) = m∑
k=1SO(C(k)) (ρˆ(k)) . (8)
Thus SO(C) is an extensive quantity.
When an observer decides to track degrees of freedom
that do not change in time, we would expect the observer
to see no change in entropy. This is described by the
following theorem.
Theorem 5. (Constant Observational entropies) Let Hˆ
be a Hamiltonian governing the evolution of the system,
ρˆt = U(t)ρˆ0U(t)†, U(t) = e−iHˆt. If coarse-graining C com-
mutes with the Hamiltonian then
SO(C)(ρˆt) = SO(C)(ρˆ0) = const. (9)
Specifically, if [Aˆ, Hˆ] = 0 then SO(CAˆ)(ρˆt) = SO(CAˆ)(ρˆ0) =
const. Thus if a coarse-graining is defined by an observ-
able that is a conserved quantity, the Observational en-
tropy remains constant in time for any choice of the initial
state.
In later sections we extensively investigate the ten-
dency of Observation entropy to be non-decreasing under
generic time evolution. Here we give relevant analytic re-
sult that applies when starting in a macrostate.
Theorem 6. (Non-decreasing entropy for a macrostate
over short times) If the density matrix is initially con-
tained in one of the subspaces Hi, i.e., Pˆiρˆ0Pˆi = ρˆ0, then
SO(C)(ρˆt) ≥ SO(C)(ρˆ0) (10)
for any t that is small enough to satisfy
t ⪅ (tr[(Iˆ − Pˆi)Hˆρˆ0Hˆ] (1 + tr[Pˆi]
minj≠i tr[Pˆj]))
− 12
. (11)
The approximate relation ⪅ comes from the proof
where we have neglected terms of order O(t4) and higher,
in the big-O notation. However, an exact statement of a
different form is obtained there. Why this increase hap-
pens becomes clear when looking at the general shape of
the Observational entropy as depicted on Fig. 1.
Note that this property is not strictly true of classi-
cal Boltzmann entropy (defined as the log of the num-
ber/volume of microstates in a macrostate): starting in
a given macrostate, there is a small probability of im-
mediately evolving into a macrostate of lower entropy.
For Observational entropy, the corresponding potential
decrease due to evolution into a macrostate of a lower
volume, which would be in the second term of Eq. (3),
is more than compensated for by the increase in uncer-
tainty in the macroscopic information (the first term of
that equation), leading to a net entropy increase, at least
for a short time.
IV. ENTROPY INCREASE FOR GENERAL
COARSE-GRAINING
As an example, we consider Observational entropy
with a position coarse-graining. Given a one-dimensional
system with N indistinguishable particles, we can coarse-
grain them into p bins, each of width δ. We wish to make
observations that will give us the bin that every particle
is in. To do this, we denote the binned particle positions
by x⃗ = (x(1), . . . , x(N)), where each element can take one
of the equally spaced values x1, . . . , xp.
10 For example,
10 This example considers 1-dimensional lattice. We could, of
course, consider a more general example, such as three dimen-
sional lattice. Then for each particle we would attach a 3-
dimensional vector, for example, for the second particle con-
tained in the bin at the bottom corner of the lattice, we could
write x(2) = (x1, x1, x1).
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FIG. 1. a) Sketch of Hilbert space, b) evolution of probabili-
ties, and c) graph of Observational entropy, in 12-dimensional
Hilbert space with subspaces of dimensions 1, 3, and 8 re-
spectively. Blobs in a) represent the amount of probability
projected into each Hilbert subspace, but it should be kept in
mind that the right picture is projecting a density matrix that
lives in 12-d space into these lower-d subspaces; this cannot
be depicted here. The blue curve in b) represents a possible
evolution of probabilities pi(t) = tr[Pˆiρˆt], with density ma-
trix starting in the 1-d subspace Hilbert subspace H1. Panel
c) depicts Observational entropy as function of probabilities
p2 and p3 (where p1 = 1 − p2 − p3), and the blue curve is the
corresponding entropy SO(C)(ρˆt) from evolution b). Observa-
tional entropy is a strictly concave function; since each corner
of its graph represents one of the subspaces, the entropy must
increase at least for a short time when starting in one of them.
when the second particle is contained in the first bin, we
write x(2) = x1. Vector x⃗ therefore contains information
about to which bin every particle belongs. For indistin-
guishable particles, any permutation pi of elements of x⃗
constitutes the same vector, x⃗ ≡ pi(x(1), . . . , x(N)). We
define a set of coarse-grained projectors indexed by x⃗,
CXˆ(δ) = {Pˆ (δ)x⃗ }x⃗, where Pˆ (δ)x⃗ = ∑⃗˜x∈Cx⃗ ∣⃗˜x⟩⟨⃗˜x∣ (12)
and Cx⃗ represents a hypercube of dimension N and width
δ = xj+1 − xj . Vector ∣⃗˜x⟩ contains the exact position of
each particle, and corresponds to a basis vector in the
Hilbert space. Each hypercube defines one macrostate,
which by the above definition is formed by vectors of po-
sition ∣⃗˜x⟩ that correspond to the same vector of positional
bins x⃗. Our coarse-graining CXˆ(δ) then represents mea-
surements that can be done that would characterize the
system positional macrostate at a scale of δ.
For indistinguishable particles, this coarse-graining can
be also understood as follows. It coarse-grains the space
into boxes, and counts the number of particles in each
box. For example, on a one-dimensional lattice of length
L = 9 of with N = 4 indistinguishable particles coarse-
grained into p = 3 boxes of size δ = 3, the first particle
could be in the box {1−3}, the next two could be in box{4 − 6}, and the final one could be in the box {7 − 9}.
This represents one projector of this coarse-graining by
the “signature” [1,2,1], which represents the number of
particles in each box. The set of coarse-grainings projec-
tors CXˆ(δ) is isomorphic to the set of allowed signatures,[4,0,0], [3,1,0], etc. In other words, these projectors
represent a measurement that measures number of par-
ticles in each box, and we can write CXˆ(δ) = CNˆ1⊗⋯⊗Nˆp ≡CNˆ1 ⊗ ⋯ ⊗ CNˆp . When a projector Pˆx⃗ ∈ CXˆ(δ) acts on a
wavefunction, it is projecting out the components of the
wavefunction with Pˆx⃗’s signature.
We illustrate evolution of the Observational entropy
with this positional coarse-graining in Fig. 2, starting in
a state that is confined to the first half of the lattice,
subject to the Hamiltonian describing a non-integrable
system, Eq. (46), that will be discussed later in detail.
As we can see, particles quickly spread over the entire
Hilbert space, filling it almost uniformly, and approxi-
mating the maximal value Smax = ln dimH.11 This Ob-
servational entropy measures how uniformly distributed
the particles are over the macrostates. The fact that it
almost reaches the maximal value means that in the long-
time limit, probability of each particle being in a given
11 However, it is important to note that closed quantum sys-
tems are not in general ergodic in classical sense, and the Ob-
servational entropy does not usually reach the maximal value
Smax = ln dimH. For example, starting from an energy eigen-
state, this state never evolves and therefore the Observational
entropy remains constant for any choice of coarse-graining. More
precisely, the wave function of a closed system is contained on the
surface of the hyper-sphere that is given by the decomposition of
the wave function into eigenvectors of the Hamiltonian, and the
system is then ergodic on this hypersphere [19, 45]. The details of
quantum ergodicity are still a topic of ongoing research [46–52].
80 5 10 15 20 25 30
t
4.0
4.5
5.0
5.5
6.0
6.5
7.0
7.5
8.0
S
FIG. 2. Evolution of the Observational entropy with po-
sitional coarse-graining of the non-integrable system of size
L = 16, coarse-grained into p = 4 parts of size δ = 4, starting
at t = 0 in a state of N = 4 particles contained in the left
side of the box (sites {1 − 8}). As time passes, particles ex-
pand through the entire box and the Observational entropy
quickly increases, reaching value not far from the maximal
value Smax = ln dimH, where dimH = (LN) = 1820, depicted
by the straight green line.
macrostate is linearly proportional to the macrostate’s
volume, as shown by Theorem 3.
The question of to what value the Observational en-
tropy increases is interesting and not fully resolved for
general coarse-grainings of closed quantum systems such
as the system considered in the above example.
For open systems, which we model as systems interact-
ing weakly with a thermal bath, the convergence can be
readily calculated. We allow the system to exchange (for
example) energy, number of particles, momentum, and
angular momentum with the thermal bath. Considering
the system and the thermal bath being a closed system
as a whole, according to strong eigenstate thermalization
hypothesis [53], at some long time in the future, the sys-
tem of interest is very likely to be a in state that for all
practical purposes closely resembles the generalized ther-
mal density matrix ρˆth introduced in Ref. [22]. We can
therefore write
ρˆt
t→∞↝ ρˆth ≡ 1
Z
exp ( −∑
j
λjAˆj), (13)
where Aˆj describes the observable of a conserved quan-
tity (such as energy or a particle number), λj its respec-
tive Lagrange multiplier (such as inverse temperature or
a chemical potential), and Z the partition function. The
relation symbolized by
t→∞↝ should be read as “approxi-
mately approaches” and might not be strictly a conver-
gence in the mathematical sense. For example, if we con-
sider the system and the thermal bath together as being
a closed system, there is a timescale over which the closed
system returns arbitrarily closely to the initial state [54]
– the Poincare´ recurrence time. Hence, this convergence
should be rather understood in a physical sense that the
system spends exponentially more time at this entropy
than at lower entropies.
For such an open system, the probabilities of finding
the density matrix in the Hilbert space Hi for a general
coarse-graining C will then approach a value given by this
limiting density matrix,
pi(t) ≡ tr[Pˆiρˆt] t→∞↝ p(th)i = tr[Pˆiρˆth]. (14)
The time-dependent Observational entropy
SO(C)(ρˆt) = −∑
i
pi(t) ln pi(t)
trPˆi
(15)
then converges (in the same sense) to the value
SO(C)(ρˆt) t→∞↝ S(th)O(C) = −∑
i
p
(th)
i ln
p
(th)
i
trPˆi
. (16)
The situation in closed quantum systems, which is the
main topic of this paper, is more difficult to analyze,
since the density matrix does not approach the general-
ized canonical density matrix ρˆth. In a closed quantum
system the amplitudes of the wave-function written in
an eigenbasis of the Hamiltonian stay fixed, and only the
respective phases change. The relevant figure of merit is
then the micro-canonical ensemble rather than canonical,
and the situation is described by arguments similar to the
eigenstate thermalization hypothesis, as we will discuss
in detail below in Section VI and Appendices D and F.
Generally, in closed quantum systems the Observational
entropy will tend to a limiting value that depends on the
initial state, although entropy for many initial states will
converge to a similar value.
Although not much can be said about the convergence
of entropy in closed systems for general coarse-grainings,
we have observed that even in closed quantum systems
the Observational entropy tends to increase for most ini-
tial states. And as shown by Theorem 6, it always in-
creases or stays the same, at least for a short time, for
states that start their evolution contained in one of the
macrostates. One instance of where the entropy increases
is shown in Figure 4, and such an increase can be ob-
served for almost any initial state. It is true that one can
find states where the entropy decreases, but such states
are rare and have to be either carefully designed (and
fitted to the particular coarse-graining) or found as rare
cases in a large number of random trials.12
We can now further discuss the meaning of the Obser-
vational entropy. An Observer chooses a coarse-graining
12 The statistical characterization of downward fluctuations in Ob-
servational entropy is a topic of current investigation by the au-
thors.
9C = {Pˆi}i that defines macrostates of interest. This choice
may be given for example by a coarse-grained measure-
ment that can be in principle performed, or by coarse-
grained (macroscopic) degrees of freedom that the ob-
server wants to track. The time-dependent Observational
entropy, Eq. (15), then describes the increasing amount
of disorder in the system with respect to these chosen
macrostates.
Low Observational entropy means that the state of the
system is localized in a few small macrostates. The ob-
server conceives of such a situation as a highly ordered
state in his or her subjective point of view. This can be
seen as an ability to say a lot about the system without
the actual knowledge of the density matrix.
High entropy means that the state of the system is con-
tained within a large macrostate, or spans across many
small macrostates. Even though the system might be in
a pure state, the fact that this pure state cannot be local-
ized in a few small macrostates means that the such a sys-
tem is considered as disordered. With such a disordered
system, only a little can be said about the system from
the observer’s perspective. Given the arbitrary choice of
macrostates, this entropy may or may not be connected
to any particular thermodynamic quantity; this depends
entirely on the choice of coarse-graining.
When the Observational entropy achieves (approxi-
mately) its maximum, we say that the system has ther-
malized with respect to coarse-graining C. Growth of
this entropy describes the loss of perceived order due to
the time evolution. The state of the system spreads into
more and larger macrostates, and the observer loses the
ability to say much about the system as time passes.
The exception to this is if the observer chooses to
track the degrees of freedom that do not change in time,
i.e., [C, Hˆ] = 0. According to Theorem 5, the Observa-
tional entropy then remains constant. However, choos-
ing macrostates that lead to rising entropy is often un-
avoidable and/or desirable, for example when coarse-
grained quantities represent collective degrees of freedom
in which the system can be understood well, or when
coarse-grained quantities determine the amount of work
that can be extracted, or when we want to describe ther-
malization between initially separated systems. We will
detail the latter in Section VI.
There is also one important point to make. In infinite-
dimensional Hilbert spaces, such as that of the quantum
harmonic oscillator, there can be subspaces with infinite
dimension. Clearly, if there is a non-zero probability that
the density matrix belongs in such a subspace, then Ob-
servational entropy is formally infinite, indicating an in-
finite amount of uncertainty about the particular state of
the system if only probabilities of macrostates are known.
An infinite-dimensional Hilbert space is very unlikely to
be relevant in real physical systems,13 but it is desirable
to apply our formalism to an in-principle infinite Hilbert
space nonetheless. This can be achieved by choosing a
coarse-graining in such a way that that none of the sub-
spaces is infinite dimensional. In many physical situa-
tions, the high-dimensional subspaces will be then expo-
nentially suppressed by low probabilities pi. This is for
example the case of the physically relevant entropies that
we are going to introduce in Section VI, which are prov-
ably bounded from above. There, the space is coarse-
grained in energy, and even though the Hilbert space
can be in principle infinite dimensional, the high energy
subspaces are exponentially suppressed due to the con-
straints on energy of the initial state. In such situations,
it can be desirable to truncate the infinite-dimensional
Hilbert space, and stop considering subspaces with low
enough probabilities pi. Then the Observational entropy
on this truncated Hilbert space will approximate the Ob-
servational entropy on the full space. (It is straightfor-
ward to show that when pi = 0 for subspaces that have
been taken away, both Observational entropies coincide.)
But before we take a closer look at the use of Observa-
tional entropy in thermodynamics, we first have to intro-
duce Observational entropy with several coarse-grainings.
V. OBSERVATIONAL ENTROPY WITH
MULTIPLE COARSE-GRAININGS
Imagine an observer with the ability to perform two
distinct measurements on the system. In an ideal case
the second measurement would provide additional infor-
mation about the system that the observer was unable
to obtain from the first measurement. Since each mea-
surement is represented by a coarse-graining, two mea-
surements are represented by two coarse-grainings. Con-
sidering these two coarse-grainings together should give
rise to a new definition of the Observational entropy that
describes this additional ability to perform the second
measurement. We first discuss the simple case when two
coarse-grainings nicely fit together, i.e., they commute.
We then generalize the definition of Observational en-
tropy to non-commuting coarse-grainings.
Definition 4. Let C1 and C2 commute. We define the
joint coarse-graining C1,2 as the roughest coarse-graining
that is finer than both C1 and C2, i.e., C1,2 is such thatC1 ↪ C1,2, C2 ↪ C1,2, and (∀C∣C1 ↪ C,C2 ↪ C)(C1,2 ↪ C).
(17)
The joint coarse-graining always exists for any set of
commuting coarse-grainings, and is uniquely defined by
them, per the following lemma.
13 The Beckenstein bound,[55] for example, indicates that for a sys-
tem to have an infinite entropy it must be infinite in either extent
or energy, and this entropy is often interpreted to refer to the (log
of the) number of accessible microstates.
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Lemma 1. Let coarse-grainings C1 = {Pˆi1}i1 and C2 ={Pˆi2}i2 commute. Then the joint coarse-graining is
uniquely defined and it is given by C1,2 = {Pˆi1 Pˆi2}i1,i2∖{0}, where ∖{0} means that the zero element has been
taken out.
This lemma says that that elements of the joint coarse-
graining C1,2 are given by products of elements of coarse-
grainings C1 and C2. Although the joint coarse-grainingC1,2 has been constructed from two different coarse-
grainings, it is still a single coarse-graining. Therefore,
we can use the above lemma and Definition 1 to compute
the Observational entropy with the joint coarse-graining
as
SO(C1,2)(ρˆ) = − ∑
i1,i2
pi1i2 ln
pi1i2
tr[Pˆi1 Pˆi2] . (18)
The sum goes over all elements such that pi1i2 =
tr[Pˆi1 Pˆi2 ρˆ] ≠ 0.
When the coarse-grainings do not commute,14 the is-
sue becomes somewhat more complicated. It can be eas-
ily shown that non-commuting coarse-grainings do not
have a joint coarse-graining,15 and do not correspond to
a single direct sum of subspaces, hence the original Defi-
nition 1 of the Observational entropy cannot be directly
applied. However, Eq. (18) motivates a more general
definition that applies even for coarse-grainings that do
not commute. The most compelling way16 is to sim-
ply take tr[Pˆi2 Pˆi1 Pˆi2] and the corresponding general-
ization of probabilities pi1i2 = tr[Pˆi2 Pˆi1 ρˆPˆi1 Pˆi2]. This
is because Vi1,i2 ≡ tr[Pˆi2 Pˆi1 Pˆi2] has a clear interpreta-
tion as a volume of a small part of the Hilbert space
14 The decoherence/consistent histories approach explicitly eschews
non-commuting coarse-grainings [38]. However this seems overly
limiting, as our usual macroscopic description of the world is
quite comfortable with coarse-grained variables that do not tech-
nically commute but for which the non-commutation is a tiny
effect in the large-mass or many-particle limit. Thus where pos-
sible we attempt to extend our results to the non-commuting
case.
15 We assume that Pˆi1 ∈ C1, Pˆi2 ∈ C2 do not commute and
that C1,2 = {Pˆ 1,2k }k is the joint coarse-graining. Then Pˆi1 =∑k∈I(i1) Pˆ 1,2k and Pˆi2 = ∑k∈I(i2) Pˆ 1,2k . Because Pˆi1 and Pˆi2 do
not commute, then there must exist projectors Pˆ 1,2
k
and Pˆ 1,2
k˜
that also do not commute, which contradicts with the fact that
they are orthogonal projectors.
16 Considering Eq. (1), other possible ways that could be consid-
ered are: (1) taking the generalization of the dimension of the
corresponding subspace; this fails, because projectors that do
not commute do not correspond to a subspace. (2) taking the
rank of projector Pˆi1 Pˆi2 as the volume; this is not desirable def-
inition, since these ranks do not add the volume of the entire
Hilbert space in non-commuting case. (3) An alternative way
is to make use of von Neumann entropy of the reduced state
Pˆi2 Pˆi1 ρˆPˆi1 Pˆi2
tr[Pˆi2 Pˆi1 ρˆPˆi1 Pˆi2 ] , but this does not connect well with the inter-
pretation of the volume and does not yield desirable properties.
Generalizing the volume using trace tr[Pˆi2 Pˆi1 Pˆi2 ] is then the
most meaningful, and it yields many desirable properties.
— a multi-macrostate (i1, i2). It is always positive and
it sums up to the volume of the entire Hilbert space,∑i1,i2 Vi1,i2 = dimH. pi1i2 represents the probability of
obtaining result i1 in the first measurement while obtain-
ing result i2 in the second measurement when two conse-
quent measurements in bases C1 and C2 are performed on
the state described by the density matrix ρˆ. Moreover,
this definition gives an intuitive answer to the thermo-
dynamical behavior that we describe in the next section.
This discussion leads to the following definition.
Definition 5. Let (C1, . . . ,Cn) be an ordered set of
coarse-grainings, and let Vi1,...,in ≡ tr[Pˆin⋯Pˆi1⋯Pˆin] de-
note volume of macrostate (i1, . . . , in). We define Obser-
vational entropy with coarse-grainings (C1, . . . ,Cn) as
SO(C1,...,Cn)(ρˆ) = − ∑
i1,...,in
pi1,...,in ln
pi1,...,in
Vi1,...,in
, (19)
where the sum goes over elements such that pi1,...,in =
tr[Pˆin⋯Pˆi1 ρˆPˆi1⋯Pˆin] ≠ 0.
When the coarse-grainings commute, this definition
coincides with commuting case, i.e., SO(C1,...,Cn)(ρˆ) =
SO(C1,...,n)(ρˆ). (Note the admittedly subtle notational
difference.) However, it is important that the order of
the coarse-grainings matters when they do not commute:
in general SO(C1,C2)(ρˆ) ≠ SO(C2,C1)(ρˆ). We will see an
example of Observational entropy implementing two dif-
ferent coarse-grainings in the next section.
As is the case for the Observational entropy with a sin-
gle coarse-graining, the more general version is bounded
by the same values. To show this, we first need to gen-
eralize Def. 2 and define a finer set of coarse-grainings.
Definition 6. (Finer set of coarse-grainings) We say
that an ordered set of coarse-grainings (C1, . . . ,Cn)
is finer than coarse-grainings C (and denote C ↪(C1, . . . ,Cn)) when for every multi-index i = (i1, . . . , in)
exists Pˆj ∈ C such that17
Pˆin⋯Pˆi1 Pˆj = Pˆin⋯Pˆi1 , (20)
where Pˆik ∈ Ck, k = 1, . . . , n.
Intuitively, the set of coarse-grainings (C1, . . . ,Cn) is
finer than coarse-graining C, if each element Pˆin⋯Pˆi1
from the set projects into one of the subspaces Hj given
by the projectors from coarse-graining C, before possibly
projecting somewhere else. In other words, measuring
the system first in the basis given by coarse-graining C is
redundant, if the sequence of measurements given by the
set (C1, . . . ,Cn) is performed afterwards. This is because
all information the first measurement could provide, will
17 Looking at Eq. (20), it is also suggestive to say that Pˆj “dis-
solves” in Pˆin⋯Pˆi1 , or that coarse-graining C “dissolves” in the
set (C1, . . . ,Cn).
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be also obtained just by performing the sequence of mea-
surements.
For Pˆin⋯Pˆi1 ≠ 0 in the Def. 6, the index j that is
mapped to each multi-index i is unique, i.e., i → j
forms a map. We also note that if C ↪ (C1, . . . ,Cn),
then for any additional coarse-graining Cn+1, also C ↪(C1, . . . ,Cn,Cn+1). The reader may have noticed that
Def. 6 does not look very similar to Def. 2. Despite this,
these two definitions coincide for n = 1. We show all of
these properties in Appendix B.
The theorem follows:
Theorem 7. (Observational entropy with multiple
coarse-grainings is bounded)
S(ρˆ) ≤ SO(C1,...,Cn)(ρˆ) ≤ ln dimH (21)
for any ordered set of coarse-grainings (C1, . . . ,Cn) and
any density matrix ρˆ. S(ρˆ) = SO(C1,...,Cn)(ρˆ) if and only
if Cρˆ ↪ (C1, . . . ,Cn). SO(ρˆ) = ln dimH if and only if∀i1, . . . , in, pi1,...,in = Vi1,...,indimH .
The Observational entropy is therefore equal to the von
Neumann entropy when the set of coarse-grainings is fine
enough to distinguish between eigenvectors of the density
matrix associated with different eigenvalues. To under-
stand this, consider an observer that is given an eigenvec-
tor of the density matrix. The Observational entropy is
equal to the von Neumann entropy if performing n conse-
quent measurements in measurement bases (C1, . . . ,Cn)
on this eigenvector is enough to determine the eigenvalue
associated with this eigenvector with certainty, no mat-
ter what eigenvector it is. The Observational entropy is
equal to the maximal value when probabilities of obtain-
ing measurement outcomes i1, . . . , in are linearly propor-
tional to the volumes of the respective multi-macrostates
Vi1,...,in .
One could expect that performing more measurements
of the system should give the observer better knowledge
about the system, at least on average, corresponding to
a decrease in entropy representing this knowledge. Ob-
servational entropy has this property, as follows.
Theorem 8. (Observational entropy is non-increasing
with each added coarse-graining.)
SO(C1,...,Cn)(ρˆ) ≥ SO(C1,...,Cn,Cn+1)(ρˆ) (22)
for any ordered set of coarse-grainings (C1, . . . ,Cn,Cn+1)
and any density matrix ρˆ. The inequality becomes
an equality if and only if ∀i1, . . . , in+1, pi1,...,in+1 =
Vi1,...,in+1
Vi1,...,in
pi1,...,in .
This has the interesting interpretation that entropy is
unaffected by additional coarse-graining Cn+1 if the cor-
responding measurement is “uninformative” in the sense
that the conditional probability of the outcome in+1 is
given by the ratio of the volumes of macrostates.
There are two notable cases in which this is the case.
The first is when measurements corresponding to the
set of coarse-grainings (C1, . . . ,Cn) project onto a pure
state, meaning that performing an additional measure-
ment on the system about which the observer already
has the perfect knowledge, does not provide any new in-
formation about the prior system. For example, if the
first coarse-graining is given by operator Aˆ that has a
non-degenerate spectrum, then for any coarse-grainingC2, SO(CAˆ)(ρˆ) = SO(CAˆ,C2)(ρˆ). The inequality becomes
an equality also when Cn+1 ↪ (Cn, . . . ,C1) (note the re-
verse order in the set), meaning that the last measure-
ment is redundant in a sense that all the information it
could provide has been already provided by its preceding
measurements.
Note that we could also define a relationship ↪ be-
tween two sets of coarse-grainings and derive other the-
orems analogous to those stated in the previous chapter,
such as monotonicity of the Observational entropy as a
function of sets of coarse-grainings, or extensivity with
multiple coarse-grainings. Another possible task would
be finding sets of coarse-grainings that lead to a con-
stant Observational entropy. This will be left for future
work. Instead, we use this theory to introduce Observa-
tional entropies with multiple-coarse-grainings that have
compelling interpretation in quantum thermodynamics.
VI. OBSERVATIONAL ENTROPY AS
THERMODYNAMIC ENTROPY
In this section we introduce two entropies that are well-
defined out of equilibrium, and correspond to thermody-
namic entropy in equilibrium, even in closed quantum
systems. This provides a compelling answer to the ques-
tion of what kind of entropy increases in closed quantum
systems. These two entropies are similar in spirit, but
they employ different coarse-graining and are mathemat-
ically distinct.
First we introduce an entropy that corresponds to mea-
suring the coarse-grained position of particles, and then
the total energy of the system. This entropy measures
whether the system is in a positional configuration that
corresponds to many different energies; it thus describes
how energy is distributed over many possible configura-
tions of the system.
The second entropy employs coarse-graining in local
quantities. We primarily treat “local” energy, but the
technique could additionally treat the number of par-
ticles, angular momentum, etc. This entropy describes
whether the total quantities are evenly distributed over
the local systems. Both entropies are schematically sum-
marized in Fig. 3.
Interpretation of these two entropies are very simi-
lar. In Appendix E we show that these entropies are
closely related analytically for small interaction strengths
between partitions, or equivalently between positional
coarse-grained bins. This similarity will be illustrated
in Section VII, where we numerically evolve a system of
fermions on a one-dimensional lattice.
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FIG. 3. Schematic depiction of two relevant Observational
entropies for thermodynamics, illustrated on a model of
fermionic chain used in our simulations. We consider situ-
ation of p = m = 2 regions (subsystems/partitions), evolving
through Hamiltonian Hˆ = Hˆ(1)⊗Iˆ+Iˆ⊗Hˆ(2)+Hˆ(int). SxE uses
positional coarse-graining, which for indistinguishable parti-
cles corresponds to measuring local particle densities, and
then coarse-graining in total energy. Factorized Observational
entropy SF uses local energy coarse-graining, corresponding
to measuring energy of the first and the second region re-
spectively. Dashed curves represent interparticle forces, solid
curves represent particle hopping.
A. Observational entropy of position and energy
Consider an observer who wishes to measure coarse-
grained position of the particles (or equivalently, local
particle number measurements) and energy of the sys-
tem. The two relevant coarse-grainings are
CXˆ(δ) = {Pˆ (δ)x⃗ }x⃗, Pˆ (δ)x⃗ = ∑⃗˜x∈Cx⃗ ∣⃗˜x⟩⟨⃗˜x∣, (23a)CHˆ = {PˆE}E , PˆE = ∣E⟩⟨E∣, (23b)
where CXˆ(δ) , which corresponds to coarse-graining in po-
sition space with p number of bins of size δ, has been
already explained in detail in Eq. (12). For indistin-
guishable particles, this coarse-graining is equivalent to
measuring number of particles in each box, and can be
written as CXˆ(δ) = CNˆ1⊗⋯⊗Nˆp ≡ CNˆ1⊗⋯⊗CNˆp . CHˆ consists
of projectors from the spectral decomposition of the total
Hamiltonian Hˆ = ∑E EPˆE . There are two different types
of Observational entropies that can be considered.
The first, SEx(ρˆ) ≡ SO(CHˆ ,CXˆ(δ))(ρˆ), corresponds to
measuring the energy and then coarse-grained position.
It remains constant for any initial state and therefore
does not have a meaningful interpretation describing the
dynamics of a closed quantum system. One could also
imagine a coarse-grained measurement of energy, but as
we explain in Appendix H, even this more general choice
does not lead to something thermodynamically meaning-
ful.
On the other hand, we can switch the order of the
non-commuting coarse-grainings, instead considering
SxE(ρˆ) ≡ SO(C
Xˆ(δ) ,CHˆ)(ρˆ), (24)
which corresponds to first measuring the coarse-grained
position and then energy of the system. This yields
an entropy that rises in a closed system and reaches
the correct thermodynamic value given by the micro-
canonical ensemble (microcanonical entropy) for initial
pure states that are superpositions of energy eigenstates
strongly peaked around a given value of energy (denoted
PS states; peaked superposition states), and reaches a
value that is between the canonical entropy and the mean
value of the microcanonical entropies (the mean given by
the initial state) for other initial states. This is shown
in simulations in Section VII, and analytically in Ap-
pendix F.
Denoting by pxE the probability of observing a given
position macrostate x then energy state E, and denoting
the corresponding Hilbert space volume VxE = tr[PˆEPˆx],
Theorem 7 implies that SxE is maximized when pxE ∝
VxE . In general, SxE is large if pxE is high for large
volumes VxE while low for small volume; SxE is small
if pxE is low for large volumes VxE , and large for small
volumes VxE . That is, SxE is low to the extent the state
is localized in a small region of space with a well-defined
energy, and high otherwise.
As an example, imagine the positional coarse-graining
on a one-dimensional lattice of length L = 9 of with N = 3
indistinguishable particles coarse-grained into p = 3 boxes
of size δ = 3 (for detailed explanation, see example below
Eq. (12)). A state of all three particles contained in the
first box of sites {1−3} corresponds to signature [3,0,0],
which is a very small subspace of dimension 1. The num-
ber of energy states (of the full Hamiltonian) correspond-
ing to this positional configuration is also small, in fact
proportional to the interaction strength between the first
and the second box. Therefore, the state is localized in
a small region of space and has a relatively well-defined
energy, resulting in low Observational entropy SxE .
We will see in simulations (Sec. VII) that Observa-
tional entropy SxE is maximized by the evolution of the
system, i.e., evolution of the system leads to positional
configurations that have the highest uncertainty in en-
ergy. As mentioned before, and described in Appendix E,
this entropy is also closely connected to the factorized
Observational entropy that will be introduced shortly –
in fact, they are identical when the interaction strength
between different positional bins is zero (i.e., different
bins-partitions do not interact), and they are closely con-
nected for very small interaction strengths.18 Therefore
18 For this equivalence, we assume that the coarse-grained posi-
tional bins in SxE match the partitioning of the Hilbert space
for the factorized Observational entropy. Trivially, this assump-
tion implies that number of positional bins p matches the number
of partitions in FOE m, p =m.
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many of properties of factorized Observational entropy
we show below, such as its convergence to thermody-
namic entropy, are also expected to hold for SxE .
B. Factorized Observational entropy
Now we introduce the second relevant entropy. Com-
pared with SxE , while more complex in its definition,
this entropy is more theoretically tractable, and it can
be easily generalized to include several conserved quan-
tities in addition to energy – for example particle num-
ber, momentum, or angular momentum. This then leads
to definitions of non-equilibrium entropy converging to
thermodynamic entropy of generalized ensembles such as
grand-canonical ensemble.
We start by considering Hilbert space divided into two
parts H(1) and H(2), the joint system being H = H(1) ⊗H(2). The Hamiltonian Hˆ can then be separated into
three terms
Hˆ = Hˆ(1) ⊗ Iˆ + Iˆ ⊗ Hˆ(2) + Hˆ(int), (25)
where Hˆ(1) and Hˆ(2) are the Hamiltonians that describe
internal interactions in the first and second systems re-
spectively, and Hˆ(int) is an interaction term. For large
subsystems and local interactions, contribution of this
term to the total energy is expected to be small and hence
we have introduced a parameter (interaction strength) 
to indicate this. Consider a coarse-graining that projects
to the eigenstates of the local Hamiltonians Hˆ(1) and
Hˆ(2); this corresponds to simultaneous measurements of
local energies. The Observational entropy built up from
this coarse-graining, which we call the factorized Obser-
vational entropy (FOE), can be formally written as
SF (ρˆ) ≡ SO(C
Hˆ(1)⊗CHˆ(2))(ρˆ). (26)
Explicitly, this factorized coarse-graining is given by{PˆE1 ⊗ PˆE2}E1E2 , and the projectors are given by
spectral decompositions of local Hamiltonians, Hˆ(1) =∑E1 E1PˆE1 , Hˆ(2) = ∑E1 E2PˆE2 . Later we will generalize
this definition to an arbitrary number m of local Hamilto-
nians, and additional observables representing other con-
served quantities.
Properties
This entropy has many interesting properties. In this
section we will show that:
1. FOE is extensive on separable states. In other
words, if the total density matrix is separable,
ρˆ = ρˆ(1)⊗ρˆ(2), then the FOE is the sum of entropies
of the subsystems.
2. FOE is upper-bounded by the von Neumann en-
tropy of the diagonal density matrix, defined as
the diagonal part of the density matrix written in
an energy basis. This entropy is in turn upper-
bounded by the canonical entropy. This upper
bound is achieved by a thermal (canonical) density
matrix.
3. In the long-time limit for closed non-integrable sys-
tems, the FOE of a superposition of states peaked
around a given value of energy (“PS states”) con-
verges to the microcanonical entropy. The FOE of
other states (that span across many energy eigen-
states) converges to the von Neumann entropy of
the diagonal density matrix.
4. FOE converges to the canonical entropy in systems
that weakly interact with a thermal bath.
Property 1. The first property follows immediately
from Theorem 4, which says that Observational entropy
with a factorized coarse-graining is extensive on separa-
ble states, hence
S
O(C
Hˆ(1)⊗CHˆ(2))(ρˆ(1) ⊗ ρˆ(2)) =
S
O(C
Hˆ(1))(ρˆ(1)) + SO(CHˆ(2))(ρˆ(2)). (27)
Physically, this equation means that if an observer is able
two describe and study the two systems separately (i.e.,
the coarse-graining is factorized), and the two systems
are non-interacting (and do not contain any correlation),
then it does not make a difference whether these two sys-
tems are described separately from the observer’s point
of view, or together. This property also ensures that one
can indefinitely extend the Hilbert space by adding more
particles, or more sites to the system, while the corre-
sponding factorized Observational entropy of the entire
system will be always a continuous function of time, even
during sudden (discontinuous) changes of the Hamilto-
nian representing turning on the interactions between the
old system and the new added subsystems.
Property 2. We start with some motivation. In a
closed quantum system, the amplitudes of the initial
state written in the eigenbasis of the full Hamiltonian
do not change. This is a consequence of the identity
pE(ρˆt) = tr[PˆE ρˆt] = tr[PˆEU(t)ρˆ0U(t)†]= tr[U(t)PˆE ρˆ0U(t)†] = tr[PˆE ρˆ0] = pE(ρˆ0), (28)
where U(t) = exp(−iHˆt) represents the unitary evolution
operator of the system. The above equation shows that
all such probabilities are conserved. For closed quan-
tum systems, it therefore makes sense to introduce the
diagonal density matrix ρˆd that contains the information
about these conserved quantities. This density matrix is
defined to be diagonal in the energy basis, with its diag-
onal elements to be equal to the diagonal elements of the
original density matrix written in the energy basis. How-
ever, we will average the diagonal values of ρˆd over the
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degenerate subspaces of the Hamiltonian, in order to re-
flect the fact that coarse-graining CHˆ cannot distinguish
between different eigenvectors with the same eigenvalue
E.
Mathematically, assuming the system is described by
density matrix ρˆt, we define ρˆd by its elements in the
energy basis as ⟨E∣ρˆd∣E′⟩ ≡ pE(ρˆt)tr[PˆE] δEE′ , equivalent to
ρˆd =∑
E
pE(ρˆt)
tr[PˆE] PˆE , (29)
which, per the above, is a constant density matrix for
closed quantum systems, defined fully by ρˆ0.
If the diagonal coefficients are strongly peaked around
one set of invariants, such as energy and number of par-
ticles, then this density matrix is microcanonical. If the
diagonal coefficients are spread out so that there is signifi-
cant weight in many states with macroscopically different
invariants, then this density matrix represents a macro-
scopic superposition of different thermal states [56]. Such
superpositions are real features of quantum mechanics
that have been observed experimentally [57]. If we con-
centrate on the former case, then this microcanonical
density matrix is known to be equivalent to the canoni-
cal density matrix, in the limit of large system sizes and
large local observables, meaning that relative differences
between the von Neumann entropy of the microcanonical
density matrix (which approximates the microcanonical
entropy computed from the density of states) and von
Neumann entropy of canonical density matrix (thermo-
dynamic entropy) vanish as the system size grows to in-
finity [58]. The von Neumann entropy of the diagonal
density matrix, S(ρˆd), is one of the two entropies that
figure into the bound we define below. As per Eq. (4),
we can see that this quantity can be also simply written
as Observational entropy with coarse-graining given by
the total Hamiltonian,
S(ρˆd) = SO(CHˆ)(ρˆ). (30)
For non-degenerate and time-independent Hamiltonians,
this entropy corresponds to diagonal entropy [23]. For the
second, assume the mean energy of the system is given by
E ≡ tr[Hˆρˆt] = tr[Hˆρˆd]. We can then define a correspond-
ing canonical density matrix as ρˆth = 1Z exp(−βHˆ), where
partition function is defined as Z = tr[exp(−βHˆ)], and
inverse temperature β is defined as solution to equation
E = −∂ lnZ
β
. The canonical (thermodynamic) entropy is
then defined as von Neumann entropy of the canonical
state, Sth ≡ S(ρˆth).
As we show in Appendix C, FOE is bounded by the
von Neumann entropy of diagonal density matrix up to
a correction term of order  representing the interaction
strength between the subsystems; this entropy is in turn
bounded by the corresponding canonical entropy. Thus:
SF (ρˆ) +O() ≤ S(ρˆd) ≤ S(ρˆth). (31)
Having Eqs. (26) and (30) in mind, this inequality shows
that Observational entropy given by coarse-graining de-
fined by the local Hamiltonians, is always lower than the
Observational entropy given by the global Hamiltonian.
The first inequality is derived using the particular form
of the factorized Observational entropy and the proper-
ties of finer coarse-graining expressed by Theorem 2 and
equality conditions in Theorem 3, while the second equal-
ity comes from the usual maximization procedure. At the
same time, we have also derived
SF (ρˆd) +O() = S(ρˆd). (32)
The canonical density matrix is diagonal in the energy
basis, therefore it is a special case of the diagonal density
matrix. Thus also
SF (ρˆth) +O() = S(ρˆth). (33)
The correction term O() is a finite size correction,
and generically is expected to be negligible for systems
which are sufficiently coarse-grained, i.e., if the ener-
gies of the subsystems are large enough in comparison
to the energy of interaction between the subsystems.
However, there are few exceptions to this: if the den-
sity matrix ρˆ in Eqs. (31) or (32) consists of a single
energy eigenstate ρˆ = ∣E⟩⟨E∣ (or is a mixture of very
few energy eigenstates), then S(ρˆd) = 0 (assuming the
Hamiltonian is non-degenerate), but as shown in Ap-
pendix D, FOE is proportional to the microcanonical en-
tropy, SF (ρˆ) ≈ Smicro(E) (defined in Eq. (35)), resulting
in O() ≈ Smicro(E) and SF (ρˆ) > S(ρˆd). Similarly, if the
density matrix ρˆ = ∣E−⟩⟨E−∣ is an eigenstate of the Hamil-
tonian without the interaction terms Hˆ− ≡ Hˆ − Hˆ(int),
then S(ρˆd) ≈ Smicro(E) and SF (ρˆ) = 0. In these cases,
amplitudes of the perturbative expansion diverge, so such
expansion is not valid, and O() cannot be considered a
first-order correction. In all other cases, the perturbative
expansion O() is well-defined, is expected to be small,
and represent a finite-size correction.
We managed to find the exact form of the first-order
correction in Eq. (33), which turns out to be
O() = −2β2⟨HˆHˆ(int)⟩C (34)
plus a quantum term (which we neglected) that comes
from non-commutativity of Hˆ and Hˆ(int). The co-
variance ⟨HˆHˆ(int)⟩C ≡ ⟨HˆHˆ(int)⟩ρˆth − ⟨Hˆ⟩ρˆth⟨Hˆ(int)⟩ρˆth ,
where ⟨Aˆ⟩ρˆth ≡ tr[Aˆρˆth], is proportional to the correla-
tion length. The O() term represents a finite-size cor-
rection, since it scales as N with the particle number
in the thermodynamic limit, but it goes to zero when
the coarse-grained regions are sufficiently large. See Ap-
pendix C for more details.
Property 3. The third property is that for an initial PS
state, FOE converges to the microcanonical entropy for
closed quantum non-integrable systems. This emerges
from similar arguments as the eigenstate thermalization
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hypothesis. Let us first mention the essential difference
between integrable and non-integrable systems. In in-
tegrable systems the form of interaction does not suffi-
ciently mix particles, resulting in a large number of con-
stants of motion that prevent full thermalization. An ex-
ample of such a system is a fermionic chain with only
nearest-neighbor interactions. Non-integrable systems
have a form of interaction that is sufficient to result in full
thermalization, an example being a fermionic chain with
both nearest-neighbor and next-nearest-neighbor inter-
action. Both systems have been studied [30, 31, 59], and
we will examine them both in the next section in relation
to Observational entropies.
We define microcanonical entropy as [60]
Smicro(E) = ln(ρ(E)∆E), (35)
where ρ(E) denotes the (energy) density of states, and
∆E is the typical energy.19’20 In appendix D we show,
using the connection between non-integrable systems and
random matrix theory, that for both energy eigenstates∣E⟩, and PS states with random phases ρˆE , the FOE of
such states gives the same value as the microcanonical
entropy,
SF (∣E⟩) ≈ SF (ρˆE) ≈ Smicro(E). (36)
This is also illustrated on Fig. 7, which shows FOE for
such states in comparison with the microcanonical en-
tropy.
Because of the evolution, after some time all phases
of the state (written in the energy basis) will become
random, and thus states with random phases are typical
states of the system some time in future. As a conse-
quence of Eq. (36), considering a PS state ρˆE as the ini-
tial state, the FOE of an evolved state ρˆt = U(t)ρˆEU(t)†
converges to the microcanonical entropy,
SF (ρˆt) t→∞↝ Smicro(E). (37)
In an alternative scenario, when the initial state of
the system is a superposition of many energy eigenstates
(not a PS state), the FOE converges to the von Neumann
entropy of the diagonal density matrix,
SF (ρˆt) t→∞↝ S(ρˆd). (38)
The above convergences can be combined, and we can
write
SF (ρˆt) t→∞↝ max{∑
E
pE(ρˆ0)Smicro(E), S(ρˆd)}. (39)
19 This typical energy is there to give it the right units, and is usu-
ally taken to be ∆E = σ(E)/√N , where σ computes the standard
deviation and N is the number of particles. This choice of ∆E
is rather arbitrary as it is unimportant in the thermodynamic
limit.
20 For initial states that have a spread in energy of order
∆E, such as a uniform superposition of states ∣ψE⟩ =
1N ∑E˜∈[E,E+∆E] ∣E˜⟩, where N denotes the normalization con-
stant, we have Smicro(E) ≈ S(ρˆd), where ρˆd = ρˆ ≡ ∣ψE⟩⟨ψE ∣.
That is, in closed non-integrable systems and for any ini-
tial state, FOE will converge to the mean value of the
corresponding microcanonical entropies, or the von Neu-
mann entropy of the diagonal state, whichever is bigger,
up to some order-unity corrections that become irrele-
vant in the thermodynamic limit (see Appendix D for
details). In addition to previous cases, the above equa-
tion also applies to the macroscopic superpositions of dif-
ferent microcanonical states. We also remind that this
maximum is still smaller than the canonical entropy (up
to order O()), as shown by Eq. (31).
The differences between microcanonical and canonical
entropy disappear in the “thermodynamic” limit of large
system sizes [58]. We can therefore conclude that for
both typical (microcanonical) and atypical (macroscopic
superpositions) states, and in non-integrable systems, the
FOE of any state converges to a value that closely ap-
proximates the thermodynamic entropy.
Property 4. We now turn to systems interacting with a
thermal bath. As described in Eq. (13), in such systems
the density matrix resembles the thermal density ma-
trix at most times in future. According to Eq. (32), the
FOE of the thermal density matrix is the thermodynamic
(canonical) entropy. Combining these two equations we
conclude that for systems interacting with the thermal
bath, the FOE converges to the thermodynamic entropy,
SF (ρˆt) t→∞↝ S(ρˆth) +O(), (40)
up to order  (which denoted the strength of the interac-
tion between partitions inside of the system of interest.)
Generalization of FOE
The idea of FOE can be generalized to multiple ob-
servables (beyond energy), and multiple partitions. To
keep the notation compact, we identify
Oˆ(k) ≡ Iˆ ⊗⋯⊗ Iˆ ⊗ Oˆ(k,local) ⊗ Iˆ ⊗⋯⊗ Iˆ . (41)
for any operator Oˆ(k) with the upper number index,
where Oˆ(k,local) is on the k’th position. Operator Oˆ(k)
acts only on the k’th system via operator Oˆ(k,local), and it
leaves other subsystems intact. We assume that the evo-
lution of the joint system is governed by a Hamiltonian
with local terms and the interaction between subsystems,
Hˆ = Hˆ(1) +⋯ + Hˆ(m) + Hˆ(int). (42)
We will also assume that there are thermodynamic quan-
tities
Aˆj = Aˆ(1)j +⋯ + Aˆ(m)j , j = 1, . . . , n (43)
that can be measured locally, and that are conserved
globally. We introduce the following definition.
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Definition 7. We define the generalized factorized Ob-
servational entropy (GFOE) on Hilbert space H =H(1)⊗⋯⊗H(m) with conserved quantities Aˆ1, . . . , Aˆn as
SO(C1,...,Cn)(ρˆt), (44)
where
Cj = CAˆ(1,local)j ⊗⋯⊗ CAˆ(m,local)j , j = 1, . . . , n. (45)
The above definition inherits many of the properties
of the original definition (in which n = 1, m = 2, and
Aˆ1 = Hˆ) – in fact, all of those properties when the local
conserved quantities commute, [Aˆ(k,local)j , Aˆ(k,local)j˜ ] = 0
for all k and j ≠ j˜. This is a consequence of the fact that
in such a case, a common eigenbasis exists. (Also, in such
a case the canonical density matrix will be replaced by
the generalized thermal density matrix.)
The situation becomes more difficult when these ob-
servables (coarse-grainings) do not commute.21 For ex-
ample, it can be shown that the generalized thermal den-
sity matrix does not necessarily maximize the GFOE, and
therefore an equivalent of Eq. (33) might not hold in gen-
eral.
C. Interpretation
Finally let us turn to the interpretation of FOE in the
light of above properties, and compare it to SxE .
FOE, as any Observational entropy, is generally small
when the state described by the density matrix is lo-
calized in a small subspace in the Hilbert space, corre-
sponding to a projector of a small rank (trace), or when
the state is localized over a few of such small subspaces
(see Theorem 1 or Sec. IV). Therefore, FOE is small for
example when for a projector PˆE1E2 ≡ PˆE1 ⊗ PˆE2 of a
small trace, PˆE1E2 ρˆPˆE1E2 = ρˆ holds. But this means that
the state has a well-defined energy (low uncertainty/low
variance) in the basis of local Hamiltonians, i.e. has a
well defined energy in each subsystem. When the sys-
tem starts to evolve from such a state, due to the in-
teraction between the subsystems the local energies stop
being well-defined, and the factorized Observational en-
tropy starts to rise, until it reaches the thermodynamic
entropy of the entire system.
Thus the FOE measures how local subsystems ex-
change heat with each other (and in case of GFOE cor-
responding flows connected to other observables), until
they become thermalized. The FOE, and GFOE respec-
tively, measures thermalization of the entire, possibly
closed, system, in terms of local subsystems becoming
equilibrated with each other.
21 Some aspects of non-commutativity in quantum thermodynamics
have been recently studied in Refs. [61–63].
FOE and SxE are rather similar: they can be both
interpreted as measures of how close are subsystems to
thermal equilibrium. These subsystems, or we could say
physical regions or partitions, are defined by the posi-
tional coarse-graining (Eq. (23)) in case of SxE , and by
the separation of the total Hamiltonian into local Hamil-
tonians (Eq. (26) and Def. 7) in the case of FOE. In
practice, both entropies will be maximal when the total
energy is uniformly distributed over these regions. This
is because macroscopic state where all the local energies
are equal, ⟨E1⟩ = ⟨E2⟩ = ⋯, has the highest number of
possible configurations (microstates) that correspond to
it of all macrostates that are allowed by the conserva-
tion of total energy. This will be generally true up to
some pathological cases: for example, state consisting
of eigenstates of local Hamiltonians ∣ψ⟩ = ∣E1⟩∣E2⟩⋯ will
have FOE equal to zero, even when all the energies are
equal.
Therefore up to these pathological cases, we can say
that entropy is maximal when each region contains
roughly the same energy; and this is exactly what we
could call thermalization. It is then not a surprise that
both SxE and FOE then correspond to the thermody-
namic entropy. The dynamical process of rising entropy
then describes thermalization of different regions (in our
simplest case, two regions) with respect to each other.
In other words, it demonstrates heat exchanges between
the two regions until the flow between partitions is zero
on average, which we can intuitively describe as a macro-
scopic state where the temperature of the first and tem-
perature of the second partition became identical.
What is special about these two entropies? And why
do we consider entropies that need coarse-graining in
position and energy, or coarse-graining in local ener-
gies? Since thermodynamic entropy is fundamentally
connected with energy, a coarse-grained entropy defi-
nition that matches thermodynamic entropy must have
coarse-graining in energy. However, if the coarse-graining
is only in total energy then the entropy is preserved, re-
flecting the conservation of information under unitary dy-
namical evolution. This is not the kind of entropy that
models dynamics of thermalization, but rather has to do
with information. Coarse-graining in some other observ-
able that does not commute with energy yields a kind
of entropy that has second-law-like behavior and is some
measure of disorder, but by itself cannot be quantita-
tively connected to the thermodynamic entropy. Posi-
tion is special in that interactions in physics tend to be
local in position rather than in momentum or other vari-
ables, and therefore a positional coarse-graining creates
a locally-conserved quantity and associated entropy that
both evolve on the dynamical timescale of the system.
This is why we need to define entropy using either a
combination of two non-commutative coarse-grainings,
first in positional configuration, and then in energy
(which gives SxE), or by a single coarse-graining that is,
however, constructed from local energy coarse-grainings
(which gives FOE). Intuitively, both such entropies con-
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tain both locality, and energy, which seems to be the two
crucial ingredients for finding a meaningful definition of
a non-equilibrium thermodynamic entropy.
VII. SIMULATIONS
In this section we examine observation entropy using
explicit numerical simulations of simple N -qubit quan-
tum systems. We examine primarily the factorized Ob-
servational entropy with local energy coarse-grainings
SF , and Observational entropy of measuring the coarse-
grained position and then energy SxE , but we also add
some results for entanglement entropy Sent for compari-
son.
We consider a one-dimensional lattice model of spin-
less fermions, with both nearest-neighbor (NN) and next-
nearest-neighbor (NNN) hopping and interactions. This
model is illustrated in Fig. 3. Following the notation of
Santos and Rigol [59], the Hamiltonian Hˆ(k−l) that de-
scribes fermions moving between sites number k and l
is
Hˆ(k−l) = l∑
i=k [ − t (f †i fi+1 + h.c.) + V nfi nfi+1− t′ (f †i fi+2 + h.c.) + V ′nfi nfi+2]. (46)
fi and f
†
i are the fermionic annihilation and creation op-
erators for site i. nfi = f †i fi is the local density operator.
Operators anti-commute on different sites. We employ
hard wall boundary conditions for our numerical experi-
ments so that we can study the expansion of a gas from
a smaller to a larger box. The Hamiltonian of the full
system is Hˆ ≡ Hˆ(1−L), where L is the length of the chain;
however we will also require “local” forms of the Hamilto-
nian using smaller ranges (k− l). We compute the eigen-
values and eigenvectors of relevant Hamiltonians using
exact diagonalization.
The NN and NNN hopping strengths are respectively
t and t′. The interaction strengths are V and V ′ respec-
tively. We always take h̵ = V = t = 1. We choose V ′ = t′ =
0 to investigate the integrable system, and V ′ = t′ = 0.96
to study the non-integrable (generic) system. We have
chosen these parameters because they have been stud-
ied extensively in previous work [30, 31, 59] relevant to
our paper. Evolution of the integrable system is solvable
by ansatz [64, 65]. The non-integrable system displays
level spacing statistics in good numerical agreement with
the Wigner-Dyson distribution [66, 67]; these parame-
ters were also used to study thermalization [59, 68–70],
and found to obey the Eigenstate Thermalization Hy-
pothesis [71, 72], which has been successfully tested in
experiments (e.g., [73–75]), reviewed in [76].
We first test this model where initially the system of
N = 4 particles is confined by hard walls to L = 8 sites
and evolves through Hamiltonian Hˆ(1−8). At time t = 0
we change the position of the right hard wall to L = 16,
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FIG. 4. (a) The factorized Observational entropy SF (dark
blue lines) and Observational entropy SxE (light red lines)
with non-integrable dynamics (t′ = V ′ = 0.96; full lines)
and integrable dynamics (t′ = V ′ = 0.0; dashed lines). The
system of length L = 8 with hardwall boundary conditions
starts in the 11th energy eigenstate of the reduced Hamil-
tonian Hˆ(1−8). At t = 0 the right wall is expanded so that
L = 16 and the system evolve. Coarse-graining is given by
local Hamiltonians for SF , and local position operators for
SxE respectively. We coarse-grain into p = m = 2 parti-
tions, corresponding in FOE to C = CHˆ(1−8) ⊗ CHˆ(8−16) . The
thermodynamic entropies are 7.389708 in the non-integrable
case (straight green line), and 7.301491 in the integrable case
(straight green dashed line). Because the system is initially
in an energy eigenstate of the reduced Hamiltonian, which
corresponds to the coarse-graining in FOE, the FOE only has
one probability value that is nonzero. Hence this entropy is
initially zero. (b) The same quantities as in (a) but with the
coarse-graining to 4 partitions, which for FOE corresponds toC = CHˆ(1−4) ⊗ CHˆ(4−8) ⊗ CHˆ(8−12) ⊗ CHˆ(12−16) .
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FIG. 5. The entanglement entropy between the first and last 8
sites, is measured as a function of time for the same systems
as in Fig. 4. In the non-integrable case (t′ = V ′ = 0.96),
the entanglement entropy is expected to asymptote to 1/2 of
the thermodynamic entropy of the complete system (shown
as green straight lines), in the limit of large system sizes.
The curve for non-integrable system (full line) is above the
integrable one (dashed line).
and allow the fermionic gas to expand through evolution
of the full Hamiltonian Hˆ(1−16). We investigate the FOE
and SxE for two different coarse-grainings, first when the
full system has been coarse-grained into p = m = 4 sites,
and then coarse-graining into p = m = 2 sites. The ini-
tial state is always taken to be the 11th energy eigen-
state of the Hamiltonian Hˆ(1−8) reduced system. We
also investigate also both non-integrable and integrable
dynamics. Because the full Hamiltonian has an inter-
action term between the first and last 8 sites, the local
energy representation quickly populates many other ba-
sis vectors. As a result the entropy rapidly increases.
Evolution of these Observational entropies is shown as
a function of time in Fig. 4 for both the non-integrable
(generic) and integrable cases, and for the two different
types of coarse-graining. We also plot the thermody-
namic entropy S(ρˆth). This entropy is always above the
curves, which corresponds with the theory, Eq. (31).
As a comparison, we also calculate the entanglement
entropy for both the non-integrable and integrable sys-
tems above. We measure this as a function time, starting
at t = 0, where the right hand wall is is moved from posi-
tion 8 to 16. We measure the entanglement between the
first 8 and last 8 sites. This is shown in Fig. 5. The entan-
glement entropy starts at zero because initially the wave-
function is zero on the right hand side of the box. The
entanglement entropy grows and is expected for generic
systems to go to 1/2 of the total thermodynamic entropy
of the system [30].
We now consider a different initial condition, and a
slightly different scenario. We start the system in a pure
state that models the canonical ensemble. We consider
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FIG. 6. (a) The factorized Observational entropy SF (dark
blue) and Observational entropy SxE (light red) that start in
a “pure thermal state” with inverse temperature β = 1, in the
system of size L = 8. At t = 30, the right wall is expanded
to double the system size so that L = 16 and the system
continues to evolve. The straight green lines represent the
thermodynamic (canonical) entropy S(ρˆth) before and after
the expansion. We coarse-grain into p = m = 4 partitions
that for FOE corresponds to C = CHˆ(1−4) ⊗CHˆ(4−8) ⊗CHˆ(8−12) ⊗CHˆ(12−16) . This graph shows non-integrable dynamics (t′ =
V ′ = 0.96). (b) The same as (a) but for integrable dynamics
(t′ = V ′ = 0).
our initial wave function as the sum over all energy eigen-
states
∣ψ⟩ =∑
E
dE ∣E⟩ (47)
with coefficients dE that are complex random values so
that ∣dE ∣2 ∝ exp(−βE). This state correspond to what
we could call a “pure thermal state,” since the ampli-
tudes have been taken randomly from the ensemble that
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FIG. 7. (a) The red and blue curves in the middle show Ob-
servational entropies SxE (light red) and SF (dark blue) for
microcanonical states (line), random superpositions of neigh-
boring energy eigenstates (crosses), and energy eigenstates
(dots), from top to bottom. The lowest (full light green)
curve is the microcanonical entropy Smicro(E) given by loga-
rithm of the density of states. The top (full dark green) curve
that has a slightly different shape than the other curves is the
thermodynamic (canonical) entropy S(ρˆth), with the inverse
temperature calculated such that the mean value of energy of
the thermal state ρˆth corresponds to the energy E depicted
the horizontal axis. This graph shows non-integrable system
(t′ = V ′ = 0.96). (b) depicts the same but for integrable sys-
tem (t′ = V ′ = 0). (For increased visibility, we decided not to
plot Observational entropies for microcanonical states.)
imitates the canonical ensemble. In this case, we set the
inverse temperature β = 1. At t = 0 the system in the
smaller box with L = 8 sites and let it evolve. At t = 30,
we expand the box to size L = 16. Both entropies increase
rapidly but smoothly, and in the non-integrable case they
quickly reach equilibrium. Fig. 6(a) shows Observational
entropies SxE and SF as functions of time. Fig. 6(b)
shows the same situation for the integrable case. The
horizontal lines show the thermodynamic entropy S(ρˆth).
This differs from the computed limit values of the SxE
and SF by approximately 10%, which we attribute to
finite-size effects. In both Fig. 4 and Fig. 6 the fluctua-
tions in SxE and SF are substantially larger for integrable
system dynamics, as expected [30, 71].
To investigate behavior of these two entropies in more
detail, we also plot SxE and SF as functions of energy
for various equilibrium states as shown in Fig. 7 for both
integrable and non-integrable system; this is particularly
relevant for studying the long-time limit. Both entropies
are coarse-grained into 4 subsystems (p = m = 4) of the
full system of size L = 20, and computed for energy
eigenstates, random PS states peaked around energy E,
and microcanonical mixed states peaked around energy
E. The random PS states were obtained by superposing
k = 30 neighboring energy eigenstates with complex am-
plitudes drawn uniformly from the unit disk, then nor-
malizing. The microcanonical states were obtained by
adding together the density matrices of k = 30 neighbor-
ing energy eigenstates with equal weights. In the non-
integrable case, all shapes fit very well the microcanonical
entropy Smicro(E), defined in Eq. (35). This is expected,
because all states considered represent a microcanonical
ensemble, since they are all peaked around a given value
of energy, and confirms our analytical results presented
in the previous section. One can also notice the order-
unity differences between energy eigenstates, random su-
perpositions, and microcanonical mixed states. These
differences come from the randomness of phases and am-
plitudes and are predicted by the theory using Central
Limit Theorem (see Appendix D, Eq. (D34)). A graph
that adjusts for these theoretically-estimated differences
is depicted in Fig. 8. The integrable case shows much
larger fluctuations, signifying that such systems do not
thermalize well.
We also plot the thermodynamic (canonical) entropy
S(ρˆth) for comparison. This entropy has a different
shape: this is because for middle-range energies, the
thermodynamic density matrix ρˆth contains many more
non-negligible energy states, while towards the ends of
energy spectrum, the number of non-negligible energy
states dwindles and the thermodynamic density matrix
practically becomes the microcanonical state. Contrary
to the usual rule, SF (ρˆ) ⪅ S(ρˆth) (see Eq. (31)), ther-
modynamic entropy also drops below the FOE and SxE
towards the ends. This happens because as the number
of non-negligible energy eigenstates in thermal density
matrix ρˆth goes to zero (which happens when we try to
push the mean value of energy towards the end of the
spectrum), the von Neumann entropy S(ρˆth) approaches
zero, and attains that value when ρˆth becomes a sin-
gle energy eigenstate. But in such a situation, FOE is
still non-zero, and is approximated by the microcanon-
ical entropy. Similar arguments for exceptions to the
rule SF (ρˆ) ⪅ S(ρˆth) have been already presented below
Eq. (31). This unusual effect becomes less evident for
20
larger system sizes, and coarser coarse-grainings. Then
SF (ρˆ) ⪅ S(ρˆth) holds for almost any energy E. For ex-
ample, in Fig. 7 presented here, we used coarse-graining
into four parts, p = m = 4, to explicitly show this patho-
logical but easily understandable behavior. But when we
focused on coarse-graining only into two parts, p =m = 2,
this effect was much less obvious, and SF (ρˆ) ⪅ S(ρˆth) was
violated only at the very ends of the energy spectrum.
Because the microcanonical entropy and thermody-
namic (canonical) entropy are equivalent in the thermo-
dynamic limit [58], and since FOE and SxE of random
PS states (meaning that both amplitudes and phases are
random, which represent typical states of the system in
the long-time limit) approximate well the microcanonical
and thermodynamic entropy, this graph further supports
the claim that has been presented in the previous section,
that in the long-time limit, both FOE and SxE converge
to the thermodynamic entropy in closed quantum sys-
tems.
VIII. CONNECTION WITH EXPERIMENTS
Experimentally, it would be interesting to probe both
the FOE and SxE , particularly in systems out of equilib-
rium. In cold atom experiments, it is possible to measure
density, both of individual atoms and at a coarse grained
scale [74, 75, 77, 78]. There have also been proposals for
how to measure a system’s total energy [79].
For the FOE, we must perform a measurement in the
local energy basis. Experimentally, this can be accom-
plished by increasing the height of the barrier separating
the wells between the two regions. In a one-dimensional
model, this requires the creation of a secondary light field
that can act as a potential barrier. Since non-periodic
light fields are used in cold atom experiments [80], this
appears to be feasible. Then the energy is measured for
each region separately. Because of the potential bar-
rier, these two regions are now noninteracting, so such
measurements would constitute an extension of the total-
energy method [79]. Alternatively, other approximate es-
timates, based on local quantities [77] could be employed.
Measurements would be performed, multiple times, each
giving an energy for each region. These measurements
would give us the probability distribution over energies,
from which we can compute FOE of this system.
To determine SxE experimentally, two measurements
are perfomed: first of the coarse-grained density of the
system, and then its energy. The denominator in the
observational entropy requires also knowing the volume
VxE = ∣⟨x∣E⟩∣2. This is the probability of observing a
coarse-grained density for an energy eigenfunction. If we
call the measured coarse-grained density as a function of
position n(x), this implies we need to estimate the proba-
bility density of obtaining a particular n(x). If we confine
ourselves to coarse graining over length scales longer than
the correlation length, density fluctuations for different x
should be independent. Therefore, the part of the obser-
vational entropy involving the denominator can be esti-
mated theoretically from equilibrium statistical mechan-
ics. The numerator (the probability distribution pxE)
can be measured experimentally by repeatedly measur-
ing coarse-grained density and then energy. This gives
data points in a space containing density bins for each
coarse grained region, and energy bins. After many re-
peated measurements, we would obtain the probability
distribution pxE and compute SxE . With small enough
system sizes, comparable to ones currently employed [77],
it might be within the bounds of current technology to
perform such measurements. Even if it turns out that the
resolution of the apparatus is not fine-grained enough to
get individual eigenstates, an Observational entropy with
finite energy coarse-graining can still be calculated theo-
retically, and compared with experimental data.
IX. COMPARISON WITH OTHER MEASURES
AND INTERPRETATION
In this section we compare the Observational entropy
to other information-theoretic and thermodynamic quan-
tities. Then we highlight the most prominent interpreta-
tions of the Observational entropy that we have encoun-
tered in this paper.
The relations between the Observational entropy and
other quantities are collected in Table I. We have already
discussed several such relations: we have shown that the
Observational entropy is a quantum analog of the Boltz-
mann entropy (Theorem 1), that it is bounded below by
the von Neumann entropy, and that it is bounded above
by the maximal entropy (Theorems 3 and 7). We have
also shown that both SxE and the factorized Observa-
tional entropy in non-integrable closed quantum systems
converge (in a physical sense) to the microcanonical en-
tropy for initial states that are a superposition of close
energy eigenstates (Eq. (37)), and that SxE and FOE of
energy eigenstates are approximately equal to the the mi-
crocanonical entropy (Eq. (36), Appendices F and D, and
Fig. 7). FOE is approximately bounded by the thermo-
dynamic (canonical) entropy (Eq. 31), up to an order 
representing the interaction strength between partitions.
In non-integrable quantum systems weakly interacting
with a thermal bath, the FOE of the system converges
to the canonical entropy (Eq. (40)).
Now we turn to connection with entropy-related mea-
sures not detailed in previous sections. First, there is
an important connection with the Kullback-Leibler diver-
gence, which measures a distance between two probabil-
ity distributions P = {pi}i and Q = {qi}i and is defined
as DKL(P ∣∣Q) = ∑i pi ln piqi . Assuming that the dimen-
sion of the Hilbert space is finite, from the definitions it
directly follows that
SO(C1,...,Cn)(ρˆ) = ln dimH −DKL(P (ρˆ)∣∣P (ρˆid)), (48)
where ρˆid = IˆdimH and the probability distributions are
21
TABLE I. Relation and connection of the Observational entropy to other measures
Information-theoretic or thermodynamic quantity Relation(s)
Boltzmann entropy SB(Vi) = lnVi for a macrostate i. In analogy, SO(C)(ρˆ) = ln dimHi for ρˆ ∈Hi.
von Neumann entropy S(ρˆ) = −tr[ρˆ ln ρˆ] SO(C1,...,Cn)(ρˆ) ≥ S(ρˆ), S(ρˆ) = SO(Cρˆ)(ρˆ)
Maximal entropy Smax ≡ S(ρˆid) = ln dimH SO(C1,...,Cn)(ρˆ) ≤ Smax
Microcanonical entropy Smicro(E) = ln(ρ(E)∆E) SF (ρˆt) t→∞↝ Smicro(E), SxE(ρˆt) t→∞↝ Smicro(E)
in closed quantum non-integrable systems, for a
superposition of states peaked around energy E,
and SF (∣E⟩) ≈ SxE(∣E⟩) ≈ Smicro(E) for energy
eigenstates ∣E⟩.
Thermodynamic entropy Sth ≡ S(ρˆth) = lnZ +∑j λjAj SF (ρˆt) ⪅ Sth, SF (ρˆth) ≈ Sth, and
(Thermodynamic entropy is equal to microcanonical SF (ρˆt) t→∞↝ Sth in quantum non-integrable systems
entropy in the thermodynamic limit.) interacting with a thermal bath.
Diagonal entropy Sdiag(ρˆ) with “instantaneous” Hamiltonian Hˆ Sdiag(ρˆ) = SO(C
Hˆ
)(ρˆ), SF (ρˆt) ⪅ Sdiag(ρˆ), and
(Assuming that the Hamiltonian is non-degenerate SF (ρˆt) t→∞↝ Sdiag(ρˆ) in closed quantum non-integrable
and time-independent.) systems for states with a high variance in energy.
Sum of local diagonal entropies ∑mi=1 Sdiag(ρˆi) ∑mi=1 Sdiag(ρˆi) = SF (ρˆ) +C(E1, . . . ,Em)
Kullback-Leibler divergence DKL SO(C1,...,Cn)(ρˆ) = ln dimH −DKL(P (ρˆ)∣∣P (ρˆid))
Entropy of an observable SAˆ(ρˆ) SAˆ(ρˆ) = SO(C
Aˆ
)(ρˆ) −∑a pa ln trPˆa
defined as
Pi1,...,in(ρˆ) = pi1,...,in = tr[Pˆin⋯Pˆi1 ρˆPˆi1⋯Pˆin], (49a)
Pi1,...,in (ρˆid) = Vi1,...,indimH = tr[Pˆin⋯Pˆi1 ρˆidPˆi1⋯Pˆin].
(49b)
This identity shows that maximizing the Observational
entropy is equivalent to finding the density matrix that
produces statistics of measurement outcomes that is the
closest to the statistics produced by the uniform (maxi-
mally uncertain) state ρˆid. Various tasks and uses of the
Observational entropy in Sections IV, VI, and VII have
shown that evolution of the system maximizes the Obser-
vational entropy subject to constraints. This provides the
following prescription that is an interesting general state-
ment about physical systems. Consider a set of density
matrices that are in correspondence with the mean values
of conserved quantities. Then the density matrix evolves
towards a density matrix from this set that has a prob-
ability distribution of measurement outcomes that most
closely resembles the probability distribution produced by
the uniform state.
Observational entropy is also connected to diagonal en-
tropy, which has been introduced in [20, 21], mentioned in
[22], and developing in depth in [23]. Diagonal entropy is
the Shannon entropy of diagonal elements of the density
matrix written in what is referred to as the “instanta-
neous energy basis.” By instantaneous it is meant that
in the ideal case when the system is genuinely closed, the
system is evolving according to the instantaneous Hamil-
tonian Hˆ. The diagonal entropy can be then defined as
Sdiag(ρˆ) = −∑E⟨E∣ρˆ∣E⟩ ln⟨E∣ρˆ∣E⟩, where ∣E⟩ are eigen-
vectors of the instantaneous Hamiltonian Hˆ. Assuming
that the Hamiltonian is non-degenerate, which is a typ-
ical assumption for non-integrable systems, the diagonal
entropy can be written as the Observational entropy with
the coarse-graining given by the instantaneous Hamilto-
nian, as listed in the table. Assuming that the system is
genuinely closed and the system evolves according to the
time-independent Hamiltonian Hˆ, the diagonal entropy
is identical to entropy S(ρˆd) (see Eqs. (30) and (31)),
and according to Theorem 5, it must stay constant. This
behavior is mentioned in the pioneering paper [23], how-
ever, it is argued that it is impossible avoid transitions be-
tween different energy levels in the thermodynamic sys-
tem of many particles. Therefore, a more general case
of a time-dependent Hamiltonian is considered that may
lead to such transitions, and the diagonal entropy defined
by the instantaneous Hamiltonian (by which is meant
Hˆ(t = 0)) increases. This is not in contradiction with
Theorem 5, because in such scenario the instantaneous
Hamiltonian Hˆ that defines the coarse-graining does not
commute with the actual Hamiltonian governing the evo-
lution. The diagonal entropy has been also found to in-
crease in other scenarios, for example when external op-
erations are performed on the system [81]. In comparison
to the diagonal entropy, both SxE and FOE rise even in a
genuinely closed system described by a time-independent
Hamiltonian, without the need to introduce transitions
between different energy levels, or external operations.
A different situation occurs when we look at the sum
of the local diagonal entropies, studied in the same pa-
per [23]. This sum is time-dependent even for gen-
uinely closed systems evolving through time-independent
Hamiltonian. We define diagonal entropy of region i as
Sdiag(ρˆi) = SO(C
Hˆ(i))(ρˆ), with local Hamiltonian Hˆ(i) de-
fined by Eq. (25), and the local density matrix defined as
ρˆi = tr¬i[ρˆ], where the partial trace goes over all subsys-
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tems but i. For m subsystems it turns out that
m∑
i=1Sdiag(ρˆi) = SF (ρˆ) +C(E1, . . . ,Em), (50)
where C(E1, . . . ,Em) = DKL(pE1...Em ∣∣pE1⋯pEm) is the
total correlation. In case of m = 2 regions, this quantity
reduces to mutual information I(E1;E2). This shows
that while FOE takes into account correlations in energy
of different subsystems, the sum of local diagonal en-
tropies ignores them, and therefore overshoots the total
entropy. This is also explains why sum of local diagonal
entropies is larger than the total entropy in simulation
performed in [23], while FOE is lower (Eq. (31), Figs. 4
and 6). Let us take a look at what this means in practice.
Consider a situation where interaction between the re-
gions is severed. In such a situation, both ∑mi=1 Sdiag(ρˆi)
and SF (ρˆ) become constant. Since the diagonal entropy
is a good measure of thermodynamic entropy, elements
Sdiag(ρˆi) model thermodynamic entropy of each region,
as if they were treated separately. Therefore, the sum
corresponds to the total entropy of the system, treating
the regions as independent. Qualitatively, such entropy
then describes possible extractable work from the system,
if one extracted work from each region one at the time,
while ignoring correlations between them. SF , on the
other hand, corresponds also to the total entropy of the
system, but without neglecting the correlations between
the regions, leading to a lower total entropy, and therefore
possibly larger extractable work. Thus we can speculate
that FOE corresponds to the amount of extractable from
from the entire system as a whole, where the protocols
for the extraction from each region may be interdepen-
dent. For example if one extracts some amount of work
from the first region, value of this amount may affect the
protocol in which the work is extracted from the second
region.
A mild generalization of the diagonal entropy is the
entropy of an observable [24–26], which is the Shannon
entropy of probability outcomes obtained by measuring
an observable Aˆ. Assuming the observable has spectral
decoposition Aˆ = ∑a aPˆa, the probability of measuring
outcome a is given by pa = tr[Pˆaρˆ], and the entropy of
an observable is defined as SAˆ(ρˆ) = −∑a pa lnpa. Unlike
the Observational entropy, entropy of an observable does
not take into account uncertainty within a macrostateHa = PˆaHPˆa, which is why these two entropies do not
coincide in general. The relation can be easily derived to
be SAˆ(ρˆ) = SO(CAˆ)(ρˆ) −∑a pa ln trPˆa.
It is also worthwhile briefly comparing the above ap-
proach of Observational entropy with a well-known en-
tropy used for closed quantum systems, the entanglement
entropy in a system divided into subsystems A and B.
Entanglement entropy can be interpreted various ways.
For pure states, this entropy measures the mutual infor-
mation between A and B, and is defined as the von Neu-
mann entropy of the reduced state, SA = −tr[ρˆA ln ρˆA],
where ρˆA = trB[ρˆAB]. In the context of qubits, the entan-
glement entropy is the number of entangled bits between
A and B. For a generic (i.e. non-integrable) system at
nonzero temperature, we expect this entanglement to be
very close to its maximum, and theoretical and numerical
results indicate that for a homogeneous system in equi-
librium, this is the case. Taking system A to be of lower
dimension than B, one can think of B as a bath for A,
with A corresponding to a system at some temperature
chosen to match the system’s total energy. The entan-
glement entropy SA was then shown by [29–31] to be the
same as the thermodynamic entropy of A in the limit of
large system sizes. But it is a distinct quantity that is
fundamentally different from SxE or FOE. For example,
if the state is a product state of A and B, then the en-
tanglement entropy is zero, but SxE is not. We expect
that even in such product states, the thermodynamic en-
tropy of the complete system should still be large, and
thus the entanglement entropy cannot give us a sensible
measure, at least in this case, for the thermodynamic en-
tropy. SxE is largely unaffected by this lack of entangle-
ment for short ranged systems. Entanglement entropy
also bears only indirect connection to macrostates and
macro-observables that can be tracked and measured by
an observer of the system, and its relation to classical
entropy is somewhat less clear.
To complete the picture, we collect the most prominent
interpretations of the Observational entropy encountered
in this paper, as follows.
1. (information-theoretic) Given a set of measure-
ments, the Observational entropy represents the
mean uncertainty in the measurement outcomes (in
the sense of the mean information that would be
gained by performing them) plus the mean remain-
ing uncertainty about the system after these mea-
surements. (Eq. (3))
2. (statistical) The Observational entropy measures
how closely the probability distribution of out-
comes (of measurements given by the set of coarse-
grainings) resembles the probability distribution of
outcomes produced by the maximally uncertain
state. (Eq. (48))
3. (physical-subjective) The Observational entropy
measures how much the state of the system dif-
fers from what the observer thinks of as an or-
dered state, where the perceived (subjective) or-
der is given by the choice of the coarse-graining.
(The system is ordered when it is contained within
a small macrostate.) Growth of the Observational
entropy then describes the loss of perceived order
of the system due to the time evolution. (Sec. IV
and Eq. (15))
4. (information theoretic/physical-subjective) Obser-
vational entropy measures how much information
an observer would obtain about the system, if he or
she would measure the system in the bases given by
the macrostates. The von Neumann entropy then
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describes the lowest uncertainty observer can have
about the system. (Theorem 7 and Theorem 8).
5. (thermodynamic) Considering a system consisted
of smaller subsystems, where the coarse-graining of
the system is given by a tensor product of ther-
modynamical observables of subsystems, the Fac-
torized Observational entropy measures how close
these subsystems are to being in thermal equi-
librium with each other. (Sec. VI, Def. 7, and
Eq. (39))
X. CONCLUSIONS AND PROSPECTS
In this paper we have developed the theory behind
Observational entropy, introduced earlier by the present
authors in [37]. Although similar ideas have occasion-
ally been mentioned since von Neumann in 1927 [19],
this approach was until now essentially unexplored. The
quantity is crisply defined in terms of a Hilbert space
partitioned by one or more ordered sets of operators
corresponding to sequences of potential measurements,
and the probabilities of outcomes of those measurements.
The partitioning provides an operational definition of
macrostates in terms of an observer’s potential measure-
ments; the Observational entropy is related to the uncer-
tainty inherent in those un-made measurements as given
by their outcome probabilities, combined with the uncer-
tainty that would remain after making them.
We have argued that this captures the real physical
effect that macroscopically-defined “disorder” tends to
increase in physical systems, even under unitary evolu-
tion describing the closed-system dynamics. Underlying
this argument are a large number of formal mathematical
results revealing desirable and appropriate properties of
the definition for describing entropy, as well as a suite of
numerical investigations of simulated quantum systems
that connect Observational entropy to standard quanti-
ties such as thermodynamic entropy.
While analogous to the classical Boltzmann entropy,
Observational entropy has crucial differences stemming
from its quantum context. Boltzmann entropy is gener-
ally defined on a phase space (with an appeal to the quan-
tum effect of non-commuting position and momentum to
regularizing the minimal size of phase-space bins.) It is
thus not obvious how to generalize Boltzmann entropy
to quantum systems defined using Hilbert space. Obser-
vational entropy does so in a general and rigorous way.
But rather than “glossing over” fundamentally quantum
effects, we find that they are crucial in the particular
forms of Observational entropy that we have found to
correspond to thermodynamic entropy.
For example, we have found that Observational en-
tropy corresponding to measuring coarse-grained po-
sition, and then measuring energy, defines a non-
equilibrium entropy (denoted SxE) that converges to the
thermodynamic entropy. On the other hand, switch-
ing the order of operations immediately gives the to-
tal entropy of the system (which is constant) in case
of non-degenerate Hamiltonian, but is difficult to in-
terpret in case of degenerate Hamiltonian. Another
special case of Observational entropy, which we called
the Factorized Observational entropy (FOE), is based
on a factorization of operators corresponding to con-
served quantities (energy in particular) and generally de-
scribes situations where local systems are equilibrating
with each other. Similarly to SxE , this entropy is well-
defined out of equilibrium, and converges to the ther-
modynamic entropy even for genuinely closed quantum
systems. Moreover, this entropy naturally incorporates
micro-canonical, canonical, grand-canonical, and other
ensembles, based on the specific physical situations.
Both SxE and FOE “work” very well in the sense of
giving a close approximation to thermodynamic quanti-
ties even in quite small quantum systems. Even for as
few as 4 particles contained on 16 sites, the difference
between the relevant Observational entropies and ther-
modynamic entropies fell within 10%, and the relative
change of such entropies from one equilibrium situation
to another was under 5% as compared to change in equi-
librium entropies. From general arguments, these differ-
ences are expected to become unimportant as a system is
scaled up in number of constituents. Thus, for thermo-
dynamic systems where the number of particles cannot
be counted on one hand, these entropies should give an
extremely accurate measure of thermodynamic entropy
(indeed we might argue that these are the quantities ther-
modynamically measured) while also being well-defined
and applicable in small systems and out of equilibrium.
An open question is the precise connection between the
entropies we have discussed and work extraction. Con-
sidering a system consisted of smaller subsystems, we
have speculated that the Factorized Observational en-
tropy measures the amount of extractable work from the
system as a whole, including correlations between the
subsystems.
While this paper has focused on developing the math-
ematical framework and basic properties of observational
entropy, the theory merits further development and there
could be a great number of applications for it.
Experimentally, the definition could be quite directly
applied to simple “closed” systems resembling those we
have simulated. In cold atoms, experiments on isolated
quantum systems are now becoming feasible [75, 77], and
as we explain in Section VIII, measuring thermodynam-
ically relevant Observational entropies in such systems
could be within experimental reach.
Theoretically, there are many important results – in-
cluding fluctuations theorems, limits on work extraction,
computation, etc. – that are formulated in classical sta-
tistical mechanics and are lacking a convincing quantum
generalization. Observational entropy and its related for-
malism could supply a framework for creating such gen-
eralizations. This could eventually have practical appli-
cations in thermodynamic systems using few quantum
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particles (such as nano-engines) or in refrigeration at ex-
tremely low temperatures. Observational entropy may
also elucidate situations in which “the observer” plays a
major role, such as in Maxwell’s demon and information
engines in general, or in the difference between thermo-
dynamic entropies ascribed to the same physical system
by two observers with different knowledge (the “Gibbs
paradox.”)
Finally, there is a great amount of work in fundamen-
tal physics, including gravitational physics and cosmol-
ogy, concerning entropy of black holes, general horizons,
the Universe as a whole, etc. Most of these works take
“entropy” to correspond to either the size of the full
Hilbert space, or entanglement entropy. In some sub-
set of these investigations, however, we suspect Observa-
tional entropy may be the more appropriate notion. It
will therefore be very interesting to see if black-hole ther-
modynamics, the cosmological arrow of time, and other
vexing issues might be elucidated by this new framework.
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Appendix A: Proofs
In this appendix we are going to provide proofs for all
theorems in the main text. To prove theorems 2, 3, 7,
and 8 we use the well known Jensen’s inequality, which
we state as follows:
Theorem 9. (Jensen) Let f be a strictly concave func-
tion, 0 ≤ ai ≤ 1, ∑i ai = 1. Then for any bi ∈ R,
f(∑
i
aibi) ≥∑
i
aif(bi). (A1)
f(∑i aibi) = ∑i aif(bi) if and only if (∀i, j∣ai ≠ 0, aj ≠
0)(bi = bj).
1. Proof of Theorem 1
Proof. If PˆiρˆPˆi = ρˆ, then pi = tr[PˆiρˆPˆi] = tr[ρˆ] = 1. Using
Eq. (1) and trPˆi = dimHi we immediately obtain SO(ρˆ) =
ln dimHi.
2. Proof of Theorem 2
Proof. Let C1 ↪ C2. Then Pˆi1 = ∑i2∈I(i1) Pˆi2 for all Pˆi1 ∈C1. Inequality follows
SO(C1)(ρˆ) = −∑
i1
tr[ρˆPˆi1] ln tr[ρˆPˆi1]
trPˆi1
= −∑
i1
tr[ρˆ∑i2∈I(i1) Pˆi2] ln tr[ρˆ∑i2∈I(i1) Pˆi2]trPˆi1=∑
i1
trPˆi1( − ∑
i2∈I(i1)
pi2
trPˆi1
ln ∑
i2∈I(i1)
pi2
trPˆi1
)
=∑
i1
trPˆi1( − ∑
i2∈I(i1)
trPˆi2
trPˆi1
pi2
trPˆi2
ln ∑
i2∈I(i1)
trPˆi2
trPˆi1
pi2
trPˆi2
)
≥∑
i1
trPˆi1( − ∑
i2∈I(i1)
trPˆi2
trPˆi1
pi2
trPˆi2
ln
pi2
trPˆi2
)
= −∑
i1
∑
i2∈I(i1) pi2 ln
pi2
trPˆi2
= SO(C2)(ρˆ),
(A2)
where we have chosen a strictly concave function f(x) =−x lnx, ai2 = trPˆi2trPˆi1 and bi2 = pi2trPˆi2 for i2 ∈ I(i1) for the
Jensen’s inequality, which proves the theorem.
The equality conditions from the Jensen’s inequality
show that SO(C1)(ρˆ) = SO(C2)(ρˆ) if and only if
(∀i1)(∀i2, i˜2 ∈ I(i1))⎛⎝ pi2trPˆpi2 =
pi˜2
trPˆpi˜2
= c(i1)⎞⎠ . (A3)
To determine the constant c(i1) we multiply the equation
by trPˆpi˜2
and sum over all ∀i2 ∈ I(i1), which gives
c(i1) = pi1
trPˆi1
. (A4)
Therefore, SO(C1)(ρˆ) = SO(C2)(ρˆ) if and only if
(∀i1)(∀i2 ∈ I(i1))⎛⎝pi2 = trPˆpi2trPˆi1 pi1⎞⎠ . (A5)
3. Proof of Theorem 3 and Theorem 7
Proof. Since Theorem 3 is a special case of Theorem 7,
we are going to prove only Theorem 7. First we prove
S(ρˆ) ≤ SO(C1,...,Cn)(ρˆ) plus the equality condition and
then SO(C1,...,Cn)(ρˆ) ≤ ln dimH plus the equality condi-
tion. Before we start we define necessary notation. We
define the spectral decomposition of the density matrix in
terms of its eigenvectors as ρˆ = ∑x ρx∣x⟩⟨x∣ where eigen-
values ρx do not have to be necessarily different for dif-
ferent x, and therefore this decomposition is not unique.
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We also define of the density matrix in terms of its pro-
jectors ρˆ = ∑ρ ρPˆρ, where eigenvalues ρ are now different
from each other. This decomposition is unique. It fol-
lows that for each x there exists λ such that ρx = λ. We
define a multi-index i = (i1, . . . , in), probability of the
state being in multi-macrostate i,
pi ≡ tr[Pˆin⋯Pˆi1 ρˆPˆi1⋯Pˆin], (A6)
and volume of multi-macrostate i,
Vi ≡ tr[Pˆin⋯Pˆi1⋯Pˆin]. (A7)
Now we prove S(ρˆ) ≤ SO(C1,...,Cn)(ρˆ) plus the equality
condition. Defining
a(i)x ≡ ⟨x∣Pˆi1⋯Pˆin⋯Pˆi1 ∣x⟩Vi (A8)
for Vi ≠ 0 and a(i)x ≡ 0 for Vi = 0, and then using the
spectral decomposition of ρˆ we have
pi
Vi
= ∑x ρx⟨x∣Pˆi1⋯Pˆin⋯Pˆi1 ∣x⟩
Vi
=∑
x
ρxa
(i)
x . (A9)
Using the cyclic property of trace, Vi =
tr[Pˆi1⋯Pˆin⋯Pˆi1] = ∑x⟨x∣Pˆi1⋯Pˆin⋯Pˆi1 ∣x⟩, we derive
∑
x
a(i)x = 1. (A10)
Using the fact that sets of projectors form a complete
set, ∑ik Pˆik = Iˆ, we also have
∑
i
Via
(i)
x =∑
i
⟨x∣Pˆi1⋯Pˆin⋯Pˆi1 ∣x⟩ = ⟨x∣x⟩ = 1. (A11)
Series of equalities and inequalities follow
SO(C1,...,Cn)(ρˆ) = −∑
i
pi ln
pi
Vi= −∑
i
Vi
pi
Vi
ln
pi
Vi
=∑
i
Vi (−∑
x
ρxa
(i)
x ln∑
x
ρxa
(i)
x )
≥∑
i
Vi (−∑
x
a(i)x ρx lnρx)
= −∑
x
(∑
i
Via
(i)
x )ρx lnρx = S(ρˆ).
(A12)
The third equality comes from Eq. (A9), and the last
equality comes from Eq. (A11). We have applied the
Jensen’s Theorem (Theorem 9) on strictly concave func-
tion f(x) = −x lnx to derive the inequality. We have
chosen ax ≡ a(i)x and bx = ρx for the Theorem. This is a
valid choice because of 0 ≤ a(i)x ≤ 1 and Eq. (A10). This
proves the first inequality.
According to the Jensen’s Theorem, the inequality be-
comes equality if and only if
(∀i)(∀x, x˜∣⟨x∣Pˆi1⋯Pˆin⋯Pˆi1 ∣x⟩≠0, ⟨x˜∣Pˆi1⋯Pˆin⋯Pˆi1 ∣x˜⟩≠0)(ρx = ρx˜).
(A13)
To explain, the inequality becomes equality when for a
given multi-index i, all eigenvectors of the density ma-
trix ∣x⟩ such that ⟨x∣Pˆi1⋯Pˆin⋯Pˆi1 ∣x⟩ ≠ 0 have the same
associated eigenvalue ρx with them. In other words, we
can associate this unique eigenvalue to the multi-index i
itself, ρi ≡ ρx, where ρx is given by any representative x
such that ⟨x∣Pˆi1⋯Pˆin⋯Pˆi1 ∣x⟩ ≠ 0. For the inequality to
become equality this must hold for every multi-index i.
Thus we have a unique map which attaches some eigen-
value of the density matrix to each multi-index i. In
addition, realizing that from the definition of norm fol-
lows ⟨x∣Pˆi1⋯Pˆin⋯Pˆi1 ∣x⟩ ≠ 0 if and only if Pˆin⋯Pˆi1 ∣x⟩ ≠ 0,
we can write Eq. (A13) as
(∀i)(∀x, x˜∣ Pˆin⋯Pˆi1 ∣x⟩≠0, Pˆin⋯Pˆi1 ∣x˜⟩≠0)(ρx = ρx˜ ≡ ρi).
(A14)
Defining set
I(i) = {x∣ρx = ρi}, (A15)
using the above condition, and∑x ∣x⟩⟨x∣ = Iˆ, we can write
Pˆin⋯Pˆi1 = Pˆin⋯Pˆi1∑
x
∣x⟩⟨x∣ =∑
x
Pˆin⋯Pˆi1 ∣x⟩⟨x∣
= ∑
x∈I(i) Pˆin⋯Pˆi1 ∣x⟩⟨x∣ = Pˆin⋯Pˆi1 ∑x∈I(i) ∣x⟩⟨x∣= Pˆin⋯Pˆi1 Pˆρi
(A16)
The third equality holds because for every x ∉ I(i),
Pˆin⋯Pˆi1 ∣x⟩ = 0, so these terms disappear in the sum. Pˆρi
denotes a projector associated with eigenvalue ρi from
the uniquely defined spectral decomposition of the den-
sity matrix, ρˆ = ∑ρ ρPˆρ. For every multi-index i we have
found a projector Pˆρi ∈ Cρˆ such that Eq. (A16) holds,
which by Def. 6 means that Cρˆ ↪ (C1, . . . ,Cn).
Now that we have shown implication S(ρˆ) =
SO(C1,...,Cn)(ρˆ) ⇒ Cρˆ ↪ (C1, . . . ,Cn), we will make sure
that the opposite implication also holds. By multiplying
Eq. (A16) by Pˆρ, where ρ ≠ ρi, from the orthogonality of
projectors we find
Pˆin⋯Pˆi1 Pˆρ = Pˆin⋯Pˆi1 Pˆρi Pˆρ = 0. (A17)
Therefore, assuming Eq. (A16) holds, we compute
pi = tr[Pˆin⋯Pˆi1∑
ρ
ρPˆρPˆi1⋯Pˆin]
= ρitr[Pˆin⋯Pˆi1 Pˆρi Pˆi1⋯Pˆin]= ρitr[Pˆin⋯Pˆi1⋯Pˆin] = ρiVi.
(A18)
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Moreover, using Eq. (A16) we have
tr[Pˆρ] =∑
i
tr[Pˆin⋯Pˆi1 PˆρPˆi1⋯Pˆin]
= ∑
i∈I(ρ) tr[Pˆin⋯Pˆi1 PˆρPˆi1⋯Pˆin]= ∑
i∈I(ρ) tr[Pˆin⋯Pˆi1⋯Pˆin] = ∑i∈I(ρ) Vi,
(A19)
where I(ρ) = {i∣ρi = ρ}. The second equality holds be-
cause Pˆin⋯Pˆi1 Pˆρ = 0 for i ∉ I(ρ). Combining the above
two equations we derive
SO(C1,...,Cn)(ρˆ) = −∑
i
ρiVi ln
ρiVi
Vi
= −∑
ρ
( ∑
i∈I(ρ) Vi)ρ lnρ= −∑
ρ
tr[Pˆρ]ρ lnρ = S(ρˆ).
(A20)
This concludes the proof of the equality conditions S(ρˆ) =
SO(C1,...,Cn)(ρˆ).
Now we prove SO(C1,...,Cn)(ρˆ) ≤ ln dimH plus the
equality condition.
SO(C1,...,Cn)(ρˆ) = ∑
i∶pi≠0pi ln
Vi
pi
≤ ln⎛⎝ ∑i∶pi≠0piVipi ⎞⎠
≤ ln(∑
i
Vi) = ln trIˆ = ln dimH. (A21)
The first inequality comes from the Jensen’s Theorem
applied on strictly concave function f(x) = lnx when
choosing ai ≡ pi and bi ≡ Vipi for the Theorem. 0 ≤ ai ≤ 1
and ∑i ai = 1 so this is a valid choice. The second in-
equality comes from Vi ≥ 0 and the fact that logarithm is
an increasing function. The second equality comes from∑ik Pˆik = Iˆ and the definition of Vi.
The first inequality becomes identity if and only if
(∀i, j∣pi ≠ 0, pj ≠ 0)(Vi
pi
= Vj
pj
= c) (A22)
where c is some real constant. To determine this con-
stant we express the condition as Vi = cpi and sum
over all multi-indexes i such that pi ≠ 0, which gives
c = ∑i∶pi≠0 Vi. The first equality condition can be then
written as
(∀pi ≠ 0)(pi = Vi∑i∶pi≠0 Vi ) . (A23)
Since logarithm is a strictly increasing function, the sec-
ond inequality becomes equality if and only if for all i
such that pi = 0 also Vi = 0. Assuming the second condi-
tion is satisfied, we can write ∑i∶pi≠0 Vi = ∑i Vi = dimH
for the first condition, which comes from ∑ik Pˆik = Iˆ and
the definition of Vi. Combining both equality conditions
yields that SO(C1,...,Cn)(ρˆ) = ln dimH if and only if
(∀pi) (pi = Vi
dimH) , (A24)
which completes the proof.
4. Proof of Corollary 3.1
Proof. We have pi = trPˆidimH for both ρˆ and ρˆid. The state-
ment therefore follows directly from Theorem 3.
5. Proof of Theorem 4
Proof. The statement follows from tr[Pˆi1 ⊗⋅ ⋅ ⋅⊗ Pˆim ρˆ(1)⊗⋯⊗ ρˆ(m)] = tr[Pˆi1 ρˆ(1)]⋯tr[Pˆim ρˆ(m)], tr[Pˆi1 ⊗ ⋅ ⋅ ⋅⊗ Pˆim] =
tr[Pˆi1]⋯tr[Pˆim], and from the properties of logarithm.
6. Proof of Theorem 5
Proof. Since for all Pˆi ∈ C, [Pˆi, Hˆ] = 0 we have pi =
tr[PˆiU(t)ρˆ0U(t)†] = tr[U(t)Pˆiρˆ0U(t)†] = tr[Pˆiρˆ0] which
proves the first part of the Theorem. Hermitian opera-
tors commute if and only if projectors from their spectral
decompositions commute [44]. In other words, assuming
Aˆ = ∑i aiPˆi and [Aˆ, Hˆ] = 0 implies [Pˆi, Hˆ] = 0 for every
i which concludes the proof.
7. Proof of Theorem 6
Proof. We assume that
pi ≡ tr[Pˆiρˆt] ≥ p(max)i ≡ 1
1 + mink≠i tr[Pˆk]
tr[Pˆi]
, (A25)
where p
(max)
i is the point where function
f(pi) = −pi ln pi
tr[Pˆi] − (1 − pi) ln 1 − pimink≠i tr[Pˆk] (A26)
achieves its maximum. Then
SO(C)(ρˆt) = −∑
k
pk ln
pk
tr[Pˆk]= −pi ln pi
tr[Pˆi] −∑k≠ipk lnpk +∑k≠ipk ln tr[Pˆk]
= −pi ln pi
tr[Pˆi] −∑k≠ipk∑k≠i( pk∑k≠i pk ) ln( pk∑k≠i pk )−∑
k≠ipk ln∑k≠ipk +∑k≠ipk ln tr[Pˆk]≥ −pi ln pi
tr[Pˆi] + 0 −∑k≠ipk ln∑k≠ipk +∑k≠ipk ln mink≠i tr[Pˆk]= −pi ln pi
tr[Pˆi] − (1 − pi) ln 1 − pimink≠i tr[Pˆk]≥ ln tr[Pˆi] = SO(C)(ρˆ0)
(A27)
The first inequality holds because the second term after
the third equal sign is positive (it is a Shannon entropy)
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and because logarithm in the fourth term is an increasing
function. We have used ∑k≠i pk = 1 − pi for the equality
that follows. The second inequality holds because of as-
sumption (A25) and because function f from Eq. (A26)
is a decreasing function on interval p
(max)
i ≤ pi ≤ 1.
All we have to do now is to find how small time t
must be such that the assumption (A25) holds. Since
Pˆiρˆ0Pˆi = ρˆ0, then tr[Pˆiρˆ0] = 1 and Eq. (A25) can be
rewritten as
tr[Pˆi(ρˆ0 − ρˆt)] ≤ 1
1 + tr[Pˆi]
mink≠i tr[Pˆk]
. (A28)
Expanding the left hand side up to the second order in
t using ρˆt = U(t)ρˆ0U(t)†, U(t) = e−iHˆt, and Pˆiρˆ0Pˆi = ρˆ0,
we find
tr[Pˆi(ρˆ0 − ρˆt)] = tr[(Iˆ − Pˆi)Hˆρˆ0Hˆ]t2 + o(t2), (A29)
where o(t2) denotes scaling in the little-o notation,
limt→0 o(t2)t2 = 0. Inserting this expression into Eq. (A28)
and ignoring term o(t2) yields
t ⪅ (tr[(Iˆ − Pˆi)Hˆρˆ0Hˆ] (1 + tr[Pˆi]
minj≠i tr[Pˆj]))
− 12
, (A30)
which proves the Theorem.
8. Proof of Lemma 1
Proof. We prove the uniqueness first. We assume that
two joint coarse-grainings C(1)1,2 = {Pˆ (1)k }k and C(2)1,2 ={Pˆ (2)l }l both satisfy Eq. (17). Then by definition C(1)1,2 ↪C(2)1,2 and C(2)1,2 ↪ C(1)1,2 , thus
Pˆ
(2)
l = ∑
k∈Il Pˆ
(1)
k = ∑
k∈Il ∑˜l∈Ik Pˆ (2)l˜ . (A31)
Both index sets Ik and Il must contain a single ele-
ment. If they did not, then there would be an in-
dex l˜ ≠ l and a non-zero vector ∣ψ⟩ ∈ Hl˜ such that
0 = Pˆ (2)l ∣ψ⟩ = ∑k∈Il ∑l˜∈Ik Pˆ (2)l˜ ∣ψ⟩ = ∣ψ⟩. Therefore for
every l there exists exactly one k such that Pˆ
(2)
l = Pˆ (1)k
and vice versa. In other words, sets C(1)1,2 and C(2)1,2 are
identical.
Now we prove the second part of the Theorem. Clearly,
coarse-graining given by {Pˆi1 Pˆi2}i1,i2 ∖{0} is finer than
both C1 and C2. All we need to prove that it is the rough-
est such coarse-graining. Let C = { ˆ˜Pk}k be such thatC1 ↪ C and C2 ↪ C. We choose Pˆi1 Pˆi2 ≠ 0. Then
Pˆi1 Pˆi2 = ∑
k∈Ii1
ˆ˜Pk ∑
l∈Ii2
ˆ˜Pl = ∑
k∈Ii1 ,l∈Ii2
ˆ˜Pk
ˆ˜Pl
= ∑
k∈Ii1 ,l∈Ii2 δkl
ˆ˜Pk = ∑
k∈Ii1∩Ii2
ˆ˜Pk
(A32)
which by definition means {Pˆi1 Pˆi2}i1,i2 ∖{0} ↪ C and
therefore C1,2 = {Pˆi1 Pˆi2}i1,i2∖{0}.
9. Proof of Theorem 8
Proof. We will denote pi1,...,in,in+1 ≡ pi,in+1 , and
Vi1,...,in,in+1 ≡ Vi,in+1 . Other notation remains the same.
Using trivial identities,
pi = ∑
in+1
pi,in+1 , (A33a)
Vi = ∑
in+1
Vi,in+1 , (A33b)
and Jensen’s Theorem 9, we derive,
SO(C1,...,Cn)(ρˆ) = −∑
i
pi ln
pi
Vi
= −∑
i
∑
in+1
pi,in+1 ln ∑in+1 pi,in+1Vi
= −∑
i
Vi( ∑
in+1
pi,in+1
Vi,in+1
Vi,in+1
Vi
) ln( ∑
in+1
pi,in+1
Vi,in+1
Vi,in+1
Vi
)
≥∑
i
Vi ∑
in+1
Vi,in+1
Vi
( − pi,in+1
Vi,in+1 ln
pi,in+1
Vi,in+1 )= − ∑
i,in+1
pi,in+1 ln pi,in+1Vi,in+1 = SO(C1,...,Cn,Cn+1)(ρˆ),
(A34)
where we have used f(x) = −x lnx, ain+1 = Vi,in+1Vi , and
bin+1 = pi,in+1Vi,in+1 for the Jensen’s Theorem.
The equality condition from the Jensen’s inequality
turn into an equation that is similar to Eq. (A3). Af-
ter some simple algebra, one finds that SO(C1,...,Cn)(ρˆ) =
SO(C1,...,Cn,Cn+1)(ρˆ) if and only if
(∀i)(∀in+1) (pi,in+1 = Vi,in+1Vi pi) . (A35)
Assuming that pi ≠ 0, and rewriting the above con-
dition as p(in+1∣i) ≡ pi,in+1pi = Vi,in+1Vi , the above equal-
ity says that the entropy will not decrease with addi-
tional coarse-graining Cn+1 if the conditional probability
of the outcome in+1 is given by the ratio of the volumes
of macrostates.
The above equality condition is for example satisfied
when the set of coarse-grainings (C1, . . . ,Cn) projects
onto a pure state, i.e., for all density matrices and ev-
ery i we can write, ∣ψi⟩⟨ψi∣ = Pˆin⋯Pˆi1 ρˆPˆi1⋯Pˆinpi (note that
the left hand side does not depend on ρˆ anymore). Since
this holds for every density matrix, it also holds for
ρˆid = 1dimH Iˆ, which gives ∣ψi⟩⟨ψi∣ = Pˆin⋯Pˆi1⋯PˆinVi . Then
pi,in+1 = tr[Pˆin+1 ∣ψi⟩⟨ψi∣]pi
= tr[Pˆin+1 Pˆin⋯Pˆi1⋯PˆinVi ]pi = Vi,in+1Vi pi. (A36)
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Another example when the equality condition is sat-
isfied is when Cn+1 ↪ (Cn, . . . ,C1). By definition, for
every multi-index i there exists index i
(i)
n+1 such that
Pˆi1⋯Pˆin Pˆi(i)n+1 = Pˆi1⋯Pˆin . It follows that for every other
index in+1 ≠ i(i)n+1, Pˆi1⋯Pˆin Pˆin+1 = 0. Then for index i(i)n+1,
p
i,i
(i)
n+1 = tr[Pˆin⋯Pˆi1 ρˆPˆi1⋯Pˆin Pˆi(i)n+1]
= tr[Pˆin⋯Pˆi1 ρˆPˆi1⋯Pˆin] = Vi,i(i)n+1Vi pi,
(A37)
because
V
i,i
(i)
n+1
Vi
= 1, and for every other index in+1 ≠ i(i)n+1,
pi,in+1 = tr[Pˆin⋯Pˆi1 ρˆPˆi1⋯Pˆin Pˆin+1]= 0 = Vi,in+1
Vi
pi,
(A38)
because
Vi,in+1
Vi
= 0.
Appendix B: Properties of Definition 6
First we show that attachment i → j in the Def. 6
is unique for Pˆin⋯Pˆi1 ≠ 0. For contradiction, we as-
sume that there are two projectors Pˆj , Pˆj˜ ∈ C such that
Pˆin⋯Pˆi1 Pˆj = Pˆin⋯Pˆi1 , Pˆin⋯Pˆi1 Pˆj˜ = Pˆin⋯Pˆi1 . Then mul-
tiplying the first equation by Pˆj˜ and using orthogonality
of the projectors we obtain
0 = Pˆin⋯Pˆi1 PˆjPˆj˜ = Pˆin⋯Pˆi1 Pˆj˜ = Pˆin⋯Pˆi1 ≠ 0, (B1)
which is a contradiction.
Assuming that C ↪ (C1, . . . ,Cn), i.e., for every i exists j
such that Pˆin⋯Pˆi1 Pˆj = Pˆin⋯Pˆi1 , then for the multi-index(i1, . . . , in, in+1) we take the same j that is obtained from
the first n indexes. Then
Pˆin+1 Pˆin⋯Pˆi1 Pˆj = Pˆin+1 Pˆin⋯Pˆi1 , (B2)
which by definition means C ↪ (C1, . . . ,Cn,Cn+1).
Finally, we are going to show that Definitions 2 and 6
coincide for n = 1. Assuming that C ↪ C1 by Def. 6,
for every i1 exists j such that Pˆi1 Pˆj = Pˆi1 . Using that
for every other Pˆj˜ we have Pˆi1 Pˆj˜ = Pˆi1 PˆjPˆj˜ = 0, and∑i1 Pˆi1 = Iˆ, we have
Pˆj =∑
i1
Pˆi1 Pˆj = ∑
i1∈I(j) Pˆi1 Pˆj = ∑i1∈I(j) Pˆi1 (B3)
where we have defined I(j) ≡ {i1∣Pˆi1 Pˆj ≠ 0}. The above
equation means that C ↪ C1 by Def. 2.
Now let us consider the opposite implication, assum-
ing that Eq. (B3) holds. For each i˜1, we find j such that
Pˆi˜1 Pˆj ≠ 0. Such j must exist, because the set of projec-
tors form a complete set. Multiplying Eq. (B3) with this
j by Pˆi˜1 and using orthogonality of the projectors, we
find
Pˆi˜1 Pˆj = Pˆi˜1 ∑
i1∈I(j) Pˆi1 = ∑i1∈I(j) δi1 ,˜i1 Pˆi˜1 = Pˆi˜1 , (B4)
which means that C ↪ C1 by Def. 6.
Appendix C: Bounds on the factorized
Observational entropy
Here we are going to prove Eqs. (31), (32), (33), and
(34), i.e., SF (ρˆ)+O() ≤ S(ρˆd) ≤ S(ρˆth), SF (ρˆd)+O() =
S(ρˆd), SF (ρˆth) +O() = S(ρˆth), and the explicit form of
O() term in this last equation.
The following sequence of inequalities and identities
holds.
SF (ρˆ) ≡ SO(C
Hˆ(1)⊗CHˆ(2))(ρˆ)≤ S
O(CHˆ)(ρˆ) +O()= S
O(CHˆ)(ρˆd) +O()= S(ρˆd) +O().
(C1)
The first inequality is a consequence of identities
PˆE = PˆE− ∣
E−=E +O().
PˆE− = ∑
E1,E2
δE−,E1+E2 PˆE1⊗PˆE2 (C2)
where Hˆ = ∑E EPˆE , Hˆ(1) = ∑E1 E1PˆE1 , Hˆ(2) =∑E1 E2PˆE2 , and Hˆ− = Hˆ − Hˆ(int) = ∑E− E−PˆE− de-
notes the full Hamiltonian without the interaction part.
By definition, we have CHˆ− ↪ CHˆ(1) ⊗ CHˆ(2) (and CHˆ− =CHˆ(1)⊗CHˆ(2) when Hˆ− is non-degenerate), i.e., the factor-
ized coarse-graining is finer than the coarse-graining by
the full Hamiltonian without the interaction part. From
Theorem 2 we have
S
O(C
Hˆ(1)⊗CHˆ(2))(ρˆ) ≤ SO(CHˆ−)(ρˆ), (C3)
and by explicit computation22 using Eq. (C2) we obtain
S
O(CHˆ−)(ρˆ) = SO(CHˆ)(ρˆ) +O(), (C9)
which is valid up to pathological cases, when ρˆ is either
eigenstate of Hˆ− or eigenstate of Hˆ. In the first case
22 For simplicity, assuming that both Hˆ− and Hˆ = Hˆ− + Hˆ(int) are
non-degenerate, and assuming structure
E = E− + E(1), (C4)
pE = pE− + p(1)E , (C5)
(C6)
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S
O(CHˆ−)(ρˆ) = 0 and SO(CHˆ)(ρˆ) is potentially large, while
in the second S
O(CHˆ)(ρˆ) = 0 and SO(CHˆ−)(ρˆ) is poten-
tialy large.
The following identity SO(CHˆ)(ρˆ) = SO(CHˆ)(ρˆd) holds
because from the definition of ρˆd, pE(ρˆ) = tr[PˆE ρˆ] =
tr[PˆE ρˆd] = pE(ρˆd).
The last identity SO(CHˆ)(ρˆd) = S(ρˆd) comes fromCρˆd ↪ CHˆ and the equality condition in Theorem 3.
The second inequality from Eq. (31),
S(ρˆd) ≤ S(ρˆth) (C10)
is a simple consequence of the fact that ρˆth maximizes
the von Neumann entropy with the constraint on energy
E = tr[Hˆρˆt] = tr[Hˆρˆd] [22].
Now we prove the equalities. Given definition of the
diagonal density matrix, ρˆd = ∑E pE(ρˆt)tr[PˆE] PˆE , we define
its minus counterpart as ρˆd− = ∑E− pE−(ρˆt)tr[PˆE− ] PˆE− . Since
by Eq. (C2), Cρˆd− ↪ CHˆ(1) ⊗ CHˆ(2) , hence from equality
condition in Theorem 3 we have
SF (ρˆd−) ≡ SO(C
Hˆ(1)⊗CHˆ(2))(ρˆd−) = S(ρˆd−). (C11)
Since ρˆd− = ρˆd +O(), we have SF (ρˆd−) = SF (ρˆd) +O()
and S(ρˆd−) = S(ρˆd) + O(), which in combination with
the above equation proves SF (ρˆd) +O() = S(ρˆd).
The second equality, SF (ρˆth) + O() = S(ρˆth), is
a direct consequence of the previous equality, because
ρˆth is a special case of ρˆd due to its form, ρˆth =
we derive
S
O(C
Hˆ
)(ρˆ) = −∑
E
pE lnpE
= −∑
E
(pE− + p(1)E ) ln(pE− + p(1)E )
= −∑
E
pE− lnpE− − ∑
E
p
(1)
E lnpE− −∑
E
pE− p
(1)
E
pE−= S
O(C
Hˆ−)(ρˆ) − ∑E p(1)E lnpE− ,
(C7)
where we have used ∑E p(1)E = 0. We have pE− = tr[PˆE− ρˆ], and
using standard perturbation theory we derive
p
(1)
E = 2 ∑˜
E≠E
Re(tr[PˆE− ρˆPˆE˜−Hˆ(int)])
E− − E˜− . (C8)
Correction amplitude ∑E p(1)E lnpE− can be quite large, espe-
cially when pE− ≈ 0 while p(1)E ≠ 0, which happens for exam-
ple when state ρˆ ≈ ∣ψ⟩⟨ψ∣ is an eigenstate of Hamiltonian Hˆ−,
i.e., ∣ψ⟩ ≈ ∣E1⟩∣E2⟩. In that case it can be easily checked that
S
O(C
Hˆ−)(ρˆ) ≈ 0, while SO(CHˆ)(ρˆ) can be some non-zero and
possibly large number. This problematic behavior of diverging
amplitude points to cases when perturbative expansion of en-
tropy is not valid, at least not in this form. We can still see,
however, than even in this pathological case of ∣ψ⟩ ≈ ∣E1⟩∣E2⟩,
inequality SF (ρˆ) ≤ S(ρˆd) holds.
1
Z ∑E exp(−βE)PˆE . This inequality can be also obtained
directly, by maximizing the Observational entropy SF (ρˆ)
with condition on the mean energy E = tr[ρˆHˆ−] +O(),
which gives ρˆ(max) = 1
Z ∑E1,E2 exp(−β(E1+E2))PˆE1⊗PˆE2 ,
and SF (ρˆ(max)) = S(ρˆth) +O().
Finally, we derive explicit form of correction term
O() in equation SF (ρˆth) + O() = S(ρˆth) (Eq. (33))
in terms physical quantities. We recall ρˆth = e−βHˆ/Z,
Z = tr[e−βHˆ], and define ρˆ−th = e−βHˆ−/Z−, Z− = tr[e−βHˆ−].
Moreover, we denote mean of an operator Aˆ as ⟨Aˆ⟩ρˆ ≡
tr[Aˆρˆ] for any density matrix ρˆ. We have
O() = S(ρˆth) − SF (ρˆth)= S(ρˆth) − S(ρˆ−th) + S(ρˆ−th) − SF (ρˆth)= O1() +O2(). (C12)
We will study separately the terms O1() and O2().
First, we study term
O1() = S(ρˆth) − S(ρˆ−th). (C13)
Assuming that Hˆ− and Hˆ(int) commute (which means
that we effectively study the classical corrections), we
can write Taylor expansion
ρˆth = ρˆ−th + βρˆ−th(⟨Hˆ(int)⟩ρˆ−th − Hˆ(int)). (C14)
If ρˆ0 and ρˆ
(1) in expansion ρˆ = ρˆ0+ρˆ(1) commute, we can
write S(ρˆ) = S(ρˆ0) − tr[ρˆ(1) ln ρˆ0] (similar to Eq. (C7)).
Therefore, we have
O1() = −βtr[ρˆ−th(⟨Hˆ(int)⟩ρˆ−th − Hˆ(int)) ln ρˆ−th]= −βtr[ρˆ−th(⟨Hˆ(int)⟩ρˆ−th − Hˆ(int))(−βHˆ− + lnZ−)]= −β2(⟨Hˆ−Hˆ(int)⟩ρˆ−
th
− ⟨Hˆ−⟩ρˆ−
th
⟨Hˆ(int)⟩ρˆ−
th
)= −β2⟨Hˆ−Hˆ(int)⟩C
(C15)
where we have defined covariance as ⟨Hˆ−Hˆ(int)⟩C =⟨Hˆ−Hˆ(int)⟩ρˆ−
th
− ⟨Hˆ−⟩ρˆ−
th
⟨Hˆ(int)⟩ρˆ−
th
.
Now we move onto term O2(). For simplicity we as-
sume that both Hˆ− and Hˆ are non-degenerate (although
it makes no difference if they are degenerate - it just
makes for a complicated notation), and that Hˆ− and
Hˆ(int) commute. Then we can write
pE−(ρˆth) = ⟨E−∣ρˆth∣E−⟩= ⟨E−∣ρˆ−th∣E−⟩+ β⟨E−∣ρˆ−th∣E−⟩(⟨Hˆ(int)⟩ρˆ−th − ⟨E−∣Hˆ(int)∣E−⟩)= pE−(ρˆ−th) + βpE−(ρˆ−th)(⟨Hˆ(int)⟩ρˆ−th − ⟨E−∣Hˆ(int)∣E−⟩)
(C16)
and using Eq. (C7) we have
SF (ρˆth) = SF (ρˆ−th)− β∑
E−
pE− lnpE−(⟨Hˆ(int)⟩ρˆ−th − ⟨E−∣Hˆ(int)∣E−⟩)
(C17)
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where we have used a simplified notation pE− ≡ pE−(ρˆ−th).
Considering SF (ρˆ−th) = S(ρˆ−th) (Eq. (C11)), we derive
O2() = β∑
E−
pE− lnpE−(⟨Hˆ(int)⟩ρˆ−th − ⟨E−∣Hˆ(int)∣E−⟩).
(C18)⟨Hˆ(int)⟩ρˆ−
th
represents the canonical average of operator
Hˆ(int), and ⟨E−∣Hˆ(int)∣E−⟩ represents the microcanonical
average. To signify the dependence on temperature, en-
ergy respectively, we denote ⟨Hˆ(int)⟩ρˆ−
th
≡ ⟨Hˆ(int)⟩β and⟨E−∣Hˆ(int)∣E−⟩ ≡ ⟨Hˆ(int)⟩E− . For the purposes of simpli-
fying notation of the following derivation, we also write
simply E instead of E− (so pE− turns into pE , all averages
are averages in reduced Hamiltonain H−). We can turn
the sum into an integral, and write
O2() = β ∫ ρ(E)pE lnpE(⟨Hˆ(int)⟩β − ⟨Hˆ(int)⟩E) dE,
(C19)
where ρ(E) denotes the energy density of states, i.e.,
ρ(E)dE denotes number of energy eigenstates with en-
ergy E˜ in interval E ≤ E˜ < E + dE. Since the en-
ergy density of states can be written using the micro-
canonical entropy S(E) ≡ Smicro(E) as ρ(E) = eS(E)
(Eq. (35); while ignoring the unimportant term ∆E),
we can expand exponent of function pEρ(E) around its
maximum E∗ (which turns out to be defined implicitly
by β = ∂ES(E∗)),
f(E −E∗) ≡ pEρ(E) = e−βE+S(E)
Z
= e−βE∗+S(E∗)+ 12∂2ES∣E=E∗(E−E∗)2+ 16∂3ES∣E=E∗(E−E∗)3+⋯
Z
= e 12σ2 (E−E∗)2√
2piσ2
(1 + 1
6
∂3ES∣E=E∗(E −E∗)3 +⋯)
≡ g(E −E∗)(1 + c(E −E∗)3 +⋯),
(C20)
where σ ≡ (∂2ES∣E=E∗)−1/2, and c = 16∂3ES∣E=E∗ . The sec-
ond term in the expansion of the exponent was zero, be-
cause we expanded around the maximum. We can derive
explicit form of σ and c as
σ−2 = ∂
∂E
( ∂S
∂E
)= ∂
∂E
( 1
T
)=− 1
T 2
∂T
∂E
=− 1
T 2cE
, (C21a)
c = 1
6
∂
∂E
( − 1
T 2cE
), (C21b)
where T is the temperature, and cE is the specific heat.
Although we are not going to use this form for our final
result, it helps us determine scaling with N (number of
particles) in the thermodynamic limit. cE ∼ N is exten-
sive, T ∼ 1, and thermodynamic energy E ∼ N is also
extensive. Therefore, we have σ2 ∼ N and c ∼ 1/N2.
We do not have to consider higher-order corrections in
Eq. (C20), because their scaling lead to the subleading
order in N in the final result. g(E−E∗) represents Gaus-
sian function peaked around point E∗, which is normal-
ized to 1, because the partition function is defined as Z =∫ e−βEρ(E)dE. Further, using Z = e−βE∗+S(E∗)√2piσ2
we have
lnpE = −βE − lnZ= −β(E −E∗) − S(E∗) − ln√2piσ2 (C22)
Combining Eqs.(C20) and (C22) with Eq. (C19) we can
write
O2() = β ∫ f(E −E∗) lnpE(⟨Hˆ(int)⟩β − ⟨Hˆ(int)⟩E)dE
= −β(S(E∗) + ln√2piσ2)⟨Hˆ(int)⟩β ∫ f(E −E∗)dE
+ β(S(E∗) + ln√2piσ2)∫ f(E −E∗)⟨Hˆ(int)⟩EdE
− β2⟨Hˆ(int)⟩β∫ f(E −E∗)(E −E∗)dE
+ β2∫ f(E −E∗)(E −E∗)⟨Hˆ(int)⟩EdE
(C23)
The first two terms cancel each other, since ∫ f(E −
E∗)dE = 1 and because the canonical average is the
canonical mean of the microcanonical averages,
⟨Hˆ(int)⟩β =∑
E
pE⟨Hˆ(int)⟩E = ∫ f(E −E∗)⟨Hˆ(int)⟩EdE.
(C24)
Using this equation, and expanding ⟨Hˆ(int)⟩E around
point E∗, we can also compute
⟨Hˆ(int)⟩β = ∫ f(E −E∗)⟨Hˆ(int)⟩EdE
= ∫ g(E −E∗)(1 + c(E −E∗)3)(⟨Hˆ(int)⟩∣E=E∗+ ∂E⟨Hˆ(int)⟩∣E=E∗(E −E∗)+ 1
2
∂2E⟨Hˆ(int)⟩∣E=E∗(E −E∗)2)dE= ⟨Hˆ(int)⟩∣E=E∗+ 1
2
∂2E⟨Hˆ(int)⟩∣E=E∗ ∫ g(E −E∗)(E −E∗)2dE
+ ∂E⟨Hˆ(int)⟩∣E=E∗c∫ g(E −E∗)(E −E∗)4dE= ⟨Hˆ(int)⟩∣E=E∗+ 1
2
∂2E⟨Hˆ(int)⟩∣E=E∗ ∫ f(E −E∗)(E −E∗)2dE
+ ∂E⟨Hˆ(int)⟩∣E=E∗c∫ f(E −E∗)(E −E∗)4dE
= ⟨Hˆ(int)⟩∣E=E∗ + 12∂2E⟨Hˆ(int)⟩∣E=E∗⟨∆E2⟩β+ ∂E⟨Hˆ(int)⟩∣E=E∗c⟨∆E4⟩β ,
(C25)
where have defined ∆E = E − E∗. Terms with
g(E − E∗)(E − E∗)2k−1 in the integral had vanished
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because the integral was over an odd function. The
first term in the last line scales as ⟨Hˆ(int)⟩∣E=E∗ ∼
N , while the other two as 1
2
∂2E⟨Hˆ(int)⟩∣E=E∗⟨∆E2⟩β ∼
∂E⟨Hˆ(int)⟩∣E=E∗c⟨∆E4⟩β ∼ 1. Similarly, we derive
∫ f(E −E∗)(E −E∗)dE = c⟨∆E4⟩β ∼ 1, (C26)
and
∫ f(E −E∗)(E −E∗)⟨Hˆ(int)⟩EdE= ∂E⟨Hˆ(int)⟩∣E=E∗⟨∆E2⟩β + ⟨Hˆ(int)⟩∣E=E∗c⟨∆E4⟩β
(C27)
Inserting the above expressions into Eq. (C23) while con-
sidering just the leading terms (∼ N), we derive
O2() = −β2⟨Hˆ(int)⟩∣E=E∗c⟨∆E4⟩β+ β2∂E⟨Hˆ(int)⟩∣E=E∗⟨∆E2⟩β+ β2⟨Hˆ(int)⟩∣E=E∗c⟨∆E4⟩β= β2∂E⟨Hˆ(int)⟩∣E=E∗⟨∆E2⟩β .
(C28)
As Eq. (C25) shows, canonical and microcanonical aver-
ages of energy are equal in the leading term, ⟨Hˆ(int)⟩β =⟨Hˆ(int)⟩∣E=E∗ +O(1), and the same statement can be de-
rived in analogy for the energy itself, ⟨E⟩β ≡ ⟨Hˆ−⟩β =⟨Hˆ−⟩∣E=E∗ +O(1) ≡ E∗ +O(1). Thus considering just the
leading terms we derive
∂E⟨Hˆ(int)⟩∣E=E∗ ≡ ∂⟨Hˆ(int)⟩∂E ∣E=E∗ = ∂⟨Hˆ(int)⟩β +O(1)∂⟨E⟩β +O(1)
= ∂β
∂⟨E⟩β ∂⟨Hˆ(int)⟩β∂β = − ⟨Hˆ−Hˆ(int)⟩C⟨∆E2⟩β ,
(C29)
where we have used
∂⟨E⟩β
∂β
= tr[Hˆ−∂β ρˆ−th] = −⟨Hˆ−Hˆ−⟩C = −⟨∆E2⟩β , (C30)
and
∂⟨Hˆ(int)⟩β
∂β
= tr[Hˆ(int)∂β ρˆ−th] = −⟨Hˆ−Hˆ(int)⟩C . (C31)
Inserting Eq. (C29) into Eq. (C28) we derive
O2() = −β2⟨Hˆ−Hˆ(int)⟩C . (C32)
Combining Eqs. (C12), (C15), and (C32), we finally
derive
O() = −2β2⟨Hˆ−Hˆ(int)⟩C . (C33)
Since Hˆ− ≡ Hˆ − Hˆ(int), ρˆ−th = ρˆth +O(), inserting these
equations will lead only to the second-order corrections
in , so for the first-order correction we can as well write
O() = −2β2⟨HˆHˆ(int)⟩C , (C34)
which is Eq. (34). This result scale as ∼ N in the thermo-
dynamic limit, however, as sizes of regions grow bigger,
then Hˆ(int) grows smaller compared to Hˆ, and therefore
also their correlation ⟨HˆHˆ(int)⟩C gets smaller. O() term
therefore represents a finite-size effect.
On a lattice with local interactions, where each lat-
tice site i is described by its own local Hamiltonian Hˆi
(such as in Hamiltonian written in Eq. (46)), we can write
Hˆ− = ∑i∉S Hˆi, and approximate23 the interaction part of
Hamiltonian as Hˆ(int) = ∑j∈S Hˆj , where S denotes the
“surfaces” of all regions. Then using Eq. (C33) we can
write
O() = −2β2 ∑
i∉S,j∈S⟨HˆiHˆj⟩C , (C35)
where ⟨HˆiHˆj⟩C denotes energy-energy correlation func-
tion. For a Hamiltonian with local interaction, this func-
tion fades with a growing distance between i and j. This
shows explicitly that O() is really just a boundary term.
Appendix D: Convergence of FOE to microcanonical
entropy
In the first part of this Appendix we show that the fac-
torized Observational entropy of energy eigenstates gives
the microcanonical entropy for closed non-integrable sys-
tems. To do that we follow a similar approach as was
used in eigenstate thermalization hypothesis [71]. We
point out that FOE will not give the thermodynamic en-
tropy for every system, however. For example, as shown
by our numerics in Sec. VII, integrable Hamiltonians
do not give the thermodynamic entropy when computing
FOE for energy eigenstates.
In the second part of this Appendix we show that
FOE of superposition of energy eigenstates with random
phases is larger than the mean microcanonical entropy,
and that FOE of a superposition of close energy eigen-
states with random phases gives the microcanonical en-
tropy.
Since state of the system with random phases repre-
sents a typical state in future, this says that the FOE
converges to microcanonical entropy for such superposi-
tions in the long-time limit.
1. FOE of energy eigenstates
Defining the Hamiltonian without the interaction part
as Hˆ− = Hˆ − Hˆ(int) = ∑E− E−PˆE− (which has been previ-
ously used in Appendix C), and for simplicity assuming
23 In reality, however, the Hˆ(int) can consist just of terms that
enable interaction between the two regions, such as nearest-
neighbor and next-nearest-neighbor hoppings and interactions
between the two adjacent regions (Hamiltonian Eq. (46)), and
not of any sites themselves.
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that both Hamiltonians Hˆ and Hˆ− are non-degenerate,24
we have PˆE− = PˆE1 ⊗ PˆE2 from Eq. (C2) for some eigen-
values E1, E2, such that E1 + E2 = E−. Then from the
definition of the FOE, using that tr[PˆE−] = 1 that holds
for non-degenerate Hˆ−,
SF (ρˆ) ≡ SO(C
Hˆ(1)⊗CHˆ(2))(ρˆ) = SO(CHˆ−)(ρˆ)= −∑
E−
pE− lnpE− , (D1)
where we have defined
pE− ≡ ⟨E−∣ρˆ∣E−⟩. (D2)
For an eigenstate of energy ρˆ = ∣E⟩⟨E∣ we have
pE− = ∣⟨E−∣E⟩∣2. (D3)
As we shall detail in a few paragraphs, if pE− has a large
enough value for a large enough set of ∣E−⟩ vectors, i.e.,
there a large set of vectors ∣E⟩ that overlap with vector∣E−⟩, then the FOE will approximate the microcanonical
entropy for non-integrable systems.
To understand properties of eigenstates in non-
integrable systems, one can consider an integrable Hamil-
tonian, for example a gas of non-interating particles, and
add a perturbation, for example giving the particles a
small hard core radius, which will make the Hamiltonian
non-integrable. Instead of trying to analyze properties of
energy eigenstates with this perturbation, we replace the
perturbation with a small random matrix where typical
values of matrix elements are very small, but still much
larger than the average separation between energy levels
for energies close to the energy eigenstate that we are
considering. There is a deep connection between non-
integrable systems and random matrices that is an im-
portant area of research that started with the work of
Wigner on this issue [82]. It has been discussed in detail
by many authors [83–86]. In the present case, Hamilto-
nian Hˆ− is integrable in the sense that as the size of the
system goes to infinity, with a fixed box size, the system
contains an infinite number of invariants. This is because
as mentioned earlier in form of identity PˆE− = PˆE1 ⊗ PˆE2 ,
different boxes do not interact, we can write an arbi-
trary eigenstate ∣E−⟩ as the product of individual energy
eigenstates in each box, ∣E−⟩ = ∣E1⟩⊗ ∣E2⟩, where the Ei
denote the energy eigenstate of each separate box. We
are adding to this Hamiltonian a perturbation Hˆr that
will represents the interaction term Hˆ(int) that we have
24 I.e., they do not have degenerate eigenvalues. This is expected
to be roughly true for non-integrable systems, where eigenvalues
are usually irrationally related, in other words, each eigenvalue
of the Hamiltonian is related to some other by addition of an
irrational number. Both Hˆ and Hˆ− may have this property,
since Hˆ− consists of smaller non-integrable systems with the same
property. The irrational relation of eigenvalues is due to the
sufficient mixing from the interaction terms.
previously taken away, to produce the full Hamiltonian
Hˆ, which couples the different boxes together,
Hˆ = Hˆ− + Hˆr (D4)
where we are taking Hˆr to be a random matrix. To in-
dex the matrix, we choose an index to be monotonically
related to the energy of a basis vector ∣E−⟩ (i.e., ma-
trix H−, representing operator Hˆ− in a matrix form in
its own eigenbasis, has increasing diagonal elements). In
the basis of Hˆ−, we can write the matrix elements of Hˆ,⟨E−∣Hˆ ∣E′−⟩ as
Hij = Eiδij + hij (D5)
where Eiδij corresponds to Hˆ−, and hij = hji, hijhkl =
2δikδjl, corresponds to the random matrix Hˆr, Here the
bar denotes an average over all possible random matrices
in this ensemble. No ensemble average is taken for a par-
ticular Hamiltonian Hˆ. A particular realization of the
random matrix hij corresponds to that choice of Hamil-
tonian Hˆ. hij is also banded with a width that is propor-
tional to the temperature corresponding to the energy of
the state under consideration [71].
We now wish to diagonalize matrix Hij to determine
its eigenvectors in the basis of matrix H−. Denoting ci as
an eigenvector of H, and its j’th element in basis of H− is
defined as (ci)(j), we define a matrix formed from these
eigenvectors as cij = (ci)(j) (i.e., this corresponds to the
similarity transformation that diagonalizes H). We find
that
cijckl = Λikδikδjl, (D6)
where Λij is a function that has been introduced in
Ref. [71], and which is well explained in Ref. [87]. Λij can
be well approximated as being of the form Λ(i − j), and
is a function that was shown to be well approximated by
a Lorentzian [71, 88]. If we think about the indices i and
j as corresponding to energies E and E′ so that the coef-
ficients cij can be described as cEE′ , then the Lorentzian
has a width of energy proportional to  [71, 88], but with
a tail that dies off faster than an exponential [71, 88].
We therefore have the relationship between the eigen-
states of Hˆ and Hˆ−,∣E⟩ =∑
E−
cEE− ∣E−⟩. (D7)
This implies that
⟨E−∣E⟩ = cEE− (D8)
and cE,E− are random elements of eigenvectors as de-
scribed above (in more detail, it is random in vectors∣E⟩, because H depends on the random matrix, but not
in ∣E−⟩ which come from diagonalization of Hˆ−).
We can then compute average values of quantities and
their fluctuations. In the case of expectation values of
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observables, those fluctuation can be shown to be ex-
ceedingly small [71].
In the present case, we know from Eqs. (D3), (D6),
and (D8) that the coefficients cE,E− are related to pE− by
pE− = ∣cEE− ∣2 = ΛEE− (D9)
We will first incorrectly ignore fluctuations in the prob-
abilities pE− coming from the randomness of Hˆr, and as-
sume that pE− = pE− . After understanding this simplified
case, we will show how to treat this pE− more accurately.
pE− achieves the maximum at E = E−, and is rela-
tively large over a band of width  around E. We will
now argue that this choice of pE− will give the thermo-
dynamic entropy when substituted into Eq. (D1). For
example, suppose we took pE− to be uniform in the inter-
val E− − /2 < E < E− + /2. The density of states ρ(E)
is related in the usual way to the thermodynamic (mi-
crocanonical) entropy at energy E as ρ(E) = exp(Smicro)
(Eq. (35) and Ref. [60]). Then using ∑i pi = 1, we see
that pi = 1/( exp(Smicro)). So the entropy becomes
SF = ⟨ln( exp(Smicro))⟩ = ln  + Smicro (D10)
Because Smicro is extensive, it grows in thermodynamic
limit, while the ln  grows slowly or not at all and there-
fore does not contribute in the thermodynamic limit. The
above equations shows that if Hamiltonian Hˆ has eigen-
vectors ∣E⟩ that have a constant overlap pE− with each∣E−⟩, as long as eigenvalues E are from within the dis-
tance  from E−, and this overlap is zero otherwise, then
the FOE gives the microcanonical entropy Smicro up to a
small correction term.
We will now assume that the overlap pE− is not a top
hat shape but we will still assume that there are no fluc-
tuations in pE− , i.e., now we extend the above argument
of a top hat shaped Λ(E −E′) to Λ of any shape.
With the previously introduced approximation ΛEE− ≈
Λ(E−E′) we define a function λ(E−E′) to rescale Λ(E−
E′) as follows,
Λ(E −E′) = 1N λ(E −E′) (D11)
where ∫ λ(x)dx = 1. Using unitarity of the cEE′ el-
ements, we have that ∑E′ Λ(E − E′) ≈ ∑E′ ΛEE′ =∑E′ c2EE′ = 1. Therefore, using approximation ∑E′ →∫ dE′ρ(E′), we obtain
1 ≈∑
E′ Λ(E −E′) = ∫ dE′ρ(E′)Λ(E −E′)≈ ∫ dE′ρ(E)Λ(E −E′)
= ρ(E)∫ dE′λ(E −E′)N = ρ(E)N
(D12)
Where the second ≈ is due to our assumption that the
width of Λ is stil O(), hence ρ(E′) can be considered to
be approximately equal to a constant ρ(E) on this small
interval where Λ is large. This gives the normalizationN = ρ(E). Combining pE− = pE− , Eqs. (D9) and (D11),
and plugging the result into the formula for the FOE,
Eq. (D1), we obtain
SF = −∑
E−
pE− lnpE− = −∑
E−
ΛEE− ln ΛEE−
≈ −∫ dE′ρ(E′)λ(E −E′)
ρ(E) ln (λ(E −E′)ρ(E) )≈ −∫ deλ(e) lnλ(e) + lnρ(E)
(D13)
Where we have used the substitution e = E −E′.
To investigate the effect of the width of λ(e), which
represents the energy spread of matrix elements connect-
ing the energy eigenvectors ∣E−⟩ and ∣E⟩, we introduce a
function λ˜ which depends only on the shape but not the
width of λ as
λ(e) = 1

λ˜(e

) (D14)
The argument of λ˜ is dimensionless. Eq. (D13) becomes
SF = −∫ deλ(e) lnλ(e) + lnρ(E)
= ∫ dxλ˜(x) ln λ˜(x) + ln() + lnρ(E) (D15)
The first term depends only on the shape of λ and not its
variance. The second term gives its dependence on the
energy spread, and the last term is the microcanonical
entropy. We note that Eq. (D15) also represents FOE of
a microcanonical state ρˆmicroE0 = 1N ∑∣E−E0∣</2 ∣E⟩⟨E∣, as
pictured on Fig. 7, where N = tr[∑∣E−E0∣</2 ∣E⟩⟨E∣] is
the normalization constant.
Now we understand how the entropy is obtained when
we assume pE− = pE− . But in fact, Eq. (D9) gives us
pE− , averaged over the random matrix ensemble, and any
particular realization will fluctuate giving
pE− = ΛEE−η2E− , (D16)
where ηE− is random variable that fluctuates from eigen-
state to eigenstate so that the value of it averaged over
the ensemble of η’s, η2E− = 1. We will call the distribution
of values of η to be P (η). The form of this distribution
is not important to our analysis as we will see. We can
now calculate how this multiplicative term affects the en-
tropy by averaging over possible realizations of the η’s.
Rewriting Eq. (D1) using Eq. (D16), we have
SF = −∑
E−
ΛEE−η2E− ln(ΛEE−η2E−). (D17)
Because the distribution of ηE− is the same for all E−,
the average value will be also the same, which allows us
to introduce a random variable η with the exactly same
probability distribution, and the same property η2 = 1.
Then we can write
η2E− = η2 = 1 (D18a)−η2E− ln(η2E−) = −η2 ln(η2) (D18b)
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which holds for all E−, i.e., the averages do not depend
on specific E− anymore. Using the above, we compute
the average of the FOE of an energy eigenstate (which
we stress out now by adding in the dependence (∣E⟩)) as
SF (∣E⟩)=−∑
E−
ΛEE−η2E− ln ΛEE− −∑
E−
ΛEE−η2E− lnη2E−
= −∑
E−
ΛEE− ln ΛEE− − η2 lnη2∑
E−
ΛEE−
= −∑
E−
ΛEE− ln ΛEE− − η2 lnη2.
= lnρ(E) + ∫ dxλ˜(x) ln λ˜(x) + ln() − η2 lnη2.
(D19)
For the third equality we have used ∑E− ΛEE− = 1, and
for the last equality we used combination of Eqs. (D13)
and (D15). This gives the same entropy as calculated in
Eq. (D15) that ignored these fluctuations, save for an ad-
ditional term of order 1. The fluctuations in the entropy
Var(SF ), assuming independent η’s, are straightforward
to calculate and are negligibly small. Therefore, the FOE
of energy eigenstate ∣E⟩ is approximately equal to the
mean value (D19), which is equal to microcanonical en-
tropy, up to terms of order one, which become irrelevant
in the thermodynamic limit. We note that Eq. (D19)
that represents FOE of an energy eigenstate state, as de-
picted on Fig. 7, differs from the FOE of a microcanonical
state, Eq. (D15), only by the last term, −η2 ln(η2).
Therefore, FOE of an energy eigenstate gives the ther-
modynamic entropy, up to an additive constant. This
argument is relying on the relationship between non-
integrable systems and random matrix models. What
we argued is that the interactions introduced by adding
in Hˆ(int) to an integrable Hamiltonian causes an energy
eigenstate ∣E⟩ to have substantial non-zero overlap with
the integralable states ∣E−⟩ for states within of order  of
its energy. In the integrable case, because of the infinite
number of invariants, a lot of states have very small over-
lap, but without these invariants present, there is much
more overlap. Because the thermodynamic entropy can
be obtained for a large variety of distribution, the details
of the precise amount of overlap are irrelevant to the final
answer.
2. FOE of a superposition of energy eigenstates
Here we derive that FOE of a superposition of energy
eigenstates with random phases give a value that is higher
than the microcanonical entropy, and that the superposi-
tion of close energy eigenstates with random phases give
the microcanonical entropy.
We consider an initial state
∣ψ⟩ =∑
E
eiφEdE ∣E⟩ (D20)
where the phases are random, dE = √pE(ρˆ) are real pos-
itive or zero numbers such that ∑E d2E = 1, and we cal-
culate the FOE for this state.
Using the same notation as in Eq. (D1), we define
pE− ≡ ⟨E−∣ρˆ∣E−⟩ = ∣⟨E−∣ψ⟩∣2 (D21)
and we first we calculate its value when averaged over all
phases φE . Because this is equivalent mathematically to
a random walk, we have
pE− =∑
E
d2E ∣⟨E∣E−⟩∣2 (D22)
By the Central Limit Theorem, we know that the distri-
bution of ⟨E−∣ψ⟩ is a complex Gaussian. But first we will
ignore these fluctuations as we did in the last section by
setting pE− = pE− . In other words, first we will assume
that phases φE are such that pE− = pE− . This will give
us an approximation to SF (ρˆ), that we denote S0F (ρˆ).
We also note that for a large number of dE ’s contribut-
ing to ∣ψ⟩, Eq. (D22) is self averaging, meaning that we
can think of ∣⟨E∣E−⟩∣2 (which is highly fluctuating) as the
mean value (where the mean is taken over random matri-
ces Hr) which is given by ΛEE− introduced in Eq. (D9)
plus a randomly fluctuating term so that
pE− =∑
E
d2EΛEE− +O(n−1/2) (D23)
where n is number of elements dE that contribute sub-
stantially, and where we have used defining relation for
ΛEE− , Eq. (D9). Assuming that n is sufficiently large,
we can neglect the term. The above equation helped
us to avoid using the highly fluctuating term ∣⟨E∣E−⟩∣2,
by using the averaging over the random matrices. This
“smoothing out” is a perfectly fine procedure as long as
there are more than a few eigenstates in the superposi-
tion, Eq. (D20). Realizing that the correction term is
small when using this approximation will allow us to ne-
glect this correction term, which will soon give us precise
estimates on the FOE.
Inserting Eq. (D23) into Eq. (D1) and using Jensen’s
Theorem (Theorem 9) we obtain
S0F (ρˆ) ≈ −∑
E−
∑
E
d2EΛEE− ln∑
E
d2EΛEE−
≥ −∑
E
d2E∑
E−
ΛEE− ln ΛEE−
=∑
E
d2ESF (∣E⟩) + η2 lnη2
(D24)
The inequality sign ≥ becomes equality when, for all non-
zero dE , ∣ΛEE− ∣2 are equal, which is approximately true
for close energy eigenstates ∣E⟩ peaked around a given
value of energy denoted E0, i.e., when Eq. (D20) denotes
a PS state. The last equality comes from the third row
in Eq. (D19), and ηE− is a coefficient describing the effect
the random matrix (Gaussian random variable), defined
in the Eq. (D16).
Now we will turn to more general case when pE− ≠
pE− and introduce a random complex variable ζE− , that
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will capture the statistical properties of pE− written in
Eq. (D21) coming from randomness of phases φE . We
define ζE− by writing pE− = pE− ∣ζE− ∣2, where ∣ζ ∣2 = 1.
In analogy to the previous section (Eq. (D25)), we can
also introduce the random variable ζ that has the same
probability distribution, and for which
∣ζE− ∣2 = ζ2 = 1 (D25a)−∣ζE− ∣2 ln ∣ζE− ∣2 = −∣ζ ∣2 ln ∣ζ ∣2 (D25b)
Using the definition of FOE, Eq. (D1), pE− = pE− ∣ζE− ∣2,
the above equation, and the result for pE− = pE− ,
Eq. (D24), we obtain
SF (ρˆ) = S0F (ρˆ) − ∣ζ ∣2 ln ∣ζ ∣2⪆∑
E
d2ESF (∣E⟩) − ∣ζ ∣2 ln ∣ζ ∣2 + η2 lnη2 (D26)
where ⪆ becomes approximate equality ≈ for PS states
peaked around energy E0. Using ∑E d2E = 1, for such
states we have
SF (ρˆE0) ≈∑
E
d2ESF (∣E0⟩) − ∣ζ ∣2 ln ∣ζ ∣2 + η2 lnη2
= SF (∣E0⟩) − ∣ζ ∣2 ln ∣ζ ∣2 + η2 lnη2. (D27)
We note that Eq. (D27) that represents FOE of a PS
state with random amplitudes and phases, as depicted on
Fig. 7, differs from FOE of energy eigenstate, Eq. (D19),
by −∣ζ ∣2 ln ∣ζ ∣2, and from the FOE of a microcanonical
state, Eq. (D15), by −∣ζ ∣2 ln ∣ζ ∣2 + η2 lnη2.
Now we calculate the relevant correction terms∣ζ ∣2 ln ∣ζ ∣2 and η2 lnη2. The Central limit Theorem gives
probability distribution for ζ as
P (ζ)d2ζ = e−∣ζ∣2
pi
d2ζ (D28)
giving
∣ζ ∣2 ln ∣ζ ∣2 ≈ 0.422784336 (D29)
We can obtain a similar estimate for the second term:
The distribution of the unitary matrix elements cEE−
should also be close to a Gaussian distribution, but these
elements were assumed to be real (by time reversal in-
variance), in which case
η2 lnη2 ≈ 0.72963715 (D30)
Eq. (D26) then becomes
SF (ρˆ) ⪆∑
E
d2ESF (∣E⟩) + 0.3068528, (D31)
and Eq. (D27) becomes
SF (ρˆE0) ≈ SF (∣E0⟩) + 0.3068528. (D32)
FIG. 8. FOE of a microcanonical state SF (ρˆmicroE ) (line), ad-
justed FOE of a random PS state SF (ρˆE)+η2 lnη2− ∣ζ ∣2 ln ∣ζ ∣2
(crosses), and adjusted FOE of energy eigenstates SF (∣E⟩) +
η2 lnη2 (dots). Order 1 corrections η2 lnη2 and ∣ζ ∣2 ln ∣ζ ∣2 have
been calculated from the theory, and are given by Eqs. (D29)
and (D30). According to the theory, Eqs. (D33) and (D34),
the above functions should be approximately equal. The plot
shows that the curves nicely overlap, demonstrating that the
observed differences between FOE’s of different states match
precisely our predictions of order 1 corrections. The parame-
ters of the model are the same as in Fig. 7(a).
We can also combine the results for all FOE of an en-
ergy eigenstate ∣E0⟩, Eq. (D15), FOE of a random PS
state ρˆE0 , Eq. (D27), and FOE of microcanonical state
ρˆmicroE0 , and see
SF (ρˆmicroE0 ) ≈ SF (ρˆE0) + η2 lnη2 − ∣ζ ∣2 ln ∣ζ ∣2≈ SF (∣E0⟩) + η2 lnη2, (D33)
which after putting in numbers gives
SF (ρˆmicroE0 ) ≈ SF (ρˆE0) + 0.3068528≈ SF (∣E0⟩) + 0.72963715. (D34)
This explains offsets in FOE of different states seen in
Fig. 7. This figure can be adjusted to take into account
these offsets, which we plotted in Fig. 8. All curves nicely
overlap, which confirms our analytical reasoning.
Now we will turn to more detailed discussion about the
long-time limit. Let us assume now that we have such a
PS state ρˆE0 with random phases. Neglecting the terms
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of order 1 that become irrelevant in thermodynamic limit
of large systems, according to Eq. (D19), elements on the
25 We encountered four of them in total, three of them from
Eq. (D19), and one of them from Eq. (D26).
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right hand side approximate the microcanonical entropy,
SF (ρˆ) ≈ SF (ρˆE0) ≈ SF (∣E0⟩) ≈ lnρ(E0) ≈ Smicro(E0).
(D35)
which is the microcanonical entropy at energy E0.
We have therefore shown that for a random superpo-
sition of energy eigenstates, the FOE gives value that
is larger than the averaged value of microcanonical en-
tropies (Eq. (D31)), and for a random superposition of
close energy eigenstates, this value is equal to the mi-
crocanonical entropy (Eq. (D35)), up to terms of order
1 that become irrelevant in the thermodynamic limit.
Since superposition of close energy eigenstates with ran-
dom phases is a typical state at some late point in fu-
ture, we can conclude that the factorized Observational
entropy converges to the microcanonical entropy in the
long-time limit for initial microcanonical states. Mathe-
matically, we can write
SF (ρˆt) t→∞↝ Smicro(E), (D36)
for initial microcanonical states ρˆ0.
Now let us take a look at general pure states of form
Eq. (D20) that are not a superposition of close energy
eigenstates, but rather a superposition of many energy
eigenstates. For such many energy eigenstates with ran-
dom phases, the second term in the last row of Eq. (D23)
will be really quite precisely zero. We can again start over
above Eq. (D24), but now we switch the role of variables
on which the Jensen’s Theorem (Theorem 9) is applied.
In addition to inequality (D24), the following inequality
is also true:
S0F (ρˆ) ≈ −∑
E−
∑
E
d2EΛEE− ln∑
E
d2EΛEE−
≥ −∑
E−
ΛEE−∑
E
d2E lnd
2
E
= −∑
E
d2E lnd
2
E = S(ρˆd)
(D37)
Where we have used ∑E′ ΛEE′ = 1, and the last equality
is the consequence of the definition of the diagonal den-
sity matrix, Eq. (29), that we applied on the initial pure
state of form (D20), while considering non-degenerate
Hamiltonian Hˆ = ∑E E∣E⟩⟨E∣. Considering the fluctua-
tions pE− = pE− ∣ζE− ∣2, and the result from Eq. (D26), we
derive bound
SF (ρˆ) = S0F (ρˆ) − ∣ζ ∣2 ln ∣ζ ∣2 ⪆ S(ρˆd) − ∣ζ ∣2 ln ∣ζ ∣2, (D38)
where ∣ζ ∣2 ln ∣ζ ∣2 ≈ 0.422784336. Combining the above
equation with the upper bound, Eq. (31), we have
S(ρˆd) − 0.422784336 ⪅ SF (ρˆ) ≤ S(ρˆd) +O() (D39)
where the left hand side approximation ⪅ depends on how
well the second term in Eq. (D23) can be approximated
to be zero, i.e., it depends how many energy eigenstates
with non-negligible dE are considered in the superposi-
tion, Eq. (D20), so that random phases can effectively av-
erage this term to zero. More such states are considered
(i.e., bigger the superposition), the better the inequal-
ity ⪅. The validity of the right hand side (meaning that
O() is small) depends on the interaction strength be-
tween partitions of the Hilbert space and the fact that ρˆ
spans across many energy eigenstates. Smaller the inter-
action strength (but importantly, non-zero, so the ther-
malization can take place), and the larger superpositions
considered, better the inequality.
Ignoring the order 1 corrections that will become irrel-
evant in the thermodynamic limit, we can write
SF (ρˆt) t→∞↝ S(ρˆd), (D40)
for initial states ρˆ0 that span across many different energy
eigenstates. (Although we have proved it only for pure
states, it is relatively easy to generalize to mixed states.)
The two inequalities, Eqs. (D31) and (D39), can be also
combined into a single inequality that considers both su-
perposition of close energy eigenstates and superpositions
of many energy eigenstates as
SF (ρˆ) ⪆ max{∑
E
pE(ρˆ)SF (∣E⟩) + 0.307, S(ρˆd) − 0.423}
(D41)
for general states with random phases, where pE(ρˆ) =
tr[PˆE ρˆ]. Since such states correspond to states of the
system at some long time in future, we can also combine
Eqs. (D36), (D39), and (D40), while considering approx-
imation given by Eq. (D35) and ignoring order 1 correc-
tions, and write
SF (ρˆt) t→∞↝ max{∑
E
pE(ρˆ0)Smicro(E), S(ρˆd)}. (D42)
The above equation says, that for general states and
in closed non-integrable systems, the FOE converges to
either mean value of corresponding microcanonical en-
tropies, or to the von Neumann entropy of the diagonal
state, whichever is bigger, up to order 1 corrections that
become irrelevant in the thermodynamic limit.
Appendix E: Correspondence of SxE and FOE for
very small 
In this section we show that Observational entropy SxE
and FOE SF gives the same result, when the coarse-
grained position projectors match the partitions of the
Hilbert space for the FOE (also meaning that the num-
ber of coarse-grained position equals the number of par-
titions, p = m), and when we consider the interaction
strength between different partitions to be zero, i.e.,  = 0,
or to be so small that the differences between between
energy eigenvalues of Hamiltonian with such zero inter-
action Hˆ− and the full Hamiltonian Hˆ is much smaller
than the typical energy difference between the eigenval-
ues of Hˆ. This assumption then assures that each energy
eigenstate of Hˆ− have almost zero overlap with all energy
eigenstates of Hˆ but one, which corresponds to the same
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energy eigenstate with a slight modification due to . For
simplicity we also assume that Hˆ− is non-degenerate.
We start by considering the density matrix to be in a
pure state, ρˆ = ∣ψ⟩⟨ψ∣. We write
px⃗E ≡ tr[PˆEPˆ (δ)x⃗ ∣ψ⟩⟨ψ∣Pˆ (δ)x⃗ PˆE] = ∣⟨E∣Pˆ (δ)x⃗ ∣ψ⟩∣2. (E1)
Similarly, we can write
Vx⃗E ≡ tr[PˆEPˆ (δ)x⃗ PˆE] = ⟨E∣Pˆ (δ)x⃗ ∣E⟩. (E2)
We would like to simplify these two expressions in the
limit of large system sizes in order to evaluate SxE .
We can write the Hamiltonian Hˆ by dividing it up
as in Eq. (25). Let us employ the same strategy as in
the last section and set  = 0 and call that Hamiltonian
Hˆ−. In this case, Hˆ− is block diagonal in the x⃗ basis. The
projectors Pˆ
(δ)
x⃗ are diagonal in eigenbasis of Hˆ− with zero
diagonal elements everywhere except for when ⃗˜x ∈ Cx⃗
where the diagonal value is unity. Therefore [Hˆ−, Pˆ (δ)x⃗ ] =
0 for all Cx⃗ and we can simultaneously diagonalize all of
these operators.⟨E−∣ can be chosen to simultaneously be an eigenstate
of all of the Px⃗’s (choosing such ⟨E−∣ is possible because
the common eigenbasis of Hˆ−, Pˆ (δ)x⃗ exists). Note that
because of the diagonal form of these operators in this
special basis, that Px⃗∣E−⟩ = 0 for all x⃗ but one, say, x⃗′.
For that projector, Px⃗′ ∣E−⟩ = ∣E−⟩ (a projector can only
have eigenvalues 0 or 1). In other words, for each energy
eigenvector ∣E−⟩ there is exactly one vector x⃗′ such that
Px⃗′ ∣E−⟩ = ∣E−⟩. This defines a function x′ = x⃗(E−), and
we can write Px⃗(E−)∣E−⟩ = ∣E−⟩.
In Eq. (E1) we will approximate ⟨E∣ by ⟨E−∣. We can
do that, because of our assumption that  is small. We
take vector ∣ψ⟩ = ∑E′−⟨E′−∣ψ⟩∣E′−⟩ written in the eigenbasis
of Hˆ−. Then we can write
px⃗E ≈ ∣⟨E−∣Pˆ (δ)x⃗ ∣ψ⟩∣2 = ∣∑
E′−
⟨E′−∣ψ⟩δx⃗,x⃗(E′−)δE−,E′− ∣2
= ∣⟨E−∣ψ⟩δx⃗,x⃗(E−)∣2. (E3)
With the same approximation ⟨E∣ ≈ ⟨E−∣ we can write
Eq. (E2) as
Vx⃗E ≈ ⟨E−∣Pˆ (δ)x⃗ ∣E−⟩ = δx⃗,x⃗(E′−). (E4)
Then assuming we do not sum over elements such that
Vx⃗E = 0, we can write
SxE ≡ ∑⃗
x,E
px⃗E ln
px⃗E
Vx⃗E
≈ ∑
x⃗,E−,x⃗=x⃗(E−) ∣⟨E−∣ψ⟩δx⃗,x⃗(E−)∣2 ln ∣⟨E−∣ψ⟩δx⃗,x⃗(E−)∣
2
δx⃗,x⃗(E′−)=∑
E−
∣⟨E−∣ψ⟩∣2 ln ∣⟨E−∣ψ⟩∣2 = SO(CHˆ−)(ρˆ)= S
O(C
Hˆ(1)⊗⋯⊗CHˆ(m))(ρˆ) ≡ SF (ρˆ),
(E5)
where the previous from the last equality is due to the
non-degeneracy of Hamiltonian without interaction Hˆ−,
and assuming that partitions CHˆ(1) ⊗⋯⊗ CHˆ(m) copy the
positional coarse-graining.
This analysis can be generalized to mixed states ρˆ, by
obtaining
px⃗E ≈ ⟨E−∣Pˆ (δ)x⃗ ρˆPˆ (δ)x⃗ ∣E−⟩ = ⟨E−∣ρˆ∣E−⟩δx⃗,x⃗(E′−), (E6)
and calculating the same string of equalities as in
Eq. (E5).
The above argument can be understood more intu-
itively by giving an example. Suppose we divide a one
dimensional lattice system with 9 sites 1,2, . . . ,9, and 4
particles into boxes of size δ = 3. Here we are assuming
that particle number is conserved. Then coarse grain-
ing in position, Cx⃗, separates basis states into different
groupings. For example, the first particle could be in the
box {1−3}, the next two could be in box {4−6}, and the
final one could be in the box {7 − 9}. We can represent
this coarse graining by the “signature” [1,2,1], when the
particles are indistinguishable, which represents the num-
ber of particles in each box. The set of coarse grainings
projectors C1 are isomorphic to the set of allowed signa-
tures, [4,0,0], [3,1,0], etc. When a projector Px⃗ acts
on a wavefunction, it is projecting out the components
of the wavefunction with Px⃗’s signature.
Now we consider eigenstates of Hˆ−. Because different
boxes do not interact, we can write an arbitrary eigen-
state ∣E−⟩ as the product of individual energy eigenstates
in each box, ∣E−⟩ = ∣E1⟩⊗ ∣E2⟩⊗ ∣E3⟩, where the Ei denote
the energy eigenstate of each separate box. But each of
these eigenstates has a fixed particle number. Therefore
to each total eigenstate, ∣E−⟩ we can associate a unique
signature, for example [1,2,1], meaning that ∣E1⟩ is a one
particle eigenstate, ∣E2⟩ has two particles, etc. When we
apply a projector to ∣E−⟩, Px⃗∣E−⟩, we will get zero unless
the signature of Px⃗ and ∣E−⟩ are the same. Therefore
Px⃗∣E−⟩ will be zero unless x⃗ = x⃗(E−). And by orthogo-
nality, ⟨E′−∣E−⟩ = 0 unless E′− = E−, so we conclude that⟨E′−∣Px⃗∣E−⟩ = 0 unless x⃗ = x⃗(E−) = x⃗(E′−), and E′− = E−,
to which we arrived at above, by more general means.
Appendix F: Convergence of SxE to microcanonical
entropy
In this first part of this section we show that the Obser-
vational entropy SxE is equal to the microcanonical en-
tropy for energy eigenstates. In the second part, we show
that SxE of a superposition of close energy eigenstates
with random phases also gives the thermodynamical en-
tropy, implying that the SxE converges to microcanonical
entropy for initial microcanonical states.
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1. SxE of energy eigenstates
We assume that the Hamiltonian is non-degenerate,
which is the case for non-integrable systems, and for sim-
plicity we assume that the Hamiltonian is real, i.e., all of
its eigenvectors can be chosen to be real, which means
that the Hamiltonian has spinless time-reversal symme-
try.
We will also refer to the nonzero x projector corre-
sponding to E− as x(E−). In contrast to the previous
section, where we considered  to be small, here we con-
sider SxE with any finite . We will concentrate on the
entropy of an energy eigenstate ∣ψ⟩ = ∣E′⟩, in which case
Eq. (E1) becomes
px⃗E = ∣⟨E∣Pˆ (δ)x⃗ ∣E′⟩∣2. (F1)
Using Eq. (D7) this becomes
⟨E∣Pˆ (δ)x⃗ ∣E′⟩ = ∑
E−,E′−,x⃗=x⃗(E−) cE′E′−cEE−⟨E−∣E′−⟩= ∑
E−,x⃗=x⃗(E−) cE′E′−cEE−
(F2)
Computing the average over the c’s similar to what was
done in Appendix D
px⃗E = ∣⟨E∣Pˆ (δ)x⃗ ∣E′⟩∣2 = ∑
E−,E′−,
x⃗(E−)=x⃗(E′−)=x⃗
cEE−cE′E−cEE′−cE′E′−
(F3)
We take the c’s to be Gaussian random variables. They
are also real from the definition, because the eigenvec-
tors are assumed to be real. They are not completely
independent because they are all orthogonal,
∑
E−
cEE−cE′E− = δEE′ (F4)
This leads to extra four point correlations which are de-
rived in appendix G, giving
cEE−cE′E−cEE′−cE′E′− =
− Λ2E′E−Λ2EE−∑E′′− Λ2EE′′−Λ2E′E′′− + δE−E′−c2E′E−c2EE− (F5)
Here as given in Eq. (D6), c2EE− = ΛEE−. Using Wick’s
Theorem,
c2E′E−c2EE− = Λ2EE−Λ2E′E− + 4δEE′(Λ2E′E−)2 (F6)
Thus px⃗E is the sum of three terms and the magnitude
of all of them can be estimated. Denote the number of
energy levels contributing to Λ as N , and the number of
x⃗ signatures that are being summed over as Nx⃗. Thus
the first term in Eq. (F5) is of order Λ2
N2x⃗
N2
, and the first
in Eq. (F6) is of order Nx⃗
N2
and the second is of order 1
N2
.
If the size of a box is large, we have that Nx
N
≪ 1. Thus
the surviving term in this limit is
px⃗E = ∑
E−,x⃗=x⃗(E−)Λ
2
EE−Λ2E′E− ≡ ΩEE′;x⃗, (F7)
where we have defined ΩEE′;x⃗ by the above equation, in
order to use it further.
Similarly
Vx⃗E = tr[Pˆ (δ)x⃗ PˆE] = ⟨E∣Pˆ (δ)x⃗ ∣E⟩ =∑
E−,E′−,x⃗=x⃗(E−) cEE−cEE′−⟨E−∣E′−⟩ = ∑E−,x⃗=x⃗(E−)Λ2EE− (F8)
Because ∑E− Λ2EE− = 1, Eq. (F8) can be rewritten using
Eq. (F7) as
VxE =∑
E′ ΩEE
′;x (F9)
and therefore
SxE(∣E′⟩) = −∑
x,E
ΩEE′;x ln ΩEE′;x∑E′ ΩEE′;x (F10)
We are assuming that Λ2EE− only is sizable for ∣E −
E−∣ ≪ E, and can be written as Λ2EE− = Λ2(E − E−).
Because ∑x,E px⃗E = ∑x,E ΩEE′;x = 1, Therefore Ω from
Eq. (F7) is of the form
∑⃗
x,E
ΩEE′;x⃗ =∑
x
∫ ΩEE′;xρ(E)dE = 1, (F11)
where ρ(E) denotes the density of states. Because, as
we explained in Appendix D, Λ is approximated by a
Lorenztian and is therefore highly peaked, and according
to Eq. (F7) Ω is a convolution of two Λ and therefore is
also highly peaked, then we can write this function as
ΩEE′;x⃗ = 1N λx(E −E′), (F12)
where N is a normalization constant and λx(E − E′)
denotes a highly peaked distribution with normalization∫ deλx(e) = 1. From Eq. (F11), we obtain the normal-
ization constant N = Nxρ(E′). (F13)
Rewriting the entropy in terms of λ,
SxE(∣E′⟩) = −∑
x,E
λx(E −E′)
Nxρ(E′) ln λx(E −E′)ρ(E′)
= −∑
x
∫ dEλx(E −E′)
Nx
ln
λx(E −E′)
ρ(E′) .
(F14)
ρ(E′) disappeared from the denominator because of ap-
proximation ∑E → ∫E dE. Substituting e ≡ E −E′
SxE(∣E′⟩) = lnρ(E′)−∑
x
1
Nx
∫ deλx(e) lnλx(e). (F15)
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The second term on the right hand side is of order 1
(proportional to ln ∆E in comparison with definition of
microcanonical entropy, Eq. (35)) unless λx has a patho-
logical form (i.e., for example λx being a long-tailed func-
tion). The first term is the microcanonical entropy. This
shows that SxE of an energy eigenstate gives the mi-
crocanonical entropy, up to a constant of order 1 that
becomes irrelevant in the thermodynamic limit.
2. SxE of a superposition of energy eigenstates
In analogy with the second part of Appendix D, we
consider an initial state ρˆ = ∣ψ⟩⟨ψ∣, ∣ψ⟩ = ∑E′ eiφE′ cE′ ∣E′⟩,
with random phases φE′ . Then, in analogy of Eq. (D23),
considering a simplified argument (without “smoothing
out” by function ΛEE− , without random variable η com-
ing from averaging over random matrices, and without ζ
coming from averaging over phases), and ignoring order
1 corrections, we have
px⃗E = ∣⟨E∣Pˆ (δ)x⃗ ∣ψ⟩∣2 =∑
E′ c
2
E′ ∣⟨E∣Pˆ (δ)x⃗ ∣E′⟩∣2
+ ∑
E′≠E′′ cE′cE′′e
i(φE′−φE′′)⟨E∣Pˆ (δ)x⃗ ∣E′⟩⟨E′′∣Pˆ (δ)x⃗ ∣E⟩,
(F16)
where the second term is small due to the randomness of
φE′ and φE′′ and we will neglect it.
In analogy of Eq. (D24),
SxE(ρˆ) ⪆∑
E
d2ESxE(∣E⟩). (F17)
where the inequality becomes approximate equality when
for all non-zero dE , eigenvectors ∣E⟩ are close to each
other and peaked around some eigenvalue E0, i.e., for PS
states with random phases. For such state we have
SxE(ρˆ) ≈∑
E
d2ESxE(∣E0⟩) = SxE(∣E0⟩)∑
E
d2E = SxE(∣E0⟩).
(F18)
Since random phases indicate the state of the system
some time in future, we can conclude that for initial PS
states, SxE converges to the microcanonical entropy.
The above arguments ignore order 1 corrections, be-
cause we ignored fluctuations in eigenvectors by averag-
ing of the c’s. However we can follow the same logic mu-
tatis mutandis of subsection D 2 which leads to analogous
corrections and a similar relation to Eq. (D34).
Appendix G: Four point correlations of random
eigenvectors
Consider two normalized N dimensional vectors x⃗ and
y⃗ thar are orthogonal x⃗⋅y⃗ = 0. Aside from that constraint,
the two vectors were drawn from Gaussian distributions
so that every component is independent and ⟨x2i ⟩ = σ2i
and ⟨y2i ⟩ = ω2i . We would like to compute ⟨xnynxmym⟩
for n ≠m.
The probability of any particular x⃗ and y⃗ is
P (x⃗, y⃗)∝ exp ( −∑
i
x2i
2σ2i
+ y2i
2ω2i
)δ(∑
i
xiyi) (G1)
And therefore
⟨xnynxmym⟩ = ∫ ∏
i
(dxidyi)P (x⃗, y⃗)xnynxmym (G2)
This can be written in the form
⟨xnynxmym⟩ = ∂2 lnZ
∂mm
∣
m=n=0 (G3)
where
Z(m, n) = ∫ ∏
j
(dxjdyj) exp ( −∑
i
x2i
2σ2i
+ y2i
2ω2i+ mδim + nδin)δ(x⃗ ⋅ y⃗) (G4)
We evaluate this by using the Fourier representation of
the δ function and ignoring irrelevant const prefactors:
Z(m, n)∝ ∫ i∞−i∞ dλ∫ ∏j dxjdyj exp ( −∑i x
2
i
2σ2i
+ y2i
2ω2i+ mδim + nδin + λxiyi)
(G5)
Now the integral pairs dxjdyj can be integrated sepa-
rately and we can use that
∫ dxdy exp−1
2
(x2
σ2
+ y2
ω2
+ 2λxy) = 2pi( 1
σ2ω2
− λ2)−1/2
(G6)
to write
Z(m, n)∝ ∫ i∞−i∞ dλ exp( − 12 ∑i≠n,m ln ( 1σ2i ω2i − λ2)
− 1
2
ln ( 1
σ2mω
2
m
− λ2 − 2λm) − 1
2
ln ( 1
σ2nω
2
n
− λ2 − 2λn))
(G7)
Because we are differentiating with respect to , the terms
of order 2 have been dropped. And we can further make
use of this by Taylor expanding the two final logarithms,
giving
Z(m, n)∝ ∫ i∞−i∞ dλ exp( − 12 ∑i≠n,m ln ( 1σ2i ω2i − λ2)
− λmσ2mω2m
1 − λ2σ2mω2m − λnσ
2
nω
2
n
1 − λ2σ2nω2n )
(G8)
If we consider the terms ln( 1
σ2iω
2
i
−λ2), we can write this
as ln(1−σ2i ω2i λ2), plus an unimportant additive constant.
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This in turn can be expanded to second order in λ. To
that order
− ∑
i≠n,m ln (1 − σ2i ω2i λ2) = −λ
2
2
∑
i≠n,mσ2i ω2i (G9)
When integrating of λ, this gives a Gaussian with a vari-
ance of 1/∑i≠n,m σ2i ω2i . Using units where the maximum
of σ and ω is unity, and their distribution has a width of
N , we can then say that this variance is O(1/N). This
means that in the integrand, λ ≫ 1/√(N) will give a
negligible contribution to the integral and we can ig-
nore all such contributions. Therefore the terms λ2σ2mω
2
m
andλ2σ2nω
2
n also give negligible contributions and we can
write:
Z(m, n)∝ ∫ i∞−i∞ dλ exp(λ22 ∑i σ2i ω2i
+ λ(mσ2mω2m + nσ2nω2n)) (G10)
We can now integrate over λ obtaining
Z(m, n)∝ e− (mσ2mω2m+nσ2nω2n)22∑i σ2i ω2i (G11)
Using (G3), we differentiate with respect to the ’s to
obtain
⟨xnynxmym⟩ = −σ2mω2mσ2nω2n∑Ni σ2i ω2i (G12)
for n ≠m.
Appendix H: SEx, Observational entropy of
measuring energy and then position
We already mentioned in the text, that the reverse
order of two projections, Eqs. (23), i.e., first measuring
the energy, and then measuring the coarse-grained posi-
tion, leads to an entropy that is independent of time, and
therefore does not seem to have a good interpretation of
entropy that has desirable properties for closed systems
out of equilibrium. Here we explore this even further,
by considering the same order of operations, but we also
coarse-graining in energy, which introduces a non-trivial
time-dependence. We will argue that neither this choice
leads to a meaningful non-equilibrium entropy.
We consider two coarse-grained sets of projectors in
position and energy
CXˆ(δ) = {Pˆ (δ)x⃗ }x⃗, Pˆ (δ)x⃗ = ∑⃗˜x∈Cx⃗ ∣⃗˜x⟩⟨⃗˜x∣, (H1a)CHˆ(∆) = {Pˆ (∆)E }E , Pˆ (∆)E = ∑
E˜∈[E,E+∆]∣E˜⟩⟨E˜∣, (H1b)
where as before in Eq. (12), x⃗ = (x(1), . . . , x(N)) is a vec-
tor denoting positions of N particles, and its elements
FIG. 9. Observational entropy of measuring energy with
resolution ∆ and position with resolution δ for a system of
length L = 16. The system starts contained within the first 8
sites with hard wall boundary conditions, in energy eigenstate
number 11 of Hamiltonian Hˆ(1−8). At t = 0 the right wall is
expanded so that L = 16 and the system evolves. We study the
integrable system, defined by parameters t = V = 1, and t′ =
V ′ = 0.0. The resolution in position is 4 sites corresponding
to δ = 4. The resolution in energy is ∆ = Emax−Emin
M
, where
Emax and Emin are maximum and minimum eigenvalues of
the Hamiltonian, and M is the number of energy bins. The
three lines correspond to different resolutions in measuring
energy: M=1 (red dashed), M=8 (green half-dashed), M=64
(blue dotted). M=1 represents an inability to measure energy,
and the resulting entropy is then observational entropy coarse-
grained only in position.
take values of any x1, . . . , xp. Cx⃗ denotes a hypercube
that starts at vector x⃗ and is of width δ. ∆ denotes the
width of coarse-graining in energy.
Now we will study the Observational entropy
SEx(ρˆ) ≡ SO(C
Hˆ(∆) ,CXˆ(δ))(ρˆ). (H2)
Evolution of this entropy in the one-dimensional
fermionic chain as a function of time is plotted in Fig. 9,
for different values of ∆. The resolution in measuring
position is fixed to 4 sites. The resolution in measur-
ing energy was varied. The energy bins span the entire
energy spectrum from the lowest to highest eigenvalue,
Emin and Emax respectively. We define ∆ = Emax−EminM ,
where M is the number of energy bings. One can see that
as this number increases, the dynamics become smoother
and vary less rapidly. In the limit where each bin con-
tains only one energy level (M → ∞), it is easily seen
that there is no time dependence.
Theoretically, when a fine grain projection over the
energy is applied, a time independent quantity is ob-
tained because such a projection makes any state station-
ary. Coarsening the energy projection makes the resul-
tant quantity time dependent, but in a way that depends
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strongly on the amount of energy coarse graining, rather
than the underlying dynamics. Therefore the dynamics
of this kind of entropy depend on the choice of energy
bin size, and do not reflect the underlying microscopic
dynamics of the system.
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