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Nomenclature 
H champ magnétique 
E champ électrique 
B induction magnétique 
D induction électrique 
J densité volumique de courant 
Br induction rémanente 
A potentiel vecteur magnétique 
As potentiel vecteur magnétique source 
A, potentiel vecteur magnétique réduit 
-. A potentiel vecteur magnétique modifié 
V potentiel scalaire électrique 
1'0 potentiel vecteur électrique 
Jo densité de courant source (en régime stationnaire) 
fis champ magnétique source créé par les inducteurs supposés dans l'air 
H' projection du champ magnétique source fis sur les arêtes du maillage 
'l' potentiel nodale électrique intégré dans le temps 
1 courant 
U tension 
Pv densité de volume de la charge électrique 
t permittivité électrique 
J.l perméabilitémagnétique 
J.l r perméabilité magnétique relative 
J.lo perméabilité magnétique du vide 
v réluctivité magnétique ( v = 1/ J.l) 
0' conductivité électrique 
P s densité surfacique de charge sur l'interface 
Js densité de courant surfacique 
f fréquence 
ro pulsation 
n région volumique (domaine d'étude) 
r interface 
n normale associée à l'interface 
ｾ＠ composante normale (à une surface) du vecteur Â 
1, composante tangentielle (suivant une surface) du vecteur Â 




rE interface à champ électrique tangentiel nul 
r B interface à induction magnétique normale nulle 
Ni fonction d'interpolation scalaire 
ｾ＠ fonction d'interpolation vectorielle (nodale ou d'arête) [M] matrice 
[ M r matrice transposée 
[ M r l'inverse de la matrice [ M] 
/I[ x ]11 norme euclidienne du vecteur [x] 
*** 
ICCG gradient conjugué avec pre conditionnement incomplet Choleski 
PDCG gradient conjugué avec preconditionnementdiagonal 
(ou Evans) 






L'analyse tridimensionnelle des dispositifs électromagnétiques passe par la maîtrise des 
phénomènes électromagnétiques, souvent complexes, nécessitant sans cesse l'amélioration des 
modelés utilisés. Les travaux de recherches ont lieu à différents niveaux: représentation des lois 
de comportement des matériaux magnétiques, techniques de maillage, choix des formulations 
les mieux adaptées, amélioration des algorithmes de résolution des grands systèmes linéaires et 
non-linéaires. 
Depuis quelques années, un effort particulièrement important a porté sur la prise en compte 
des phénomènes tridimensionnels couplés, par la recherche de techniques générales et 
robustes, capables de résoudre des problèmes pratiques de plus en plus élaborés. 
L'objectif de ce travail de recherche est de développer des méthodes numériques spécifiques 
destinées à la modélisation des équations électromagnétiques 3D couplées avec les circuits 
d'alimentation électriques et le déplacement de parties mobiles dans le cas de machines 
électriques tournantes. 
Ce travail vient à la suite de deux thèses ayant abouti par la création du logiciel MV3DYN 
[Dreher-94], [Perrin-94] capable de simuler le comportement dynamique des machines 
électriques. La formulation développée dans ces deux thèses utilise, comme inconnue 
principale, le potentiel vecteur magnétique interpolé sur des éléments finis nodaux. Ce choix, 
bien qu'adapté au problème, pose quelques difficultés se traduisant par des pertes de précision 
dans les parties ferromagnétiques. 
Le travail de recherche mené dans cette thèse est donc, d'une façon générale, l'amélioration de la 
formulation tridimensionnelle en potentiel vecteur magnétique incluant en particulier la prise 
en compte du mouvement des parties mobiles et les circuits électriques d'alimentation. Pour 
atteindre cet objectif, deux voies étaient envisageables. La première consistait en l'identification 
exacte des problèmes liés à l'utilisation du potentiel vecteur magnétique dans le contexte de 
l'interpolation nodale et en tout connaissance de cause essayer de les corriger. Cette solution 
présentait l'avantage incontestable qu'elle pouvait s'appuyer sur l'expérience vaste existante au 
Laboratoire d'Electrotechnique de Grenoble sur les éléments nodaux. D'autre part, les 
techniques numériques utilisées par MV3DYN pour la prise en compte du mouvement et le 
couplage avec les circuits électriques d'alimentation pouvait directement être récupérées. 
La deuxième piste consistait en l'implantation et le développement des formulations basées sur 
l'interpolation mixte conforme dans H(rot) ou d'arête. Cette solution représentait pour nous un 
saut dans l'inconnu, car ce type d'interpolation n'avait pas été utilisé auparavant au LEG. En 
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plus, il fallait trouver des solutions spécifiques aux problèmes de mouvement et couplage avec 
les équations de circuit. 
On aurait aimer que la première démarche aboutisse et que l'amélioration de la formulation 
basée sur le potentiel vecteur magnétique nodale soit possible, mais les problèmes liés à 
l'utilisation des éléments nodaux sont si complexes que nous avons décidé de nous tourner vers 
les éléments mixtes. Petit à petit, nous avons surmonté les difficultés spécifiques à ce type 
d'éléments, à savoir le problème de la compatibilité de la formulation, le couplage avec les 
équations de circuit et la prise en compte du mouvement des parties mobiles. 
Beaucoup d'expériences numériques ont été réalisées. Nous nous proposons d'exposer celles 
qui nous ont paru les plus intéressantes, même si la méthode utilisée n'a pas été retenue par la 
suite. 
D'autre part, nous avons choisi de présenter quelques idées originales, même si elles ne font 
pas l'objet d'une validation poussée. Ainsi, nous espérons donner quelques pistes à ceux qui 
voudraient continuer le travail ou chercher d'autres solutions mieux adaptées à leurs 
problèmes. 
La présentation du travail a été structurée en 6 chapitre. 
Le premier chapitre rappelle les bases de la modélisation en électrotechnique, les équations de 
Maxwell et les différents modèles rencontrés dans la pratique, notamment la magnétostatique 
et la magnétodynamique. Les formulations seront réécrites à l'aide du potentiel vecteur 
magnétique. Sont aussi développées les fonctions de base des éléments nodaux et mixtes 
conformes dans H(rot). 
Le deuxième chapitre est consacré à l'étude des formulations magnéto statiques basées sur le 
potentiel vecteur magnétique. Les problèmes numériques et les contraintes d'utilisation liées à 
différents types d'interpolation (nodale ou mixtes) sont exposées. 
Le troisième chapitre aborde les problèmes magnétodynamiques de courants induits. Le régime 
harmonique et le régime transitoire y sont traités. La méthode en pas-à-pas dans le temps (8-
schéma) implantée est validée à l'aide de problèmes test. 
Le quatrième chapitre montre comment réaliser le couplage des équations électromagnétiques 
avec les équations de circuit et, en même temps, l'analyse du circuit d'alimentation. La méthode 
- 16 -
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choisie est adaptée à l'interpolation mixte et tient compte du fait que les circuits d'alimentation 
peuvent être complexes. 
Le chapitre suivant est consacré à l'étude des méthodes permettant la prise en compte des 
parties mobiles. Après avoir passé en revue les techniques classiquement utilisées, nous 
développons une méthode originale pour la prise en compte du mouvement dans le contexte 
des éléments mixtes. 
Le dernier chapitre représente l'aboutissement logique du travail: il s'agit de la modélisation 
tridimensionnelles d'un dispositif électrotechnique incluant le couplage avec le circuit 
d'alimentation et le mouvement: notre choix s'est porté sur un moteur à réluctance variable. 
Après avoir implanté tous les outils nécessaires, l'analyse dynamique des machines électriques 
tournantes est devenue réalisable avec notre outil. 
Le manuscrit contient également des annexes présentant quelques méthodes de résolution de 
grands systèmes, implantées et utilisées dans le cadre de ce travail et la méthode de Newton-




Du modèle physique vers le modèle discret 

Chapitre 1. Du modèle physique vers le modèle discret 
1. Introduction 
Notre recherche consiste en l'étude et le développement de modèles mathématiques et 
numériques tridimensionnels destinés à déterminer la répartition du champ électromagnétique 
dans les dispositifs électrotechniques. Le modèle de départ étant celui des équations de 
Maxwell, différentes hypothèses permettent d'en extraire des modèles simplifiés, plus adaptés 
aux méthodes numériques. 
Ce premier chapitre présente les bases de la modélisation en électrotechnique. La première 
partie rappelle les équations de Maxwell et les différents modèles rencontrés dans la pratique: 
la magnétostatique et la magnétodynamique. L'introduction de la notion du potentiel vecteur 
magnétique va nous permettre d'établir diverses formulations, exprimant sous une forme plus 
appropriée les équations de Maxwell. 
La deuxième partie rappelle brièvement le principe de la méthode des éléments finis qui 
permet le passage de la formulation continue à la formulation discrète, par la discretisation en 
éléments finis. Sont aussi développés les éléments nodaux et les éléments mixtes conformes 
dans H(rot) ou éléments d'arête, pour lesquelles on définit les fonctions de base des espaces 
d'approximation. 
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2. Forme locale des équations de Maxwell 
D'un point de vue macroscopique, le champ électromagnétique est décrit à l'aide de quatre 
vecteurs, définis en tout point de l'espace M et à chaque instant t. Ces vecteurs sont: 
- l'intensité du champ électrique Ë( M, t) 
- l'induction électrique D( M, t) 
- l'intensité du champ magnétique fI ( M, t) 
-l'induction magnétique B( M, t) 
Dans un souci d'alléger les expressions, par la suite nous allons omettre d'indiquer 
explicitement cette dépendance. 
Les phénomènes électromagnétiques classiques sont régis par les équations de Maxwell, qui 
constituent un système d'équations aux dérivées partielles et qui expriment des lois 
universelles unifiant les quatre grandeurs qui caractérisent le champ électromagnétique. Ce 
système s'écrit [Stratton-41], [Timotin-62], [Mocanu-91]: 
- - aD 
rotH=J+Tt (LI) 




où J est la densité de courant de conduction et Pv la densité de volume de la charge électrique. 
L'équation (LI) est la généralisation de la loi d'Ampère et l'équation (1.2) est appelée la loi de 
Faraday. Elles constituent les équations dites d'évolution, alors que les équations (1.3) et (l.4) 
constituent des équations dites de conservation. Par ailleurs, l'équation (1.3) est une 
conséquence de (1.2) si on admet que l'induction magnétique B a été nulle à l'instant initial. 
D'une façon similaire, vu la loi de la conservation de la charge électrique, qui s'écrit: 
- ap divJ+_v =0 
at 
l'équation (l.4) est conséquence de (LI) avec la même hypothèse sur D. 
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Les fonnules (1.1-1.4) ne sont pas suffisantes pour détenniner le champ électromagnétique et il 
convient d'ajouter les lois de comportement établissant des relations de dépendance entre les 








où e est la pennittivité électrique, J.L est la pennéabilité magnétique et cr est la conductivité 
électrique. 
Dans les cas les plus simples, les coefficients e, J.L et cr sont des constantes scalaires. Plus 
généralement, ils dépendent de la position du point considéré (pour un matériau linéaire 
isotrope), d'une anisotropie du matériau (cas dans lequel les coefficients deviennent alors des 
tenseurs associés à des fonnes bilinéaires positives) et souvent de l'intensité du champ local 
(par exemple, J.L=J.L(H), e=e(E) et cr=cr(E)). 
Un cas particulier est constitué par les aimants pennanents, qui sont caractérisés par 
l'induction rémanente. Lorsque le champ magnétique appliqué à un tel matériau s'annule, il 
subsiste une induction dite rémanente, notée Br. Pour ce type de matériau, la relation (1.7) est 
remplacée par: 
(1.9) 
2.1. Les discontinuités des vecteurs du champ 
Lors du passage d'un milieu à un autre, les grandeurs subissent des discontinuités et ne sont 
par conséquent pas différentiables. En intégrant les relations (1.1-104) sur des volumes incluant 
les interfaces et en appliquant le théorème de la divergence ou le théorème de Stokes, on 
obtient les conditions dites de transmission: 
- 23-
Chapitre 1. Du modèle physique vers le modèle discret 
- continuité de la composante normale de Ë: 
(LlO) 
- saut de la composante tangentielle de fI: 
(LII) 
- continuité de la composante tangentielle de Ë: 
(LI2) 
- saut de la composante normale de D: 
(L13) 
où BI' Hl' El' Dl et B2' H2' Ë2' D2 sont les grandeurs physique de part et l'autre de 
l'interface, p s est une densité surfacique de charge sur l'interface, ]s est une densité de courant 
surfacique et li la normale associée à l'interface. 
Il en résulte que même si les densités ]s et p s sont nulles, les grandeurs électromagnétiques 
présentent des discontinuités en cas de changement de nature du matériau. 
3. Les modèles du champ électromagnétique 
Souvent, suivant les dispositifs étudiés, certains phénomènes électromagnétiques peuvent être 
négligés. Dans les hypothèses simplificatrices proposées, le système (LI-l.4) devient plus 
simple. Nous n'aborderons que les modèles magnétostatique et magnétodynamique. 
3.1. Modèle magnétostatique 
La magnétostatique consiste en l'étude des phénomènes magnétiques en régime stationnaire. 
Typiquement, un problème magnétostatique est composé des parties suivantes (Fig. LI) : 
- des inducteurs parcourus par des courants continus de densité ] donnée 
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- des aimants permanents d'induction rémanente Br donnée 
- des régions composées des matériaux magnétiques saturables ou non-saturables 
- une boîte d'air englobante 
région ferromagnétique 
Il 
inducteur aimant permanant ｾＺ＠OJ Br 
boîte d'air 
Fig. 1.1 Problème général magnétostatique 
Les équations à considérer sont issues des équations de Maxwell, dont les dérivées 
temporelles sont annulées. Elle s'écrivent: 
rotH=J 
divB=O 




Afin d'assurer l'unicité de la solution du système (LI4-LI6) des conditions aux limites 
adéquates doivent être données sur la frontière du domaine d'étude, correspondant à un 
échange nul d'énergie magnétique. Elle sont relatives soit à la composante tangentielle de fI 
soit à la composante normale de B [Radulet-71]. Sur une portion de surface rH de r, 
éventuellement non-connexe, on impose la condition: 
iixfI=o (LI7) 
Sur la surface r B' complémentaire de rH dans r, on impose la condition: 
ii·B=O (LI8) 
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De telles conditions assurent l'unicité de B et iI si rH et rB sont simplement connexes. 
Sinon des grandeurs intégrales doivent être spécifiés, i.e. les flux magnétiques sur rH et les 
tensions magnétomotrices sur des coupures qui rendraient le domaine simplement connexe 
[Radulet-71]. 
Dans un souci de simplification, nous n'allons considérer par la suite que le cas des frontières 
connexes. 
3.1.1. Formulation magnétostatigue en potentiel vecteur 
Introduit pour la première fois par Neumann en 1845 et présente également dans les travaux 
de Thomson en 1846 et de Maxwell en 1864, le potentiel vecteur magnétique Â permet de 
simplifier le système (1.14-1.16). L'équation (1.15), i.e. div Ë = 0, permet de définir le potentiel 
vecteur A tel que: 
- -B=rotA (1.19) 
L'élimination de B et iI dans (1.14) et (1.16) donne laformulation magnétostatique en 
potentiel vecteur magnétique: 
rot(vrotA)=] 
avec v l'inverse de la perméabilité. 
En terme du potentiel vecteur, les conditions aux limites (1.17) et (1.18) s'écrivent: 
iixvrotA=O sur rH 




Dans la pratique on préfère remplacer la condition (1.22) par une condition plus simple à 
imposer, et qui, en plus, la renforce [Biro-89]: 
iixA=O sur rB (1.23) 
Il faut noter que la relation de définition du potentiel vecteur (1.19) implique que la continuité 
de la composante tangentielle de Â assure la continuité de la composante normale de Ë. 
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Conditions d'unicité 
Les conditions aux limites (1.21) et (1.23) n'assurent pas l'unicité du potentiel A. En effet, si 
A est solution de l'équation (1.20), alors tout champ du type A + grad f, où f est une 
fonction scalaire telle que: 
li x gradf = 0 sur r B (1.24) 
est également solution. 
Ceci ne semble pas constituer un problème, vu que les grandeurs dérivées, l'induction 
magnétique Ï3 et le champ fI sont uniques. Dans la pratique, certaines méthodes numériques 
se comportent mal lorsque le potentiel A n'est pas unique et d'autres quand on Impose 
l'unicité de A . Il convient donc d'assurer l'unicité en fonction de la méthode choisie. 
Une jauge couramment utilisée dans la méthode des éléments nodaux est la jauge de Coulomb, 
c'est-à-dire: 
divA = 0 (1.25) 
Une autre jauge, mieux adaptée aux éléments d'arêtes est: 
(1.26) 
où ü est un champ de vecteurs dont les lignes de champ ne sont pas fermées et sont telles 
qu'elles peuvent relier toute paire de points du domaine d'étude [Albanese-90]. 
3.1.2. Formulation magnétostatigue en potentiel vecteur magnétigue réduit 
Le potentiel vecteur A peut être décomposé en deux parties As et ｾＬ｣Ｇ･ｳｴＭ￠Ｍ､ｩｲ･Ｚ＠
- - -A=As+A,. (1.27) 
où As est appelé potentiel vecteur source, créé par les seules sources de courant en l'absence 
de régions magnétiques et Ar est appelé potentiel vecteur de réaction, associé aux phénomènes 
d'aimantation des matériaux magnétiques, soumis au champ source. 
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est le champ Biot-Savart crée par les inducteurs en l'absence de régions 
magnétiques, qui vérifie la relation: 
rotHs =J (1.30) 
L'introduction des relations (1.27-1.30) en (1.20) permet d'obtenir la formulation en potentiel 
vecteur magnétique réduit, donnée par: 
rot (vrotÂ,) = rot[(vo -v )rotÂs] (1.31 ) 
De même que pour le potentiel vecteur Â, des conditions aux limites doivent être associées au 
potentiel vecteur réduit Â, . Comme précédemment, la condition d'unicité n'est pas obligatoire, 
même si elle peut se révéler utile dans certains cas. 
3.2. Modèle magnétodynamique 
La magnétodynamique consiste en l'étude des phénomènes électromagnétiques couplés, en 
régime dynamique, en négligeant les courants de déplacement ( a:). 
Typiquement, un problème magnétodynamique est composé des parties suivantes (Fig. 1.2): 
- des inducteurs dans lesquelles circulent de courants variables en fonction du temps et 
dans lesquelles aucun courant de Foucault n'est supposé se développer 
- des régions composées des matériaux magnétiques saturables ou non-saturables qui 
sont supposées isolantes 
- des conducteurs où peuvent circuler des courants induits 
- une boîte d'air englobante 
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ｾ＠ boîte d'air 
Fig. 1.2 Problème général magnétodynamique 
Les équations à considérer sont issues des équations de Maxwell, en négligeant le courant de 
déplacement. Elle s'écrivent: 













La densité de courant J peut se décomposer en deux parties, l'une Js relative aux courants 
imposés, l'autre J, due aux courants induits. 
Les vecteurs du champ électromagnétique solution du système (1.32-1.36) sont uniques si on 
spécifie les conditions suivantes [Radulet-71]: 
a) une condition initiale: 
(1.37) 
b) des conditions sur la frontière r = rH u rE: 
(1.38) 
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(I.39) 
La condition (I.38) implique ri· Ë = 0 sur rE et la condition (I.39) entraîne ri· J = 0 sur la 
frontière du conducteur qui touche rH' 
3.2 .1. Formulation magnétodynamique en potentiel vecteur magnétique 
De même qu'en magnétostatique, l'équation (I.34) permet l'introduction du potentiel vecteur 
magnétique A tel que: 
- -B=rotA 
En remplaçant (1.40) dans (I.33) on obtient l'expression du champ électrique Ë: 
- dA E=---gradV 
dt 
où Vest un potentiel scalaire électrique. 
En introduisant (1.40) dans (I.32) en tenant compte des relations (I.35 - I.36) on obtient: 
- dA -




qui constitue laformulation magnétodynamique en potentiel vecteur, ou laformulation A V. 
Dans les régions non-conductrices, l'équation à résoudre s'écrit: 
rot(vrotA)=Js (I.43) 
Notons que le potentiel scalaire électrique n'est défini que dans les régions conductrices. 
Conditions d'unicité 
L'équation (I.42) et les conditions aux limites (I.38-I.39) réécrites en termes des potentiels A 
et V n'assurent pas l'unicité de la solution, même si rotA est uniquement déterminé. Ainsi, 
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une condition de jauge associé au potentiel vecteur doit être définie, soit en imposant la 
divergence de A soit en éliminant une composante de A. Les jauges les plus utilisées sont la 
jauge de Coulomb, i.e. divA=O et la jauge de Lorentz, introduite par Riemann en 1861, i.e. 
- -div A = -JlO"V. Cette dernière présente l'avantage de découpler les équations des potentiels A 
et V. 
3.2.2. Formulation magnétodynamique en potentiel vecteur magnétique modifié 
On peut définir un potentiel vecteur modifié, noté A", tel que: 
Par conséquent: 




- aA" E=-at 
-" aA"-
rot(vrotA )+O"Tt=O 
qui constitue laformulation magnétodynamique en potentiel vecteur modifié. 




et donc que si on considère une condition initiale nulle, on a: 






Il s'agit d'une jauge implicite dans (1.46) qui n'apparaît que dans les régions conductrices. 
Cette jauge entraîne la continuité du produit de la conductivité par la composante normale du 
potentiel vecteur modifié A *. Par conséquent, à la surface de séparation entre deux matériaux 
de conductivité différente, la composante normale de A * est discontinue. Sa composante 
tangentielle doit, par contre, rester continue afin d'assurer la continuité de la composante 
normale de ÏJ. 
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4. La méthode des éléments finis 
Dans le paragraphe précèdent, nous avons vu que les phénomènes électromagnétiques dans un 
domaine a de frontière r sont décrites à l'aide des opérateurs différentiels locaux, qui 
régissent la répartition spatiale des champs vectoriels. A ces opérateurs on associe des 
conditions aux limites, afin d'assurer l'unicité du champ magnétique et électrique. 







où L est un opérateur différentiel d'ordre n, B est un opérateur qui définit une condition à la 
limite, f et g sont des 'fonctions respectivement définies sur a et r, connues, et u est une 
fonction inconnue appartenant à un espace fonctionnel des solutions admissibles. 
Pour pouvoir résoudre numériquement tout problème continu, il est nécessaire de passer par la 
formulation faible du problème, qui peut être obtenue soit en appliquant la méthode de 
Galerkine, soit en minimisant la fonctionnelle d'énergie associée au modèle physique. Les deux 
méthodes sont sensées donner le même résultat si l'opérateur L est auto-adjoint. 
La méthode de Galerkine consiste à rechercher des fonctions u qui annulent la forme intégrale 
suivante: 
F(u)= f w(Lu- !)da=O (1.51 ) 
n 
pour toute fonction test ou de pondération w appartenant au même espace fonctionnel que 
l'espace des solutions admissibles. 
Dans la forme intégrale (1.51) le problème physique est encore continu. La méthode des 
éléments finis consiste à chercher une solution approchée uh du système discret, en résolvant 
celui-ci dans un sous-espace Uh de dimension finie, de l'espace des solutions admissibles. La 
construction de l'espace Uh par la méthode des éléments finis passe tout d'abord par la 
subdivision du domaine d'étude par des éléments géométriques simples. L'espace Uh est alors 
constitué de fonctions d'approximation définies sur chaque élément géométrique. Ces 
fonctions sont généralement polynomiales, le plus souvent linéaires ou quadratiques, vérifiant 
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4.1. Espace des solutions admissibles [Bossavit-93][Bossavit-96] 
Dans le domaine Q de calcul, l'énergie magnétique défInie par: 
Ë __ 
W = f (f HdBJdQ (1.52) 
n 0 
est finie. 
D'autre part, on sait que la dissipation par effet Joule dans un matériau conducteur de 
résistivité p , donnée par l'expression: 
P = f pJ2dQ = f p(rotHldQ (1.53) 
n n 
est aussi fInie. 
Ceci impose des conditions sur l'espace dans lequel on va chercher les solutions. 
Si l'on note: 
(1.54) 
l'espace des fonctions vectorielles à valeurs complexes de carré du module sommable, le champ 
magnétique fI peut être recherché dans l'espace Hilbert suivant: 
H(rotJ={WEL2(QJ; rotWEL2 (QJ} (1.55) 
Par ailleurs, B peut être recherché dans l'espace: 
H(divJ={WEL2(QJ; divWEL2(QJ} (1.56) 
Tenant compte de la relation de définition du potentiel vecteur magnétique, i.e. B= rotA, il en 
résulte que A doit être recherché dans l'espace H(rot) . 
Une propriété fondamentale des fonctions des espaces H(rot) et H(div) est qu'elles sont à 
composantes tangentielles continues et respectivement à composante normale continue sur le 
domaine Q de définition. 
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Notons que les conditions aux limites sur les frontières du domaine imposent des restrictions 
sur les espaces admissibles. 
4.2. Éléments géométriques 
Un maillage d'un domaine est représenté par un ensemble d'éléments géométriques (Fig. 1.3) 
pouvant être des tétraèdres, des hexaèdres, des prismes et des pyramides. A ce maillage on 
associe quatre types d'entités géométriques: les volumes, les facettes, les arêtes et les noeuds. 
Le maillage est appelé conforme quand l'intersection de deux éléments est soit une facette, soit 






Fig. 1.3 Éléments géométriques 
4.3. Fonctions d'interpolation 
Sur chaque élément géométrique on peut construire des fonctions d'interpolation, qu'on 
résume dans le tableau LI. Pour chaque type d'interpolation, on précise les propriétés des 
fonctions d'interpolation et les entités géométriques sur lesquelles elle s'appuient. 
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Tableau 1.1 Propriétés de différents types d'interpolation 
Typ_e d'interpolation Propriétés Entitégéométrique 
nodale continuité de la fonction noeud 
interpolé 
conforme dans H(rot) ou continuité de la composante arête ( facette et volume pour 
d'arête tangentielle les ordres supérieurs) 
conforme dans H(div) ou de continuité de la composante facette 
facette normale 
volume discontinuité de la fonction volume 
interpolé 
L'utilisation rationnelle de ces éléments satisfait naturellement la continuité requise des 
différentes variables scalaires et vectorielles. Ainsi, pour interpoler les potentiels scalaires, 
magnétique ou électrique, on va utiliser les éléments nodaux. Par contre, si on a des variables 
vectorielles de type champ ou potentiel vecteur, il est plus naturel d'utiliser les éléments 
mixtes conformes dans H(rot). Les éléments de facette, quand à eux, peuvent être utiles pour 
interpoler l'induction électrique ou magnétique, et les éléments de volume pour interpoler une 
variable de type densité de charge. 
Nous commençons par rappeler la description de quelques éléments finis nodaux, 
spécialement ceux de Lagrange, qui nous serviront ensuite à l'introduction des éléments mixtes. 
4.3.1. Éléments finis nodaux [Zienkiewicz-89][Dhatt-84] 
Les éléments nodaux sont les éléments les plus usuels de la méthode des éléments [mis. Ces 
éléments permettent de générer des fonctions continues, à valeurs scalaires, qui définissent de 
façon unique sur les éléments géométriques dits de type k et notés Pk tout polynôme de degré 
k. L'ensemble des degrés de liberté est constitué des valeurs de la variable interpolée aux 
noeuds. Les valeurs de la variable interpolé sur chaque frontière ne dépendent que des valeurs 
nodales sur celle-ci, et par conséquence, la variable est continue au passage d'un élément fini à 
l'autre. 
Les éléments nodaux peuvent également être utilisés pour interpoler des variables vectorielles, 
cas dans lequel les degrés de liberté sont les valeurs des 3 composantes aux noeuds de 
l'élément. Ainsi, dans l'approximation d'un vecteur à l'aide des fonctions nodales, on impose à 
chacune de ses composantes d'être continue. 
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Élément de référence 
Les notions d'élément de référence et de transformation géométrique permettent de simplifier 
la définition des fonctions de base pour des éléments géométriques de forme compliquée. Un 
élément géométrique quelconque K, dit réel, peut se ramener à un élément de référence, noté 
Kr, dans un système de coordonnées de référence (u, v, w), par une transformation géométrique 
F. Cette transformation doit être inversible et associer à tout point u de Kr un seul point x 
dans K défini par: 
x=F(u) (1.51 ) 
Dans le cas d'un élément isoparametrique, la transformation F s'exprime à l'aide des fonction 
de base nodales, définis dans l'élément Kr. 
4.3.1.1. Élément nodal Pl sur le tétraèdre 
C'est l'élément géométrique le plus simple et le plus utilisé dans la modélisation 
tridimensionnelle. Nous allons expliciter les fonctions de base pour en tétraèdre de référence, 

















Fig. lA Tétraèdre de référence d'ordre 1 
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4.3.1.2. Élément nodal Pl sur l'hexaèdre 









Fig. 1.5 Hexaèdre de référence d'ordre 1 
Les fonctions de Lagrange associées aux sommets s'écrivent: 
Noeud F onction de base 
associée 
Ml ( 1, 1, 1) (1 +u)(l +v)(1 +w)/8 
M2 (-1, 1, 1) (1-u)(l +v)(1 +w)/8 
M3 (-1,-1, 1) (1-u)(1-v)(l +w)/8 
M4 ( 1,-1, 1) (1 +u )(1-v)(1 +w)/8 
M5 ( 1 , 1,-1) (1 +u)(1 +v)(1-w)/8 
M6 (-1, 1,-1) (1-u)(l +v)(1-w)/8 
M7 (-1,-1,-1) (1-u)(1-v)(1-w)/8 
M8 ( 1,-1,-1) (1 +u)(1-v)(1-w)/8 
4.3.1.3. Élément nodal Pl sur le prisme 
L'élément de référence considéré est un prisme unitaire, de sommet M1-M6 (Fig. 1.6): 
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Noeud F onction de base 
. , 
aSSOClee 
M1(1,0, 1) u (l+w)/2 
M2 (0,1, 1) v (1+w)/2 
M3 (0,0, 1) 1-u-v)(1 +w)/2 
M4 (1,0,-1) u (1-w)/2 
MS (0,1,-1) v (1-w)/2 





1 wU 1 1 
1 





M6 / ...... M4 
Fig. 1.6 Prisme de référence d'ordre 1 
4.3.2. Éléments finis mixtes conformes dans H(rot) 
Nous avons vu que les éléments nodaux imposent la continuité de la variable interpolée au 
passage d'un élément à l'autre. Cependant, cette propriété n'est pas toujours désirée, surtout 
quand on veut interpoler de variable de type champ électrique ou champ magnétique. Les 
éléments mixtes conforme dans H(rot) sont les plus adaptés à la représentation des champs de 
vecteurs, permettant la discontinuité de la composante normale. 
Introduits vers les années 80, ce type d'élément a les degrés de libertés associés non seulement 
aux noeuds du maillage mais aussi aux arêtes, facettes ou volumes. En [Nédélec-80], l'auteur a 
introduit deux familles d'éléments finis mixtes en 3 dimensions, l'une conforme dans H(div) et 
l'autre dans H(rot). Bossavit a retrouvé les éléments mixtes du premier ordre de Nédélec chez 
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Whitney [Bossavit-88] et il a montré qu'ils sont bien adaptés au calcul des courants de 
Foucault [Bossavit-93] et dans les problèmes de diffraction en électromagnétisme [Bossavit-
89]. Actuellement, ce type d'élément est largement utilisé pour de diverses applications [van 
Welij-85], [Ren-88], [Webb-93-2], [Albanese-93], [Dular-94], [Yao-95], [Ren-96-1]. 
Les éléments mixtes conforme dans H(rot) sont également connus sous le nom de éléments 
d'arête ou I-forme de Whitney ou éléments tangentiels ou éléments mixtes de H(rot). Ces 
éléments sont vectoriels et ils imposent uniquement la continuité de la composante tangentielle 
du champ. 
4.3.2.1. Principes fondamentaux 
- les degrés de liberté sont associés aux entités géométriques de l'élément, c'est-à-dire arête, 
facette et volume, d'où leur nom d'éléments mixtes. 
- pour pouvoir imposer la continuité de la composante tangentielle de la variable, celle-ci va 
être déterminé de façon unique sur chaque frontière de l'élément par la seule donnée des 
degrés de liberté défmis sur la frontière. Ainsi, la composante tangentielle va être localisée sur 
la frontière et par conséquent, elle sera commune à l'élément voisin. 
Il existe deux familles d'éléments mixtes, l'une est dite 'incomplète' et l'autre 'complète'. La 
première est décrite dans [Nédélec-80] tandis que la seconde est décrite dans [Nédélec-86]. 
Pour la famille incomplète, l'espace d'interpolation est un espace de vecteurs dont les 
composantes normales et tangentielles appartiennent à des espaces de polynômes différentes. 
Pour la famille complète, l'espace d'interpolation est un espace de vecteurs où les 
composantes normale et tangentielles sont de degré identique. 
Dans la suite, nous allons présenter les fonctions de base mixtes qui ont été utilisées tout au 
long de ce travail. 
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4.3.2.2. Éléments mixtes H(rot) sur le tétraèdre [Webb-93-1] 
Dans le tableau 1.2 on présente les fonctions de base pour trois ordres d'interpolation. Pour 
chaque ordre on donne le nombre de fonctions; chaque fonction est associée à une arête (E) ou 
une facette (F). 
Tableau 1.2 Fonctions de base mixtes sur le tétraèdre 
Ordre d'interpolation Nombre total de Localisation et F onctions de base 
degrés de liberté nombre de d.d.l. . 
associé 
Ei-i (6) Ni gradu Ni - Ni gradu Ni 
1 er ordre incomplet 6 
Ei-i (6) Ni gradu Ni + Ni gradu Ni 
1 er ordre complet 12 
Fi-j-k (8) Nk Nj gradu Ni 
Nk Ni gradu Ni 
2ème ordre incomplet 20 
Les fonctions de base mixte font apparaître les fonctions de base nodales (qui ont été 
explicitées antérieurement), notées Ni, et leurs gradients calculés dans le repère local (u,v,w), 
notés gradu Ni. 
Fonctions associées aux arêtes: 
A l'ordre 1 incomplet, l'ensemble de fonctions associées aux arêtes notées Ei-j, de sommets i et 
j, se composent de six fonctions s'appuyant chacune sur une arête. Pour les ordres plus élevés, 
on ajoute encore une fonction par arête. 
Fonctions associées aux facettes: 
A l'ordre 2 incomplet, les fonctions associées aux facettes se compose de huit fonctions, 
chaque facette Fi-j-k ayant deux fonctions. 
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Remarque 
Ces trois éléments sont hiérarchiques. Cela signifie que les fonctions de base pour un élément 
sont un sous-ensemble des fonctions de base pour l'élément d'ordre plus élevé. Par exemple, 
l'élément incomplet du premier ordre a six fonctions de base (une par arête). L'élément 
complet du premier ordre a les fonctions de base précédentes plus six fonctions additionnelles 
(une par arête). L'élément du second ordre incomplet est obtenu en ajoutant huit fonctions de 
plus (deux pour chaque facette). 
Les propriétés hiérarchiques permettent de mélanger des éléments de différents ordres dans le 
mêmemaillage. 
Quelques propriétés 
Le fait de localiser les degrés de liberté sur les arêtes et sur les facettes afin d'assurer la 
continuité tangentielle au passage entre un élément et l'autre est une propriété remarquable de 
ces éléments. Cette propriété est une conséquence des propriétés de gradu Ni : 
- gradu Ni est un vecteur constant dans le ｴ￩ｾｲ｡￨､ｲ･＠ et il dépend des coordonnés des 
quatre sommets du tétraèdre. 
- gradu Ni est perpendiculaire sur la face Ni = O. 
-la composante tangentielle de gradu Ni sur l'arête ne dépend que des coordonnées de 
deux sommets de l'arête, et est indépendante des coordonnées des autres sommets. 
-la composante tangentielle de gradu Ni sur la facette ne dépend que des trois sommets 
de la facette. 
Pour chaque fonction associée à l'arête Ei-j on peut montrer que: 
- la composante tangentielle de la fonctiôn est nulle sur toute arête autre que Ei-j et sur 
celle-ci ne dépend que des coordonnées des sommets i et j. 
- la composante tangentielle à une facette est nulle si la facette ne contient pas l'arête 
Ei-j, et sur une facette contenant Ei-j elle ne dépend que des coordonnés des sommets de la 
facette. 
Donc, sur l'arête Ei-j la composante tangentielle n'est contrôlée que par les coefficients de la 
fonction associée à cette arête; ces coefficients ne sont déterminés que par les coordonnées des 
sommets i et j et non par les coordonnées des autres sommets. 
D'une façon analogue, pour chaque fonction associée à la facette Fi-j-k, on peut montrer que: 
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- la composante tangentielle de la fonction sur une arête est nulle sur toute arête 
- la composante tangentielle de la fonction est nulle sur toute facette autre que Fi-j-k , 
et sur cette facette ne dépend que de coordonnés de trois sommets iJ et k. 
Sur la facette, la composante tangentielle n'est contrôlée que par les coefficients des fonctions 
d'arête appartenant à la facette et des fonctions de facette associées; ces coefficients ne sont 
déterminés que par les coordonnées de sommets i j et k de la facette. 
4.3.2.3. Éléments mixtes H(rot) sur l' hexaèdre 
Dans le tableau 1.3 on présente les fonctions de base construites sur l'hexaèdre, pour trois 
ordres d'interpolation. Les fonctions sont associée aux arêtes (E), aux facettes (F) et au volume 
(V), suivant l'ordre d'interpolation. 
Tableau I.3 Fonctions de base mixtes sur l'hexaèdre 
Ordre d'interpolation N ombre total de Localisation et F onctions de base 
degrés de liberté nombre de d.d.l. 
associé 
Ei-i (12) ( Ni + Ni ) gradu n-i 
1 er ordre incomplet 12 
EH (12) (Ni - Ni ) gradu n-i 
1 er ordre complet 24 
Fi-j-m-k (24) Ni Nj gradu r m-k 
Vi-i-m-l (6) Ni Ni gradu r mol 
2ème ordre incomplet 54 
Dans l'expression des fonctions de base, Ni est la fonction nodale associée au noeud i et n-j 
est une fonction génératrice de direction n _j associée à deux noeuds i et j. Elle vaut 0 sur la 
facette du noeud i de départ et 1 sur la facette du noeudj d'arrivée. 
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Fonctions associées aux arêtes 
A l'ordre 1 incomplet, l'ensemble de fonctions associées aux arêtes notées Ei-j, de sommets i et 
j, se compose de douze fonctions s'appuyant chacune sur une arête. Pour les ordres plus 
élevés, on ajoute encore une fonction par arête. 
F onctions associées aux facettes 
A l'ordre 2 incomplet, les fonctions associées aux facettes se composent de vingt-quatre 
fonctions, chaque facette portant 4 fonctions, soit une par arête de facette. Fi-j-k-m est la 
fonction associée à la facette qui contient l'arête i-j de noeud milieu m, et k, le noeud milieu de 
l'arête opposée. Pour chaque facette, on associe quatre fonctions, s'appuyant chacune sur une 
médiane. 
Fonctions associées au volume 
A l'ordre 2 incomplet, les fonctions associées au volume se composent de 6 fonctions, soit une 
par facette du volume. Soit une facette de noeuds diagonaux i-j et de centre m. Soit Ile centre 
de la facette opposée. La fonction qui s'appuie sur la facette i-j et la médiane m-l est notée Vi-
j-m-l. 
4.3.2.4. Éléments mixtes H(rot) sur le prisme 
Dans le tableau 1.4 on présente les fonctions de base construites sur le prisme, pour trois 
ordres d'interpolation. 
Une fonction génératrice de direction n-j associée à une arête verticale i-j vaut 1 sur cette arête 
et 0 sur la facette rectangulaire verticale opposée. Les trois fonctions associées aux arêtes 
verticales sont: 
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Une fonction génératrice de direction n-}k associée à la facette triangulaire horizontale i-j-k 
vaut 1 sur cette facette et 0 sur la facette tria,gulaire opposée. Les deux fonctions associées aux 
facettes triangulaires horizontales sont: 
r1-2 -3 = (1 +w) 12 r4-6 -5 = (1-w) /2 
Tableau 1.4 Fonctions de base mixtes sur le prisme 
Ordre d'interpolation Nombre total de Association et Fonctions de base 
degré de liberté nombre de d.d.l. 
associé 
Ei-j (6) Ni gradu rH' - Ni gradu n-i' 
Ei-i' (3) Ni gradu q-j-j" -
- Ni gradu n-i-i" 
1 er ordre incomplet 9 
Ei-j (6) Ni gradu q-j' + 
+ Ni gradu n-i' 
Ei-i' (3) Ni gradu rj_j_j" + 
+ Ni gradu n-i-i" 
1 er ordre complet 18 
Fi-i-k-l (6) Ni Ni gradu Ik-l 
Fj-k-I-i (6) Ni Nk gradu rt-i 
Fi-i-k (6) Ni Ni gradu Ik-k' 
Vi-k-m-n (3) Ni Nk gradu r m-n 
2ème ordre incomplet 39 
Fonctions associées aux arêtes 
Al' ordre un incomplet les fonctions associées aux arêtes se composent de six fonctions qui 
s'appuient sur les arêtes horizontales, notées Ei-j et trois fonctions sur les arêtes verticales, 
notées Ei-i'. Pour les ordres plus élevés, on ajoute encore une fonction par arête. Dans les 
expressions des fonctions, i-i' etj-j' sont les arêtes verticales passant par i et j, et i-i-i" etj-j-
j" sont les facettes triangulaires horizontales passant par i et j. 
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Fonctions associées aux facettes 
A l'ordre deux incomplet les fonctions de facette se composent de dix-huit fonctions, réparties 
de la façon suivante: chaque facette quadrilatère a quatre fonctions, une par arête de facette, et 
chaque facette triangulaire porte trois fonctions, soit une par arête de facette. Soit i-j-k-l une 
facette quadrilatère où i-j et k-l sont des arêtes horizontales et j-k et l-i sont des arête 
verticales. La fonction de base associée à cette facette et qui s'appuie sur une arête horizontale 
est noté Fi-j-k-l, tandis que celle qui s'appuie sur une arête verticale est noté Fj-k-I-i. La 
fonction associée a une facette triangulaire est noté Fi-j-k . 
Fonctions associées au volume 
Al' ordre deux incomplet les fonctions associées au volume se composent de 3 fonctions, soit 
une par facette quadrilatère du volume. Soit i-j-k-l une facette quadrilatère de diagonale i-k (et 
j-l) et m-n l'arête opposée à la facette. La fonction de base associée est noté Vi-k-m-n . 
La validation des fonctions de base mixtes se fera dans le deuxième chapitre, en même temps 
que l'étude de la formulation en potentiel vecteur. 
4.4. Conclusion 
Nous avons présenté les fonctions de base qui sont indispensables à la mise en oeuvre de la 
méthode des éléments finis, sur les éléments géométriques les plus courants (tétraèdres, 
hexaèdres, prismes). A partir des fonctions de base nodales, nous avons explicité une famille 
des fonctions mixtes de H(rot), qui est caractérisée par le fait que les degrés de liberté sont 
hiérarchiques. 
Notons aussi l'existence des fonctions de base mixtes de H(rot) sur la pyramide [Coulomb-97]. 
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5. Conclusion 
Au cours de ce chapitre, après avoir présenté les équations qui régissent les phénomènes 
électromagnétiques dans le cadre de l'approximation macroscopique, on a vu qu'elles peuvent 
être simplifiées à travers des hypothèses simplificatrices, mieux adaptées aux méthodes 
numériques. 
Le passage du modèle physique continu au modèle discret se fait par l'application de la 
méthode des éléments finis qui est basée sur le processus de discrétisation de l'espace des 
solutions admissibles à l'aide des fonctions construites sur les éléments finis. 
Enfin, nous avons présenté les éléments finis qui serviront tout au long de cette étude, les 
éléments nodaux Pl et les éléments mixtes conf onnes dans H(rot), en explicitant les fonctions 





Chapitre II. Formulations magnétostatiques 
1. Introduction 
Ce chapitre est consacré à l'étude des formulations magnéto statiques basées sur le potentiel 
vecteur dans le contexte de la méthode des éléments finis. 
Dans le chapitre précèdent nous avons vu que le potentiel vecteur magnétique peut être 
interpolé soit en utilisant les éléments nodaux soit en utilisant les éléments mixtes. Suivant le 
type d'élément utilisé, le traitement de l'unicité du potentiel vecteur n'est pas le même, ce qui 
entraîne des propriétés particulières au niveau du comportement numérique de la formulation. 
Nous nous proposons, dans ce chapitre, d'identifier clairement les contraintes et les problèmes 
numériques liées à l'utilisation des interpolations nodales et mixtes, afin de disposer d'une 
formulation robuste et générale, capable de modéliser les dispositifs électrotechniques réels. 
Après l'écriture de la formulation sous la forme discrète, nous allons exposer à l'aide 
d'exemples numériques les particularités de chaque type d'interpolation au niveau de l'unicité 
et les difficultés qu'elles entraînent. 
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2. Forme discrète de la formulation en potentiel vecteur magnétique 
Soit neq le nombre de degrés de liberté de la discretisation et W; avec i = 1, ... , neq les fonctions 
test appartenant à l'espace pk pour les éléments nodaux et H(rot) pour les éléments mixtes et 
vérifiant la condition (II. 1 ): 
ii x W; = <5, sur la frontière r B où ii· Ë = 0 (ILl) 
L'application de la méthode de Galerkine à l'équation (1.20), qui constitue la formulation en 
potentiel vecteur magnétique, permet d'écrire: 
JW;' rot(vrotA)do. = JW;' J dO. avec i=1, ... ,neq 
il il 
(II.2) 
Après l'application du théorème de Green, la forme discrète de la formulation devient: 
f (rotW;vrotA)do.-f W;(iixvrotA)dr= f (W;J )do. (IL3) 
n r n 
L'intégrale surfacique de (IL3) disparaît sur rB à cause de la condition (ILl) et sur rH afm 
d'assurer faiblement la condition (1.21), i.e. ii x H = <5. La suppression du terme surfacique va 
aussi assurer la conservation faible de Ht au passage d'un élément à l'autre. 
La forme matricielle de la formulation se déduit très aisément de l'équation (II.3), en exprimant 
A comme une combinaison linéaire des fonctions de base et des degrés de liberté associés. Le 
système à résoudre s'écrit: 
t[J(rotW;vrotWj)do.]Aj = JW;' J dO. pour i=1, ... ,neq (II.4) j=l il il 
Notons que la matrice du système est symétrique et défmie semi-positive. 
RemarCJue 
Le système matriciel ainsi obtenu est équivalent au système issu de la minimisation de la 
fonctionnelle suivante [Coulomb-8l]: 
ｾＨａＩ］＠ J[ÎHdË-AJ]do.- J(Àr x Ht)iidr 
il 0 r 
(IL5) 
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Le terme surfacique de (11.5) traduit les conditions aux limites et il est nul dans le cas des 
conditions naturelles sur les frontières. 
La formulation discrète (II.3) n'assure pas l'unicité du potentiel vecteur. Ceci se traduit, au 
niveau matriciel par le fait que dans la matrice du système à résoudre est singulière. Sous 
certaines conditions, la résolution numérique de ce système est encore possible. 
Le fait que le potentiel vecteur n'est pas unique, ne constitue pas un obstacle, vue que le 
champ l'est et qu'il constitue la seule grandeur physiquement appréciable. 
Au niveau numérique, le potentiel vecteur en éléments nodaux a un comportement bien 
diffèrent de celui en éléments mixtes H(rot). Dans la suite, nous allons expliciter les 
caractéristiques de chaque type d'interpolation, nodale et mixte. 
3. Formulation en potentiel vecteur, basée sur l'interpolation nodale 
L'expérience acquise depuis plusieurs années montre que la formulation en potentiel vecteur 
basée sur les éléments nodaux se comporte très mal lorsqu'on n'assure pas l'unicité du 
potentiel vecteur. Pour le cas particulier des problèmes à nombre réduit de degrés de liberté, la 
convergence peut être possible, au prix d'un nombre très élevé d'itérations du solveur itératif 
utilisé. Plus généralement, pour les problèmes de taille importante, la convergence est souvent 
impossible. 
Il convient donc d'assurer l'unicité du potentiel vecteur dans le contexte des éléments nodaux. 
3.1. Introduction de la jauge de Coulomb par pénalité 
Le problème de l'unicité de potentiel vecteur magnétique a fait l'objet d'un nombre 
impressionnant de travaux. Depuis les années 80, date à laquelle on a commencé à appliquer 
effectivement la formulation en potentiel vecteur sur des problèmes tridimensionnel, le 
problème suscite l'intérêt des chercheurs. 
La jauge la plus couramment utilisée est la celle de Coulomb, i.e. div A = 0, qui est introduite 
dans la formulation (1.20) à travers un terme de pénalité; cela donne la formulation en potentiel 
vecteur avec lajauge de Coulomb: 
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rot(vrotA)- grad(AdivA) = J (11.6) 
où À est un paramètre d'espace, positif, ayant la dimension d'une réluctivité et qui impose 
d'une manière plus ou moins forte la jauge dans l'équation (II.6). Si À est choisi trop grand, 
c'est la jauge qui va dominer la solution et non pas le phénomène physique. Inversement, si À 
est trop petit, lajauge ne va pas être imposée que d'une manière faible. Aux deux extrémités, la 
matrice du système devient mal conditionnée. Le choix optimum pour À, qui minimise le 
nombre d'itération du solveur itératif nécessaire à résoudre le système, est v, la réluctivité du 
matériau. Pour les matériaux non-linéaires, le choix le plus utilisé est À = v( B = 0) dans les 
milieux isotropes et À = Ilv( B = 0 )11, dans les milieux anisotropes [Coulomb-8I]. 
L'introduction du terme de pénalité n'est pas suffisante pour assurer l'unicité et certaines 
conditions aux limites doivent être rajoutées aux conditions (1.21-1.23). Il s'agit de [Coulomb-
81], [Biro-89]: 
n . A = 0 sur rH 
divA = 0 sur rB 
(IL7) 
(IL8) 
Il faut noter également que l'introduction de lajauge entraîne la conservation de la composante 
normale du potentiel vecteur au passage d'un élément à l'autre. 
Remarque 
Le système matriciel obtenu après l'application de la méthode de Galerkine sur la formulation 
(IL6) est équivalent à la minimisation de la fonctionnelle suivante [Coulomb-8I]: 
F( A) = f[1 HdB- AJ]do. - f Ｈｾ＠ x Ht)ndr + f À (divA)2do. - f (n" A)ÀdivAdr 
n 0 r n2 r 
(II.9) 
On observe que la nouvelle fonctionnelle F( A) est la somme des deux fonctionnelles à 
optimiser simultanément. Une qui traduit le phénomène physique notée FI ( A), définie en 
(IL5), et l'autre F;( A) égale à: 
À - 2 --F;( A) = f -( divA) dO. - J(n· A)ÀdivAdr 
n2 r 
(II. 10) 
qui impose lajauge de Coulomb. 
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Dans la littérature on peut trouver quelques méthodes, différentes de l'approche que nous 
avons présentée, pour imposer l'unicité. Dans la suite, nous allons exposer brièvement les 
méthodes qui nous ont paru les plus intéressantes. 
Autres méthodes pour imposer l'unicité du potentiel vecteur magnétique 
Dans [Hasebe-87], [Kanayama-90] les auteurs proposent une méthode basée sur les 
multiplicateurs de Lagrange: à la fonctionnelle Fj( A) s'ajoute une deuxième fonctionnelle 
Fj( A, p), égale à: 
Fj ( A, p) = f pdiv Adn (11.11) 
n 
En minimisant la fonctionnelle totale Fj( A)+ Fi A, p), les multiplicateurs de Lagrange p 
peuvent être identifiés avec: 
p=vdivA (11.12) 
Les multiplicateurs peuvent être soit gardés comme inconnues et interpolés séparément soit 
éliminés par la relation (II.12). La dernière approche est équivalente à la méthode classique 
dans laquelle À est choisi égal à la perméabilité du matériau. 
Les essais numériques basés sur la première approche ont montré que la matrice du système 
est très mal conditionnée et par conséquent, l'utilisation d'un solveur itératif n'est pas 
envisageable. 
Konrad [Konrad-89] impose explicitement lajauge divA = 0 par une méthode de contrainte, ce 
qui a l'avantage de réduire la taille de la matrice (par élimination d'une composante de A). 
Cette technique n'est toujours pas assez maîtrisée pour être appliquée aux problèmes 
tridimensionnels. 
Dans [Mesquita-92],[Mesquita-94] les auteurs proposent l'utilisation d'une jauge incomplète 
de type Â-Ü=O, similaire à la jauge développée pour les éléments d'arêtes [Albanese-90]. La 
construction de l'arbre pose des difficultés à proximité des interfaces entre matériaux 
différents, dans le sens où l'arbre ne doit pas être tangent à ces interfaces. Toutefois, la matrice 
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du système est mal conditionnée, ce qui se traduit par un nombre important d'itérations du 
solveur itératif. 
3.2. Problèmes numériques liés à l'utilisation des éléments nodaux 
Bien que la formulation en potentiel vecteur avec la jauge de Coulomb semblait être très 
générale et robuste, au fil des années les expériences numériques ont révélé l'existence de 
problèmes numériques liés à l'utilisation de la jauge, dans le contexte des éléments nodaux. 
Ainsi, de nombreux travaux signalent les pertes de précision dans le cas des problèmes 
comportant des régions à perméabilité magnétique différente [Demerdash-90], [Preis-9l], 
[Mesquita-92],[Mesquita-94], [Dreher-94], [Perrin-94], [Preis-92]. 
Morisue [Morisue-90] met en évidence une forte sensibilité du potentiel vecteur magnétique à 
proximité des coins des matériaux ferromagnétiques, sur le problème bidimensionnel de la (Fig. 
II.l). La région ferromagnétique est supposée entourée par un inducteur linéique, parcouru par 






Fig. 11.1 Coin ferromagnétique 
Sous l'hypothèse que ｾ＠ H 00, l'auteur calcule analytiquement le potentiel vecteur solution du 
Jlo 
système (II.6) et les conditions aux limites (I.2l-I.23), (II.7-II.8). Il montre qu'à proximité du 
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Ax(x,y)=O 
ｾＬＨｸＬｹＩ］ｏ＠
avec a un paramètre constant. 
L'induction Bz dans le coin est calculée par: 
_ ｡ｾＨｸＬｹＩ＠ aAJx, y) ( ) 0 B a y-x = 
z - ax ay 
(11.13) 
(II. 14) 
En conclusion, même si la valeur exacte de l'induction dans la région ferromagnétique, y 
compris le coin est Bz =!Ù (T), la formulation en éléments nodaux, avec la jauge de Coulomb, 
va fournir une induction nulle dans le coin. Ce phénomène va se traduire par une répartition 
non-physique du flux sur l'interface air/fer. 
Dans [Preis-91] les auteurs observent ce phénomène et proposent une autre explication basée 
sur l'incapacité de la formulation à assurer correctement le saut de la composante tangentielle 
de Ë aux interfaces air/fer. Afin de résoudre ce problème, ils proposent la libération de la 
composante normale de A sur les interfaces air/fer, étant donné que pour assurer la continuité 
de Bn à travers les interface seule la continuité de ｾ＠ est requise. 
Comme on va le voir à travers les exemples numériques, cette technique améliore nettement la 
distribution du flux dans les pièces ferromagnétiques, sans toutefois résoudre le problème des 
pertes de précision dans le cas des circuits magnétiques fermés. 
3.3. Investigations numériques 
Nous souhaitons, à l'aide d'investigations numériques, d'identifier clairement les problèmes 
numériques liées à l'utilisation des éléments nodaux afin de les maîtriser et, par conséquent, de 
disposer d'une formulation robuste, capable de modéliser les problèmes réels. 
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3.3.1. Barreau de fer en champ magnétique uniforme 
Intérêt 
Le but de cet exemple est de montrer que le potentiel vecteur Â en éléments nodaux est très 
sensible aux coins à l'interface entre un matériau ferromagnétique et l'air. Ce problème simple 
va permettre également la mise en évidence des effets de la libération de la composante 
normale de A sur l'interface air / fer. 
Description du problème et méthodes utilisées 
La géométrie est constituée d'un barreau de fer infiniment long, plongé dans un champ 
magnétique uniforme suivant l'axe z, créé à l'aide des conditions aux limites imposées sur les 
bords du domaine. (Fig. II.2) 
x 
Fig. II.2 Barreau ferromagnétique en champ magnétique uniforme 
Le problème a été modélisé successivement à l'aide de quatre méthodes: 
Cas no. 1: la formulation avec jauge de Coulomb et composante normale ｾ＠ continue 
Cas no. 2: la formulation avec jauge de Coulomb et composante normale ｾ＠ libérée sur 
l'interfaceair/fer 
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Cas no. 3: la formulation non-jaugée et ｾ＠ continue 
Cas no. 4: la formulation non-jaugée et ｾ＠ libérée à l'interface 
Le maillage utilisé comporte 1330 éléments hexaédriques du deuxième ordre (Fig.II.3 ). 
Fig. II.3 Maillage utilisé pour le barreau ferromagnétique 
Résultats 
La figure II.4 montre la distribution de l'induction magnétique dans le domaine de calcul pour 














a) Cas 1. Fonnulation jaugée. Composante ｾ＠ b) Cas 2. Fonnulationjaugée. ｃｯｭｰｯｳ｡ｮｴ･ｾ＠ libérée 
continue 
- 57 -










c) Cas 3. Fonnulation non-jaugée. Composante A" d) Cas 4. Fonnulation non-jaugée. Composante A" 
continue libérée 
Fig. lIA Répartition de l'induction magnétique dans le domaine de calcul 
Tableau 11.1. Valeurs extrêmes et moyennes de l'induction 
Méthode Maximum Bz (T) Minimum Bz (T) Moyenne Bz (T) Solution 
analytique Bz (T) 
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Dans les cas des formulations à composante normale continue, qu'elles soient jaugée ou non, 
on s'aperçoit que l'induction n'est pas constante dans le barreau, elle diminue à proximité des 
coins. Le phénomène est plus accentué pour la formulation jaugé. Malgré cette répartition 
non-physique de l'induction, le flux total reste très proche de la valeur analytique. 
Pour les formulations avec composante normale A,. discontinue, le fait de libérer la 
composante normale de Â entraîne une meilleure répartition du flux, en concordance avec le 
phénomène physique. 
A titre de comparaison, on fournit les résultats obtenus avec la formulation en éléments 
mixtes, pour montrer que cette dernière ne rencontre pas de difficultés à modéliser l'exemple 
traité. 
Conclusions 
Le potentiel vecteur en éléments nodaux (jaugé ou non) est sensible aux coins entre les 
matériaux de différentes perméabilités. 
La libération de la composante normale sur les interfaces entre les matériaux de perméabilité 
magnétique différente améliore nettement la répartition du flux magnétique. 
3.3.2. Circuit magnétique fermé 
Intérêt 
Le but de cet exemple est de montrer que l'introduction de la jauge de Coulomb entraîne des 
résultats déraisonnables dans le cas d'un circuit magnétique fermé. 
Description du problème et méthodes utilisées 
La géométrie du problème est constituée d'un circuit magnétique fermé, entouré par une 
bobine parcourue par un courant continu de 10 Il 0 At (Fig. 11.5). Le matériau magnétique du 
circuit est supposé linéaire, de perméabilité relative 5000. 
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Fig. ILS Géométrie du circuit magnétique étudié 
Tenant compte des symétries du problème, seul un quart de la géométrie a été modélisé. Le 
maillage comporte 5141 éléments tétraédriques du deuxième ordre. 
Les calculs ont été effectués avec les mêmes formulations que dans l'exemple précèdent. 
Résultats 
Le tableau II.2 résume les caractéristiques de résolution des méthodes utilisées. On note le 
nombre très élevés d'itérations nécessaire au solveur ICCG pour converger, dans le cas des 
formulationsnon-jaugées. 
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Tableau 11.2. Caractéristiques de résolution du circuit magnétique fermé 
Méthode Nombre 
d'inconnues 
F ormulationj augée. 19958 
Composante Ali 
continue 
Formulation jaugée. 20551 
Composante Ali 
libérée 








* Critère de convergence: 10-4 
Station utilisé : HP 700 
Nombre de termes Nombre 


















ｾ｡ｏｖ＼ｂｍａｇｬｬ＠ 17 tüvedUX Hln=-2.729E-Q3 Ma)!,: 3.052(-01 Ecal"t= 1.925[-02 
a) Cas 1. Formulation jaugée. Composante An continue 
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.3 
HOD'I(BHAGU 17 rHve.wx Hln=-2.627[-03 Max . .: 3.085E-Ol Ecart: 1.945[-02 






HODV(BHAGl) 17 NIveaux Hln=-1.229E-02 Max.= 1.268E+00 Ecart .. 8.003[-02 
c) Cas 3 . Fonnulation non-jaugée. Composante Ail continue 
HODVCBMAGll 17 Niveaux Hln=-1.052E-02 Max." 1.226E-+-00 Ecart .. 7.741E-02 
d) Cas 4 . Fonnulation non-jaugée. Composante Ail libérée 
Fig. II.6 Distribution de l'induction magnétique 
- 62 -
1.2 
Chapitre Il Formulations magnétostatiques 
Dans le tableau II.3 on montre l'énergie stockée dans le circuit magnétique, calculée avec 
f .!..Ë. H dO. et avec flA. ] dO., et la densité moyenne du flux dans le circuit du coté de la 
0 2 0 2 
bobine. 
Tableau 11.3 Enérgie stockée et flux dans le circuit magnétique 
Méthode Énergie Énergiemagnétique Flux dans le 
magnétiquecalculé calculéavec circuit 
fl- - f1- - magnétique avec -B·Hdn (J) 
-A·Jdo. (J) 
0 2 0 2 (Wb) 
Formulation jaugée. 0,041 0,079 0,0015 
Composante A" 
continue 
Formulation jaugée. 0,041 0,079 0,0015 
Composante A" 
libérée 








Éléments mixtes 0,626 0,626 0,012 
(Formulation non-
jaugée) 
Par rapport à la valeur analytique du flux (<1> = 0,011 Wb), obtenue par un calcul simplifié en 
négligeant les fuites, il est évident que les formulations jaugées produisent des résultats 
excessivement sous-estimés. Le flux calculé n'est pas un accord avec la loi d'Ampère et les 
deux formules pour le calcul de l'énergie magnétique donnent des résultats différents. 
En revanche, les formulations sans jauge fournissent des résultats plus proches du calcul 
analytique. 
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Au niveau de la distribution de l'induction dans le circuit magnétique, on retrouve les mêmes 
observations faites sur l'exemple traité précédemment, dans le sens que la libération de At 
(Cas no. 2 et Cas no. 4) améliore nettement la répartition de l'induction par rapport aux 
formulation à composante At continue. 
La formulation jaugée basée sur les éléments mixtes (Cas no. 5) fournit des résultats tout à fait 
satisfaisants aussi bien au niveau de la répartition physique du flux qu'au niveau des résultats 
globaux. 
Conclusions 
La libération de la composante normale At améliore la répartition du flux mais pas les valeurs 
globales. Dans le cas d'un circuit magnétique fermé, l'introduction de la jauge de Coulomb 
entraîne des résultats numériques excessivement sous-estimés. 
3.3.3. Problème no. 13 du TEAM Workshop 
Intérêt 
Ce problème qui fait partie de la série de cas test internationaux, a été proposé dans le but de 
valider les logiciels de modélisation par rapport à des résultats expérimentaux. Ce test va nous 
permettre de comparer les résultats de différentes simulations avec les mesures et en même 
temps de mettre en évidence sur un problème réel les observations faites antérieurement sur 
des cas d'école. 
Description de la géométrie 
La géométrie étudiée est représentée dans la Fig. II.7. La défInition complète de la géométrie et 
les propriétés physiques peuvent être trouvées dans [Nakata-90]. Un inducteur de section 
carrée est insérée parmi deux plaques en acier, disposées symétriquement de part et d'autre 
､ｾｵｮ･＠ troisième plaque centrale, de façon à ce qu'il y ait quatre entrefers. L'inducteur est 
parcouru par un courant continu de 1000 At. 
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center plate (steel) 
channel (steel) 
coil (dc 1000 and ｾｏｏｏａ＠ T) ｾ＠ ｴＭＭＭｲＭｔＭＭｴ［［［Ｚ［Ｚ［［ｾ＠






• 1 1. 120 .11 .. 
4.2 3.2 







lI"l NL-____ ｾｾ＠ __ --__ ｾ＠ __ ___ 
(h) plan view 
Fig. 11.7 Géométrie du problème no. 13 du TEAM Workshop 
Par rapport au problème test originel, la géométrie de l'inducteur a été légèrement modifiée, 
dans le sens que les coins ne sont plus arrondis. Ceci permettra la définition aisée d'une densité 
de courant source à divergence nulle, ce qui va nous permettre d'utiliser la formulation basée 
sur les éléments mixtes (le problème de la divergence nulle va être traité en détail dans le 
paragraphe lIA). 










.............. ｾ＠ .............................. i ............................. ｾ＠ ............................. l ............ .. 
, 1 1 1 
'::::::::::::::::::::::r:::::::::::::::::::::r:::::::::::::::::::::::j::::::::::::::::::::::::::r::::::::::::: 
2000 4000 6000 8000 
H 
(Nm) 
Fig. 11.8 Courbe B(H) utilisée pour le problème no. 13 du TEAM Workshop 
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Conditions aux limites et symétries 
Tenant compte des symétries seul un quart de la géométrie a été modélisé. De plus, le domaine 
d'étude a été limité à une boîte parallélipipédique de dimensions suffisantes et dont les 
surfaces éloignées de la structure modélisent des surfaces à l'infini. 
Méthodes de résolution 
Deux séries d'essais numériques ont été effectuées. Dans la première série on a utilisé la 
formulation en éléments nodaux avec la jauge de Coulomb, la composante normale An étant 
dans un premier cas continue et ensuite libérée aux interfaces fer/air. Les essais avec la 
formulation non-jaugé que nous avons tentés n'ont pas donné de résultats, la convergence du 
solveur itératif l CCG étant impossible. 
Pour la deuxième série d'essai, nous avons utilisé la formulation ｾｮ＠ éléments mixte H(rot), sans 
jauge, à l'ordre 1 incomplet et 2 incomplet. Cet essai nous a permis d'une part de valider les 
éléments mixtes utilisée et d'autre part de comparer les résultats avec ceux fournit par les 
formulations en éléments nodaux. 
Résultats 
Dans la figure n.9 on montre la distribution de l'induction magnétique pour les formulations en 
éléments nodaux. L'induction moyenne dans les plaques magnétiques pour les points spécifiés 
est montrée sur la figure n.1 O. 
Le tableau IIA fournit les paramètres de résolution pour les méthodes utilisées. 
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MODV (BMAGll 17 Ni veaux Min= 1.516E-03 Max. 1. 929E+00 Ecal"t= 1. 204E-Ol 
a) Cas 1. F onnulation jaugée. Composante Ali continue 
.5 
z 
I;ODV (B"1AGU 17 Niveaux Min= 1.093E-02 Max. 1. 445E+00 Ecal"t= 8. 965E-02 
b) Cas 2. Fonnulation jaugée. Composante An libérée 
Fig. 11.9 Distribution de l'induction magnétique dans les plaques d'acier 
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Tableau lIA Caractéristiques de résolution du problème 13 
Méthode Formulation en Formulation en Formulation en 
éléments éléments 
nodamgaugée. nodamg augée. 
ｾ＠ continue ｾ＠ discontinue 
nombre d'éléments 21895 21895 
nombre d'inconnus 86598 89884 
nombre de termes 3838963 4083416 
non-nuls 
mémoirenécessaire 25 25 
(MB) 
Inombre d'itérations 18 18 
Newton-Raphson 
nombre total 4320 4392 
d'itérations ICCG 
temps CPU (s) 24000 25500 
Critère de convergence pour Newton-Raphson : 10-4 
Critère de convergence pour l CCG : 10-4 
Station utilisée: HP 700 
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)( mesures (G=O.52mm) 
.. éléments nodaux; composante normale libérée 
6 éléments nodaux standards 
- - - -+- - - - éléments mixtes du 1-er odre incomplet 
- - " - - éléments mixtes du 2-ème ordre incomplet 
"'"" li! li: li! 'I! 
.-+.- •• -+ ••.. + .. 
" 
position 
Fig. II. 1 0 Induction moyenne pour les positions de mesure spécifiées 
Les formulations basées sur les éléments nodaux, avec la composante normale ｾ＠ libérée ou 
continue, fournissent les même résultats globaux, qui sont dans ce cas largement sous-estimé 
par rapport aux mesures, bien que la libération de la composante normale améliore nettement 
la répartition du flux. 
La meilleure concordance avec les mesures a été trouvée dans le cas de l'utilisation des 
éléments mixtes H(rot) .. 
Conclusion 
Ce problème réel permet de valider le comportement numérique des formulations utilisées mis 
en évidence sur des cas test simples. D'une part, l'utilisation des éléments nodaux conduit à 
des valeurs de flux magnétique sous-estimées par rapport aux mesures et d'autre part, la 
libération de la composante normale de Â aux interfaces air-fer améliore la répartition du flux, 
sans corriger le problème précédant. 
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3.4. Conclusions des investigations numériques 
A l'aide des exemples numériques nous avons identifié clairement les problèmes numériques 
liés à l'utilisation du potentiel vecteur avec les éléments nodaux, avec et sans jauge. 
Les résultats peuvent être résumés ainsi: 
- le potentiel vecteur A, jaugé ou non, est très sensible aux coins entre les matériaux de 
différentes perméabilités 
-l'introduction de lajauge de Coulomb à travers le terme de pénalité a comme conséquence des 
pertes importantes de précisions dans le cas des circuits magnétiques fermés ou présentant un 
faible entrefer. 
- la technique de la libération de la composante normale améliore la répartition physique du 
flux mais ne résout en rien le problème du circuit fermé. 
4. Formulation en potentiel vecteur, basée sur Ilinterpolation mixte 
L'utilisation du potentiel vecteur magnétique, basé sur les éléments mixtes, est une alternative 
puissante à la formulation basée sur les éléments nodaux classiques. L'emploi des éléments 
mixtes permet d'éviter les problèmes numériques spécifiques aux éléments classiques, qui ont 
été présentés dans le paragraphe précédant. En revanche, la question de la jauge en éléments 
d'arête reste ouverte. 
Dans [Albanese-90] les auteurs proposent la construction d'un arbre sur les arêtes du maillage 
et l'élimination des degrés de liberté localisés sur les arêtes appartenant à l'arbre. Des 
expériences numériques ont montré que l'utilisation de l'arbre dégrade fortement le 
conditionnement de la matrice globale, et par conséquent la vitesse de convergence du solveur 
itératif se trouve considérablement ralentie. Pire encore, les résultats dépendent du choix de 
l'arbre [Golias-94]. 
Par ailleurs, des travaux récents [Fujiwara-95], [Ren-96-2], [Ren-96-3] ont montré que la jauge 
n'est pas indispensable, à condition d'assurer la divergence nulle de la densité de courant 
source. Les expériences numériques de Fujiwara analysent différentes possibilités pour la 
définition du courant source dans les coins des conducteurs (Fig. 11.11). 
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Fig. II.11 Différentes possibilités pour la définition du courant source dans un coin 
Il conclut que seuls les cas 1 et 2 assurent la convergence du solveur itératif pour la 
formulation non-jaugée en éléments mixtes. 
Ren montre dans [Ren-96-3] que la condition de divergence nulle de la densité de courant 
source assure la compatibilité du système matriciel global dont la matrice est singulière et que, 
dans ce cas, un solveur itératif de type gradient conjugué impose une jauge. 
Avant d'expliciter la démarche adoptée, nous allons rappeler la notion de compatibilité d'un 
système matriciel singulier. 
4.1. Compatibilité du système d'équations 
Considérons un système linéaire, de type: 
[A] [x] = [b] (H.I5) 
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avec [A] matrice de dimension nXn symétrique et singulière 
[b] vecteur de dimension n x 1 
[x] vecteur inconnu de dimension n x 1 
On se pose la question de savoir quelles sont les conditions sur le second membre [b] pour que 
le système ait une solution dans le cas où la matrice [A] est singulière. 
Conformément à un théorème classique de décomposition, la matrice [A] peut être 
décomposée dans un produit de trois matrices, à savoir: 
[A] = [U] [Â] [U]t (II.l6) 
où [Â] matrice diagonale contenant les valeurs propres de la matrice [A] 
[U] matrice orthogonale construite avec les vecteurs propres, normalisés, de l'équation: 
et 
[U] = [U1, U], •• '" Un] 
Les vecteurs propres [u1 ], [u2 ], ".,[un ] sont orthogonaux entre eux et forment ce qu'on 
appelle les axes principaux de la matrice. 
En remplaçant (II.16) dans (II.15), le système initial se transforme dans le système suivant: 
avec [x 1 = [U]t [x] 
[b '] = [U]t [b] 
[Â.] [x '] = '[b 1 (II. 17) 
Comme [Â.] est une matrice diagonale, les équations peuvent être séparées et résolues 
immédiatement si toutes les valeurs propres Â.ï sont différentes de zéro. 
Si une valeur propre Â.ï = 0, alors l'équation: 
') '-b' II.jXi - i (II.18) 
n'a solution que si bi ' = O. Maintenant, bi ' peut être interprété comme la i-ème composante du 
vecteur [b] dans le système de référence des axes principaux de la matrice: 
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b;' = [ua t [b] (II.19) 
et la condition [Ui] t [b] = 0 a une signification géométrique: le vecteur [b] est orthogonal à l'axe 
principale i. 
On rappelle que l'axe principal [u;] a été définie par l'équation des vecteurs propres: 
[A][Ui] = Ai [ud (II.20) 
et que sous l'hypothèse que Ai = 0 on obtient les vecteurs propres correspondants aux valeurs 
propres nulles: 
[A] [ud = 0 (11.21) 
Si on note avec [U p] la matrice de dimension n x p des vecteurs propres correspondants au p 
valeurs propres non-nuls et avec [Uo] de dimensions n x (n - p) la matrice de dimensions 
n x (n - p) des vecteurs propres correspondants au (n - p) valeurs nulles, la condition de 
compatibilité nécessaire pour que la solution du système singulièr (H.IS) existe, s'écrit: 
(II.22) 
En d'autre termes, la condition de compatibilité demande que le vecteur [b] soit orthogonal à 
chaque solution indépendante de l'équation homogène [A][x] = [0]. 
Remarque 
La condition de compatibilité (II.22) assure l'existence de la solution, mais celle-ci n'est pas 
unique, car l'équation: 
o x;' = 0 (11.23) 
a solution pour tout Xi J arbitraire. 
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4.2. Comment avoir un second membre compatible? 
Dans la littérature, il existe quelques méthodes qui rendent le second membre compatible. 
Dans la suite nous allons rappeler la méthode de l'équation normale et une méthode dite 
d'orthogonalisation. 
4.2.1. Méthode de l'équation normale 
Cette méthode est basée sur la multiplication des deux membres de l'équation (III.l5) par [At 
On obtient: 
[A]t [A] [x] = [A]t [b] (II.24) 
Le nouveau second membre obtenu est toujours compatible, car: 
[ui [A]t [b] = 0 (II.25) 
La démonstration est basée sur la décomposition du second membre conformément au 
théorème (II. 16). 
Cette méthode s'appelle la méthode de l'équation normale et elle présente l'inconvénient 
d'avoir des propriétés de convergence modestes (voir Annexe 1). 
4.2.2. Méthode d'orthogonalisation 
Afin d'assurer le respect de la condition de compatibilité (II.22), on écrit que: 
[b 1 = [b] - [Uo] [q] (I1.26) 
avec [q] un vecteur de dimension (n - p) xl, qui va être déterminé en utilisant la condition de 
compatibilité (11.22) : 
[Uot [b1 = [Uo]t [b] - [Uot [Uo] [q] = 0 (II.27) 
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on obtient un système de dimension (n-p) x (n-p) pour déterminer [q]: 
[Uo]t [Uo] [q] = [Uo]t [b] (II.28) 
Après le calcul du vecteur [q], on obtient le nouveau second membre [b '] du système, à l'aide 
de l'équation (11.26), qui satisfait les conditions requises de compatibilité. 
Remarque 
Même si [b] ne satisfait pas la condition de compatibilité, il existe encore une solution 
possible dans le sens de moindres carrés. La différence [A][x] - [b] peut ne pas être nulle, mais 
on peut minimiser la norme de l'erreur définie comme: 
(II.29) 
4.2.3. Conclusion 
Les méthodes que nous avons présentées s'appliquent sur le système global, après la phase 
d'assemblage et demandent soit des manipulations matricielles très lourdes (la méthode de 
l'équation normale) soit la connaissance des vecteurs propres correspondants aux valeurs 
propres nulles. 
Une approche plus intéressante serait d'assurer la condition de compatibilité par la 
formulation même. 
4.3. Formulations compatibles en potentiel vecteur magnétique 
Dans ce qui suit, nous alons traiter séparement le cas des inducteurs maillés et le cas des 
inducteurs non-maillés. 
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4.3.1. Formulations compatibles pour inducteurs maillés 
La formulation en potentiel vecteur est compatible si la divergence du second membre de 
l'équation (1.20) est nulle en chaque point du domaine de calcul [Ren-96-3]. Physiquement cela 
est toujours vrai, car div] = 0, mais du fait qu'on ne peut pas toujours définir une densité de 
courant à div] = 0, notamment dans le cas des inducteurs cylindriques et présentant des coins 
(Fig. IL Il ), on peut se retrouver avec un système non-compatible. Comme les dispositifs 
électrotechniques réels qu'on souhaite modéliser présentent des inducteurs de formes 
complexes, nous serons obligés d'assurer toujours cette condition de compatibilité. Une 
méthode récemment proposée est basée sur l'introduction d'un potentiel vecteur électrique Ï'a, 
Introduction d'un potentiel vecteur électrique 
Afin d'assurer fortement la condition div] = 0, on introduit un potentiel vecteur électrique tel 
que: 
- -J = rot 1'0 (II.30) 
Si on substitue (II.30) dans (1.20) on obtient la nouvelle équation différentielle à résoudre: 
- -
rot(v rotA) = rot1'o (II.31) 
Après la multiplication de (II.31) avec les fonctions test W; appartenant à 1'espace H(rot), on 
obtient la formulation faible suivante: 
f (rotW;vrotÂ)dn- fW;(iixvrotÂ)dr = f (Ï'arotW;)dn- f W;(iixÏ'a)dr (II.32) 
n r nTO rTO 
où nra est le domaine de définition de Ï'a, 
Les intégrales surfaciques sont nulles si on considère, d'une part, des conditions de frontières 
naturelles et si, d'autre part, on impose la condition ii x Ï'a = 0 sur les limites du domaine de 
calcul de Ï'a, Dans ce cas, le domaine de calcul de Ï'a ne peut pas être limité au volume de la 
bobine mais il doit être obligatoirement élargi à un domaine connexe, comprenant au moins la 
bobine et le trou à 1'intérieur. 
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Une possibilité pour limiter le domaine de calcul de ta à la bobine est de renoncer à imposer 
li x fa = 0 sur les bords. Les expériences numériques ont montré que, si on garde l'intégrale 
surfacique dans le deuxième membre de (II.32), le système n'est plus compatible et par 
conséquent, le solveur itératif ne converge plus. 
Nous allons donc chercher dans un domaine connexe 0.10 un potentiel vecteur électrique 
source, tel que : 
rotTa = J 
ri x ta = 0 sur la frontière r 10 
Ces conditions assurent la compatibilité de la formulation (II.32) [Ren-96-2]. 
(II.33) 
(II.34) 
Dans le cas d'une bobine de forme simple, sous l'hypothèse que la densité de courant est 
constante dans la section transversale (bobine filaire), on peut calculer analytiquement 
l'expression de la fonction vectorielle ta. Quelques formules analytiques simples pour fa 
peuvent être trouvées dans [Biro-93], [Nakata-88]. 
Si la bobine a une forme complexe, on est obligé de prédéterminer numériquement ta. 
Pour trouver ta deux méthodes numériques peuvent être utilisées: la résolution 
électrocinétique et la minimisation dans l'espace H(rot). 
a) Résolution d'un problème électrocinétique [Biro-93] 
Le problème analysé est divisé en deux parties, une partie conductrice, parcourue par des 
courants source de densité connue et une autre où il n'y a pas de courants. 
Si on considère l'équation satisfaite par l'intensité du champ électrique: 
rotE = 0 (11.35) 
et si on prend en compte la relation (1.8), Le. la loi d'ohm, on obtient l'équation différentielle à 
résoudre pour obtenir ta : 
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rotprot'Ï'a = Ô dans la région conductrice (II.36) 
avec une condition aux limites globale: 
J 'Ï'adÏ =1 (II.37) 
r 
Dans l'air, on résout l'équation différentielle suivante: 
rot rot'Ï'a = Ô (II.38) 
Pour assurer la condition (11.34) le domaine de calcul de 'Ï'a peut être soit étendu jusqu'aux 
plans de symétries, ou bien limité à une boîte autour de la bobine, sur laquelle on impose la 
condition (II.34). Cette dernière approche suppose la description géométrique de cette boîte, 
ce qui complique la géométrie du problème. 
La principale difficulté est la prise en compte de la condition globale (II.37). Afin de réduire 
celle-ci à une condition de type locale nous allons introduire dans la région conductrice un 
conducteur imaginaire parcouru par le même courant total 1 Sur la frontière de la région 
conductrice on va imposer: 
(II.39) 
avec fIs le champ source créé par le conducteur imaginaire. 
Une fois le potentiel électrique obtenu, le résultat de cette résolution peut être utilisé dans la 
résolution magnétostatique, à condition que le maillage ne soit pas modifié. 
Choix de la résistivité 
La résistivité électrique p peut être considérée comme une fonction scalaire ou un tenseur. 
Une résistivité scalaire caractérise un matériau isotrope, avec des propriétés électriques 
identiques suivant chaque direction. Par conséquent, seules les inducteurs massifs peuvent être 
modélisés à l'aide d'une résistivité scalaire. La densité de courant obtenue n'est pas distribuée 
uniformément en chaque section transversale de l'inducteur; par exemple, pour un inducteur 
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circulaire la densité de courant va être plus importante à proximité de la surface intérieure que 
àl'extérieur. 
Ce comportement ne peut pas être accepté pour un inducteur filaire, où la densité de courant 
reste uniformément distribuée dans chaque section transversale. Dans ce cas, les 
caractéristiques électriques de l'inducteur seront mieux prises en compte à l'aide d'une 
résistivité tensorielle, avec une résistivité principale suivant la direction des spires et sur les 
autres directions une résistivité plus importante, qui peut être interprétée comme la résistivité 
résiduelle de l'isolation entre les spires. 
Cette méthode a été testée sur le problème no. 13 du TEAM Workshop et a donné de bons 
résultats [Golovanov-96]. Toutefois, vu les difficultés liées au choix de la résistivité électrique 
et à la définition du conducteur imaginaire, cette méthode a été abandonnée au profit de celle 
basée sur la minimisation dans l'espace H(rot). 
b) Minimisation dans l'espace H(rot) [Ren-96-2] 
La deuxième méthode utilisée consiste à minimiser la fonctionnelle suivante dans l'espace 
H(rot) : 
F(Ta)= f (rotfa-] i dQ (lI.40) 
Oro 
avec fi x fa = 0 sur la frontière r T
o (lI.41) 
Le potentiel vecteur Ta solution de (H.40) n'est pas unique. La formulation (H.40) étant 
compatible, le solveur itératif converge toujours. 
Cette méthode présente l'avantage qu'elle peut être généralisée au cas des inducteurs massifs, à 
condition de déterminer en préalable ] par un calcul électrocinétique. 
4.3.2. Validationsnumérigues 
Nous souhaitons analyser la méthode présentée sur le problème no. 13 TEAM Workshop. 
Cette fois-ci, la géométrie de l'inducteur n'est pas modifiée et, par conséquent, vu que les coins 
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de l'inducteur sont arrondis, la condition de divergence nulle de la densité de courant n'est pas 
assurée fortement. 
Pour réduire les temps de calcul, dans un premier temps on utilise un maillage moyen, 
comportant 27549 tétraèdres mixtes du premier ordre incomplet. 
Méthode de résolution utilisée 
Pour résoudre le système matriciel de type [A][x] = lb], on utilise la méthode du gradient 
conjugué avec un préconditionnement basé sur la factorisation incomplète de Choleski. Le test 
d'arrêt porte sur le rapport de la norme euclidienne du résidu à l'itération k sur la norme du 
secondmembre: 
Ilr b ] - [ A ][ X ]112 
e
k 
= II[ b ]112 (I1.42) 
Résultats numériques 
Dans un premIer essai, la formulation (1I.4), a été utilisée. La figure II.12 montre la 
caractéristique de convergence du solveur itératif. Après une phase initiale de convergence, le 
résidu ne peut pas descendre au-delà d'une certaine limite, qui dépend fortement de la finesse 
de la discretisation de la bobine. 
Dans l'essai suivant, on a utilisé la formulation compatible (I1.32) avec dans un premier temps 
le calcul analytique de Ta et ensuite avec la prédétermination numérique de Ta, basée sur la 
minimisation du système (1I.40-1I.4l). Les figures II.13 et 11.14 montrent respectivement la 
distribution analytique et numérique de ta. Les caractéristiques de convergence sont montrées 
sur la figure II.15. 
On peut remarquer que dans les deux cas, le solveur converge rapidement vers une erreur 
résiduelle de l'ordre de 10-12, et que la matrice est légèrement mieux conditionnée dans le cas de 
la prédétermination analytique par rapport à la prédétermination numérique. 
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Précision 
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Fig. n.12 Caractéristique de convergence de la formulation non-compatible (lIA) 
Fig. 11.13 Distribution analytique de Ta 
Fig. II.14 Distribution de Ta et de J calculés numériquement 
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Fig. lUS Caractéristique de convergence de la formulation compatible (11.32) 
Si la condition ïi x ta = 0 sur r 10 n'est pas imposée, après une phase initiale de convergence le 
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Nombre d'itérations 
Fig. 11.16 Caractéristique de convergence de la formulation (11.32), ii x Ta "# jj sur r 10 
Validation par rapport aux mesures 
L'intérêt est de valider par rapport aux mesures la résolution numérique en deux temps 
proposée et en même temps d'évaluer l'effort de calcul nécessaire sur un maillage plus fin. Le 
modèle a été remaillé, résultant 53027 tétraèdres mixtes du premier ordre incomplet. Dans le 
tableau 11.5 on présente les caractéristiques de la résolution, montrant que la phase de 
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prédétennination numérique de 'Ïa demande un effort de calcul négligeable devant l'effort 
nécessaire pour résoudre la fonnulation (1I.32). La figure II.17 montre les valeurs numériques 
de l'induction magnétique, pour les positions spécifiées, comparées avec les valeurs 
expérimentales. On note l'excellente corrélation entre les deux courbes, prouvant l'efficacité de 
la méthode. 
Tableau 11.5 Caractéristiques de résolution 
Méthode Prédétenninationnumérique Résolution magnétostatique 
de 'Ïa par minimisation de de (1I.32) 
(II.40) et (lI.41) 
Nombre d'inconnues 14594 62181 
Nombre de coefficients non- 121019 539563 
nuls 
Nombre d'itérations Newton- 1 7 
RaQhson * 
Nombre moyen d'itération 37 127 
ICCQ pour une itération 
Newton-Raphson* 
Temps de résolution (sec) 65 3911 








position de mesure 
Fig. 11.17 Induction magnétique calculée et mesurée 
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4.3.3 Formulations compatibles pour inducteurs non-maillés (filaires) 
Souvent, les inducteurs des dispositifs électrotechniques peuvent avoir des formes très 
complexes, dont la description géométrique peut se révéler difficile. Un exemple suggestif est 
le bobinage d'une machine électrique, pour lequel une description poussée demanderait le calcul 
des intersections entre les différentes spires. 
Les formulations qui seront présentées ci-dessous ne demandent pas le maillage des 
inducteurs, seul leur champ source doit être connu en chaque point de l'espace. 
4.3.3.1. Formulation en potentiel vecteur réduit 
En appliquant la méthode de Galerkine à l'équation (1.30), qui constitue la formulation en 
potentiel vecteur réduit, on obtient la forme discrète de cette formulation (sous l'hypothèse 
des conditions homogènes sur les frontières): 
f ｲｯｴｗ［ｶｲｯｴｾ､ｑ］＠ f rotW;(vo-V)EsdQ (II.42) 
il il 
La formulation (II.42) est compatible car le second membre de l'équation est à divergence nulle 
dans les parties magnétiques et nulle dans l'air. 
On peut noter que l'induction Es peut être calculée en chaque point de l'espace par 
l'intégration Biot-Savart sur le domaine de l'inducteur et, pas conséquent, il n'est pas nécessaire 
de le mailler. 
L'application de cette méthode sur le problème traité précédemment, (Problème no.13) permet 
d'obtenir la caractéristique de convergence suivante (pour lemaillagemoyen)(Fig.II.18). 
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précision 
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nombre d'itérations 
Fig. IU8 Caractéristiques de convergence de la formulation (11.42) 
Au niveau de la vitesse de convergence, cette méthode est similaire aux autres méthodes 
compatibles. La phase de prédétermination de Ta n'est plus nécessaire, mais en revanche, la 
détermination du champ Biot-Savart dans les parties ferromagnétiques du domaine de calcul 
peut se révéler coûteuse. 
D'autre part, cette méthode présente quelques limitations en ce qui concerne l'éventuel 
couplage avec les équations du circuit électrique dans le cas où les inducteurs seraient 
alimentés en tension. 
4.3.3.2. Méthode basée sur l'introduction d'un potentiel vecteur électrique 
Nous proposons ici une méthode originale, basée sur l'introduction d'un potentiel vecteur 
électrique Ta. Le principal avantage de cette méthode est qu'elle permet le traitement unifié des 
inducteurs, qu'ils soient maillés ou non-maillés. 
Pour un inducteur non-maillés, la densité du courant source n'est pas directement accessible et 
doit être déterminée à partir du champ Biot-Savart par la relation: 
- -J = rot Hs (II.43) 
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Le calcul du rotationnel de H s peut se faire à l'aide des fonctions d'interpolation mixtes, 
connaissant la projection de H
s 
sur l'espace discret H(rot). 
Ainsi, le premier pas consiste en la minimisation de la fonctionnelle suivante: 




le champ source créé par l'inducteur 
H' la projection de H
s 
sur l'espace des éléments mixtes 
OH' le domaine de calcul de H' qui doit être connexe et englober l'inducteur 
Les pas suivants sont similaires à la méthode appliquée aux inducteurs maillés, à savoir: 
Pas 2: Minimisation de la fonctionnelle: 
avec ii x fa = 8 sur la frontière rT, 
() 
(H.45) 
Pas 3: Résolution de la formulation (I1.32), avec Ta obtenu au pas noo 2. 
La méthode a été validée à l'aide du même problème nO.13. L'inducteur, qui pour cet essai n'est 
pas maillé, est englobé dans une boite, dans laquelle nous allons calculer la projection H' (Fig. 
II.19). Lemaillageutilisé,comportant53421 tétraèdres du premier ordre incomplet, ne 
respecte pas la trace de l'inducteur. 
plaque ferromagnétisue 
--- boite enlobante 
inducteur non-maillé 
Fig. Il, 19 Modèle utilisé 
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La figure II.20 montre une comparaison sur la courbe AB définie dans la figure II.9 entre le 
champ source H
s 
et le champ projeté sur l'espace des éléments mixtes H', calculé par la 
minimisation de (II.44). 
champ magnétique (A/m) 






o 0,1 0,2 0,3 distance (mm) 
Fig. II.20 Comparaison sur la courbe AB entre le champ source ifs et le champ projeté if' 
Les écarts entre les deux courbes sont d'autant plus accentués que la variation du champ 
source est forte. Logiquement, les erreurs dans les régions à forte variation de champ devraient 
se diminuer par un maillage plus fin ou par l'utilisation d'éléments mixtes d'ordre deux pour 
l'interpolation de H'. 
Fig.II.21 Répartition du module de l'induction dans les plaques magnétiques 
Les résultats obtenus (Fig. II.21) sont satisfaisants et au niveau de la caractéristique de 
convergence de la résolution cette méthode semble aussi robuste que la méthode du potentiel 
vecteur réduit. En plus, cette méthode peut être adaptée au couplage avec les équations de 
circuit dans le cas où les inducteurs sont alimentés en tension. 
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5. Conclusion 
Dans ce chapitre nous avons analysé en détailles caractéristiques numériques de formulations 
magnéto statiques basées sur le potentiel vecteur, en vue de l'application sur des dispositifs 
électrotechniques réels. 
Nous avons identifié clairement les problèmes liés à l'utilisation de l'interpolation nodale. Si les 
difficultés dues à la sensibilité du potentiel vecteur aux coins de perméabilité élevée peuvent 
être contournées par la libération de la composante normale du potentiel vecteur sur les 
interfaces air/fer, le problème des imprécisions dues à l'introduction de la jauge de Coulomb 
pour un circuit fermé nous parait jusqu'à présent insurmontable. 
Pour les formulations en éléments mixtes, le problème de la compatibilité du système matriciel 
est résolu par l'introduction d'un potentiel vecteur électrique fa, aussi bien pour les inducteurs 
maillés que pour les inducteurs non-maillés. Vu la qualité des résultats et la robustesse des 
caractéristiques de convergence de la résolution, nous pouvons conclure que les formulations 
en éléments mixtes sont plus adaptées aux problèmes magnéto statiques réels. 
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Chapitre 111. Formulations magnétodynamiques 
1. Introduction 
L'objet de ce chapitre est le calcul du champ magnétique et des courants induits dans le cas où 
les sources sont variables dans le temps. 
Si les matériaux sont linéaires et les alimentations sinusoïdales, la méthode communément 
adoptée consiste à substituer le modèle transitoire par un modèle écrit dans le formalisme 
complexe. 
Lorsque les alimentations sont quelconques et les matériaux sont non-linéaires, on adopte des 
méthodes d'intégration directe des équations différentielles. 
La première partie du chapitre présente la forme discrète des formulations 
magnétodynamiques basées sur le potentiel vecteur magnétique, déjà présentées dans le 
Chapitre 1. Nous mettons en évidence les particularités de chaqùe type d'interpolation (nodale 
ou mixte) au niveau de l'unicité du potentiel vecteur. 
La deuxième partie est consacrée à l'étude des méthodes spécifiques aux régimes que l'on veut 
modéliser: le régime permanent et le régime transitoire. 
Enfin, la dernière partie présente d'abord une validation de la méthode transitoire en pas à pas 
dans le temps implantée et ensuite une étude sur un problème réel. 
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2. Forme discrète des formulations magnétodynamiques 
Le problème magnétodynamique général est représenté par la figure (1.2). Il s'agit de calculer la 
répartition du champ magnétique dans des domaines comportant des matériaux de différentes 
perméabilités et la répartition des courants induits dans les régions conductrices, sous une 
alimentation variable dans le temps. 
Bien que plusieurs formulations puissent être utilisées, nous allons nous restreindre à l'étude 
des formulations basées sur le potentiel vecteur magnétique, qui ont été déjà présentées dans le 
paragraphe 1.3.2. 
Pour interpoler le potentiel vecteur magnétique, on peut utiliser soit les fonctions de base 
nodales soit les fonctions de base mixtes. Vu que le traitement de l'unicité n'est pas le même, 
dans la suite nous allons présenter séparément les deux cas. 
2.1. Formulation magnétodynamique en potentiel vecteur (éléments nodaux) 
La formulation AV-A (éléments nodaux) est sans doute une des formulations 
magnétodynamiques la plus répandue. Elle est robuste et générale, sans contrainte de 
connexité; en revanche elle engendre quatre inconnues scalaires par noeud dans les régions 
conductrices et trois dans le reste du domaine. 
L'unicité du potentiel vecteur magnétique peut être imposée à travers lajauge de Coulomb: 
divA=O (IlL 1) 
La méthode la plus utilisée est l'incorporation de la jauge dans l'équation (1.42), à savoir la 
formulation magnétodynamique en potentiel vecteur, à l'aide du terme de pénalité suivant 
[Biro-89]: 
-grad(Àdiv A) (IIL2) 
où À est un paramètre d'espace ayant la dimension d'une reluctivité (cf. § II.3.1). Le meilleur 
comportement numérique est obtenu quand À = v , la réluctivité du milieu. 
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Dans le milieu conducteur, l'équation de la conservation de la densité de courant n'est plus 
implicite et il faudra l'imposer explicitement. L'équation (1.42) est remplacée par le système 
suivant: 
- - aA -
rot(vrotA)- grad(vdivA)+cr( a;-+ gradV)= 0 (IIL3) 
diV[ ＢＨｾ＠ +gradVJ]=o (III A) 
L'introduction du terme de pénalité n'est pas suffisante pour ·assurer l'unicité et certaines 
conditions aux limites doivent être rajoutées aux conditions (1.38-1.39) [Biro-89]. 
Par des raisons de symétrie on préfère remplacer le potentiel V par un potentiel scalaire 
électrique intégré v, tel que: 
V=av 
at 
Soit ｾ＠ fonctions de pondérations nodales vectorielles vérifiant les conditions suivantes: 
iixW =0 1 
ii·W=O 1 




Après l'application de la méthode de Galerkine et en tenant compte des conditions (II1.6-IIL7) 
la formulation discrète à considérer s'écrit: 
f - - - - -aA - av (rotW;vjrotA+divW;vjdivA+crW;a;-+crW;grad at )dn =0 
0 1 
f aA av (crgrad Ni - + cr grad Ni grad -a )dn = 0 0
1 
at t (IIL8) 
dans le domaine conducteur 
et 
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(III. 9) 
dans le domaine non-conducteur 
2.2. Formulation magnétodynamique en potentiel vecteur (éléments mixtes) 
D'une façon analogue à la formulation magnétostatique, l'unicité du potentiel magnétique 
vecteur peut être imposée à l'aide de la jauge Â· ü = O. D'après des expériences numériques, la 
jauge n'est pas nécessaire et le système converge mieux sans imposer explicitement l'unicité. 
En revanche, il convient d'assurer la divergence nulle de la densité du courant source ls' 
Soient W. les fonctions de base mixtes vérifiant la condition ri x W. = 0 sur rE et N. les l " 
fonctions de base nodales, vérifiant Ni = 0 sur rH' La forme discrète de la formulation s'écrit: 
f - - -aÂ - av (rotW; vJ rotA +crW;-a +crW;grad-)dD. =0 il t at 
J 
f aÂ av (crgradNi-a +crgradNigrad-)dD. =0 il t at 
J • 
(III. 10) 
dans le domaine conducteur 
et 
(IlL 1 1 ) 
dans le domaine non-conducteur 
3. Régime harmonique. Formalisme complexe 
Lorsque les alimentations sont sinusoïdales et les matériaux sont linéaires, on adopte le 
formalisme complexe, qui consiste à considérer toute grandeur en fonction du temps comme 
étant la partie réelle d'une grandeur complexe. 
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Si la grandeur est de la forme: 
avec ｾ＠ l'amplitude 
<p( x) la phase 
A( x,t)=Am ( x)cos[ O)t + <p( x)] 
0) la pulsation d'alimentation 
on lui associe une grandeur complexe, appelée phaseur, d'expression: 
La grandeur physique peut être retrouvée en prenant la partie réelle de (III. 13). 
(III. 12) 
(III.I3) 
Le régime sinusoïdale établi peut être déterminé en résolvant le système complexe résultant de 
la substitution des grandeurs fonction de temps par les phaseurs associées. Conformément à la 
relation de définition, l'opérateur de dérivée temporelle :t se transforme en un facteur jO). 
4. Régime transitoire 
Lorsque les alimentations sont quelconques ou les matériau sont non-linéaires, le formalisme 
complexe n'est plus valable et d'autres méthodes doivent être utilisées. 
En général, l'application de la méthode des éléments finis à une formulation 
magnétodynamique en régime transitoire conduit à un système différentiel du premier ordre, 
du type suivant: 
[ M][ U]+ [T] ｡ｾｾ｝＠ = [ S] (III. 14) 
A ce système on associe une condition initiale: 
(III.IS) 
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4.1. Méthodes d'intégration directe des systèmes temporels du premier ordre 
Parmi les méthodes classiques d'intégration temporelle pour les systèmes du premier ordre on 
peut énumérer la méthode d'Euler ou la méthode des différences finies dans le temps, les 
méthodes de prédiction correction, les méthodes de Runge-Kutta. Dans la suite nous 
n'envisagerons que le premier type de méthode, qui répond de manière tout à fait satisfaisante 
aux problèmes rencontrés dans la pratique. 
4.1 .1. Méthode d'Euler 
Ces méthodes sont basées sur un schéma itératif qui permet de déterminer la solution à l'étape 
n, c'est-à-dire à l'instant tn , à partir de la solution connue à l'étape précédente n-l. Si on 
considère que l'inconnue [U] varie linéairement dans l'intervalle (tn , tn+1), alors on a: 
[Ul +ll& =(1-8)[U], +8[U], 
n Il Il 11+1 
(III.16) 
où !J.tn , appelé pas de temps à l'étape n, est égal à: 
(III. 17) 
et 8 est un paramètre compris entre 0 et 1. Les valeurs de 8 qui définissent les schémas les 
plus utilisés sont données dans le tableau suivant: 






La dérivée temporelle dans l'intervalle [tn' tn+& ]de la variable [U] est discrétisée de la façon 
suivante: 
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La solution [U] à l'instant t
n
+J est obtenue après la résolution du système matriciel suivant: 
(III. 19) 
On reconnaît alors un système algébrique de la forme: 
(III.20) 
C'est ce système qu'il faut résoudre à chaque pas. Dans le cas général il est non-linéaire, 
puisque le terme général Kij de la matrice [K] dépend du vecteur solution. 
Ouelques propriétés de la méthode d'Euler 
L'analyse des propriétés de la méthode passe par une décomposition modale du système 
initial [Hugues-94], [Stoer-94]. 
Considérons le problème de valeurs propres de dimensions n
eq xneq suivant: 
(III.21) 
où "'l' avec 1 = }, ... ,neq , sont les vecteurs propres et ÀI avec 1 = }, ... ,neq , sont les valeurs 
propres. 
La solution [U] du système (III. 14) peut être décomposée dans la base orthonormée formée 
par les vecteurs propres "'1 associés au problème (III.2l): 
(III.22) 
avec ui les projections du vecteur solution dans la base "'/' 
Dans la même base, la dérivé de la solution s'écrit: 
(III.23) 
Pour chaque mode l, le système modal équivalent s'écrit: 
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(III.24) 
avec S, = ['l',nS] et 
Uo = ['l',nT][U]t=o 
Stabilité 
Pour caractériser la stabilité de la méthode, on analyse le comportement de l'équation 
homogène modale (III.24): 
La solution à l'instant tn+J s'écrit, pour une condition initiale Ut : n 
Ut = Ut exp ( - ')..., 1:1t) 
n+J n 
(III.25) 
Il résulte que: 
(III.26) 
et 
U =u si ')..., =0 
ln+J ln (III.27) 
Maintenant, si on applique la méthode d'Euler à l'équation homogène modale, on obtient: 
Sachant que (1 + Sl:1t ')...,) > 0 et si on note: 
A = 1- (1- S)l:1t ')..., 
1 + Sl:1t ')..., 
(III.28) 
(III.29) 
la condition (III.25) est équivalente à dire que le facteur d'amplification A satisfait la relation: 
lAI < 1 pour ')..., > 0 (III. 3 0) 
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ou encore: 
(III.31) 
L'inégalité à droite est toujours satisfaite. En revanche, pour satisfaire l'inégalité à gauche, la 
condition suivante doit être respectée: 
2 ÀJl::::.t<--
1-28 






Pour une valeur propre ÀJ quelconque, la relation (IIL32) impose une limite supérieure sur I::::.t 
Plus ÀJ est grand, plus I::::.t doit être petit. 
Remarque 1 
Un algorithme qui est toujours stable, indépendamment du pas de temps, est dit 
inconditionnellement stable. 
Remarque 2 
La condition de stabilité (III.32) doit être respectée pour chaque valeur propre du système. 
C'est le plus grand ÀJ qui impose le pas de temps. Dans certains cas particuliers (résolution de 
l'équation de Poisson dans un domaine bidimensionnel) on arrive à connaître à priori la plus 
grande valeur propre du système. Dans le cas général, la condition (IIL32) est une contrainte 
sévère et pour cette raison on préfère les algorithmes inconditionnellement stables. 
Convergence 
La convergence de la méthode peut être analysée à l'aide de l'erreur locale au pas tn , définie 
par: 
u -urt ) 
e(t )= In+} n+l 
n I::::.t (IIL33) 
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avec U1n+/ la solution numérique et u( tn+1 ) la solution exacte. 
Une méthode d'intégration est dite d'ordre p si on a: 
(IIL34) 
avec C une constante d'intégration. 
On utilise également la notation suivante: 
(III.35) 
Pour la méthodes d'Euler, on peut montrer que: 
e( tn) = (1- 28) O( /).t 1 ) + O( /).t 2 ) (III.36) 
Conclusion 
Le schéma de Crank-Nicolson (8 =!..) a l'avantage de avoir une convergence quadratique, 
2 
tandis que les autres ont une convergence linéaire. D'autre part, cette méthode présente des 
risques d'oscillations, toujours de part et d'autre de la solution exacte. La méthode implicite, 
elle donne des résultats toujours lisses, mais elle peut être mal adaptée aux problèmes raides, 
dont la solution varie très rapidement dans le temps. 
On peut alors faire un compris, en choisissant soit la méthode de Galerkine, soit la méthode de 
Liniger, qui réduisent le risque d'oscillations et s'approchent plus de. la convergence 
quadratique. 
4.1.2. Mise en oeuvre de la méthode 
Nous allons détailler l'application de la méthode d'Euler dans le cas de la formulation 
magnétodynamique en potentiel vecteur, basée sur les éléments mixtes. 
Afin de pouvoir traiter les éventuels non-linéarités des matériaux par la méthode de Newton-
Raphson (voir Annexe 2), on réécrit l'équation (IILIO) de telle manière à ce que les résidus 
soient mises en évidence: 
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R; = f rot"W;· il dQ- f rot"W;·] dQ 
nJ nJ 
f dA dV li = gradNJ(j-:;-+(jgrad::;- )dQ nJ ot ot (III.37) 
Connaissant la solution [A]I et [v l, on souhaite calculer la solution au pas suivant [A t6J et 
[ v]t+6J' Pour cela, le système suivant doit être résolu, à chaque itération de la méthode de 
N ewton-Raphson: 









[A ]=[ A l-Hl6J =( 1-S)[ A l +S[ A l-Hl6J 
[v ]=[ vl-Hl6J =( 1-S)[ v l +S[ v te6J' 
d[A] = [AtM -[Al 
dt !lt 
d[ v] [ V tM - [ v l 
- = =-::.!-'-""--=-=-
dt !lt 
les termes matriciels dujacobian sont donnés par: 
dR; f - - 1 f - -I-Hl6J S( rot"W;·v}'rot"WjdQ)+-( ｾＮＨｪﾷＢｗｪ､ｑＩ＠
dA. !lt Jt+6J nJ nJ 
dR. 1 f-'l+e6J =_( ｾ＠ .(j.grad N j dQ) 
dVjl+6J !lt nJ 
dr. 1 f -
.t+e6J =_( gradN. .(j.w. dQ) 
dA.!lt • J 
11+6J nJ 
dr. 1 f 
'I-HlM =_( gradN. . (j·grad N. dO) 
dv.!1t • J Jt+6J nJ 
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5. Régime multi-harmonique établi 
Dans tous les systèmes non-linéaires soumis à des excitations périodiques, la solution 
comporte une plage transitoire, suivie par le régime périodique lui-même affecté par la non-
linéarité des milieux. Souvent, c'est ce régime établi et multi-harmonique qui constitue l'objectif 
de la modélisation. En général, la période transitoire précédant cet état stationnaire est longue, 
et donc nécessite un nombre de pas de temps élevés. 
Une première possibilité d'accéder directement au régime établi est l'utilisation des méthodes 
magnétodynamiques complexes non-linéares. Ce type de méthodes est basé sur la 
détermination sur des considérations énergétiques d'une courbe B( H) équivalente. Les 
grandeurs instantanées n'ont plus de signification physique, seules les grandeurs globales sont 
exploitables. Une analyse complète de ces méthodes peut être trouvée dans [Guerin-94]. 
Dans la littérature on peut trouver d'autres méthodes permettent d'obtenir la forme réelle des 
grandeurs physiques, sans passer par le régime transitoire. Nous avons choisi de ne présenter 
que deux: la méthode basée sur la discretisation sur une demi période et la méthode basée sur la 
décomposition en séries de Fourrier. 
5.1. Méthode basée sur la discretisation sur une demi période 
Son principe consiste à introduire dans la formulation la périodicité dans le temps, de façon à 
obtenir en résolvant un seul système matriciel, l'évolution complète dù système pendant une 
demi période [Nakata-89]. Si T est la période des phénomènes étudiées, [U] le vecteur 
inconnu choisi, et L1t le pas de temps, on exprime que : 
[Ut,.2: =-[U], 
2 
[ S],? = -[ S], (III.39) 
2 
La demi période est discretisée en n pas de temps correspondant à n inconnues. Les vecteurs 
inconnus [U], , [Ut,.M , ... , [U],? sont traités simultanément, la dérivée par rapport au temps 
2 
étant approchée par la différence : 
o[U], = [U]'+M -[U], 
ot /).t (IIl,40) 
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D'après les auteurs, les temps de résolution sont réduits par rapport a une méthode 
conventionnelle en pas à pas dans le temps grâce a une méthode itérative de résolution du 
système matriciel. 
5.2. Méthode basée sur la décomposition en séries de Fourrier 
L'idée développée par les auteurs [Albanese-92] est de décomposer le vecteur inconnu en 
séries de Fourrier sous la forme : 
[Ü(t) ]=[ Co]+ IJ C2H ]cos(irot)+[ C2i ]sin(irot) 
i=l 
(III.41) 
où [Ci] avec i = 1, ... , 2m sont les vecteurs inconnus et m le nombre d'harmoniques à considérer. 
Les coefficients [Ci] sont déterminés en résolvant le système suivant: 
i=1, ... ,2m (III.42) 
La matrice du système reste creuse, mais des techniques spéciales de factorisation doivent être 
utilisées pour assurer la convergence du solveur itératif. Le prix à payer est un accroissement 
considérable de la taille du système matriciel à résoudre, ce qui peut rendre délicate 
l'application de cette méthode à des problèmes 3D. 
5.3. Conclusion 
Les méthodes par décomposition harmonique et celles par discretisation sur une demi période 
sont coûteuses en place mémoire. Ainsi, il est difficilement envisageable de traiter de gros cas 
en 3D, du moins sur le matériel existant. Nous allons nous contenter de la méthode 
d'intégration directe en pas-à-pas développée dans le paragraphe III.4.1, qui est actuellement 
tout à fait satisfaisante pour les applications envisagées. 
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6. Validations numériques 
Afin de valider la méthode d'Euler qui a été implantée dans notre logiciel, nous nous sommes 
proposé, dans un premier temps, de traiter un problème simple. Après la validation des 
résultats, nous allons traiter un problème réel 3D, pour lequel on dispose de résultats de 
mesure. Ce problème va être résolu en régime transitoire et en régime harmonique, afm de 
comparer les fonnulations magnétodynamiques basées sur les éléments nodaux et sur les 
éléments mixtes. 
6.1. Cylindre ferromagnétique 
La méthode en pas-à-pas dans le temps a été testée sur un cas axisymétrique composé d'un 
cylindre ferromagnétique entouré d'un inducteur, parcouru par un courant sinusoïdal. Les 
résultats ont pu être comparés à ceux obtenus avec le logiciel FLUX2D®, soit en pas-à-pas 
dans le temps, soit en magnétodynamique harmonique. Ce cas test nous a pennis de valider les 
algorithmes implantés et aussi de déterminer le comportement des différents a-schémas 
utilisés. 
Description du problème test 






3 cm 2,5 c 
Fig. III.I Cylindre ferromagnétique 
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Tout d'abord nous allons considérer que l'acier est linéaire et, cela, afin de comparer les 
résultats en pas-à-pas dans le temps avec ceux obtenus en utilisant la formulation 
magnétodynamique harmonique. Ensuite, le matériau va être supposé non-linéaire et les 
résultats vont être comparés avec ceux donnés par FLUX2D®. 
6.1. 1 . Cylindre conducteur en matériau linéaire 
Les valeurs de la conductivité et de la fréquence ont été choisies telles que l'épaisseur de peau 
soit un tiers du rayon du cylindre. Les caractéristiques sont les suivantes: 
f= 2 Hz 
cr = 107 Sim 
/-lr = 1000 Hlm 
Les calculs on été effectués pour un courant de 2000A dans l'inducteur. Le tableau III.1 
résume les pertes Joule dans le cylindre pour les différentes résolutions effectuées. 
Tableau IlLl Pertes Joule dans le cylindre (W) 
Flux2d (8 = 1) 8=1 8 = 0,878 8 = 0,67 e = 0,5 
20 pas 1 période 0,0212 0,0212 0,0217 0,0220 0,0226 
40 pas 1 période 0,0220 0,0220 0,0225 0,0225 0,0228 
50 pas 1 période 0,0223 0,0223 0,0227 0,0227 0,0229 
Sachant que les pertes calculées en magnétodynamique harmonique sont égales à 0,0229 W, la 





6 .............. . 
5 ,: ................. . 











Thêta = 1 
Thêta = 0.878 
Thêta = 0.67 
Thêta = 0.5 
50 Nombre de 
pas / période 
Fig. III.2. Comparaison des erreurs relatives des pertes calculées en pas-à-pas dans le temps par rapport aux 
pertes calculées en régime harmonique 
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Vu les résultats globaux, on s'aperçoit que, pour un pas de temps donné, la méthode de Crank-
Nicolson (8 = 0,5) est la plus précise et que plus le pas de temps diminue, plus on réduit les 
erreurs d'intégration de la méthode. 
Nous avons également choisi d'exploiter l'induction dans les point A et B définis sur la figure 
ilL 1 , afin de d'observer le régime transitoire numérique. Les figures III.3 et IlIA montrent une 
comparaison entre les formes d'onde de l'induction magnétique obtenu avec FLUX2D® et la 
méthode implicite implantée, dans les points A et B, pour un pas de temps choisi pour avoir 





















fi Thêta = 1 
o Flux2d 
1,5 
Fig. III.3 Induction en point B 
2 
temps (sec) 
ＭｾｾＭ Thêta = 1 I
r--------. 
--GO- Flux2d 
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On peut observer que nos résultats sont identiques aux résultats de FLUX2D®, pour le 
schéma implicite (8=1). On s'aperçoit également que le calcul traverse un transitoire 
numérique avant d'atteindre le régime permanent. Ce transitoire numériques est plus prononcé 
au point A où la réaction du champ est plus forte. 
Sur les figures III.5 et III.6 on donne une comparaison entre les formes d'onde de l'induction 
pour différentes valeurs du paramètre 8, dans les points A et B. 
ｲＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭｾ＠
es Thêta = 0,67 
o Thêta = 0,878 
- - <>- - - Thêta = 1 Bz (T) 
- - - -f':,- - - - Thêta = 0,5 










0,5 1,5 temps (sec) 2 
Fig. nI.5 Induction en point A, pour différentes valeurs du 8 
es Thêta = 0,67 
o Thêta = 0,878 
- - <>- - - Thêta = 1 
- - - -f':,- - - - Thêta = 0,5 
0,5 1,5 temps (sec) 2 
Fig. III.6 Induction en point B, pour différentes valeurs du 8 
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Les écarts entre les courbes sont plus importants au point A par rapport au point B, où la 
réaction du matériau conducteur est plus faible. Ces écarts traduisent l'erreurs d'intégration de 
la méthode, qui doivent être plus réduites dans le cas de l'utilisation de schéma de Crank-
Nicolson (8=0,5) par rapport au schéma implicite (8=1). 
6.1.2. Cylindre conducteur en matériau non-linéaire 
La courbe B(H) du matériau est donnée dans la figure III. 7. On considère que le courant dans 
l'inducteur est de 7000 A, valeur suffisante pour saturer le matériau. 
B (T) 
2 
1,5 1········ ...... : ........ -....... ｾ＠ ............... + .......... _ ... ﾷｾﾷﾷﾷﾷﾷﾷﾷﾷﾷﾷﾷﾷﾷﾷﾷﾷｦﾷﾷﾷﾷﾷﾷﾷﾷ｟ﾷﾷﾷﾷﾷﾷＫﾷﾷﾷﾷﾷﾷﾷﾷﾷﾷﾷﾷﾷﾷ｟Ｋﾷﾷﾷ＠ ........... . 
: : : : i J : : 
: : : : : : : : 
: : : : : : : : 
: : : : : : : : 
ｾ＠ j ｾ＠ ! l i l i 
:. ··············f· .. ·············}······ __ ﾷﾷﾷﾷﾷﾷﾷﾷＺＭﾷﾷﾷﾷﾷﾷﾷﾷﾷﾷﾷﾷﾷﾷﾷｩﾷ｟ﾷﾷﾷﾷﾷﾷﾷﾷﾷﾷﾷﾷﾷﾷｉﾷﾷﾷﾷﾷﾷﾷﾷﾷﾷﾷﾷﾷﾷﾷﾷｾﾷﾷﾷﾷﾷﾷﾷﾷﾷﾷ＠ ..... ...: ............... . 
i ! j l i i 1 j 
0,5 i ................................................ ｾ＠ ................................................................. L ........... . 
o 
o 
1 1 1 1 III 
4000 8000 12000 
Fig. III. 7 Courbe B(H) du matériau 
16000 
H(Alm) 
Pour ce cas, nous allons nous contenter de comparer les valeurs obtenues par rapport à celles 
de FLUX2D®, pour le cas 8=1. Comme précédemment, on va regarder les valeurs 
instantanées en deux point de la géométrie (Figures III.8-III.ll) et une valeur globale 
constituée par les pertes par courants induits dans le cylindre. 
Le tableau III.2 montre les pertes Joule pour les différentes résolutions effectuées. 
Tableau III.2 Pertes Joule pour le matériau non-linéaire 
Cas Pertes Joules (W) 
Flux2d 0.0612 
8=1 0.0612 
8 = 0.67 0.0631 
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--6:6- Thêta = 1 
o Flux2d 
.... .......... ····················1········ ............................ ＭＮｾＮＮＮＮＮＮＮＮ＠ ......... ·············· .. ···-1········ ............................. . 
IJj 
i il. 
.................................... 1" ..................................... [ ..................................... 1" .................................... . 
................................. ·r .............. · .................... · r ........................ · .. · ........ · i ........ · ...... · ........ · .......... · .. · 
0,5 1,5 
Fig.II1.8 Induction magnétique en point A 
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6 Thêta = 0,5 
El Thêta = 0,67 
- • 0- • - Thêta = 1 
1,5 
. . 
................... 1" .................... · ...... · .. · .. · .. r...... · .......... ·· .. · .... 1:.: .. · .. · ........ .. 
ｾ＠ ｾ＠
.............. , .................................... -\...... · .... ·· ...... 1:::.·· .... · ............................. . 
1 1 
...................... • .......... ·c ..................................... ., .................................... ;:::.; ....................... . 
1 1 









Fig. III. 1 ° Induction en point A, pour différentes valeurs du e 
A Thêta = 0,5 
B (T) 
--eo- Thêta = 0,67 
z 
2 - - ｾ＠ - - Thêta = 1 
1,5 
······························T··· 
. . . 
: : : 
··H· ............................. ｾ＠ .......... u ••••••••••••••••••••••••• 7 ••••••••••••• ····•···· ____ .•••• H .... : .................................... . 
: : : 
0,5 i j i 
·······H .......................•. ··t··· .. ·········· ...................... ··1····· .. ········ ......................... ｾ＠ ...................................... . 
° 
l ! j 
.................................. ! ...................................... + ..................... -................ ｾ＠ ..................................... . 
-0,5 1 1 1 ............. ................. . ... : ........... ,.. ........................... -:-................ ................. . ... ｾ＠ ...................................... . 
l 1 1 
: : : 
-1 i ! : 
----.-.---... -- .-----.------- ·-·--r-··-------------------·--···--···----r-----------------.--------.----- ----·t-----------·-··--· ... -.-... ----- ... --
-1,5 ......... 1........................ . ....... ｾＮＮＮＮＮＮＮＮＮＮＮＮＮＮＮＮＮＮＮＮＮＮＮＮＮＮＮ＠ . ........ t ...................... . 
j 1 \ 
-2 ｾ＠ __________ ｾｬ＠ ____________ ｾＱ＠ _____________ Ｑｾ＠ __________ ｾ＠
° 
0,5 1,5 temps(sec) 2 
Fig. 111.11 Induction en point A, pour différentes valeurs du e 
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6.1.3. Conclusion des validations numériques sur le cylindre 
La comparaison avec les résultats de FLUX2D® (globaux et locaux) nous permet de 
considérer que 1'algorithme implanté est désormais validé, aussi bien pour le cas linéaire que 
pour le cas non-linéiare. 
Pour le cas linéaire, les expériences effectuées ont montré que pour un pas de temps donné, la 
méthode la plus précise est la méthode de Crank-Nicolson, d'une part, et d'autre part, il est 
éviden.t que plus on diminue le pas de temps plus la précision augmente. 
6.2. Problème no. 21 du TEAM Workshop 
L'étude du problème no. 21 va permettre, d'une part, la validation du schéma d'integration en 
pas-à-pas dans le temps sur un cas tridimensionnel et d'autre part, la validation des 
formulations harmoniques AV -A symétrisées, qu'elles soient en éléments mixtes ou nodaux. 
En régime transitoire, l'effort de calcul reste assez important. Par conséquent, nous avons 
chosi de résoudre le problème avec une seule formulation, à savoir la formulation en éléments 
nodaux. 
Description de la géométrie du Problème 21 
Le problème no. 21 est constitué de deux modèles. Le modèle B contient deux inducteurs 
parcourus par des courants opposés. Une plaque en acier est placée à proximité des 
inducteurs. Le modèle A a les mêmes inducteurs que le modèle B et deux plaques en acier 
placées à proximité des inducteurs. Dans le centre d'une plaque il y a un trou. Les deux 
modèles sont montrés dans la figure III. 12. Une description complète du problème, montrant 
les positions de mesure, peut être trouvée dans [Cheng-94]. 
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a) Modèle A b) Modèle B 
Fig. III.12 Géométrie du problème no.21 du TEAM Workshop 
Méthodes de calcul utilisées 
Tenant compte des symétries, la géométrie du modèle A a été réduite à la moitié et la 
géométrie du modèle B à un quart. Sur la figure IIL13 on montre les maillage utilisés pour les 
deux modèles. Notre souci principal a été de résoudre le problème sans faire un gros effort de 
calcul, ce qui nous a contraint d'utiliser un maillage moyen. D'autre part, vu que l'épaisseur de 
peau vaut approximativement 0,3 mm pour une épaisseur de la plaque de 10 mm, un soin 
particulier a été accordé à la réalisation du maillage dans l'épaisseur. La figure III.14. montre un 
détail du maillage dans l'épaisseur de la plaque. 
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a) Modèle A b) Modèle B 
Fig. III.l3 Maillage utilisé 
Fig. III.14 Détail du maillage dans l'épaisseur 
Le calculs ont été effectués en régime harmonique et en régime transitoire (pas-à-pas dans le 
temps). 
6.2.1. Régime harmonique 
On suppose que la perméabilité relative de l'acier est égale à 1000. Chaque modèle a été 
successivement résolu avec la formulation AV -A basée sur l'interpolation nodale et celle basée 
sur l'interpolation mixte. 
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Résultats 
Le tableau IIL3 résume les caractéristiques de convergence pour la résolution en régime 
harmonique. 
Tableau 1II.3. Caractéristiques de convergence pour le calcul en régime hannonique 
Méthode Formulation en éléments nodaux 
Modèle A 









temps CPU** 4333 
(sec) 
*Critère d'arête pour BICG: 10-4 







Formulation en éléments mixtes 






On s'aperçoit que pour le même maillage, les deux formulations génèrent approximativement le 
même nombre d'inconnues. C'est une particularité du maillage hexaédrique pour lequel le 
nombre d'arêtes est égal à 3N, N étant le nombre de noeuds du maillage. En même temps, le 
nombre de termes non-nuls est plus réduit pour la formulation en éléments mixtes et, par 
conséquent, une itération du solveur coûte moins chère par rapport à la formulation en 
éléments nodaux. Nous observons aussi que la convergence de deux formulations est dégradée 
pour le modèle B et que cette dégradation est plus importante dans le cas des éléments mixtes. 
Dans la figure IIL15 on montre la distribution des courants induits sur les deux faces des 
plaques, à l'instant oot=90°. Les plans x=5mm et x=-5mm correspondent respectivement 
à la position en face des inducteurs et de l'autre coté. On constante pour le modèle A que les 
courants induits tournent principalement dans le plan xOy et pour le modèle B dans le plan 
yOz. 
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a) Plan x=5mm du modèle A b) Plan x=-5mm du modèle A 
c) Plan x=5mm du modèle B d) Plan x=-5mm du modèle B 
Fig. Ill. 15 Distribution des courants induits 
La figure III.16 montre l'induction magnétique, pour les deux modèles, calculée avec les deux 
formulations, en comparaison avec les résultats de mesure. On constate que les résultats de 
simulation sont proches des mesures. Tout de même, on observe quelques différences au 
voisinage du plan z = 0, dues au fait que le maillage utilisé n'est pas assez fin pour prendre en 
compte la variation brusque du champ. 
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o Mesures 
Ac AV-A (interpolation nodale) 
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position (mm) 
a) Position 1 du modèle B 
o Mesures 
Ac AV-A (interpolation nodale) 
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position (mm) 
b) Position II du modèle B 
o Mesures 
• AV-A (interpolation nodale) 
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position (mm) 
c) Position III du modèle A 
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o Mesures 
• AV -A (interpolation nodale) 
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d) Position IV du modèle A 
Fig. III.16 Induction magnétique pour les positions spécifiées 
La figure III. 1 7 montre la distribution de l'induction magnétique dans la plaque pour le modèle 
B. La valeur maximum de l'induction pour les deux résolutions effectuées ne dépasse pas 0,8 






ｉｾｏｄｖ＠ (REEL< ROTA2W) ) 17 Niveaux Min=-7.115E-03 Max.= 7.210E-01 Ecart= 4.551E-02 
a) Formulation en éléments mixtes 
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ＱＱＰｄｖＨｒｅｅｌ＼ｂｾｬａｇＲＩＩ＠ 17 Niveaux Min=-7.955E-03 Max.= 8.062E-01 .Ecart= 5.088E-02 
b) Formulation en éléments nodaux 
Fig. III. 17 Distribution de l'induction magnétique pour le modèle B 
6.2.2. Régime transitoire 
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Résultats 
Nous avons calculé trois périodes avec un pas de temps /).t = 1 ms, ce qui correspond à 20 pas 
sur une période. Le paramètre e à été choisi égal à 0,878 ( schéma de Liniger), sachant que 
cette valeur est considérée comme optimum [Labbe-96]. Vu l'effort de calcul nécessaire pour la 
résolution en pas-à-pas dans le temps, seule la formulation en éléments nodaux a été utilisée. 
Le tableau III.4. résume les caractéristiques de convergence pour la résolution en régime 
harmonique. 
Tableau IIIA. Caractéristiques de convergence pour le calcul en pas-à-pas dans le temps 
Méthode Formulation en éléments nodaux 
Modèle A 
nombre d'éléments 11072 
(hexaèdres d'ordre 1) 
nombre d'inconnues 33402 
nombre de termes non-nuls l318591 
nombre moyen d'itérations 200 
l CCG pour un pas de 
calcul * 
nombre moyen d'itérations 9 
Newton-Raphson pour un 
pas de calcul * * 
temps CPu*** (sec) 480586 
*Critère d'arête pour ICCG: 10-4 
**Critère d'arête pour Newton-Raphson: 10-4 








Pour la résolution en pas-à-pas dans le temps, nous avons choisi de exploiter l'induction 
magnétique en point P6 et la densité de courant induit dans la plaque en point P (Fig. 1II.19 et 
1II.20). Les formes d'ondes obtenues sont sinusoïdales, donc il n'y a pas de saturation de 
l'acier. Le tableau III.5 résume les pertes Joule dans les plaques conductrices pour toutes les 
résolutions effectuées. 
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Fig. 111.19 Induction magnétique en point P6 
J (A/nt) 
z 
5 1 Qi ,--------:--:-------;----.,--------,-----;-----., 
o 
o 
Fig. III.20 Densité de courant en point P 
témps Cm ec) 
150 
Tableau 111.5. Pertes Joule dans les plaque (W) 
Méthode Modèle A 
Analyse transitoire 7,20 
F onnulation en éléments nodaux 
Analyse hannonique F onnulation en 7,54 
éléments nodaux 
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6.2.3. Conclusion 
Le problème no. 21 du TEAM Workshop a été résolu en régime harmonique et en régime 
transitoire. 
L'analyse en régime harmonique a montré que les résultats de simulation, que ce soit en 
éléments mixtes ou nodaux, sont en accord avec les mesures. L'utilisation d'éléments d'ordre 
supérieur devrait logiquement contribuer à une amélioration de la précision des résultats. 
L'analyse en régime transitoire n'a été réalisée qu'avec la formulation en éléments nodaux. Elle 
nous a permis de valider le bon fonctionnement du e -schéma implanté sur un problème 
tridimensionnel réel. Cependant, les écarts constatés par rapport aux résultats de mesure des 
pertes Joules, laisse penser que le maillage doit être encore raffiné, surtout dans les zones à 
forte variation du champ et que le pas de temps doit être diminué. 
- 121 -
Chapitre III. Formulations magnétodynamiques 
7. Conclusion 
Ce chapitre a été consacré à l'étude des formulations magnétodynamiques basées sur le 
potentiel vecteur en différents régimes. Nous avons implanté et validé la formulation A V-A 
(éléments mixtes) en régime harmonique, d'une part, et, d'autre part, la méthode d'Euler pour 
l'intégration des systèmes différentiels temporels d'ordre 1, pour les cas bidimensionnel et 
tridimensionnel. 
Nous disposons désormais d'un outil général, capable de modéliser en pas-à-pas dans le temps 
les problèmes comportant des alimentations quelconques et des matériaux non-linéaires. C'est 
cette méthode qui va être utilisée pour effectuer les simulations qui vont être présentées dans 
les chapitres suivants. 
- 122-
Chapitre IV 
Couplage avec les équations de circuit 

Chapitre IV, Couplage avec les équations de circuit 
1. Introduction 
La plupart des dispositifs électrotechniques sont alimentés en tension, le courant qUI en 
résulte dépend du flux magnétique créé à travers les inducteurs. Or, les formulations qui ont 
été présentées dans les chapitres II et III nécessitent la connaissance de la densité de courant 
dans les inducteurs. Ainsi, il s'avère nécessaire de coupler le calcul électromagnétique avec les 
équations du circuit électrique d'alimentation. 
Par ailleurs, les circuits d'alimentation peuvent être complexes, comportant des composants 
passifs linéaires (résistances, condensateurs ou inductances), des composants passifs non-
linéaires ou commandés (diodes, transistors), et des composants actifs (source de tension ou 
de courant). Les inconnues du système électrique, différentes selon la méthode d'analyse 
choisie, seront rajoutées aux inconnues issues de l'application de la méthode des éléments 
fmis. 
La première partie du chapitre résume l'état de l'art du sujet, la deuxième partie expose la 
méthode de couplage choisie. La troisième partie présente quelques méthodes d'analyse des 
circuits électriques suivies de validations numériques. 
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2. Méthodes de couplage avec les équations de circuit. Etat de l'art 
Tout d'abord réalisé en 2D et puis en 3D, le couplage des équations électromagnétiques avec 
les équations du circuit électrique d'alimentation a constitué un thème de recherche de 
prédilection pour les chercheurs. Au fil des années, deux directions principales se sont 
imposées: le couplage direct et le couplage indirect, que nous présentons ci-dessous: 
2.1. Couplage indirect 
Les deux systèmes, électromagnétique et électrique sont résolus successivement, la solution de 
l'un étant injectée dans l'autre [Williamson-85], [Demenko-92]. Les itérations sont arrêtées 
lorsque la précision demandée est atteinte. 
L'avantage principal de cette méthode est que l'analyse du circuit électrique peut être faite 
avec des logiciels spécialisés (par exemple SPICE). D'autre part, l'implantation pratique du 
couplage nécessite peu de modifications du code éléments finis. Enfin, le conditionnement de 
la matrice n'est pas modifié par le couplage. 
Bien qu'attrayante par sa simplicité, cette méthode présente néanmoins un gros inconvénient: 
pour atteindre la précision désirée, plusieurs itérations doivent être effectuées. Imaginons un 
calcul transitoire 3D, non-linéaire, avec des centaines de pas de temps à calculer et que à 
chaque pas de temps, on résout séparément les deux systèmes et on échange les données. On 
comprend aisément pourquoi cette solution ne peut pas être envisagée en 3D. 
2.2. Couplage direct 
Le système électromagnétique et le système électrique sont résolus simultanément. Les 
inconnues électriques sont soit éliminées (cas de la méthode dite intégro-différentielle) soit 
rajoutées au système élément finis (cas de la méthode dite de résolution simultanée). 
La méthode intégro-différentielle a prouvé son efficacité sur des problèmes 2D [Brunelli-
83],[Konrad-"81], [Shen-85], [Meunier-88]. Les courants électriques dans les inducteurs sont 
exprimés à l'aide du système électrique et ensuite introduits dans le système 
électromagnétique. 
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Néanmoins, son application parait difficilement envisageable sur des problèmes 3D. En effet, 
le fait d'avoir éliminé les variables électriques se traduit par une augmentation très importante 
de la bande de la matrice du système résultant dans les régions couplées à des circuits 
électriques. 
La méthode de la résolution simultanée est, sans doute, la méthode la plus utilisée pour les 
simulations 3D. Les inconnues électriques sont gardées dans le système, les équations 
électriques étant rajoutées aux équations électromagnétiques. Cette méthode a été appliquée 
avec succès sur une large variété de formulations: formulations en potentiel vecteur magnétique 
nodale ou d'arête [Dreher-93], [Dreher-95], [Bouissou-94-1], formulation en potentiel scalaire 
réduit [Leonard-92], formulation TOmega [Bouissou-94-2]. La méthode présente l'avantage 
qu'elle conserve le caractère creux de la matrice du système. 
2.3. Choix de la méthode 
Le but du travail étant le calcul des structures 3D, nous avons choisi la méthode de la 
résolution simultanée, d'autant plus que l'équipe Modélisation du LEG a un grand savoir faire, 
vu le nombre de ses travaux sur le sujet. 
La méthode sera adaptée pour la formulation en potentiel magnétique vecteur basée sur les 
éléments mixtes avec le souci de préserver le caractère compatible de la formulation. 
Avant de présenter la méthode, nous allons définir les différents types d'inducteurs qUi 
peuvent être rencontrés dans les dispositifs électrotechniques. 
Un inducteur filaire a généralement plusieurs spires, dans lesquelles la densité de courant dans 
la section transversale est considérée constante. Par conséquent, les courants induits dans 
chaque fil sont négligés. 
Un inducteur massif est un conducteur électrique où les courants induits ne peuvent pas être 
négligés et ils doivent être pris en compte. 
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3. Couplage dans le cas des inducteurs filaires 
La méthode classique de couplage est basée sur le modèle volumique de l'inducteur filaire. Afm 
d'éviter le maillage de chaque spire de l'inducteur on considère que la densité de courant est 
constante dans la section transversale de l'inducteur et on détermine une densité équivalente. 
Supposant que l'inducteur ait ns spires et que sa section transversale soit S, le module de la 
densité de courant équivalente est donné par la formule: 
(IV.!) 
où 1 est le courant dans une spire. 
La direction de la densité de courant est uniquement définie par la géométrie du bobinage. Si on 
introduit un vecteur unitaire, tangent en chaque point du bobinage à la direction des spires, 
noté t, le vecteur densité de courant est donné par: 
- 1-1- n -J=Jt= sIt (IV.2) 
Vu que 1 est une inconnue, on préfère la notation: 
(IV.3) 
avec Ns = ns t appelé fonction de bobinage. S 
Remarques 
Dans le cas des inducteurs de formes complexes, deux aspects peuvent se révéler extrêmement 
embarrassants: 
- la fonction de bobinage Ns doit être évaluée en chaque point. Cette évaluation peut 
devenir très délicate si la section transversale de l'inducteur n'est pas constante. 
- nous avons vu dans le paragraphe lIA que le potentiel vecteur non-jaugé en éléments 
mixtes est extrêmement sensible à la condition de divergence nulle de la densité de courant 
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(condition de compatibilité de la formulation). Vu la relation (IV.3), on doit s'assurer qu'en 
chaque point de définition, la fonction de bobinage Ns est à divergence nulle. 
La méthode que nous proposons introduit un nouveau vecteur Ks, tel que: 
Ns =rotKs (IV A) 
et ainsi la condition de divergence nulle de Ns est fortement assurée. Pour la détermination de 
Ks, la démarche est similaire à celle présentée dans le paragraphe 11.4.3. 
Le vecteur Ks est déterminé par minimisation de la fonctionnelle: 
F(Ks)= J(Ns-rotKs/dO (IV.5) 
OK 
Il convient d'assurer la condition: 
iiXKs =0 (IV. 6) 
sur les limites du domaine de calcul. 
Le domaine de calcul du vecteur Ks doit être connexe, comprenant au moins l'inducteur et le 
trou à l'intérieur. 
L'équation à résoudre dans le domaine de l'inducteur est: 
rot(vrotA)- rot KJ = 0 (IV.7) 
Calcul de la tension aux bornes de l'inducteur: 
Considérons un inducteur de résistance R parcouru par un courant 1 (Figure IV.1). Nous 
voulons déterminer la tension L1 Vaux bornes de l'inducteur. 
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R 
!:1V 
Fig. IV.! Inducteur alimenté en tension 
Conformément à la loi d'Ohm, la tension aux bornes de l'inducteur est donnée par 
l'expression: 
f),.v = RI + deI> m 
dt (IV.8) 
où R est la résistance électrique de l'inducteur et eI>m est le flux magnétique total dans 
l'inducteur . 
On peut démontrer que le flux magnétique total dans l'inducteur peut être écrit sous la forme 
[Dreher-93], [Bouissou-94-l]: 
eI> = fA.FI dO. m s (IV. 9) 
nind 
En tenant compte de la relation (IV.4) on écrit que: 
(IV.10) 
L'intégrale surfacique dans (IV.l 0) est nulle, afin d'assurer la condition (IV.6) 
Finalement, la relation de la tension aux bornes de l'inducteur est réécrite ainsi: 
(IV. 1 1) 
Ainsi, le couplage de l'équation locale du champ magnétique et de l'équation de circuit requiert 
la résolution du système formé par les équations (IV.7) et (IV.1!), où les inconnues seront le 
potentiel vecteur magnétique dans le domaine éléments fInis et le courant dans l'inducteur. 
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4. Couplage dans le cas d'un inducteur massif 
Considérons le cas d'un inducteur massif alimenté par un circuit électrique externe. Comme les 
courants induits ne peuvent pas être négligés, le phénomène physique est régis par l'équation 
de la magnétodynamique (III.8). Dans la suite on va supposer que le courant 1 entre 
nonnalement dans la surface SI est qu'il sort nonnalement sur la surface S2' Avec cette 
hypothèse, la fonnulation magnétodynamique peut être réécrit ainsi [Wang-96]: 
f - - - - -dA - av ｲｯｴｗ［ｶｉｲｯｴａＫ､ｩｶｗ［ｖｉ､ｩｶａＫｏＧｗ［￮ＢＫｏＧｗ［ｧｲ｡､ｾ＠ )dn =0 n ot ot 
] 
f dA dV f 1 f 1 O'grad Ni î" + 0' grad Ni grad ｾ＠ )dn - Ni -df' + Ni -df' = 0 
n] ot ot s] SI S2 S2 
(IV.12) 
On remarque que l'inconnue courant n'apparaît que sur les bornes de l'inducteur. La continuité 
du courant électrique est assurée par le couplage avec le circuit électrique d'alimentation. 
Une approche différente de celle déjà décrite est proposée dans [Meunier-86]. La méthode, 
basée sur la décomposition du potentiel scalaire électrique en deux parties, l'une relative aux 
courants induits et l'autre à la tension d'alimentation, présente un meilleur comportement 
numérique, au prix de l'introduction d'une variable supplémentaire par rapport à (IV. 12). 
5. Méthodes d'analyse des circuits électriques 
Le circuit électrique d'alimentation des dispositifs électrotechniques peut être complexe, 
comportant des résistances, des inductances et des condensateurs. D'autre part, les machines 
électriques sont souvent alimentées à travers des circuits électroniques de commutation, 
(onduleurs ou hacheurs), comportant des composants commandés (transistors, thyristors) et 
des composants non-linéaires (diodes). 
L'analyse topologique du circuit électrique consiste en la détermination des courants dans les 
composants, les tensions aux bornes et les potentiels électriques nodaux, à l'aide des 
théorèmes de Kirchhoff. Cette analyse aboutit toujours à un système d'équations intégro-
différentielles. 
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Dans la suite nous allons rappeler les théorèmes pnnClpaux, indispensable à l'analyse 
topologique des circuits électriques. 
5.1. Éléments de la théorie des graphes [Mocanu-79] 
En formulation topologique, les théorèmes de Kirchoff ne dépendent pas du type de 
composant, actif ou passif, linéaire ou non-linéaire; en négligeant le type de composant et en 
remplaçant celui-ci par des segments orientés dans le sens de référence du courant on obtientk 




7 6 6 (5) 
(3) (3) 
Fig. IV.2. Circuit électrique et son graphe associé 
Le circuit électrique de la figure IV.2 est constitué de 7 composants. Les points de connexions 
des bornes des composantes sont les noeuds topologiques et les segments orientés dans le 
sens de référence s'appellent branches. 
Une maille est une courbe fermée, orientée dans un sens de référence, qui suit les branches du 
graphe, tel que celles-ci soient parcourues une seule fois. 
Théorème d'Euler 
Considérons le graphe d'un circuit électrique comportant b branches et n noeuds. Le 
théorème d'Euler peut s'énoncer ainsi: le système indépendant des équations intégro-
differentielles pour le calcul des tensions et des courants dans les composants est constitué de 
n' = n -1 équations de noeuds et 0 = b - n + 1 équations de mailles. 
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Matrices d'incidence des branches aux noeuds et mailles 
Soit [N] la matrice: 
aIl an a Ij 
a2I an a 2j 
[N]= 
ak] a k2 a kj 
a
nI an2 a nj 
Les coefficients a kj sont définis tel que: 
a kj = +1, si la branche j part du noeud (k) 
a kj =-1, si la branche j arrive au noeud (k) 
a kj = 0, si la branche j n'est pas connectée au noeud (k) 
La matrice ainsi définie est la matrice d'incidence des branches aux noeuds. 
Propriétés: 
(IV.13) 
a) le nombre de coefficientsakj non-nuls sur la ligne k est égal au nombre de branches j 
connectées au noeud (k) 
b) sur chaque colonne j il n'y a que deux coefficients a kj non-nuls, un positif, l'autre négatif, 
car une branche ne peut lier que deux noeuds 
A l'aide de la matrice [N], le premier théorème de Kirchoffpeut s'écrire de la façon suivante: 
[N][ 1]=[ 0] (IV. 14) 
où [1] est le vecteur colonne contenant les b courants inconnus. 
Si l'on supprime une ligne de la matrice [N], on obtient la matrice réduite [N'] de dimension 
(n -1) x b. La suppression d'une ligne k correspond au choix du noeud (k) en tant que noeud 
de référence. 
Le système d'équations indépendantes s'écrit: 
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[N'][I]=[O] (IV.15) 
Soit [M] la matrice: 
ｾＱＱ＠ ｾＱＲ＠ ｾｬｪ＠ ｾｬ｢＠
ｾＲＱ＠ ｾＲＲ＠ ｾＲｪ＠ ｾＲ｢＠
[M]= ｾｭｬ＠ ｾｭＲ＠ ｾｭｪ＠ ｾｭ｢＠ (IV.16) ... 
ｾｯＫｬＬｬ＠ ｾｯＫＱＮＲ＠ ｾｯＫｬＬｪ＠ ... ｾｏＫｬＬ｢＠
Les coefficients ｾｭｪ＠ sont définis tel que: 
ｾ＠ mj = +1, si la branche j appartient à la maille [m] et si elles sont orientées dans le 
même sens 
ｾ＠ mj = -1, si la branche j appartient à la maille [m] et si elles sont orientées dans le sens 
opposé 
ｾｭｪ＠ = 0, si la branche j n'appartient pas à la maille [m] 
La matrice ainsi définie est la matrice d'incidence des branches aux mailles. 
Propriétés: 
a) le nombre de coefficients ｾｭｪ＠ non-nuls sur le ligne m est égal au nombre de branches j qui 
appartient à la maille [m] 
b) sur chaque colonne j il n'y a que deux coefficients ｾｭｪ＠ non-nuls, un positif, l'autre négatif, 
car une branche ne peut appartenir à plus de deux mailles. 
Si on supprime une ligne de la matrice [M] on obtient la matrice réduite [M'] de dimension 
oxb. A l'aide de la matrice [M'], le deuxième théorème de Kirchoffpeut s'écrire de la façon 
suivante: 
[M'][U] = [0] (IV.17) 
où [U] est le vecteur colonne contenant les b tensions de branches. 
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5.2. Analyse des circuits électriques à l'aide des théorèmes de Kirchoff 
5.2.1. Analyse par rapport aux courants 








où R est la résistance électrique du composant 
où Lest l'inductance du composant 
Condensateur: 
1 
U = 1-f 1 dt' +Uc (0) où C est la capacité et Uc (0) la tension initiale aux Co 
bornes du condensateur 
Ces relations peuvent être mises sous la forme matricielle suivante: 
avec: 
[U]=[Z][1]-[ Ec1 
[U] le vecteur des tensions aux bornes 
[1] le vecteur des courants de branches 
(IV.18) 
[ Ec ] vecteur contenant le tensions initiales des condensateurs et les tensions 
d'alimentation 
[Z] la matrice diagonale d'impédance égale à: 
R1 0 0 0 
0 L!!... 
2 dt 0 0 
[Z]= 0 0 1.-f dt' 0 (IV.19) C30 
0 0 0 0 Rb 
Après la multiplication de (IV .18) par la matrice [M'], on obtient le système matriciel suivant 
[M'][U] = [M'][ Z][ I]-[M'][ Ec] = 0 (IV.20) 
qui permet la détermination du vecteur des courants de branches [1] 
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La méthode des courants de mailles 
Le système (IV.20) peut être réduit si au lieu de garder comme inconnues tous les courants de 
branches, on définie dans chaque maille un courant de maille avec une orientation arbitraire. 
Les courants de branches peuvent être obtenus à partir des courants de maille, en tenant 
compte de l'orientation de la branche par rapport à l'orientation de la maille: 
(IV.21) 
où [ lm] est le vecteur des courant de maille de dimension 0= b - n + 1 . 
En introduisant la relation (IV.21) dans (IV.20) on obtient le nouveau système à résoudre: 
[M'][Z][ MT[ Im]=[ M'][ Ec] (IV.22) 
Cette méthode nécessite la mise en oeuvre des algorithmes pour la détermination des mailles 
indépendantes. 
La méthode des charges électriques 
Cette méthode est basée sur l'introduction d'une charge électrique de maille: 
t 
qm = f lm dt' ,m=l, ... ,o 
o 





En introduisant la relation (IV.24) dans (IV.22) on obtient le nouveau système à résoudre: 
[M'][ Z][ MT ､ｾｾ｝＠ = [M'][ Ec] (IV.25) 
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De même que pour la méthode des mailles, cette méthode nécessite la mise en oeuvre des 
algorithmes pour le calcul des mailles indépendantes. 
5.2.2. Analyse par rapport aux tensions 
Tenant compte des relations suivantes écrites pour chaque de circuit: 
Résistance: 1 = GU où G est la conductance électrique du composant 
Inductance: 
1 t 
1 =-f U dt'+ldO) où L est l'inductance du composant et lZ(O) le 
La 
courant initial dans l'inductance 
Condensateur: 1 = C dU où C est la capacité du condensateur 
. dt 
on peut écrire l'équation matricielle suivante: 
avec: 
[1] = [Y][U]+[ 19] 
[1] le vecteur des courants de branches 
[U] le vecteur des tensions aux bornes 
(IV.26) 
[ 19] vecteur contenant les courants des générateurs de courants et les courants initiaux 
des inductances 
[Y] la matrice diagonale d'admittance égale à: 
G1 0 0 0 
0 J.--f dt' 0 0 
L2 a [Y]= 0 0 ci!:... 0 (IV.27) 
3 dt 
0 0 0 0 Gb 
Le système matriciel qui va fournir le vecteur des tensions aux bornes s'obtient après la 
multiplication de (IV.26 ) par la matrice [N']: 
[N'][ 1]=[ N'][Y][U]+[ N'][ 19] =0 (IV.28) 
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La méthode des potentiels nodaux 
La dimension du système peut être réduite si au lieu de garder comme inconnues toutes les 
tensions de branches, on introduit le potentiel nodal électrique comme nouvelle inconnue. 
Les potentiels nodaux peuvent être obtenus à partir de tensions de branche, en tenant compte 
de l'orientation de la branche par rapport au noeud: 
[U]=[N'nv] (IV.29) 
où [v] est le vecteur des potentiels nodaux de dimension n 
En introduisant la relation (IV.29) dans (IV.28) on obtient le nouveau système à résoudre: 
[N'][Y][ N'n v] = -[ N'][ Ig] 
La méthode des potentiels nodaux intégrés 
Cette méthode est basée sur la définition d'un potentiel nodal intégré dans le temps: 
1 
\f'i = f vdt' , i = 1, n 
o 






En introduisant la relation (IV.32) dans (IV.30) on obtient le nouveau système à résoudre: 
[N'][Y][NT ｾ｛｜ｦＧ｝］Ｍ｛ｎＧ｝｛ｉ＠ ] dt g (IV.33) 
En tenant compte de la définition de la matrice d'admittance [Y], le système (IV.33) peut se 
mettre sous la forme: 
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[N'][ G][ NT ｾｐｉＧ｝Ｋ｛ｎＧ｝｛ｌｴ｛ｎｔ｛ＧｉＧ｝Ｋ｛ｎＧ｝｛＠ C][ NT ｾ｛ＧｉＧ｝＠ =-[ N'][I ] dt dt2 g 
avec [G] la matrices diagonale des conductances 
[ L t l'inverse de la matrice diagonale des inductances 
[ c] la matrice diagonale des capacités 
5.3. Choix de la méthode 
(IV.34) 
Le choix de la méthode d'analyse du circuit électrique répond à deux exigences: faciliter la 
description du circuit pour l'utilisateur et réduire le temps de calcul. 
Les logiciels existants sur le marché se distinguent en ce qui concerne la méthode d'analyse 
choisie. Ainsi, FLUX2D [Lombard-92] utilise la méthode des courants demailles.MV2DYN 
[Brisset-95] est basé sur la méthode des potentiels nodaux, MSCIEMAS [Brauer-91] et 
Mv3DYN [Perrin-94], [Dreher-94] utilisent la méthode des potentiels nodaux intégrés. 
Comme on l'a déjà souligné, les méthodes des courants de mailles et des charges nécessitent la 
connaissance des mailles fondamentales du circuit. Les éventuelles modifications de la 
topologie du circuit (fermeture ou ouverture des interrupteurs) vont entraîner la modification 
des mailles et par conséquent, la reconstruction de la matrice symbolique du système. De plus, 
après la résolution du système, une nouvelle multiplication matricielle est nécessaire pour 
retrouver les courants de branche. 
Les méthodes des potentiels nodaux et potentiels nodaux intégrés sont plus adaptées pour 
l'analyse des circuits électriques complexes, elles ne nécessitant pas d'algorithmes particuliers 
à mettre en oeuvre. Parmi les deux méthodes en potentiel nodal, la dernière semble plus 
cohérente avec le couplage des équations éléctromagnétiques-équations de circuit envisagé. En 
effet, le flux dans l'inducteur va être directement donné par la différence des potentiels nodaux 
intégrés aux bornes électriques de celui-ci. 
Bien que nous ayons implanté deux méthodes: la méthode des courants de mailles et la 
méthode des potentiels nodaux intégrés dans le temps, nous avons particulièrement apprécié 
l'élégance et la simplicité de la dernière. C'est cette méthode qui a été fmalement retenue. Dans 
la suite nous allons présenter quelques aspects pratiques de la réalisation du couplage 
équations de circuit - équations électromagnétiques. 
- 139-
Chapitre IV. Couplage avec les équations de circuit 
6. Couplage de la méthode des potentiels nodaux intégrés avec les 
équations électromagnétiques. Aspects pratiques 
L'ensemble du système à résoudre est composée des équations du potentiel vecteur 
magnétique, des équations des potentiels électriques intégrés dans le temps aux noeuds du 
circuit électrique et des équations exprimant la tension aux bornes des inducteurs bobinés. 
Le système global se met sous la forme: 
[S][ A ]-[ C][ 1]=[ 0] 
[Cr d[A ]+[ R][ 1]-[ N'][\fI] =[ 0] (IV.35) 
dt 
[N'][ 1]+[ N'][ G][ NT ｾ｛｜ｦｉ｝Ｋ｛＠ N'][ Lt[ NT[\fI]+[ N'][ C][ NT d: [\fi] =-[ N'][Ig] 
dt dt 
avec: 
Sij = f rotW;vrotW]dn, i=l, ... ,nEF et j=l, ... ,nEF 
o 
Cik = f rotW; Ksdn , i=l, ... ,nEF et k=l, ... ,b 
OK 
nEF et b étant respectivement le nombre de degrés de libertés du potentiel 
vecteur magnétique et le nombre d'inducteurs du circuit électrique 
[R] la matrice diagonale des résistances des inducteurs 
Classiquement, les opérations matricielles se font sur chaque élément fini et la matrice et le 
sous-vecteur élémentaire seront assemblés dans la matrice globale. La méthode d'analyse 
choisie permet le traitement des éléments finis et des composants électriques de la même 
manière. 
Après la phase d'intégration sur les éléments finis, on calcule la contribution de chaque 
composant électrique. 
Dans la suite, nous allons donner l'expression de la contribution des composants principaux 
d'un circuit électrique. 
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Composant PHASE (Figure IV.3) 
(1) 1 R r - - - - 1 
'Pl ｾＮｩＭｃＺｊｔｾ＠
'P2 




Fig. IV.3 Composant PHASE 
La contribution matricielle de ce composant est: 
[S] -[C] 0 0 [A] [0] 
｛ｃ｝ｾ＠ R d d 1 0 
dt dt dt = (IV.36) 
0 1 0 0 '1'1 0 
0 -1 0 0 '1'2 0 
avec les matrices [S] et [C] déjà explicitées pour la relation (IV.3 5). 
Les dérivées temporelles sont exprimées à l'aide de la méthode d'Euler implicite. Cela donne: 
[S] -[C] 0 0 [A] [0] 
ｾ｛ｃ｝＠ R 1 1 1 1[ n] 1 1 -- C A +-'1' --'1' 
!J.t !::.t !::.t = !::.t ;-}!::.t li-1 !::.t 2;-1 
0 1 0 0 '1'1 0 
0 -1 0 0 '1'2 0 
La matrice peut être rendu symétrique en multipliant la deuxième ligne par -!::..t. 
Composant RESISTANCE (Figure IV.4) 
(1) 1 




Fig. IVA Composant RESISTANCE 
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Pour déterminer la contribution du composant, on écrit l'expression du courant 1 dans les deux 
noeuds (1) et (2) de la résistance, en tenant compte de l'orientation par rapport aux noeuds: 
Au noeud d'P d'P (1) : +G-1-G-2 =0 
dt dt 
d'P d'P (2): -G-1+G-2 =0 
dt dt 
(IV.38) 
Sous forme matricielle, les relations (IV.38) s'écrivent: 
(IV.39) 
La discrétisation de la dérivé à l'aide de la méthode d'Euler implicite conduit a un système 
linéaire avec des termes source dérivés du pas de calcul précèdent. 
Composant TRANSISTOR 
Le transistor est un interrupteur commandé modélisé par une résistance qui peut prendre deux 
valeurs, en fonction de l'état de conduction du transistor. Les grandeurs caractéristiques sont: 
T - la période de fonctionnement 
Tl -l'instant de la début de la commande 
T2 - l'instant de fin de commande 
r - la résistance passante 
R - la résistance bloquée 
Avant le calcul de la matrice du composant (IV.39), on détermine l'état de conduction du 
transistor. 
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Fig. IV.5 Composant INDUCTANCE 
Les équations des courants dans les noeuds (1) et (2) sont: 
La contribution matricielle s'écrit: 
Composant CAPACITE (Figure IV.6) 
(1) 1 
ｾＱｾＭＭＭＭＭＭｾｾＭＭＭ｣ｾｊｬ＠
T ｾＲ＠ (2) ｾ＠
Figure IV.6 Composant CAPACITE 
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La contribution matricielle s'écrit: 
(IV.43) 
Ce système fait apparaître des équations du second ordre dans le temps. Une méthode simple, 
utilisant une approximation des dérivées par différences finies centrées peut être utilisée pour 
la discretisation de la dérivée. 
Composant DIODE (Figure IV.7) 
L'état d'ouverture ou de fermeture de la diode dépend de la tension aux bornes du composant. 
Il peut être prédit, cas dans lequel un modèle bi-résistif est efficace [Pawlak-88]. Plus 
généralement, l'équation de la diode, reliant la tension aux bornes à l'état de conduction, doit 
être résolue d'une manière itérative [Piriou-88], [Dreher-94]. Nous avons choisi le modèle non-
linéaire de la diode, basé sur la vérification et la correction de l'état de conduction lors des 
itérations de l'algorithme de Newton-Raphson. 
Figure IV.7 Circuit équivalent d'une diode réelle 
Nous n'allons rappeler que les lignes générales de la méthode utilisée, celle-ci étant détaillée 
dans [Dreher-94]. 
Généralement, le courant Id d'une diode est donné par: 
ｉ､］ｉＮＨ･ｸＱｾＺ＠ ]-IJ 
Des valeurs typiques pour Is et UT sont: 
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A l'itération i de la boucle Newton-Raphson, la matrice du composant s'écrit: 
avec G (H) = 1 
d 1/ i-l R 
gpn + s 
dl (i-l) (H) _ d 
gpn - dU 
pn 
(IV.45) 
Sachant que la tension Upn n'est pas directement fournie par le calcul, à chaque itération on 
doit résoudre l'équation non-linéaire suivante: 
(IV.46) 
Composant SOURCE DE COURANT 
La contribution matricielle s'écrit: 
(IV.47) 
Composant SOURCE DE TENSION 
La méthode des potentiels nodaux intégrés ne permet pas la prise en compte directe des 
sources de tension. Celles ci peuvent être transformées en sources équivalentes de courant, 
conformément au théorème de Thévenin. 
Une autre possibilité de prendre en compte les sources de tension est d'écrire la relation entre 
les potentiels nodaux intégrés et la tension électromotrice de la source: 
(IV.48) 
Le potentiel 'Pl sera remplacé dans le système d'équations par l'expression (IV.48). 
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7. Validations numériques 
Nous allons passer à la validation du couplage réalisé, sur un cas simple: une bobine à noyau 
ferromagnétique. 
Description de la géométrie 
Le problème est constitué d'un circuit ferromagnétique excité par un inducteur filaire maillé 
(Fig. IV.8). Le circuit magnétique est en forme UI, avec un entrefer qui peut être varié. 
L'inducteur comporte 3100 spires et a une résistance mesurée en courant continu de 63.9 n. 
Le matériau du noyau est supposé non-linéaire avec la même courbe B(H) que celle de la 
figure III.18. 
inducteur filaire 
Figure IV.8 Géométrie dû modèle 
Méthodes de résolution 
Après la détermination numérique du vecteur de bobinage Ks (cf. § IV.3), différentes 
simulations ont été effectuées. 
Dans la première série, nous cherchons à valider le couplage réalisé en utilisant un circuit 
électrique très simple comportant une source de tension. Nous nous proposons de déterminer 
la réponse transitoire en courant de l'inducteur, sous une alimentation en créneau de tension 
d'amplitude 20V (Figure IV.9). Les calculs vont être effectués pour deux valeurs de l'entrefer. 
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Domaine EF 1 
L ____ I 
Fig. IV.9 Schéma d'alimentation pour le premier essai 
Dans la deuxième série nous allons regarder qualitativement l'influence de la saturation du 
noyau magnétique sur la forme d'onde du courant. Le circuit d'alimentation est composé d'une 




L ____ I 
Fig. IV.lO Schéma d'alimentation pour le deuxième essai 
Dans la troisième série d'essai, l'inducteur est alimenté à travers un circuit électrique plus 
compliqué (Figure IV.ll), comportant un transistor de commande et une diode. Cet essai est 





L- ___ 1 
Fig. IV.ll Schéma d'alimentation pour le troisième essai 
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Résultats 
Avant de regarder les résultats, on peut se demander quelle est l'influence du couplage 
équations de circuit-équations magnétiques sur le conditionnement de la matrice. Pour le 
premier essai nous avons effectué plusieurs résolutions, les inconnues électriques étant placées 
soit en début de la matrice globale soit à la fin. Dans la troisième résolution, l'inducteur a été 
alimenté en courant, donc il n'y a pas de couplage avec les équations de circuit. 
La figure IV.12 résume les caractéristiques de convergence de résolution du système matriciel 
pour ces essaIS. 
-0-- debut de la matrice 
.... o· . .. fm de la matrice précision 





Fig. IV.12 Caractéristiques de convergence pour différentes positions dans la matrice globale des équations 
électriques 
On s'aperçoit que par rapport au problème magnétostatique, sans couplage avec l'équation 
d'alimentation, l'introduction de nouvelles inconnues dégrade légèrement la vitesse de 
convergence. La dégradation est moins forte si on place ces inconnues à la fin de la matrice 
globale. Désormais, dans la phase de numérotations des inconnues, nous allons mettre toujours 
à la fm les inconnues électriques, à savoir les courants dans les inducteurs et les potentiels 
nodaux intégrés dans le temps. 
Les figures IV.l3 et IV.14 montrent le courant dans l'inducteur pour deux valeurs de l'entrefer 
du dispositif, 1 mm et respectivement 2 mm. 
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...... ;;! ...... ·i ...................... r .................... ·r ........ ·, , 
:·:: .... ::::::::::::r::::::::::::::::::::r::::::::::::::::::::r::::::::::::::::::::r::::::::::::::::::::::r:::::::: 
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: : : : 1 
0,1 0,2 0,3 0,4 0,5 
temps (sec) 
Fig. IV. l3 Courant dans l'inducteur pour un entrefer de 1 mm 
courant (A) 
0,3 .. -.. :.-._:.!.:._ ...... _ ............ ｾ＠ ...................... + ......... . 
l l l 
................... ! ............. . 
................ ＮＫＬＮＮｾ＠ ........ _ .......... ｾ＠ ....................... ｾＮＮＮＮＮＮＮＮＮＮＮＺ＠ ' 
ｾ＠ : : 
, ' i i i --0- F1ux2d 
0,2 , : : : ......... ··]"· .. ··T······················1'··················· .. ·r·......... . ---A- - _. 3D 
f" i i i 
.... ·J············r-·····················r·····················-1············ 
': : : , . / ................ + ...................... ｾ＠ ....................... ! ...... _ ................ ｾ＠ ...................... + ......... . 
: : l : : 
0,1 
: : l i i 
.................. ·: .............. ·· ...... j' ........ · ............ ·j ...................... ·t ................ ·· .... t ...... · ..· 
° 
° 
0,1 0,2 0,3 0,4 0,5 
temps (sec) 
Fig. IV.l4 Courant dans l'inducteur pour un entrefer de 2 mm 
Des résultats de mesure ne sont pas disponibles. Afin de valider le couplage réalisé, on 
compare les résultats obtenus, noté 3D sur les Fig. IV.13 et IV.14, avec ceux donnés par 
FLUX2D®, en considérant une approximation bidimensionnelle du problème traité. La 
différence entre les résultats est due au flux créé par la tête de l'inducteur, qui n'est pas pris en 
compte par le modèle bidimensionnel. Pour le cas tridimensionnelle flux dans l'inducteur est 
plus important, donc la constante de temps plus grande. 
Dans la deuxième série d'essai, nous avons alimenté l'inducteur avec une tension sinusoïdale de 
fréquence 50 Hz et d'amplitude 200 V, dans un premier temps, et ensuite en augmentant 
l'amplitude jusqu'à 250 V. La figure IV.15 montre la forme d'onde de la tension d'alimentation 
ainsi que le courant qui en résulte. Le matériau n'est pas encoure saturé. La saturation 
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n'intervient qu'au début de la mise sous tension, quand le courant est 4,5 fois plus grand que le 
courant établi au régime pennanent. 
En augmentant l'amplitude de la tension à 250 V, on obtient la saturation du matériau, même 
















0,02 0,04 0,06 





Fig. IV.lS Tension d'alimentation et courant dans l'inducteur 
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Fig. IV.16 Tension d'alimentation et courant dans l'inducteur 
Dans la troisième série d'essai, l'inducteur a été alimenté à travers un hacheur. La tension est 
constante, d'amplitude 20 V, et le facteur cyclique de commande vaut 0,75. Dans les figures 
IV .17, IV.18 et IV.19 on montre respectivement le courant dans l'inducteur, le courant dans le 
transistor et le courant dans la diode. On constate qu'une fois le transistor bloqué, c'est la 
diode qui entre en conduction. 
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° ｾ＠ __ ｾ＠ __ J-__ ｾ＠ __ ｾ＠ __ ｾ＠ __ ｾ＠ __ ｾ＠ __ ｾ＠
° 0,1 0,2 0,3 0,4 0,5 0,6 0,7 0,8 
temps (sec) 
Fig. IV.!7 Courant dans l'inducteur 
courant (A) 
0,3 ,----..,...----,-----,----,-----,------,------.,.-----, 
::::::':'1:::::'::::.1 :::'::: .. :1:: :::·:: .. r:::: :::':::.:::::::: :::j:: .. :::::::: r:: .. ::::::: 




° 0,1 0,2 0,3 0,4 0,5 0,6 0,7 0,8 
temps (sec) 
Fig. IV.18 Courant dans le transistor de commande 
courant (A) 
0,2 t-........... I\l ............ ·i .......... ·i .... · ...... t. ....... ..l .... · ..... 1" ...................... .. 
l 1 , : : 
0,: =: r-I·.' :.:1= .• 1 !:. 1·· •••• :: •• : •• 
° 
0,1 0,2 0,3 0,4 0,5 . 0;6 
Fig. IV.19 Courant dans la diode 
Conclusion des validations numériques 
0,7 0,8 
temps (sec) 
Les différentes phases de simulation nous ont permis de valider le couplage réalisé et les divers 
composants électriques que l'on peut rencontrer dans la pratique, notamment les transistors et 
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les diodes. D'autre part, à l'aide de ces essais nous avons déterminé le comportement de la 
convergence en fonction de la position des équations de circuit dans la matrice globale. On 
peut conclure que le couplage avec les équations de circuit détériore légèrement le 
conditionnement de la matrice globale par rapport à la résolution magnétostatique et que le 
meilleur comportement numérique est obtenu si on place les inconnues électriques à la fin de la 
matrice. 
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8. Conclusion 
Afin de réaliser le couplage avec les équations de circuit, nous avons sélectionné parmi les 
méthodes connues celle qui nous a paru la plus adapté pour les problèmes tridimensionnels 
réels, comportant des circuits d'alimentation complexes. La méthode de la résolution 
simultanée des équations magnétiques et électriques a été adaptée à la formulation en potentiel 
vecteur magnétique, basée sur l'interpolation mixte, afm de préserver la compatibilité de la 
formulationnon-jaugée. 
D'autre part, la méthode de potentiels nodaux intégrés dans le temps permet de garder le même 
traitement pour l'intégration sur les éléments finis et sur les composants électriques. 
Enfin, un exemple significatif nous a permis de valider entièrement le couplage réalisé. 
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Chapitre V. Prise en compte du mouvement 
1. Introduction 
Les dispositifs électrotechniques et notamment les convertisseurs électromécaniques 
(machines et actionneurs électriques) peuvent comporter des parties en mouvement. La 
modélisation numérique de tels systèmes nécessite donc le développement des techniques 
permettant la prise en compte du mouvement, que ce soit de rotation, pour les machines 
électriques, ou de translation, pour les électroaimants. 
Ces méthodes peuvent être classées en deux catégories, une appelée directe, basée sur 
l'utilisation d'un seul référentiel indépendant de la position de la partie mobile et l'autre basée 
sur l'utilisation de deux référentiels, un lié à la partie mobile et l'autre à la partie fixe. Parmi ces 
dernières méthodes on peut énumérer les méthodes de remaillage local, le macro-élément, le 
couplage avec les intégrales de frontière, la connexion par interpolation nodale et la méthode 
basée sur les multiplicateurs de Lagrange. 
Dans un premier temps, nous allons passer en revue les techniques classiques utilisées: les 
méthodes de remaillage de l'entrefer et les méthodes intégrale. Ensuite, nous allons étudier 
quelques méthodes permettant la prise en compte du mouvement, et ceci, dans le contexte des 
éléments mixtes. 
Ce chapitre se terminera sur l'analyse critique des méthodes étudiées sur des cas-tests qui 
vont nous permettre de choisir celle la mieux adaptée aux éléments mixtes. 
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2. Etat de l'art 
Les principales méthodes qui ont été proposées jusqu'à présent pour la prise en compte du 
mouvement sont: 
- la méthode directe par ajout du terme de transport dans l'équation du champ 
électrique en 2D et 3D 
- le remaillage local de l'entrefer en 2D et 3 D (ou la bande de roulement) 
- le couplage avec les intégrales de frontière en 2D 
- le macroélément en 2D 
-la connexion par interpolation nodale en 3D 
-le couplage d'interface par multiplicateurs de Lagrange 
Nous allons passer rapidement en revue ces méthodes, en soulignant les particularités de 
chacune. 
2.1. La méthode directe 
Pour les structures simples, ayant la partie mobile homogène et invariante par le déplacement, 
le mouvement peut être prise en compte dans l'équation du champ électrique par l'introduction 
du terme de transport v x B . 
Supposons que la région conductrice se déplace à une vitesse constante v. Soit R' le référentiel 
local attaché a cette région et R le référentiel global, fixe. Dans les hypothèses non-relativistes, 






Nous avons noté H, D, B, Ë et J les grandeurs exprimées dans le repère 






fixe R et 
Les équations du champ sont résolues dans le repère fixe R, en tenant compte des relations de 
transformations. Nous nous contentons de n'expliciter que le cas des problèmes 
, . ( aB , l' ') magnetostatlques terme --neg Ige. at 
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Dans la région fixe on résout l'équation: 
rot(vrotA)=J (V.6) 
Dans la région conductrice mobile on résout l'équation: 
rot(vrotA)-cr(v x rotA- gradV) = jj (V.7) 
Au passage entre les deux régions il convient d'assurer les conditions de continuité requises. 
L'application de cette méthode s'avère délicate. La matrice du système obtenu après la 
discretisation en éléments finis n'est pas symétrique. En plus, il est recommandable d'utiliser 
des fonctions de pondération décentrées (méthode de type Petrov-Galerkin), et de mailler les 
régions conductrices en hexaèdres orientés dans la direction de la vitesse [Maréchal-91]. 
2.2. Remaillage locale de l'entrefer (bande de roulement) 
Proposé tout d'abord en 2D [Davat-85][Vassent-90] cette méthode est basée sur le remaillage 
de l'entrefer à chaque fois qu'il y un déplacement du maillage rotorique (Fig. V.1). 
/ / / 




/ 1 bande de \ 1 \ 1 \ 1 \ 1 \ 
/ 1 roulement \ 1 \ 1 \ 1 \ 1 
maillage rotorique remaillage de l'entrefer 
après déplacement du 
rotor 
Fig. V.l Remaillage local de l'entrefer 
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La couche d'éléments séparant la partie mobile et la partie fixe s'appelle bande de roulement. 
A chaque déplacement de la partie mobile, la bande de roulement est démaillée, les noeuds du 
maillage du rotor sont déplacés de l'angle imposé et la bande de roulement est remaillée. 
L'avantage de la méthode est qu'elle permet d'avoir un nombre de noeuds différents de part et 
d'autre de la bande, ce qui rend le processus de maillage plus souple, avec la possibilité d'une 
densité de maillage optimale. En revanche, la solution peut être bruitée à cause de la variation 
discontinue de la topologie du problème. L'application de la méthode aux problèmes 3D est 
délicate; la tâche est facilitée si les maillages réglés sont utilisés. 
2.3. Macro-élément 
Cette méthode, proposée dans [Razek-82], est basée sur l'expression analytique du champ 
dans l'entrefer. L'entrefer n'est pas maillé, il est vu comme un seul éléments fini, possèdant 




Fig. V.2 Macro-élément 
Sachant que dans l'entrefer le potentiel vecteur A vérifie l'équation de Laplace: 
ｾａ］ｏ＠ (V.8) 
on peut déterminer analytiquement les fonctions de forme du macro-élément pour les 
géométries de formes simples. 
Cette méthode a été appliquée avec succès sur les problèmes 2D. Elle présente des avantages 
considérables tant au niveau de la qualité de la solution dans l'entrefer qu'au niveau de la 
réalisation du maillage. En effet, l'entrefer qui pose tant de problèmes de maillage, n'est plus 
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maillé. Cependant, la matrice perd son caractère creux du fait que les degrés de liberté du 
macro-élément sont interconnectés et la largeur de bande est localement augmentée. Si en 2D 
cette augmentation de la bande est tout à fait acceptable, en 3D elle s'avère totalement 
déraisonnable, conformément aux estimations faites dans [perrin-94]. 
2.4. Couplage avec les intégrales de frontière 
La méthode a été proposée pour la modélisation 2D des parties en mouvement [Bouillault-88]. 
Sachant que l'équation à résoudre dans l'entrefer est obtenue en minimisant la fonctionnelle 
suivante: 
F(A Ｉ］ｾｦａ＠ aAcdl 
c 2r c an 
c 
(V.9) 
on se propose de déterminer la dérivée normale du potentiel vecteur A sur le bord de l'entrefer 
noté rc en fonction des valeurs nodales, à l'aide de la méthode des intégrales .de frontière ou à 
une méthode appelé de Trefftz. 
En écrivant que: 
;=1 
où N; sont des fonctions harmoniques satisfaisant l'équation de Laplace 
ｾ［＠ sont des coefficients sans signification particulière 
m est le nombre de noeuds sur la frontière rc 
L d ,· ,aAc d ' l' . a envee - est onnee par expressIOn: 
an 
aA=iaN; ｾ［＠
an ;=1 an 
(V.IO) 
(V.ll) 
Les coefficients ｾ［＠ peuvent être déterminés soit par une méthode de type intégrale de 
frontière, soit par une méthode de collocation pour les noeuds du maillage. 
Cette méthode présente le même point fort que le macroélément, à savoir la qualité de la 
solution dans l'entrefer. En même temps elle est plus générale, car elle peut s'appliquer sur les 
géométries de formes quelconques. En 3D elle parait difficilement applicable à cause de 
l'augmentation considérable de la largeur de bande. 
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2.5. Connexion par interpolation nodale 
Cette méthode, proposée dans [Perrin-94] s'appuie sur l'interpolation de maillage. La 
géométrie est divisée en deux maillages distincts, le maillage fixe, correspondant aux parties 
statiques et le maillage mobile, qui regroupe le rotor et l'entrefer (Fig. V.3). La zone de 
connexion est l'interface entre le maillage mobile et le maillage fixe. 
maillage fixe 
maillage mobile 
Fig. V.3 Connexion par interpolation nodale 
Pour chaque noeud de l'interface de couplage du coté mobile on détecte la position dans 
l'élément volumique appartenant au maillage fixe. 
Utilisant les fonctions d'interpolation de l'élément volumique trouvé, on peut écrire que le 




où N; sont les fonctions d'interpolation nodale de l'élément volumique fixe 
A; sont les valeurs nodales du potentiel vecteur de l'élément volumique fixe 
m est le nombre de degré de noeuds de l'élément volumique fixe 
(V.12) 
L'inconnue Aj va être substituée dans le système matriciel par la combinaison linéaire (V.l2). 
La méthode présente plusieurs avantages: 
-elle garde l'aspect symétrique de la :rp.atrice; la bande n'est pas augmentée localement 
et le conditionnement de la matrice n'est pas détérioré. 
-la topologie du système varie de façon continue en fonction de l'angle de rotation. 
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En revanche, la continuité de la variable d'état n'est assurée qu'en moyenne. Pour cette raison, 
il est recommandable d'avoir un maillage homogène de part et d'autre de l'interface de 
conneXlOn. 
2.6. Connexion par multiplicateurs de Lagrange 
Afm de restaurer les continuités physiques à l'interface entre deux maillages non-conformes, 
une nouvelle fonctionnelle F' est rajoutée à la fonctionnelle d'énergie F( A) qui correspond au 
phénomène physique. Pour une formulation en potentiel vecteur magnétique, la fonctionnelle 
F'( A, À) s'écrit [Maréchal-91]: 
F'(A,À)= ｦｾﾷＨａｉＭａＲＩ､ｲ＠ (V. 13) 
r 
Le processus de minimisation de la fonctionnelle totale F( A)+ F'( A, À) permet l'identification 
des multiplicateurs de Lagrange comme étant les composantes tangentielles HI du champ 
magnétique. Deux approches peuvent être considérées. Soit les multiplicateurs À sont 
éliminés de la fonctionnelle (V .13) remplacés par HI' soit ils sont considérés comme inconnues 
du système et interpolés séparément. 
Dans [Maréchal-91] l'auteur a choisi la première approche, en substituant À par l'expression: 
(V.l4) 
où Htl et HI2 est le champ tangentiel de part et de l'autre de l'interface, et ceci afin de donner 
un poids identique aux deux côtés de la frontière. 
La méthode a été testée sur des problèmes 2D, faisant apparaître quelques difficultés 
d'applications. Il s'agit notamment du fait que la matrice du système n'est plus positive 
définie, ce qui fait que les méthodes itératives usuelles de résolution ne sont plus efficaces. 
L'auteur a adopté une technique spécifique, qui consiste à renumeroter en haut de la matrice 
globale tous les noeuds rattachés aux éléments qui touchent l'entrefer et de faire une 
décomposition complète de cette partie de la matrice. 
D'autres expériences avec les multiplicateurs de Lagrange ont été également réalisées par Lai 
[Lai-96] et Rodger [Rodger-90], dans une formulation en potentiel scalaire. 
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3. Méthodes de connexion spécifiques aux éléments mixtes 
Jusqu'à présent, très peu de travaux sur ce sujet ont été publiés. On peut citer un article sur la 
modélisation d'une machine à réluctance variable [Yamakushi-96] où les auteurs utilisent une 
méthode de remaillage de l'entrefer. La même méthode est utilisée pour la modélisation du 
mouvement d'un moteur asynchrone par [Boualem-97]. Une thèse récente [Gasmi-96] utilise 
la méthode des multiplicateurs de Lagrange, telle qu'elle a été introduite dans [Maréchal-91] . 
Malheureusement, on y trouve peu d'indications sur le comportement tant au niveau de la 
convergence qu'au niveau des résultats de la méthode. 
Dans ce qui suit, nous allons étudier donc quelques méthodes de connexion spécifiques aux 
éléments mixtes. 
3.1. Méthode basée sur les multiplicateurs de Lagrange 
La méthode telle qu'elle est décrite dans [Maréchal-9l est très générale, elle peut être 
appliquée aussi bien dans le cas de l'interpolation nodale que dans le cas de l'interpolation 
mixte, pour n'importe quel ordre. 
Deux approches vont être considérées. Dans un premier cas, les multiplicateurs de Lagrange 
seront éliminés de la fonctionnelle, grâce à la relation (V.14). Ensuite, les multiplicateurs de 
Lagrange seront gardés dans la fonctionnelle et interpolés séparément. 
3.1.1. Multiplicateurs éliminés de la fonctionnelle 
La fonctionnelle totale à minimiser s'écrit: 
B 
F;( A)= f (f (jj·dË)-J .A)dQ+ f ｾＨＭｶ｝ｲｯｴａ｝＠ xii] +v2rotA2 xii2 )( A] -A2 )dr 
Q 0 r 2 
(V.lS) 
où ii] et ii2 sont les normales extérieures aux régions à raccorder 
v] et v 2 sont les réluctivités respectives des régions à raccorder 
La minimisation de la fonctionnelle (V .15) conduit au système matriciel symétrique, défini 
sous forme variationelle par: 
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f (vrotA.rot8A-J·8A)dQ+ f l.(-V 1rotA1 xii1 +v2rotA2 xii2)(8A1-8A2)df + 
il r 2 
+ f l.(-v1rot8A1 xii1 +v2rot8A2 xii2)( A1-A2)df = 0 (V.16) 
r 2 
Sachant que le potentiel vecteur A est interpolé à l'aide des fonctions de base mixtes W;, le 
système sous fonne discrète est obtenu immédiatement, et pour cette raison il n'est pas 
explicité. 
3.1.2. Multiplicateurs gardés dans la fonctionnelle 
Dans ce cas, la fonctionnelle totale à minimiser s'écrit: 
iL 
ｾＨａＩ］＠ f(f(H.dB)-J.A)dQ+ ｦｾﾷＨａＱＭａＲＩ､ｦ＠ (V.17) 
il 0 r 
Le processus de minimisation conduit au système défini sous fonne variationnelle par: 
f (vrotA-rotM-J·8A)dQ+ ｦｾﾷＨＸａＱＭＸａＲＩ､ｦＫ＠ ｦＸｾＮＨａＱＭａＲＩ､ｦ］ｏ＠ (V.18) 
il r r 
Les multiplicateurs À seront interpolés séparément, ce qui va augmenter le nombre d'inconnues 
dans le système matriciel. 
3.1.3. Difficultés pratiques dans l'évaluation des matrices élémentaires 
Les intégrales surfaciques en (V.16) et (V .18) font intervenir des fonctions polynomiales 
définies par morceaux sur des domaines différents, à cause de la non-confonnité du maillage. 
Ainsi, le calcul exact des intégrales surfaciques doit passer par le sous-découpage des maillages 
sur l'interface. Dans la pratique, comme ce découpage est relativement complexe à réaliser, on 
préfère un calcul approché par approximation polynomiale, ce qui demande une augmentation 
de nombre de points de Gauss sur la face de l'élément servant de support d'intégration. 
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3.1.4. Validations numériques 
Pour analyser les deux approches différentes de la méthode des multiplicateurs de Lagrange et 
pour mettre en évidence les contraintes d'applications de cette méthode, nous allons traiter un 
cas test simple. Il s'agit d'une région parcourue par un courant continu, dirigé suivant l'axe z, 
collée à une autre région, qui peut être de l'air ou un matériau ferromagnétique (Fig. V.4). Sur 




Fig. VA Géométrie du cas test 
On peut imaginer que cette structure soit périodique suivant l'axe y et infinie suivant les axes x 
et z. Ainsi, des conditions aux limites de type champ tangentiel peuvent être imposées sur 
toutes les frontières. 
Plusieurs essais numériques ont été effectués, les différents cas étant résumés ci-dessous: 
Cas 1: les deux régions sont maillées en éléments hexaédriques mixtes du premier ordre 
incomplet. Le maillage est grossier et conforme. (Fig. V.S). La perméabilité des régions 
est égale a celle de l'air. 
Cas 2: l'essai est effectué dans les mêmes conditions que le premier, à la différence que le 
maillage est non-conforme (Fig. V.6). 
Cas 3: un maillage hexaédrique non-conforme plus fin est utilisé. La perméabilité des régions 
est égale a celle de l'air. (Fig. V.7) 
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Cas 4: pour le même maillage que dans le cas précèdent, le matériau de la région non-
conductrice est considéré ferromagnétique. 
Cas 5: un maillage mélangé hexaèdres - tétraèdres est utilisé. Les perméabilités de deux régions 
sontégales.(Fig. V.8) 
Pour chaque essai numérique on fournit les donnés de résolutions, les caractéristiques de 
convergence et l'erreur relative globale sur l'interface, définie par: 
(V.l9) 
De plus, chaque cas a été résolu deux fois, en utilisant les différentes approches de la méthode 
des multiplicateurs de Lagrange. 
Fig. V.S Maillage et courant source pour le cas no. 1 Fig. V.6 Maillage et courant source pour le cas no. 2 
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Fig. V.7 Maillage et courant source pour le cas no. 3 Fig. V.8 Maillage et courant source pour le cas no. 5 
Cas 1. Maillage hexaédrique conforme. Les régions ont la même perméabilité 
Cet essai permet de mettre en évidence le comportement numérique de la méthode sur un cas 
très favorable, le maillage des deux régions étant conforme sur l'interface de raccordement. 
Le tableau V.1. résume les caractéristiques de résolution et l'erreur relative sur 1'interface pour 
les deux approches de la méthode. 
Tableau V.l. Caractéristiques de résolution et erreur relative pour le cas no. 1 
Multiplicateurs éliminés Multiplicateurs gardés 
Nombre d'inconnues 1116 1304 
Nombre de termes non-nuls 19057 28213 
Nombre d'éléments 480 480 
Erreur relative (%) 3,5 0,45 
Les figures V. 9 et V.1 0 montrent respectivement les caractéristiques de convergence pour les 
deux approches considérées, en utilisant plusieurs techniques de résolution du 'système linéaire 
(cf. Annexe 1). On s'aperçoit que le solveur ICCG n'est pas du tout adapté à ce type de 
matrice, qui n'est plus définie positive. D'autres techniques se révèlent plus performantes, 
notamment la méthode du résidu minimum et la méthode du gradient conjugué avec un 
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--6:6- Equation normale 
--e-o-ICCG 
ｾ＠ Residu minimum 
" Gradient conjugué 
o Evans 
10-9 L-_-'-__ '--_-'-_------' __ -'--_---'-__ --'---_---' 
o 50 100 150 200 250 300 350 400 
Nombre d'itérations 
Fig. V.9 Caractéristiques de convergence pour le cas des multiplicateurs éliminés du système 
Précision --6:6- Equation normale 
o ICCG 
ｾ＠ Residu minimum 
- ..... - Gradientconjugué 
::::::::::::::::::::::I:::::::::::::::::::: .. .r:::::::::::::::::::::::l:::::::::::::::::::::::::r::::::::::::::::::::::: 
10-9 L...-___ -'-i ___ ---'"i ___ ---'-' ____ '-i ___ ｾ＠
o 200 400 600 800 1000 
Nombre d'itérations 
Fig. V.IO Caractéristiques de convergence pour le cas des multiplicateurs gardés dans le système 
Les caractéristiques de convergence dans le cas où les multiplicateurs sont éliminés du système 
sont nettement supérieures à celles de la deuxième méthode. Cela s'explique par le fait que 
l'introduction d'une nouvelle variable de type champ magnétique parmi des inconnues de type 
potentiel dégrade fortement le conditionnement de la matrice. 
Les figures V.11 et V.12 montrent respectivement la composante tangentielle du potentiel 
vecteur sur la surface de raccordement entre les deux régions. Comme l'erreur globale relative le 
montre, la première méthode est moins précise, ce qui s'explique par le fait que les 
multiplicateurs de Lagrange ne sont connus qu'à l'ordre 0, à la différence de la deuxième, où les 
multiplicateurs sont connus à l'ordre 1. 
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Potentiel vecteur (T*m) 
-,!sô- Frontière 1 
8 10.6 ｾｾＭＭｾｾＭＭＭＭＭＭｾ＠
--90- Frontière 2 
················1 .. ···· .. ···· 
: , , , 
fil) 6 10.6 
...... ....... 1" ................ -:-.................. ( ........... ·····1················· 
.............. ; ................... j ................... ; ................... ; ............... . 2 10.6 
: : : : 
: : : : 
............... ] ................... j .................. ·]···················1··············· .-
0,2 0,4 0,6 0,8 1 
position (mm) 




0,2 0,4 0,6 0,8 1 
position (mm) 
Fig. V.12 Composante tangentielle du potentiel vecteur de deux cotés de l'interface de raccordement (cas des 
multiplicateurs gardés) 
Cas 2. Maillage hexaédrique non-conforme. Les régions ont la même 
perméabilité 
L'essai précèdent nous a permis de constater que même pour le cas d'un maillage conforme, la 
convergence des solveurs usuels tel que ICCG n'est pas immédiate. On peut se demander si 
l'application de la méthode sur un exemple où le maillage n'est pas conforme, va encore 
dégrader le processus de convergence. Pour cela, on considère le cas de l'exemple précèdent, 
mais avec un maillage différent dans les deux régions, ce qui fait qu'à l'interface de 
raccordement le maillage est non-conforme. 
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Le tableau V.2 résume les caractéristiques de résolutions et l'erreur globale obtenue sur 
l'interface. Les figures V.13 et V.14 montrent respectivement les caractéristiques de 
convergence et les figures V.15 et V.16 la composante tangentielle du potentiel vecteur sur 
l'interface de connexion des deux cotés, pour les deux approches différentes de la méthode. 
Tableau V.2. Caractéristiques de résolution et erreur relative pour le cas no. 2 
Multiplicateurs éliminés Multiplicateurs gardés 
N ombre d'inconnues 1056 1235 
Nombre de termes non-nuls 18938 28820 
Nombre d'éléments 456 456 




A Equation normale 
o ICCG 
ｾ＠ Residu minimum 
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Fig. V.13 Caractéristiques de convergence pour le cas des multiplicateurs éliminés du système 
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Fig. V.14 Caractéristiques de convergence pour le cas des multiplicateurs gardés dans le système 
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Fig. V.15 Composante tangentielle du potentiel vecteur de deux cotés de l'interface de raccordement (cas des 
multiplicateurs éliminés) 
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Fig. V .16 Composante tangentielle du potentiel vecteur de deux cotés de l'interface de raccordement (cas des 
multiplicateurs gardés) 
Cet essai nous pennet de retrouver les remarques déjà faites dans le cas précèdent, à savoir que 
le fait d'avoir interpolé séparément les multiplicateurs de Lagrange conduit à une qualité de 
solution supérieure par rapport à la première approche, où les multiplicateurs sont éliminés, 
au prix d'une dégradation du conditionnement de la matrice. 
Par rapport au cas résolu précédemment, la non-conformité du maillage n'a pas d'influence 
importante sur la convergence et la qualité de la solution reste tout à fait acceptable. 
Vu les caractéristiques de convergence, seuls les solveurs les plus adaptés à ce type de 
problème seront désonnais utilisés pour les cas suivants, à savoir le gradient conjugué avec un 
préconditionnement diagonal et la méthode du résidu minimum. 
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Cas 3. Maillage hexaédrique non-conforme fin. Les régions ont la même 
perméabilité 
L'intérêt de cet essai est d'analyser le comportement de la convergence pour un problème de 
taille plus importante. Le tableau V.3 résume les caractéristiques de résolutions et l'erreur 
globale obtenue sur l'interface et les figures V.17 et V.18 montrent respectivement les 
caractéristiques de convergence pour les deux résolutions effectuées. 
Tableau V.3 Caractéristiques de résolution et erreur relative pour le cas no. 3 
Multiplicateurs éliminés Multiplicateurs gardés 
Nombre d'inconnues 9060 9826 
Nombre de termes non-nuls 166943 220110 
Nombre d'éléments 3480 3480 
Erreur relative (%) 2,85 0,37 
Précision 
6 Residu minimum 
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Fig. V.17 Caractéristiques de convergence pour le cas des multiplicateurs éliminés du système 
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Fig. V.1S Caractéristiques de convergence pour le cas des multiplicateurs gardés dans le système 
Pour cet essai, on remarque que pour la première approche, le gradient conjugué avec un 
pré conditionnement diagonal est le seul solveur capable de fournir la solution du système, 
tandis que, pour le deuxième, la méthode du résidu minimum se révèle plus efficace. 
Cas 4. Maillage hexaédrique non-conforme fin. Les régions ont des 
perméabilités différentes 
L'intérêt de cet essai est d'analyser l'influence des perméabilités des milieux à raccorder sur les 
caractéristiques de convergence. 
Le tableau V.4 résume les caractéristiques de résolution et l'erreur globale obtenue sur 
l'interface de couplage. Les figures V.19 et V.20 montrent respectivement les caractéristiques 
de convergence et les figures V.21 et V.22 la composante tangentielle du potentiel vecteur sur 
l'interface de connexion de connexion de deux cotés, pour les deux approches différentes de la 
méthode. 
Tableau V.4. Caractéristiques de résolution et erreur relative pour le cas no. 4 
Multiplicateurs éliminés Multiplicateurs gardés 
N ombre d'inconnues 9060 9826 
Nombre de termes non-nuls 166943 220110 
Nombre d'éléments 3480 3480 
Erreur relative (%) 4,68 0,32 
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Fig. V.19 Caractéristiques de convergence pour le cas des multiplicateurs éliminés du système 
On s'aperçoit que la convergence dans ce cas est plus rapide que dans le cas précèdent, où il 
n'y avait pas de différence de perméabilité entre les régions. Ce phénomène peut s'expliquer 
par le fait que la composante tangentielle du champ est moins importante et donc la contrainte 
supplémentaire introduite par la fonctionnelle de raccordement est moins sévère. 
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Fig. V.20 Caractéristiques de convergence pour le cas des multiplicateurs gardés dans le système 
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Potentiel vecteur (T*m) --tsA- Frontière 1 
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Fig. V.21 Composante tangentielle du potentiel vecteur de deux cotés de l'interface de raccordement (cas des 
multiplicateurs éliminés) 
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Fig. V.22 Composante tangentielle du potentiel vecteur de deux cotés de l'interface de raccordement (cas des 
multiplicateurs gardés) 
En ce qui concerne la qualité de la solution, la deuxième approche donne toujours une erreur de 
raccordement plus réduite que la première. 
Cas 5. Maillage non-conforme mélangé (hexaèdres et tétraèdres). Les régions 
ont la même perméabilité 
Dans cet essai, nous étudions le comportement de la méthode dans le cas d'un maillage 
mélangé, une région étant maillée avec des hexaèdres et l'autre avec des tétraèdres. 
Pour cet essai la convergence n'a pas été atteinte, même pour un problème de taille réduite et 
pour l'approche la plus favorable à la convergence (les multiplicateurs éliminés du système). 
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Nous fournissons les caractéristiques de résolution (Tableau V.5) et les courbes de 
convergence (Fig. V.23) 
Tableau V.5. Caractéristiques de résolution pour le cas no. 5 
Multiplicateurs éliminés 
Nombre d'inconnues 1680 






6 Residu minimum 
o Evans 
, , . . 
................................................. !"" ........................................................................... . 
o 100 200 300 400 500 
Nombre d'itérations 
Fig. V.23 Caractéristiques de convergence pour le cas des multiplicateurs éliminés du système 
3.1.5. Conclusions sur les limites d'applications de la méthode des multiplicateurs de 
Lagrange en éléments mixtes 
Les essais numériques effectués ont montré que la convergence des solveurs itératifs usuels est 
considérablement dégradée par l'introduction de la fonctionnelle de raccordement. Le solveur 
ICCG n'est plus efficace et d'autres méthodes de résolution doivent être employées. 
Concernant la taille des problèmes traités, d'autres essais nous ont montré que la convergence 
devient d'autant plus difficile que le nombre d'inconnues augmente. 
Si les régions à raccorder sont maillées à l'aide de types d'éléments géométriques différents, la 
convergence n'est pas possible avec les outils utilisés. Afin de forcer la convergence, d'autres 
techniques ont été essayées, mais sans résultat. Parmi celles-ci, on peut citer la décomposition 
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. complète des lignes de la matrice correspondantes aux inconnues sur la surface de connexion et 
l'élimination de degrés de liberté appartenant à un arbre sur la surface de connexion. 
En ce qui concerne la qualité de la solution, les résultats obtenus sont très satisfaisants. 
Logiquement, l'erreur est d'autant plus petite que l'ordre d'interpolation des multiplicateurs de 
Lagrange augmente, ce qui explique la supériorité de la deuxième approche de la méthode, au 
niveau de la qualité. 
En conclusion, vu les grandes difficultés de convergence, nous ne pouvons pas appliquer cette 
méthode pour des problèmes complexes tels que les machines électriques tournantes, du moins 
dans l'état actuel des connaissances. 
3.2. Méthode basée sur l'interpolation entre éléments mixtes non-conformes 
3.2.1. Démarche suivie 
Le point de départ de cette méthode est la méthode d'interpolation nodale qu'on souhaite 
adapter aux éléments mixtes. D'une façon analogue à la méthode d'interpolation nodale, on veut 
exprimer les degrés de liberté du maillage mobile en fonction des degrés de liberté du maillage 
fixe. 
Considérons un élément esclave d'arêtes (a1,a2,a3,a4 ) en vis-à-vis d'un élément maître d'arêtes 
(aS,a6 ,a7 ,a8 ) (Fig. V.24). 
as 
1111/ F" 'W 






N3 a3 N4 
'1 .. 
Fig. V.24 Elément esclave et élément maître 
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Les degrés de liberté esclaves Aj' associés aux arêtes aj de l'élément esclave seront exprimés 
sous forme de combinaisons linéaires de degrés de liberté maîtres ｾＬ＠ tel que leur signification 
physique soit prise en compte. 
Sachant que, à l'ordre un incomplet, le degré de liberté associé à une arête} est la circulation du 
potentiel vecteur sur cette arête: 
Aj= fA-dÎ (V.20) 
arêtej 
chaque degré de liberté esclave sera calculé en fonction des degrés de liberté maîtres, à l'aide de 
la relation (V.20). 
Prenons, par exemple, le cas de l'arête al' Le degré de liberté associé est calculé par la relation 
suivante: 
Al = f Ｈｌｾｗ［Ｉﾷ､ￎ＠ (V.21) 
arête 1 i 
Pour une intégration à un seul point de Gauss, appartenant à l'élément maître (a5 ,a6 ,a7 ,a8 ), 
on peut écrire la relation: 
Al = f A-dÎ ］ＨａＵｗｳＫａＶｗ［ＬＫａＷｗ［ＫａＸｗＸＩＧｾ＠ (V.22) 
arête 1 
avec ｾＬ＠ W;" W;, ｾ＠ les fonctions de base associées aux arêtes de l'élément maître, évaluées au 
point de Gauss, et ｾ＠ la longueur orientée de l'arête. 
Cette méthode présente les mêmes avantages que la méthode d'interpolation nodale, 
notamment la préservation du caractère creux de la matrice. 
Conformément aux essais numériques effectués sur des problèmes complexes, la méthode 
donne de bons résultats, à condition d'avoir un maillage homogène d'une part et d'autre de 
l'interface de couplage. Cependant, la vitesse de convergence de la méthode ICCG est 
profondément affectée. Cela s'explique par le fait que la construction des combinaisons 
linéaires maître-esclave, par les erreurs de calcul qu'elle entraîne, fait perdre la symétrie entre 
les variables maîtres redondantes. Ce phénomène peut être encore amplifié par l'algorithme de 
préconditionnement. 
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Nous avons observé qu'en imposant une Jauge locale, de type arbre, sur la surface de 
glissement, la vitesse de convergence du solveur itératif s'améliore nettement, par le fait qu'on à 
supprimé les degrés de liberté maîtres excédentaires. Ce comportement laisse à penser qu'une 
determination plus exacte des combinaisons linéaires va assurer un meilleur comportement 
numérique. Par conséquent, la méthode a été réécrite afin d'assurer la conservation globale du 
flux au passage d'un élément maître à l'élément esclave. 
3.2.2. Cas général de la méthode 
Les degrés de liberté esclaves Ai' associés aux arêtes aj de l'élément esclave seront exprimés 
sous forme de combinaison linéaire de degrés de liberté maîtres ｾＬ＠ tel que le flux du 
rotationnel d'un maître soit conservé en moyenne. 
Nous allons traiter séparément le cas où l'arête maître n'appartient pas à l'élément esclave du 
cas où l'arête maître appartient à l'élément esclave. 
Cas où l'arête maître n'appartient pas à l'élément esclave 
C'est le cas des arêtes a5 et a6 par rapport à l'élément esclave d'arêtes (a l ,a2,a3,a4 ). 
Si on considère le cas de l'arête a5 , les seuls degrés de liberté de l'élément esclave qui traversent 
un élément maître influencé par a5 sont al et a2. (Fig. V .25) 
as 
o '4 
Fig. V.2S Cas de l'arête n'appartenant pas à l'élément esclave d'arêtes (ab a2' a 3' a4) 
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Le flux de AsrotWs dans l'élément esclave est son flux au travers de la zone hachurée, sachant 
que dans le reste de l'élément esclave AsrotWs est nul: 
Les flux de A1 ｲｯｴｾ＠ et de A2 rotW2 au travers de l'élément esclave s'écrivent: 
ｦｲｯｴｾ､ｓ］ａＱ＠
N2 ｦｾ､￯＠ =A1 ｦｾ､￯＠
élément NJN2NJ N4 contour NJN2NJN4 NJ 
Pour obtenir <Il 1 + <Il 2 = <Il s 
il faut imposer: 




C'est le cas de l'arête maître a7 par rapport l'élément esclave d'arêtes (a1, a2 , a3, a4 ) (Fig. V.26). 
Fig. V.26 Cas de l'arête appartenant à l'élément esclave d'arêtes (a1' a2,a3,a4) 
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Si on considère le cas de l'arête a7 , les seuls degrés de liberté de l'élément esclave qui traverse 
un élément maître influencé par a7 sont a l' a2 et a j' 
Le flux de ａＷｲｯｴｾ＠ dans l'élément esclave est son flux au travers de la zone hachurée, sachant 
que dans le reste de l'élément esclave ａＷｲｯｴｾ＠ est nul: 
ｦｾ､ｔ］＠
Les flux de ａＱｲｯｴｾＬ＠ ａＲｲｯｴｾ＠ et A3rotW;sont donnés par les expressions suivantes: 
N2 
<1>1 =A1 f ｲｯｴｾ､ｓ＠ =A1 ｦｾ､ｔ＠ =A1 ｦｾ､ｔ＠
Pour obtenir <1>1 + <1> 2 + <1> 3 = <1>7 
il faut imposer: 
élément N]N2N)N4 contour N]N2N)N4 N] 
N. 
<1> 3 = A3 f W; dT 
N) 
N2 N) 1)4 
ｦｾ､ｔ＠ ｦｾ､ｔ＠ ｦｾ､ｔ＠
A1 - A7 ｾＺ＠ ' A2 = A7 Z; et Aj = A7 -.;Z:'---








L'algorithme général demande le découpage de l'arête esclave en morceaux suivant la trace du 
maillage maître. Si on considère une arête esclave seule, l'effet simultané de toutes les arêtes 
maître conduit à une somme des influences individuelles ce qui donne une combinaison linéaire 
delafonne: 
ｌｾ＠ fW;'dT 
A = i arêtej 
j flfj ·dT (V.32) 
arêtej 
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La fonction W; peut être nulle sur tout ou une partie de l'arête j . 
3.2.3. Cas particulier du glissement des maillages réguliers 
La méthode présentée se simplifie considérablement si on considère le cas particulier du 
glissement de deux maillages réguliers. Définissons un paramètre ｾ＠ ayant des valeurs entre 0 et 
l, et caractérisant linéairement le déplacement de l'élément esclave par rapport à l'élément 
maître. Ainsi, lorsque ｾ＠ = 0 l'élément esclave coïncide avec un élément maître et lorsque ｾ＠ = 1 , 













!l6 as ｾＲ＠ ｾ＠ = 1 
... 
'v 
Fig. V.27 Glissement de deux maillages réguliers 
Les degrés de liberté esclaves s'écrivent en fonction de degrés de liberté maîtres, en tenant 
compte du paramètre d'interpolation ｾＬ＠ sous la forme: 
Al =( ＱＭｾＩｳｉＵａＵ＠ ＫｾｓｉＹｾ＠
A2 =( ＱＭｾＩｳＲＶａｳ＠ ＫｾｳＲＸａＸ＠
(V.33) 
(V.34) 
Dans les relations (V.33) et (V.34) les coefficients sij rendent compte de l'orientation de l'arête 
i par rapport à l'arête j. 
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3.2.4. Validations numériques 
Pour vérifier la validité de la méthode développée, nous avons choisi un exemple proche des 
problèmes rencontrés en électrotechnique. Il s'agit d'un moteur à réluctance variable, constitué 
d'une partie fixe, comprenant la culasse et les inducteurs et une partie mobile, comprenant le 
rotor. La figure V.28 montre une coupe transversale du moteur. 
Une description plus détaillée du modèle tridimensionnel du moteur sera faite dans le chapitre 
suivant. 
inducteur 




Fig. V.28 Coupe transversale du moteur à réluctance variable 
Les essais numériques effectués dans cette partie ne vont concerner que le raccordement des 
parties fixe et mobile à l'aide de la méthode d'interpolation de maillage. 
Afin d'éviter le découpage du maillage d'un coté par rapport à la trace du maillage de l'autre 
coté de l'interface, nous allons nous limiter à la validation du cas particulier des maillages 
réguliers sur la surface de raccordement. Pour cela, le maillage a été réalisé tel qu'il soit régulier 
sur l'interface de raccordement de deux cotés, suivant la troisième dimension. En même temps, 
dans le plan transversal il est à pas constant (Fig. V.29). 
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Le maillage du rotor comporte 3248 éléments et le maillage des parties fixes 17670 éléments 
mixtes, résultant 29544 inconnues. 
Fig. V.29 Maillage de la coupe transversale du moteur 
Nous nous proposons d'étudier l'influence de l'angle de rotation, ou plus précisément du 
paramètre d'interpolation ｾＬｳｵｲ＠ l'erreur globale de raccordement défini par la relation (V.19) et 
sur la convergence du solveur ICCG utilisé. 
Pour cela, plusieurs résolutions ont été effectuées, pour différents angles de rotation. Dans la 
Fig. V.30 on montre un détail du maillage, à l'angle de rotation 0, et le nouveau maillage obtenu 
après avoir fait tourner le rotor de deux degrés. Dans ce dernier cas, le maillage sur l'interface 
de raccordement n'est plus conforme. 
partie fixe 
ＭＢＬｾＮＮＬＮＮＮＭＮ｟＠ entrefer 
.-;,....,;.r.-.-- interface de connexion 
rotor en movement 
a) Angle de rotation de 0 degrés (maillage conforme) 
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b) Angle de rotation de 2 degrés (maillage non-conforme) 
Fig. V.30 Détail du maillage 
La figure V.3I montre la variation du nombre d'itérations du solveur ICCG, arrêté quand 
l'erreur relative a atteint 10-4, en fonction du paramètre d'interpolation p. On rappelle que 
lorsque p=O ou P=I, le maillage est conforme et les valeurs intermédiaires caractérisent le 












o 0,2 0,4 0,6 0,8 
Fig. V.31 Nombre d'itérations en fonction du paramètre d'interpolation ｾ＠
On remarque que la vitesse de convergence du solveur ICCG est influencée par la non-
conformité du maillage sur l'interface de raccordement, mais pas d'une manière décisive. Ainsi, 
le grand avantage de cette méthode est qu'elle ne dégrade pas profondément le conditionnement 
de la matrice, contrairement à la méthode des multiplicateurs de Lagrange. 
La figure V.32 montre la variation de l'erreur globale relative sur l'interface de raccordement, en 
fonction du paramètre p. Logiquement, la qualité du raccordement est d'autant plus 
satisfaisante que le maillage est plus proche de la conformité. 
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Erreur globale rélative (%) 
2r-------,-------,-----,--------,----"-----, 
. . 
. . i .... ··· ...... ·· .... · .., ..· ..·· .............. ·· .. · ..············ .. ··· .. ···· .............. . 1,5 
0,5 rrll o ｾ＠ __ ｾＡ＠ ___ ｾＡ＠ ___ ｾＡ＠ ___ ｾｩ＠ __ ｾ＠
o 0,2 0,4 0,6 0,8 
Fig. V.32 Erreur globale relative en fonction du paramètre d'interpolation ｾ＠
3.2.5. Limites d'application de la méthode d'interpolation des maillages 
L'exemple tridimensionnel traité montre que les résultats obtenus sont satisfaisants au niveau 
de la convergence et de la qualité de la solution sur l'interface de raccordement. Cependant, la 
méthode d'interpolation de maillage présente quelques inconvénients: 
- telle qu'elle a été décrite, la méthode n'est peut pas être employée que pour les 
éléments mixtes d'ordre 1 incomplet, où il y a un seul degré de liberté associés aux arêtes. Pour 
les ordres d'interpolation plus élevés, une possibilité consiste à annuler les degrés de liberté 
supérieures (et qui sont hiérarchiques) sur l'interface de raccordement et de n'interpoler que 
ceux associés aux arêtes. 
- dans le cas général, la méthode demande le sous-découpage des arêtes d'un maillage 
par rapport à l'autre. Si un tel algorithme n'est pas implementé, le cas particulier des maillages 
réguliers sur l'interface de raccordement peut de révéler très efficace. 
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4. Conclusion 
Après avoir passé en revue les techniques les plus utilisées pour la prise en compte du 
mouvement, nous avons analysé deux méthodes qui peuvent être appliquées aux formulations 
en potentiel vecteur basées sur l'interpolation mixte. 
La méthode des multiplicateurs de Lagrange est générale et peut être employée même dans le 
cas des éléments mixtes d'ordres supérieurs. Malheureusement, le conditionnement de la 
matrice du système est fortement dégradé par l'introduction de la fonctionnelle de 
raccordement et le solveur ICCG n'est plus efficace. D'autres méthodes de résolution se 
révèlent plus efficaces si les maillages à raccorder sont réguliers. Pour les autres cas, la 
convergence n'a pas été obtenue: 
La deuxième méthode que nous proposons, est basée sur l'interpolation de maillage. Elle 
présente l'avantage que le conditionnement n'est influencé que faiblement par la non-
conformité du maillage, ce qui fait que le solveur ICCG reste encore efficace. En revanche, le 
flux magnétique sur l'interface de raccordement n'est assuré qu'en moyenne. 
C'est cette dernière méthode qui sera employée pour la modélisation d'un moteur à réluctance 
variable, qui sera effectuée dans le chapitre suivant. 
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Chapitre VI. Modélisation d'un moteur à réluctance variable 
1. Introduction 
Dans les chapitres précédents, nous avons étudié et mise au point des méthodes permettant la 
modélisation tridimensionnelle des dispositifs électrotechniques réels, tels que les machines 
électriques tournantes. Ainsi, après avoir choisi la formulation en potentiel vecteur basée sur 
les éléments mixtes, nous avons proposé des techniques adaptées à ce type d'interpolation 
pour le couplage avec les circuits électriques d'alimentation et pour la prise en compte du 
mouvement des parties mobiles. 
Le but de ce chapitre est de tester l'ensemble de ces méthodes, sur une application complexe, 
un moteur à réluctance variable. La première partie de ce chapitre sera destinée à une 
présentation brève de ce type de moteur, suivie d'une description du convertisseur statique 
associé. 
Le chapitre se terminera avec quelques résultats de simulation. 
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2. Généralités sur les moteurs à réluctance variable 
Bien que le développement des premiers moteurs à réluctance variable remonte au début des 
années 1930, ce n'est que depuis les années 1960 que ce type de moteur c'est véritablement 
développé. 
Les performances en terme de rendement, couple spécifique, réponse dynamique et 
comportement thermique sont supérieures aux moteurs universels. En plus, le rotor étant 
passif, sans conducteurs ni aimant permanent, il peut tourner à grande vitesse, sans problème 
d'équilibragfffiécanique. 
Pour assurer un mouvement continu du rotor, les phases statoriques doivent être alimentées en 
fonction de la position du rotor, au moyen d'un convertisseur statique. 
3. Particularités des moteurs à réluctance variable par rapport aux 
autres types de moteurs 
3.1. Géométrie 
La partie fixe - stator - est de type réluctant variable et supporte les bobinages. L'alimentation 
étant périodique, le circuit magnétique statorique doit être feuilleté. 
La partie mobile -rotor - est également à réluctance variable. Le mouvement du rotor étant 
synchrone par rapport au flux. statorique, le rotor peut être réalisé en structure massive. 
Cependant, vu le caractère impulsionnel de l'alimentation et du flux, le rotor est lui aussi 
feuilleté afin de réduire les pertes harmoniques. 
3.2. Bobinage 
L'alimentation d'une bobine ou d'un groupe de bobines associées à un moteur à réluctance 
variable conduit le rotor à une position d'équilibre déterminée. Pour assurer le déplacement 
d'un pas supplémentaire, il est nécessaire d'alimenter la bobine ou le groupe de bobines 
suivant. Ceci permet de créer une nouvelle position d'équilibre. En conséquence, un moteur à 
réluctance variable doit comprendre plusieurs bobines ou groupes de bobines, appelées 
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phases. Le nombre de phases est en fonction du nombre de pas par tour et des performances 
attendues (couples ou fréquences élevées). 
3.3. Commande du moteur 
Le circuit électronique d'alimentation permet d'appliquer la tension successivement aux 
bornes de différentes phases du moteur. D'autre part, il assure la coupure du courant dans les 
phases non-commandées. Il est constitué généralement de transistors fonctionnant 
alternativement en régime saturé ou bloqué, commandés par un aiguillage logique attaquant la 
base des transistors. 
Le blocage d'un transistor a pour conséquence l'apparition d'une surtension a ses bornes. 
Pour éviter les surtensions de coupure, le circuit doit également assurer la décroissance 
progressive du courant au moyen d'un circuit auxiliaire d'extinction. Sous la forme la plus 
simple, il comprend un circuit en parallèle avec chaque bobinage, formé d'une diode, qui 
permet donc la décroissance du courant après blocage du transistor correspondant (Fig.V!.1). 
u 
D 
Fig. V1.1 Circuit de commande d'une phase 
Lors d'une commutation de phases, le courant s'éteint avec une constante de temps 
dépendante de l'induction moyenne du bobinage et de sa résistance. Selon la fréquence, il peut 
être intéressant de diminuer cette constante de temps. Ceci peut être obtenu par l'introduction 
d'une résistance dans le circuit d'extinction. Le choix de la résistance résulte d'un compromis 
entre la réduction de la constante de temps et la limitation de la surtension de blocage 
(Fig.V!.2). 
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u 
Fig. VI.2 Résistance d'extinction dans le circuit de commande 
3.4. Couple du moteur à réluctance variable 
La réluctance variable· au mveau de l'entrefer permet de générer un couple à caractère 
périodique, donné par l'expression suivante: 
(VL1) 
Dans la relation (VL1) m représente le nombre de phases, a le déplacement du rotor, Li 
l'inductance propre de la phase i et Ii le courant dans la phase i. 
Les bobines et les géométries des pôles ou dents associées aux différentes phases sont 
identiques. Ces dernières ｾｯｮｴ＠ décalées entre elles d'un angle constant. Compte tenu de cette 
symétrie, les caractéristiques de couple sont également déphasées d'un angle constant. 
3.5. Amélioration des caractéristiques du moteur 
La vitesse limite du moteur et d'une charge donnée est atteinte lorsque le couple moteur 
dynamique moyen est égal au couple résistant. Ce couple maximum diminue avec la fréquence, 
par suite de la diminution du courant moyen, liée à la constante de temps du bobinage. On 
peut également signaler l'accroissement des pertes par courant de Foucault et par hystérésis 
dans les circuits ferromagnétiques, qui agissent dans le même sens. Les améliorations de 
performances passent par la diminution des constantes de temps et par des techniques 
d'avance de la commande. 
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3.5.1. Diminution des constantes de temps du moteur 
La diminution des constantes de temps du moteur implique la réduction des inductances 
propres ou l'augmentation des résistances du bobinage. L'augmentation des résistances 
internes de l' emoulement n'a pas grand sens, car elle implique un accroissement de 
l'échauffement du moteur et, par conséquent, une réduction de la capacité d'utilisation du 
moteur. 
La diminution de l'inductance, ou plus exactement de la perméance du moteur entraîne une 
réduction des couples. Il s'agit donc de réaliser un compromis entre les actions sur le couple 
électromagnétique et celles sur la constante de temps, de façon à obtenir des performances 
optimales à haute fréquence. Cette action peut se faire par le biais de l'entrefer ou de la 
géométries des zones à réluctance variable. 
La limitation de fréquence est essentiellement liée à une diminution du courant moyen, par 
suite de l'accroissement de l'importance, relative à la durée du pas, de la constante de temps 
d'établissement du courant. Toute amélioration par le biais de l'alimentation a pour but 
d'accroître la tension aux bornes de la phase, en fonction de la fréquence. Il s'agit, idéalement, 
de transformer la source de tension en une source de courant. Deux moyens principaux 
permettent d'y parvenir: 
- introduction d'une résistance en série avec la source 
- le recours à un hacheur 
a) Introduction d'une résistance en série 
L'introduction d'une résistance en série avec la source permet d'abaisser la constante de temps 
apparente. Afin de compenser la chute de tension qui en résulte, un survoltage correspondant 
doit être introduit. Cette solution, bien qu'efficace, n'est pas rationnelle sur le plan 
énergétique, mais elle assure effectivement la transformation de la source de tension en une 
source de courant. 
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b) Alimentation par hacheur 
L'alimentation par un hacheur requiert à une source de tension de niveau élevé, telle que la 
relation suivante soit satisfaite: 
(VI. 2) 
avec U1 la tension de la source, R la résistance de la phase alimentêe et IN le courant nominal. 
La figure VI.3 montre le principe de fonctionnement du hacheur pour une fréquence de 
commutation des phases relativement basse par rapport à la constante de temps de 
l'enroulement. Dès que le courant de phase atteint le niveau IN + M, la phase correspondante 
est coupée de la source et placée en régime d'extinction. Dès que le courant descend sous la 
valeur IN - M, la source est à nouveau branchée sur la phase. On obtient ainsi un courant 
oscillant entre deux valeurs limites. Dès que la fréquence des pas devient très élevée, la source 
ne peut plus atteindre le niveau IN + M et se comporte comme une alimentation 
conventionnelle. 
t 
Fig. VI.3 Evolution du courant de phase avec une alimentation par hacheur 
3.5 .2. Avance de la commande 
Une technique couramment utilisée est d'avancer la commande. Cette technique est appelée 
avance à l'allumage, par analogie avec la technique semblable utilisée dans les moteurs à 
explosion. Si l'enclenchement s'effectue plus tôt, il se produit un survoltage apparent, et donc 
un accroissement plus rapide du courant. D'une façon similaire, l'extinction avancée entraîne 
l'apparition d'une tension apparente négative aux bornes de la phase et donc une décroissance 
plus rapide du courant. 
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4. Calcul numérique d'un moteur à réluctance variable 
4.1. Introduction 
Le moteur à réluctance variable que nous voulons modéliser se place dans un contexte 
industriel spécifique: il s'agit de remplacer un moteur universel tout en s'adaptant à l'existant 
(même encombrement, même vitesse nominale). Il est destiné à entraîner une turbine à une 
vitesse nominale de 22000 tours par minute pour une puissance absorbée de 960 Watts. 
Le moteur comprend 4 pôles au stator, correspondant au deux phases et 2 pôles au rotor, dont 
la géométrie (Fig. VIA) contient des épanouissements polaires, ainsi qu'une dissymétrie afin 





--- phase 1 
phase 2 . 
Fig. VIA Géométrie du moteur à réluctance variable 
4.2. Circuit électrique de commande 
Les phases sont alimentées à travers un convertisseur statique (Fig. VI.5), comprenant des 
interrupteurs commandés (transistors) et des diodes. La commande des interrupteurs se fait en 
fonction de la position (moteur autopiloté), captée à l'aide d'une fourche optique et d'une 
roue dentée. Le signal de ce capteur est directement utilisé pour la commande des 
interrupteurs. 
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Fig. VI.5 Circuit électronique d'alimentation 
La commande des interrupteurs assure également la limitation du courant des phases, à basse 
vitesse ou au démarrage, lorsque le courant ne doit pas dépasser la valeur nominale. 
4.3. Modèle utilisé et hypothèses de travail 
La géométrie du moteur possède un plan de symétrie perpendiculaire à l'axe de rotation du 
moteur, ce qui permet de réduire considérablement la taille du problème à modéliser. 
Nous faisons les hypothèses simplificatrices de travail suivantes: 
- la vitesse de rotation est considérée constante (vitesse nominale) 
- les courants de Foucault qui peuvent se développer dans les parties ferromagnétiques 
sont négligés 
- le circuit magnétique est considéré homogène et isotrope 
-le phénomène d'hystérésis magnétique est négligé 
La méthode de prise en compte du mouvement utilisée (la méthode d'interpolation entre les 
maillages) demande une réalisation particulière du maillage au niveau de l'interface de 
raccordement. Sur cette interface, le maillage doit être régulier, afm d'éviter le sous-découpage 
des maillages (cf. § V.3 .2). Pour la réalisation du maillage nous adoptons la démarche suivante: 
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- la partie fixe et la partie mobile sont décrites séparément 
- la partie fixe contenant les têtes des inducteurs est maillée à l'aide d'un mailleur 
automatique 
- le maillage surfacique crée précédemment est extrudé suivant l'axe de rotation. Cette 
technique permet de régler la taille des éléments suivant le sens de l'axe. Ainsi, nous pouvons 
créer des éléments plus allongés vers le centre du moteur, où les phénomènes 
électromagnétiques sont essentiellement 2D et plus fin vers l'extrémité, où l'effet 3D est 
prépondérant 
- le maillage des parties mobiles est réalisé également par extrusion 
maillage automatique 
'r----- des têtes d'inducteurs 
maillage extrudé de la 
culasse et du rotor 
Fig. VI.6 Maillage du moteur à réluctance variable 
Après la réalisation du maillage, une simple transformation géométrique permet de ramener la 
partie mobile à sa place, à l'intérieur de l'interface de raccordement. 
4.4. Résultats de simulation 
La méthode de couplage avec le circuit électrique d'alimentation demande la prédétermination 
numérique du vecteur de bobinage Ks, pour chaque inducteur. (cf. § IV.3). L'effort de ce pré-
calcul a été considérablement réduit en choisissant un domaine de définition connexe, limité à 
l'inducteur et le trou de l'intérieur. 
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Nous avons choisi d'effectuer 200 pas de temps, avec un pas de temps égal à 0,02 ms, tel que 
les phénomènes soient correctement prises en compte. 
La résolution a été effectuée en linéaire, en considérant une perméabilité relative des régions 
ferromagnétiques de 800. Le temps total CPU pour résoudre le problème, qui comporte 29536 
inconnues magnétiques et 7 inconnues électriques, a été de 95,7 heures. D'après nos 
estimations, le temps de résolution du problème non-linéaire sera d'environ 500 heures. 
La figure VI. 7 montre les courants des deux phases obtenus par la simulation. 
phase 1 
phase 2 courant (A) 
ＶｾｾＭＭｾＭＭｾｾｾｾｾｾｾｾｾ＠
Ｎｾ＠ : 





o ｾＭＭｾｾＭＭｾＭＭｾＭＭＭＭｾＭＭｾｾ＠ __ ｾ＠ __ ｾ＠ __ ｾ＠
o 0,5 1,5 2 2,5 
Fig. VI. 7 Courants dans les phases 
3 3,5 4 
temps (msec) 
La figure VI.8 montre la répartition de l'induction magnétique pour différentes positions du 
rotor par rapport aux parties fixes (la couleur foncée indique une induction plus forte). 
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a) Angle de rotation de 5° b) Angle de rotation de 50° 
c) Angle de rotation de 95° d) Angle de rotation de 140° 
e) Angle de rotation de 185° f) Angle de rotation de 230° 
Fig. V1.8 Répartition de l'induction magnétique pour différentes positions du rotor 
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Malheureusement, nous ne disposons pas, jusqu'à présent, des caractéristiques précises de ce 
moteur. Par conséquent, la comparaison avec des résultats expérimentaux n'a pas pu être faite. 
En attendant tous les éléments nécessaires à une modélisation plus précise en non-linéaire, 
cette simulation nous a permis de rassembler l'ensemble des développements qui ont été 
réalisés et de montrer le bon fonctionnement du logiciel. 
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5. Conclusion 
L'ensemble des méthodes présentées dans les chapitres précédents a été testée sur une 
machine électrique tournante, dans des conditions fidèles à la réalité: 
-le circuit de d'alimentation est complexe, comportant des transistors commandés en 
fonction de la position du rotor 
-les inducteurs ont des formes géométriques réelles, nécessitant un traitement 
particulier pour assurer le caractère compatible de la formulation non-jaugée, en éléments 
mixtes 
- le rotor est un mouvement 
Les résultats obtenus montrent le bon fonctionnement des techniques implantées. Cependant, 























































Au cours de ce travail nous avons essayé d'apporter une réponse aussi complète que possible 
à l'objectif initial. Ainsi, les travaux réalisés dans le cadre de cette thèse ont permis de mettre 
au point un outil de calcul pour la modélisation tridimensionnelle des machines électriques 
tournantes, avec la prise en compte des circuits électriques d'alimentation et du mouvement 
des parties mobiles. 
La formulation qui a été choisie utilise, comme inconnue principale, le potentiel vecteur 
magnétique interpolé sur des éléments finis mixtes. La compatibilité de cette formulation est 
assurée par l'introduction d'un potentiel vecteur électrique source, dans un domaine englobant 
les inducteurs, qu'ils soient maillés ou non-maillés. Cette approche est particulièrement 
efficace dans la modélisation des dispositifs électrotechniques réels, avec la prise en compte 
des têtes de bobines. 
D'autre part, des méthodes originales ont été développées et validées, notamment pour la 
prise en compte du mouvement des parties mobiles dans le contexte de l'interpolation mixte. 
La méthode proposée reste cependant limitée aux éléments mixtes du premier ordre incomplet. 
Les autres contributions de ce travail seront très utiles aux utilisateurs de la méthode des 
éléments finis, en commençant par les éléments mixtes, qui ouvrent de nouvelles perspectives 
dans la modélisation des dispositifs électrotechniques. Nous avons également adapté ou 
implanté des outils efficaces pour la résolution des grands systèmes: GMRES, la méthode de 
l'équation normale, la méthode du résidu minimum, ainsi que de nouvelles techniques de 
pré conditionnement. 
Cependant, la phase de validation doit être continuée et élargie à d'autres types de machines 
électriques, notamment à celles dont la modélisation ne requiert aucun développement 
supplémentaire. 
Un effort important reste à réaliser pour la prise en compte des courants de Foucault qui 
peuvent se développer dans les parties massives en mouvement des dispositifs 
électromagnétiques. Ces courants sont engendrés conjointement par des alimentations 
variables dans le temps et par le mouvement. Cette étude pourra aboutir sur la modélisation 
tridimensionnelle d'une machine asynchrone. 
Une autre direction également très importante pourra être le couplage cinématique, qUI 














































































Annexe 1. Méthodes de résolution de systèmes matriciels de grande taille 
Annexe 1. Méthodes de résolutions de systèmes matriciels de grande 
taille 
Nous présentons ci-dessous quelques méthodes itératives pour la résolution des systèmes 
linéaires de forme [A][ x ] = [ b ]. 
Deux types de méthodes seront traités : les méthodes de gradient conjugué et la méthode 
GMRES (generalized minimum residual method). Ces méthodes convergent d'autant plus vite 
que la matrice du système à résoudre est bien conditionnée. (On rappelle que le 
conditionnement de la matrice est défini comme étant le rapport de la plus grande valeur 
propre sur la plus petite). 
Nous allons également exposer quelques techniques de pré conditionnement pour diminuer le 
rayon spectral de la matrice et ainsi, accélérer la rapidité de la convergence. 
Ces méthodes ont été employées tout au long de ce travail et notamment dans le chapitre V. 
A.1.1. Méthode du gradient conjugué [Lascaux-87] 
Cette méthode est, sans aucun doute, la plus utilisée pour la résolution des systèmes issus de 
la méthode des éléments finis. Introduite en 1952, la méthode du gradient conjugué est 
théoriquement une méthode directe: on obtient la solution en n itérations, où n est la 
dimension de la matrice du système. En pratique, à cause des erreurs d'arrondi, cette méthode 
est considérée comme une méthode itérative. 
A chaque itération, le nouveau vecteur solution Xk+1 est calculé en fonction de la solution à 
l'itération précédente: 
(A.l.I) 
Le vecteur [pt) et le scalaire a k sont déterminés avec l'objectif de minimiser la fonctionnelle 
quadratique suivante: 
E( x)=([ A ][x 1[ x ])-2([b 1[ x]) (A.l.2) 
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La minimisation de (A.l.2) est équivalente à la minimisation de la forme quadratique suivante: 
E( x)= ([r( x)1[ A t[r( x)]) (A. 1.3) 
où [r(x)] est le résidu du système défini par [r(x)]=[b]-[A][x] 
Pour minimiser la fonctionnelle E( x), les méthodes de descente sont construites en 
choisissant à la k-ième itération la direction de descente [p rJ et le scalaire a/ tels que: 
(A. 1.4) 
La forme générale de l'algorithme, tel qu'il a été utilisé, peut s'écrire sous la forme suivante: 
on choisi [x yoJ 
[ptJ = [ryoJ =[b]-[A][x] 
pourk=O,l, ... 
ak =//[rtJ//1([A][ptJ,[ptJ) 
[xt+1J =[xtJ +ak[ptJ 
[rt+1J = [rtkJ -ak[A][ptJ 
ｾｫ＠ =//[rt+J)H/[rtkJ// 
[pr+1J = [r]{k+l) ＫｾｫＫｬ｛ｰｲｊ＠
fin pour 
Le test d'arrêt des itérations porte sur //[rYkJ // . 
Quelques propriétés de convergence de la méthode du gradient conjugué 
On peut démontrer que la solution [x tkJ obtenue a la k-ième itération vérifie: 
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On remarque que lorsque K (A) est grand, alors pour que: 
E(xk ). ｾｋＨａＩ＠ 2 
--o-:::;E, 11 suffit que kè. In-+1 
ｾｸＩ＠ 2 E 
(A.l.7) 
On conclut que le nombre d'itérations k nécessaire pour attendre la précision E est 
proportionnel à ｾｋＨ＠ A). 
Préconditionnement de la matrice 
Nous avons vu que la rapidité de convergence de la méthode du gradient conjugué dépend du 
conditionnement de la matrice [A]. Plus K (A) est proche de 1, plus vite convergera 
l'algorithme. Généralement, les matrices issues de la méthode des éléments finis peuvent avoir 
des valeurs propres très différentes, ce qui fait que dans ces cas, la convergence est souvent 
difficile. 
L'idée du préconditionnement est de réduire le rayon spectrale de la matrice, et par 
conséquent, de faire en sorte que les valeurs propres du système matriciel préconditionné 
soient les plus proches de 1. 
Le principe de pré conditionnement de la matrice [A] consiste à remplacer la résolution de 
l'équation [A][ x ] = [b ] par celle du système équivalent: 
[ct[A][x]=[ ct[b] (A.l.8) 
Théoriquement, le meilleur choix est [Ct=[At, car alors K(C-JA) = 1. En pratique, il faudra 
trouver [ct le plus proche de [At, sans que les calculs pour [ct soient trop coûteux. 
Nous allons exposer deux des techniques de préconditionnement les plus utilisées. 
Le préconditionnement diagonal 
Cette technique est un cas particulier du préconditionnement SSOR d'Evans. Si la matrice [A], 
symétrique et définie positive est mise sous la forme: 
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[A] =[ D]-[ E]-[ Er (A. 1.9) 
où [D] est la matrice qui contient la diagonale et [E] la matrice qui contient la partie 
triangulaire inférieure de [A]. 
La matrice de préconditionnement est la matrice [D] contenant la diagonale de la matrice. 
La résolution du système initiale est remplacée par la résolution du système: 
[Dr1[ A][ x ]=[ Dr1[b] (A.l.IO) 
Le préconditionnement incomplet de Choleski 
La factorisation complète d'une matrice [C] symétrique et définie positive conduit à la 
remplissage d'une matrice [L] triangulaire inférieure tel que: 
[C]=[L][Lr (A.l.II) 
Dans la pratique, on utilise rarement la factorisation complète de la matrice [A], car elle 
conduit à la remplissage de la matrice [L], ce qui fait que les calculs peuvent devenir très 
coûteux. Contrairement à la factorisation complète, la factorisation incomplète est beaucoup 
plus économique, car la matrice [L] n'a pas de termes non-nuls supplémentaires par rapport à 
la matrice [A] et donc la structure de la matrice [A] est conservée. 
Souvent, on préfère décomposer [C] sous une autre forme: 
[ C]=[L][D][Lr (A. l. 12) 
technique connue sous le nom de décomposition ILU(O). 
De la même manière, on peut définir les méthodes ILU(n), ou n représente le nombre de 
diagonales supplémentaires de la matrice [L] par rapport à la matrice [A]. Bien sur, plus n est 
grand, plus [Cl est proche de [A], mais plus coûteux sont les calculs. 
La rapidité de convergence peut être considérablement améliorée si un facteur d'accélération y 
est introduit dans l'algorithme de la factorisation incomplète [Fujiwara-93], [Lee-97]: 
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;-1 
Yt\;- LL2;dDkk (i= j) 
k=1 (A. 1. 13) j-1 
t\j - LL;kLjk j Dkk (i> j) 
k=1 
Le facteur y est détenniné en fonction du conditionnement initial de la matrice et il augmente 
le poids des tennes diagonaux de la matrice [C]. Plus le facteur d'accélération est grand, mieux 
la matrice [ C] est conditionnée, mais elle ressemble de moins en moins à la matrice initiale. 
Gradient conjugué préconditionné 
La méthode du gradient conjugué ne peut pas être appliquée directement à la nouvelle matrice 
[ct[ A], car même si [C]-1 est symétrique, il n'est résulte pas que [ct[ A] soit symétrique. 
En lieu de considérer le système (A.I.8) on éonsidère le système: 
sur lequel on peut appliquer l'algorithme, qui s'écrit sous la fonne suivante: 
on choisi [x ra) 
[Pro) = [rrO) = [b]-[A][xr) 
[C][pt)=[rr) 
[zr) = [pro) 
pourk=O,l, ... 
ak =([rt),[zt) )j([A][pt),[pt») 
[xrk+1) =[xy) +ak[pt) 
[rt+l) = [r]{k) -ak[A][pt) 
[C][ zt) = [rt+1) 
ｾｫ＠ = ([r]{k+1),[z]{k+1) )j([rY),[zt») 
[p t+1) =[ zrk+1) ＫｾｫＫＱ｛ｰ＠ t) 
fin pour 
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(A.1.IS) 
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Si le préconditionnement utilisé est de type Cholesky incomplet, cette méthode s'appelle 
ICCG (Incomplet Choleski Conjugate Gradient) 
A.1.2. Méthode de l'équation normale [Lascaux-87] 
La résolution de l'équation [A][x]=[b] est remplacée par la résolution de l'équation suivante, 
appelée normale: 
Une méthode de type gradient conjugué est appliqué pour la résolution de (A.l.16) 
L'algorithmes'écrit: 
on choisi [x r) 
[ryO) = [b]-[A][xr) 
[pt) = [Anrr) 
pour k = 0, 1, ... 
ak = ([Anrt),[Anrt) )1([A][pt),[A][pt)) 
[XYk+l) =[xt) +ak[pt) 
[rYk+l) =[rt) -ak[A][pt) 
ｾｫＫｬ＠ = ([AJ[rYk+l),[AJ[rYk+l) )1([AJ[rt),[Anrt)) 




Cet algorithme présente l'avantage qu'il converge pour toute matrice régulière et non pas 
définie positive. En revanche, les calculs sont plus coûteux par rapport à la méthode du 
gradientconjugué. 
Le nombre d'itérations nécessaires pour atteindre l'erreur E est donné par la formule: 
(Al.18) 
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Sachant que K ( At A) > K ( A), la rapidité de convergence de la méthode de l'équation normale 
est plus faible par rapport a celle du gradient conjugué. 
A.1.3. La méthode du résidu minimum [Lascaux-a7] 
Cette méthode cherche à minimiser la norme euclidienne du résidu E ( r) = II[ r ]11 2 • Elle ne peut 
pas être appliquée que si la partie triangulaire supérieure de [A] est définie positive. 
La rapidité de convergence est donnée par la formule: 
L'algorithme implanté est le suivant: 
on choisi [x lOi 
[rfi =[b]-[A][xfi 
[proi =[rlOi 
[qti = [A][pfi 
pourk=O,l, ... 
ak = ([rti,[qti )I([qti,[qti) 
[xlk+li =[xti +ak[pti 
[rt+1i = [rlki -ak[qti 
pk+] =_([A][rlk+li,[qt+li )I([qti,[qti) 
[pt+1i = [rlk+l! +pk+l[p ri 
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A.1.4. GMRES (Generalized Minimum RESidual method) [Saad-86] 
Cette méthode peut être appliquée sur toute matrice régulière. La solution a l'itération k s'écrit: 
(A. 1.21) 
où [xrJ étant la valeur de départ et [Z](kJ étant la solution du système: 
ＧＺＡｾｾｉＡ｛｢｝Ｍ｛＠ A ]([ x t +[ zt JI! = ＧＺＡｾｾｉｉ｛ｲｴ＠ -[A][ ztll (A. 1.22) 
Nous avons noté Kk l'espace vectoriel engendré par les combinaisons linéaires des vecteurs: 
{[r]O,[A ][rt,·· ·,[A r-1J[r]O} , qui s'appelle l'espace de Krylov de dimension k. 
Les implémentations pratiques de la méthode peuvent être très différentes, mais chacune 
génère une base de Kk et ensuite remplace (A.1.21) par un système de moindres carrés de 
dimension k. 
Afin d'éviter l'accroissent de l'espace mémoire au fur et à mesure que les itérations 
s'enchaînent, on utilise le plus souvent la méthode GMRES(m), ou m est un nombre minimum 
d'itérations donné en entrée, plus petit que n. Dans un cycle de GMRES(m), la valeur de 
départ [x rJ étant donnée, on effectue les m itérations pour calculer une base orthogonale de 
l'espace de Krylov. 
Si le nombre d'itérations limite m est atteint sans que la précision soit satisfaisante, le cycle est 
terminer avecle calcul de [z t J • Si [r( XO + l J] n'est pas suffisamment petit, un nouveau cycle 
est commencé. 
Usuellement, les vecteurs de cette base sont déterminés par une méthode d'orthogonalisation 
de Gram-Schmidt, dans laquelle un processus itératif permet la détermination récursive des 
éléments de la base, à partir de ceux déjà calculés. 
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L'algorithme GMRES(m) est donné ci-dessous: 
on choisi [x r) et la dimension m de l'espace de Krylov 
on défini ul1e matrice [ H] de dimensions (m + 1, m) 
pour j=1,2, ... ,m 
Hij = ([A][vl, [vL) ,pour i= 1,2, ... ,j 
;=1 
[ V]j+1 = [ v L+J Hj+1.j 
fin pour 
on calcul la solution approchée [x]=[xt +[V][d1 
où[d]minimise lI[r]O[e]l-[H][d]11 avec [el=(1,O, ... ,O) 
calcul du résidu [r( x)] = [b ] - [ A ][ x], si la précision est atte int e 
alors fin, sinon [x]O =[x] et on recommence l'algorithme 
(A.l.23) 
La vitesse de convergence de l'algorithme peut être considérablement accélérée si on utilise une 
technique de préconditionnement de la matrice du système. Les méthodes de type ILU(n) ou 
SSOR sont largement utilisées et ont prouvé l'efficacité. 
Différentes extensions de GMRES sont possibles. Le lecteur intéressé peut se rapporter à 
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Annexe 2. La méthode de Newton-Raphson 
Soit F une application non-linéaire déftnie par: 
avec la matrice jacobienne: 
F'(x) = êJF(x) 
êJx 
symétrique est déftnie positive. 
Pour une solution de départ x(O), on génère une suite x( 1), X(2), ••• , donnée par : 
et 





Sous certaines hypothèses sur x(O) et F, la séquence est bien déftnie et présente une 
convergence quadratique vers la solution x * [Ortega-70], c'est-à-dire: 
:le < 1 pour que Ilx(k+1) - x 11 ｾ＠ ellx(k) - x 112 (A.2.5) 
L'inconvénient majeur de la méthode est qu'à chaque itération non-linéaire on doit résoudre le 
système linéaire (A.2.4). Dans la pratique, le système (A.2.4) est résolu à l'aide d'une 
méthode itérative (Gradient conjugué ou GMRES) et on obtient ce que les mathématiciens 
appellent la méthode de Newton-Raphson inexacte. 
Plusieurs modiftcations de la méthode sont possibles. Une version couramment utilisée 
remplace F'( X(k)) avec F'( x(O)), ce qui permet d'éviter le calcul de F'( X(k) ) à chaque itération. 
Cependant, l'espace mémoire nécessaire n'est pas diminué et la convergence n'est que linéaire. 
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Le but de cette thèse est de développer des méthodes numériques spécifiques destinées à la 
modélisation des équations électromagnétiques 3D couplées avec les circuits d'alimentation 
électrique et le déplacement de parties mobiles, dans le cas de machines électriques tournantes. 
La formulation choisie utilise, comme inconnue principale, le potentiel vecteur magnétique non-
jaugé, ｩｮｴｾｲｰｯｬ￩＠ sur des éléments finis d'arête. Le caractère compatible de la formulation est 
assuré par l'introduction d'un potentiel vecteur électrique pour représenter le courant source, 
tant pour les inducteurs filaires maillés que pour les inducteurs filaires non-maillés. Le circuit 
électrique d'alimentation est analysé par la méthode des potentiels électriques intégrés dans le 
temps et les systèmes électrique et magnétique sont résolus simultanément. La connexion entre 
les parties mobiles est les parties fixes se fait par une technique d'interpolation des maillages, 
adaptée aux éléments d'arête. 
Des méthodes numériques spécifiques ont été développées et implantées, notamment pour 
l'intégration en pas-à-pas dans le temps du système temporel du premier ordre et pour la 
résolution du système matriciel résultant. 
L'ensemble des développements effectués a été validé sur un moteur à réluctance variable. 
Modélisation numérique tridimensionnelle 
Potentiel vecteur magnétique 
Eléments finis nodaux et d'arête 





Mouvement des parties mobiles 
Moteur à réluctance variable 
The aim of this thesis is to develop adapted numerical methods to model 3D electromagnetic 
equations coupled with electric circuit equations and with the displacement of moving parts, 
applied to the electric rotating machines. The formulation use as the principal unknown the 
non-gauged magnetic vector potential, interpolated with the edge elements. The compatibility of 
the formulation is ensured by the representation of the source CUITent density with the help of an 
electric vector potential. The electric circuit is analysed using the method of time integrated 
electric potentials and the direct coupling of the magnetic and electric systems. The connection 
between the moving mesh and the stationary mesh is realised by an original interpolation 
method. 
Specific numerical methods for the integration of the frrst order temporal system using an step-
by-step algorithm and different techniques of system resolution were also developed. 
AlI these developments were validated on a switched reluctance motor. 
3D- numerical simulation 
Magnetic vector potentiel 
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