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CHARACTERIZATION OF THE STRONG DIVISIBILITY PROPERTY FOR
GENERALIZED FIBONACCI POLYNOMIALS
RIGOBERTO FLO´REZ, ROBINSON A. HIGUITA, AND ANTARA MUKHERJEE
Abstract
It is known that the greatest common divisor of two Fibonacci numbers is again a Fibonacci number.
This is called the strong divisibility property. However, strong divisibility does not hold for every
second order sequence. In this paper we study the generalized Fibonacci polynomials and classify
them in two types depending on their Binet formula. We give a complete characterization of those
polynomials that satisfy the strong divisibility property. We also give formulas to calculate the
greatest common divisor of those polynomials that do not satisfy the strong divisibility property.
Note. This paper is now published in INTEGERS.
1. Introduction
It is well-known that the greatest common divisor (gcd) of two Fibonacci numbers is a Fibonacci
number [19]. In fact, gcd(Fm, Fn) = Fgcd(m,n). This is called the strong divisibility property or
Fibonacci gcd property. We study divisibility properties of generalized Fibonacci polynomials (GFP)
and in particular we give a characterization of the strong divisibility property for these polynomials.
We classify the GFPs into two types, the Lucas type and the Fibonacci type, depending on their
closed formulas or their Binet formulas (see for example, Ln(x) (4) and Rn(x) (6), and Table 2).
That is, if after solving the characteristic polynomial of a GFP sequence we obtain a closed formula
that looks like the Binet formula for Fibonacci (Lucas) numbers, we call the sequence a Fibonacci
(Lucas) type sequence. Familiar examples of Fibonacci type polynomials are: Fibonacci polynomi-
als, Pell polynomials, Fermat polynomials, Chebyshev polynomials of the second kind, Jacobsthal
polynomials, and one type of Morgan-Voyce polynomials. Examples of Lucas type polynomials are:
Lucas polynomials, Pell-Lucas polynomials, Fermat-Lucas polynomials, Chebyshev polynomials of
the first kind, Jacobsthal-Lucas polynomials, and the second type of Morgan-Voyce polynomials.
Horadam [13] and Andre´-Jeannin [1] have studied these polynomials in detail.
In Theorem 5.10 we prove that a GFP satisfies the strong divisibility property if and only if it is
of Fibonacci type. Theorem 5.6 shows that the Lucas type polynomials partially satisfy the strong
divisibility property and also gives the gcd for those cases in which the property is not satisfied.
A Lucas type polynomial is equivalent (or conjugate) to a Fibonacci type polynomial if they
both have the same recurrence relation but different initial conditions (see also Flo´rez et al. [4]).
Theorem 5.9 proves that two equivalent GFPs partially satisfy the strong divisibility property and
gives the gcd for those cases in which the property is not satisfied.
In 1969 Webb and Parberry [26] extended the strong divisibility property to Fibonacci polynomi-
als. In 1974 Hoggatt and Long [12] proved the strong divisibility property for one type of generalized
Fibonacci polynomial. In 1978 Hoggatt and Bicknell-Johnson [11] extended the result mentioned
in [12] to some cases of Fibonacci type polynomials. In 2005 Rayes, et al. [24] proved that the
strong divisibility property holds partially for the Chebyshev polynomials (we prove the general
result in Theorem 5.6). Over the years several other authors [2, 3, 8, 16, 17, 18, 20, 21, 22, 23, 25]
have also been interested in the divisibility properties of sequences.
Lucas [20] proved the strong divisibility property (SDP) for Fibonacci numbers. However, the
study of the SDP for Lucas numbers did not occur until 1991, when McDaniel [21] proved that
the Lucas numbers partially satisfy the SDP. In 1995 Hilton, et al. [10] gave some more precise
results about this property. As mentioned above, several authors have been interested in the
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divisibility properties for Fibonacci type polynomials. However, the Lucas type polynomials have
been less studied. Here we give a complete study of all three cases of the SDP. Indeed, we give
a characterization of the SDP for Fibonacci type polynomials and study both the SDP for Lucas
type polynomials and the SDP for the combinations of Lucas type polynomials and Fibonacci type
polynomials. Finally we provide an open question for the most general case of the combination of
two polynomials.
2. Generalized Fibonacci polynomials
In the literature there are several definitions of generalized Fibonacci polynomials. The definition
that we introduce here is simpler and covers other definitions. The background given in this section
is a summary of the background given in [4]. However, the definition of generalized Fibonacci
polynomial here is not exactly the same as in [4]. The generalized Fibonacci polynomial sequence
{Gn(x)}, denoted by GFP, is defined by the following recurrence relation: if p0(x) is a constant
and p1(x), d(x), and g(x) are non-zero polynomials in Z[x] with gcd(d(x), g(x)) = 1, then
G0(x) = p0(x), G1(x) = p1(x), and Gn(x) = d(x)Gn−1(x) + g(x)Gn−2(x) (1)
for n ≥ 2.
For example, if we let p0(x) = 0, p1(x) = 1, d(x) = x, and g(x) = 1 we obtain the regular
Fibonacci polynomial sequence. Thus,
F0(x) = 0, F1(x) = 1, and Fn(x) = xFn−1(x) + Fn−2(x) for n ≥ 2.
Letting x = 1 and choosing the correct values for p0(x), p1(x), d(x), and g(x), the generalized
Fibonacci polynomial sequence gives rise to three classical numerical sequences: the Fibonacci
sequence, the Lucas sequence and the generalized Fibonacci sequence.
Table 1 provides familiar examples of the GFPs (see [4, 14, 15, 19]). Schechter polynomials [11]
are also examples of generalized Fibonacci polynomials.
Polynomial Initial value Initial value Recursive Formula
G0(x) = p0(x) G1(x) = p1(x) Gn(x) = d(x)Gn−1(x) + g(x)Gn−2(x)
Fibonacci 0 1 Fn(x) = xFn−1(x) + Fn−2(x)
Lucas 2 x Dn(x) = xDn−1(x) +Dn−2(x)
Pell 0 1 Pn(x) = 2xPn−1(x) + Pn−2(x)
Pell-Lucas 2 2x Qn(x) = 2xQn−1(x) +Qn−2(x)
Pell-Lucas-prime 1 x Q
′
n(x) = 2xQ
′
n−1(x) +Q
′
n−2(x)
Fermat 0 1 Φn(x) = 3xΦn−1(x)− 2Φn−2(x)
Fermat-Lucas 2 3x ϑn(x) = 3xϑn−1(x)− 2ϑn−2(x)
Chebyshev second kind 0 1 Un(x) = 2xUn−1(x)− Un−2(x)
Chebyshev the first kind 1 x Tn(x) = 2xTn−1(x)− Tn−2(x)
Jacobsthal 0 1 Jn(x) = Jn−1(x) + 2xJn−2(x)
Jacobsthal-Lucas 2 1 jn(x) = jn−1(x) + 2xjn−2(x)
Morgan-Voyce 0 1 Bn(x) = (x+ 2)Bn−1(x)−Bn−2(x)
Morgan-Voyce 2 x+ 2 Cn(x) = (x+ 2)Cn−1(x)− Cn−2(x)
Vieta 0 1 Vn(x) = xVn−1(x)− Vn−2(x)
Vieta-Lucas 2 x vn(x) = xvn−1(x)− vn−2(x)
Table 1. Recurrence relation of some GFPs.
2.1. Fibonacci type and Lucas type polynomials. If we impose some conditions on Definition
(1) we obtain two types of distinguishable polynomials. We say that a sequence as in (1) is Lucas
type or the first type, if 2p1(x) = p0(x)d(x) with p0 6= 0. We say that a sequences as in (1) is
Fibonacci type or the second type if p0(x) = 0 and p1(x) a non-zero constant.
If d2(x) + 4g(x) > 0, then the explicit formula for the recurrence relation (1) is given by
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Gn(x) = t1a
n(x) + t2b
n(x) (2)
where a(x) and b(x) are the solutions of the quadratic equation associated with the second order
recurrence relation Gn(x). That is, a(x) and b(x) are the solutions of z
2 − d(x)z − g(x) = 0. The
explicit formula for Gn(x) given in (2) with G0(x) = p0(x) and G1(x) = p1(x) implies that
t1 =
p1(x)− p0(x)b(x)
a(x)− b(x) and t2 =
−p1(x) + p0(x)a(x)
a(x)− b(x) . (3)
Using (2) and (3) we obtain the Binet formulas for the generalized Fibonacci sequences of Lucas
type and Fibonacci type. Thus, substituting 2p1(x) = p0(x)d(x) in (3) we obtain that t1 = t2 =
p0(x)/2. Substituting these values of t1 and t2 in (2) and letting α be 2/p0(x) we obtain: the Binet
formula for generalized Fibonacci sequence of Lucas type,
Ln(x) =
an(x) + bn(x)
α
. (4)
We want α to be an integer, and therefore |p0(x)| = 1 or 2.
Now, substituting p0(x) = 0 and the constant p1(x) in (3) we obtain that t1 = t2 = p1(x).
Substituting this in (2) we obtain the Binet formula for the generalized Fibonacci sequence of
Fibonacci type,
Rn(x) =
p1(x) (a
n(x)− bn(x))
a(x)− b(x) . (5)
In this paper we are interested only in Rn(x) when p1(x) = 1 (see also [12]). Therefore, the Binet
formula Rn(x) used here is:
Rn(x) =
an(x)− bn(x)
a(x)− b(x) . (6)
Note that if d(x) and g(x) are the polynomials defined in (1), then a(x) + b(x) = d(x), a(x)b(x) =
−g(x), and a(x)− b(x) =
√
d2(x) + 4g(x) .
The sequence of polynomials that have Binet representations Rn(x) or Ln(x) depend only on
d(x) and g(x) defined in (1). We say that a generalized Fibonacci sequence of Lucas (Fibonacci)
type is equivalent, or the conjugate, to a sequence of the Fibonacci (Lucas) type, if their recursive
sequences are determined by the same polynomials d(x) and g(x). Notice that two equivalent
polynomials have the same a(x) and b(x) in their Binet representations.
For example, the Lucas polynomial is a GFP of Lucas type, whereas the Fibonacci polynomial
is a GFP of Fibonacci type. Lucas and Fibonacci polynomials are equivalent because d(x) = x
and g(x) = 1 for both (see Table 1). Note that in their Binet representations they both have
a(x) = (x +
√
x2 + 4)/2 and b(x) = (x − √x2 + 4)/2. Table 2 is based on information from the
following papers [1, 4, 13]. The leftmost polynomials in Table 2 are of the Lucas type and their
equivalent polynomials are in the second column on the same line. In the last two columns of
Table 2 are the a(x) and b(x) that the pairs of equivalent polynomials share. It is easy to obtain
the characteristic equations of the sequences given in Table 1 where the roots of each equation are
given by a(x) and b(x).
For the sake of simplicity throughout this paper we use a in place of a(x) and b in place of b(x)
when they appear in the Binet formulas. We use the notation G∗n or G
′
n for Gn depending on
whether it satisfies the Binet formulas (4) or (6), respectively, (see Section 4).
For most of the proofs of GFPs of Lucas type it is required that
gcd(p0(x), p1(x)) = 1, gcd(p0(x), d(x)) = 1, and gcd(d(x), g(x)) = 1.
It is easy to see that gcd(α,G∗n(x)) = 1. Therefore, for the rest of the paper we suppose that these
conditions mentioned hold for all GFP sequences of Lucas type treated here. We use ρ to denote
gcd(d(x), G1(x)). Notice that in the definition of Pell-Lucas we have p0(x) = 2 and p1(x) = 2x.
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Thus, the gcd(p0(x), p1(x)) 6= 1. Therefore, Pell-Lucas does not satisfy the extra conditions that
were just imposed on the GFPs. To solve this problem we define Pell-Lucas-prime as follows:
Q
′
0(x) = 1, Q
′
1(x) = x, and Q
′
n(x) = 2xQ
′
n−1(x) +Q
′
n−2(x) for n ≥ 2.
It easy to see that 2Q
′
n(x) = Qn(x) and that α = 2. Flo´rez, et al. [5] worked on similar problems
for numerical sequences.
Polynomial Polynomial of a(x) b(x)
Lucas type Fibonacci type
Lucas Fibonacci (x+
√
x2 + 4)/2 (x−√x2 + 4)/2
Pell-Lucas-prime Pell x+
√
x2 + 1 x−√x2 + 1
Fermat-Lucas Fermat (3x+
√
9x2 − 8)/2 (3x−√9x2 − 8)/2
Chebyshev 1st kind Chebyshev 2nd kind x+
√
x2 − 1 x−√x2 − 1
Jacobsthal-Lucas Jacobsthal (1 +
√
1 + 8x)/2 (1−√1 + 8x)/2
Morgan-Voyce Morgan-Voyce (x+ 2 +
√
x2 + 4x)/2 (x+ 2−√x2 + 4x)/2
Vieta-Lucas Vieta (x+
√
x2 − 4)/2 (x−√x2 − 4)/2
Table 2. Rn(x) equivalent to Ln(x).
Note. The definition of GFPs in [4] differs from the definition in this paper due to the initial
conditions of the Fibonacci type polynomials. Thus, the initial condition for the Fibonacci type
polynomials in [4] is G0(x) = p0(x) = 1 and so implicitly G−1(x) = 0. However, our definition for
the Lucas type polynomials is the same in both papers.
3. Divisibility properties of GFPs
In this section we prove a few divisibility and gcd properties which are true for all GFPs. These
results will be used in a later section to prove the main results of this paper.
Proposition 3.1 parts (1) and (2) is a generalization of Proposition 2.2 in [6]. The proof here is
similar to the proof in [6] since both use properties of integral domains. The reader can therefore
update the proof in the afore-mentioned paper to obtain the proof of this proposition.
Proposition 3.1. Let p(x), q(x), r(x), and s(x) be polynomials.
(1) If gcd(p(x), q(x)) = gcd(r(x), s(x)) = 1, then gcd(p(x)q(x), r(x)s(x))
is equal to gcd(p(x), r(x)) gcd(p(x), s(x)) gcd(q(x), r(x)) gcd(q(x), s(x)).
(2) If gcd(p(x), r(x)) = 1 and gcd(q(x), s(x)) = 1, then
gcd(p(x)q(x), r(x)s(x)) = gcd(p(x), s(x)) gcd(q(x), r(x)).
(3) If z1(x) = gcd(p(x), r(x)) and z2(x) = gcd(q(x), s(x)), then
gcd(p(x)q(x), r(x)s(x)) =
gcd(z2(x)p(x), z1(x)s(x)) gcd(z1(x)q(x), z2(x)r(x))
z1(x)z2(x)
.
Proof. We prove part (3). Since gcd(p(x), r(x)) = z1(x) and gcd(q(x), s(x)) = z2(x), there are
polynomials P (x), S(x), Q(x), and R(x) with
gcd(P (x), R(x)) = gcd(Q(x), S(x)) = 1,
such that p(x) = z1(x)P (x), s(x) = z2(x)S(x), r(x) = z1(x)R(x), and q(x) = z2(x)Q(x). So,
gcd(p(x)q(x), r(x)s(x)) = gcd(z1(x)P (x)z2(x)Q(x), z1(x)R(x)z2(x)S(x))
= z1(x)z2(x) gcd(P (x)Q(x), R(x)S(x)).
From part (2) we know that
gcd(P (x)Q(x), R(x)S(x)) = gcd(P (x), S(x)) gcd(Q(x), R(x)).
4
Now it is easy to see that
gcd(p(x)q(x), r(x)s(x)) =
gcd(z2(x)p(x), z1(x)s(x)) gcd(z1(x)q(x), z2(x)r(x))
z1(x)z2(x)
.
This proves part (3). 
We recall that ρ = gcd(d(x), G1(x)) and that for GFPs of Lucas type it is required that
gcd(p0(x), p1(x)) = 1, gcd(p0(x), d(x)) = 1, gcd(p0(x), g(x)) = 1, and that gcd(d(x), g(x)) = 1.
We also recall that p0(x) = 0 and p1(x) = 1 for GFPs of Fibonacci type.
For the rest of the paper we use the notation G∗n if the GFP Gn satisfies the Binet formula (4)
and G′n if the GFPs Gn satisfies the Binet formula (6). We use Gn if the result does not need the
mentioned classification to be true. We recall that for Lucas type polynomials |p0(x)| = 1 or 2 and
for Fibonacci type polynomials p1(x) = 1. Lemma 3.2 part (3) is [12, Lemma 3].
Lemma 3.2. If Gn(x) is a GFP of either Lucas or Fibonacci type, then
(1) gcd(d(x), G2n+1(x)) = G1(x) for every positive integer n.
(2) If the GFP is of Lucas type, then gcd(d(x), G∗2n(x)) = 1 and
if the GFP is of Fibonacci type, then gcd(d(x), G′2n(x)) = d(x).
(3) If n is a positive integer, then gcd(g(x), Gn(x)) = gcd(g(x), G1(x)) = 1.
Proof. We prove part (1) by induction. Let Gn be a GFP and let S(n) be the statement
ρ = gcd(d(x), G2n+1(x)) for n ≥ 1.
To prove S(1) we suppose that gcd(d(x), G3(x)) = r. Thus, r divides any linear combination of
d(x) and G3(x). Therefore, r divides G3(x)−d(x)G2(x). This and given that G3(x) = d(x)G2(x)+
g(x)G1(x) imply that r | g(x)G1(x). So, r | gcd(d(x), g(x)G1(x)). Since gcd(d(x), g(x)) = 1, we
have r | ρ. It is easy to see that ρ | r. Thus, r = gcd(d(x), G1(x)). This proves S(1).
We suppose that S(n) is true for n = k − 1. That is, gcd(d(x), G2k−1(x)) = ρ. To prove
S(k) we suppose that gcd(d(x), G2k+1(x)) = r
′. Thus, r′ divides any linear combination of d(x)
and G2k+1(x). Therefore, r
′ | (G2k+1(x)− d(x)G2k(x)). This and G2k+1(x) = d(x)G2k(x) +
g(x)G2k−1(x) imply that r
′ | g(x)G2k−1(x). Therefore, r′ | gcd(d(x), g(x)G2k−1(x)). Since
gcd(d(x), g(x)) = 1, we have that r′ divides the gcd(d(x), G2k−1(x)). By the inductive hypothesis
we know that gcd(d(x), G2k−1(x)) = ρ. Thus, r
′ | ρ. It is easy to see that gcd(d(x), G2k+1(x))
divides r′. So, r′ = gcd(G1(x), d(x)).
We show that depending on the type of sequence, it holds that gcd(d(x), G1(x)) is equal to G1. If
Gn(x) is a GFP of Fibonacci type, then by definition of p(x) we have G1(x) = 1 (see comments after
Binet formula (5)). Suppose that Gn(x) is a GFP of Lucas type. Recall that 2p1(x) = p0(x)d(x) and
that |p0(x)| = 1 or 2. The conclusion is straightforward since G1(x) = (a(x) + b(x))/α = d(x)/α.
Proof of part (2). Let S(n) be the statement
ρ = gcd(d(x), G2n(x)) for n ≥ 1.
To prove S(2) we suppose that gcd(d(x), G4(x)) = r. Thus, r divides any linear combination of
d(x) and G4(x). Therefore, r divides G4(x)−d(x)G3(x). This and given that G4(x) = d(x)G3(x)+
g(x)G2(x), imply that r | g(x)G2(x). Therefore, r | gcd(d(x), g(x)G2(x)). Since gcd(d(x), g(x)) =
1, we have r | ρ. It is easy to see that ρ | r. Thus, r = gcd(d(x), G2(x)). This proves S(2).
We suppose that S(n) is true for n = k − 1. That is, gcd(d(x), G2k−2(x)) = ρ. To prove
S(k) we suppose that gcd(d(x), G2k(x)) = r
′. Thus, r′ divides any linear combination of d(x)
and G2k(x). So, r
′ | (G2k(x)− d(x)G2k−1(x)). This and G2k(x) = d(x)G2k−1(x) + g(x)G2k−2(x)
imply that r′ | g(x)G2k−2(x). Therefore, r′ | gcd(d(x), g(x)G2k−2(x)). Since gcd(d(x), g(x)) = 1,
we have that r′ divides the gcd(d(x), G2k−2(x)). From the inductive hypothesis we know that
gcd(d(x), G2k−2(x)) = ρ. Thus, r
′ | ρ. It is easy to see that gcd(d(x), G2k(x)) divides r′. Therefore,
r′ = gcd(G2(x), d(x)).
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We observe that for a GFP of Fibonacci type it holds that G′2(x) = a(x) + b(x) = d(x). So, it
is clear that gcd(G′2n(x), d(x)) = d(x). For a GFP of Lucas type it holds that G
∗
0(x) is a non-zero
constant. Since G∗2(x) = d(x)G
∗
1(x) + g(x)G
∗
0(x), and gcd(d(x), g(x)) = 1, we have
gcd(d(x), G∗2(x)) = gcd(d(x), d(x)G
∗
1(x) + g(x)G
∗
0(x)) = gcd(d(x), g(x)G
∗
0(x)) = 1.
Proof of part (3). We prove that gcd(g(x), G1(x)) = 1 by cases. If G1(x) is of the Fibonacci
type, the conclusion is straightforward. As a second case we suppose that G1(x) is of the Lucas
type. That is, G1(x) satisfies the Binet formula (4). Therefore, we have
gcd(g(x), G1(x)) = gcd(g(x), L1(x)) = gcd(g(x), [a + b]/α) = gcd(g(x), d(x)/α).
Since gcd(g(x), d(x)) = 1, we have gcd(g(x), d(x)/α) = 1. This completes the proof. 
Lemma 3.3. If {Gn(x)} is a GFP sequence, then for every positive integer n the following holds:
(1) gcd(Gn(x), Gn+1(x)) divides gcd(Gn(x), g(x)Gn−1(x)) = gcd(Gn(x), Gn−1(x)),
(2) gcd(Gn(x), Gn+2(x)) divides gcd(Gn(x), d(x)Gn+1(x)).
Proof. We prove part (1), the proof of part (2) is similar and we omit it. If r is equal to
gcd(Gn(x), Gn+1(x)), then r divides any linear combination of Gn(x) and Gn+1(x). Therefore,
r | (Gn+1(x)−d(x)Gn(x)). This and the recursive definition of Gn+1(x) imply that r | g(x)Gn−1(x).
Therefore, r | gcd(g(x)Gn−1(x), Gn(x)). Since gcd(g(x), Gn(x)) = 1, we have
gcd(g(x)Gn−1(x), Gn(x)) = gcd(Gn−1(x), Gn(x)).
This completes the proof. 
Note that Proposition 3.4 part (2) when m = n+ 1 is [12, Theorem 4].
Proposition 3.4. Let m and n be positive integers with 0 < |m− n| ≤ 2.
(1) If G∗t (x) is a GFP of Lucas type, then
gcd(G∗m(x), G
∗
n(x)) =
{
G∗1(x), if m and n are both odd;
1, otherwise.
(2) If G′t(x) is a GFP of Fibonacci type, then
gcd(G′m(x), G
′
n(x)) =
{
G′2(x), if m and n are both even;
1, otherwise.
Proof. We prove part (1) using several cases based on the values of m and n. The proof of part
(2) is similar and we omit it. We first provide the proof for the case when m and n are consecutive
integers using induction on m. Let S(m) be the statement
gcd(G∗m(x), G
∗
m+1(x)) = 1 for m ≥ 1.
We prove S(1). From Lemma 3.3 part (1) we know that
gcd(G∗1(x), G
∗
2(x)) divides gcd(G
∗
1(x), g(x)G
∗
0(x)). (7)
Since
gcd(G∗0(x), G
∗
1(x)) = gcd(p0(x), p1(x)) = 1,
we have
gcd(G∗1(x), g(x)G
∗
0(x)) = gcd(G
∗
1(x), g(x)).
This, (7), and Lemma 3.2 part (3) imply that gcd(G∗1(x), G
∗
2(x)) = 1.
We suppose that S(m) is true for m = k − 1. Thus, gcd(G∗k−1(x), G∗k(x)) = 1. We prove that
S(k) is true. From Lemma 3.3 part (1) we know that
gcd(G∗k(x), G
∗
k+1(x)) divides gcd(G
∗
k(x), g(x)G
∗
k−1(x)). (8)
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From Lemma 3.2 part (3) we know that gcd(G∗k(x), g(x)) = 1. Therefore,
gcd(G∗k(x), g(x)G
∗
k−1(x)) = gcd(G
∗
k(x), G
∗
k−1(x)).
This, (8), and the inductive hypothesis imply that gcd(G∗k(x), G
∗
k+1(x) = 1.
We prove the proposition for consecutive even integers (this proof is actually a direct consequence
of the previous proof). From Lemma 3.3 part (2), we have that gcd(G∗2k(x), G
∗
2k+2(x)) divides
gcd(G∗2k(x), d(x)G
∗
2k+1(x)). From Lemma 3.2 part (2) we know that gcd(d(x), G
∗
2k(x)) = 1. This
implies that
gcd(G∗2k(x), d(x)G
∗
2k+1(x)) = gcd(G
∗
2k(x), G
∗
2k+1(x)).
From the previous part of this proof –that is, the case when m and n are consecutive integers– we
conclude that gcd(G∗2k(x), G
∗
2k+1(x)) = 1. This proves that
gcd(G∗2k(x), G
∗
2k+2(x)) = 1.
Finally we prove the proposition for consecutive odd integers. From the recursive definition of
GFPs we have gcd(G∗2k+1(x), G
∗
2k−1(x)) is equal to
gcd(d(x)G∗2k(x) + g(x)G
∗
2k−1(x), G
∗
2k−1(x)) = gcd(d(x)G
∗
2k(x), G
∗
2k−1(x)).
From the first case in this proof we know that gcd(G∗2k(x), G
∗
2k−1(x)) = 1. This implies that
gcd(G∗2k+1(x), G
∗
2k−1(x)) = gcd(d(x), G
∗
2k−1(x)). This and Lemma 3.2 imply that
gcd(G∗2k+1(x), G
∗
2k−1(x)) = gcd(d(x), G
∗
2k−1(x)) = G
∗
1(x).
This completes the proof of part (1). 
4. Identities and other properties of generalized Fibonacci polynomials
In this section we present some identities that the GFPs satisfy. These identities are required
for the proofs of certain divisibility properties of the GFPs. The results in this section are proved
using the Binet formulas (see Section 2). Proposition 4.1 part (1) is a variation of a result proved
in [12], similarly Proposition 4.4 is a variation of a divisibility property proved by them in the same
paper. A collection of this type of identities for GFPs can be found in [7].
In 1963 Ruggles [19] proved that Fn+m = FnLm − (−1)mFn−m. Proposition 4.1 parts (2) and
(3) is a generalization of this numerical identity. In 1972 Hansen [9] proved that 5Fm+n−1 =
LmLn + Lm−1Ln−1. Proposition 4.2 part (1) is a generalization of this numerical identity.
Proposition 4.1. If {G∗n(x)} and {G′n(x)} are equivalent GFPs sequences, then
(1) G′m+n+1(x) = G
′
m+1(x)G
′
n+1(x) + g(x)G
′
m(x)G
′
n(x),
(2) if n ≥ m, then G′n+m(x) = αG′n(x)G∗m(x)− (−g(x))mG′n−m(x),
(3) if n ≥ m, then G′n+m(x) = αG′m(x)G∗n(x) + (−g(x))mG′n−m(x).
Proof. We prove part (1). We know that G′n(x) satisfies the Binet formula (6). That is, Rn(x) =
(an − bn)/(a − b) . (Recall that we use a := a(x) and b := b(x).)
Therefore, G′m+1(x)G
′
n+1(x) + g(x)G
′
m(x)G
′
n(x) is equal to,[
(am+1 − bm+1)(an+1 − bn+1) + g(x)(am − bm)(an − bn)] /(a− b)2.
Simplifying and factoring terms we obtain:[(
an+m(a2 + g(x)) + bn+m(b2 + g(x))
) − (anbm + bnam)(ab+ g(x))] /(a− b)2.
Next, since ab = −g(x), we see that the above expression is equal to[
an+m(a2 + g(x)) + bn+m(b2 + g(x))
]
/(a− b)2.
This, with the facts that (a2 + g(x)) = a(a− b) and (b2 + g(x)) = −b(a− b), shows that the above
expression is equal to (
an+m+1 − bn+m+1) /(a− b) = Rn+m+1(x).
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This completes the proof of part (1).
We now prove part (2), the proof of part (3) is identical and we omit it. Suppose that G∗k(x)
is equivalent to G′k(x) and that G
∗
k(x) is of the Lucas type for all k. For simplicity let us suppose
that α = 1 (the proof when α 6= 1 is similar, so we omit it). Using the Binet formulas (4) and (6)
we have that G′n(x)G
∗
m(x)− (−g(x))mG′n−m(x) is equal to
(an − bn)(am + bm)− (−g(x))m(an−m − bn−m)
(a− b) .
After performing the indicated multiplication and simplifying we find that this expression is equal
to [
an+m − bn+m
a− b
]
+
[
anbm − ambn − (−g(x))man−m + (−g(x))mbn−m
a− b
]
.
Since −g(x) = ab, it is easy to see that the expression in the right bracket is equal to zero. Thus,
(an+m − bn+m)/(a − b) = G′n+m(x). This completes the proof of part (2). 
Proposition 4.2. Let {G∗n(x)} and {G′n(x)} be equivalent GFPs sequences. If m ≥ 0 and n ≥ 0,
then
(1) (a− b)2G′m+n+1(x) = α2G∗m+1(x)G∗n+1(x) + α2g(x)G∗m(x)G∗n(x),
(2) G∗m+n+2(x) = αG
∗
m+1(x)G
∗
n+1(x) + g(x)[αG
∗
m(x)G
∗
n(x)−G∗m+n(x)].
Proof. In this proof we use α = 1, the proof when α 6= 1 is similar, so we omit it. (Recall, once
again, that we use a := a(x) and b := b(x).)
Proof of part (1). Since G∗n(x) is a GFP of the Lucas type, we have that G
∗
n(x) satisfies the
Binet formula Ln(x) = (a
n + bn)/α given in (4). Therefore,
G∗m+1(x)G
∗
n+1(x) + g(x)G
∗
m(x)G
∗
n(x) (9)
is equal to, [
an+1 + bn+1
] [
am+1 + bm+1
]
+ g(x) [an + bn] [am + bm] .
Simplifying and factoring we see that this expression is equal to
am+n
[
a2 + g(x)
]
+ bm+n
[
b2 + g(x)
]
+ (ab+ g(x)) [ambn + anbm] .
Since
ab = −g(x), a2 + g(x) = a(a− b), and b2 + g(x) = −b(a− b),
the expression in (9) is equal to (a− b)(am+n+1− bm+n+1). We recall that G′m+n+1(x) is equivalent
to G∗m+n+1(x). Thus, G
′
m+n+1(x) = (a
m+n+1 − bm+n+1)/(a− b). Therefore, (a− b)2G′m+n+1(x) =
(a− b) [am+n+1 − bm+n+1]. This completes the proof of part (1).
Proof of part (2). From the proof of part (1) we know that
(a− b)2G′m+n+1(x) = (a− b)[am+n+1 − bm+n+1].
Simplifying the right side of the previous equality we have
(a− b)2G′m+n+1(x) = am+n+2 − bam+n+1 − abm+n+1 + bm+n+2.
So, (a− b)2G′m+n+1(x) = am+n+2 + bm+n+2 − ab[am+n + bm+n]. We recall that ab = −g(x). Thus,
(a− b)2G′m+n+1(x) = am+n+2 + bm+n+2 + g(x)[am+n + bm+n].
This and the Binet formula (4) imply that
(a− b)2G′m+n+1(x) = G∗m+n+2(x) + g(x)G∗m+n(x).
So, the proof follows from part (1) of this proposition. 
Proposition 4.3. Let {G∗n(x)} be a GFP sequence of the Lucas type. If m, n, r, and q are positive
integers, then
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(1) if m ≤ n, then G∗m+n(x) = αG∗m(x)G∗n(x) + (−1)m+1(g(x))mG∗n−m(x).
(2) If r < m, then there is a polynomial T (x) such that
G∗mq+r(x) =
{
G∗m(x)T (x) + (−1)w+t(g(x))wG∗m−r(x), if q is odd;
G∗m(x)T (x) + (−1)(m+1)t(g(x))mtG∗r(x), if q is even
where t =
⌈ q
2
⌉
and w = (t− 1)m+ r.
(3) If n > 1, then there is a polynomial Tn(x) such that
G∗2nr(x) = G
∗
r(x)Tn(x) + (2/α)(g(x))
2n−1r.
Proof. We prove part (1). Since G∗m(x) and G
∗
n(x) are of the Lucas type, they both satisfy the
Binet formula (4). Thus,
G∗m(x)G
∗
n(x) =
(
am + bm
α
)(
an + bn
α
)
=
am+n + bm+n
α2
+
(ab)m (an−m + bn−m)
α2
.
So, G∗m(x)G
∗
n(x) =
[
G∗n+m(x) + (ab)
mG∗n−m(x)
]
/α. This and ab = −g(x) imply that
G∗m+n(x) = αG
∗
m(x)G
∗
n(x)− (−g(x))mG∗n−m(x).
This completes the proof of part (1).
We prove part 2 using cases and mathematical induction.
Case q is odd. Suppose q = 2t− 1, and let S(t) be the following statement. For every positive
integer t there is a polynomial Tt(x) such that
G∗m(2t−1)+r(x) = G
∗
m(x)Tt(x) + (−1)m(t−1)+t+r(g(x))(t−1)m+rG∗m−r(x).
From part (1), taking T1(x) = αG
∗
r(x), it is easy to see that S(t) is true if t = 1.
We suppose that S(k) is true. That is, suppose that there is a polynomial Tk(x) such that
G∗m(2k−1)+r(x) = G
∗
m(x)Tk(x) + (−1)m(k−1)+t+r(g(x))(k−1)m+rG∗m−r(x). (10)
We prove that S(k + 1) is true. Notice that G∗m(2k+1)+r(x) = G
∗
(2km+r)+m(x). Therefore, from
part (1) we have
G∗m(2k+1)+r(x) = αG
∗
m(x)G
∗
2km+r(x) + (−1)m+1gm(x)G∗m(2k−1)+r(x).
This and S(k) (see (10)) imply that
G∗m(2k+1)+r(x) = αG
∗
m(x)G
∗
2km+r(x) + (−1)m+1(g(x))mG∗m(x)Tk(x) +M1(x)
where M1(x) = (−1)km+(t+1)+r(g(x))km+rG∗m−r(x). Therefore, G∗m(2k+1)+r(x) is equal to
G∗m(x)[αG
∗
2km+r(x) + (−1)m+1(g(x))mTk(x)] + (−1)km+(t+1)+r(g(x))km+rG∗m−r(x).
This, with Tk+1(x) := αG
∗
2km+r(x) + (−1)m+1(g(x))mTk(x), implies S(k + 1). This completes the
proof when q is odd.
Case q is even. This proof is similar to the case in which q is odd. Suppose q = 2t, and let
H(t) be the following statement. For every positive integer there is a polynomial Tt(x) such that
G∗m(2t)+r(x) = G
∗
m(x)Tt(x) + (−1)(m+1)t(g(x))mtG∗r(x).
From part (1), taking T1(x) = αG
∗
r(x), it is easy to see that H(t) is true if t = 1.
We suppose that H(k) is true. That is, suppose that there is a polynomial Tk(x) such that
G∗m(2k)+r(x) = G
∗
m(x)Tk(x) + (−1)(m+1)k(g(x))mkG∗r(x). (11)
We prove that H(k + 1) is true. Notice that G∗2m(k+1)+r(x) = G
∗
((2k+1)m+r)+m(x). Therefore,
from part (1) we have
G∗2m(k+1)+r(x) = αG
∗
m(x)G
∗
(2k+1)m+r(x) + (−1)m+1(g(x))mG∗2mk+r(x).
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This and H(k) (see (11)) imply that
G∗m(2(k+1))+r(x) = αG
∗
m(x)G
∗
(2k+1)m+r(x) + (−1)m+1(g(x))mG∗m(x)Tk(x) +M2(x)
where M2(x) = (−1)(k+1)(m+1)(g(x))m(k+1)G∗r(x). Therefore,
G∗m(2(k+1))+r(x) = G
∗
m(x)
[
αG∗(2k+1)m+r(x) + (−1)m+1(g(x))mTk(x)
]
+M2(x).
This, with Tk+1(x) := αG
∗
(2k+2)m+r(x) + (−1)m(g(x))mTk(x), implies H(k + 1).
We finally prove part (3) by induction. Since G∗n(x) is of the Lucas type, by the Binet formula
it is easy to see that G0(x) = 2/α. Let S(n) be the statement: for every positive integer n there is
a polynomial Tn(x) such that this equality holds G
∗
2nr(x) = G
∗
r(x)Tn(x) + (2/α)g
2n−1r(x).
Proof of S(2). From part (1) we have
G∗22r(x) = G
∗
2r+2r(x) = α(G
∗
2r(x))
2 − (2/α)(g(x))2r .
Applying the result in part (1) for G∗2r(x) again (and simplifying) we obtain:
G∗22r(x)= α[α(G
∗
r(x))
2 − 2
α
(−g(x))r ]2 − 2
α
(g(x))2r
= G∗r(x)[(αG
∗
r(x))
3 − (−1)r4αG∗r(x)(g(x))r ] + 4(g(x))
2r−2(g(x))2r
α
= G∗r(x)T2(x) +
2
α
(g(x))2r
where T2(x) = α
3(G∗r(x))
3 + (−1)r+14αG∗r(x)(g(x))r . This proves S(2).
We suppose that S(k) is true for k > 2, and we prove S(k+1) is true. That is, we suppose that
for a fixed k there is a polynomial Tk(x) such that
G∗2kr(x) = G
∗
r(x)Tk(x) + (2/α)g
2k−1r(x).
From part (1) we have G∗
2k+1r
(x) = G∗
2kr+2kr
(x) = α(G∗
2kr
(x))2 − (2/α)(g(x))2k r. Using the result
from the inductive hypothesis S(k) and simplifying, we obtain:
G∗
2k+1r
(x)= α[G∗r(x)Tk(x) +
2
α
(g(x))2
k−1r]2 − 2
α
(g(x))2
kr
= G∗r(x)[αG
∗
r(x)T
2
k (x) + 4Tk(x)(g(x))
2k−1r] + 4(g(x))
2
kr−2(g(x))2
kr
α
= G∗r(x)Tk+1(x) +
2
α
(g(x))2
kr
where Tk+1(x) = αG
∗
r(x)T
2
k (x) + 4Tk(x)(g(x))
2k−1r. This completes the proof of part (3). 
In the following part of this section, we present two divisibility properties for the GFPs. Propo-
sition 4.4 is [12, Theorem 6].
Proposition 4.4. If {G′n(x)} is a GFP sequence of the Fibonacci type, then G′m(x) divides G′n(x)
if and only if m divides n.
Proof. We first prove the sufficiency. Based on the hypothesis that m divides n, there is an integer
q ≥ 1 such that n = mq. Then, using the Binet formula (6), we have
G′m(x) = (a
m − bm)/(a− b) and G′mq(x) = (amq − bmq)/(a− b).
It is easy to see –using induction on q– that (am − bm) divides (amq − bmq) which implies that
G′m(x) divides G
′
mq(x). This proves the sufficiency.
We now prove the necessity. Suppose that m does not divide n and that G′m(x) divides G
′
n(x) for
m and n greater than 1. Therefore, there are integers q and r with 0 < r < n such that n = mq+r.
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Then by Proposition 4.1 part (1)
G′n(x) = G
′
mq+r(x)
= G′mq+1(x)G
′
r(x) + g(x)G
′
mq(x)G
′
r−1(x)
=
(
d(x)G′mq(x) + g(x)G
′
mq−1(x)
)
G′r(x) + g(x)G
′
mq(x)G
′
r−1(x)
= d(x)G′mq(x)G
′
r(x) + g(x)G
′
mq−1(x)G
′
r(x) + g(x)G
′
mq−1(x)G
′
r(x).
Grouping terms and simplifying we obtain,
G′n(x) = G
′
mq(x)G
′
r+1(x) + g(x)G
′
mq−1(x)G
′
r(x).
This and the fact that G′m(x) | G′n(x) and G′m(x) | G′mq(x) imply that
G′m(x) | g(x)G′mq−1(x)G′r(x).
From Lemma 3.2 part (3) and Proposition 3.4 we know that gcd(G′mq(x), g(x)) = 1 and that
gcd(G′mq−1(x), G
′
mq(x)) = 1, respectively. These two facts imply that G
′
m(x) | G′r(x). That is a
contradiction since degree (G′r−1(x)) < degree (G
′
m−1(x)). This completes the proof. 
The following corollary gives a factorization of a GPF of Fibonacci type G′n(x). It is a direct
application of Theorem 4.4 and some results given in articles by Bliss, et al. and Nowicki [3, 23].
In fact, the proof of Corollary 4.5 follows from Theorem 4.4 and [23, Theorem 2], so we omit the
details. We start by giving a short background of the lcm sequences for polynomials that fits the
context of this paper, a more general result can be found in [23]. If lcm denotes the least common
multiple, then we define cn(x) recursively as follows: Let c1 = 1 and
cn(x) =
lcm(G′1(x), G
′
2(x), . . . , G
′
n(x))
lcm(G′1(x), G
′
2(x), . . . , G
′
n−1(x))
for n ≥ 2.
Corollary 4.5. If G′n(x) is a GFP of Fibonacci type, then G
′
n(x) =
∏
d|n cd(x).
The factors ci are not always irreducible polynomials. For instance, if G
′
10(x) is a Chebyshev
polynomial of the first kind, then its irreducible factoring is
G′10(x) = 2x(−1− 2x+ 4x2)(−1 + 2x+ 4x2)(5− 20x2 + 16x4).
Using Corollary 4.5 we have
G′10(x) = c1(x)c2(x)c5(x)c10(x)
= (1)(2x)(1 − 12x2 + 16x4)(5− 20x2 + 16x4).
Proposition 4.6. Let m be a positive integer that is not a power of two. If G∗m(x) is a GFP
of Lucas type, then for all odd divisors q of m, it holds that G∗m/q(x) divides G
∗
m(x). Moreover
G∗m/q(x) is of the Lucas type.
Proof. Let q be an odd divisor of m. If q = 1 the result is obvious. Let us suppose that q 6= 1.
Therefore, there is an integer d > 1 such that m = dq. Using the Binet formula (4), where a := a(x)
and b := b(x), we have G∗m(x) = G
∗
dq(x) = (a
dq + bdq)/α. Let X = ad and Y = bd. Using induction
it is possible to prove that X + Y divides Xq + Y q. This implies that there is a polynomial Q(x)
such that (Xq + Y q)/α = Q(x)(X + Y )/α. Therefore,
G∗m(x) = G
∗
dq(x) = (a
dq + bdq)/α = Q(x)(ad + bd)/α.
This and the Binet formula (4) imply that G∗m(x) = G
∗
d(x)Q(x). 
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5. Characterization of the strong divisibility property
In this section we prove the main results of this paper. Thus, we prove a necessary and sufficient
condition for the strong divisibility property for GFPs of Fibonacci type. We also prove that the
strong divisibility property holds partially for GFPs of Lucas type. The other important result in
this section is that the strong divisibility property holds partially for a GFP and its equivalent.
The results here therefore provide a complete characterization of the strong divisibility property
satisfied by the GFPs of Fibonacci type.
We note that if G∗m(x) and G
′
n(x) are two equivalent polynomials from Table 2, then
gcd(G∗m(x), G
′
n(x)) is either G
∗
gcd(m,n)(x) or one.
However, it is not true in general. Here we give an example of a pair of GFPs that do not satisfy
this property. First we define a Fibonacci type polynomial
G′0(x) = 0, G
′
1(x) = 1, and G
′
n(x) = (2x+ 1)G
′
n−1(x) +G
′
n−2(x) for n ≥ 2.
We now define its equivalent polynomial of the Lucas type
G∗0(x) = 2, G
∗
1(x) = 2x+ 1, and G
∗
n(x) = (2x+ 1)G
∗
n−1(x) +G
∗
n−2(x) for n ≥ 2.
After some calculations we see that gcd(G∗m(x), G
′
n(x)) is one, two, or G
∗
gcd(m,n)(x). Using the same
polynomials we can also see that gcd(G∗m(x), G
∗
n(x)) is one, two, or G
∗
gcd(m,n)(x). If we do the same
calculations for numerical sequences (Fibonacci and Lucas numbers), we can see that they have the
same behavior.
In this section we use the notation E2(n) to represent the integer exponent base two of a positive
integer n which is defined to be the largest integer k such that 2k | n.
Lemma 5.1. If R(x), S(x), and T (x) are polynomial in Z[x], then
gcd(R(x), T (x)) = gcd(R(x), R(x)S(x) − T (x)).
Proposition 5.2. Let {G∗n(x)} be a GFP sequence of the Lucas type. If m | n and E2(n) = E2(m),
then gcd(G∗n(x), G
∗
m(x)) = G
∗
m(x).
Proof. First we recall that E2(n) is the largest integer k such that 2
k | n. We suppose that n = mq
with q ∈ N. Since E2(m) = E2(n) = E2(mq), we conclude that q is odd. This, Lemma 5.1, and
Proposition 4.3 part (2) imply that
gcd(G∗n(x), G
∗
m(x)) = gcd(G
∗
qm(x), G
∗
m(x))
= gcd(G∗m(x)T (x) + (−1)n(−g(x))(n−1)mG∗m(x), G∗m(x))
= G∗m(x).
This proves the proposition. 
Corollary 5.3. Let G∗m(x) be a GFP of Lucas type. If m > 0 is not a power of two, then for all
odd divisors q of m, it follows that G∗m/q(x) divides G
∗
m(x). More over G
∗
m/q(x) is of the Lucas
type.
Proof. It is easy to see that E2(m/q) = E2(m). Therefore, the conclusion follows by Proposition
5.2. 
Proposition 5.4. Let dk = gcd(G
∗
0(x), G
∗
k(x)) where G
∗
k(x) is a GFP of the Lucas type. Suppose
that there is an integer k′ > 0 such that dk′ = 2. If m is the minimum positive integer such that
dm = 2, then m|n if and only if dn = 2.
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Proof. We suppose that m is the minimum positive integer such that dm = 2. Let m|n, by Propo-
sition 5.2 we know that gcd(G∗m(x), G
∗
n(x)) = G
∗
m(x) (we recall that G
∗
0(x) = p0(x) and |p0(x)| = 1
or 2). This and the fact that 2|G∗m(x) imply that gcd(G∗0(x), G∗n(x)) = 2. This proves that dn = 2.
We note that 2| gcd(G∗m(x), G∗n(x)). Suppose that there is a n ∈ N − {m} that satisfies the
condition dn = 2. From the division algorithm we have that there are integers q and r such that
n = mq + r where 0 ≤ r < m. This and Proposition 4.3 part (2) imply that
gcd(G∗m(x), G
∗
n(x)) =
{
gcd(G∗m(x), (g(x))
(t−1)m+rG∗m−r(x)), if q is odd;
gcd(G∗m(x), (g(x))
mtG∗r(x)), if q is even.
This and Lemma 3.2 part (3) imply that gcd(G∗m(x), G
∗
n(x)) is either
gcd(G∗m(x), G
∗
r(x)) or gcd(G
∗
m(x), G
∗
m−r(x)).
From this and the fact that 2| gcd(G∗m(x), G∗n(x)), we conclude that either
gcd(G∗r(x), G
∗
0(x)) = 2 or gcd(G
∗
m−r(x), G
∗
0(x)) = 2.
This holds only if r = 0, due to definition of m. Therefore, n = mq. 
Lemma 5.5. Let G∗k(x) be a GFP of Lucas type and let n = mq + r where m, q and r are pos-
itive integers with r < m. If m1 = m − r when q is odd and m1 = r when q is even, then
gcd(G∗n(x), G
∗
m(x)) = gcd(G
∗
m1(x), G
∗
m(x)).
Proof. Let
f(x) =
{
(−1)m(t−1)+t+r(g(x))(t−1)m+r , if q is odd;
(−1)(m+1)t(g(x))mt, if q is even.
This and Lemma 3.2 part (3) imply that gcd(G∗m(x), f(x)) = 1. Therefore, by Proposition 4.3 part
(2) it follows that
gcd(G∗mq+r(x), G
∗
m(x)) = gcd(G
∗
m(x)T (x) + f(x)G
∗
m1(x), G
∗
m).
Now it is easy to see that
gcd(G∗m(x)T (x) + f(x)G
∗
m1(x), G
∗
m) = gcd(f(x)G
∗
m1(x), G
∗
m(x)).
Since gcd(G∗m(x), f(x)) = 1, by Proposition 3.1 part (1) we have
gcd(f(x)G∗m1(x), G
∗
m(x)) = gcd(G
∗
m1(x), G
∗
m(x)).
This completes the proof. 
Theorem 5.6. Let G∗n(x) be a GFP of the Lucas type. If m and n are positive integers and
d = gcd(m,n), then
gcd(G∗m(x), G
∗
n(x)) =
{
G∗d(x), if E2(m) = E2(n);
gcd(G∗d(x), G
∗
0(x)), otherwise.
Proof. First we prove the result for E2(n) = E2(m). From the Euclidean algorithm we know that
there are non-negative integers q and r such that n = mq + r with r < m. Let d = gcd(m,n).
Clearly, if r = 0, then d = m. Therefore, the result holds by Proposition 5.2.
We suppose that r 6= 0. If we take m1 as in Lemma 5.5, then
gcd(G∗n(x), G
∗
m(x)) = gcd(G
∗
mq+r(x), G
∗
m(x)) = gcd(G
∗
m1(x), G
∗
m(x)).
Let M1 = {m,m1}. Notice that gcd(m1,m) = d, E2(m) = E2(m1), and that m1 < m. Therefore,
there are non-negative integers q1 and r1 such that m = m1q1 + r1 with r1 < m1. Again, if r1 = 0,
by Proposition 5.2 we obtain that gcd(G∗n(x), G
∗
m(x)) = gcd(G
∗
m(x), G
∗
m1(x)) = G
∗
d(x). If r1 6= 0 we
repeat the previous step and then we can guarantee that
gcd(G∗n(x), G
∗
m(x)) = gcd(G
∗
m1(x), G
∗
m(x)) = gcd(G
∗
m1(x), G
∗
m2(x)),
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where
m2 =
{
m1 − r1, if q is odd;
r1, if q is even.
We repeat this procedure t times until we obtain the ordered decreasing sequence m > m1 > m2 >
· · · > mt ≥ d such that E2(m) = E2(mt) and gcd(mt,mt−1) = d, where
mt =
{
mt−1 − rt−1, if q is odd;
rt−1, if q is even.
Notice thatMt = {m,m1,m2, . . . ,mt} =Mt−1∪{mt} is an ordered set of natural numbers, therefore
there is a minimum element. SinceMt is constructed with a sequence of decreasing positive integers,
there must be an integer k such that Mt ⊂ Mk for all t < k and Mk+1 is undefined. Thus, the
procedure ends with Mk. Note that m > m1 > m2 > · · · > mk ≥ d such that E2(m) = E2(mk)
and gcd(mk,mk−1) = d.
Claim. The minimum element of Mk is mk = d and mk | mk−1.
Proof of claim. From the division algorithm we know that there are non-negative integers qk and
rk such that mk−1 = mkqk + rk with rk < mk. If rk 6= 0 we can repeat the procedure described
above to obtain a new set Mk+1 with Mk ⊂Mk+1. That is a contradiction. Therefore, rk = 0. So,
mk−1 = mkqk. This implies that gcd(mk,mk−1) = d. Thus, mk = d. This proves the claim.
The Claim and Proposition 5.2 allow us to conclude that
gcd(G∗n(x), G
∗
m(x)) = gcd(G
∗
m(x), G
∗
m1(x)) = · · · = gcd(G∗mk−1(x), G∗mk (x)) = G∗d.
We now prove by cases that: if E2(n) 6= E2(m) and d = gcd(n,m), then gcd(G∗n(x), G∗m(x)) =
gcd(G∗d(x), G
∗
0(x)).
Case 1. Suppose that m < n and that E2(n) < E2(m). From the division algorithm there are
two non-negative integers q and r such that n = mq+ r with r < m. Let m1 = m− r when q is odd
and m1 = r when q is even (as defined in Lemma 5.5). Since n = mq + r and E2(n) < E2(m), we
have r 6= 0. It is easy to see that E2(n) = E2(r), and therefore E2(n) = E2(m1). This and Lemma
5.5 imply that gcd(G∗n(x), G
∗
m(x)) = gcd(G
∗
m(x), G
∗
m1(x)). Since E2(m1) = E2(n) < E2(m) and
m1 < m, the criteria for the Case 2 are satisfied here, so the proof of this case may be completed
as we are going to do in Case 2 below.
Case 2. Suppose that E2(m) < E2(n) and that m < n. From the division algorithm we know
that there are two non-negative integers r and q such that n = mq + r with r < m. If r = 0, then
q must be even (because E2(m) < E2(n)). Let k = E2(q) and we consider two subcases on k.
Subcase 1. If k = 1, then q = 2t where t is odd. Therefore, by Proposition 4.3 part (1) we
have G∗n(x) = G
∗
2mt(x) = α(G
∗
mt(x))
2 + (−1)mt+1(G∗0(x))(−g(x))mt. This, Proposition 5.2, Lemma
3.2 part (3), and Lemma 5.1 imply that
gcd(G∗n(x), G
∗
m(x)) = gcd
(
α(G∗mt(x))
2 + (−1)mt+1G∗0(x)(−g(x))mt, G∗m(x)
)
= gcd((−1)mt+1G∗0(x)(−g(x))mt, G∗m(x))
= gcd(G∗0(x), G
∗
m(x))
= gcd(G∗0(x), G
∗
d(x)).
Subcase 2. If k > 1, then q = 2kt where t is odd. Therefore, by Proposition 4.3 part (3), there
is a polynomial Tk(x) such that
G∗n = G
∗
2kmt = G
∗
mt(x)Tk(x) +G
∗
0(x)g
2k−1mt(x).
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This, Proposition 5.2, Lemma 3.2 part (3), and Lemma 5.1 imply that
gcd(G∗n(x), G
∗
m(x)) = gcd(G
∗
mt(x)Tk(x) +G
∗
0(x)g
2k−1mt(x), G∗m(x))
= gcd(G∗0(x)g
2k−1mt(x), G∗m(x))
= gcd(G∗0(x), G
∗
m(x))
= gcd(G∗0(x), G
∗
d(x)).
Now suppose that r 6= 0. This and Lemma 5.5 imply that
gcd(G∗n(x), G
∗
m(x)) = gcd(G
∗
m(x), G
∗
m1(x)),
where m1 = m− r when q is odd and m1 = r when q is even (as defined in Lemma 5.5). Therefore,
m1 < m < n and gcd(m,n) = gcd(m,m1) = d.
We analyze both the case in which m1 | m and the case in whichm1 ∤ m. Suppose that m = m1q2
and we consider two cases for q2.
Subcase q2 is odd. If q2 is odd then we have E2(m1) = E2(m). Therefore, by Proposition 5.2
we obtain:
gcd(G∗m(x), G
∗
n(x)) = gcd(G
∗
m(x), G
∗
m1(x)) = G
∗
d(x) and E2(G
∗
d(x)) < E2(G
∗
n(x)).
This implies that gcd(G∗m(x), G
∗
n(x)) = gcd(G
∗
d(x), G
∗
0(x)).
Subcase q2 is even. If q2 is even, then E2(m1) < E2(m). Now it is easy to see that
gcd(G∗m(x), G
∗
n(x)) = gcd(G
∗
m1(x), G
∗
0(x)) = gcd(G
∗
d(x), G
∗
0(x)).
Now suppose that m1 ∤ m. Therefore there are two non-negative integers r2 and q2 such that
m = m1q2 + r2 where 0 < r2 < m1. From Lemma 5.5 we guarantee that we can find m2 such that
m2 < m1, gcd(m1,m2) = d and gcd(G
∗
m1(x), G
∗
m2(x)) = gcd(G
∗
m1(x), G
∗
m(x)).
In this way we construct an ordered set of integers Mt = {n,m,m1,m2, . . . ,mt} where n > m >
m1 > · · · > mt such that gcd(mj ,mj−1) = d and
gcd(G∗n(x), G
∗
m(x)) = gcd(G
∗
m1(x), G
∗
m(x)) = · · · = gcd(G∗mj (x), G∗mj−1(x)).
From Lemma 5.5 we know that n > m > m1 > · · · > mj ends only if rj = 0. Since Mj =
{n,m,m1,m2, . . . ,mj} is an ordered sequence of natural numbers, it has a minimum element mj .
Therefore, mj | mj−1. It is easy then to see that
gcd(G∗n(x), G
∗
m(x)) = gcd(G
∗
mj (x), G
∗
mj−1(x)).
This is equivalent to gcd(G∗n(x), G
∗
m(x)) = gcd(G
∗
d(x), G
∗
0(x)), which completes the proof. 
Corollary 5.7. Let dk = gcd(G
∗
0(x), G
∗
k(x)) where G
∗
k(x) is a GFP of the Lucas type. If m and n
are positive integers such that E2(n) 6= E2(n), then the following properties hold
(1) Suppose that there is an integer k′ > 0 such that dk′ = 2. If r is the minimum positive integer
such that dr = 2, then
gcd(G∗m(x), G
∗
n(x)) =
{
2, if r| gcd(m,n);
1, otherwise.
(2) If dk 6= 2 for every positive integer k, then gcd(G∗m(x), G∗n(x)) = 1.
The proof of this corollary is straightforward from Proposition 5.4.
Proposition 5.8. Let G∗n(x) and G
′
n(x) be equivalent GFPs. If m and n are positive integers, then
(1) gcd(G′m+n+1(x), G
∗
n(x)) = gcd(G
∗
m+1(x), G
∗
n(x)),
(2) if m > n, then gcd(G′m−n+1(x), G
∗
n(x)) = gcd(G
∗
m+1(x), G
∗
n(x)),
(3) if m < n, then gcd(G′n−m+1(x), G
∗
n(x)) = gcd(G
∗
m−1(x), G
∗
n(x)).
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Proof. We prove part (1) by induction. Let S(n) be the statement (recall that a− b = a(x)− b(x)):
for every n ≥ 1 gcd((a − b)2, G∗n(x)) = 1. Recall that in a GFP of Lucas type gcd(p0(x), p1(x)) =
gcd(p0(x), d(x)) = 1 and that 2p1(x) = p0(x)d(x). From this and Proposition 4.2 part (1) with
m = n = 0, it is easy to see that gcd((a− b)2, G∗1(x)) = 1. We now prove that S(2) is also true. It
is easy to see that
gcd((a− b)2, G∗2(x)) = gcd(a2(x) + b2(x)− 2ab,G∗2(x))
= gcd(G∗2(x) + 2g(x), G
∗
2(x))
= gcd(2g(x), G∗2(x)).
From Lemma (3.2) part (3) we know that gcd(g(x), G∗2(x)) = 1. This implies that either
gcd((a− b)2, G∗2(x)) = 1 or gcd((a− b)2, G∗2(x)) = 2.
If gcd((a − b)2, G∗2(x)) = 2, then 2 |
(
d2(x) + 4g(x)
)
and 2 | G∗2(x). So, 2 | d2(x) and 2 | G∗2(x).
From Lemma (3.2) part (2) we know that gcd(d(x), G∗2(x)) = 1. This implies that 2 | 1. Therefore,
gcd((a− b)2, G∗2(x)) = 1. This proves S(2).
Suppose that S(k) is true. Then gcd((a − b)2, G∗k(x)) = 1. We now prove that S(k + 1) is true.
Suppose that gcd((a − b)2, G∗k+1(x)) = r(x). Therefore, r(x) | (a − b)2 and r(x) | G∗k+1(x). So,
r(x) | [(a−b)2G′2k+1(x)−α2(G∗k+1(x))2]. From Proposition 4.2 part (1) we know that if m = n = k,
then
(a− b)2G′k+k+1(x) = α2G∗k+1(x)G∗k+1(x) + α2g(x)G∗k(x)G∗k(x).
Thus, (a− b)2G′2k+1(x)− α2(G∗k+1(x))2 = α2g(x)(G∗k(x))2. This implies that
r(x) divides α2g(x)(G∗k(x))
2.
Since |α| = 1 or 2, from the definition of GFPs and Proposition 3.4 it is easy to see that
gcd(α, g(x)) = 1. We know that gcd(α,Gn) = 1 for every n. So, gcd(α, r(x)) = 1. We recall
that from Lemma (3.2) part (3), that gcd(g(x), G∗k+1(x)) = 1. This and r(x) | G∗k+1(x) imply that
gcd(r(x), g(x)) = 1. Now it is easy to see that r(x) | (G∗k(x))2. Since gcd((a− b)2, G∗k(x)) = 1 and
r(x) | (a−b)2, we have r(x) = 1. This proves that S(k+1) is true. That is, gcd((a−b)2, G∗n(x)) = 1.
We now prove that gcd(G′m+n+1(x), G
∗
n(x)) = gcd(G
∗
m+1(x), G
∗
n(x)). Proposition 4.2 part (1),
implies that gcd((a− b)2G′m+n+1(x), G∗n(x)) is equal to
gcd(α2G∗m+1(x)G
∗
n+1(x) + α
2g(x)G∗m(x)G
∗
n(x), G
∗
n(x)).
Therefore,
gcd((a− b)2G′m+n+1(x), G∗n(x)) = gcd(α2G∗m+1(x)G∗n+1(x), G∗n(x)).
Proposition 3.4 and gcd(α,Gn+1) = 1 imply that gcd(α
2G∗n+1(x), G
∗
n(x)) = 1. Therefore, by
Proposition 3.1 part (2) we have
gcd(G∗m+1(x)G
∗
n+1(x), G
∗
n(x)) = gcd(G
∗
m+1(x), G
∗
n(x)).
This implies that
gcd((a− b)2G′m+n+1(x), G∗n(x)) = gcd(G∗m+1(x), G∗n(x)).
This and gcd((a− b)2, G∗n(x)) = 1 imply that
gcd(G′m+n+1(x), G
∗
n(x)) = gcd(G
∗
m+1(x), G
∗
n(x)).
Proof of part (2). From Lemma 3.2 part (3) it is easy to see that
gcd(G′m−n+1(x), G
∗
n(x)) = gcd((g(x))
nG′m+1−n(x), G
∗
n(x)).
This and Proposition 4.1 part (2) (after interchanging the roles of m and n) imply that
gcd(G′m−n+1(x), G
∗
n(x))
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is equal to
gcd(αG′m+1(x)G
∗
n(x)−G′m+1+n(x), G∗n(x)) = gcd(G′m+n+1(x), G∗n(x)).
The conclusion follows from part (1).
Proof of part (3). From Lemma 3.2 part (3) it is easy to see that
gcd(G′n−m+1(x), G
∗
n(x)) = gcd((−g(x))m−1G′n−(m−1)(x), G∗n(x)).
This and Proposition 4.1 part (3) imply that gcd(G′m−n+1(x), G
∗
n(x)) is equal to
gcd(G′n+m−1(x)− αG′m−1(x)G∗n(x), G∗n(x)) = gcd(G′n+(m−2)+1(x), G∗n(x)).
The conclusion follows from part (1). 
Theorem 5.9. Let G∗n(x) and G
′
n(x) be equivalent GFPs. If m and n are positive integers and
gcd(m,n) = d, then
gcd(G′m(x), G
∗
n(x)) =
{
G∗d(x), if E2(m) > E2(n);
gcd(G∗d(x), G
∗
0(x)), otherwise.
Proof. Suppose that E2(m) > E2(n). We prove this part using cases.
Case m > n. Since m > n, there is a positive integer l such that m = n + l. Therefore,
gcd(G′m(x), G
∗
n(x)) = gcd(G
′
l−1+n+1(x), G
∗
n(x)). This and Proposition 5.8 part (1) imply that
gcd(G′m(x), G
∗
n(x)) = gcd(G
∗
l (x), G
∗
n(x)). Since E2(m) > E2(n) and m = n + l, we have E2(l) =
E2(n). This and Theorem 5.6 imply that gcd(G
∗
l (x), G
∗
n(x)) = G
∗
gcd(l,n)(x). From Lemma 5.1 it
is easy to see that gcd(l, n) = gcd(m,n). Thus, gcd(G∗l (x), G
∗
n(x)) = G
∗
gcd(m,n)(x). Therefore, we
have gcd(G′m(x), G
∗
n(x)) = G
∗
gcd(m,n)(x).
Case m < n. The proof of this case is similar to the proof of Case m > n. It is enough to
replace m by n− (l + 1) in gcd(G′m(x), G∗n(x)), and then use Proposition 5.8 part (3).
We now suppose that E2(m) ≤ E2(n). Again we argue using cases.
Case m > n. So, there is a positive integer l such that m = l + n. Therefore, by Proposition
5.8 part (1) we have
gcd(G′m(x), G
∗
n(x)) = gcd(G
′
n+(l−1)+1(x), G
∗
n(x)) = gcd(G
∗
l (x), G
∗
n(x)).
Note that if m = n+ l and E2(m) ≤ E2(n), then there are integers k1, k2, q1, and q2 with k1 ≤ k2
such that m = 2k1q1 and n = 2
k2q2. Since m = n+ l, we see that E2(l) 6= E2(n). This and Theorem
5.6 imply that
gcd(G∗l (x), G
∗
n(x)) = gcd(G
∗
0(x), G
∗
gcd(n,l)(x)).
Thus,
gcd(G′m(x), G
∗
n(x)) = gcd(G
∗
0(x), G
∗
gcd(m,n)(x)).
Case m < n. The proof of this case is similar to the proof of Case m > n. It is enough to
replace m by n− (l + 1) + 1 in gcd(G′m(x), G∗n(x)), and then use Proposition 5.8 part (3).
Case m = n. Since n = (2n − 1) − n + 1, taking m = 2n − 1 in Proposition 5.8 part (2) and
using Theorem 5.6 we obtain that gcd(G′n(x), G
∗
n(x)) is equal to
gcd(G′(2n−1)−n+1(x), G
∗
n(x)) = gcd(G
∗
2n(x), G
∗
n(x)) = gcd(G
∗
0(x), G
∗
n(x)).
This completes the proof. 
In [11, Theorem 3.4] is proved that Fibonacci polynomials, Chebyshev polynomials of second
kind, Morgan-Voyce polynomials, and Schechter polynomials satisfy the strong divisibility property.
In [12, Theorem 7] is proved that GFP’s of Fibonacci type satisfy the strong divisibility property.
Theorem 5.10 proves a necessary and sufficient condition for the polynomials in a generalized
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Fibonacci polynomial sequence to satisfy the strong divisibility property. Norfleet [22] also proved
the same strong divisibility property for GFPs of Fibonacci type.
Theorem 5.10. Let {Gk(x)} be a GFP sequence that is either Fibonacci type or Lucas type. For
any two positive integers m and n it holds that {Gk(x)} is a sequence of GFPs of Fibonacci type if
and only if gcd(Gm(x), Gn(x)) = Ggcd(m,n)(x).
Proof. Let {G′n(x)} be a GFP sequence of Fibonacci type, we now show that gcd(G′m(x), G′n(x))
divides G′gcd(m,n)(x) for m > 0, n > 0 and vice versa.
If G′n(x) is of Fibonacci type, by Proposition 4.4 it is clear that
G′gcd(m,n)(x) | gcd(G′m(x), G′n(x)).
Next we show that gcd(G′m(x), G
′
n(x)) divides G
′
gcd(m,n)(x).
Let k = gcd(m,n) and assume without the loss of generality that k 6= n and k 6= m. The Be´zout
identity implies that there are two positive integers r and s such that k = rm−sn. So, rm = k+sn
and G′rm(x) = G
′
k+sn(x). This, Proposition 4.1 part (1), and the fact that k+sn = (k+(sn−1))+1
imply that
G′rm(x) = G
′
k+1(x)G
′
s′n(x) + g(x)G
′
k(x)G
′
sn−1(x).
We note that by Proposition 4.4, G′m(x) | G′rm(x) and G′n(x) | G′sn(x). Since both
gcd(G′m(x), G
′
n(x)) | G′m(x) and gcd(G′m(x), G′n(x)) | G′n(x)
hold and also both G′m(x) | G′rm(x) and G′n(x) | G′s′n(x) hold, we have that gcd(G′m(x), G′n(x))
divides both G′rm(x) and G
′
s′n(x). This together with Lemma 3.2 part (3) and the fact that
gcd(G′m(x), G
′
n(x)) does not divide G
′
s′n−1(x) imply that gcd(G
′
m(x), G
′
n(x)) divides G
′
k(x).
Conversely, suppose that {Gn(x)} is a GFP sequence such that the strong divisibility property
holds or gcd(Gm(x), Gn(x)) = Ggcd(m,n)(x) for any two positive integers m and n. We now show
that both Gm(x) and Gn(x) are GFPs of the Fibonacci type. We prove this using the method of
contradiction.
If Gm(x) and Gn(x) are in {Gn(x)} such that they are both GFPs of the Lucas type, then by
Theorem 5.6 we obtain a contradiction. This completes the proof. 
6. The gcd properties of familiar GFPs and questions
In this section we formulate a general question and present three tables which are corollaries of
the main results in Section 5. These tables give us the strong divisibility property of the familiar
polynomials which satisfy the Binet formulas (4) and (6). Table 3 gives the greatest common
divisors for Fibonacci polynomials, Pell polynomials, Fermat polynomials, Jacobsthal polynomials,
Chebyshev polynomials of the second kind, and one type of Morgan-Voyce (Bn) polynomials. Table
4 gives the strong divisibility property of the Lucas polynomials, Pell-Lucas polynomials, Fermat-
Lucas polynomials, Jacobsthal-Lucas polynomials, Chebyshev polynomials of the first kind, and
Morgan-Voyce (Cn) polynomials. Table 5 gives the gcd of a polynomial of Lucas type and its
equivalent polynomial of Fibonacci type.
We note here that in the case of Table 4, the strong divisibility property is partially satisfied
since it only holds when the largest power of 2 that divides m and the largest power of 2 that
divides n are equal. (That is, E2(m) = E2(n).) Similarly the strong divisibility property only holds
in Table 5 when E2(n) < E2(m).
For simplicity we present the polynomials in Tables 3, 4 and 5 without the variable x.
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Polynomial The Fibonacci gcd property
Fibonacci gcd(Fm, Fn) = Fgcd(m,n)
Pell gcd(Pm, Pn) = Pgcd(m,n)
Fermat gcd(Φm,Φn) = Φgcd(m,n)
Chebyshev the second kind gcd(Um, Un) = Ugcd(m,n)
Jacobsthal gcd(Jm, Jn) = Jgcd(m,n)
Morgan-Voyce gcd(Bm, Bn) = Bgcd(m,n)
Table 3. Strong divisibility property of polynomials of Fibonacci type.
Polynomial Case 1: E2(m) = E2(n) Case 2: E2(m) 6= E2(n)
Lucas gcd(Dm,Dn) = Dgcd(m,n) gcd(Dm,Dn) = 1
Pell-Lucas-prime gcd(Q
′
m, Q
′
n) = Q
′
gcd(m,n) gcd(Q
′
m, Q
′
n) = 1
Fermat-Lucas gcd(ϑm, ϑn) = ϑgcd(m,n) gcd(ϑm, ϑn) = 1
Chebyshev the first kind gcd(Tm, Tn) = Tgcd(m,n) gcd(Tm, Tn) = 1
Jacobsthal-Lucas gcd(Qm, Qn) = Qgcd(m,n) gcd(Qm, Qn) = 1
Morgan-Voyce gcd(Cm, Cn) = Cgcd(m,n) gcd(Cm, Cn) = 1
Table 4. Strong divisibility property (partially) of polynomials of Lucas type.
Polynomials E2(n) < E2(m) Otherwise
Fibonacci, Lucas gcd(Fm,Dn) = Dd gcd(Fm,Dn) = 1
Pell, Pell-Lucas-prime gcd(Pm, Q
′
n) = Q
′
d gcd(Pm, Q
′
n) = 1
Fermat, Fermat-Lucas gcd(Φm, ϑn) = ϑd gcd(Φm, ϑn) = 1
Chebyshev both kinds gcd(Um, Tn) = Td gcd(Um, Tn) = 1
Jacobstal, Jacobsthal-Lucas gcd(Jm, jn, ) = jd gcd(Jm, jn) = 1
Morgan-Voyce both types gcd(Bm, Cn) = Cd gcd(Bm, Cn) = 1
Table 5. Strong divisibility property (partially) of polynomials of Lucas type and
their equivalents, where d = gcd(m,n).
6.1. Questions.
(1) Let {G∗n(x)} and {Sn(x)} be generalized Fibonacci polynomial sequences of Lucas type
and Fibonacci type, respectively. If Sn(x) is not the equivalent of G
∗
n(x), what is the
gcd(G∗k(x), Sm(x))? We believe that the answer is: 1 or x.
(2) If {Gn(x)} and {Sn(x)} are two different generalized Fibonacci polynomial sequences of the
same type, then do they satisfy the strong divisibility property?
(3) (Conjecture.) The GFPs Tn and Sm satisfy the strong divisibility property if and only if
Tn and Sm are both of Fibonacci type and they belong to the same generalized Fibonacci
polynomial sequence. Theorems 5.9, 5.10, and [3, Lemma 4] suggest that the conjecture is
true.
(4) Let R be a set of recursive functions. If F : N → R, G : R×R → R, and g : N × N → N.
Under what conditions G ◦ (F × F) = F ◦ g for all F ∈ R and a fixed g?
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