Particle Markov Chain Monte Carlo methods are used to carry out inference in non-linear and non-Gaussian state space models, where the posterior density of the states is approximated using particles. Deligiannidis et al. (2017) introduce the correlated pseudo marginal sampler and show that it can be much more efficient than the standard pseudo marginal approach. Mendes et al. (2018) propose a particle MCMC sampler that generates parameters that are highly correlated with the states using a pseudo marginal method that integrates out the states, while all other parameters are generated using particle Gibbs. Our article shows how to combine these two approaches to particle MCMC to obtain a flexible sampler with a superior performance to each of these two approaches. We illustrate the new sampler using a multivariate factor stochastic volatility model with leverage.
Introduction
Our article considers the problem of statistical inference for both the unobserved latent states and the parameters in a class of non-linear and non-Gaussian state space models. We develop an efficient particle Markov chain Monte Carlo (PMCMC) sampling scheme that converge to the posterior distribution of the unobserved latent states and the parameters which extends the PMCMC methods developed by Andrieu et al. (2010a) , Lindsten and Schön (2012) , Lindsten et al. (2014) , Olsson and Ryden (2011) , and Mendes et al. (2018) .
In a seminal paper, Andrieu et al. (2010a) proposed two PMCMC methods for state space models. The first is the particle marginal Metropolis-Hastings (PMMH), where the parameters are generated with the unobserved states integrated out. The second is particle Gibbs (PG), which generates the parameters conditional on the states. The basic idea of PMCMC methods is to define a target distribution on an augmented space that includes all of the parameters and the particles generated by a sequential Monte Carlo (SMC) algorithm and has the joint posterior density of the parameters and states as a marginal density. Mendes et al. (2018) propose a new particle MCMC sampler that combines these two approaches and generates the parameters that are highly correlated with the states in a PMMH step, while all other parameters are generated in PG step(s), and we call their sampler the PMMH + PG sampler.
In a separate line of research, Deligiannidis et al. (2017) proposed the correlated pseudo marginal Metropolis Hastings method. This approach correlates the random numbers used in constructing the logs of the estimated likelihood at the current and proposed values of the parameters. They show that by inducing a high correlation in successive iterations between those random numbers, it is necessary to increase the number of particles N in proportion to T k/(k+1) , where T is the number of observations and k is the state dimension. The computational complexity of correlated PMMH is O T 2k+1 k+1
, up to a logarithmic factor, compared to O (T 2 ) for the standard PMMH sampler. This shows that the correlated PMMH can be much more efficient and significantly reduce the number of particles required than the standard pseudo marginal method proposed by Andrieu et al. (2010a) for low values of the dimension k. Tran et al. (2017) propose a novel version of the correlated pseudo marginal sampler which they call the block pseudomarginal sampler and demonstrate its effectiveness in a number of applications. Our article builds on the correlated PMMH sampler of Deligiannidis et al. (2017) and the PMMH +PG sampler of Mendes et al. (2018) and proposes a novel PMCMC sampler for state space models, which we call the Efficient PMMH + PG sampler. It relies on a non-trivial and non-standard combination of the correlated PMMH and PG samplers which takes advantage of the strength of both the PG and correlated PMMH method. We carefully derive the augmented target distribution, which is the invariant distribution of the Efficient PMMH + PG sampler, and show that it has the posterior distribution of the states and parameters as its marginal.
The important aspects of the Efficient PMMH + PG sampler compared to correlated PMMH (Deligiannidis et al., 2017) and the PMMH+ PG sampler (Mendes et al., 2018) are that (a) The augmented target density of the Efficient PMMH + PG sampler involves the basic random numbers (independent uniforms and standard nor-mals) rather than the particles themselves; (b) The new augmented target permits us to develop and use a constrained conditional sequential Monte Carlo (CCSMC) using multinomial resampling to preserve correlation instead of the conditional sequential Monte Carlo algorithm; (c) In contrast to the correlated PMMH approach, in the PMMH part we condition on the same set of random numbers that are generated using the CCSMC. This permits us to set the correlation between random numbers used in constructing the logs of the estimated likelihood at the current and proposed values of the parameters as 1.
The proposed sampler is illustrated empirically using a sample of daily US stock returns to estimate a univariate stochastic volatility model with leverage and a multivariate factor stochastic volatility model with leverage. We note that current approaches to estimate factor SV models often employ MCMC samplers, see for example, Chib et al. (2006) and Kastner et al. (2017) that are neither exact nor flexible. They use the approach proposed by Kim et al. (1998) to approximate the joint distribution of outcome innovations by a suitably constructed seven component mixture of normal distributions. Furthermore, Omori et al. (2007) requires approximating the joint distribution of outcome and volatility innovations by a ten-component mixture of bivariate normal distributions for a univariate SV model with leverage. Our article shows that it is unnecessary to make such approximations. We also note that the effectiveness of the Efficient PMMH + PG sampler will be even more pronounced if the stochastic volatilities are modeled as continuous time processes observed discretely as in Mendes et al. (2018) .
The rest of the article is organized as follows. Section 2 outlines the basic state space model, the sequential Monte Carlo algorithm for this model, and the backward simulation method. Section 3 introduces the Efficient PMMH + PG sampler, its invariant distribution and the constrained conditional sequential Monte Carlo algorithm which is an important component of the Efficient PMMH + PG sampler. Section 4 introduces the factor stochastic volatility model, which is our main application. Section 5 presents empirical results for both the univariate stochastic volatility and for the factor stochastic volatility model. The article also has an online supplement that contains some further technical results as well as further empirical results. We use the following notation in both the main paper and the online supplement. Eq. (1), Section 1, Algorithm 1 and Sampling Scheme 1, etc. refer to the main article, while Eq. (S1), Section S1, Algorithm S1 and Sampling Scheme S1, etc. refer to the supplement.
Preliminaries
This section introduces the state space model and reviews sequential Monte Carlo (SMC) and backward simulation. We use the colon notation for collections of variables, i.e. for integers r ≤ s, a r:s = (a r , ..., a s ), for r > s, a r:s is null, a We will assume that Assumption 2. (Andrieu et al., 2010b) For any k = 1, ..., N and t = 2, .., T , the resampling scheme M a
Assumption 2 is satisfied by all the popular resampling schemes, e.g., multinomial, systematic and residual resampling. We refer to Douc and Cappé (2005) for a comparison between resampling schemes and Doucet et al. (2000) ; Van Der Merwe et al. (2001) ; Scharth and Kohn (2016) for the choice of proposal densities. We define the joint distribution of V 1:N x,1:T , V A,1:T −1 as ψ dV
The SMC algorithm also provides an unbiased estimate of the likelihood
which we will often write as Z T (θ) for short. For the PMMH step(s) in our correlated PMMH + PG sampler to be effective we will require that the SMC algorithm ensures that the logs of the likelihood estimates Z (V x,1:T , V A,1:T −1 , θ * ) and Z (V x,1:T , V A,1:T −1 , θ) are highly correlated, especially when θ * and θ are close, where θ * is the proposed value of the parameters and θ is the current value. This requires implementing the SMC algorithm carefully as its naive implementation will introduce discontinuities in the logs of the estimated likelihoods due to the resampling steps when θ and θ * are even slightly different. Consider, for simplicity, the one dimensional case. In the usual resampling scheme, we first construct an empirical cumulative distribution function
which is based on the index of the particle that we want to sample. We can then sample an index as a
At−1 is a uniform random variable on (0, 1). We obtain the ancestor index a i t−1 , and the selected particle x a i t−1 t−1 , for i = 1, ..., N . Here, the problem is that particles whose indices are close are not necessarily close themselves. This creates the discontinuity and breaks down the correlation between the likelihoods at the current and proposed values. In the one dimensional case, this problem can be solved by first sorting the particles from the smallest to largest (Malik and Pitt, 2011) , which ensures that particles whose indices are close are actually close to each other.
However, this simple sorting method does not extend easily to the multivariate case, because we cannot sort multivariate states in this manner and guarantee closeness. We use instead the Hilbert sorting method as in Deligiannidis et al. (2017) . The Hilbert curve is a continuous map H :
If the points x and x * are close in [0, 1] d , then h (x) and h (x * ) tend to be close. Multidimensional particles can then be sorted using their corresponding Hilbert index h. The sorting algorithm now becomes a one dimensional operation as for a univariate state. Algorithm 4 in Section B of the appendix describes the SMC algorithm that we use, which is similar to that of Deligiannidis et al. (2017) . Algorithm 4 uses the multinomial resampling scheme (Algorithm 5) in the appendix.
Backward simulation
The Efficient PMMH + PG sampler requires sampling from the particulate approximation of p (x 1:T |y 1:T , θ). One way to do so is the backward simulation algorithm introduced by Godsill et al. (2004) which samples the indices J T , J T −1 , ..., J 1 sequentially, and differs from the ancestral tracing algorithm of Kitagawa (1996) which only samples one index and traces back its ancestral lineage. Backward simulation is also more robust to the resampling scheme (multinomial resampling, systematic resampling, residual resampling, or stratified resampling) used in the resampling step of the algorithm (Chopin and Singh, 2015) . We denote the selected particles and trajectory by x
and j 1:T , respectively. Algorithm 6 in Section B.1 of the appendix describes the backward simulation algorithm.
3 The Efficient PMMH + PG sampler
Target Distributions
The key idea of particle Markov chain Monte Carlo (PMCMC) methods is to construct a target distribution on an augmented space that includes all the particles generated by the SMC algorithm and has the joint posterior density of the latent states and parameters p (θ, x 1:T |y 1:T ) as a marginal. Let p(θ) be the prior density for θ.
The Efficient PMMH + PG sampler sampler targets the distribution
where x
The following results obtain some properties of the target distribution and are proved in Section A. Lemma 1. The target distribution in Eq. (7) has the marginal distribution
and hence π N (dx 1:T , dθ) = p (dx 1:T , dθ|y 1:T ).
Lemma 2. The target distribution in Eq. (7) can also be expressed as
Corollary 1. By integrating j 1:T out of the target distribution in Eq. (8) we obtain
Corollary 2. The conditional distribution π N j 1:T |v
The PMCMC Sampling Scheme
We now outline a sampling scheme for the state space model that allows the user to generate those parameters that are highly correlated with the states in the PMMH step(s), i.e., with the states integrated out, while the other parameters can be generated in the particle Gibbs (PG) step(s). Let θ := (θ 1 , ..., θ p ) be a partition of the parameter vector into p components where each component may be a vector and let 0 ≤ p 1 < p. We use the notation θ −i = (θ 1 , ..., θ i−1 , θ i+1 , ..., θ p ). Algorithm 1 generates the parameters θ 1 , ..., θ p 1 using PMMH steps and the parameters θ p 1 +1 , ..., θ p using PG steps. We call it the Efficient PMMH + PG sampler. We note that the correlated PMMH method of Deligiannidis et al. (2017) correlates the random numbers, u and u * used in constructing the estimators of the likelihood at the current and proposed values of the parameters. This correlation is set very close to 1 to reduce the variance of the difference in the logs of the estimated likelihoods log Z (θ * , u * ) − log Z (θ, u) appearing in the MH acceptance ratio. In contrast to the correlated PMMH approach of Deligiannidis et al. (2017) , in the PMMH part of our sampling scheme, we condition on the same set of random numbers V 1:N x,1:T , V A,1:T −1 that is generated using CCSMC in Part 4 of Algorithm 1. That, in our scheme we deal with the difference in the logs of the estimated likelihoods at the proposed and current values of the parameters log Z θ * i , θ −i , V 
Part 4: Sample (V x,1:T , V A,1:T −1 ) from π N ·|x j 1:T 1:T , j 1:T , θ using the constrained conditional sequential Monte Carlo algorithm (Algorithm 2) and obtain the likelihood estimate Z (v x,1:T , v A,1:T −1 , θ i , θ −i ).
We note that in Eq. (11) in Part 1 of Algorithm 1, we have from Corollary 1 that
where Z v 1:N x,1:T , v A,1:T −1 , θ is the unbiased estimated of the likelihood by Eq. (6).
Constrained Conditional Sequential Monte Carlo
This section discusses the constrained conditional sequential Monte Carlo (CCSMC) algorithm (Algorithm 2 below), which we use in Part 4 of the correlated PMMH + PG sampling scheme (Algorithm 1). The CCSMC algorithm is a sequential Monte Carlo algorithm in which a particle trajectory x
and the associated sequence of indices j 1:T are kept unchanged, which means that some elements of V 1:N x,1:T and V A,1:T −1 are constrained. It is a constrained version of the conditional SMC sampler in Andrieu et al. (2010b) . Implementing steps 1(b), (1d) and (1f) depend on both the model and the sampling method. We discuss how they are implemented for the univariate SV model with leverage below. 
(c) Compute the importance weights w
, for i = 1, ..., N , and ii. Set A
Compute the importance weights,
and normalize w i t .
Discussion of the CCSMC algorithm Steps (1b) and (2f) depend on both the model and the importance sampling schemes that are used. We illustrate these two steps for the univariate SV with leverage discussed in Section 2.1.1.
Step (1b):
Step (2f): 
Ergodicity of the Efficient PMMH + PG sampler
This section discusses the ergodicity of the Efficient PMMH + PG sampler under conditions that hold for our applications. Define,
and make the following assumptions. 
For
, and for all x 1:T ∈ X 1:T and j 1:T ∈ {1, . . . , N } T .
Lemma 3 shows that the Efficient PMMH + PG sampler converges to π N if
Assumption 3 holds and also obtains a consistency result for functions of θ. We note that we can relax the assumptions necessary for the lemma to hold at the cost of a more complicated proof (see, for example, Andrieu et al., 2010b, Theorems 4 and 5) . However, the conditions of Assumptions 3 hold for most applications, and in particular for the applications in our article.
Lemma 3. Suppose that Assumption 3 holds.
(i) The Efficient PMMH + PG sampler (Algorithm 1) converges to the target distribution π N (Eq. (7)) in total variation norm.
(ii) Let ψ(θ) be a scalar function of θ ∈ Θ such that E π (|ψ|) < ∞. Then
almost sure (π), where θ [i] are the iterates of θ of Algorithm 1.
Let P 1 , . . . , P p+2 be the p + 2 transition kernels in Algorithm 1 and let P rand scan and P mixture be random scan and mixture versions of Algorithm 1. That is, P rand scan is obtained by the composition of a random permutation of P 1 , . . . , P p+2 , and P mixture is the mixture P 1 + · · · + P p+2 /(p + 2). We then have Corollary 3. Suppose that Assumption 3 holds. Then the following results hold for the P rand scan and P mixture based MCMC algorithms (i) The mixture MCMC and random scan algorithms converge to the target distribution π N (Eq. (7)) in total variation norm.
(ii) Let ψ(θ) be a scalar function of θ ∈ Θ such that E π (|ψ|) < ∞. Then, for both algorithms,
almost sure (π), where θ [i] are the iterates of θ Algorithm 1.
(iii) For both the P rand scan and P mixture based algorithms, let
be the jth autocovariance of the ψ(θ [i] ) iterates after the sampler has converged.
Suppose that V π (ψ) = Γ ψ 0 < ∞ and
The Factor stochastic volatility model
The factor SV model is a popular model for parsimoniously modeling a vector of returns, (see, for example, Chib et al., 2006; Kastner et al., 2017 ) and we will use it to illustrate our methodology. Suppose that P t is a S × 1 vector of daily stock prices and define y t := log P t − log P t−1 as the log-return of the stocks. We model y t as a factor SV model
where f t is a K × 1 vector of latent factors (with K ≪ S), β is a S × K factor loading matrix of the unknown parameters. Section S1 of the online supplement discusses parametrization and identification issues regarding the factor loading matrix β and the latent factors f t .
We model the t ∼ N (0, I). The error volatility matrix V t is diagonal, with diagonal elements exp(h st ). We assume that the log volatility processes {h st , t ≥ 1} are independent for s = 1, . . . , S, and that each follows a univariate SV model of the form
The factors f kt , k = 1, . . . , K are assumed independent with f t ∼ N (f t ; 0, D t ), and D t is a diagonal matrix with kth diagonal element exp(λ kt ). Each log volatility λ kt is assumed to follow a univariate SV model with no leverage, i.e., for k = 1, . . . , K,
Target density Section S2 of the online supplement gives the target distribution for the factor SV model, which is a composite of the target densities of the univariate SV models for the idiosyncratic errors and the factors, together with densities for β and f 1:T .
Conditional Independence and sampling in the factor SV model The key to making the estimation of the factor SV model tractable is that given the values of (y 1:T , f 1:T , β), the factor model given in Eq. (13) separates into S + K independent components consisting of K univariate SV models for the latent factors and S univariate SV models with (or without leverage) for the idiosyncratic errors. That is, given (y 1:T , f 1:T , β), we have S univariate SV models with leverage, with st the tth 'observation' on the sth SV model, and we have K univariate SV models without leverage, with f kt the tth observation on the kth univariate SV model. The priors on these univariate SV models are the same as for the univariate SV model in Section 2.1.1 and the proposal densities are also the same as for the univariate case with the st and f kt as the 'observations'. Section S3 discusses the correlated PMMH +PG sampler for the factor SV and makes full use of the conditional independence structure of the model. In addition, Section S4 discusses a deep interweaving strategy for the loading matrix β and the factor f t that helps the sampler mix better.
Ergodicity of the Efficient PMMH + PG sampler for the factor SV model
We first note that by construction Sampling Scheme S1 in Section S3 of the supplementary material has the stationary distribution Eq. (S5). The transition kernel of Sampling Scheme S1 is a composite of the transition kernels discussed in the proof of Lemma 3 together with the transition kernel for β and f 1:T . The proof of Lemma 3 shows that the transition kernels involved in Algorithm 3 are positive and it is clear that the transition kernels for β and f 1:T are also positive. Therefore, Sampling Scheme S1 is ergodic and all the results in Lemma 3 hold. The results in Corollary 3 for random scan and mixture versions of the basic factor SV model.
Empirical Results
Section 5.2 studies the performance of the Efficient PMMH + PG sampler for the univariate SV model discussed in Section 2.1.1 and Section 5.3 studies the performance of sampler for the factor SV model in Section 4.
Preliminaries
To define our measure of the inefficiency of a sampler that takes computing time into account, we first define the integrated autocorrelation time (IACT) for a univariate function ψ(θ) of θ is
where ρ j,ψ is the jth autocorrelation of the iterates of ψ(θ) in the MCMC after the chain has converged. We use the CODA package of Plummer et al. (2006) to estimate the IACT values of the parameters. A low value of the IACT estimate suggests that the Markov chain mixes well. Our measure of the inefficiency of a sampler for a given parameter θ based on IACT ψ is the time normalised variance (TNV),
where CT is the computing time in seconds per iteration of the MCMC. The estimate of TNV will then be the estimate of the IACT times the computing time. The relative time normalized variance of the sampler for ψ (RTNV ψ ) is the TNV relative to the TNV for the Efficient PMMH + PG sampler.
Our approach for determining which parameters to estimate by PMMH and which to estimate by PG in our sampling scheme is to first run the PG algorithm for all the parameters to identify which parameters have large IACT's. We then generate these parameters in the PMMH step.
For a given sampler, let IACT MAX and IACT MEAN be the maximum and mean of the IACT values over all the parameters in the model.
The Univariate Stochastic Volatility Model
This section illustrates the Efficient PMMH + PG sampler (Algorithm 1) by applying it to the univariate stochastic volatility model discussed in Section 2.1.1 and compares its performance to the correlated PMMH sampler of Deligiannidis et al. (2017) , and the particle Gibbs with backward simulation (PGBS) sampler of Lindsten and Schön (2012) . We apply the methods to a sample of daily US food industry stock returns data obtained from the Kenneth French website, using a sample from December 11st, 2001 to the 11st of November 2013, a total of 3001 observations.
Priors
We now specify the prior distributions of the parameters. We follow Kim et al. (1998) and choose the prior for the persistence parameter φ as (φ + 1) /2 ∼ Beta (a 0 , b 0 ), with a 0 = 100 and b 0 = 1.5. This means that
The prior for τ is the half Cauchy, i.e., p (τ ) ∝ I(τ >0) 1+τ 2 . The prior for p (µ) ∝ 1. We reparametrize ρ = tanh(ξ) and put a flat prior on ξ. We note that because of the large sample size, the results are insensitive to these prior choices.
Results We ran the three sampling schemes for 11000 iterations and discarded the initial 1000 iterations as warmup. Table 1 shows the IACT, TNV and RTNV estimates for the parameters in the univariate SV model estimated using the efficient PMMH (µ, τ 2 , ρ, φ) of Deligiannidis et al. (2017) , the particle Gibbs with backward simulation PGBS (µ, τ 2 , ρ, φ), and the Efficient PMMH (τ 2 , ρ) + PG (µ, φ), sampler, where we generate τ 2 and ρ by PMMH and µ and φ by PG. The table also gives the IACT estimates for the volatilities h 1:T which were obtained from the backward simulation iterates. All samplers used N = 20 particles. The table shows that in this example the correlated PMMH + PG sampler was more efficient in estimating the parameters than the PGBS sampler and half as efficient as the PMMH sampler as measured by the TNV. Figure 1 shows the IACT estimates of the PGBS sampler relative to the Efficient PMMH + PG sampler (top panel) and the IACT estimated of the correlated PMMH sampler relative to the Efficient PMMH + PG sampler (bottom panel), with the IACT estimates computed at every 10th time point. Our sampler estimates the log-volatility estimates nearly as well as the PGBS sampler and at some time points much better. The estimates of the log-volatilities obtained using the Efficient PMMH + PG sampler are much more efficient than the correlated PMMH approach. We obtained qualitatively similar relative results for the three samplers when we used N = 50 and N = 100 particles and these are reported in Section S5 of the supplementary material.
Factor Stochastic Volatility Models
This section discusses performance of the Efficient PMMH + PG sampler to the factor SV model discussed in Section 4.
Prior specification
For s = 1, ..., S and k = 1, ..., K, we choose the priors for the persistence parameters φ s and φ f k , the priors for τ s , τ f s , µ s and ρ s as in Section 5.2.1. For every unrestricted element of the factor loadings matrix β, we follow Kastner et al. (2017) and choose independent Gaussian distributions N (0, 1). These prior densities cover most possible values in practice.
Empirical Results
We applied our method to a sample of daily US industry stock returns data. The data, obtained from the website of Kenneth French, consists of daily returns for S = 26 value weighted industry portfolios, which are listed in Section S7 of the supplementary material, using a sample from December 11th, 2001 to the 11th of November, 2013, a total of 3001 observations. We compare PG with backward simulation (PGBS) and the Efficient PMMH + PG sampler for K = 4 factors and N = 100 particles. We do not compare our method to the correlated PMMH approach of Deligiannidis et al. (2017) which generates the parameters with the latent factors and idiosyncratic latent log volatilities integrated out as this results in a S + K = 30 dimensional state space model and Mendes et al. (2018) show that it is very hard to preserve the correlation between the logs of the estimated likelihoods at the current and proposed values for such a model. Thus the correlated PMMH sampler would get stuck unless enough particles are used to ensure that the variance of log of the estimated likelihood is close to 1. Deligiannidis et al. (2017) also discuss the issue of how the correlation diminishes as the dimension increases.
A second issue with the correlated PMMH sampler is that the dimension of the parameter space in the factor SV model is large making it hard to implement the PMMH sampler efficiently. This is because it is difficult to obtain good proposals, since the first and second derivatives with respect to the parameters can only be estimated, while the random walk proposal is easy to implement but is very inefficient in high dimensions. 6 Conclusion Andrieu et al. (2010b) introduced two methods for carrying out Bayesian inference in general state space model using particle methods and sequential Monte Carlo. The first was the pseudo marginal method which is an MCMC method that generates the parameters with the states integrated out. The second is particle Gibbs which generates the parameters conditional on the states. The two methods use somewhat different constructions, and Mendes et al. (2018) showed how to combine them and introduced a flexible particle MCMC sampler for general state space models allows those parameters that are highly correlated with the states to be generated with the states integrated out using a pseudo marginal methods, while the other parameters are generated conditional on the states using particle Gibbs sampler. Deligiannidis et al. (2017) introduced the correlated pseudo marginal method that correlates the logs of the estimated likelihoods at the proposed and current values of the parameters by highly correlating the underlying random variables used for constructing the likelihood estimates. The correlated PMMH can significantly reduce the number of particles required to run particle MCMC efficiently. Our article builds on this previous literature and develops a flexible MCMC sampling scheme for state space models by showing how to combine the correlated PMMH sampler with the particle Gibbs sampler. We demonstrate the usefullness of the sampler when estimating a factor stochastic volatility model.
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A Proofs
We state the following lemma before proving Lemma 1.
Proof. The proof of parts (i) and (ii) is straightforward. The proof of part (iii) follows from
and Assumption 2.
Proof of Lemma 1. We prove the lemma by carrying out the marginalisation. We similarly repeat this for t = T − 2, ..., 1, to obtain,
Proof of Lemma 2. We have that, p(dx
The proof of the lemma follows.
Proof of Corollary 1. The proof follows from Lemma 2 by summing the terms in the target distribution in Eq. (7) that include j 1:T are
Proof of Corollary 2. The proof follows from Lemma 2 and Corollary 1.
Proof of Lemma 3. Proof of Part (i). Without loss of generality we take p 1 = 1 and p = 2. We can then consider the transition kernel P of Algorithm 3 as a composition of four kernels, corresponding to Parts 1 to 4 of Algorithm 3. The first kernel is
The second kernel is P 2 (j 1:T |v 1:N x,1:T , v AS,T −1 , θ). The third kernel is P 3 (θ 2 ; dθ * 2 |x 1:T , j 1:T , θ 1 ). The fourth kernel is P 4 (dv 1:N x,1:T , v A,1:T −1 |x j 1:T 1:T , j 1:T , θ). Let K 1 , . . . , K 4 be the correspond substochastic kernels. Then, K 2 = P 2 and K 4 = P 4 . We will show all four substochastic kernels are positive under Assumption 3. It then follows that P = P 4 P 3 P 2 P 1 is Harris recurrent, irreducible and aperiodic. Hence Algorithm 3 converges to π N in total variation norm by Theorem 1 of Tierney (1994) .
It is clear from Corollary 2 that K 2 is positive as the weights w i t are positive and bounded by assumption. It is also clear that K 4 is positive because in the constrained conditional Monte Carlo algorithm (Algorithm 2 ) the normalized weights are positive and bounded. We now consider K 1 , where
with α θ i , θ * i |V 1:N x,1:T , V A,1:T −1 , θ −i is given by Eq. (11). It is evident from Assumption 3 that K 1 is positive. Finally, we consider K 3 , where
with α θ 2 , θ * 2 |x j 1:T 1:T , j 1:T , θ 1 given by Eq. (12). It is clear from Lemma 1 and Assumption 3 that K 3 is positive. Finally, we note that P is also Harris recurrent from the above and Theorem 12 of Roberts and Rosenthal (2006) . Part (ii) follows from Theorem 3 of Tierney (1994) .
Proof of Corollary 3. Parts (i) and (ii) follow from the proof of Lemma 3. Proof of Part (iii). We note that both P rand scan and P mixture kernels are reversible. The result now follows from Theorem 27 of Roberts and Rosenthal (2004) .
B Algorithms
This section describes how to implement the SMC algorithm described in Section 2.2. 
For
t = 1, Sample V i xi ∼ ψ x1 (·), i = 1, . . . , N and set X i 1 = x i 1 = X (v i x1 ; θ, ·) for i = 1, . . . , N .
Compute the importance weights
, for i = 1, ..., N.
and normalize w , and choose J t = l with probability propor-
Online Supplementary material
We use the following notation in the supplement. Eq. (1), Algorithm 1, and Sampling Scheme 1, etc, refer to the main paper, while Eq. (S1), Algorithm S1, and Sampling Scheme S1, etc, refer to the supplement.
S1
The factor loading matrix and the latent factors
In this section we discuss the parametrization of the factor loading matrix and the factors, as well as how they are sampled.
To identify the parameters of the factor loading matrix β, it is necessary to impose some further constraints. Usually, the factor loading matrix β is assumed to be lower triangular, i.e., β sk = 0 for k > s and furthermore, one of two constraints are used. i) The first is that the f kt have unit variance (Geweke and Zhou, 1996) ; or, alternatively ii) assume that β ss = 1, for s = 1, ..., S, and the variance of f t is diagonal but unconstrained. The main drawback of the lower triangular assumption on β is that the resulting inference can depend on the order in which the components of y t are chosen (Chan et al., 2017) . We use the following approach for K = m factors to obtain an appropriate ordering of the returns that does not conflict with the data. We follow Conti et al. (2014) ; Kastner et al. (2017) and run and postprocess the draws from the unrestricted sampler by choosing from column 1 the stock i = i 1 with the largest value of |β i,1 |. We repeat this for column 2, except that now we seek that i = 2, . . . , S, i = i 1 maximizing |β i,2 |. We proceed similarly for columns 3 to m. By an unrestricted sampler we mean that we do not restrict β to be lower triangular. Furthermore, as noted by Kastner et al. (2017) , the second set of constraints impose that the first K variables are leading the factors, and making the variable ordering dependence stronger. We follow Kastner et al. (2017) and leave the diagonal elements β ss unrestricted and set the level µ 2k of the factor log-volatilities λ kt to zero for k = 1, ..., K.
Let k s denote the number of unrestricted elements in row s of β and define
Then, the factor loadings β s,. = (β s1 , ..., β sks ) T for s = 1, ..., S, are sampled indepen-S1 dently for each s by performing a Gibbs-update using Sampling {f t } |y, {h t } , {λ t } , β After some algebra, we can show that {f t } can be sampled from
where
S2 Target Distributions for the factor SV model
This section provides an appropriate target density for the factor SV model in Section 4. The target density includes all the random variables produced by K + S univariate SMC methods that generate the factor log-volatilities λ k,1:T for k = 1, ..., K and the idiosyncratic log-volatilities h s,1:T for s = 1, ..., S, as well as the latent factors f 1:T , the parameters of the individual idiosyncratic error SV's θ ,1:S , the parameters of the factor SV's θ f,1:K , and the factor loading matrix β. We define θ = (f 1:T , θ ,1:S , θ f,1:K , β). We use equations Eq. (15) to specify the univariate particle filters that generate the factor log-volatilities λ k,1:T for k = 1, ..., K without leverage and Eq. (14) to specify the particle filters for the idiosyncratic SV log-volatilities with leverage h s,1:T for s = 1, ..., S. We denote the N weighted samples at time t for the factor log volatilities by λ 
for s = 1, ..., S and the joint distribution of the random variables V
for k = 1, ..., K.
We next define the indices J s,1:T for s = 1, ..., S, the selected particle trajectories h We illustrate our methods using the Efficient PMMH τ
for the factor SV with leverage, which we found to give good performance in the empirical studies in Section 5. It is straightforward to modify the sampling scheme for other choices of which parameters to sample with a PG step and which parameters to sample with a PMMH step. Algorithm S1 outlines the sampling scheme.
This is a continuation of Algorithm S1
Part 4: Sample (V f k,1:T , V Af k,1:T −1 ) from π N ·|λ j f k1:T k1:T , j f k1:T , θ for k = 1, ..., K using the CCSMC algorithm (Algorithm 2) and obtain
Part 5: Sample (V s,1:T , V A s,1:T −1 ) from π N ·|h j s1:T s1:T , j s1:T , θ for s = 1, ..., S using the CCSMC algorithm (Algorithm 2) and obtain Z V s,1:T , V A s,1:
Further discussion of Part 3, (d) and (e) of Algorithm S1 For k = 1, ..., K, sample the autoregressive coefficient φ f k from π N ·|λ
The candidate is accepted with probability
For s = 1, ..., S, sample µ s from N µ µ s , σ 2 µ s , where
For s = 1, ..., S, sample φ s , by drawing a proposed value φ * s from N µ φ s , σ 2 φ s truncated within (−1, 1), where
and σ
In all the examples, the PMMH step uses the bootstrap filter to sample the particles and the adaptive random walk as the proposal density for the parameters. 
