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Modes with wavelengths larger than the survey window can have significant impact on the covari-
ance within the survey window. The supersample covariance has been recognized as an important
source of covariance for the power spectrum on small scales, and it can potentially be important
for the bispectrum covariance as well. In this paper, using the response function formalism, we
model the supersample covariance contributions to the bispectrum covariance and the cross covari-
ance between the power spectrum and the bispectrum. The supersample covariances due to the
long wavelength density and tidal perturbations are investigated, and the tidal contribution is a few
orders of magnitude smaller than the density one because in configuration space the bispectrum
estimator involves angular averaging and the tidal response function is anisotropic. The impact of
the super-survey modes is quantified using numerical measurements with periodic box and subbox
setups. For the matter bispectrum, the ratio between the supersample covariance correction and
the small scale covariance, which can be computed using a periodic box, is roughly an order of mag-
nitude smaller than that for the matter power spectrum. This is because for the bispectrum, the
small scale non-Gaussian covariance is significantly larger than that for the power spectrum. For the
cross covariance, the supersample covariance is as important as for the power spectrum covariance.
The supersample covariance prediction with the halo model response function is in good agreement
with numerical results.
I. INTRODUCTION
Current photometric and spectroscopic large scale
structure surveys, such as DES [1, 2] and BOSS [3], have
contributed significantly in improving our understanding
of the early- and late-time universe. This trend will con-
tinue in the future through upcoming surveys such as
Euclid [4] and LSST [5] as they are expected to cover a
larger volume and wider redshift range with an unprece-
dented precision. The key question is how much cos-
mological information can be extracted from such high-
fidelity data. In particular, we are interested in quanti-
fying the information content of higher-order correlation
functions, focusing on the bispectrum. An important in-
gredient required to answer this question is to correctly
model the covariance matrix.
The covariance of the polyspectra can be generally
classified into three parts: the Gaussian covariance due
to the random phases of the Fourier modes, the non-
Gaussian covariance due to the mode coupling between
the modes inside the survey window (we sometimes call
this the small-scale covariance), and the covariance due
to the coupling of the modes outside the survey win-
dow with those inside. The small-scale covariance can be
∗Electronic address: chankc@mail.sysu.edu.cn
studied using the standard periodic boundary condition
setup. Ref. [6] pointed out that because of the pres-
ence of the window function in a real survey, the long
modes larger than the survey window size can modulate
the small scale modes and lead to large covariance on
small scales. The authors coined the term beat coupling
to refer to the covariance due to the long mode outside
the window. The wave vectors are sharp in simulations
with periodic boundary conditions, and so this type of co-
variance cannot be studied in the standard periodic box
setup; instead it can be studied by dividing a gigantic
simulation box into multiple subboxes. Ref. [7] formu-
lated this type of covariance using the response function
formalism. In this work we follow [7] in referring to the
covariance due to the modes outside the survey window
as the supersample covariance and the perturbative part
of it as beat coupling since these terminologies are widely
used now. The response function approach borrows the
technique of the consistency relation, first derived in the
context of inflation [8, 9], and later applied in large scale
structure context [10–13]. The response approach pro-
vides a powerful scheme to model the coupling of the
long mode with the small scale modes.
In previous studies on the information content of
the bispectrum, a Gaussian covariance was assumed,
e.g. [14, 15]. In the context of weak lensing, Refs. [16–18]
found that when using realistic non-Gaussian covariance,
the information content of the lensing bispectrum is over-
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2estimated relative to the Gaussian covariance approxima-
tion. Recently, [19] studied the bispectrum covariance
matrix using a large suite of simulations, and found that
the Gaussian covariance significantly overestimates the
information content since the Gaussian covariance ap-
proximation is a poor approximation beyond the mildly
linear regime (see [20, 21] for the constraint on the cosmo-
logical parameters). However, [19] measured the covari-
ance from periodic simulations, and so the supersample
covariance was not present. It is the goal of this paper
to address how important the supersample covariance is
to the budget of the bispectrum covariance.
This paper is organized as follows. In Sec. II, using
the response function formalism, we derive the super-
sample bispectrum covariance and the cross covariance
between the power spectrum and the bispectrum. The
general bispectrum response to the long mode is studied
in Sec. III. We compute the bispectrum response function
using the standard perturbation theory and halo model in
Sec. IV. In Sec. V, we quantify the magnitudes of the su-
persample covariance on the bispectrum covariance and
the cross covariance by comparing the numerical mea-
surements obtained from the periodic box and subbox
setups. We also compare the predictions obtained with
the halo model prescription with the numerical results.
We conclude in Sec. VI. In Appendix A, we compute
the supersample covariance using a simple beat coupling
approach and check it against the response formalism.
We generalize the calculations to compute the effect of
the tidal perturbations on the bispectrum supersample
covariances in Appendix B.
II. DERIVATION OF THE BISPECTRUM
SUPERSAMPLE COVARIANCE
In this section, we derive the supersample covariance
contributions to the bispectrum covariance and the cross
covariance between the power spectrum and the bispec-
trum. We model the supersample covariance using the
response function formalism. The derivation is a straight-
forward generalization of the computation of the super-
sample covariance for the power spectrum in Ref. [7].
A. The bispectrum estimator and window function
Suppose we have measured the Fourier mode of the
density contrast, δˆ(k), from a survey or simulation. To
estimate the bispectrum, the Fourier modes are binned
into shells of width ∆k. From the definition of the bis-
pectrum
〈δˆ(k1)δˆ(k2)δˆ(k3)〉 = (2pi)3δD(k123)Bˆ(k1, k2, k3), (1)
(where δD is the Dirac delta function and k123 denotes
k1 + k2 + k3) we can construct an estimator as [22, 23]
Bˆ(k1, k2, k3) =
1
V V4
∫
k1
d3p
∫
k2
d3q
∫
k3
d3r
× δD(p+ q + r) δˆ(p)δˆ(q)δˆ(r), (2)
where ki indicates that the integration is over a spherical
shell of width [ki − ∆k/2, ki + ∆k/2). V is the volume
of the survey/simulation, and V4 counts the number of
modes satisfying the triangle condition
V4(k1, k2, k3) =
∫
k1
d3p
∫
k2
d3q
∫
k3
d3r δD(p+ q + r).
(3)
V4 can be computed analytically ([23], see [19] for a re-
view of the derivation)
V∆ = 8pi
2k1k2k3(∆k)
3β(µ), (4)
where µ is defined as
µ = kˆ1 · kˆ2 = k
2
3 − k21 − k22
2k1k2
, (5)
and β(µ) is given by
β(µ) =

1
2 if µ = ±1
1 if 0 < µ < 1
0 otherwise
. (6)
In a realistic survey, there is a survey window function
and the measured δˆ(k) is a convolution of the survey
window with the underlying density field. Here we study
the implications of the survey window on Bˆ.
The survey volume V can be expressed in terms of a
general window function W 1,
V =
∫
d3xW (x). (7)
The density contrast in real space δW (x) reads
δW (x) = W (x)δ(x), (8)
where δ(x) can be the density contrast of the dark matter
or other tracers. In Fourier space, we have
δW (k) =
∫
d3p
(2pi)3
δ(p)W (k − p). (9)
1 The survey window function considered here is dimensionless in
real space, and its value in real space falls within the interval
[0,1]. This is different from the one used to define Lagrangian
halos (e.g., [24]), which has the dimension of inverse volume. In
that case, the window function convolves with the density field in
real space, and the size of the window is close to the Lagrangian
size of the halo.
3Thus the effect of the selection window is to smooth the
density contrast in Fourier space. The width of the win-
dow W is of the order 1/L, where L = V 1/3. The wave
vector is effectively broadened by ∼ 1/L in Fourier space.
In contrast, for simulations with periodic boundary con-
ditions, only wave vectors in units of the fundamental
mode are supported and hence they are sharp. This is
why the window function effect is not captured by the
standard periodic simulation setup.
Plugging the smoothed density Eq. (9) into the esti-
mator Bˆ, we get
BˆW (k1, k2, k3) =
1
V V4
∫
k1
d3p1
∫
k2
d3p2
∫
k3
d3p3δD(p123)
×
3∏
i=1
∫
d3qi
(2pi)3
W (qi)δ(pi − qi). (10)
We are interested in how the broadening of the Fourier
modes affects the estimator. Because qi . 1/L, to extract
the effect of the long mode qi we take the limit qi  kj .
In this limit, we can do a change of variables without
modifying the integration limits of p-integrals, and write
Eq. (10) as
BˆW (k1, k2, k3) ≈ 1
V V4
∫
k1
d3p1
∫
k2
d3p2
∫
k3
d3p3δD(p123)
×
3∏
i=1
∫
d3qi
(2pi)3
W (qi)δ(p1)δ(p2)δ(p3 − q123). (11)
Eq. (11) reveals that although we try to measure the bis-
pectrum of δW satisfying the closed triangle condition by
imposing the Dirac delta function in Eq. (2), the pres-
ence of the window function opens the triangle slightly
by an amount q123 for δ. Analogously, for the case of the
power spectrum, although we try to measure the power
spectrum of δW using wave vectors that are equal in mag-
nitude but opposite in direction, the long mode causes a
slight misalignment of these two vectors for δ.
In Eq. (11), we have isolated the effect of the long mode
in one of the Fourier modes to facilitate the analysis later
on. This form appears to break the symmetry among
k1, k2, and k3; however, this breaking is of higher order
in qi and our final results will be symmetric about k1,
k2, and k3. Our only approximation in Eq. (11) is that
the limits of p-integrals are unchanged. The effect is
expected to be small as it only slightly changes the total
number of configurations satisfying the constraint, while
the dominant effect comes from the fact that each of the
triangle configurations is opened by the long mode.
B. Effect of the long mode on the covariance
The window function convolves the bispectrum in Fourier space, and hence it can bias the amplitude and imprint
wiggles on the measured bispectrum. We will discuss this more later on. In this section we are interested in the effect
of the long mode on the small scale measurements. To leading order, the effect of the long mode on the expectation
value of BˆW vanishes.
We now examine how the window function affects the covariance of the estimator BˆW . The covariance of BˆW is
given by
cov
(
BˆW (k1, k2, k3), BˆW (k
′
1, k
′
2, k
′
3)
)
= 〈BˆW (k1, k2, k3)BˆW (k′1, k′2, k′3)〉 − 〈BˆW (k1, k2, k3)〉〈BˆW (k′1, k′2, k′3)〉. (12)
Our task is to compute the connected part of 〈BˆW (k1, k2, k3)BˆW (k′1, k′2, k′3)〉 due to the long mode
〈BˆW (k1, k2, k3)BˆW (k′1, k′2, k′3)〉 =
1
V 2V4V ′4
3∏
j=1
∫
kj
d3pjδD(p123)
∫
k′j
d3p′jδD(p
′
123)
3∏
i=1
∫
d3qi
(2pi)3
W (qi)
∫
d3q′i
(2pi)3
W (q′i)
× 〈δ(p1)δ(p2)δ(p3 − q123)δ(p′1)δ(p′2)δ(p′3 − q′123)〉. (13)
The effect of the long modes q123 and q
′
123 on the small scale bispectrum can be computed similar to [7] by employing
the argument of consistency relations for a soft internal mode〈
δ(p1)δ(p2)δ(p3 − q123)δ(p′1)δ(p′2)δ(p′3 − q′123)
〉
≈
〈[
〈δ(p1)δ(p2)δ(p3)〉+ δl(−q123) ∂
∂δl(q)
〈δ(p1)δ(p2)δ(p3 + q)〉
∣∣∣
δl=0
]
×
[
〈δ(p′1)δ(p′2)δ(p′3)〉+ δl(−q′123)
∂
∂δl(q′)
〈δ(p′1)δ(p′2)δ(p′3 + q′)〉
∣∣∣
δl=0
]〉
δl
, (14)
where the expectation value sign 〈. . . 〉δl denotes the average over the long mode δl, while inside the expectation value
sign δl is kept fixed. The long wavelength perturbation can be expressed as
δl(q) = (2pi)
3δD(q)δb, (15)
4where δb is the dimensionless amplitude of perturbation. Then Eq. (14) can be written as〈
δ(p1)δ(p2)δ(p3 − q123)δ(p′1)δ(p′2)δ(p′3 − q′123)
〉
=〈δ(p1)δ(p2)δ(p3)〉〈δ(p′1)δ(p′2)δ(p′3)〉+ 〈δl(−q123)δl(−q′123)〉
∂
∂δb
B(p1, p2, p3|δb)
∣∣∣
δb=0
∂
∂δb
B(p′1, p
′
2, p
′
3|δb)
∣∣∣
δb=0
=〈δ(p1)δ(p2)δ(p3)〉〈δ(p′1)δ(p′2)δ(p′3)〉+ (2pi)3Pl(q123)δD(q123 + q′123)
∂
∂δb
B(p1, p2, p3|δb)
∣∣∣
δb=0
∂
∂δb
B(p′1, p
′
2, p
′
3|δb)
∣∣∣
δb=0
.
(16)
The first term in Eq. (16) is canceled by 〈BW 〉〈B′W 〉, and only the second one contributes to the bispectrum covariance.
Note that in Eq. (16), Pl is the power spectrum of the long mode and it is assumed to be linear, while the bispectrum
B can be highly nonlinear.
For the power spectrum covariance, an analogous relation, which was called the trispectrum consistency relation in
Ref. [7], can be established. The consideration of the effects of the long mode on short scales is the key to construct
the large-scale structure consistency relation [10–13]. The position-dependent power spectrum, which is equivalent to
squeezed bispectrum, is constructed by isolating the effects of the long modes on the local power spectrum [25] (see
[26] for a generalization to the position-dependent bispectrum).
Plugging the second term in the last line of Eq. (16) into Eq. (13), we can perform the q and q′ integrals as
1
V 2
3∏
i=1
∫
d3qi
(2pi)3
W (qi)
∫
d3q′i
(2pi)3
W (q′i)(2pi)
3δD(q123 + q
′
123)Pl(q123)
=
1
V 2
3∏
i=1
∫
d3qi
(2pi)3
W (qi)W3(q123)Pl(q123)
=
1
V 2
3∏
i=1
∫
d3Qi
(2pi)3
Pl(Q3)W3(Q3)
∫
d3Q′3
(2pi)3
(2pi)3δD(Q
′
3 −Q3 +Q12)W (Q1)W (Q2)W (Q′3)
=
∫
d3Q3
(2pi)3
[
W3(Q3)
V
]2
Pl(Q3) ≡ σ2W3 . (17)
In the first equality, we have simply defined the notation Wn (with n = 3)
Wn(k) ≡
∫
d3k1
(2pi)3
∫
d3k2
(2pi)3
· · ·
∫
d3kn
(2pi)3
(2pi)3δD(k − k12...n)W (k1) . . .W (kn), (18)
and in real space we have Wn(x) = W
n(x). For the second equality we have changed the variables as Q1 = q1,
Q2 = q2, and Q3 = q123, and have explicitly introduced a Dirac delta function for Q
′
3. By including the volume in
the definition, σ2W3 is the usual RMS variance of the long wavelength fluctuations across the survey window computed
using W3.
Finally we arrive at the supersample covariance for the bispectrum
CBSSC(k1, k2, k3, k
′
1, k
′
2, k
′
3) = σ
2
W3
∂
∂δb
B(k1, k2, k3|δb)
∣∣∣
δb=0
∂
∂δb
B(k′1, k
′
2, k
′
3|δb)
∣∣∣
δb=0
. (19)
We call ∂B/∂δb|δb=0 the bispectrum response function.
The supersample covariance for the power spectrum derived in [7] is similar to Eq. (19), simply with B replaced by
P and σ2W3 replaced by σ
2
W2
, which is defined by substituting W3 with W2 in the definition of σ
2
W3
[[7] only explicitly
considered the specific window Eq. (25), so W2 and W3 are the same].
It is worth stressing that the perturbative expansion in Eq. (16) is about the long wavelength mode that opens
up the triangle, and it is distinctly different from the perturbative expansion about the small scales δ studied in
[19]. The supersample covariance arises from the coupling of the long mode with the small scale modes, while the
non-Gaussianity investigated in [19] is purely from small scale couplings.
In Appendix B, we extend the computations to include the supersample covariance contributions due to the tidal
perturbations. The final result, Eq. (B33) is analogous to the density one Eq. (19).
C. Supersample cross covariance between the
power spectrum and the bispectrum
As a by-product, it is straightforward to compute the
supersample cross covariance between the power spec-
trum and the bispectrum. The power spectrum can be
5estimated by (e.g. [27, 28])
Pˆ (k) =
1
V
∫
k
d3p
Vs(k)
δˆ(p)δˆ(−p), (20)
where the integration is over a spherical shell of width
[k −∆k/2, k + ∆k/2). Vs is the volume of the spherical
shell
Vs(k) =
∫
k
d3p = 4pik2∆k +
pi
3
∆k3. (21)
The cross covariance between the power spectrum and
the bispectrum is then given by
cov(Pˆ , Bˆ) = 〈Pˆ Bˆ〉 − 〈Pˆ 〉〈Bˆ〉. (22)
Similar to the derivation in Sec. II B, it is easy to show
that the supersample covariance contribution to cross co-
variance is given by
CPBSSC(k, k1, k2, k3)
=σ2W2,3
∂
∂δb
P (k|δb)
∣∣∣∣
δb=0
∂
∂δb
B(k1, k2, k3|δb)
∣∣∣∣
δb=0
, (23)
where the mixed window variance σ2W2,3 is defined as
σ2W2,3 =
∫
d3Q
(2pi)3
W2(Q)
V
W3(Q)
V
Pl(Q). (24)
As the effects of a general window function is captured
in the variance computed using Wn; now, similar to [7],
we specialize to the window function W
W (x) =
{
1 inside survey
0 otherwise
. (25)
This window function obeys the nice property that
W (x) = Wn(x), W (k) = Wn(k). (26)
Hence, all of the variances are σ2W computed using W .
For the rest of the paper, we will use the form Eq. (25)
for W .
III. THE RESPONSE OF THE BISPECTRUM
TO THE LONG MODE
The long mode can affect the local measurement of
the polyspectra in three ways: shifting the mean den-
sity used to define the density contrast, modifying the
scale factor of the local patch, and changing the intrinsic
growth [6, 7, 29–35]. These effects can be understood
using the separate universe picture [29, 30, 33, 35–37], in
which the long wavelength perturbation is absorbed into
the background of a separate curved universe. We now
describe each of them separately.
First, the density contrast is defined relative to the
mean density, and we need to distinguish between the
local and global mean densities [31]. For galaxy surveys
the density contrast is defined with respect to the local
density contrast, while for weak lensing the global density
is used [7]. The global and local mean densities, ρ¯ and
ρ¯W , are related by
ρ(x) = ρ¯(1 + δ(x)) = ρ¯W (1 + δW (x)), (27)
where δ and δW are the global and local density contrast.
Because the global mean density and the local one are
related by the background perturbation as
ρ¯W = (1 + δb)ρ¯, (28)
we have
δW (x) =
δ(x)− δb
1 + δb
. (29)
Or in Fourier space, we get
δW (k) =
δ(k)− δbδD(k)
1 + δb
. (30)
As we consider finite external wave numbers, the Dirac
delta function will not contribute, and so if the bispec-
trum is defined with respect to the local density we make
the replacement
B(k1, k2, k3)→ B(k1, k2, k3)
(1 + δb)3
. (31)
Second, the long mode modifies the background ex-
pansion rate in the local patch. By absorbing the long
mode into the background density, the scale factor of
the local universe, aW is related to the global one, a as
[29, 30, 33, 36, 37]
1 + δb
a3
=
1
a3W
. (32)
The separate universe and the global universe describe
the same physical system in different ways, thus the
physical quantities in these descriptions must agree. By
matching the physical length scale in these two universes,
we infer that the comoving wave number in the local uni-
verse kW is related to the global one k as [30, 33, 34]
kW = (1 + δb)
− 13k. (33)
In Ref. [33], this rescaling of the wave number was re-
ferred to as the dilation effect. As we shall see in
Sec. IV A, the dilation effect is incorporated into the stan-
dard perturbation theory. Taking into account the trans-
formation of the Dirac delta function, the dilation effect
on the bispectrum is given by
B(k1, k2, k3) =
B(kW1, kW2, kW3)
(1− δb) . (34)
The last effect is the modification of the intrinsic
growth. If the background perturbation is positive, then
6gravity is stronger in the local universe, and so the in-
trinsic growth is enhanced. This effect can be studied
by separate universe simulation [29, 33, 37], perturba-
tion theory [6], or non-perturbative models such as hy-
per extended perturbation theory [6] or halo model [7].
We compute this effect for dark matter bispectrum using
perturbation theory in Sec. IV A and the halo model in
Sec. IV B.
We are now ready to check how the bispectrum re-
sponse function depends on these effects. If the global
mean density is used, the bispectrum response function
is given by
∂
∂δb
BW (kW1, kW2, kW3)
1− δb
∣∣∣∣
δb=0
=B(k1, k2, k3) +
∂
∂δb
BW (kW1, kW2, kW3)
∣∣∣∣
δb=0
. (35)
We use BW to denote the bispectrum resulting from the
modified intrinsic growth. As in [33], the second term
can be analyzed by the chain rule
∂
∂δb
BW (kW1, kW2, kW3)
∣∣∣∣
δb=0
=
[
∂
∂δb
BW (kW1, kW2, kW3)
∣∣∣∣
kW
fixed
+
3∑
i=1
∂
∂kWi
BW (kW1, kW2, kW3)
∣∣∣∣
BW
fixed
∂kWi
∂δb
]
δb=0
=
∂
∂δb
BW (k1, k2, k3)
∣∣∣∣
δb=0
− 1
3
3∑
i=1
∂
∂ ln ki
B(k1, k2, k3).
(36)
The first term in the last line of Eq. (36) encodes the
modification of the intrinsic growth due to the long mode.
In summary, if the global mean is used, the full re-
sponse function is given by
∂
∂δb
B(k1, k2, k3|δb)
∣∣∣∣
δb=0
=B(k1, k2, k3)− 1
3
3∑
i=1
∂
∂ ln ki
B(k1, k2, k3)
+
∂
∂δb
BW (k1, k2, k3)
∣∣∣∣
δb=0
. (37)
If the local mean is used, with the replacement Eq. (31),
there is an additional term −3B in Eq. (37). These
results are similar to the analogous expressions for the
power spectrum [33].
IV. THE BISPECTRUM RESPONSE
FUNCTION FROM THEORY
In this section, we compute the dark matter bispec-
trum response function using standard perturbation the-
ory (SPT) and then the halo model. The SPT response
function is valid in the low k regime, while the halo model
will enable us to extend the results to the deeply nonlin-
ear regime.
A. Coupling of the long and short modes in SPT
Here we compute the coupling between the long and
short modes using SPT (see [38] for a review of SPT). We
see below that the dilation effect and the modification of
the growth discussed in Sec. III appear naturally in SPT.
To obtain the supersample covariance, we need to cal-
culate the linear response function, i.e. the first derivative
of the bispectrum with respect to the long mode. There-
fore, we only need to compute the modulated density up
to first order in δb. To evaluate the tree-level bispectrum,
second order in the small scale modes is required.
Let us start with the second order density contrast δ(2),
and we will see shortly that the calculations for δ(3) are
similar. In SPT, δ(2) can be expanded as
δ(2)(k) =
∫
d3q
(2pi)3
F2(q,k − q)δ(1)(q)δ(1)(k − q), (38)
where F2 is the coupling kernel
F2(k1,k2) =
5
7
+
1
2
µ
(k1
k2
+
k2
k1
)
+
2
7
µ2, (39)
with µ = kˆ1 · kˆ2. The convolution integral in Eq. (38),
couples δ(1) of different scales. For example, if both δ(1)
are the small scale δ
(1)
s , then it gives the small-scale δ
(2)
s .
We are particularly interested in the coupling between
the long mode δ
(1)
l and the short mode δ
(1)
s . Focusing on
the long-short coupling, we have
δ
(2)
ls (k) = 2
∫
d3q
(2pi)3
F2(q,k − q)δ(1)l (q)δ(1)s (k − q),
(40)
where q and k represent the long and short modes respec-
tively. As there are poles in F2(q,k−q), we consider the
spherically symmetric long wavelength perturbation
δl(q) =
2pi2δb
q2b
δD(q − qb), (41)
with qb  k. Eq. (41) can be obtained by spherically
averaging over the angle of q in Eq. (15), and assuming
finite qb. Following [35], we expand both F2(q,k−q) and
δ(1)(k − q) about the long mode q. We note that δ(1) is
a (Gaussian) random field, so normally it is not differen-
tiable. Crucially, the small scale modes are separated by
kF and q  kF, thus the Taylor expanded value does not
interfere the neighboring value and cause a contradiction.
7Collecting terms up to order q0, we have
δ
(2)
ls (k) ≈ 2δb
∫
dq δD(q − qb)
∫
dΩq
4pi
×
{k · q
2q2
+
[ 3
14
+
2(k · q)2
7k2q2
]}
× [δ(1)s (k)− q · ∂kδ(1)s (k)]
=
[13
21
δ(1)(k)− 1
3
k · ∂kδ(1)(k)
]
δb. (42)
Using Eq. (42), up to first order in the long and short
modes, we have [35]
δ(1)s (k|δb) = δ(1)s (k) + δ(2)ls (k)
≈ δ(1)s
(
k
(
1− 1
3
δb
))
+
13
21
δbδ
(1)
s (k). (43)
The first term is the dilation effect discussed in Sec. III
while the second term is the modification of the small
scale growth by the long mode. This shows that both
the modification of the intrinsic growth and the dilation
effects are incorporated into SPT automatically, while
SPT is normalized with respect to the global mean.
To first order in δb and the short mode, the modulated
dark matter power spectrum is given by
P (k|δb) = P (k)+δb
[
P (k)− 1
3
dP (k)
d ln k
]
+
26
21
δbP (k), (44)
where we have split the contributions into the dilation
(the term in the square brackets) and the modification
of intrinsic growth (last term). We then get the power
spectrum response
∂P (k|δb)
∂δb
∣∣∣∣
δb=0
=
47
21
P (k)− 1
3
dP (k)
d ln k
. (45)
If the local mean is used instead, 47/21 is replaced by
5/21 in Eq. (45).
For the tree-level bispectrum response, we also need the coupling between one long mode and two short modes
through the F3 kernel. This long-short-short coupling term is given by
δ
(3)
lss (k) =3
∫
d3q
(2pi)3
∫
d3k1
(2pi)3
F3(q,k1,k − k1 − q)δ(1)l (q)δ(1)s (k1)δ(1)s (k − k1 − q)
=3δb
∫
d3k1
(2pi)3
δ(1)s (k1)
∫
dqδD(q − qb)
∫
dΩq
4pi
F3(q,k1,k − k1 − q)δ(1)s (k − k1 − q), (46)
where k and k1 denote the short modes while q is the long mode.
Analogous to the case for δ
(2)
ls , we expand F3(q,k1,k − k1 − q) to the order q0 and
δ(1)s (k − k1 − q) ≈ δ(1)s (k − k1)− q · ∂kδ(1)s (k − k1). (47)
Up to the order q0, the terms that survive the angular integration are
δ
(3)
lss (k) = −
1
3
δb
∫
d3k1
(2pi)3
F2(k1,k − k1)δ(1)s (k1)k · ∂kδ(1)s (k − k1) + δb
∫
d3k1
(2pi)3
A0(k1,k − k1)δ(1)s (k1)δ(1)s (k − k1),
(48)
where A0 denotes
A0(k1,k − k1) = 89
126
+
11
21
k1 · (k − k1)
( 1
k21
+
1
|k − k1|2
)
+
23
63
[k1 · (k − k1)]2
k21|k − k1|2
− 1
12
[ k21
|k − k1|2 +
|k − k1|2
k21
]
+
[k1 · (k − k1)]2
6
[ 1
k41
+
1
|k − k1|4
]
+
2
21
[k1 · (k − k1)]3
k21|k − k1|2
( 1
k21
+
1
|k − k1|2
)
. (49)
We have symmetrized the kernel A0. The first term in Eq. (48) is due to the product of the q
−1-order term in
F3(q,k1,k− k1 − q) with the gradient term −q · ∂kδ(1)s (k− k1); and the second term results from the product of the
q0-order term in F3(q,k1,k − k1 − q) with δ(1)s (k − k1).
By simply adding and subtracting the term
− 1
3
δb
∫
d3k1
(2pi)3
[k · ∂kF2(k1,k − k1)]δ(1)s (k1)δ(1)s (k − k1), (50)
8we can write Eq. (48) as
δ
(3)
lss (k) = −
1
3
δbk · ∂kδ(2)s (k) + δb
∫
d3k1
(2pi)3
A(k1,k − k1)δ(1)s (k1)δ(1)s (k − k1), (51)
where A reads
A(k1,k − k1) = 151
126
F2(k1,k − k1) + 5
126
G2(k1,k − k1), (52)
and δ
(2)
s is defined similar to Eq. (38) except with δ(1) replaced by δ
(1)
s . G2 is the velocity divergence kernel
G2(k1,k2) =
3
7
+
1
2
µ
(k1
k2
+
k2
k1
)
+
4
7
µ2. (53)
Note that the three types of terms in Eq. (49) are canceled out in Eq. (52), and A can be solely written in terms of
F2 and G2.
Therefore up to first order in the long mode and second order in the short modes, the small scale mode reads
δ(2)s (k|δb) = δ(1)s (k) + δ(2)s (k)−
1
3
δbk · ∂kδ(1)s (k)−
1
3
δbk · ∂kδ(2)s (k) +
13
21
δbδ
(1)
s (k)
+ δb
∫
d3k1
(2pi)3
A(k1,k − k1)δ(1)s (k1)δ(1)s (k − k1)
≈ δ(1)s
(
k
(
1− 1
3
δb
))
+ δ(2)s
(
k
(
1− 1
3
δb
))
+ δb
[13
21
δ(1)s (k) +
∫
d3k1
(2pi)3
A(k1,k − k1)δ(1)s (k1)δ(1)s (k − k1)
]
.
(54)
In the last line, the first two terms are the dilation terms, while the last term is the modification of the intrinsic
growth up to second order in the short mode. If the local mean is used, there is an additional overall factor 1/(1 + δb)
in Eq. (54).
We are now in a position to compute the modulated bispectrum. The dilation part of the bispectrum can be
obtained as〈
δ(1)s
(
k1
(
1− 1
3
δb
))
δ(1)s
(
k2
(
1− 1
3
δb
))
δ(2)s
(
k3
(
1− 1
3
δb
))〉
+ 2 cyc.
=2F2
(
k1(1− 1
3
δb),k2(1− 1
3
δb)
)
P
(
k1(1− 1
3
δb)
)
P
(
k2(1− 1
3
δb)
)
(2pi)3δD
(
(1− 1
3
δb)(k1 + k2 + k3)
)
+ 2 cyc.
≈(1 + δb)Bm
(
k1(1− 1
3
δb), k2(1− 1
3
δb), k3(1− 1
3
δb)
)
(2pi)3δD(k1 + k2 + k3)
≈
[
(1 + δb)Bm(k1, k2, k3)− 1
3
δb
3∑
j=1
d
d ln kj
Bm(k1, k2, k3)
]
(2pi)3δD(k1 + k2 + k3), (55)
where Bm is the tree-level dark matter bispectrum
Bm(k1, k2, k3) = 2F2(k1,k2)P (k1)P (k2) + 2 cyc. (56)
Including the growth enhancement part, the tree-level bispectrum up to first order in the long mode reads
B(k1, k2, k3|δb) =
(
1 +
433
126
δb
)
Bm(k1, k2, k3) +
5
126
δbBG2(k1, k2, k3)−
1
3
δb
3∑
j=1
d
d ln kj
Bm(k1, k2, k3), (57)
where BG2 denotes
BG2(k1, k2, k3) = 2G2(k1, k2)P (k1)P (k2) + 2 cyc. (58)
The bispectrum response function is then given by
∂
∂δb
B(k1, k2, k3|δb)
∣∣∣∣
δb=0
=
433
126
Bm(k1, k2, k3) +
5
126
BG2(k1, k2, k3)−
1
3
3∑
j=1
d
d ln kj
Bm(k1, k2, k3). (59)
If the local mean is used, there is an extra term −3δbBm in Eq. (57) and hence the factor 443/126 in Eq. (59) is
replaced by 55/126.
In Fig. 1, we plot the components of the dark matter bispectrum response function for the equilateral triangle
9configuration. Both the dilation effect and the modifica-
tion of the growth add up in the response function. We
also compare the cases of a global mean and a local mean.
For galaxy surveys, a local mean is used, while for weak
lensing a global mean is used. The response function is
significantly reduced for the case of a local mean.
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FIG. 1: The components of the dark matter bispectrum re-
sponse function normalized by the bispectrum for the equilat-
eral triangle configuration. The beat coupling (dashed, blue)
and the dilation effect (dashed, green) are plotted separately.
The total response obtained using local mean (solid, cyan) is
significantly reduced relative to the global mean case (solid,
red).
Here spherical averaging over the angle of the long
mode is used, so the effects of the large-scale tidal per-
turbations are averaged out. In Appendix B, we general-
ize the computations to include the long-wavelength tidal
contributions on the small-scale matter bispectrum using
SPT; in this way, we are able to derive the bispectrum
response function to the tides [Eq. (B26)]. A key differ-
ence of the tidal response function from the density one
is that it is anisotropic. This will be important for the
final tidal contribution to the supersample covariance.
B. Bispectrum response function from halo model
The response function can also be computed using the
halo model approach [39–42]. In the halo model, all the
dark matter is assumed to reside in halos of different
masses. The halo model provides a reasonably accurate
phenomenological method to extend the polyspectrum to
high k.
It is instructive to first review the computation of the
halo model power spectrum response function [7]. The
halo model dark matter power spectrum reads
PHM(k) = [I
1
1 (k)]
2P (k) + I02 (k), (60)
where the first term is the 2-halo term, which describes
the correlation of dark matter in two different halos, and
the second term is the 1-halo term, which describes the
correlation in the same halo. Following [43] we use the
general notation Iβµ
Iβµ (k1, k2, ..., kµ) ≡
∫
dM
[(
M
ρ¯m
)µ
bβ(M)n(M)
× uM (k1)uM (k2) . . . uM (kµ)
]
, (61)
where M is the halo mass, n is the halo mass function, bβ
is the peak-background split bias of order β, and uM (kµ)
is the dimensionless Fourier transform of the halo density
profile normalized such that uM (0) = 1. We use the
NFW halo profile [44] with the concentration relation
given in [39]. The Sheth-Tormen mass function [45] and
the peak-background split bias derived from it [42] are
adopted. We assume only linear bias and hence bβ = 0
for β ≥ 2.
In the standard halo model formula Eq. (60), the long
mode vanishes. To compute the response function, we
imagine the long mode is turned on and it modulates
P , and also the mass function and the bias, while we
assume that the halo profile is not affected by the long
mode. The response of the mass function and the bias to
the long mode can be derived using the relation
∂Iβµ
∂δb
∣∣∣∣
δb=0
=
∫
dM
[(
M
ρ¯m
)µ
∂
∂δb
[bβ(M)n(M)]
× uM (k1)uM (k2)...uM (kµ)
]
δb=0
= Iβ+1µ ,
(62)
where we have used the fact that the peak-background
split bias bβ is the response of mass function to δb at
order β [46, 47]
bβ(M) =
1
n(M)
∂βn(M)
∂δβb
∣∣∣∣∣
δb=0
. (63)
With this setup, it is easy to see that the power spec-
trum response function is given by [7]
∂PHM(k|δb)
∂δb
∣∣∣∣
δb=0
≈ [I11 (k)]2
∂P (k|δb)
∂δb
∣∣∣∣
δb=0
+ I12 (k),
(64)
where we have dropped a term proportional to I21 be-
cause it is small compared to the ones we keep. The
perturbative power spectrum response function is given
by Eq. (45). For the case of local mean, there is an ad-
ditional term −2PHM in Eq. (64).
For the case of the power spectrum, Ref. [7] explicitly
checked that the supersample covariance computed using
the halo model trispectrum agrees with the supersample
covariance formula results [the analog of Eq. (19)] cal-
culated using the halo model power spectrum response
Eq. (64). As it is formidable to check the results us-
ing the halo model 6-point function (for a glimpse of its
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FIG. 2: The bispectrum response function (solid, black)
computed using the halo model. The individual terms are
also shown: the term due to the 3-halo term (red, solid), that
due to the 1-halo term (blue, solid), and the two dominant
terms from the 2-halo term [the perturbative power spectrum
response term (red, solid) and the term involving b2 (brown,
dashed)]. Results for the equilateral triangle configurations
at z = 0 are shown.
complexity, see the full 6-point function in the Poisson
model in [19]), here we directly compute the bispectrum
response function using the halo model.
In the language of the halo model, the dark matter
bispectrum reads [42]
BHM(k1, k2, k3) = B1h(k1, k2, k3) +B2h(k1, k2, k3)
+B3h(k1, k2, k3), (65)
where
B1h(k1, k2, k3) = I
0
3 (k1, k2, k3), (66)
B2h(k1, k2, k3) = I
1
1 (k1)I
1
2 (k2, k3)P (k1) + 2 cyc., (67)
B3h(k1, k2, k3) = I
1
1 (k1)I
1
1 (k2)I
1
1 (k3)BPT(k1, k2, k3),
(68)
are the 1-, 2-, and 3-halo terms, and BPT denotes the
bispectrum from the perturbation theory. The 1-, 2-,
and 3-halo terms describe the situations in which all three
points are in the same halo, only two of the points are in
the same halo, and none of them are in the same halo,
respectively. We follow the same prescription as for the
case of the power spectrum. In particular, we also first
assume only a linear bias and bβ = 0 for β ≥ 2. In this
case, BPT is simply Bm.
With the assumption that the presence of long mode
modulates P and BPT, and also the mass function and
the bias while the halo profile is not affected, we can write
down the halo model bispectrum response function
∂
∂δb
BHM(k1, k2, k3|δb)
∣∣∣∣
δb=0
≈I11 (k1)I11 (k2)I11 (k3)
∂BPT(k1, k2, k3|δb)
∂δb
∣∣∣∣
δb=0
+
[
I11 (k1)I
2
2 (k2, k3)P (k1)
+ I11 (k1)I
1
2 (k2, k3)
∂P (k1|δb)
∂δb
∣∣∣∣
δb=0
]
+ 2 cyc.
+ I13 (k1, k2, k3). (69)
The response function [∂BPT(δb)/∂δb]δb=0 is given by
Eq. (59), and the perturbative power spectrum response
function is given by Eq. (45). If the local mean is used
instead, there is an additional term −3BHM in Eq. (69).
In Fig. 2, we plot the bispectrum response function at
z = 0 for the case of the global mean. At large scales,
for k . 0.4 Mpc−1 h, the 3-halo contibution dominates,
while at small scales, for k & 0.6 Mpc−1 h, the 1-halo
contribution I13 , becomes dominant. In the scales shown,
the 3-halo contribution is essentially the same as the bis-
pectrum response function computed using perturbation
theory. However, as we can see in Fig. 2, on large scale,
the halo model prediction still differs from the pertur-
bation theory results, e.g. at k ∼ 0.02 Mpc−1 h, the halo
model result exceeds that of perturbation theory by 10%.
At large scales, it is well known that the standard halo
model formalism predicts unphysical shot noise between
matter and halo (see [48] for a recent attempt to resolve
this issue). Our result indicates that there seems to be
another artifact of the halo model at large scales. How-
ever, this effect is negligible when we compare the covari-
ance predictions with the numerical results later on.
The terms in the square brackets in Eq. (69) are small
in the low and high k regimes, but they are not negligible
at the transition scales. Besides the power spectrum re-
sponse function term, we have also kept a term involving
b2. From Eq. (62), we see that although we have limited
ourselves to b1 only, higher order bias terms are gener-
ated by the response derivative. As we see in Fig. 2, this
term is comparable to the perturbative power spectrum
response function term, and thus we keep it as well. We
have checked that all of the other terms generated by the
response derivative are negligible except this one.
As we have included one of the b2-terms generated, we
need to check our starting assumption by including only
the b1-terms. In the 3-halo term, there is another possi-
ble term I11 (k1)I
1
1 (k2)I
2
1 (k3)P (k1)P (k2) + 2 cyc. We can
estimate the importance of this term by differentiating
this term directly with respect to the long mode. This
is not strictly correct as this term is obtained by setting
the long mode to zero; however, for the purpose of esti-
mation, it is sufficient. We find that this term is indeed
small compared to the ones that we included.
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FIG. 3: The diagonal elements of the supersample bispectrum covariances for a suite of values of box size L are compared
with the Gaussian covariance (black, dashed line for using the linear power spectrum, and black, solid line for using the halo
model power spectrum). The cases for the global mean (left) and local mean (right) are shown. The colorful solid lines show
the halo model prediction and the dashed lines (same color) show the perturbation theory prediction. Equilateral triangle
configurations at z = 0 are shown.
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FIG. 4: The ratio between the diagonal elements of the
power spectrum covariance measured from the subbox and
periodic box setup. The results for the subbox setup with the
global mean (green, squares) and local mean (red, triangles)
are compared. The predictions using the halo model response
function are also shown (yellow stars for global mean and cyan
stars for local mean).
V. THE SUPERSAMPLE COVARIANCES:
PREDICTIONS AND MEASUREMENTS
In this section, we compute the supersample covariance
for the bispectrum and the cross covariance between the
power spectrum and the bispectrum. The predictions are
then confronted with the measurements from simulation.
Before going to the numerical results, we first compare
the supersample covariance contributions with the Gaus-
sian covariance, which is valid in the low k regime. The
Gaussian bispectrum covariance reads [23]
CBG =
(2pi)3k3F
V4
δk1k2k3,k′1k′2k′3s123P (k1)P (k2)P (k3), (70)
where δk1k2k3,k′1k′2k′3 is non-vanishing only if the shape of
the triangle k1k2k3 is the same as that of k
′
1k
′
2k
′
3. The
symmetry factor s123 is equal to 1, 2, and 6 for sca-
lene, isosceles, and equilateral triangle respectively. In
Eq. (70), P (k) can be the linear power spectrum or the
nonlinear one, in this case, it effectively resums part of
the higher-order contributions. For the cross covariance
between the power spectrum and the bispectrum, the
Gaussian contribution vanishes as it is a 5-point correla-
tor.
To facilitate the comparison with the simulation re-
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FIG. 5: The left panel shows the diagonal element of the dark matter bispectrum covariance for the equilateral triangle
configurations at z = 0, normalized by the Gaussian covariance. The covariances measured from the periodic box (blue,
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FIG. 6: Similar to the right panel of Fig. 5, except for the
isosceles triangle of the shape k1 : k2 : k3 = 2 : 2 : 1.
sults, we consider a cubic survey window
Wcubic(x) =
{
1 if 0 ≤ xi ≤ L,
0 otherwise.
(71)
Its Fourier transform reads
Wcubic(k) = V e
−ik·L/2
3∏
j=1
sinc
kjL
2
. (72)
In the supersample covariance formula, it is the RMS
variance σ2W that matters. If a spherical tophat win-
dow is used instead, we find that by matching the sur-
vey volume with the mapping RTH = [3/(4pi)]
1/3L, the
variance computed with either window agrees with each
other within at least 3% for the box sizes we consider
here. Thus, this provides a convenient way to map our
results to the tophat window case.
In Fig. 3 we compare the supersample covariance with
the Gaussian one for a range of box sizes: 600, 1000,
and 3000 Mpch−1 (at z = 0, the corresponding σ2W are
9.8 × 10−5, 1.7 × 10−5, and 3.3 × 10−7, respectively).
We have compared the supersample covariance predic-
tions using the perturbation theory and the halo model
response function. Current surveys such as DES have a
survey volume close to the volume of the 1000 Mpch−1
box, and the future survey Euclid will have a survey vol-
ume near that of the 3000 Mpch−1 box. In this plot,
we have kept the bin width fixed at ∆k = 2kF; thus,
the number of modes in each configuration bin and the
Gaussian covariance is constant for different box sizes.
Because the bispectrum Gaussian covariance is very sub-
dominant beyond the mildly nonlinear regime relative to
the small scale non-Gaussian covariance [19], the super-
sample covariance is expected to only give a small contri-
bution to the overall bispectrum covariance budget. We
will quantify this using the simulation results below.
We now compare the covariances measured from the
periodic box and subbox setups. The simulations used
in this work are from the DEUS project [49–51]. A flat
ΛCDM model with the WMAP7 cosmological parame-
ters [52] is adopted for these simulations. In particular,
h = 0.72, Ωm = 0.257, ns = 0.963, and σ8 = 0.801. The
Zel’dovich approximation is used to generate the Gaus-
sian initial conditions at zi = 105. The transfer function
is computed with CAMB [53]. The simulations are evolved
using the adaptive mesh refinement solver RAMSES [54].
We will only consider dark matter simulation results at
z = 0.
The periodic simulations are the small set used in [19].
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FIG. 7: The cross correlation coefficient r(ki, kj) for the equilateral triangle configurations at z = 0. In each plot, ki is fixed
to be 0.077, 0.19, and 0.77 Mpc−1 h respectively (from the top to bottom row), and it is plotted as a function of kj . The left
panels are for the global mean case, while the right ones are for the local mean. The numerical results from the small box
(blue, circles) and the subbox setup (red, triangles) are compared with the supersample covariance prediction (cyan, stars).
In each periodic simulation, there are 2563 particles in a
cubic box of size L = 656.25 Mpch−1. There are alto-
gether 4096 realizations. For the subbox setup, we use
a gigantic simulation of box size 21 Gpch−1 with 81923
particles from the DEUS full universe run. The gigantic
box is divided into cubic subboxes of size 656.25 Mpch−1.
There are altogether 32768 subboxes and we use 4096 of
them.
To facilitate the comparison with the bispectrum re-
sults later on, we show the power spectrum results here as
well. Similar to [33, 55], we find that the power spectrum
measurement is biased low due to the window function
convolution in the range of scales we consider. The bias
depends on the shape of the power spectrum and the size
of the window function. For our case, it is most substan-
tial in the range from k ∼ 0.01 to 0.1 Mpc−1 h. Ref. [33]
scaled the value of the subbox case to match the periodic
box measurement, here we do not apply any correction
as we find that this helps little for the case of bispectrum.
We plot the diagonal elements of the power spectrum co-
variance ratio between the subbox results and the small
box results in Fig. 4. At k = 0.5 Mpc−1 h, the super-
sample covariance correction to the small box results is
about 60% for local mean and 250% for the global mean.
We will see that the effect is substantially smaller for the
bispectrum, and it is of similar order of magnitude for
the cross covariance.
For the bispectrum, the expectation value of Eq. (10)
reads
〈BˆW (k1, k2, k3)〉 = 1
V V4
∫
k1
d3p1
∫
k2
d3p2
∫
k3
d3p3δD(p123)
×
3∏
i=1
∫
d3qi
(2pi)3
W (pi − qi)(2pi)3δD(q123)B(q1, q2, q3).
(73)
The first line simply averages the triangles within the
configuration bin, and hence any bias is expected to arise
from the smearing effect by the window in the second line.
The window function satisfies
1
V
3∏
i=1
∫
d3qi
(2pi)3
W (pi − qi)(2pi)3δD(q123) = 1, (74)
where we have used p123 = 0 and Eq. (26). Hence we can
interpret that the window convolution simply results in a
14
0.02 0.05 0.1 0.3 0.5 1
0.0
0.2
0.4
0.6
0.8
1.0
r(
k
1
,k
′ 1)
 
k1 : k2 : k3 = 2 : 2 : 1
Small
Small + SSC gb
Subbox gb
0.02 0.05 0.1 0.3 0.5 1
0.0
0.2
0.4
0.6
0.8
1.0
Small
Small + SSC lc
Subbox lc
0.02 0.05 0.1 0.3 0.5 1
0.0
0.2
0.4
0.6
0.8
1.0
r(
k
1
,k
′ 1)
 
0.02 0.05 0.1 0.3 0.5 1
0.0
0.2
0.4
0.6
0.8
1.0
0.02 0.05 0.1 0.3 0.5 1
k1/ Mpc
−1h 
0.0
0.2
0.4
0.6
0.8
1.0
r(
k
1
,k
′ 1)
 
0.02 0.05 0.1 0.3 0.5 1
k1/ Mpc
−1h 
0.0
0.2
0.4
0.6
0.8
1.0
FIG. 8: Similar to Fig. 7 except the for isosceles triangle of the shape k1 : k2 : k3 = 2 : 2 : 1.
weighted mean of the bispectrum. For a more extended
window, the value in Eq. (74) is smaller, e.g. for Gaussian
window, it is 1/
√
27 instead of 1, and so the windowed
bispectrum is more biased relative to the underlying one.
Except for the first bin, which is biased low, the subse-
quent bins are biased high (by roughly 2%) and the bias
decreases as k increases. Apart from the bias in the am-
plitude, the subbox measurements also exhibit wiggles,
which are strongest in the low k regime and decrease as
k increases.
In Fig. 5, we show the diagonal element of the bispec-
trum covariance for the equilateral triangle configuration
obtained from the small box and the subbox setups. In
the left panel, the covariance is normalized with respect
to the Gaussian covariance. For both the global and lo-
cal mean cases, the supersample covariance correction is
small relative to the small scale covariance, which can
be studied using a periodic setup. To see the differences
more clearly, we show the ratio between the subbox co-
variance and the small box covariance in the right panel.
We see clearly that there are wiggles in the subbox co-
variance due to the convolution with the cubic window.
Again the effect of the supersample covariance is small,
up to k ∼ 0.5 Mpc−1 h, the enhancement for the covari-
ance is about 30 % for the global mean and about 5% for
the local mean. The ratio is roughly an order of magni-
tude smaller than that for the power spectrum covariance
(Fig. 4). We show the ratio between the subbox setup
and the periodic box results for the isosceles triangle con-
figurations k1 : k2 : k3 = 2 : 2 : 1 as a function of k1 in
Fig. 6. Clearly they are qualitatively similar to the equi-
lateral triangle case.
We also show the supersample covariance prediction
given by
CSmall+SSC = CSmall + CSSC, (75)
where CSmall is the covariance measured from the small
set and CSSC is obtained with Eq. (19) using the halo
model response function. We find that for both the
equilateral triangle and isosceles triangle configurations,
besides the convolution due to the survey window, the
supersample covariance prediction agrees with the sub-
box results well up to k ∼ 0.5 Mpc−1 h. However, the
halo model predictions overpredict the effect for larger
k; e.g. at k = 1 Mpc−1 h, it is overpredicted by 20% for
local mean and 170% for the global mean.
The cross correlation coefficient r is generally defined
as
r(k1, k2, k3, k
′
1, k
′
2, k
′
3)
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=
C(k1, k2, k3, k
′
1, k
′
2, k
′
3)√
C(k1, k2, k3, k1, k2, k3)C(k′1, k
′
2, k
′
3, k
′
1, k
′
2, k
′
3)
. (76)
By definition it is equal to 1 for the diagonal term. In
Fig. 7, we plot r for the equilateral triangle configura-
tions. In these plots, one of the equilateral triangle is
fixed to be of the size 0.077, 0.19, and 0.77 Mpc−1 h re-
spectively. Again, we find that the difference between
small box and the subbox setup is small for the global
mean case, and it is negligible for the local mean sce-
nario. Furthermore, the supersample covariance predic-
tion gives decent agreement with the subbox results. In
Fig. 8, similar results are shown except it is for the isosce-
les triangle configuration k1 : k2 : k3 = 2 : 2 : 1. Here
for the isosceles triangle k′1 : k
′
2 : k
′
3 = 2 : 2 : 1, k
′
1 is set
to 0.077, 0.19, and 0.77 Mpc−1 h respectively and it is
plotted as a function of k1. Again the results are similar
to the equilateral triangle case.
We now look at the cross covariance between the mat-
ter power spectrum and the bispectrum. In Figs. 9
and 10 we show the cross covariance, CPB(k; k1, k2, k3)
with the Fourier mode of the power spectrum k fixed
to be 0.15, 0.40 and 0.80 Mpc−1 h respectively. In
Fig. 9 the bispectrum is chosen to be the equilateral
triangle configurations, while they are isosceles triangles
k1 : k2 : k3 = 2 : 2 : 1 in Fig. 10. By comparing with
Fig. 5 and 6, we find that the fractional difference be-
tween the small box and subbox setups is larger than the
bispectrum covariance alone. This is mainly because the
small scale non-Gaussian covariance of the bispectrum is
bigger than the power spectrum one, and thus the super-
sample covariance contribution is relatively small for the
bispectrum. The order of magnitude is similar to that for
the power spectrum. We also show the supersample co-
variance prediction Eq. (23) with the response functions
computed using the halo model prescriptions. Similar
to the bispectrum covariance case, the prediction gives
good agreement with the numerical results for both the
global mean and local mean scenarios. However, we also
note that for large k (e.g. k = 0.8 Mpc−1 h) the theory is
clearly larger than the measurement for the global mean
case.
In the comparison with the numerical results, we have
only considered the supersample covariance contribution
due to the long-wavelength density perturbutions. In
Appendix B, we work out the tidal perturbation con-
tribution to the supersample covariance. Although the
magnitude of the tidal response function and the cor-
responding variances [Sijmn, defined in Eq. (B30)] are
comparable to their density counterparts, the net tidal
supersample covariance contribution is smaller than the
density one by a few orders of magnitude for the following
reasons. In configuration space, the bispectrum depends
only on the shape of the triangle, and not on its orien-
tations. The tidal response function is anisotropic, and
so after averaging over the orientations of the triangle its
contribution is significantly reduced. See Appendix B for
more details. However, in redshift space, the bispectrum
is anisotropic, and so this contribution could be poten-
tially larger. We leave the thorough investigation of this
issue to future work.
Before closing this section, we would like to ex-
trapolate the results here to estimate the relative im-
portance of various covariance contributions for future
surveys like Euclid. Here we take the survey vol-
ume of Euclid to be equivalent to a cubic box of size
4000 Mpch−1 and the mean redshift to be 1.2. In
the perturbative regime, [(∂B/∂δb)|δb=0]2 ∝ D8 and
(∂P/∂δb)|δb=0(∂B/∂δb)|δb=0 ∝ D6. On the other hand,
the leading perturbative non-Gaussian corrections for the
covariance of B and P -B scale as D8 and D6 respectively
[19]. Because both contributions have the same pertur-
bative time dependence, to translate the small box re-
sults at z = 0 to the Euclid setting, we only need to
compare σ2W (z) with V
−1. Note that the small scale co-
variance scaling with volume has been checked in [19]
(see also [56]) using simulations of different sizes, and it
was found to be in good agreement with the numerical
results. Hence the supersample covariance for B or P -
B is reduced by a factor of 2320 in the Euclid setting,
while the small scale covariance is only suppressed by a
factor of 227. The relative importance of the supersam-
ple covariance compared to the small scale one would be
downgraded by a factor of 10 in Fig. 5, 6, 7, 8, 9, and 10.
In this section, we have quantified the magnitudes of
the supersample covariance contributions by comparing
the numerical results obtained with the periodic box and
subbox setups. We have also tested the supersample co-
variance prediction derived in the previous sections and
found that it agrees well with the numerical results. Al-
though we have only explicitly shown the two types of
triangle configurations, the results are qualitatively sim-
ilar for other configurations. The numerical results and
the predictions are validated by their good agreement
with each other. For example, the transients induced
by the Zel’dovich approximation initial condition for the
bispectrum [57] do not seem to be an issue here.
VI. CONCLUSIONS
In the current and future large-scale structure surveys,
the quality of the data is expected to keep on increasing.
At the same time, to extract cosmological information
from such high-fidelity data, the theoretical modeling
precision of various systematics also needs to increase.
One of the potential systematics is the supersample co-
variance. In the presence of the window function, the
long mode with wavelengths larger than the survey win-
dow can modulate the small scales and cause large co-
variance inside the survey window [6]. The supersample
covariance cannot be studied using the standard periodic
simulation setup. The window function effectively broad-
ens the wave vectors, while in the standard periodic simu-
lation setup the wave vectors are sharp. This broadening
can be captured by dividing a gigantic simulation into
many subboxes. In [7], the power spectrum supersample
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FIG. 9: The cross covariance between the matter power spectrum and bispectrum at z = 0. The equilateral triangle
configurations are used for the bispectrum and the Fourier mode of the power spectrum k are chosen to be 0.15, 0.40 and 0.80
Mpc−1 h (from left to right). In the lower panels, the covariances are normalized with respect to the small box results. The
results from the small box (blue, circles) and subbox results for the global mean (green, triangles) and the local mean cases
(red, squares) together with the supersample covariance prediction for the global mean (yellow, stars) and local mean (cyan,
stars) cases are compared.
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FIG. 10: Similar to Fig. 9 except for the bispectrum shape k1 : k2 : k3 = 2 : 2 : 1.
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covariance was formulated using the response function
approach. The power spectrum supersample covariance
has been recognized an important source of covariance
on small scales.
In this paper we studied the supersample covariance
contribution to the bispectrum covariance and cross co-
variance between the power spectrum and the bispec-
trum. In terms of the response function, we derived
the supersample covariance for the bispectrum covari-
ance [Eq. (19)] and for the cross covariance [Eq. (23)].
We also computed the bispectrum response function us-
ing the standard perturbation theory [Eq. (59)] and the
halo model [Eq. (69)]. Besides the density, we also de-
rived the bispectrum supersample covariance due to the
tide [Eq. (B33)] and the bispectrum response function to
the tide [Eq. (B26)] using SPT. However, we found that
the tide contribution to the supersample covariance is a
few orders of magnitude smaller than the density one be-
cause the bispectrum in configuration space is isotropic
while the tide response function is anisotropic.
We quantified the magnitudes of the supersample co-
variance using numerical measurements with the periodic
box and subbox setups. The effects are small for the bis-
pectrum covariance with the global mean, and for the lo-
cal mean case it is negligible (Figs. 5 – 8). Relative to the
small scale covariance, the magnitude of the supersam-
ple covariance is roughly an order of magnitude smaller
than the power spectrum case. This is because the small
scale covariance for the bispectrum is much more signifi-
cant than in the power spectrum case, e.g. by comparing
with the Gaussian covariance [19], thus the supersample
covariance contribution is dwarfed. For the cross covari-
ance, the effect is larger, and closer to that of the power
spectrum covariance (Figs. 9 and 10). Thus in the com-
bined analysis of the power spectrum and the bispectrum,
the supersample covariance may not be negligible. How-
ever, in galaxy surveys, a local mean is used, and hence
the supersample covariance is still a small correction to
the total covariance budget. We can also directly use the
halo model supersample covariance because we find that
it works reasonably well and the supersample covariance
is a small correction anyway.
Ref. [19] found that the small scale non-Gaussian co-
variance is much more significant for the bispectrum than
for power spectrum, and speculated that the small scale
covariance is even more serious for the higher order cor-
relators. Along a similar vein, we surmise that the su-
persample covariance is even more subdominant for the
higher order correlators, and hence negligible.
Our work makes it clear that for the bispectrum covari-
ance and the cross covariance, the small scale covariance
is the dominant source, at least up to k ∼ 1 Mpc−1 h.
For the bispectrum this is probably the highest scale we
can hope to model. Thankfully, the small scale non-
Gaussian covariance can be studied using the standard
periodic setup with small box size, which is much more
accessible in terms of computational resources. On the
other hand, there have been few efforts so far to model
the small scale covariance [19, 20]. The perturbative ap-
proach only improves over the Gaussian covariance in the
mildly nonlinear regime [19]. To extend the perturbative
calculation to higher k, one possibility is to model the
bispectrum covariance using the halo model. A useful
way of organizing the computation is to expand the co-
variance in terms of the connected correlators [17, 19, 20],
which in turn are computed using the halo model.
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Appendix A: Beat coupling for the bispectrum
The effects of the long mode on the small scale power
spectrum covariance were first computed in Ref. [6], us-
ing both perturbation theory and a nonlinear model, the
hyper extended perturbation theory. The authors coined
the term “beat coupling” to refer to the covariance in-
duced by the long mode on the modes within the survey
window, i.e. supersample covariance. In this paper we
follow Refs. [7, 33] to use beat coupling to refer only to
the perturbative part of the supersample covariance.
In this Appendix, we compare the beat-coupling con-
tribution computed with the approach of Hamilton et
al (HRS) [6] against the full perturbative computation
done in the main text. Let us start with the case of
the power spectrum. It was pointed out in [6] that at the
tree level, an additional diagram sourcing the trispectrum
due to the long mode arises when the window function is
present. For the case of dark matter, this additional tree
level trispectrum reads
T (k,k′, ) = 16P (k)P (k′)P ()F2(−k1, )F2(−k′1,−),
(A1)
where  represents the long mode. Replacing the F2 ker-
nel by the one spherically averaged over the solid angle
of the long mode ∫
dΩ
4pi
F2(k, ) =
17
21
, (A2)
we get
T¯ (k, k′, ) =
4624
441
P (k)P (k′)P (). (A3)
2 http://www.deus-consortium.org
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FIG. 11: A diagrammatic representation of the beat coupling
terms for the bispectrum. The three dots on either side repre-
sent the three δ’s in the bispectrum estimator. The legs from
each dot denote the Fn kernel, while the wavy line represents
the power spectrum.
Similar to calculations in Sec. II B, integration of long
mode  yields the beat coupling covariance
CPBC(k, k
′) =
4624
441
P (k)P (k′)σ2W . (A4)
The result is different from that in Sec. IV A be-
cause the dilation effect is neglected and we have used
a different angular averaged F2: 〈F2(k − , )〉Ω =
13/21. Compared to the results obtained in Sec. IV A,
Eq. (A4) overestimates the covariance by about 30% at
k = 0.2 Mpc−1 h.
Next we consider the bispectrum covariance using the
approach of [6] and check how this compares with our re-
sult in Sec. IV A. The bispectrum covariance is sourced by
the 6-point function, including the connected and discon-
nected diagrams. The disconnected contributions include
the Gaussian covariance which has three disconnected
components and non-Gaussian contributions, which have
two disconnected parts. Ref. [19] computed the tree level
disconnected terms using perturbation theory, and they
also estimated the tree level connected contribution and
found that they are sub-leading relative to the discon-
nected non-Gaussian contributions in the perturbative
regime.
In the presence of the window function, three addi-
tional connected diagrams arise. In Fig. 11, we show
the diagrammatic representation of these beat coupling
terms for the bispectrum (cf. the “normal” tree level di-
agrams in Fig. 9 of [19]). A set of three dots on either
side of the diagram denotes the bispectrum estimator.
The solid lines branching from each dot represent the Fn
kernel. The wavy line denotes the power spectrum. The
important feature is that the two sides of the bispectrum
estimator are linked by one and only one leg from the Fn
with n > 1. We also see this feature in the beat coupling
term for the power spectrum [6]. In the absence of the
window functions, because of the closed triangle condi-
tion, the sum of the wave vectors vanish on both sides of
the bispectrum estimator. Hence the contribution due to
these diagrams vanishes because P (0) = 0. That is why
these diagrams are not present in [19]. The story changes
when the window function is present, and now the long
mode with finite wave number connects the two sides .
The beat coupling contribution to the 6-point function
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FIG. 12: The ratio between the diagonal elements of
the beat-coupling bispectrum covariance obtained using the
method of HRS [6] and that from the response approach de-
scribed in the main text. The global mean and the equilateral
triangle configuration are used.
is
YBC1(k1, k2, k3, k
′
1, k
′
2, k
′
3, )
=16P (k1)P (k3)F2(k1,k3)P (k
′
1)P (k
′
3)F2(k
′
1,k
′
3)
× F2(k3, )F2(k′3,−)P () + 35 cyc, (A5)
YBC2(k1, k2, k3, k
′
1, k
′
2, k
′
3, )
=24P (k1)P (k3)F2(k1,k3)F2(k3, )P (k
′
1)P (k
′
2)
× F3(k′1,k′2, )P () + 17 cyc + (k↔ k′), (A6)
YBC3(k1, k2, k3, k
′
1, k
′
2, k
′
3, )
=36P (k1)P (k2)F3(k1,k2,−)P (k′1)P (k′2)
× F3(k′1,k′2, )P () + 8 cyc. (A7)
To simplify Eqs. (A5)-(A7), we replace the F2 with the
long mode by Eq. (A2), and F3 with the long mode by
the spherical average∫
dΩ
4pi
F3(k1,k2, ) =
1
378
[277F2(k1,k2) + 5G2(k1,k2)].
(A8)
Then the 6-point functions reduce to
YBC1(k1, k2, k3, k
′
1, k
′
2, k
′
3, ) =
4624
441
BmB
′
mP (), (A9)
YBC2(k1, k2, k3, k
′
1, k
′
2, k
′
3, )
=
68
1323
[
277BmB
′
m +
5
2
(
BmB
′
θ +B
′
mBθ
)]
P (),
(A10)
YBC3(k1, k2, k3, k
′
1, k
′
2, k
′
3, )
=
1
15876
(277Bm + 5Bθ)(277B
′
m + 5B
′
θ)P (), (A11)
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where B′m = Bm(k
′
1, k
′
2, k
′
3) and etc, and Bθ denotes
Bθ(k1, k2, k3) = 2G2(k1,k2)P (k1)P (k2) + 2 cyc. (A12)
The long mode q123 in Eq. (13) is represented by , and
we can plug Eq. (A9)–(A11) into the 6-point function in
Eq. (13) to get the beat coupling contributions to the
bispectrum covariance
CBC1 =
4624
441
σ2WBmB
′
m, (A13)
CBC2 =
68
1323
σ2W
[
277BmB
′
m +
5
2
(
BmB
′
θ +B
′
mBθ
)]
,
(A14)
CBC3 =
1
15876
σ2W (277Bm + 5Bθ)(277B
′
m + 5B
′
θ).
(A15)
In Fig. 12, we compare the covariance obtained using
Eq. (A13)-(A15) (denoted as HRS for [6]) and the re-
sponse approach described in the main text [Eqs. (19)
and (59)]. Note that in this comparison we have used
the global mean and equilateral triangle configuration.
We find that the HRS method overestimates the covari-
ance compared to the response results. The results are
qualitatively similar to what we found for the case of the
power spectrum.
Appendix B: Supersample covariance contribution due to the large-scale tides
Besides the long wavelength density perturbations, the large-scale tidal perturbation can also leave its imprint on
small scales. In this Appendix we generalize the computations in the main text to include the effects of the tides on
the small-scale density. The large-scale tides also generate effects similar to the redshift space distortion [58–60]. The
power spectrum supersample covariance due to the tides was investigated in [58]. In this Appendix, we focus on the
bispectrum supersample covariance due to the tides.
1. Modulated density in SPT
Generalizing the calculations in Sec. IV A, we compute the small-scale density modulated by the long wavelength
perturbations including both density and tide. We preform the computations for the second and third order in SPT.
a. Second order
From the second order SPT, we have
δ
(2)
ls (k) = 2
∫
q0
d3q
(2pi)3
F2(q,k − q)δ(1)(q)δ(1)(k − q), (B1)
where q0 denotes the Fourier mode of the long wavelength perturbation. Expanding the F2(q,k − q) kernel and the
δ(1)(k − q) about the long mode q, we have
δ
(2)
ls (k) = 2
∫
q0
d3q
(2pi)3
[q · k
2q2
+
3
14
+
2
7
(k · q)2
k2q2
]
δ(1)(q)[δ(1)(k)− q · ∂kδ(1)(k)]
= 2
∫
q0
d3q
(2pi)3
[
q · k
2q2
δ(1)(q)δ(1)(k) +
( 3
14
+
2
7
(k · q)2
k2q2
)
δ(1)(q)δ(1)(k)− q · k
q2
q · ∂kδ(1)(k)δ(1)(q)
]
(B2)
The expansion of F2 in the limit of q → 0 is related to the squeezed limit of the bispectrum. The lowest order term
(∝ q−1) is very general and can be understood as coming from the equivalence principle [10–12] and the rest are
related to the dynamics. Unlike in the main text, we perform the computation by keeping the asymmetry explicit
without spherically averaging over the angle of qˆ. Then we end up with
δ
(2)
ls (k) = kibqiφcδ(1)(k) +
13
21
bδcδ(1)(k)− 1
3
ki∂kiδ
(1)(k)bδc+
[4
7
kikj
k2
− ki∂kj
]
δ(1)(k)bτijc, (B3)
where the floor bracket denotes
b· · · c =
∫
q0
d3q
(2pi)3
· · · , (B4)
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and τij is the tidal tensor
τij(q) = Tij(q)q
2φ ≡
[qiqj
q2
− 1
3
δij
]
q2φ(q), (B5)
with φ being the large-scale gravitational potential. The lowest order term in Eq. (B3) (the dipole term in φ) results
from the large scale structure consistency relation, and it does not contribute to the physical polyspectrum. The
second and third terms are the same as those obtained by spherical averaging [Eq. (43)]. The last term is the tidal
part, and it is of the same order as the density terms.
b. Third order
The modulated density from the third order coupling is
δ
(3)
lss (k) =3
∫
d3k1
(2pi)3
∫
d3k′2
(2pi)3
∫
q0
d3q
(2pi)3
(2pi)3δD(k − k1 − k′2 − q)F3(k1,k′2, q)δ(1)(k1)δ(1)(k′2)δ(1)(q)
≈3
∫
d3k1
(2pi)3
∫
q0
d3q
(2pi)3
[k · q
q2
F2(k1,k2)
3
+ E0(k1,k2) +
qiqj
q2
Eij2 (k1,k2)
]
× δ(1)(k1)δ(1)(q)[δ(1)(k2)− q · ∂kδ(1)(k2)]
=kiδF2bqiφc+ 3δE0bδc+ 3δijE2bqiqjφc − ki[∂kjδF2 − δ
j
∂F2
]bqiqjφc
=kiδF2bqiφc+
[151
126
δF2 +
5
126
δG2 −
ki
3
∂kiδF2
]
bδc+ (δijH − ki∂kjδF2)bτijc, (B6)
where in the second line we have defined k2 ≡ k − k1. The second order density δi···X is defined as
δi···X (k) =
∫
d3k1
(2pi)3
∫
d3k2
(2pi)3
(2pi)3δD(k − k1 − k2)Xi···(k1,k2)δ(1)(k1)δ(1)(k2). (B7)
The coupling kernels are given by
∂F2(k1,k2) = k
[
1
4
( 1
k21
+
1
k22
)
+
2
7
k1 · k2
k21k
2
2
]
− k1 · k2
2
(k1
k41
+
k2
k42
)
− 2
7
(k1 · k2)2
k21k
2
2
(k1
k21
+
k2
k22
)
, (B8)
E0(k1,k2) =
5(k1 · k2)2 + 9k1 · k2(k21 + k22) + 13k21k22
63k21k
2
2
, (B9)
Eii2 (k1,k2) =
1
252k41k
4
2
[
42(k1 · k2)2(k41 + k42) + 24(k1 · k2)3(k21 + k22)− 21k21k22(k41 + k42)
+ 24k21k
2
2(k1 · k2)(k21 + k22) + 32k21k22(k1 · k2)2 + 22k41k42
]
, (B10)
Hij(k1,k2) =
k1ik1j
k21
f(k1,k2) + 2
k1ik2j
k1k2
g(k1,k2) +
k2ik2j
k22
f(k2,k1), (B11)
f(k1,k2) =
1
42k21k
2
2k
2
[
12k41k1 · k2 + 16k21(k1 · k2)2 − 8(k1 · k2)3 + 18k41k22
+ 31k21k
2
2k1 · k2 − 22k22(k1 · k2)2 + 14k21k42 − 9k42k1 · k2
]
, (B12)
g(k1,k2) =
1
84k1k2k2
[
21(k41 + k
4
2) + 48(k1 · k2)2 + 70(k21 + k22)k1 · k2 + 50k21k22
]
, (B13)
where k denotes k1 + k2. Note that f is not symmetric about its arguments while g is.
The expansion of F3 in the low q limit is a consequence of the consistency relation for the 4-point function. In the
last line of Eq. (B6), the dipole term again does not contribute to the polyspectrum. The density terms are the same
as those derived in Eq. (54). The density part due to the enhancement in growth is simplified using
3δE0(k) + δ
ii
E2(k) +
ki
3
δi∂F2(k) =
151
126
δF2(k) +
5
126
δG2(k). (B14)
The last part in Eq. (B6) is the tidal contribution. In the tidal part, δijH denotes
δijH(k) = 3δ
ij
E2
(k) + kiδ
j
∂F2
(k), (B15)
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These terms share the same structure as those in Eq. (B3).
Recall that the factor of −1/3 in the dilation term for the density originates from the scaling 1/a3 for the dark
matter [see the discussion around Eq. (32)]. On the other hand, in the tidal part, we get the derivative term −ki∂kjδ.
From the prefactor −1, we reason that the tidal perturbation must scale as
1 + bτijc
a
=
1
aW
(B16)
[cf. Eq. (32)]. In the principal frame, the tidal tensor is diagonal. Thus we can absorb the tidal perturbations by
introducing one scale factor along each principal axis. For the tidal term, the global wave number k is related to the
local one kW as
kWi = (1 + bλic)−1ki, (B17)
where λi is the eigenvalue of the tidal tensor. See similar discussions in [58, 61–63].
To summarize, up to first order in the long mode and second order in the short one, the modulated density reads
δ(k|bδc, bτc) = ki(δ(1) + δF2)bqiφc+
[13
21
δ(1) +
(151
126
δF2 +
5
126
δG2
)]
bδc − 1
3
ki∂ki(δ
(1) + δF2)bδc
+
(4
7
kikj
k2
δ(1) + δijH
)
bτijc − ki∂kj (δ(1) + δF2)bτijc. (B18)
This is the generalization of Eq. (54).
2. The modulated bispectrum and response function
In this section, we compute the matter bispectrum with the long wavelength modulations. We compute tree level
bispectrum up to first order in long wavelength perturbation.
It is easy to show that the bispectrum due to the gradient term bqφc is proportional to k123BM(k1, k2, k3)δD(k123).
This shows that the gradient term indeed does not contribute to the bispectrum.
The bispectrum arising from the density perturbation reads
Bδ(k1, k2, k3) =
[
433
126
BM(k1, k2, k3) +
5
126
BG2(k1, k2, k3)−
1
3
3∑
i=1
∂
∂ ln ki
BM(k1, k2, k3)
]
bδc. (B19)
The bispectrum due to the growth part of the tidal tensor is given by
B(1)τ (k1, k2, k3) =
4
7
bτijc
(k1ik1j
k21
+
k2ik2j
k22
)
2F2(k1,k2)P (k1)P (k2) + 2 cyc.
+ 2bτijcHij(k1,k2)P (k1)P (k2) + 2 cyc. (B20)
To compute the contribution due to the dilation part of the tidal term, we note that
δ(k)− bτijckj∂kiδ(k) ≈ δ(ki − bτijckj) = δ
(
(δKij − bτijc)kj
)
. (B21)
By considering 〈
δ(1)
(
(δKij − bτijc)k1j
)
δ(1)
(
(δKij − bτijc)k2j
)
δ(1)
(
(δKij − bτijc)k3j
)〉
+ 2 cyc.
≈(2pi)3δD(k123)
[
BM(k1, k2, k3)−
3∑
a=1
kaikaj
k2a
bτijc ∂
∂ ln ka
BM(k1, k2, k3)
]
, (B22)
we get the dilation contribution to the tidal part
B(2)τ (k1, k2, k3) = −bτijc
3∑
a=1
kaikaj
k2a
∂
∂ ln ka
BM(k1, k2, k3). (B23)
Before computing the response function, we take the long-wavelength density and tide perturbation to be
δl(q) = (2pi)
3δD(q − q0)δb, τ ijl (q) = (2pi)3δD(q − q0)τ ijb , (B24)
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then we have bδc = δb and bτijc = τ ijb . The response functions are given by
∂
∂δb
Bδ(k1, k2, k3)
∣∣∣
δb=0
=
433
126
BM(k1, k2, k3) +
5
126
BG2(k1, k2, k3)−
1
3
3∑
i=1
∂
∂ ln ki
BM(k1, k2, k3), (B25)
∂
∂τ ijb
Bτ (k1,k2,k3)
∣∣∣
τbij=0
=
[
4
7
(k1ik1j
k21
+
k2ik2j
k22
)
2F2(k1,k2) + 2Hij(k1,k2)
]
P (k1)P (k2) + 2 cyc.
−
3∑
a=1
kaikaj
k2a
∂
∂ ln ka
BM(k1, k2, k3). (B26)
The response function to the long wavelength density and to the tide are of the same order of magnitude. However,
the density response function only depends on the shape of the triangle, while the response to the tide also depends
on the orientation of the triangle. This will be important for the final numerical values of the covariance later on.
3. Supersample covariance with tides
Now we generalize the computations of the supersample covariance in Sec. II B to include the effect of the tides:〈
δ(p1)δ(p2)δ(p3 − q123)δ(p′1)δ(p′2)δ(p′3 − q′123)
〉
≈
〈[
〈δ(p1)δ(p2)δ(p3)〉+ δl(−q123) ∂
∂δl(q)
〈δ(p1)δ(p2)δ(p3 + q)〉
∣∣∣
δl=0
+ τ ijl (−q123)
∂
∂τ ijl (q)
〈δ(p1)δ(p2)δ(p3 + q)〉
∣∣∣
τl=0
]
×[
〈δ(p′1)δ(p′2)δ(p′3)〉+ δl(−q′123)
∂
∂δl(q′)
〈δ(p′1)δ(p′2)δ(p′3 + q′)〉
∣∣∣
δl=0
+ τmnl (−q′123)
∂
∂τmnl (q
′)
〈δ(p′1)δ(p′2)δ(p′3 + q′)〉
∣∣∣
τl=0
]〉
δl,τl
≈〈δ(p1)δ(p2)δ(p3)〉〈δ(p′1)δ(p′2)δ(p′3)〉+ (2pi)3δD(q123 + q′123)Pl(q123)
∂
∂δb
B(p1, p2, p3|δb)
∣∣∣
δb=0
∂
∂δb
B(p′1, p
′
2, p
′
3|δb)
∣∣∣
δb=0
+ (2pi)3Tij(q123)Tmn(q123)δD(q123 + q
′
123)Pl(q123)
∂
∂τ ijb
B(p1,p2,p3|τ ijb )
∣∣∣
τb=0
∂
∂τmnb
B(p′1,p
′
2,p
′
3|τmnb )
∣∣∣
τb=0
(B27)
As in Ref. [58], we have neglected the cross terms between the density and the tidal field (∝ 〈δlτ ijl 〉). We will justify
this shortly. In deriving response function in Eq. (B27), we have taken the density and tide perturbations of the form
Eq. (B24). In Eq. (B27), the first term is canceled by 〈BˆBˆ′〉. The second term is the supersample covariance due to
the long wavelength density, while the last one is due to the tidal perturbations.
The integral over the window functions can be simplified as in Eq. (17). The net results are
S =
∫
d3q
(2pi)3
[
W (q)
V
]2
Pl(q), (B28)
Sij =
∫
d3q
(2pi)3
[
W (q)
V
]2
Tij(q)Pl(q), (B29)
Sijmn =
∫
d3q
(2pi)3
[
W (q)
V
]2
Tij(q)Tmn(q)Pl(q). (B30)
Note that S is σ2W in the main text. For the spherically symmetric window we have Sij = 0. Thus for a reasonable
window we anticipate that Sij  S. That is why we have neglected the cross term in Eq. (B27). For Sijmn only the
following elements are non-vanishing if the window is spherically symmetric (i 6= j)
Siiii =
4
45
S, Siijj = − 2
45
S, Sijij = Sijji =
1
15
S. (B31)
Finally we arrive at the supersample covariance due to the density and tide
CδSSC(p1, p2, p3; p
′
1, p
′
2, p
′
3) = S
∂
∂δb
B(p1, p2, p3|δb)
∣∣∣
δb=0
∂
∂δb
B(p′1, p
′
2, p
′
3|δb)
∣∣∣
δb=0
, (B32)
CτSSC(p1,p2,p3;p
′
1,p
′
2,p
′
3) = Sijmn
∂
∂τ ijb
B(p1,p2,p3|τ ijb )
∣∣∣
τ ijb =0
∂
∂τmnb
B(p′1,p
′
2,p
′
3|τmnb )
∣∣∣
τmnb =0
. (B33)
4. Numerical results
The bispectrum only depends on the shape of the tri-
angle, and so it is estimated by averaging over all the
triangles of the same shape but different orientations,
B(k1, k2, k3) =
1
Nk1k2k3
∑
α∈{k1k2k3}
Bα(k1,k2,k3),
(B34)
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where Nk1k2k3 denotes the number of possible orienta-
tions of the configurations k1k2k3 in the summation. In
the covariance we consider
〈B(k1, k2, k3)B(k′1, k′2, k′3)〉 =
1
Nk1k2k3
1
Nk′1k′2k′3
×
∑
α∈{k1k2k3}
∑
β∈{k′1k′2k′3}
〈Bα(k1,k2,k3)Bβ(k′1,k′2,k′3)〉.
(B35)
The covariance contribution to 〈BB′〉 from the tide reads
1
Nk1k2k3
∑
α∈{k1k2k3}
C¯τSSC(k1,k2,k3, k
′
1, k
′
2, k
′
3), (B36)
with C¯τSSC given by
C¯τSSC(k1,k2,k3, k
′
1, k
′
2, k
′
3)
=
1
Nk′1k′2k′3
∑
β∈{k′1k′2k′3}
CτSSC(k1,k2,k3,k
′
1,k
′
2,k
′
3). (B37)
Because the final result only depends on the relative ori-
entation between the triplet k1k2k3 and k
′
1k
′
2k
′
3, we only
need to focus on C¯τSSC. We compute it using Monte
Carlo methods as follows: after picking a fixed triplet
for k1k2k3 we randomly rotate the triangle k
′
1k
′
2k
′
3 to
sample the sum.
Although the magnitude of the tide response Eq. (B26)
and Sijmn are comparable to their density counterparts,
because of the averaging in Eq. (B37) and the fact that
the tide response function is anisotropic, after spatial av-
eraging, the value of C¯τSSC is substantially reduced. For
example if we estimate C¯τSSC using the equilateral trian-
gle configuration of k = 0.14 Mpch−1, the tidal contri-
bution is about three orders of magnitude smaller than
the density one. Because the reduction stems from the
averaging of the anisotropic response function, the super-
sample covariance due to the tide is expected to be small
relative to the density one for generic window functions.
We comment that the bispectrum becomes anisotropic in
the redshift space, and this importance of the tidal term
could be potentially larger in that case. We leave the
investigation in redshift space for future work.
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