SUMMARY This letter presents two methods of modeling phoneme durations. One is the context-independent phoneme duration modeling in which duration parameters are stored in each phoneme. The other is the context-dependent duration modeling in which duration parameters are stored in each state shared by context-dependent phonemes. The phoneme duration model is compared with a without-duration model and a state duration model. Experiments are performed on a database collected over the telephone network. Experimental results show that duration information rejects out-of-task (OOT) words well and that the context-dependent duration model yields the best performance among the tested models.
Introduction
Duration, as one type of prosody information, can be incorporated into a speech recognition system based on hidden Markov models (HMMs). There have been many studies about how to use duration information in an HMMbased system [1] . Duration information can be used in the post processing after the N-best algorithms have been used to provide a list of likely hypotheses for the utterance [2] , [3] . However, this method needs additional processing time. Most research has focused on the basic unit and the probability density function for duration information. The gamma distribution function has been suggested for state and word duration modeling in a speaker-independent connected digit task [4] , [5] . Ron Dong et al. proposed syllable duration modeling with the gamma distribution for Mandarin continuous digits recognition system [6] . Phoneme duration model was also incorporated in a large vocabulary speech recognition system [2] . Recently, duration normalization improved the performance of spontaneous speech recognition [7] .
State tying approach has been proved to be superior to traditional model-based tying [8] . Top-down tree-based state tying is widely used to solve the unseen triphones which cannot be constructed in a bottom-up agglomerative data clustering procedure [9] . One decision tree with state tying nodes is built for each state of each phone to cluster all of the corresponding states of all of the triphones [10] . This decision tree is a binary tree in which each node has a question node defining a phonetic context, and HMM parameters are stored in terminal nodes representing tied states.
In this letter, we propose two methods of modeling phoneme duration with the gamma distribution in tree-based state tying. One is the context-independent phoneme duration modeling in which duration parameters are stored in each phoneme. The other is the context-dependent duration modeling in which duration parameters are stored in each state being shared by context-dependent phonemes. Duration parameters of each context-dependent phoneme are distributed among tied states estimated by tree-based clustering. Duration of each state is modeled by the gamma distribution function. State duration parameters are stored together with HMM parameters in terminal nodes. The same decision tree is used for both duration parameters and HMM parameters. In the initialization stage of recognition, duration parameters of context-dependent phonemes are automatically generated from state duration parameters.
The proposed context-dependent phoneme duration modeling is explained in Sect. 2. Section 3 shows a modified Viterbi algorithm utilizing phoneme duration parameters. In Sect. 4, we present the experimental results obtained using phoneme duration information and compare them with those of the without-duration model and the state duration model. Finally, conclusions are given in Sect. 5. Figure 1 shows how a phonetic decision tree is constructed for duration. We use the same phonetic decision tree for both HMMs and duration parameters, which means that both HMM parameters and duration parameters are stored in terminal nodes under one decision tree. A tree is built for each state of a phoneme to cluster all the states corresponding to the phoneme. In Fig. 1 , all states in the shaded box reflecting context dependence in a monophone are divided into five subsets, which yields four question nodes and five terminal state nodes. The tree is structured to maximize the likelihood of the training data so that HMM parameters of a mixture Gaussian probability density function can be estimated for each tied state [8] .
Phoneme Duration Model
Each tree is built under a top-down sequential optimization procedure by phonetic context questions [8] . In the final iteration of optimization procedure, we segment all training data into sequences of state nodes by a forced Viterbi segmentation algorithm. Duration histogram is created for each state node, and state probability distribution is obtained from the histogram. We adopt the gamma dis- tribution function as a parametric model function of states. Our system uses 158 questions reflecting Korean phonetic contexts.
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Gamma Distribution
According to the empirical duration distributions of states, syllables and words [6] , the gamma distribution is found to produce a high-quality fit. The discrete gamma distribution is given by
where α > 0, ρ > 0, and K is a normalizing term. To estimate the free parameters of the gamma distribution α and ρ, we can use the information that the gamma distribution has mean and variance values [11] given by
Hence, α and ρ are estimated bŷ
whereÊ{τ} is the empirical expectation andV AR{τ} is the empirical variance of the duration. We consider only the phoneme duration modeled by the gamma distribution function.
Context-Dependent Phoneme Duration
Context-independent phoneme duration parameteres can be easily stored in each phoneme even though the phoneme is modeled by tree-based state tying. On the other hand, there is no room for storing context-dependent phoneme duration information because all HMM parameters are estimated at the state level under the decision tree framework when the phoneme is modeled by tree-based state tying. Therefore, context-dependent phoneme duration information should be distributed among the states of the phoneme. When a phoneme consists of three states, and the durations of the phoneme and its states are modeled by the gamma distribution, mean and variance of phoneme duration are obtained from state duration information as
where Mean and Var mean the expectation and variacne of phoneme and three states respectively, and B, M, E are the durations of the beginning, middle, and ending states, respectively. For simplicity, we can ignore the correlation between state durations in (5), of which approximation does not deteriorate the performance much, as shown in the experimental results in Sect. 4 . In a real recognition system, context-dependent phoneme duration can be estimated from state duration parameters in terminal state nodes of the decision tree in the initialization step. Figure 2 displays the empirical distribution and its gamma fit of the phoneme /e/ and its states in the contextdependent modeling.
Speech Recognizer
Feature Extraction
Speech is sampled at 8 kHz and 12 dimensional linear predictive coding (LPC) based cepstral vectors, log energy are obtained for each 20 ms frame overlapping with the adjacent frames. These parameters are then converted to the first time derivatives and the second time derivatives. We use total 38 dimensional vectors excluding log energy.
HMMs
Our system is a continuous speech recognition system based on continuous density HMMs. We use 158 question set for building the decision tree for each phoneme. State observation density is modeled by Gaussian mixture with a maximum of 14 mixture components. State duration parameters are modeled by mean and variance of the gamma distribution.
Modified Viterbi Decoder
Frame synchronous Viterbi beam search algorithm is used for recognition. In order to keep track of the duration D(t) at the ending time t of each phoneme, the modified Viterbi score is defined as
where V i (t) is the log likelihood at time t, O i j (t) is the sum of log transition probability and log output probability, D(t) is the log duration probability, and w is the weighting constant of D(t). Duration penalty is provided at the ending frame time of each phoneme. During Viterbi decoding, frame indexes of beginning states are stored at state nodes. At the ending state of a phoneme, the difference between the current frame index of the state and the frame index of the staring state of the phoneme stored at the state nodes is the duration length.
Verification as Post-Processing
Our system uses a verification module in the post-processing of the modified Viterbi recognizer. This verification module exploits the word-level log likelihood ratio as a confidence measure. Word candidates that are obtained in the recognition procedure can be accepted or rejected according to the confidence measure.
We define the word confidence measure as a function of phoneme-level confidence measures at the end of each phoneme. The phoneme-level confidence measure can be obtained from the sigmoid function of log likelihood ratio confidence. The log likelihood ratio is the log ratio of the frame likelihood for the HMM model and the corresponding frame likelihood of the anti-model [12] .
Experimental Results
Database
The speech database is collected by the automatic attendant system that can recognize people names in an office building in which there are 2416 people. When a caller says a name only, the caller is connected to the office phone, while the caller is connected to the mobile phone if the caller adds a word meaning the mobile phone. More than 50,000 tokens are collected. 5583 tokens among 50,000 tokens are chosen as the test set, which consists of 5008 in-grammar (ING) tokens and 575 out-of-task (OOT) tokens. ING tokens consist of utterances covered by the grammar and OOT tokens contain no key words, which should be rejected. Table 1 shows the contents of the test set. The number of candidate words is 2416, and 2612 triphones are generated from the words. Phonetic decision trees for all contextdependent phonemes consist of 1385 question nodes and 1493 terminal nodes for both HMM and duration parameters.
Experimental Results
First, we performed comparative experiments with the five modeling methods consisting of the without-duration method (W/o-Dur), the context-independent phoneme duration method (CI-PH), the context-dependent phoneme duration method (CD-PH), the context-independent state duration method (CI-ST) and the context-dependent state duration method (CD-ST) with regard to the weighting constant w in (6) . In these experiments, we do not use the utterance verification module. Figure 3 depicts the error rates for the models, respectively with regard to the duration weighting constant. The result shows that the error rate is decreasing as the value of the weighting constant becomes higher for the phoneme duration modelings and the CI-ST. This is because the OOT tokens are rejected as duration information is emphasized. In the context-dependent state duration modeling, on the other hand, the performance is decreased as the weight increases after w is set to be 2. The results show that the phoneme duration modeling yields better performance and more robustness than the state duration modeling. Because the phoneme duration model does not use state duration, it can be less sensitive to boundary errors of states. Table 2 shows the best results of the five modeling methods. In this Table, w is set to be 2 for the CD-ST and 5 for the other models. The detailed results of each method are shown in Table 3 , 4, 5, and 6. The result says that duration information can be used to improve the rejection ratio of OOT and that contextdependent duration information gives the best recognition rate. The minus recognition rate of OOT in Table 2 means that many insertion errors with OOT words occurred. Another advantage of the phoneme duration models over the state duration models is that they take less computational time than the state duration models because they use duration information only at the ends of phonemes. Table 7 shows the average response time of each model.
For the final experiment, the utterance verification module was added to phoneme duration models. The error rate with regard to threshold is shown in Fig. 4 . In order to know the effect of the approximated formula of (5), we also compared the performance of CI-PH having exact variances with that of CI-PH having approximated variances of phoneme duration. This experiment employed the variances obtained directly from the segmented training data. The result depicts that there is no big difference in the recognition rates between the models using approximated variances and exact variances. The result also shows that verification threshold of 0.7 gives the best recognition rate and that the context-dependent phoneme duration model yields higher recognition rate than the context-independent model and the without-duration model. Table 8 presents the best recognition results of each model. The results show that the exact variance can improve the performance. However, we use the approximated variance for the context-dependent phoneme duration modeling because it is very complicated to obtain the exact variance using variances of each state in the context-dependent model with the tree-based state tying and the performance improvement of using the exact variance is not very high.
Conclusions
In this letter, we propose the phoneme duration modeling methods with the tree-based state tying. Both HMM parameters and duration parameters are stored in all terminal nodes representing states in a phoneme. In order to recognize 2416 Korean names, we built phonetic decision trees consisting of 1385 question nodes and 1493 terminal nodes. 2416 Korean names generated 2612 triphones. We used the gamma function as a basic probability density distribution of state duration.
We used the modified Viterbi decoder which can make a forward search with the phoneme duration penalty at the end of a phoneme. Experiments were performed on a database collected in a PSTN service. 5583 words were used as the test set, which consists of 89.7% ING words and 10.3% OOT words.
The context-dependent phoneme duration model was compared with the context-independent phoneme duration model, the without-duration model, and the state duration model. The results show that duration penalty rejects OOT words well and that the context-dependent duration model yields the best recognition rate.
