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The objectives of this element of the NASA Satellite Communications Applications
Research (SCAR) Program arc to develop new advanced on-board satellite capabilities that
will enable the provision of new services, namely interim and full Integrated Services
Digital Network (ISDN) services via satellite and to provide a system analysis of futuristic
satellite communications concepts, namely broadband services via satellite.
This aspect of the NASA SCAR Program provides a research and development effort to:
1) develop basic technologies and concepts to use the on-board processing and
switching capabilities of advanced satellites that will enable the provision of
interim and full ISDN services and
2) provide a systems and requirements analysis of future satellite
communications concepts based on a new generation of broadband
switching and processing satellites.
These objectives will be achieved in part via modeling and simulation of ISDN satellites as
part of the ISDN terrestrial network. Models of the Interim Service ISDN Satellite (ISIS)
and the Full Service ISDN Satellite (FSIS) described in their Task Completion Report dated
15 Sep 1991 and 1 Mar 92, respectively, will be developed and exercised using discrete
event simulation techniques. To provide meaningful results these network models represent
the subsystems of the advanced satellite system at a proper level of abstraction to include
real world ISDN communications satellite design parameters.
An end-to-end network view was developed using the framework of the CCITt and ANSI
standards to ensure that ISDN procedures and protocols are properly implemented to permit
meaningful simulation, evaluation and analyses of ISDN communications satellite designs.
Performance measures and scenarios published in a report, dated 28 Feb 1992, addressed
simulation results in terms of throughput, response time, blocking probability, and
robustness. Simulation measurements must provide insight into the engineering viability of
the ISDN communications satellite systems by associating them with parameters such as
propagation delay, signal degradation, message queue lengths, network node switching
delays and protocol timers.
1.2 Scope
This task completion report documents the simulation development associated with the
network model of both the ISIS and FSIS architectures. These approaches are described in
Figure 1.1-1, "NASA/SCAR Approaches for Advanced ISDN Satellites". The ISIS
Network Model development represents satellite systems like the Advanced























ACTS will be controlled by a Master Ground Station (MGS) shown in Figure 1.2-1,
"Closed User-Oriented Scenario". A user of the ACTS satellite orbiting switch request
services from the MGS, a combination of the NASA Ground Station (NGS) and the Master
Control Station (MCS). The MGS, in turn, commands the satellite to switch the
appropriatecommunication channel.
The ultimateaim of thiselement of theSCAR Program istomove theseMGS functionson-
board the next generation ISDN communications satelliteas shown in Figure 1.2-2,
"Advanced ISDN SatcUite"aspartof theFSIS architecture.The technicaland operational
parameters for the advanced ISDN communications satellitedesign willbe obtained from
the simulationof ISIS and FSIS engineeringsoftware models of the major subsystems of
theISDN communications satellitearchitecture.Discreteevent simulationexperimentswill
be performed with these models using various trafficscenarios,design pararncters,and
operationalprocedures.The data from thesesimulationswillbe analyzed using the NASA
SCAR performance measures discussedinprevious reports.
1.3 Document Overview
This task completion report begins by citing the SCAR Simulation Objectives in Section 2,
and explain the logic for the simulation phases. A description of each phase is provided.
Section 3 discusses the SCAR simulation developraent and methodology used to detemtine
the design parameters for the SCAR advanced ISDN communications satellite design.
Particular attention is given to the comparison between the ISIS and FSIS simulations since
over 80% of the software modules are reused between them. The two main sections of this
task completion report are Section 4.3, Simulation Structures, which include a descriptions
of both ISIS and FSIS architectures down to the process level and Section 4.4, Simulation
Processes, provides a detail description of each process used for both the ISIS and FSIS
development-
Several appendices are included to provide more details on the Scenario Traffic File (STF),
Process Array Structure, the Traffic Model Database, the Q.931 Protocol Simulation, the
Measurement Save (MSave) file, and the products of: ISDN Satellite Call Data, ISDN

















































2.1 SCAR Simulation Objective
The objective of this SCAR simulation project is to design and develop software models
that can be used to simulate an ISDN communications satellite with sufficient fidelity to
assist in determining its design parameters. This simulation effort will assist in the
development new advanced on-board satellite capabilities that will enable the provision of
new services of an interim and full ISDN communication satellite. Figure 2.1-1., "ISDN
Communications Satellite Simulation Top View", indicates the inputs and outputs expected
of the SCAR simulation as well as the characteristics of the simulation, itself.
ISDN protocols, procedures, standards and user traffic are the input bases for the
simulation. The on-board processing technology, the OSI methodology, and the satellite
environment challenge the ISDN aspects of the communications satellite design. Both the
ISIS and FSIS communications satellite simulations use discrete event based simulation of
communication protocol flows through an engineering model to generated results traceable
to the technical design parameters. The ISDN communications satellite simulation outputs
will be capable of demonstrating the viability of an ISDN satellite design and provide the
rationale for recommending specific engineering parameters and changes to published
ISDN standards.
2.2 Simulation Programs
This end-to-end simulation is divided into distinct simulation phases: database generation,
scenario generation, engineering data generation, simulation run, and product generation as
shown in Figure 2.2-1., "SCAR Simulation Phases". The ISDN communications satellite
end-to-end simulation is shown in Figure 2.2-2, "ISDN Communications Satellite
Simulation Software". Each program is physically and functionally separated by
input/output data files. This separation ensures that each simulator program is independent.
The only link between these programs is the data file they share. Each program is briefly
described in the following sections in order to provide an overview of the simulation
process.
2.2.1 Database Generation Program
The Database Generation (DbC-en) program assembles the major ISDN user characteristics
into a machine readable database. For this NASA SCAR effort the traffic model consists
of a number of databases: the City Reference DB, ISDN User vs Industry DB, Application
vs Industry DB, Application vs Time DB, and Application vs Bearer Services DB. Figure
2.2.1-1, "CONUS City Locations for NASA SCAR Traffic Model Database", shows the
cities that are part of the traffic model. Those cities outlined with an ellipse identify the
ACTS-east cities. Those cities outline with a rectangle identify the "ACTS-west" cities and
the blackened squares depict the fixed antenna cities. The east/west city clusters are
separated by a dashed line. The figure shows that the NASA SCAR traffic model is well
aligned with the cities of interest for ACTS. The traffic model database represents the
ISDN traffic for these cities and is the principal input to the scenario generation process.
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2.2.2 Engineering Data Generation Program
The Engineering Data Generation (EngGen) program allows the selection of the
engineering parameters for describing the advanced ISDN communications satellite. Each
software module of the ISIS and FSIS simulation represents a communication subsystem.
Each of these communication subsystem module is constrained in its operation by specific
engineering parameters. The EngGen program allows the selection of these engineering
parameter on a subsystem-by-subsystem basis. The output of EngGen is a matrix of
engineering parameters organized on a communication subsystem basis. These EngGen
parameters are read by the ISIS and FSIS simulation software before the simulation begins
and describe the ISDN communications satellite architecture being simulated. The output
of EngGen is a data matrix for the process array, ProcAr, of the simulation run phase. The
process array is described in Appendix B. "Process Array (ProcAr) Structure".
2.2.3 Scenario Generation Program
The Scenario Generation (ScenGen) program selects the traffic model database entries that
describes a scenario of ISDN users together with the statistical information of the ISDN
services requested. The ScenGen program uses entries from the user traffic model
database to generate a list of time ordered, initiating discrete events. The discrete event list
is call a Scenario Traffic File (STF). The STF is used to exercise that satellite design using
the requests for ISDN services dictated by the ISDN user traffic. The STF is described in
Appendix A. "Scenario Traffic File (STF) Structure"
2.2.4 Simulation Run Program
The Simulation Run (SimRun) program consists of a model of the major ISDN
communications satellite components. Each of these ISDN communication components is
represented by a block diagram within the overall architecture. As shown in Figure 2.2.4-
1, "Simulation Run Program", the SimRun program essentially reads the engineering data
and each discrete event from the (STF) in turn, takes the appropriate action, and logs that
action and the corresponding results in a measurement save (MSave) f'de. The appropriate
action taken by the simulation includes allocating and releasing communication resources,
denying specific services, and calling other processes in-turn. These actions conform to
communication standards for the CCITF Q931 protocols as depicted in the "Blue Book"
and described in Appendix D, "Q931 Protocol Simulation". The major output of SimRun
is the MSave data file. The descrit)tion of the MSave is presented in Appendix E.
"Measurement Save (MSave] Structure".
2.2.5 Product Generation Program
The Product Generation (ProGen) program reads the data in the MSave file and analyzes
these data in accordance with specific algorithms. It is envisioned that there will be as
many product generation programs as there are ISDN communications satellite issues to be
studied: throughput, response time, trace, delay, call blocking, busy-minute, busy-hour,
etc. Each ProGen program is tailored to a particular area of ISDN communications satellite
design. Performance measures will be used as criteria to evaluate the design parameters,
operational procedures and degree of ISDN communications standard compliance of the
particular ISDN communications satellite design. Several products have been demonstrated
in FSIS Build 3. The "Basic ISDN Satellite Call Data Product", the "ISDN Satellite
2-6
ResponseTime Product",andthe "ISDN SatelliteThroughputProduct"arepresentedin
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This NASA SCAR effort uses network modeling and simulation as the principal vehicle for
determining the parameters of an ISDN communications satellite design. This network
modeling and simulation must clearly delineate the network archimctum (as defined by the
network methodology, the number and kinds ofcommunications elements and how those
elements arc configured), the network operations (including link and network layer
protocolsand how network functionsare distributedamong communications elements),
and the system constraints(imposed by the engineeringparameters,by thenetwork and by
theoperationalrequirements).
3.2 Network Model and Simulator Design
Discreteevent simulatordesignsforboth ISIS and FSIS were initiallydefinedbased on the
Phase I network model of the these communications architectures. The trafficmodel
database and the scenarios,alsodeveloped in Phase I,were used to defineISIS and FSIS
the designsusing thesesimulatorinputs. The simulatordesignoutputswere based on the
performance measures establishedin Phase I and willbe used to evaluate overallISDN
communications satellited sign.
3.3 Simulator Development
ISDN is based on the Open System Interconnection (OSI) Reference Model. Though the
simulator development focuses on the second (data link) and third (network) layers to
evaluate the performance of routing, acknowledgement, congestion control, and other
protocol driven functions, this simulation development also addresses the time-out and
retry issues relate to the f'trst (physical) layer. Although physical characteristics of the
system are not directly simulated, the effects of the physical conditions are parametrically
simulated. For example, instead of calculating a link budget where all signal losses and
gains are summed and converting the signal-to-noise ratio and to a bit-error rate, the
simulator takes the transmitted power in dBs as its basis and adjusts the power gain for
antennas and power losses for propagation. The resultant received power is compared to a
threshold before signal acceptance. Such simulation techniques reduce the complexity of
the simulator development, while providing adequate information about layer protocols and
their timers.
3.4 Generic Network Model for Simulation
Figure 3.4-1, "Generic Network Model Block Diagram", shows the major subsystems of a
communications architecture for a generic ISDN communications satellite simulating two
satellite terminals each supporting three users. For this simulation, these subsystem
models associated with the satellite terminals consist of an uplink transmitter and
transmitting antenna, a downlink receiver and receive antenna, three users generating
traffic, and a multiplexer/demultiplexer that combines and separates this traffic. The satellite
is modeled by corresponding receivers, transmitters, antennas, an on-board switch, and an






























3.5 Generic Network Model Subsystems
Each of the communications subsystem in the network model design is represented by a
software module that performs the functions of that communication component. Figure
3.5-1, "SCAR Network Model Systems", shows the generic network model presented in
Figure 3.4-1 as interconnected software modules. Each module has parameters (p) inputs
that determines that module's characteristics. For an antenna: p includes such things as the
gain, beamwidth, scan rate, dwell time, etc. For a receiver: p includes frequency, burst
rates, receiver threshold, receiver delay, etc. For a processor: protocol repertoire,
processing time, clock frequency, number of ISDN resources, etc. In general each model
module has a p-set that determines the design characteristics. These p's are input via an
engineering data matrix that is loaded before the simulation run begins. These engineering
data determine the design of the ISDN communication satellite subsystems being
evaluated.
The initial discrete events (E) are part of the STF and are executed as a function of time
depending on the scenario that generated them. Each of event (E) serves as the initial event
for a sequence of internal protocols generated by a particular module in the simulation.
Each module processes each discrete event rE) and takes actions accordingly. Many of
these actions include generating response events (e) for another modules. The response
events (e) axe integrated in time order with the initial events (E) via the (st0 to be executed
at their respective times. For ISDN protocols, a single initial discrete event (E) will
generate many sequential response events (e). The simulation process continues the
execution of the time ordered event list of Es and es until the simulation ends. The
technical data generated by the simulation is obtained from a Measurement Save (MSave)
file. Every time an discrete event is presented to a module its identity and its time of arrival
is time-tagged and saved on the MSave file (M). Also, all resource allocations, resource
releases, resource denials, event generations, and the status of every module are saved on
the MSave file (M) together with their time of occurrence, The MSave file has a complete
time ordered history of every event, action, and status of every module for the entire
simulation. That MSave file can be analyzed on post run basis to generate any number of
technical and operational report products.
3.6 Generic Network Model Simulation Software
The simulation software inside each module determines its communication characteristics
and responses. Figure 3.6-1, "SCAR Network Model Simulation Software", depicts the
software flow chart for a single module - Proc. In that example, when the processor
function (Proc) receives the event (Sig#27). It first reports the event and time to MSave
(M). The software then determines if the requested resources are available. At the
beginning of the simulation parameter (P1) allocated a number of these resources to Proc.
If none of those resources are now available, Proc sends a "No Resources Available"
message to the MSave. Proc then clears all Sig#27 items and returns control to the
simulation timing routine. On the other hand if resources were available, Proc would
allocate and adjust those resources; report the allocation to MSave; and activate the next
process in the sequence. The activation time for the next process will be calculated using
the processing delay value of P2 milliseconds. Both P1 and P2 values were assigned via
the engineering data matrix before the start of the simulation.
The same software modules are re-used with different parametric values for similar
functions such as antenna, receiver, processor, etc. for both the ISIS and FSIS












3.7 Multi-Terminal SCAR Simulations
The Figure 3.7-1, "Multi-Terminal SCAR Model", depicts a satellite-based switch using
on-board control to simulate communications services between terminals on the left. This
same model is also capable of simulating central offices on the right. Such simulations can
be used as a vehicle for analyzing the protocol messages flow among all the users


















Simulation Components and Processes
4.1 Introduction
The simulation context of the previous sections is now applied to the ISIS and FSIS
architectures. The FSIS simulation focuses on the on-board satellite ISDN circuit switched
protocols: call control (Q931), LAPD (Q921), PRI (I431), BRI (I430), and SS7 (ISUP).
Whereas the ISIS simulation addresses ground based call management using these same
protocols supplemented by special order-wire (OW) commands between the satellite and
Master Control Station (MGS). The D-channel protocol messages and their associated
timing, propagation, processing, and execution are the main concerns of both these
models. The B-channels are modeled as resources to be allocated and released as their use
and availability dictate.
As illustrated in Figure 4.1-1, "FSIS/SCAR Model Systems", the FSIS system provides
the ISDN user access via VSATs connected with ISDN Satellite Terminal Adapters
(ISTAs). The FSIS simulation use D-channel signalling and those parts of the ISUP
necessary for call control. This approach enables an advanced satellite to provide nation-
wide ISDN using an on-board call control and B-channel switching architecture. The
ultimate aim of this aspect of this SCAR Program is to move all ISDN functions on-board
the satellite for the next generation ISDN communications satellite design.
In both cases, ISIS and FSIS, the simulation analyses will be obtained from engineering
software models of their major subsystems of the ISDN communications satellite
architecture and their appropriate ground terminations. Discrete event simulation
experiments will be performed with these models using various traffic scenarios, design
parameters, and operational procedures and performance measures.
4.2 Definition and Purpose
Both ISIS and FSIS simulations consist of a number of VSATs connected to an ISDN
satellite via a single hop. The VSATs will exchange ISDN traffic on a demand access,
circuit switched basis. The purpose is to investigate the throughput, response time,
blocking probability, and robustness of these two ISDN satellite architectures in a benign
environment to provide a performance measures baseline and to investigate protocol timing
issues at the lower layer levels. Particular attention will focus on the timing and time-outs
associated with the ISDN physical layer protocol. These simulations will also deal with
issues pertinent to the traffic model derived in Phase I of for the NASA SCAR Progarn.
4.3 Simulation Structures
Both the ISIS and FSIS simulation will be described in the same context. A top view of
the architecture is presented at the communication corn_portent level. This provides visibility
into the architecture and links for these major communication components of the
engineering models that are used to represent them. The next view treats these models as
simulation processes and connects them in an end-to-end diagram representing the protocol
flow. To ease the routing algorithm for the simulation a sequential number was ascribed to
each process, Process Index (PI). This PI integer uniquely defines the specific occurrence
of the process, its neighbors at that time, and the direction of protocol flow. The last view












unique process index. The sequential aspects of this representation form a sort of
index "racetrack" pattern that can be used to visualize the protocol hand-off from one PI
element to next.
For the FSIS architecture, seven major communication components are connected by
six interfaces. Figure 4.3-1., "FSIS Simulation Communication Components", shows the
ISDN Telephone, ISDN Satellite Terminal Adapter, VSAT Satellite Terminal and the FSIS
Satellite connected by the S-Interfaces, U-Interfaces, and Propagation. Figure 4.3-2.,
"FSIS End-to-End Simulation Processes", are connected into a network using the Process
Index (PI) as a sequence identification mechanism for tracking protocol flow. The
processes are aligned with the major communication components depicted at the top of the
page. Figure 4.3-3., "FSIS Simulation Communication Components and Model
Processes Racetrack", lists all the simulation processes along with their PI numbers. The
reference numbers are keyed to the text in this section that provide more detail about both
the communication components and the processes. The FSIS simulation architecture
statistics include:
4 types of major Communication Components
16 types of simulation modules (processes)
77 process indexes
4.8 factor of software reuse (77 / 16)
For the ISiS architecture, nine major communication components are connected by
eight interfaces. Figure 4.3-4., "ISIS Simulation Communication Components", shows
the ISDN Telephone, ISDN Satellite Terminal Adapter, VSAT Satellite Terminal, the FSIS
Satellite, and the Master Ground Station connected by the S-Interfaces, U-Interfaces, and
Propagation. Figure 4.3-5., "ISIS End-to-End Simulation Processes", are connected into
a network using the Process Index (PI) as a sequence identification mechanism for tracking
protocol flow. Figure 4.3-6., "FSIS Simulation Communication Components and Model
Processes Racetrack", lists all the simulation processes along with their PI numbers. The
reference numbers are keyed to the text in this section that provide more detail about both
the communication components and the processes. The ISIS simulation architecture
statistics include:
5 types of major Communication Components
18 types of simulation modules (processes)
109 process indexes
6.0 factor of software reuse (109 / 18)
The commonality factor between the ISIS and FSIS architectures is 89% (16 common
modules of 18 modules). The following sections describes each of these ISIS and FSIS
communication components in terms of their implementing modeling processes.
4.3.1 ISiS and FSIS Satellite Communication Component
The advanced ISDN communications satellite design under the NASA SCAR Program
uses as its design starting point an ISDN switch in orbit. A user of the ISDN satellite
requests services using ISDN protocols. These ISDN protocols are routed to the satellite
via the VSATs and ISTAs. Depending on the communication satellite design, ISIS or
FSIS, these ISDN protocols processed differently.
For FSIS, the ISDN satellite operations are modeled by an uplink receiving antenna
(RxAnt 30) and receiver (Rx 30) that are connected to the on-board ISDN order-wire
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8 T044 SIM RUN FSISRACE.WK3 Match 17, 1992
Comm Component: Process Model Model
Para # 4.3.5 Index (PI) Processes: FSIS Rpt Processes:
ISDN Tel p_#1 I ISDNO (Tel) 4.4.5 ISDNO (Tel) 77
2, I Q.931U (User) 4.4.11 Q.931U (User) ^ 76
3 v Q.921U (User) 4.4.1o Q.921U (User) I 75
4 1430U 4.4.3 1430U I 74
4.3.7 5 SIF 4.4.14 SIF 73
4.3.4
ISTA 6 1430N 4.4.3 1430N 72
7 1431U 4.4.4 1431U 71
4.3.8 8 UIF 4.4.17 UIF 70
4.3.3
VSAT 9 I 1431N 4.4.4 1431N 69
10 I VSATO (OW) 4.4.18 VSATO (OW) ^ 68
ll V TX (30) 4.4.12 Rx (20) I 67
]2 TxAnt (30) 4.4.13 RxAnt (20) I 66
4.3.6 13 Propa (30) 4.4.9 Propa (20) 65
4.3.1
FSIS ISDN 14 RxAnt (30) 4.4.16 TxAnt (20) 64
Comm Satellite 15 RX (30) 4.4.15 Tx (20) 63
PouBypau 16 FSISO (OW) 4.4.2 FSISO (OW) 62
17 Q.921N (Network) 4.4.1o Q.921N (Network) 6]
18 Q.931N (Network) 4.4.11 Q.931N (Network) 60
191 ISUP 4.4.6 ISUP * 59
CC/R,,Ugt/R,,AUoc 20 I FSISP (Proc) BCh 4.4.1 FSISP (Proc) I 58
21 v ISUP 4.4.6 ISUP I 57
2.2, Q.931N (Network) 4.4.11 Q.931N (Network) 56
23 Q.921N (Network) 4.4.1o Q.921N (Network) 55
PossBy_ss 24 FSISO (OW) 4.4.2 FSISO (OW) 54
25 Tx (20) 4.4.12 Rx (30) 53
26 TxAnt (20) 4.4.13 RxAnt (30) 52
4.3.6 27 Propa (20) 4.4.9 Propa (30) 51
4.3.3
VSAT 28 RxAnt (20) 4.4.16 TxAnt (30) 50
29 I Rx (20) 4.4.15 Tx (30) ^ 49
30 I VSATOW 4.4.18 VSATOW I 48
31 v 1431N 4.4.4 1431N [ 47
4.3.8 32 UIF 4.4.17 UIF 46
4.3.4
ISTA 33 1431U 4.4.4 1431U 45
34 1430N 4.4.3 1430N 44
4.3.7 35 SIF 4.4.14 SIF 43
4.3.5
ISDN Tel 36 1430U 4.4.3 1430U 42
37 [ Q.921U (User) 4.4.10 Q.921U (User) ^ 41
38 I Q.931U (User) 4.4.11 Q.931U (User) I 40
39 V ISDND (Tel) 4.4.5 ISDND (Tel) I
Figure 4.3-3. FSIS Simulation Communication Components and Model Processes Racetrack
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_ S_1MRUN ]SISRACP WE3 M=w.k 17, 1992
Carom Compem¢_ Protein Model Mod=i
P_t # 4.3.5 Index (P_/ Pmoeuet Sire Rpt ProcemeE Fl
ISDN Tel I I ISDNO (Tel) P=.,, 4.4.5 ISDNO (Tel) 109
z I Q.931U (User) 44.u Q.931U (User) ^ 108
3 v Q.921U (User) 44.1o Q.921U (User) I |07
4 1430U 4.4.3 1430U I i06
4.3.7 5 SIF 44J4 SIF ]05
43.4
ISTA 6 1430N 4.4.3 1430N ]o4
7 1431U 4.44 1431 U ]03
43s s UIF 4.417 UIF 102
43.3
VSAT 9 I 1431N 4.4.4 1431N 101
]0 I VSATO (OW) 4.4.n VSATO (OW) ^ loo
11 v Tx (30) 4.4.,2 Rx (20) I 99
12 TxAnt (30) 4.4.13 RxAnt (20) { 98
4.3.6 ]._ Propa (30) 4,4.9Propa (20) 97
4.3.1
'" iSlS lSDN ]4 RxAnt (30) 4,4,16 TxAnt (20) 96
CommS=,lli:e 15 RX (30) 44.|5 Tx (20) 95
P,,a,_,,, 16 t ISISO (OW) 44.2 ISISO (OW) ^ 94ii .+. 17 } ISISP (Proc) BCh 44.= ISISP (Proc) { 93
Po-Sm,-- 18 V ISISO (OW) 44: ISISO (OW) I 92
19 TX (20) 4.4.,2 RX (30) 91
, 20 TxAnt (20) 44.|3 RxAnt (30)
4.3.6 21 Propa (20) 4.4.9 Propa (30) s9
432
M_cterGround 22 RxAnt (20) 44,6 TxAnt (30)
StalionMG$ 23 RX (20) 44,s Tx (30) 87
/',, aj..==: 24 MGSO (OW) 447 MGSO (OW) 86
25 Q.921N (Network) 4.4.|0 Q.921N (Network) 85
26 Q.931N (Network) 4.4.|| Q.931N (Network) 84
Z7 I ISUP 4.4.6 ISUP ^ s3
cc,,.._,_..,.,.,o+- 2s I MGS (Proc) 4.4.$ MGS (Proc) I 82
29 v ISUP 4.4.6 ISUP l 81
30 Q.931N (Network) 4.4.11 Q.931N (Network) 80
31 Q.921N (Network) 4.4.1o Q.921N (Network) 79
P°. e_,, 32 MGSO (OW) 4.4.7 MGSO (OW) 7S
33 Tx (30) 4.4.]2 Rx (20) 77
34 TxAnt (30) 4.4.]3 RxAnt (20) '76
4.3.6 35 Propa (30) 4.4.9 Propa (20) "/5
4.31
a6 44.16 TxAnt (20) 74
37 4.4.15 Tx (20) 73
38 { 4.4.2 ISlSO (OW) ^ 72
39 I BC-"h 4.4.l ISISP (Proc) I 71
4o v 4.4.2 ISlSO (OW) I 7o
41 44+12 Rx (30) 69
42 4413 RxAnI (30) 68
4.3.6 43 Propa (20) 4.4.9 Propa (30) 67
4.3.3
VSAT 44 RxAnt (20) 4.4.|6 TxAnt (30) 66
45 I Rx (20) 4.4.,5 Tx (30) ^ 65
46 I VSATOW 4.4,|$ VSATOW I 64
47 V 1431N 4.4.4 1431N I 63
4.3.8 48 UIF 4417 UIF 62
434
ISTA 49 1431U 4.4.4 1431U 61
50 1430N 443 1430N 60
43.7 51 SIF 4.4.14 SIF 59
43.5
ISDN Tel 52 1430U 4.4.3 1430U 58
53 I Q.921U (User) 4.4.10 Q.921U (User) A 57
54 I Q.931U (User) 4.4.|] Q.931U (User) I 56
55 v ISDND (Tel) 4.4.5 ISDND (Tel) I
Figure 4.3-6 ISIS Simulatioa Communication Component= and Model Processes Racetrack
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the ISDN satellitedownlink or routesthem through the protocol conversion modules:
0921N, Q931N, and ISUP to the on-board protocolprocessor(FSISP). The FSISP acts
on allprotocol messages destined for thissatellite.Reply protocol messages follow a
reverseprotocolexcursion back totheirdestination.The ISDN downlink ismodeled by a
downlink transmitter(Tx20) and an associateddownlink transmittingantenna (TxAnt20).
Both thedownlink and uplinkpropagationaremodeled by propagation(Prop)process that
delays these protocol messages as a function of distancebetween the satelliteand the
ground terminal.
For ISIS, the ISDN satelliteoperations are modeled by an uplink receiving antenna
(RxAnt 30) and receiver(Rx 30) thataxe connected to the on-board ISDN order-wire
processor (ISISO). See Figure 4.3-4. The ISISO eitherroutesthe protocol messages to
the VSAT satellitedownlink or to the MGS satellitedownlink. The MGS actson all
protocol messages destinedfor thissatellite.The ISIS on-board processing actson the
commands form the MGS to switch the allocatedB-channels as directedby order wire
commands. Both the VSAT and MGS downlinks arcmodeled by a downlink transmitter
(Tx20) and an associateddownlink transmittingantenna (TxAnt20). Both the downlink
and uplink propagation axe modeled by propagation (Prop) process thatdelays these
protocolmessages as a functionof distancebetween the satelliteand therespectiveground
terminal.
4.3.2 Master Ground Station (MGS) Communication Component
The ISDN Master Ground Station(MGS) serves as the ground based ISDN protocol
analysisand decisioncomponent for satellitenot capable of performing these functions.
The MGS operationsaremodeled by adownlink receivingantenna (RxAnt 20) and receiver
(Rx 20) that are connected to the ground based order wire processor (MGSO). See Figure
4.3-4. The MGSO either routes the protocol messages to the ISDN satellite uplink or
routes them through the protocol conversion modules: Q921N, Q931N, and ISUP to the
ground based protocol processor (MGSP). The MGSP acts on all protocol messages
destined to it.. Reply protocol messages follow a reverse protocol excursion back to their
destination. The MGS uplink is modeled by an uplink transmitter (Tx30) and an
associated uplink transmitting antenna (TxAnt30). Both the downlink and uplink
propagation are modeled by propagation (Prop) process that delays these protocol
messages as a function of distance between the satellite and the MGS.
4.3.3 VSAT Communication Component
The VSAT user terminal represents the ISDN user entry into the ISDN communications
satellite. For both the ISIS and FSIS architecture, the VSAT is generic terminal capable of
converting I431 protocol to uplink signals and converting downlink signals to I431
protocol. The VSAT connects the user with U-interface and connects to the ISDN satellite
with a propagation (Prop) interface. As such the VSAT represents the exchange
termination (ET) for the user. The VSAT converts ISDN protocol messages into TDMA
uplink signals in one direction and converts the downlink signals to ISDN protocols in the
other direction.
The VSAT operations are modeled by a TDMA downlink receiving antenna (RxAnt20) and
receiver (Rx20) that are connected to the VSAT order-wire processor (VSATO). The
VSATO translates all downlink signals into 1431 protocols messages. The I431 process
provides the 1,544 kbps primary rate ISDN interface at the U-interface level.
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The VSAT TDMA uplink operationsare modeled in similar manner to convert ISDN
protocols to uplink signals. The ISDN protocols come to the I431 process via the U
interface. The VSATO converts the 1431 protocol into a TDMA format for uplink
transmission via Tx30 and TxAnt30 to ISDN communications satellite. Both the downlink
and uplink propagation are modeled by the propagation (Prop) process that delays the
protocol messages as a function of distance between the satellite and the VSAT.
4.3.4 ISDN Satellite Terminal Adapter (ISTA) Communication Component
The ISDN satellite terminal adapter (ISTA) represents the user's NT2 and NT1 connection
between the user at the S-interface and the exchange termination (ET) at the U-interface. It
represents protocol conversion necessary for aggregating a number of BRI services in a
PRI link for ultimate translation into a TDMA uplink. For a downlink the ISTA also
converts a PRI connection into a BRI service connections.
The ISTA operations are modeled by a Layer 1, physical protocol conversion process
(1430) process at the S-interface. These protocols are converted up and down the PSI
layers to match the S-interface BRI protocols to the U-interface PRI protocols. The
translation process converts 1430 protocols into 1431 protocols in the S-interface to U-
interface direction. The reverse sequence of processes models the U-interface to S-
interface direction.
4.3.5 ISDN Telephone User Communication Component
For the FSIS Network Model the ISDN telephone represents the source and sink of all
ISDN call connections. The off-hook and on-hook conditions are used as a starting point
for the call connection protocol sequences that are converted along the PSI layer chain to
the S-interface of the network termination (NT).
The ISDN Telephone operations are modeled by a human interface process (ISDNO and
ISDND) that provides the on-hook and off-hook conditions. The ISDNO process act as
originator of the Layer 3 protocol sequence using the Q931 messages that are converted
down the PSI layers by the Q931, Q921 and I430 processes to S-Interface signals. That
sequence is triggered by the initiating Request and Terminating events on the STF. The
ISDND process represents the destination user in the same way as ISDNO portrays the
originator. The reverse sequence of protocol processes models the S-interface to ISDND
direction.
4.3.6 Propagation Communication Component
Both the downlink and uplink propagation in both ISIS and FSIS architectures account for
the time delay experienced by a signal as it propagates between the ISDN satellite and any
ground terminal. A significant amount of time is spent in signal propagation. Propa.gation
is modeled by a single propagation (Prop) process that delays the signal as a function of
distance between the satellite and the ground terminal. That distance depends on the
satellite orbit and topology and the terminal distribution. These propagation distance
changes as a function of time, origin and destination. For a particular simulation these
satellite to earth station distances may pre-calculated and stored as part of the City array or
calculated on a call by call basis.
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4.3.7 S-Interface Communication Component
The S-interface component provides the BRI connectivity between the ISDN user and the
ISTA. This connection is similar to most wiring configuration which can be used to
connect to an NT. These configurations can be divided into three types:
A single installation where only one terminal is connected to an NT
A multi-terminal installation where several terminals are connected to an
NT1 via a passive bus
A multi-terminal installation where several terminals are connected to an
NT1 or an N12 in a star configuration
At the outset both the ISIS and FSIS architecture uses a single point installation between
the ISDN Telephone and the VSAT. This allows the use of up to 1000m of cable to assure
maximum of 6 dB attenuation at 96 kHz. This cable length will provide a signal round trip
delay of 10 to 42 microseconds from the transmitter to the receiver.
The S-interface is modeled by a single process (SIF) that delays the message as a function
of the round trip delay. For both the ISIS and FSIS Network Model all protocol messages
axe sent on the D-channel and therefore have a constant delay once the D-channel contention
has been resolved.
4.3.8 U-Interface Communication Component
The U-interface component provides the transfer of information that takes place on the two
wire circuit between the ISTA and the VSAT. For both the ISIS and FSIS architecture
echo cancelling is used. Echo cancelling is characterized by simultaneous transmission in
both direction, full duplex, elimination of echo, and a bit rate of 160 kbps. The 144 kbps
are used for the 2B+D BRI information and the other 16 kbps is used for synchronization,
operations, and maintenance.
The U-interface is modeled by a single process (UIF) that delays the messages as a
function of its BRI rate. For both the ISIS and FSIS Network Model all protocol messages
are sent on the D-channel and therefore have a constant delay.
4.4 ISIS and FSIS Simulation Processes
This section describes the software simulation processes that make up the communication
components of both the ISIS and FSIS Network architectures. Their use in the ISIS and
FSIS end-to end simulation processes diagram depicted in Figures 4.3-5 and 4.3-2,
respectively. These processes are the software modules that implement the communication
functions being modeled. As indicated above, each of these processes/modules is re-used
in a number of the communication components that make up the ISIS and FSIS Network
Models. The same description format is used in order to provide a direct comparison
between the processes.
4.4.1 ISDN Protocol Process -- ISISP/FSISP
The ISDN Protocol Processor process accepts ISUP command messages; takes the
appropriate call control action of assigning and relinquishing B-channel resources; sends
appropriate ISUP status messages. It also blocks calls when resources are not available
and generates call retries.
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4.4.2 Order Wire Process -- ISISO, FSISO
The Order Wire Process accepts TDMA signals from the VSAT via the uplink receiver
(Rx30) and converts them to ISDN basic access frames and routes them to the Q921
process. The protocol conversion process continues up the the Q931 and ISUP layers to
the ISDN Protocol Processor (FSISP). On the other side the ISISO, FSISO and MGSO
processes accepts ISDN basic access frames from the Q921 process, convert them to
TDMA signals and mutes them to the satellite downlink transmitter.
4.4.3 I430 Process
The 1430 process is based on the CCITT Recommendation 1.430. Basic User Interface -
Layer 1 Specification. for the point-to-point operation at Layer 1 for a single transmitter
(source) and receiver (sink) are active at one time. The nominal transmitted bit rate at the
interface is cited as 192 kbps in both direction of transmission. The activation/deactivation
sequence shown in Figure 4.4.3-1, "Layer 1 Protocol Activation/Deactivation" will be
used. The processing of associated management primitives is reserved for future
impleraentations. The 1430 process will propagate all higher layer messages without error
to and from the S-interface via the Info3 and lnfo4 transmissions in F7-Activated and G3-
Active states.
4.4.4 1431 Process
The 1431 process is based on the CCITr Recommendation 1.431. Primary_ Rate User-
Network Interface - Laver 1 Specification. for the point-to-point operation at Layer 1 for a
single transmitter (source) and receiver (sink) are active at one time. The nominal
transmitted bit rate at the interface is cited as 1544 kbps in both direction of transmission.
The interfaces for the primary rate user-network interface is active at all times. No
activation/deactivation are applied to the interface. The F1-Operational State and the G1-
Operational State are assumed to be active. The other fault condition states are left for
future implementations.
4.4.5 ISDN Telephone Process -. ISDNO, ISDND
The ISDN Telephone process is based on human interface that requests and terminates
ISDN telephone calls. The ISDNO process acts as a source by generating a Layer 3
protocol sequence that triggers the Q931 process. The timing and content of these initiating
messages are obtained from the scenario traffic file (STF).
4.4.6 ISUP Process
The ISUP process provides its end-user with the capability to establish, supervise, and
terminate basic bearer services. As currently defined, the ISUP is restricted to 64 kbps
switched connections. The message structures and functional procedures for carrying out
ISUP tasks are given in CCrlT Recommendations Q.730, Q761 to Q.764, and Q.766.
For the FSIS Network Model, the ISUP functions are performed within the ISDN Satellite.
For ISIS the ISUP functions are performed by the MGS.
4.4.7 MGS Order Wire Process -- MGSO
The Mission Ground Station (MGS) order wire process accepts TDMA signals from the
ISIS satellite downlink receiver and converts them to ISDN basic access frames and routes
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and ISUP layers to the ISDN Protocol Processor (MGSP). On the other side, the MGSO
process accepts ISDN basic access flames from the Q921 process, convert them to TDMA
signals and routes them to the ISIS satellite uplink transmitter (Tx30).
4.4.8 MGS Processor Process
The Mission Ground Station (MGS) ISDN Protocol Processor process accepts ISUP
command messages; takes the appropriate order wire call control action of assigning and
relinquishing B-channel resources; sends appropriate ISUP status messages.
4.4.9 Propagation Process
The Propagation (Prop) process models all space propagation aspects for both the ISIS and
FSIS Network Model. The distance between transmitter and receiver reduces the amount
of energy (SigPropEnergy) available at the receiver. The weather conditions also affect the
SigPropEnergy and are included in this Prop process. The notation "**" is used to
represent 20Ghz, 30Ghz, or other frequencies as appropriate.
4.4.10 Q921 Process
The Q921 process provides data link peer-to-peer exchange of information of the Link
Access Procedures on the D-channel, LAPD. The CCITT Recommendation 0.921. ISDN
User-Network Interface - Data Link Layer Specification provide a description of the
procedures and function of LAPD. This LAPD protocol is used in the IDSNO and
ISDND, ISTA, and the VSAT communication components to assure error free peer-to-peer
protocol message exchanges in the D-channel.
4.4.11 Q931 Process
The Q931 process provides procedures for establishing, maintaining, and clearing network
connections at the ISDN user-network interface. Messages are exchanged over the D-
channel. The CCITT. Recommendation O.931. ISDN User-Network Interface Laver 3
Specification for Basic Call Co_ltrol provide a description of the procedures and functions.
For the ISIS Network Model this Q.931 protocol is used in the ISDN0, ISDND, ISTA,
and the VSAT communications component to assure error free peer-to-peer protocol
message exchanges in the D channel. The Q931 protocol implementation is described in
Appendix D. "0.931 Protocol Simulation".
4.4.12 Rx ** Process
The Rx** process models all receivers of both the ISIS and FSIS Network Architectures.
The "**" notation is place holder for 20Ghz, 30Ghz, or other frequencies that represent the
downlink and uplink frequencies of the Network Models. The receivers have a sensitivity
parameter that set the energy values below which a signal is not accepted. For signal
energy below the receiver sensitivity the whole message is consider loss. That message is
logged to the MSave file as a lost message together with the time/subsystem that failed it.
The message is not propagated.
4.4.13 RxAnt ** Process
The RxAnt** process models all receiver antennas of the FSIS Network Model. The "**"
notation is place holder for 20Ghz, 30Ghz, or other frequencies that represent the downlink
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and uplink frequenciesof the ISIS or FSIS Network architectures.The receiverantennas
have a number of pararnctersthatreflectitsdesign. RxAnt**BW representsthe antenna
beam; RxAnt**G sets the antenna gain; RxAnt**Lat and RxAnt**Lon indicate the antenna
subpoint location; RxAnt**Dwell represents the antenna dwell time at a location;
RxAnt**HopFreq represents its hop frequency; and RxAnt**Scan provides the antenna
scan rate. To be received by the corresponding receiver the transmitted energy must
coincide with all these antenna parameters.
4.4.14 SlF Process
The SIF process models the S-interfacebetween the userISDN Telephone and the ISDN
SatelliteTerminal Adapter (ISTA). For the FSIS Network Model, the SIF Process
providesbasicrateISDN (BRI) connectivityforthe1.430Basic Access Frames.
4.4.15 Tx ** Process
The Tx** process models all transmitters of the FSIS Network Model. The "**" notation
is place holder for 20Ghz, 30Ghz or other frequencies that represent the ISIS and FSIS
downlink and uplink frequencies. The transmitters are modeled as isotropic radiators that
added to the signal being transmitted with SigPropEnergy value. This value is mitigated by
the TxAnt**, propagation (Prop) and RxAnt** processes, and finally used by the Rx**
process to accept the message..
4.4.16 TxAnt ** Process
The TxAnt** process models all transmitter antennas of the FSIS network Model. The
"**" notation is place holder for 20Ghz, 30Ghz or other frequencies that represent the ISIS
and FSIS downlink and uplink frequencies. The transmitter antennas have a number of
parameters that reflect its design. TxAnt**BW represents the antenna beam; TxAnt**Gain
sets the antenna gain; TxAnt**Lat and TxAnt**Lon indicate the antenna subpoint location;
TxAnt**Dwell represents the antenna dwell time at a location; TxAnt**HopFreq represents
its hop frequency; and TxAnt**Scan provides the antenna scan rate. To be received by the
corresponding receiver antenna, the transmitted antenna energy must coincide with all these
antenna parameters.
4.4.17 UIF Process
The UIF process models the U-interface between the ISDN Satellite Terminal Adapter
(ISTA) and the VSAT. For the FSIS Network Model, the UIF process provides primary
rate ISDN (PRI) connectivity for the 1431 signals.
4.4.18 VSAT Order Wire Process
The VSAT Order Wire process accepts ISDN Basic Access Frame and converts them to
TDMA Signal and conversely.
4.5. ISIS/FSIS Simulation Run (SimRun) Outputs
All the selected display data are updated throughout the simulation execution as the call
setup and call termination processes are activated. When selected, the histogram continually
plots the call requests as function of time providing excellent visibility into the scenario
evolution. In the minimal graphics mode only the percent of simulation completeness is
displayed.
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4.5.1 Run-time Z-Chart Display
The Z-Chart Trace plots the output showing the migration of the "Rqst" and "Term"
protocols through the set-up and termination processes. The Z-Chart ordinate represent the
Process Index (PI) number associated with each communication function/process. The
time elapsed within each communication function (PI) is plotted along the abscissa. The
result is a time history trace of communication processes activated as a function of time it
took for them to perform their respective functions.
In relation to the Z-Chart Trace the simulation progress from process to process is depicted
as a time-line constantly edging towards increasing time. The longer times are associated
with propagation and are plotted as long steps among more evenly spaced inter-process
steps. The call connection (Rqst) display is depicted as a number of line segments
connected by long steps representing all the VSAT/ISDN Satellite propagation links used in
the call setup procedures. The "Seconds of Day" window in the output graphic displays
the exact time down to millisecond of the data being plotted on the Z-Chart Trace graphic.
4.5.1 Run.time Bearer Services Display
Bearer services are displayed as their resources are allocated and deallocated for the circuit
switched 64 Kbps (CS64), circuit switched 128 Kbps (CS128), X.25 access on the D-
Channel (DX25), B-Channel Frame Relay (BFR) and telemetry (TLM).
Call status are displayed in terms of number of total calls attempted, the number of calls in
the call reference buffer, the number of calls blocked, and the percentage of calls blocked.
As mentioned above, the MSave file, when selected, provides the principal post simulation
data for analyses. These data are read directly by the ProGen program and combined into a
single MSave for analysis.
4.6 ISIS/FSIS Product Generation (ProGen) Outputs
The FSIS Build 3 ProGen outputs consist of six data files: MSavelnt.DAT,
MSaveTxt.DAT, ZChart.DAT, CallData.DAT, ThruPut.DAT, and RespTime.DAT. These
products apply equally well for both the ISIS and FSIS architectures. Each data file is
generated under menu control within the ProGen software for both ISIS and FSIS.
4.6.1 MSave Integer Data
The MSavelnt.DAT file is a single file containing selected MSave##.DAT files generated
by the SimRun Program. These original MSave flies were saved in smaller increments to
save on array space within SimRun software. But, for ProGen, the MSave data are more
easily analyzed using a single combined MSave file.
4.6.2 MSave Text Data
The MSaveTxt.DAT file consists of the identical data as the MSavelnt.DAT. The "Int"
version contains the integer values generated by the SimRun software. Whereas, the "Txt"




The ZChart.DAT file is a matrix of MSaveTxt.DAT data plotted to show the protocol
interactions among the various protocol entities as a function of time. Three of these Z-
Charts have been plotted to show the variation of protocol interactions that result from a
blocked call, a call connection and a call disconnection. The are described in
"Description of Z Chart Trace".
4.6.4 Call Data Product
The Call Data Product, CallData.DAT, consists of a tabular representation on a call by
call basis. The Call Reference Number, Request Time, Blocked Time, Connection Time,
Disconnect Request Time, Disconnect Time and Bearer Service axe read from the MSave
data. The Call Duration is calculated from the Call Connect Time and Call Disconnect Time
in seconds. This Call Data Product provides a quick view of the simulation results. It is
used a sanity check of the scenario; a quick estimate of the traffic duration; and a view of
the blocked traffic and its recovery. The Call Data Product for both the STF01.DAT and
STF06.DAT scenarios are described in Appendix F. "Basic ISDN Satellite Call Data
4.6.5 Response Time Product
The Response Time Product, RespTime.DAT, consists of a tabular representation on a
call by call basis. The Call Reference Number, Request Time, Blocked Time, Connection
Time, Disconnect Request Time, and Disconnect Time are read from the MSave data. The
Connection Response Time and the Disconnection Response Time are calculated from the
Call Request Time and the Call Connect Time, and the Disconnect Request Time and Call
Disconnect Time in milliseconds, respectively.
This Response Time Product provides a view of the both these response times on a call by
call basis. For the present FSIS model the results are identical for all calls and all scenarios
due to the fixed delays associated with each communication process being presently
models. These times fall within each respective protocol timer and thereby provide the first
order viability for ISDN satellites even in geosynchronous orbits. The Response Time
Product for both the STF01.DAT and STF06.DAT scenarios are described in
G. "ISDN Satellite Response Time Product".
4.6.6 Throughput Product
The Throughput Product, ThruPut.DAT, displays the change in ISDN throughput
bandwidth as a function of the allocation of ISDN satellite communication resources. The
Throughput display consists of CallREf#, Simulation Time, Bearer Service, Action,
Throughput (Kbps), Number of D-Channels in use, and Number of B-Channels in use.
This Throughput Product provides a view of the simulation throughput results. It provides
the ability to track the ISDN satellite throughput as a function of time; provides estimates of
the peak traffic; and provides visibility into the satellite quiet periods.
All these files can displayed under menu control and are also capable of being output to a
printer using Word Perfect® 5.1. These data and products will serve as the bases for
further ISDN communication satellite analyses. The throughput data can be plotted using






This Simulator Development task completion report presented the complete end-to-end
protocol architecture for both ISIS and FSIS suitable for discrete event simulation. The
simulation processes are applicable to both the the Interim Service ISDN Satellite (ISIS)
and the Full Service ISDN Satellite (FSIS). The ultimate aim of this aspect of the SCAR
Program is the design of a new advanced ISDN communications satellite. The technical
and operational parameters for this ISDN advanced communications satellite design will be
obtained by exercising engineering software models of the major subsystems of the ISDN
communications satellite architecture. Discrete event simulation experiments will be
performed with these ISIS and FSIS models using various traffic scenarios, technical
parameters, and operational procedures. The data from these simulations will be analyzed
using the performance measures discussed in previous NASA SCAR reports.
5.2 Review
After an introduction that provided the background and scope of this NASA SCAR
Program, the use of modeling and simulation to determine the parameters for the advanced
ISDN communications satellite design was presented. An overview of the modeling and
simulation tasks included a brief description of the software programs for the effort.
Section 3 discussed the SCAR simulation development and methodology used to determine
the design parameters for the SCAR advanced ISDN communications satellite design.
Particular attention was given to the comparison between the ISIS and FSIS simulations
since over 80% of the software modules will be re-used between them. The two main
sections of this task completion report are Section 4.3, Simulation Structures, which
include a descriptions of both ISIS and FSIS architectures down to the process level and
Section 4.4, Simulation Processes, which provides a detail description of each process.
Several appendices are included to provide more details on the Scenario Traffic File (STF),
Process Array Structure, the Traffic Model Database, the Q.931 Protocol Simulation, the
Measurement Save (MSave) file, and the products of: ISDN Satellite Call Data, ISDN
Satellite Response Time, ISDN Satellite Throughput, and Z-Chart Trace..
5.3 Continuing Efforts
The research in the simulator development task has been satisfactorily completed and the
results are capable of supporting the NASA SCAR Program. The implementation of the
FSIS Network architecture into SIMSCRIPT 11.5 code has resulted into the delivery of
three software builds: FSIS Build 1, FSIS Build 2, and FSIS Build 3. The benefits
associated with the development of the ISIS architecture has been discussed in several
Technical Program Reviews and will most likely be refined as part of Option II. As shown
in Figure 5.3-1, "Typical ISDN Configuration with ISIS, FSIS, and BSIS Overlay", the
ultimate goal is to assure that ISDN communication satellites are a viable component option











































Scenario Traffic File (STF) Structure
Two copies of the STFs used in FSIS Build 3 are provided in this appendix. STF01.DAT
depicts a single B-Channel, CS64, request scenario of 3 minute calls between Washington
DC and Los Angeles CA from 1601 seconds-of-day until 39631 seconds-of-day. Nearly
200 hundred call requests are made over this period of ten hours. The accompanying
histogram shows the traffic scenario structure.
STF06.DAT depicts an all bearer services: CS64, CS 128, DX25, BFR, and TLM scenario
between Washington DC and Denver CO from 137 seconds-of-day until 36013 seconds-
of-day. Over 1100 hundred call requests are made over this period of ten hours. The
accompanying histogram shows the traffic scenario structure.
The STF is a sequence of records that reflects the actions of an input ISDN
communications scenario. Each STF record represents a call request, "Rqst", and a call
termination, "Term", in the scenario sequence. The STF is a time ordered list of these
Rqst/Term events that is presented to the discrete event simulation as initiating events for a
particular scenario. This STF list is read by the SIMSCRIPT 11.5 discrete event simulation
program by an external process. The external process, called STF, activates the initiating
protocol requester process ISDNO - ISDN Originator. That protocol is passed from
process to process being analy.zed and acted upon along the way. For FSIS Build 3, a
single STF initiating event acuvates over 200 internal events for every "Rqst" event and
100 internal events for every "Term" event when the call is connected. If a call is blocked
(125 internal events), the FSISP process uses retry algorithm that adds 1 minute to both
the call Rqst and Call Term times before it re-activates the call Rqst.
Even though only four fields are visible in the STF presented in this appendix, five fields
actually make up each record of the STF. The first field "STF" is used by SIMSCRIPT
11.5 to identify it as the external file it belongs to. Since process STF is the external
process reading this file, this "STF" field must precede each record.
The second field "1601." of the first record is a real variable representing the simulation
time in seconds. The action of the external process STF is to activate process ISDNO at
that time as part of the simulation.
The next six characters after the decimal point form the Call Reference Number for that
event record. The Call Reference Number uniquely identifies the service being requested
and is used for every action concerning the call. The I6 format blanks leading zeroes and
the following field, which is also I6, blends into the Call Reference Number making look
like a single number. The first 8 records in the STF presented have the following Call
Reference Numbers:
94, 95, 96, 97, 98, 99,1,100
The next field is a combination of a number of integer sub-fields. The field:
115224







1:: CS64 meansa singleB-Channel,64Kbps
2 :: CS128meanstwo B-Channels,128Kbps
3 ::DX25 meansusesexistingsignalchannel,
D-Channel,16Kbps
4 :: BFRmeanB FrameRelayuses
two B-Channels,128Kbps




24 represents the destination city identification
with scenario generation. 24 = Los Angeles
The last field, 1860., represents the termination time for the call in seconds-of-day. If the
call request is successfully connected then this Term time is used to activate a call
termination sequence using that value of time.
The Term time is derived from the Traffic Model database known as SCAR Database 5.
shown in this appendix. The Term time for "Voice" applications is given in minutes. That
value is used for the Scenario Generation, ScenGen, software to randomly pick a Term
time about that value. For the other applications message length in KiloByte per seconds.
For those applications the equivalent B-Channel time is calculated, randomized, and used
as the Term time. If the application is used in other than a single B-Channel link, the FSIS
Processor, FSISP, adjusts the Term time accordingly.
The first record of the STF is decoded as follows:
Request a single B-channel from Washington DC to Los Angeles
seconds-of-day ( 26min 41sec after mid-night)
using Call Reference Number #94, and
at 1601
Terminate the service associate
with Call Reference Number #94.
at 1860 seconds-of-day ( 31min 00sec after mid-night).
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Process Array (ProcAr) Structure
A copy of the ProcAr used in FSIS Build 3 is provided in this appendix.
The procAr is a matrix of engineering data that determines all the parameters associated
with the discrete event simulation. Each row of the ProcAr represents parameters
associated with the Process Index (PI) identified in the first element of that row. Up to 9
parameters can be associated with each PI.
Since PI's represent a diversity of communication functions, such as protocol analysis,
receiving, transmitting, allocating, each row consists of a diversity of technical parameters.
For protocol analysis such parameters as timer values, state number are important. For the
receiving function such things as receiver threshold, noise figures, BER are meaningful.
For the transmitting the functions of power gain and transmitting frequency play an
important part. In essence, each record has parameters that pertain exclusively to that PI.
For example, only one software module is used for the receiving function, Rx. But that
receiving function takes on the characteristic provided by the ProcAr record values for the
PI position it is model. It uses difference values for a 20GHz receiver than it does for a
30GHz receiver. ProcAr technical parameters for a space based transmitters and ground
based transmitters will be determined by the PI position they play in the simulation.
The first column of the ten column ProcAr shown in this appendix contains the PI number.
The second column shows the delay time, in milliseconds, required for that PI to perform
all its tasks. Of particular interest is the value 57 for PI's: 13, 27, 51, and 65 actually
represents 5.7 msecs per 1000 miles of propagation distance. Those PI's use the
propagation process that multiplies this value by the distance in miles between a particular
transmitter and receiver combination. For FSIS Build 3, that distance value was calculated
for each transmitted signal using the coordinates of the transmitting city and the location of
a geo-synchronous satellite at 94 degrees west (-94) long.itude at the the equator and a
22,000 mile altitude. These satellite parameters are determine by PI--78 in procAr matrix.
A number of entries in ProcAr include the power losses, antenna gains, and receiver
thresholds were obtained from ACTS data. Timer values were obtained from the CCITT













































































































































































































































































































































































































































































































































































































1 I00 0 0
0 0 0 0
F-Init T3(mse
3 30000 0 0
0 0 0 0
UgInit UgT303 UgT310 UdInit
0 4000 I0000 0
T214 TII4 T714 T614
5 35 5 5
UgInit UgT303 UgT310 UdInit
0 4000 I0000 0
0 0 0 0
F-Init T3(mse
3 30000 0 0
0 0 0 0
G-Init Tl(mse
1 I00 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
F(GHz) P(dBW)
30 66 0 0
F(GHZ) P(dB) BW(deg HR(Mse
30 0 I0 0
F(GHz) P.db/K
30 -96 0 0
F(GHz) P(dB) BW(deg HR(Mse
30 28 40 0
F(GHz) P(dB) T(dBW)
30 50 -7O 0
0 0 0 0
0 0 0 0
NgInit NdT303 NdT310 NdInit
0 4000 I0000 0
0 0 0 0
F(MHz) CRBMx( CRBAv( BChMx(
I0 2 2 5
0 0 0 0
NgInit NdT303 NdT310 NdInit
0 4000 I0000 0
0 0 0 0
0 0 0 0
F(GHz) P(dBW)
20 64 0 0
F(GHZ) P(dB) BW(deg HR(Mse
2O 0 I0 5
F(GHz) P.dB/K
20 -94 0 0
F(GHz) P(dB) BW(deg HR(Mse
2O 3O I0 0
F(GHz) P(dB) T(dBW)























































































































































































































0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
UdT313
4000 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
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APPENDIX C
TRAFFIC MODEL DATABASE DATA
This Traffic Model consists of a number of databases: the City Reference DB, ISDN User
vs Industry DB, Application vs Industry DB, Application vs Time DB, and Application vs
Bearer Services DB.
The "City Reference Database", DB 1, identifies the percentage of ISDN users that are
associated with the population of fifty-four major cities. Due to paucity of specific ISDN
user information this percentage factor will be used as multiplier of population to infer the
number of ISDN users in that region. The geographic coordinates of these of these cities
together with their US time-zone are included in the Traffic Model in order to provide a
sub-point for communications satellite operations. A view of the geographical distribution
of these CONUS Traffic Model Cities is shown in "NASA SCAR Traffic Model".
The "ISDN User vs Industry", DB2, apportions the ISDN traffic among twenty-one
industries. These data permit the scenario selection on an industry-by-industry basis. This
database in used in conjunction with the City Reference Database to further decompose the
ISDN service use in terms of industry affiliation.
The "Application vs Industry Database", DB3, further apportions the industry into
applications of communication services. This added data granularity permits the selection
of scenarios tailored on an application basis. The nine applications are spread across each
of the twenty-one industries on a percentage basis too permit each application to contribute
in a normalized fashion.
The "Applications vs Time Database", DB4, associates daily time-slots for issuing ISDN
service requests on an application basis. These data allows the generation of traffic
distributions that are appropriate to the application being used in a scenario. The hours in a
day are divided into four unequal time slots along the line of a typical work day: 0001-
0800, 0801-1200, 1201-1800, and 1801-2400.
The "Application vs ISDN Bearer Service, Message Length Database", DB5, associates
ISDN bearer services with the selected scenario applications. For this SCAR program the
following ISDN bearer services have been selected: circuit switched (64 kbps and 128
kbps), D-Channel X.25, B-Channel Frame Relay, and Telemetry. This database also
associates the message length and message hold-time with each application. These
message duration values provide a measure of the length of time each ISDN bearer service
is used.
C-1




























































838 21 -157 3.30 -5
227 61 -150 3.10 -4
2,421 47 -122 3.40 -3
1,414 45 -122 3.10 -3
6,042 37 -122 4.00 -3
1,385 38 -121 3.30 -3
13,770 34 -118 4.50 -3
2,370 32 -117 3.30 -3
2,030 33 -112 3.30 -2
1,065 40 -111 3.10 -2
1,858 39 -103 3.10 -2
3,641 32 -100 3.40 -1
1,323 30 -98 3.10 -1
964 35 -97 3.20 -1
3,766 32 -97 3.40 -1
1,575 39 -94 3.10 -1
2,388 44 -93 3.30 -1
2,467 38 -90 3.20 -1
979 35 -90 3.10 -1
1,307 29 -90 3.10 -1
1,572 42 -87 3.10 -1
8,181 41 -87 3.90 0
1,237 39 -86 3.10 0
972 36 -86 3.10 -1
923 33 -86 3.10 -1
967 38 -85 3.10 0
1,728 39 -84 3.20 0
948 39 -84 3.20 0
2,737 33 -84 3.20 0
4,620 42 -83 3.30 0
1,344 39 -83 3.10 0
1,995 27 -82 3.20 0
2,769 41 -81 3.30 0
898 30 -81 3.10 0
971 28 -81 3.20 0
2,284 40 -80 3.20 0
1,112 35 -80 3.10 0
3,001 25 -80 3.30 0
925 36 -79 3.10 0
1,176 42 -78 3.20 0
980 43 -77 3.20 0
3,734 38 -77 3.30 0
844 37 -77 3.20 0
2,342 39 -76 3.20 0
5,963 39 -75 3.80 0
1,380 36 -74 3.20 0
1,068 42 -73 3.00 0
851 42 -73 3.20 0
18,120 40 -73 5.00 0
4,110 42 -71 3.30 0
1,125 41 -71 3.00 0
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Voice(interactive) 2.5 32.0 51.0 14.5 lOO.O
Voice(message) 2.5 32.0 51.0 14.5 zo0.o




52.0 3.0 5.0 40.0 1o0.o
10.0 25.0 30.0 35.0 lOO.O
2.5 32.0 51.0 14.5 lOO.o
Interactive Data 2.5 32.0 51.0 14.5 _oo.o
Transaction 2.5 32.0 51.0 14.5 =oo.o
Teletex 2.5 32.0 51.0 14.5 loo.o
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The Q931 process provides procedures for establishing, maintaining, and clearing network
connections at the ISDN user-network interface. Messages are exchanged over the D-
channel. The CCFI'T Recommendation O.931. ISDN User-Network Interface Laver 3
Specification for Basic Call Control vrovide a description of the procedures and functions.
This protocol like all other protocols will be simulated at the message element level. All
aspects of the protocol necessary set-up and tear-down specific ISDN services will
implemented. The protocols depicted by the Specification Design Language (SDL)
diagrams are converted to initial state in ProcAr matrix. Intervening Q931 protocol
messages change those states until all are activate and the requested ISDN service is
provided..
The principal operations of this ISDN communications satellite model and simulation
revolves around the timely processing Q931 protocols as described in the CCITT "Blue
Book". Figure 4.3-1, "FSIS Network Model Communication Components" and Figure
4.3-4, "ISIS Network Model Communication Components" show the overall structure and
interaction between each communication process for the FSIS and ISIS simulation
implementation. This section focuses on the Q931 processes: Q931U and Q931N, the
origination, ISDNO, and destination, ISDND points, and the on board processor, FSISP.
Figure 8.1. "O931 Protocol Connection SDL Interaction Diagram" and Figure 8.2. "O931
Protocol Disconnection SDL Interaction Diam'am", in this appendix, can be traced directly
to the CCITI" "Blue Book". The origination and destination areas are each represented by
two OSI, Layer 3, Q931 protocol entities - Q931U on the user side and Q931N on the
network side. This results in four site for Q931 protocol states that must be transition for
states U0 and NO to U10 and N10 for call connection and back to U0 and NO for call
disconnects. The exchange of timely protocol Q931 protocol messages accomplish this
action.
For call connection, Figure 8.1 shows an "Off Hook" condition shown as
ProtoMsg=l being converted by Q931U into "SetU Msg" and subsequently being
transmitted to the Q931Ns and FSISP on board the ISDN satellite and ultimately received
by the Q931U and ISDN destination processes. Since, for simulation purposes, the
destination always available, the ISDND responds with a timely sequence of "CalP Msg",
"Alrt Msg" and "Conn Msg" which follow their return paths through the satellite to the
originator. If resources are not available on-board the satellite when it receives the "Conn
Msg", the call is blocked and the prior protocol messages run their course and are
eventually not propagated due time-outs or non-response. When resources are available on
the satellite "Conn Msg" are converted to "ConA Msg" and the requested communication
path is established and dedicated until it is terminated other actions.
For call disconnection, Figure 8.2 shows an "On Hook" condition shown as
ProtoMsg=2 being converted by Q931U into "DConn Msg" and subsequently being
transmitted to the Q931Ns and FSISP on-board the ISDN satellite and ultimately received
by the Q931U and ISDN destination processes. Resources are disconnected at the satellite
upon receipt of the "DConn Msg" but Q931 protocol exchanges continues on both the
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The ISDN destination responds to the "DConn Msg" with a "Rel Msg" that eventually
results in a "RelC Msg" to both Q931 entities on the destination side. Similarly on the
origination side converts the "DConn Msg" into a "RelC Msg" that clears all the circuits
including the D-Channel signalling access.
Figure 8.3. "Major ISDN Satellite Transition Points". in this appendix, shows the major
resource allocations in terms of D and B channel activities and corresponding simulation
status numbers (#). At an initial Rqst a signalling D-Channel is allocated and status is (1).
This assumes one is available, no contention algorithm has been implemented. If the call is
blocked (7) the D-Channel is released (11). Otherwise it remains active for the duration of
call. When a call is connected its status is changed to (8). The initiation of a Term does not
itself affect the connectivity until a the "DConn Msg" reaches the satellite. Then the
allocated resources are disconnected (9) and when all affected circuits are cleared the D-
Channels are released (11).
These ISDN communication satellite simulation break points are contrived for the present























































































































































Measurement Save (MSave) File Structure
Three MSave files generated by the FSIS Build 3 are provided in this appendix --
"MSavelnt.DAT" and "MSavelnt.DAT"(STF01.DAT), "MSavelnt"(full CRef #7), and
"MSavelnt"(STF06.DAT).
These Measurement Save (MSave) files contain the time sequenced data generated by the
SimRun simulation program. Every time a communication process is activated an entry is
made in MSave. Also, all significant events, such as protocol entity state changes, call
connections, disconnections and blocking are saved in MSave. Periodically the internal
MSave array is saved to disk as MSAVE##.DAT. Where ## represents a sequential digit
starting with 1. These MSave files are the principal data sources for post simulation
analyses. The contain all the data can be obtained from a particular simulation.
The MSave contains all data that is relevant to call processing in an ISDN era. The data
within MSave can be used to calculate throughput, response time, blocking probability, and
robustness. By using these performance measures an advanced ISDN satellite can be
postulated and tested using these simulation techniques.
For MSaveInt.DAT, the MSave record consists of five fields: the simulation time, the
call reference number, the PI, the protocol msg, and a state/status indicator.
For example the first field is the simulation time for the record of the MSave file in
the appendix shows the simulation time in milliseconds-of-day:
11111010 milliseconds after midnight
The second field is call reference number associated with this call:
1 is the Call Reference Number
The third field identifies the number of the PI concatenated with the bearer service:
-11 is decoded as:
record
(-), the negative sign is a flag indicating that this
is a STF record.
1 indicates that this for PI=I
1 indicates that the CS64 Bearer service.
N.B. A positive number in this position indicates
that the event is an internal event and represents the PI number.
The forth field contains the concatenated indexes for the origination and destination
cities, if this is a STF record
2452
25 :: Los Angeles CA
52 :: Washington DC
or otherwise
E-1
contains the protocol messagebeing transmittedat that time. The protocol
messageswere derived in part for the CCITI" Q931 protocol messages,p72 Fascicle
VI. 11-Rec.Q931:
Bit position 87654321 # Protocol Msg (use #)
0(X)(X)(X) 1 1 Alerting
00000010 2 Call Processing
00000111 7 Connect
00001111 15 Connect Acknowledge (use 8)
00000011 3 Progress
00000101 5 Setup






Release Complete (use 9)
This digit was used as the most significant digit of a three digit number indicating the Layer
3 protocol message. The center digit is set to "1" indicating messages used in the setup
procedure. Whereas, this digit is set to 2 for call termination protocol messages. The least
significant digit of the three digit number was set to either 3 or 4 depending on the Layer 1
flow of the protocol message. Protocol messages for FSIS Build 3 include:\
114 Alrt Alerting
214 CalP Call Processing
513 SetU Setup
614 SetC Setup Complete
714 Conn Connect
813 ConA Connect Acknowledge
324 Rel Release
423 DCon Disconnect
923 RelC Release Complete
The fifth field represents the Term time in seconds, if this a STF record:
11159 indicates that the call will terminated at
11159 seconds after midnight,.
or otherwise
represents the status or state of the PI. For FSIS Build 3 negative numbers
represent states of various protocol entities such F1...F7, G1...G3, U0...U10, and
N0...N10. The active states for these protocol entities are F7, G3, U10, and N10.
Whereas, positive values indicate program status such as entry, exit, not in case, timer
overflow, etc.
For MSaveTxt.DAT, the MSave record consists of the same five fields: the simulation
time, the call reference number, the PI, the protocol msg, and a status indicator with the
integer values replaced by text abbreviation to be more mnemonically pleasing.
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MSaveInt.DAT from STF01.DAT
3-4 hours >> 11111/010 ms.day -- 14506/506 ms.day
The following MSave file data was generated using the STF01.DAT scenario traffic file
with the ISDN Satellite Simulation of the FSIS Model. STF01.DAT requests only single
B-Channels between Washington DC and Los Angeles CA using the data from Traffic
Model previously generated as part of this NASA SCAR effort.
For that simulation run, SimRun, the STF01.DAT was started a 3 hours and ended at 4
hours. Only the MSave option was selected - NOT the Full option. The MSave data
consisting of the nearly 200 data records shown here were generated. Using this partial
MSave option only a minimal amount of data is saved. These data deal with the request,
termination, connection, and blocking of calls.
This particular section of MSave data was selected using the Product Generation, ProGcn,
program by employing the <M>Save input data menu option. Under that <M>Save input
data option, <R>ead was selected; no was responded to the "Find number of MSave files
(yes)?" question; the value 24 was entered for MSaveFnNuMn; and the value 33 for
MSaveFnNuMx.
The data selected spans the simulation time from 11111/010 msecs of day to 14506/506
msecs of day (ms.day) and includes Call Refence Number (CRef#) 7. CRef #7, using D-
Channel access, first requested a B-Channel at 12971/010 ms.day but was blocked at
12971/614 ms.day and the D-Channel access is released A retry was generated for a
minute later at 13031/624 ms.day and was connected to a B-Channel at 13032/578 ms.day.
After a 3 minute telephone call, CRef #7 hung up at 13213/010 ms.day, was disconnected
from the B-Channel at 13213/95 ms.day, and all circuits cleared at 13213/506 ms.day and
the D-Channel released.
ISDN Satellite Call Data, Response Time, and Throughput Products were generated from
these MSave data are presented in #p_tmndices F. G. and H. respectively.
E-3
c:\sim\progen\ MSaveInt.DAT for STF01.DAT
(Partial MSave File)
July 6, 1992
iiiii010 1 -ii 2452 11159
11111193 1 20 513 1
11111564 1 58 214 1
11111569 1 58 114 1
11111604 1 58 714 1
11111954 1 20 813 1
11111964 1 20 813 8
11111964 1 20 -i iii
11159010 1 -21 2452 11159
11159185 1 20 423 1
11159195 1 20 423 9
11159195 1 20 -i -Iii
11159496 1 20 923 1
11159506 1 20 923 Ii
11201010 i00 -ii 5224 11429
11201193 i00 20 513 1
11201564 I00 58 214 1
11201569 I00 58 114 1
11201604 100 58 714 1
11201954 I00 20 813 1
11201964 I00 20 813 8
11201964 i00 20 -i iii
11421010 2 -ii 2424 11642
11421193 2 20 513 1
11421564 2 58 214 1
11421569 2 58 114 1
11421604 2 58 714 1
11421954 2 20 813 1
11421964 2 20 813 8
11421964 2 20 -i iii
11429010 I00 -21 5224 11429
11429185 i00 20 423 1
11429195 i00 20 423 9
11429195 I00 20 -i -Iii
11429496 i00 20 923 1
11429506 i00 20 923 ii
11642010 2 -21 2424 11642
11642185 2 20 423 1
11642195 2 20 423 9
11642195 2 20 -i -iii
11642496 2 20 923 1
11642506 2 20 923 ii
11731010 3 -ii 2452 11880
11731193 3 20 513 1
11731564 3 58 214 1
11731569 3 58 114 1
11731604 3 58 714 1
11731954 3 20 813 1
11731964 3 20 813 8


































































































































































































































































































































































































































































































































































































































































































































3-4 hours >> 11111/010 ms.day -- 14506/506 ms.day
/// Call Reference #7 Only ///
The following MSave file data was generated using the STF01.DAT scenario traffic file
with the ISDN Satellite Simulation of the FSIS Model. STF01.DAT requests only single
B-Channels between Washington DC and Los Angeles CA using the data from Traffic
Model previously generated as part of this NASA SCAR effort.
For that simulation run, SimRun, the STF01.DAT was started a 3 hours and ended at 4
hours. The MSave option was selected, both MSave and Full were checked on the input
graphic. The MSave data consisting of the 4500 data records were generated. Using this
full MSave option all the data that can be save during the SimRun is saved. These data deal
with every process in the simulation and account of such things as delay,
transmitted/received power, thresholds, timers, time-outs, etc. During this SimRun 14
calls requesting a B-Channel were made. Each call lasted approximated 3 minutes and one
call was blocked, Call Reference #7, resulting in a blocking factor of 7.14%..
This particular section of MSave data was edited, using the Word Perfect® 5.1 word
processor, to retain only the data related to Call Reference #7, CRef #7. CRef #7 fh'st
requested a B-Channel at 12971/010 ms.day but was blocked at 12971/614 ms.day. A
retry was generated for a minute later at 13031/624 ms.day and was connected at
13032/578 ms.day. After a 3 minute telephone call, CRef #7 hung up at 13213/010
ms.day, was disconnected from the B-Channel at 13213/195 ms.day, and all circuits
cleared at 13213/711 ms.day.
Every protocol message exchange is shown. Every propagation element is modeled. And,
all call processing aspects are presented. About 125 processes are encounter before a call
is determined blocked. More than 200 processes are traversed before a call is connected,
and at least 50 protocol exchanges are needed to disconnect the B-Channels with a 100
exchanges before all the circuit connections are cleared. ISDN Satellite Call Data,
Response Time, and Throughput Products were generated from these MSave data are




































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































8-9 hours >> 28800/010 ms.day -- 29782/505 ms.day
The follOwing MSave file data was generated using the STF01.DAT scenario traffic file
with the ISDN Satellite Simulation of the FSIS Model. STF01.DAT requests all possible
bearer services permitted: CS64, CS128, DX25, BFR and TLM between Washington DC
and Denver CO using the data from Traffic Model previously generated as part of this
NASA SCAR effort.
For that simulation run, SimRun, the STF06.DAT was started a 8 hours and ended at 9
hours. Only the MSave option was selected - NOT the Full option. The MSave data
consisting of the 350 data records shown here were generated. Using this partial MSave
option only a minimal amount of data is saved. These data deal with the request,
termination, connection, and blocking of calls.
This particular section of MSave data was selected using the Product Generation, ProGen,
program by employing the <M>Save input data menu option. Under that <M>Save input
data option, <R>ead was selected; no was responded to the "Find number of MSave files
(yes)?" question; the value 1 was entered for MSaveFnNuMn; and the value 4 for
MSaveFnNuMx.
The data selected spans the simulation time from 28800/010 msecs of day to 29782/505
msecs of day (ins.day). This simulation run included 30 call covering all the five bearer
services of the Traffic Model. Each call lasted from seconds to minutes. There were ten
blocked calls that were retried a minute later.
ISDN Satellite Call Data, Response Time, and Throughput Products were generated from




























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































29468505 173 20 923 ii
29497010 264 -23 1515 29497
29497185 264 20 423 1
29497195 264 20 423 9
29497195 264 20 -3 -iii
29497495 264 20 923 1
29497505 264 20 923 ii
29545010 325 -14 1552 29559
29545193 325 20 513 1
29545564 325 58 214 1
29545569 325 58 114 1
29545604 325 58 714 1
29545954 325 20 813 1
29545964 325 20 813 8
29545964 325 20 -4 iii
29559010 325 -24 1552 29559
29559185 325 20 423 1
29559195 325 20 423 9
29559195 325 20 -4 -iii
29559495 325 20 923 1
29559505 325 20 923 ii
29601010 7 -ii 1552 29782
29601193 7 20 513 1
29601564 7 58 214 1
29601569 7 58 114 1
29601604 7 58 714 1
29601954 7 20 813 1
29601964 7 20 813 8
29601964 7 20 -i iii
29608010 I00 -ii 1515 29642
29608010 265 -13 1552 29653
29608193 i00 20 513 1
29608193 265 20 513 1
29608563 I00 58 214 1
29608564 265 58 214 1
29608568 i00 58 114 1
29608569 265 58 114 1
29608603 i00 58 714 1
29608604 265 58 714 1
29608954 i00 20 813 1
29608954 265 20 813 1
29608964 i00 20 813 8
29608964 i00 20 -I iii
29608964 265 20 813 8
29608964 265 20 -3 iii
29642010 i00 -21 1515 29642
29642185 i00 20 423 1
29642195 i00 20 423 9
29642195 100 20 -i -iii
29642495 i00 20 923 1
29642505 i00 20 923 ii
29782010 7 -21 1552 29782
29782185 7 20 423 1
29782195 7 20 423 9
E-26
29782195 7 20 -i -iii
29782495 7 20 923 1
29782505 7 20 923 ii
29788010 265 -23 1552 29788
29788185 265 20 423 1
29788195 265 20 423 9
29788195 265 20 -3 -iii
29788495 265 20 923 1
29788505 265 20 923 ii
0 172 20 923 1
E-27
Appendix F
Basic ISDN Satellite Call Data Product
This appendix presents the Call Data Product relatable to both the ISIS and FSIS simulation
models using a scenario traffic file generated from the Traffic model. These models were
developed earlier in this SCAR Program and were subjects of other reports.
The Call Data Product is generated by the Product Generation (ProGen) software written in
Simscript 11.5. ProGen uses the MSave file data presented in Appendix E. To generate the
Call Data Product from these MSave data ProGen is executed using the FSIS Build 3.
Before ProGen can generate the Call Data Product a suitable MSavelnt.DAT file must be
available as a disk file. The <M>Save main menu option of ProGen allows the selection of
MSave data to analyzed. Once selected with the <R>ead option, these data can be reviewed
using the <D>isplay option and saved using the <S>ave option.
Selecting the main menu <C>all Data Generation option displays the 'Analyzing Data'
while reading and processing the data stored in the MSavelnt.DAT file. The Call Data
Product generation is automatic. The results are shown for STF01.DAT and STF06.DAT
scenario presented in Appendix A.
The Call Data Product can be saved on request. The specific outputs were generated using
the Word Perfect® 5.1 word processor software.
The Call Data Product consists of a tabular representation on a call by call basis. The Call
Reference Number, Request Time, Blocked Time, Connection Time, Disconnect Request
Time, Disconnect Time and Bearer Service are read from the MSave data. The Call
Duration is calculated from the Call Connect Time and Call Disconnect Time in seconds.
This Call Data Product provides a quick view of the simulation results. It provides a sanity
check of the scenario; a quick estimate of the traffic duration; and a view of the blocked
traffic and its recovery.
The CallRT01.DAT Call Data Product summarizes the FSIS simulation using the
STF01.DAT scenario traffic file. It shows that only CS64 bearer services were requested
and used for an average of 3 minutes, as dictated by the Traffic Model. The single blocked
call was retired on minute later and was successful. The Response Time portion of this
page will be discussed later in the Response Time Product, Appendix G.
The CallData.DAT Call Data Product summarizes the FSIS simulation using the
STF06.DAT scenario traffic file. It shows that all five permitted bearer services were
requested and used for times ranging from tens to hundreds of seconds. No attempt is
being made here to account for the wisdom or economics a call lasting tens of seconds.
That rationale will be left for later studies using the ISDN satellite simulation. The data
were derived from the Traffic Model. That model may need refinement when new ISDN
traffic data becomes available. There were 15 blocked call situations. CRef #395 was
blocked twice and CRef #400 was blocked five times before being successful. All calls
were retired one minute after being blocked.
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Program ProGen -- Product Generation




















































Program ProGen -- Product Generation











































































Program ProGen -- Product Generation
Basic ISDN Call Data
(NASA/SCAR)
BlkdTime ConnTime DConnRTime DConnTime
(ms.day) (ms.day) (ms.day) (ms.day) (secs)
0 28800964 28856010 28856195 56
0 28800964 28814010 28814195 14
28801613 0 0 0 0
0 28801964 29029010 29029195 228
28801613 0 0 0 0
28801614 0 0 0 0
28801613 0 0 0 0
0 28806964 28918010 28918195 112
0 28833964 28851010 28851195 18
0 28862577 28889010 28889195 28
0 28862577 29104010 29104195 243
28862577 0 0 0 0
28862578 0 0 0 0
28923190 0 0 0 0
0 28923542 28945010 28945195 23
28957613 0 0 0 0
28983803 0 0 0 0
29001613 0 0 0 0
29018226 0 0 0 0
0 29026964 29047010 29047195 21
0 29026964 29110010 29110195 84
29044416 0 0 0 0
29062226 0 0 0 0
29078839 0 0 0 0
0 29105380 29123010 29123195 19
29122839 0 0 0 0
0 29139803 29183010 29183195 44
0 29183803 29219010 29219195 36
0 29317964 29341010 29341195 24
0 29317964 29497010 29497195 180
0 29437964 29468010 29468195 31
0 29545964 29559010 29559195 14
0 29601964 29782010 29782195 181
0 29608964 29642010 29642195 34








































ISDN Satellite Response Time Product
This appendix presents the Response Time Product related to the simulation run of the
FSIS model using a scenario traffic f'de generated from the Traffic model. Both models
were developed earlier in this program and were subjects of other reports.
The Response Time Product is generated by the Product Generation (ProGen) software
written in Simscript 11.5. ProGen uses the MSave file data presented in ,_0.P.g.II._ To
generate the Response Time Product from these MSave data ProGen is executed using the
FSIS Build 3 MSave data.
Before ProGen can generate the Response Time Product a suitable MSavelnt.DAT file
must be available as a disk file. The <M>Save main menu option of ProGen allows the
selection of MSave data to analyzed. Once selected with the <R>ead option, these data can
be reviewed using the <D>isplay option and saved using the <S>ave option.
Selecting the main menu <R>esponse Time Generation option displays the 'Analyzing
Data' while reading and processing the data stored in the MSavelnt.DAT file. The
Response Time Product generation is automatic. The results are shown for STF01.DAT
and STF06.DAT scenario presented in Appendix A.
The Response Time Product can be saved on request. The specific outputs were generated
using the Word Perfect® 5.1 word processor software.
The Response Time Product consists of a tabular representation on a call by call basis. The
Call Reference Number, Request Time, Blocked Time, Connection Time, Disconnect
Request Time, and Disconnect Time are read from the MSave data. The Connection
Response Time and the Disconnection Time calculated from the Call Request Time and the
Call Connect Time, and the Disconnect Request Time and Call Disconnect Time in
milliseconds, respectively.
This Response Time Product provides a view of the both these response times on a call by
call basis. For the present FSIS model the results are identical for all calls and all scenarios
due to the fixed delays associated with each communication process being presently
models. These times fall within each respective protocol timer and thereby provide the first
order viability for ISDN satellites even in geosynchronous orbits.
When such things as non-stationary satellites, antenna hopping patterns, and uplink
contention algorithms are added to the simulation these response will wary from call to call
depending on the call origination, destination, and communication path.
The CallRT01.DAT Response Time Product summarizes the FSIS simulation using the
STF01.DAT scenario traffic f'de. It shows that only CS64 bearer services were requested.
In all cases the Connection Response Time was 954 msecs and the Disconnection
Response Time was 185 msecs.
The RespTime.DAT Response Time Product summarizes the FSIS simulation using the
STF06.DAT scenario traffic file. It shows that all five permitted bearer services were
G-1
requested. Again, In all casesthe ConnectionResponseTime was954 msecsand the
DisconnectionResponseTime was185msecs.
TheResponseTime Productis a useful to determine the amount of setup used to connect
and disconnect calls. As modeling and simulation refinements occur, the Response Time
Product will provide a primary tool for determining the envelope of engineering options for
the ISDN communication satellite design.
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Program ProGen -- Product Generation



















































Program ProGen -- Product Generation










































































Program ProGen -- Product Generation







































DConnRTime DConnTime Conn R/T DCorun R/T
(ms.day) (ms.day) (msecs) (msecs)
28856010 28856195 954 185
28814010 28814195 954 185
0 0 0 0
29029010 29029195 954 185
0 0 0 0
0 0 0 0
0 0 0 0
28918010 28918195 954 185
28851010 28851195 954 185
28889010 28889195 954 185
29104010 29104195 954 185
0 0 0 0
0 0 0 0
0 0 0 0
28945010 28945195 954 185
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
29047010 29047195 954 185
29110010 29110195 954 185
0 0 0 0
0 0 0 0
0 0 0 0
29123010 29123195 954 185
0 0 0 0
29183010 29183195 954 185
29219010 29219195 954 185
29341010 29341195 954 185
29497010 29497195 954 185
29468010 29468195 954 185
29559010 29559195 954 185
29782010 29782195 954 185
29642010 29642195 954 185
29788010 29788195 954 185
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Appendix H
ISDN Satellite Throughput Product
This appendix presents the Throughput Product related to the simulation run of the FSIS
model using a scenario traffic file generated from the Traffic model. Both models were
developed earlier in this NASA SCAR program and were subjects of other reports.
The Throughput Product is generated by the Product Generation (ProGen) software written
in Simscript 11.5. ProGen uses the MSave file data presented in Appendix E. To generate
the Throughput Product from these MSave data ProGen is executed using the FSIS Build
3, User Instructions presented in Appendix C.
Before ProGen can generate the Throughput Product a suitable MSavelnt.DAT f'de must be
available as a disk file. The <M>Save main menu option of ProGen allows the selection of
MSave data to analyzed. Once selected with the <R>ead option, these data can be reviewed
using the <D>isplay option and saved using the <S>ave option.
Selecting the main menu <T>hroughput Generation option displays the 'Analyzing Data'
while reading and processing the data stored in the MSavelnt.DAT file. The Throughput
Product generation is automatic. The results are shown for STF01.DAT and STF06.DAT
scenario presented in Appendix A.
The Throughput Product can be saved on request. The specific outputs were generated
using the Word Perfect® 5.1 word processor software.
The Throughput Product consists of a tabular representation on a call event by call event
basis. Each time a call is Requested, Connected, Terminated, Blocked, or the D-Channel,
the ISDN Satellite Throughput is changed. The Throughput Product displays these event
changes as a function of time and amount of ISDN Satellite bandwidth being used at that
time.
The present algorithm for calculating throughput consists of:
1) Adding a D-Channel (16 Kbps) when any call is requested to support signalling.
2) Adding a B-Channel (64 Kbps) when a CS64 is connected, Conn.
3) Adding two B-Channels (128 Kbps) when CS128 or BFR services are connected.
4) Not adding any bandwidth for DX25 or TLM bearer services are connected.
It is assumed that the signalling D-Channel is used to support these services.
5) Subtracting the bandwidth indicated for the bearer services above
when they are disconnected, Dcon.
6) Subtracting a D-Channel at the end of all call clearing for each bearer service.
7) Subtracting a D-Channel when a call is blocked,
The Throughput bandwidth changes with each event cited, above. The Throughput
product displays the resultant bandwidth as a function of event changes. The Throughput
display consists of CallREf#, Simulation Time, Bearer Service, Action, Throughput
(Kbps), Number of D-Channels in use, Number of B-Channels in use.
This Throughput Product provides a view of the simulation throughput results. It provides
the ability to track the ISDN satellite throughput as a function of time; an estimate of the
peak traffic; and a view of the satellite quiet periods.
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The 11111/010ms.dayThroughputProductsummarizesthe FSIS simulation using the
STF01.DATscenariotraffic f'de. It showsthatonly CS64bearerserviceswererequested.
It showsthe useand releaseof bandwidthin 16Kbps and64 Kbps values. The largest
throughput was 176 Kbps with seven periods of zero throughput. An event time plot
accompanies these data to provide a pictorial view of throughput as a function of events.
As expected for the input data used there is a degree of periodicity to the throughput
pattern.
The 28800/010 Throughput Product summarizes the FSIS simulation using the
STF06.DAT scenario traffic file. It shows that all five permitted bearer services were
requested and thereby provided multiple bandwidth steps in the throughput sum. With the
use of DX25 and TLM more activity is seen in the D-Channels rather than the B-Channels.
Restricting the present simulation to only two B-Channels did cause more blocking than
normally expected.
The corresponding event graph of the throughput data shows its build-up and decay. The
second graph shows these same data strictly as a function of time. The throughput
minimum never drops below 48 Kbps during the steady state and reaches a maximum of
240 Kbps. More than likely, an increase in numbers of B-Channels would have increased
the throughput capacity and would have reduced the blocking percentage.
The Throughput Product can be analyzed in many ways to determine averages, peak
periods, and idle times. Like the Response Time Product, the Throughput Product will
provide a basic tool for determining the envelope of engineering options for the ISDN
communication satellite design..
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Program ProGen -- Product Generation
Throughput Call Da_a
Rqs_Time BearerSvc Action Throughpu% D-Used B-Used
(ms.day) (text) (text) (Kbps) (##) (_#)
IIIII010 CS64 Rqst 16 1 0
11111964 Conn 80 1 1
11159010 CS64 Term 80 1 1
11159195 Dcon 16 1 0
11159506 -D 0 0 0
11201010 CS64 Rqst 16 1 0
11201964 Conn 80 1 1
11421010 CS64 Rqst 96 2 1
11421964 Conn 160 2 2
11429010 CS64 Term 160 2 2
11429195 Dcon 96 2 1
11429506 -D 80 1 1
11642010 CS64 Term 80 1 1
11642195 Dcon 16 1 0
11642506 -D 0 0 0
11731010 CS64 Rqst 16 1 0
11731964 Conn 80 1 1
11880010 CS64 Term 80 1 1
11880195 Dcon 16 1 0
11880506 -D 0 0 0
12041010 CS64 Rqst 16 1 0
12041964 Conn 80 1 1
12178010 CS64 Term 80 1 1
12178195 Dcon 16 1 0
12178506 -D 0 0 0
12351010 CS64 Rqst 16 1 0
12351964 Conn 80 1 1
12627010 CS64 Term 80 1 1
12627195 Dcon 16 1 0
12627506 -D 0 0 0
12661010 CS64 Rqst 16 1 0
12661964 Corm 80 1 1
12801010 cs64 Rqst 96 2 1
12801964 Conn 160 2 2
12971010 CS64 Rqst 176 3 2
12971614 Blkd 176 3 2
12971614 -D 160 2 2
12979010 CS64 Term 160 2 2
12979195 Dcon 96 2 1
12979506 -D 80 1 1
13026010 CS64 Term 80 1 1
13026195 Dcon 16 1 0
13026506 -D 0 0 0
13031624 CS64 Rqst 16 1 0
13032578 Corm 80 1 1
13213010 CS64 Term 80 1 1
13213195 Dcon 16 1 0
13213506 -D 0 0 0
13281010 CS64 Rqst 16 1 0










c:\sim\progen\ ThruPut.DAT July 8, 1992
[GTE] Program ProGen -- Product Generation (NASA/SCAR)
Throughput Call Data
CallRef# RqstTime BearerSvc Action Throughput D-Used B-Used
(####) (ms.day) (text) (text) (Kbps) (##) (##)
401 28800010 DX25 Rqst 16 1 0
402 28800010 BRF Rqst 32 2 0
402 28800964 Conn 160 2 2
401 28800964 Conn 160 2 2
18 28801010 CS64 Rqst 176 3 2
348 28801010 TLM Rqst 192 4 2
370 28801010 CS64 Rqst 208 5 2
395 28801010 CS64 Rqst 224 6 2
400 28801010 CS128 Rqst 240 7 2
18 28801613 Blkd 240 7 2
18 28801613 -D 224 6 2
370 28801613 Blkd 224 6 2
370 28801613 -D 208 5 2
400 28801613 Blkd 208 5 2
400 28801613 -D 192 4 2
395 28801614 Blkd 192 4 2
395 28801614 -D 176 3 2
348 28801964 Conn 176 3 2
1106 28806010 TLM Rqst 192 4 2
1106 28806964 Conn 192 4 2
402 28814010 BRF Term 192 4 2
402 28814195 Dcon 64 4 0
402 28814506 -D 48 3 0
1071 28833010 BRF Rqst 64 4 0
1071 28833964 Conn 192 4 2
1071 28851010 BRF Term 192 4 2
1071 28851195 Dcon 64 4 0
1071 28851506 -D 48 3 0
401 28856010 DX25 Term 48 3 0
401 28856195 Dcon 48 3 0
401 28856506 -D 32 2 0
18 28861623 CS64 Rqst 48 3 0
370 28861623 CS64 Rqst 64 4 0
400 28861623 CS128 Rqst 80 5 0
395 28861624 CS64 Rqst 96 6 0
18 28862577 Conn 160 6 1
370 28862577 Conn 224 6 2
400 28862577 Blkd 224 6 2
400 28862577 -D 208 5 2
395 28862578 Blkd 208 5 2
395 28862578 -D 192 4 2
18 28889010 CS64 Term 192 4 2
18 28889195 Dcon 128 4 1
18 28889505 -D 112 3 1
1106 28918010 TLM Term 112 3 1
1106 28918195 Dcon 112 3 1
1106 28918506 -D 96 2 1
400 28922587 CS128 Rqst 112 3 1
395 28922588 CS64 Rqst 128 4 1
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Description of Z-Chart Trace
The Z-Chart Trace plots the output showing the migration of the "Rqst" and "Term"
protocols through the various processes (process indexes :: PIs) for the setup and
termination of a telephone call. Two types of Z-Chart outputs are generated in FSIS Build
3. One of them is generated during the SimRun execution and provides a real-time Z-Chart
view of the protocol migrations. The other Z-Chart output is derived from the MSave data
generated by SimRun, MSave derived Z-Chart.
The real-time Z-Chart is depicted by an ordinate representing the Process Index (PI)
number associated with each communication function/process. The time elapsed with each
communication function (PI) is plotted along the abscissa. The result is a time history trace
of communication processes activated as a function of time it took for them to perform their
respective functions.
In relation to the Z-Chart Trace the simulation progress from process to process is depicted
as a time-line constantly edging towards increasing time. The longer times associated with
propagation are plotted as long steps among more evenly spaced smaller steps. The call
connection (Rqst) display is depicted as line segments connected by long steps representing
the VSATflSDN satellite propagation links. The "Seconds of Day" window in the output
graphic displays the exact time down to millisecond of the data being plotted on the Z-Chart
Trace graphic.
The Z-Chart window was set 75 msecs wide in order to sufficiently resolve these
milliseconds events. Therefore, it is extremely unlikely that both the call "Rqst" and the
"Term" for the same call can be seen in the same window. Also, due to the discrete event
aspects of the simulation the call set up and the call termination seem to appear on
sequential windows. This is an illusion. For call ranging minutes in duration hundreds of
blank windows are traversed between the "Rqst" and the "Term" but are not displayed on
the Z-Chart Trace.
The MSave derived Z-Chart is generated by the Product Generation (ProGen) software
that uses the MSave##.DAT files generated by the SimRun software. Several steps are
necessary to generate the hard copy output provided in this appendix.
The "MSave input data" option of the main ProGen menu allows the generation of
combined MSave files for both integer values "MSavelnt.DAT" and text versions
"MSaveTxt.DAT". These MSave files, once generated and saved, can now be used to
generate the Z-Chart data and files using the "Z-Chart: Generation" option of the ProGen
main menu. For FSIS Build 3, the Z-Chart product is saved as "ZChart.DAT" and was
read using Word Perfect® 5.1. The output was generated after reducing the text font to
"Small".
The Z-Chart depicts the major protocol processes on the top abscissa and the time in
seconds-of-day on the ordinate down the page. Text symbols are plotted in the matrix
element that corresponds to time and process. For example the first element shows an
ISDN Originator requesting "Rqst" service by going off hook "OffH". That fact is detected
by the Q931U protocol process which is in state U0. The Q931U process sends a Infol
"I1" with the content of "setup" protocol message to the Q921U protocol process. For this
simulation the Q921U is assumed to have received an error free protocol message that it
I-1
deliversto theI430Uprotocolprocess.Sincethis is thef'trstprotocolmessagereceivedby
the I430U interface it finds a deactivatedinterface and therefore goes through the
Infol/Info2/lnfo3/Info4 protocolsequencetoactivatetheinterface.Q931protocols:Setup,
Call Proceeding,Alerting, Connect,ConnectAcknowledge,etc. areprogressedalongeach
PIsuntil all theprotocolentitiesarein theactivestateandaB-Channelis assigned.ThatB-
Channel remains assignedto this call until releasedby a "Term" protocol message
sequence.
For FSISBuild 3, thecenterbarof theZ-Chart representonboardthe satellite. Q921N,
Q931N,Q931N, and Q921N accountfor the protocol processingon the satellite. Z-
Charts,generatedby ProGen,are included for call blocked, call connected,and call
disconnectedsituations.
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c:\sim\progen\ ZCh01007.WP July 6, 1992
Z-Chart for Call Reference Number 7 of STF01.DAT
The call is blocked; a minute later it is
retried and successfully connected and
subsequently disconnected.
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