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Rhodopsine und Lichtsammelkomplexe sind durch Licht aktivierte Proteine, die an natürlichen
Prozessen wie dem Sehen oder der Photosynthese beteiligt sind. Um deren detaillierten
Mechanismus zu verstehen, sind aufgrund ihrer Größe und der komplexen Umgebung, in
die das Chromophor eingebettet ist, Multiskalen-Methoden erforderlich. Neue und effiziente
Methoden sind daher sehr wünschenswert. In dieser Arbeit wurde somit die kürzlich erfol-
gte zeitabhängige Erweiterung der effizienten LC-DFTB Methode115 für ihre Anwendung
auf Rhodopsine und Lichtsammelkomplexe über einen systematischen Benchmark validiert.
Zusätzlich wurden etablierte Methoden zur Untersuchung des pre-gating Prozesses des licht-
gesteuerten Ionenkanals Channelrhodopsin-2 Wildtyp (ChR2-WT) verwendet.
Die Benchmark Studie wurde sowohl an den isolierten Chromophoren Retinal und Bakte-
riochlorophyll a (BChl a), als auch am biologischen System als Ganzes durchgeführt. Dabei
wurden Einflussfaktoren, die für ihre charakteristischen Absorptionsspektren verantwortlich
sind, sowie Methoden berücksichtigt, die von ab-initio bis zum semiempirischen Ansatz reichen.
LC-DFTB konnte qualitativ den gleichen Trend reproduzieren wie die LC-DFT Funktionale
hinsichtlich der Beschreibung der Einflussfaktoren auf die Absorptionsspektren von Retinal
und BChl a. Während LC-DFTB jedoch Schwächen in der Anwendung an Rhodopsinen zeigte,
waren die Ergebnisse für Lichtsammelkomplexe in guter Übereinstimmung mit denen von
ab-initio Methoden. LC-DFTB ist damit vielversprechend, mit dem Potenzial für weitere
Untersuchungen.
Der pre-gating Prozess von ChR2-WT wurde mit Methoden untersucht, die sowohl auf
einem klassischen als auch auf einem QM/MM Ansatz basieren. Somit ergaben sich aus
QM/MM und klassischen MD Simulationen mehrere Teilzustände des ersten Zwischenzustands
des Photozyklus. Nachfolgend, wurden mit diesen Strukturen UV/Vis- und Vibrationsspektren
berechnet, die in guter Übereinstimmung mit dem Experiment waren. Somit konnte ein
möglicher pre-gating Prozess abgeleitet werden. Dies ermöglicht weitere Untersuchungen der
folgenden Zwischenzustände des Photozyklus, um den detaillierten Mechanismus und die




Rhodopsins and light-harvesting (LH) complexes are light-activated proteins involved in
natural processes like vision or photosynthesis. To understand their detailed mechanism,
multi-scale methods are needed due to their size and the complex environment in which the
chromophore is embedded. New and efficient methods are thus highly desirable. In this
work, the recent time-dependent extension of the efficient LC-DFTB method115 was therefore
validated for its application to rhodopsins and LH complexes via a systematic benchmark.
Additionally, established methods were used for the investigation of the pre-gating process of
the light-gated ion channel channelrhodopsin-2 wild-type (ChR2-WT).
The benchmark study was performed on both the isolated chromophores retinal and
bacteriochlorophyll a (BChl a) as well as on the biological system as a whole. Influencing
factors responsible for their characteristic absorption spectra as well as methods ranging
from ab-initio to semiempiric levels of theory were taken into account. LC-DFTB could
qualitatively reproduce the same trend as the LC-DFT functionals with regard to describe the
influencing factors on the absorption spectra of retinal and BChl a. Even though, LC-DFTB
showed weaknesses in the performance of rhodopsins, for LH complexes the results were in
good agreement to those of ab-initio methods. LC-DFTB is therefore promising with the
potential for further investigations.
The pre-gating process of ChR2-WT was investigated using methods based on both a
classical as well as a QM/MM approach. Hence, QM/MM and classical MD simulations
revealed several substates which are present in the first intermediate state of the photocycle.
Subsequently, UV/Vis and vibration spectra were computed with these structures. The
results were in good agreement with the experiment, suggesting a possible pre-gating process.
This enables further investigations of the following intermediate states of the photocycle to
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1C h a p t e r
Introduction
Light is one of the most important natural energy source making life on earth possible.
Photosynthesis of plants is one of the basic process which control climate. Humans, as well as
most animals use light for vision and thus for orientation.
In chemistry, processes involving light are described as photochemical or photophysical
processes. Deep into the 20th century, thermochemistry was playing a more dominant role
than photochemistry.231 However, during the 20th century quantum chemistry was becoming
popular, allowing thus the description of chemical processes induced by electromagnetic
radiation. While heat increases the microscopic motion of all molecules in a sample by
activating their translational, rotational and vibrational modes, the absorption of light in the
visible and UV spectrum is much more specific and has a significant effect on the reactivity of
the absorbing molecule.176
Understanding photochemical or photophysical processes in biological systems becomes of
great interest, since this knowledge helps engineers to adapt and modify these systems for
applications in medicine or material science. In the beginning of the year 2000 a light induced
cation channel called Channelrhodopsin from the unicellular green algae Chlamydomonas
reinhardtii was found laying the basis for the field of optogenetic. Optogenetic makes
the understanding of neural activity in brains and light therapies for medical purposes
possible.155,156 A deep understanding of photosynthesis processes in bacteria or plants by
means of light-harvesting (LH) complexes provides new approaches for the design of efficient
optoelectronic components or sensitizers for solar cells.
The study of biological systems involving light-activated processes is very complex. The
light-absorbing part of the system, called chromophore is embedded in a complex protein
environment. The size of the biological system and the different time scales on which
biochemical processes occur are together challenging for both experiment and computation.
With the study of photochemical and photophysical processes many experimental spec-
troscopy methods were developed. One example is the UV/Vis spectroscopy which provide a
way of analyzing the interaction between electromagnetic radiation and matter.4,231 From ex-
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periments, spectra or protein structures can be obtained. However, the detailed understanding
of the spectra is not always given by experiments. Furthermore, the experimental conditions
required for taking measurements can be detrimental to a protein’s structure and function.
For example, when proceeding at very low temperatures or when crystallization neglects the
structurally or functionally relevant water environment due to the harsh conditions, drastic
changes can occur in the protein fine structure.
Therefore, computational chemistry became very important in this field. The development
of different computational methods, differing in accuracy and computational costs, and
the development of even faster computers provide the opportunity to simulate processes in
biological systems on an atomistic scale and in their natural environment.
One part in this thesis concerns the benchmark of the recent time-dependent extension of
the LC-DFTB method115 (LC-TD-DFTB) for its application on the light-activated proteins
rhodopsins and LH complexes. The other part deals with the investigation of the pre-gating
mechanism of the photocycle of the light-gated cation channel channelrhodopsin-2 wild-type
(ChR2-WT).
In chapter 2, an overview of the photochemical and photophysical processes occurring in
biological systems is given and the two specific systems are introduced. Chapter 3 describes the
theoretical background, including all computational methods used in this thesis. In chapter 4,
a systematic benchmark of LC-TD-DFTB on retinal, the chromophore in rhodopsins and
bacteriochlorophyll, the chromophore in LH complexes is described, taking several influencing
factors into account responsible for shifting their absorption maxima. For this benchmark
study various computational methods ranging from ab-initio to semiempiric levels of theory
are used. In chapter 5, the benchmark study is extended in order to test the performance
of LC-TD-DFTB in rhodopsins and LH complexes. Due to the low computational cost,
LC-TD-DFTB is also able to compute excitation energies not only for a single structure but
also for thousands of sampled structure. So that additionally molecular mechanical (MM)
as well as quantum mechanical/molecular mechanical (QM/MM) molecular dynamic (MD)
simulations are performed to account also for a statistical representation. Chapter 6 reports
the investigation of the first intermediate state of ChR2-WT using several methods based on
a MM as well as on a QM/MM approach. Furthermore, UV/Vis as well as vibration spectra
are computed for the directly comparison to already existing experimental results. In the last
chapter, chapter 7, a summary of this thesis as well as an outlook to possible future research
questions is given.
2
2C h a p t e r
Light-Activated Processes
Photophysics and photochemistry describe the interaction of electromagnetic radiation with
matter. While photophysics describes the mechanism of absorption and the behavior of
molecular excited states, photochemistry concerns itself with the chemical reactions which
follow from such an excitation. The electromagnetic spectrum can be classified in several
regions dependent on the wavelength, see Fig. 2.1. In biological systems, chromophores absorb
light belonging to the visible (λ ≈ 400-700 nm) and near UV region (λ ≈ 200-400 nm). The
absorption of a photon transfers the molecule from the ground state to an excited state
(A+ hν → A∗). However, only those photons can be absorbed, whose energy are the same as
the energetic difference between the two electronic states.103,176
1000 900 800 700 600 500 400 300 200 nm
kJ mol-1600300200100
visiblenear IR UV
rotation and vibration electronic excited states
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Figure 2.1 Spectrum of electromagnetic radiation by wavelengths. The near IR, visible and UV region
is zoomed in. For this region, examples are given of different processes molecules undergo when
activated by certain wavelengths.
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The Franck-Condon Principle
The ground state as well as the excited states are described as potential energy surfaces (PES).
Using quantum mechanics, the electrons and nuclei of the molecule are described by a wave
function:
Ξ(r,R) = Ψ(r,R)Θ(R) (2.1)
where Ξ(r,R) is the total wave function, Ψ(r,R) the electronic wave function and Θ(R) the
nuclear wave function. Usually, the Born-Oppenheimer (BO) approximation is used. It uses
the fact, that the nuclei have a larger mass than electrons and thus move slower. Hence, the
electronic and the nuclear part of the equation can be separated. Using the BO approximation,
















Figure 2.2 The Franck-Condon principle is illustrated here with two PES. The ground state S0 and
the first excited state S1 are shown with several vibrational states. The vertical absorption (blue)
to any vibronic state of S1 (here ν′2) is displayed together with the vertical emission (green) to any
vibronic state of S0 (here ν2).
The electronic transition is faster than the nuclei can change their position. Hence, a vertical
excitation (absorption) occurs, which is known as the Franck-Condon principle, see Fig. 2.2.
This excitation occurs into a higher vibronic state, since the nuclei are no longer in the
potential minimum after the excitation. Different excitations into different vibronic states
happens and every excitation can be found in the absorption spectrum as part of the vibronical
fine structure. After excitation, the molecule relaxes radiationlessly into the potential energy
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minimum followed by electronic transition to the electronic ground state (emission). In the
emission process several vibronic states of the ground state can be reached. As with the
absorption, this can be seen in the emission spectrum. In the ideal case, the absorption and
emission spectra are mirror images of each other, with the emission spectrum occurring in the
longer wavelength region.103,176 As seen in Fig. 2.2, both ground as well as the excited state
are denoted "Sn" with n= 0, 1, 2, . . . , which stands for "singlet". Molecules which have all
electron spins paired (↑↓), have a total electronic spin quantum number S = 0. This results
in a multiplicity M (M = 2S + 1) of 1 (singlet state). If the molecule has unpaired electrons,
then S = 1 and M = 3 resulting in a triplet state ("T").103,176,231
Dipole and Transition Moments
Two opposite charges +q and −q separated by a distance r constitute an electric dipole. The
dipole moment µ is a vector pointing from the negative to the positive charge and is calculated
as µ = qr. It is measured in debye (1D ≈ 3.336 · 10−30 Cm).
The calculation of the expectation value of the dipole moment operator using the ground
state wavefunction Ψ0 gives the dipole moment of a molecule in the ground state:







where the vector ri represents the positions of the electrons i, rj the positions of the nuclei j
and Zj are the atomic numbers.
When a molecule absorbs a photon followed by a transition from the lowest vibrational
level (ν = 0) of the electronic ground state n to any vibrational level (ν ′) of the excited
state m, the transition moment is given by Mn,0→m,ν′ :
Mn,0→m,ν′ = e〈Ξn,0|M̂ |Ξm,ν′〉 (2.3)
Taking the BO approximation into account, Eq. 2.3 is rewritten as:
Mn,0→m,ν′ = e〈Ψn,0|M̂ |Ψm,ν′〉〈Θ0|Θν′〉 (2.4)
where 〈Θ0|Θν′〉 is the overlap integral between the lowest vibrational level of the ground state
and any vibrational level of the excited state, called Franck-Condon integral. Since several
transitions into different vibronic states of the excited state are possible, the sum over ν ′
of the Franck-Condon integral has to be taken into account. The oscillator strength fnm is





where the frequency vnm is the average value for the electronic transition. Strong transitions
have an oscillator strength in the order of magnitude 1.75,103
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2.1. Photophysical and Photochemical Processes
2.1 Photophysical and Photochemical Processes
The different photophysical processes occurring after absorption of a photon are summarized
in Fig. 2.3. In the following a brief overview is given. PES of the ground state as well
as of the excited states are shown together with the vibrational states displayed as gray
circles. Photophysical processes can be radiationless or radiative transitions. The radiationless
transitions are shown as wavy lines, while the radiative ones are shown as solid lines. The
isoenergetic transition is plotted as dashed black line. The processes involving the purple lines
(solid and dashed) are explained in section 2.1.1.
Figure 2.3 Schematic illustration of photochemical and photophysical processes.
After absorption into higher vibronic states of an electronic excited state, a so called vi-
brational relaxation will take place, where the molecule transfers the vibrational energy to
the environment. The absorption is very fast (about 10−15 s), while the vibration is slower
and takes about 10−11 to 10−12 s. In the case of higher excited states than S1, an internal
conversion (IC) will take place (10−12 − 10−6 s), i.e. a transition from one vibronic state to
another vibronic state of the next lower-energy excited state followed by vibrational relaxation
to the potential minimum, which is not shown in the figure. An isoenergetic transition between
two states with different multiplicity is also possible, e.g. a transition from the vibrational
ground state of S1 to an vibrationally excited state of T1 via spin reversal. This process is
called intersystem crossing (ISC).103,176,231
Processes with radiative transitions are: (i) Fluorescence (10−9− 10−7 s): After absorption
and vibrational relaxation into the first excited state minimum S1, an emission into one
of several vibronic states of the electronic ground state S0 can occur, as follows from the
Franck-Condon principle. (ii) Phosphorescence (10−6− 10−3 s): After an ISC process from the
vibrational ground state of S1 to a vibrationally excited state of T1 followed by vibrational
relaxation, an emission from the triplet state T1 to the ground state S0 takes place.
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2.1.1 Isomerization
The dashed purple arrows in Fig. 2.3 sketch the pathway of an adiabatic photochemical
reaction, since the ground state PES and the excited state PES do not cross each other. After
excitation, the entire reaction takes place on the excited state PES, as the system passes the
transition state (TS) and the excited product is formed, which relaxes to its ground state
radiatively or radiationlessly.
The solid purple arrows in Fig. 2.3 show a diabatic reaction, where ground and excited
state PES are strongly coupled. Both PES can cross or nearly cross each other, also called
conical intersection (CI). Therefore, the system relaxes radiationlessly back to the ground
state S0 after excitation. Dependent on the energy barriers it can relax back to the reactant
or to the product.103,231
The latter reaction pathway is an example for the cis/trans isomerization of a C=C double
bond as found in rhodopsins, where the chromophore retinal isomerizes from 11-cis retinal to
all-trans retinal in case of animal rhodopsins and from all-trans to 13-cis in case of microbial
rhodopsins.202
2.1.2 Exciton Coupling and Exciton Transfer
An excited molecule D* (energy donor) can transfer its energy to a non-covalently bound
neighboring molecule A (energy acceptor).
D∗ +A→ D +A∗ (2.6)
The so called Frenkel exciton describes a concept where the electron and the hole are located
on the same molecule. Exciton coupling occur when two neighboring molecules energetically
couple with each other. Thus, molecule A can become electronically excited without absorbing
the incident light. In general, the process is isoenergetic, i.e. energy is not lost since it is
transferred on the acceptor molecule A.
Interactions occurring between two neighboring molecules are exchange or Coulomb
interactions. Energy transfer can happen as the so called Förster transfer or Dexter transfer,
see Fig. 2.4. The former is found for long-range processes where dipole-dipole interactions
are dominant. Hence, the energy is transferred via Coulomb interactions. The latter one is
found for short-range processes where exchange interactions are dominant, i.e. the energy
is transferred via electron exchange. The theoretical background about exciton couplings is
given in chapter 3.
In biological processes, this kind of energy transfer is found for light-harvesting in photo-
synthetic organisms. In these organisms hundreds to thousands (bacterio)chlorophylls exist
funnel the energy to a reaction center.75,103,145
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Figure 2.4 Two possible exciton transfer mechanisms, the Förster transfer and the Dexter transfer are
shown, which can occur in organic molecules.
2.2 Biological Systems
2.2.1 Excitation of Retinal and Bacteriochlorophyll
In organic molecules several excitations are possible depending on the involved atom types, as
listed in Tab. 2.1.
Table 2.1 Possible excitations occurring in organic molecules.
Excitation Molecule type
π → π∗ alkene, alkyne, aromatic compounds
n→ π∗ carbonyl group (–C=O), thiocarbonyl group (–C=S), imine group (–C=N)
n→ σ∗ amine, alcohol
σ → σ∗ alkane
A characteristic absorption behavior is found for conjugated double bonds in linear polyenes
or aromatic cyclic molecules. In case of linear polyenes the absorption maxima are shifted to
longer wavelengths with increasing conjugation, i.e. when the chain length becomes longer and
thus more double bonds are involved. For example, the absorption maximum of butadiene is
found at a lower wavelength than the maximum of hexatriene. The increase of the conjugated
chain narrows the energy gap between the highest occupied molecular orbital (HOMO) and
the lowest unoccupied molecular orbital (LUMO). This in turn leads to absorption of longer
wavelengths, since less energy is used for the excitation.
Linear polyenes can be equivalently depicted using the model of a particle in a box. The
increase of the conjugated chain is accompanied by an increasing number of nodes. The
π-electrons are delocalized over the complete chain. This delocalization of the π-electrons is




The absorption maximum of ethylene, butadiene and hexatriene lie in the UV range.
Above a certain chain length, the absorption maximum shifts to the visible range. This is
found for chromophores in biological systems, e.g. retinal and β-carotene (Fig. 2.5), which both
consist of long linear polyene chains. Both chromophores belong to the class of carotenoids,
which absorb in the blue spectral region of about 420-570 nm leading to reddish, orange or
yellow colors.41
Figure 2.5 a) all-trans retinal and b) β-carotene.
Aromatic cyclic molecules, like benzene, napthalene, anthracene etc. also show an absorption
maxima shift to longer wavelengths with increased π-electron systems, i.e. with an increasing
size of aromatic rings. Nitrogen containing derivatives of benzene, napthalene etc. exhibit
n→ π∗ excitations. This does not significantly affect the absorption bands compared to their
nitrogenless equivalents.
The cyclic tetrapyrrole chromophore porphyrin (Fig. 4.2) is the basic structure of many
important dyes and chromophores in nature, e.g. the chlorophylls (Chl) or bacteriochlorophylls
(BChl) occurring in light-harvesting complexes. The (bacterio)chlorophylls contain additional
a magnesium ion, see Fig. 4.2, which replace the two central hydrogen atoms. The absorption
spectrum of porphyrins consist of the so called Q-band(s) in the visible region and a B-band
(also called Soret-band) in the near UV region. This characteristic absorption is also found in
(bacterio)chlorophylls. The labeling of the absorption peaks of (bacterio)chlorophylls is based
on the four-orbital model for porphyrin derivatives as proposed by Gouterman et al.69,70 In
porphyrins, the two HOMOs (HOMO and HOMO-1) as well as the two LUMOs (LUMO and
LUMO+1) are energetically degenerated, while in (bacterio)chlorophylls this degeneration is
lifted due to a reduced symmetry. Hence the Q-bands are splitted up into a Qx and Qy band.
Chlorophylls in general, absorb mainly in the blue or near-UV region and red or near-infrared
spectral region leading to green colors.41,75,103
In Fig. 4.2 one BChl is shown, whose skeleton is the bacteriochlorin ring. Bacteriochlorin
contains 18 π-electrons and has a reduced aromaticity than porphyrin, which has 22 π-electrons
and whose aromatic system extends over the entire ring. Six different naturally occurring
BChl (a, b, c, d, e, g) exist differing in their substituents. In this thesis, BChl a (Fig. 4.2)
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is investigated, which contains a phytyl tail, a polyisoprenoid alcohol chain esterified to the
pyrrole ring IV.41,111
In general, the excitation of the chromophore from the ground state S0 to the first excited
state S1 is accompanied by a change in bond orders and a change of the dipole moment. In
the case of retinal, the excitation leads to a shift of the electron density along the polyene
chain resulting in a high transition dipole moment of about 12D.142 In the case of BChl the
ring shape reduces the changes in electron density leading to a transition dipole moment of
6.3D.5,106
Figure 2.6 a) Bacteriochlorophyll a (BChl a); b) Porphyrin.
2.2.2 Rhodopsins
Rhodopsins, or also called retinylidene proteins are photoreceptor proteins involved in the
sensing and response to light. The chromophore retinal absorbs photons for energy conversion
or intra- and intercellular signaling. Rhodopsins are divided into two classes: (i) the microbial
rhodopsins belonging to type I, found in archae, bacteria and fungi which function as light-
driven ion pumps, light-gated ion channels or light sensors coupled to transducer proteins; and
(ii) the animal rhodopsins belonging to type II found in animals and humans which are a subset
of G-protein-coupled receptors. Examples for type I are bacteriorhodpsin (bR), a light-driven
proton pump or halorhodopsin (hR), a chloride ion pump. Both are found in halobacteria,
where also two rhodopsins important for photosensory signaling are found, sensory rhodopsin
I (sRI) and sensory rhodopsin II (sRII), or also called pharaonis phoborhodopsin (ppR). The
bovine rhodopsin (Rh) which are responsible for dim-light vision, or the human rod and cone
visual pigments are examples for type II.54,202
All of these proteins are composed by seven transmembrane α-helices embedded in a
membrane and forming an internal binding pocket, where the chromophore retinal is bonded
via a Schiff base linkage to the ε-amino group of a lysine side chain of helix G, see Fig. 2.7(a).
The chromophore retinal is usually protonated (RSBH+). Changes in its protonation state
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are responsible for signaling or transport activity of the rhodopsins. The primary event
in rhodopsins is the isomerization of retinal after photon absorption. For efficient light to
energy or light to signal conversion, rhodopsins differ in the retinal isomerization pattern,
retinal conformations, internal water arrangement and protein environment.54 In microbial
rhodopsins the retinal is isomerized from an all-trans to a 13-cis configuration (Fig. 2.7(b)),
while in animal rhodopsins it is isomerized from 11-cis to all-trans.
In this thesis, only the first class of rhodopsins, belonging to the microbial rhodopsins are
investigated. From this type I class, bR and ppR serve as models for the benchmark study
of LC-TD-DFTB. A third rhodopsin, the light-gated cation channel channelrhodopsin-2, is
investigated in chapter 6.
(a) (b)
Figure 2.7 (a) Schematic representation of a rhodopsin embedded in a membrane, retinal in orange is
linked to helix G, CT means cytoplasm and ET means extracellular. (b) all-trans retinal bonded via a
Schiff base linkage to the ε-amino group of a lysine side chain is isomerized to 13-cis retinal around
the C13=C14 double bond after photon absorption.
Bacteriorhodopsin and Phoborhodopsin
Bacteriorhodopsin (bR) and pharaonis phoborhodopsin (ppR) are found in halobacterium,
Halobacterium salinarum. The proton pump activity of bR lead to a formation of a membrane
potential, which is in turn used for light-energy conversion, i.e. it is used for ATP synthesis.
ppR works as negative phototaxis sensor.54
bR, which was found in the early 1970s, was the first discovered microbial rhodopsin,170
whose structural arrangement was determined by electron microscopy79 and the first one
whose amino acid sequences was known.102 Since then, it is the best understood and studied
microbial rhodopsin and serves often as a reference model for the study of other rhodopsins.
The activation of bR and ppR by light triggers several reactions summarized in a so called
photocycle, as shown for bR in Fig. 2.8(a).38,121,143 Various experimental techniques, like X-ray
crystallography, UV/Vis absorption, Fourier-transformed infrared (FTIR), Raman or nuclear
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magnetic resonance (NMR) spectroscopy as well as various computational methods were used
to determine and study different intermediate states of the photocycle.7,82,140,143,162,228,233
Here a short summary of the events in the photocycle of bR is given.It has to be pointed out,
that also several substates exist, which are spectroscopically silent but could be identified
using computational studies.228,233
(a) (b)
Figure 2.8 (a) Photocycle of bR, in red all-trans retinal and in blue 13-cis retinal; the numbers next
to the arrows belong to the lifetime of the respective state and the superscript numbers belong to the
absorption maxima. (b) Active site of bR (blue) and ppR (gray) in the dark state.
The primary event is the isomerization of retinal, followed by structural changes in the
red-shifted K intermediate state which are mainly characterized by hydrogen bond changes
or distance changes.27,228 The subsequent blue-shifted L intermediate is formed within
1µs and is the precursor for the deprotonation of the RSBH+ to reach the next strongly
blue-shifted intermediate state M. The proton acceptor of the RSBH+ is the amino acid
D85.25,68,136 The formation of the M state allows protons to pass the membrane vectorially
from the cytoplasmatic side to the extracellular side. The next step in the photocycle is the
reprotonation of the RSBH+ by the proton donor D96 and the formation of the intermediate
state N.33,148 Subsequently, the 13-cis retinal is isomerized back to the all-trans retinal leading
to the red-shifted O state.201 Finally, D96 is reprotonated from the cytoplasmatic medium. In
the last step O→bR, a proton transfer from D85 to the proton-release complex takes place.121
It is worthwhile to mention here, that in the dark state, i.e. the state without light contact,
contains a 2:1 mixture of all-trans,15-anti and 13-cis,15-syn retinal, where the latter also
undergoes a photocycle but has no influence on the pump activity of bR.54
Both, bR and ppR share the same basic structure. The so called active site includes the
RSBH+ and two counterions. A common feature of all microbial rhodopins is the water presence
in the active site. In the dark state of bR and ppR, the RSBH+ forms a typical pentagonal
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hydrogen bond network with three water molecules and two counterions,57,99,198,199,234 see
Fig. 2.8(b). Even though bR and ppR share the same basic structure, the absorption maxima
of both differ by about 70 nm.38 Details about structural differences in the binding pocket
and the reason for the shifts are introduced in chapter 5.
Channelrhodopsin-2
Channelrhodopsins (ChRs) are light-gated cation channels and firstly found in the unicellular
green algae Chlamydomonas reinhardtii. ChRs are conductive for protons as well as monovalent
and divalent cations (Na+, K+, Ca2+) resulting in plasma membrane depolarization.155,156
They are located in the eyespot of the motile unicellular algae and serve there as a sensory
photoreceptor allowing the algae to identify optimal light conditions for growth.189 The
unique combination of both photosensor and channel within a single protein paves the way
for optogenetics. It is a research field using cell-specific promoters to express light-activatable
proteins to be able to selectively activate or silence cells through the application of short
light pulses.26,54,124,154 In algae, two types of ChRs are found, termed channelrhodopsin-1
(ChR1) and channelrhodopsin-2 (ChR2). Even though ChR1 occurs more frequently, ChR2 is
currently the most investigated ChR because of its superior expression in host cells.54
As typical for rhodospins, ChRs contain seven transmembrane α-helices (A-G) embedded
in a membrane forming an internal pocket, where the retinal chromophore is covalently
bound to a lysine residue of the seventh helix (G) through a protonated Schiff base (RSBH+).
Electron microscopy reveals that ChRs exhibit a dimeric structure, with the third and the
forth helices (C and D) placed at the dimer interface.151
In contrast to bR, no crystal structure of ChR2-WT was available until 2017.217 An
alternative is the hybrid model C1C2,100 an X-ray structure comprised of the first 5 helices
(A-E) of ChR1 and the last 2 helices (F-G) of ChR2. Another approximation is given by
an homology model based on the C1C2 structure and obtained by sampling with classical
force field MD simulations and structural refinement with combined QM/MM simulations.224
Deeper structural comparison of the X-ray structure and the C1C2 as well as the homology
model are given in chapter 6. The comparison of the bR crystal structure to the C1C2
structure reveals similarities for helices C-F, however differences of helices A and B which show
a remarkably large number of glutamates (E82, E83, E90, E97, E101) in ChRs. Furthermore,
helices A and B are tilted outward and helix G is shifted towards the central axis of the
monomer compared to bR. This suggest, that helices A, B and G form a cavity, which allows
water influx for a cation-translocation pathway.100
Structural Motifs of ChR2-WT
The structure of ChR2 exhibits a characteristic active site in the dark state as well as some
functional gates important for the channel functionality discovered by experimental studies of
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mutants of ChRs.54,189 Fig. 2.9 shows all important structural motifs.
b) Active Site 
c) Central Gate
a) DC Gate
Figure 2.9 One monomer of ChR2-WT is shown as found in the homology model, zoomed in are:
a) the water-bridged DC gate; b) active site, here hydrogen bond of RSBH+ to E123 and c) central
gate, here E90 orientated upward towards the cytoplasmic side.
The active site of ChR2 contains the RSBH+, two negatively charged counterions E123 (D85
in bR) and D253 (D212 in bR) and some water molecules (Fig. 2.9 (b)). The presence of water
molecules was also highlighted by experimental studies.216 A QM/MM study of the homology
model on the active site structure in the dark state of ChR2 reveals a flexible hydrogen bond
pattern of the RSBH+, i.e. hydrogen bonded to either E123, D253 or a water molecule.73
The central gate contains the residues S63, E90 and N258 forming a hydrogen bond
network, as shown in Fig. 2.9 (c) with an upward orientation of E90, as found in the C1C2
X-ray structure and the homology model. The main difference observed in the ChR2 X-ray
structure is the downward orientation of E90 toward E123, which is discussed in chapter 6.
The E90Q mutant reveals changes in the ion selectivity displaying an increased selectivity for
Na+ as compared to the wild-type.71
The residues E82, E83, H134 and H265 form the inner gate, containing an additional
cation binding site225 and an interhelical hydrogen bond between the residues E83 and H134.
Similarly to the central gate, the mutant H134R showed changes in ion selectivity.71
The DC gate contains the residues C128 and D156 bridged via a water molecule, see
Fig. 2.9 (a) as obtained computationally by vibrational frequency analysis225,228 and later
confirmed in the ChR2 X-ray structure.217 The importance of the DC Gate for on- and
off-gating is reflected by studies on the C128T mutant.182,203 These studies showed a 200- to
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10,000-fold extended lifetime of the conducting state compared to ChR2 wild-type (ChR2-WT).
In general, mutation of one or more residues on the one hand provides an insight into changes
of channel activities and on the other hand opens the door for engineering of further novel and
useful ChR properties. For example, the mutation of C128 leads cells to depolarize readily at
quite low light intensities, which is useful for application in neuroscience.23
Photocycle of ChR2-WT
The activation by light triggers several reactions involving the opening and closing of the
channel similar to the other microbial rhodopsins, which are summarized in a photocycle.
The different intermediate states are identified by UV/Vis spectroscopy as well as FTIR,
Raman or NMR spectroscopy.20,116,132–134,152,153,161,180,181,216 In contrast to bR, several
open questions exist, since the intermediate states are mainly identified spectroscopically and
only few computational studies exist based on the C1C2 structure until now.13,37,208 Hence,
only the main intermediate states are characterized. However, a detailed atomistic study is
still missing.
Fig. 2.10 shows a photocycle of ChR2-WT as proposed by Lórenz-Fonfría et al.135 using
time-resolved UV/Vis, step-scan FTIR and tunable quantum cascade laser (QCL) IR spectro-
scopies. The primary event after photon absorption is the isomerization of all-trans retinal to
13-cis retinal. The photocycle consists of four different intermediate states, P5001 , P3902 , P5203
and P4804 . The first and the second intermediates are divided into two substates a and b. The
kinetics of the photocycle is similar to those of bR.216
Figure 2.10 Photocycle of ChR2-WT. The states in red contain an all-trans retinal configuration,
while the ones in blue contain a 13-cis retinal configuration. The numbers next to the arrows belong
to the lifetime of the respective state and the superscript numbers belong to the absorption maxima.
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The formation of the red-shifted first intermediate state within 3 ps after retinal isomerization
accompanies with the formation of the pre-gating process, which is preserved until the
formation of the blue-shifted state P2. The first intermediate state P1 might include some large
structural rearrangement or distortion of helices, which is unusual for microbial rhodopsins.
This however is suggested to be necessary for the formation of a larger pore for the conduction
of cations.132,161,180,183 Furthermore, the formation or enlargement of water-filled pores
inside the protein might be a prerequisite for cation permeation.134 P1 is also the precursor
for the deprotonation of the RSBH+, especially the late substate P1b which might be the
analog to the L state in bR. The primary proton acceptor is suggested to be D253 (D212 in
bR) as resulted by FTIR spectroscopy in contrast to bR, where D85 serves as the proton
acceptor.134 Studies involving mutants of E123 (E123Q, E123T and E123A) observed, that
E123 serves as the voltage sensor regulating the photocycle speed at different membrane
voltages.72 The pre-gating process paves the way for opening of the channel, which occurs
with the formation of the first substate of P2 (M state in bR), beginning the on-gating process.
The conductive states are allocated to the second substate of P2 and the red-shifted state
P3.17 The reprotonation of the RSBH+ takes place between P2b and P3, where the proton
donor is suggested to be D156, since its kinetics of deprotonation correlate with the kinetics of
the reprotonation of RSB.134 The channel closes after P3 followed by the recovery of all-trans
retinal, which lead either directly to the dark state or to the formation of the intermediate
state P4 only 10 nm red-shifted to the dark state.132
Analogously to bR, the dark state of the photocycle consists of a mixture of all-trans,15-anti
and 13-cis,15-syn retinal in a 70:30 ratio. The photocycle originating from the 13-cis,15-syn
retinal configuration is very fast, which supports the hypothesis that only the all-trans,15-anti
photocycle is linked to the conductive activity of ChR2, as was also concluded for bR.132,150,152
2.2.3 Light-Harvesting Complexes
Plants, algae and bacteria use efficiently the energy of sunlight to convert it into chemical
energy. This process is called photosynthesis. The functional unit of photosynthesis is build
up of light-harvesting (LH) complexes, also called antenna complexes.
LH complexes absorb the energy of sunlight and transfer it efficiently in a range of
picoseconds to a photosynthetic reaction center (RC). There, the energy is used for charge
separation to initiate further electron transfer steps for the synthesis of chemical compounds.41
LH complexes contain different chromophores to cover a broad range of the visible spectrum
of light. These are: (bacterio)chlorophylls, carotenoids, and phycobilins. Additional, LH
complexes consist of numerous chromophores, since only one chromophore could not provide
such an efficient process. The number of chromophores varies from system to system in a range
of 10 to 100.91 Furthermore, the efficiency is also provided by several LH complexes together
in one system, which are in turn differently arranged dependent on the organism.41,43,91,111,160
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In this thesis, two LH complexes of bacteria are used, which are the Fenna-Matthews-Olsen
Complex (FMO) of green sulfur bacteria and the light-harvesting complex II (LH2) of purple
bacteria. LH complexes of bacteria perform an anoxygenic photosynthesis in contrast to
plants, i.e. without oxygen production.41 The FMO complex is used for the benchmark of
LC-TD-DFTB and therefore only briefly introduced, while the LH2 complex is also subjected
to a QM/MM study, see chapter 5.
Fenna-Matthews-Olsen Complex
The FMO complex of green sulfur bacteria was the first LH complex for which an X-ray
structure was available.55,144 The green sulfur bacteria contains the largest naturally occurring
light harvesting antenna system. It consists of chlorosomes, which in turn consist of hundreds
to thousands of BChl chromophores. The FMO complexes connect the chlorosomes with the
reaction center linked to one side of the membrane and therefore act as an energy-transfer
unit.
The FMO complex is set up as a trimer arranged in a C3 symmetry as shown in Fig. 2.11.
Each monomer contains eight BChl a chromophores. The function of the eighth chromophore
of the FMO complex is until today controversially discussed in literature, since it is further
away from the other BChls.62,94,171,188 Thus, it is not known if it plays a significant role in
the energy transfer. However, it could serve as a linker molecule to the chlorosome.91 The
distances between the seven BChl a chromophores are in a range of about 10 to 20Å. In an
experimental study, the absorption range of the BChl a chromophores was determined to be










Figure 2.11 Schematic presentation of the FMO trimer. Here, one FMO monomer (PDB 3EOJ) of
Prosthecochloris aesturii is zoomed in to visualize the arrangement of the seven BChl chromophores.





The LH2 complex is embedded in a membrane of purple bacteria. Multiple LH2 complexes act
as subunits surrounding the so called LH1 complex, see Fig. 2.12. Both LH complexes have a
symmetric ring shape. The reaction center is linked to the LH1 complex. In some species, the
LH1 complex has a C-shape or forms a S-shaped dimer surrounding the reaction center.
a)
b)
Figure 2.12 Left: schematic presentation to visualize the arrangement of the LH1 (PDB 3WMM) and
LH2 (PDB 1LGH) complexes in purple bacteria (top view). Right: one LH2 is zoomed in to display
the chromophores: BChl a, in red: B850 ring and orange: B800 ring; and carotinoides in yellow. a) top
view; b) side view.
The first X-ray structures were resolved of the LH2 complexes of Rhodopseudomonas (Rps.)
acidophila146 and Rhodospirillum (Rs.) molischianum.109 The latter is used for the study
in this thesis. LH2 complexes contain several BChl a and carotenoides (rhodopin glucoside),
where the BChl a chromophores are arranged in two rings. The two BChl a rings in the LH2
complex exhibit characteristic absorption maxima at 800 nm and 850 nm and thus are referred
to the B800 ring and B850 ring. In Rs. molischianum, the B800 ring contains 8 BChl a
chromophores, which are separated by a distance of about 20Å, measured from Mg to Mg
ion, visualized as the BChl a ring in orange of Fig. 2.13 (b). This ring is oriented parallel to
the membrane plane and perpendicular to the other BChl a ring, the B850 ring. The B850
ring contains 16 BChl a chromophores, which are more compactly arranged. The distance
between them is about 9-10Å, also measured from Mg to Mg ion and shown as the BChl a
ring in red of Fig. 2.13 (b).
The chromophores are arranged in so called α − β subunits as shown in Fig. 2.13 (c)
consisting of two α-helices, three BChl a chromophores and one carotinoid. Two BChl a
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chromophores originate from the B850 ring and the remaining one from the B800 ring. The
BChl a chromophores are additionally distinguished depending on which α or β apoprotein
they are linked to. The ones linked to the α apoprotein are denoted as α-BChl a, pointing
with their phytyl tail towards the inner ring. The other, which are linked to the β apoprotein
are termed β-BChl a, where their phytyl tail is pointing towards the outside of the ring.
Dependening on the species, the number of the chromophores and thus also the number
of subunits in one LH2 complex differ. The LH2 complex of Rs. molischianum shows an
8-fold symmetry, while that of Rps. acidophila shows a 9-fold symmetry. The diameter of
the LH2 complex is about 65Å and also varies with species. The LH1 complex, in contrast,
has a diameter of about 120Å and about 16-18 subunits. The LH1 ring shows an absorption
maximum of about 875 nm.
The LH2 complex serves as an example how excitonic interaction can tune an absorption
spectrum,43 which is referred to the B850 ring (1.46 eV). The absorption maximum of the
B800 ring (1.55 eV) is set to be mainly influenced by the protein environment, since it is near




















Figure 2.13 Structural motifs of the LH2 complex: a) side view of the LH2 complex; b) subunit of
the LH2 complex; c) One BChl a of the B800 ring zoomed in with its surrounded amino acids; d)
Two BChl a of the B850 ring zoomed in with the surrounded amino acids; e) Distances of the BChl a
chromophores of the B800 and B850 ring.
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Theoretical Background
Computational methods allow us to investigate biochemical processes on an atomistic scale.
The investigation of biochemical processes requires multiscale methods, since they cover a
broad range of time scales from femtoseconds for the absorption of light to seconds for enzyme
catalysis, as shown here:
Figure 3.1 Examples of biochemically relevant processes spanning a broad time scale. Photochemical
and photophysical processes are shown in blue and other processes in red.
Photophysical and photochemical processes in biological systems require ab-initio methods
to yield an accurate description of the excited state properties. Due to the high computational
effort, ab-initio methods are limited to the number of atoms (∼ 100). Hence, semi-empirical
methods are needed, that can handle larger systems and allow the investigation of sampled
structures. For the sampling of several structures, molecular dynamic (MD) simulations based
on force fields have been established over the years in order to elucidate proteins in their
structure and thermodynamics. One advantage of classical MD simulations is that especially
large molecules can be described, as found in biological systems, since the computational
effort is much lower than in ab-initio simulations. Thus, it is possible to simulate systems
including up to 100 000 atoms for up to several milliseconds. In order to describe even larger
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systems or longer time scales, so-called coarse grained methods are available. However, these
methods were not employed in this work here. In the following, several methods ranging from




In quantum mechanics, the Schrödinger equation describes how the quantum state of a
non-relativistic system changes with time. If we describe a stationary state of the Hamiltonian
the time-dependent Schrödinger equation can be transformed into the time-independent
Schrödinger equation:
Ĥ(r)Ψ(r) = E(r)Ψ(r) with Ĥ(r) = T̂ (r) + V̂ (r) (3.1)
The Hamilton operator Ĥ for a many-electron system consists of the kinetic energy (T̂ ) as




































where Z is the nuclear charge, M is the mass of the nuclei and r the respective distances
between electrons, nuclei or electron and nucleus. The Born-Oppenheimer approximation as
introduced in chapter 2 decouples the motion of the nuclei and electrons, due to the larger mass
of the nuclei. Thus, the potential energy of the nuclei V̂NN is treated as a constant.40,93,207
For a many-electron system, the equation cannot be solved exactly. To find the best
approximated energy, the variation principle is applied. It starts with a trial wave function,




3.1.1 Hartree Fock Theory
The electronic wavefunction Ψ is set up as a product of one-electron wave-functions Φi(i)
(i=1,...,N) to consider a many-electron system:
Ψ(r1, r2, ..., rN ) = Φ1(1)Φ2(2)...ΦN (N) (3.4)
Taking the Pauli Principle into account, an antisymmetrized product of these one-electron






Φ1(1) Φ2(1) . . . ΦN (1)
Φ1(2) Φ2(2) . . . ΦN (2)
...
... . . .
...
Φ1(N) Φ2(N) . . . ΦN (N)
∣∣∣∣∣∣∣∣∣∣∣∣
(3.5)
This ansatz is used by the Hartree-Fock (HF) theory, so that the many-electron wave function
is approximated by a single Slater determinant. For the one-electron wave-functions, i.e. the
molecular orbitals (MOs) a best set has to be found, that minimizes the expectation value of
the Hamiltonian under the constraint of orthonormality (〈Φi|Φj〉 = δij). Typical, this is done
by the Lagrange multipliers. Within this procedure, the HF equations are obtained as follows:
f̂(i)|Φi(i)〉 = εi|Φi(i)〉 (i = 1, ..., N) (3.6)
where f̂ is the Fock operator and εi the orbital energies.93,207 The Fock operator consists of
the one-electron operator ĥi and the two-electron operators, the Coulomb operator Ĵj and
the exchange operator K̂j .
f̂i = ĥi +
N∑
j




















The one-electron operator ĥi describes the motion of one electron in the external potential
of all nuclei. The Coulomb operator Ĵj is defined as the classical electron-electron repulsion
(Coulomb repulsion) and the exchange operator K̂j takes the effects of spin into account, which
originate from quantum mechanics due to the antisymmetry of the Slater determinant.40,93,207
The HF equation is solved by the self-consistent field (SCF) procedure, since the HF
equation in turns depend on the MOs. In HF, the electron-electron repulsion is treated in
an "average" way, i.e. each electron is moving in the electrostatic field of the nuclei and the
average field of the other N − 1 electrons. In order to solve the HF equation numerically, the







where ciα are expansion coefficients and χα the atomic spatial orbitals (AO). The set of AOs
is called basis set, which contains a Slater type orbital (STO) |χα〉 ∝ exp(−ζr) or a Gaussian
type orbital (GTO) |χα〉 ∝ exp(−γr2). Minimal basis sets are constructed as STOs, which
are in turn linear combinations of simple GTOs. The accuracy of the MOs improves when the
number of basis functions increases.
The LCAO ansatz leads to the Roothaan-Hall equation:
FC = SCE (3.12)
where F is the Fock matrix, S is the overlap matrix, C is a N×N matrix of LC coefficient
(ciα) and E is a N×N matrix of orbital energies (εi).
Fαβ = 〈χα|F |χβ〉 (3.13)
Sαβ = 〈χα|χβ〉 (3.14)
The Fock matrix (F = H + G · D) contains the one-electron matrix ("core Hamiltonian") H,
the tensor of the two-electron integrals G and the density matrix D. To solve the Roothaan-
Hall equation, the Fock matrix is diagonalized to get the LC coefficients (ciα) and the MO
energies.93,207




























In HF, the tensor G is responsible for the time consuming part. So that the computational
cost formally scales with M4, where M is the number of basis functions.40,93,207 To reduce
computational time, approximation of G are made in semi-empirical methods, see section 3.2.
Electron Correlation
One drawback of HF is the neglect of electron correlation due to the mean-field approximation,
which ignores the direct interaction between electrons. The correlation energy (Ecorr) is defined
as the difference between the exact ground state energy (Eex) and the HF energy (EHF):
Eex − EHF = Ecorr. The correlation between electrons with opposite spins is called Coulomb
correlation, while the correlation between electrons having the same spin is called Fermi
correlation. One way to account for the electron correlation is to use a linear combination of
Slater determinants:






The electron correlations methods differ in how the coefficients ci are determined.40,93,207
3.1.2 Configuration Interaction
Configuration Interaction (CI) uses the mentioned ansatz to account for electron correlation
by expressing the trial wave function as a linear combination of Slater determinants.












cabij Ψabij︸ ︷︷ ︸
D
+ · · · (3.20)
where Ψai ,Ψabij are the singly, doubly, etc. excited Slater determinants, which are constructed
by exchanging virtual and occupied orbitals. If only single excitation are taken into account
the method is called CIS, if additionally double excitations are considered its CISD etc.
Full CI represents all possible excitations.
With the CI method, the ground state wave function, the excited state wave functions
as well as the corresponding energies can be determined. As for HF, CI methods are also
variational derived to obtain the expansion coefficients and the corresponding energies. The
lowest eigenvalue of the CI matrix relates to the CI energy, while the second lowest eigenvalue
corresponds to the first excited state etc.93
There are some deficiencies and problems of the CI method. Full CI is only useful for very
small systems, since the number of determinants grows factorial with the size of the basis set.
The methods often used for the calculation of excitation energies are thus CIS and CISD. CIS,
however does not improve the ground state energy compared to HF, because of Brillouins
Theorem. Additionally, truncated CI methods except for CIS are not size consistent.40,78,93
3.1.3 Coupled Cluster
Coupled Cluster (CC) also takes electron correlation into account, where the wavefunction
can be constructed as follows similarly to the CI ansatz, with the exponential operator T :
Ψ = eTΨHF (3.21)
eT = 1 + T + 12T
2 + 16T






The operator T 1 for example accounts for the single excitation, see Eq. 3.23, whereas T 2, T 3, ...







Analogous to CI, CC can also be truncated to reduce computational costs. Truncated CC
methods are however size consistent in contrast to truncated CI methods. However, CC is
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also a single-reference method and thus can only be used if a single electronic configuration is
dominant.18,40,78,93
3.1.4 Multi-Reference Configuration Interaction
The multi-reference configuration interaction (MRCI) method uses a multi-configuration
self-consistent field (MCSCF) wave function as a reference instead of the single-reference HF
wavefunction. In MCSCF not only the coefficients ci have to be optimized by the variational
principle, but also the MOs used for constructing the determinants. This leads to a complicated
variation procedure. To alleviate this computational burden, the energetically lower and
virtual higher MOs are frozen and only a part of the MOs is treated actively, the so-called
active space. In general the active space is expressed by the complete active space (CAS) or
the restricted active space (RAS), see Fig. 3.2. The RAS is devided into a three-level space:
(i) RAS1 includes MOs that are doubly occupied; (ii) RAS2 is equivalent to CAS; (iii) RAS3
includes the non-occupied MOs. In CAS all excitations are possible. The methods are
called CASSCF and RASSCF, respectively. An extension to these methods is given by using
additional perturbation theory, leading to CASPT2, RASPT2.40,93,207 CASSCF/CASPT2
is however limited if the active space of the molecule increases. In those cases, for example
the simplified multireference method, the so called Spectroscopy ORiented Configuration
Interaction (SORCI) method was developed for the calculation of optical spectra combining




Figure 3.2 Example of complete active space (CAS) and restricted active space (RAS). In CAS(n,m)
n is the number of electrons and m is the number of active orbitals surrounded with a red box. RAS2
is analogous to CAS, where all excitations are possible. From the RAS1 or RAS2 space only 0, 1 or 2




3.1.5 Density Functional Theory
In Density Functional Theory (DFT), the quantum system is described in terms of electron
density. In general, the electron density is the square of the wavefunction. The integral of the




The electron density has maxima (or cusps) corresponding to the position of the nuclei, since
the nuclei are point charges. The basic assumption that the electron density determines the
properties of a molecule and the energy is given by variation properties are provided by the
Hohenberg-Kohn theorems.
The first Hohenberg-Kohn theorem provides a one-to-one mapping between the exact
electron density ρ(r) and the exact external potential Vext(r). The exact external potential
Vext(r) determines the exact ground state wavefunction and thus, the exact wavefunction is
a functional of the electron density ψ[ρ]. The second Hohenberg-Kohn theorem states that
a trial electron density leads to an energy greater or equal to the energy obtained by an
exact electron density (Eq. 3.26), which is analogous to the Raleigh-Ritz principle for wave
functions.
Thus, the ground state energy can be determined as a functional of the electron density.
Hence, the same individual components occur in the ground state energy making also use of
the BO approximation:
E0[ρ0] = T [ρ0] + Eee[ρ0] + ENe[ρ0] (3.25)
E[ρ̃] ≥ E0 (3.26)
The ground state energy consists of the kinetic energy of the electrons T [ρ0], the energy of
the electron-electron interaction Eee[ρ0] and the electron-nuclei attraction ENe[ρ0]. To make
it useful for the description of molecules, the Kohn Sham (KS) approach is used. Kohn and
Sham introduce the concept of a non-interacting reference system built from a set of orbitals,
i.e. non-interacting electrons in an effective potential Veff.110 Within this approach, a large
part of the total energy can be computed exactly. A small part, the non-classical contribution
to the electron-electron repulsion will be treated with an approximated functional. Eq. 3.25
can be rewritten as follows:
E[ρ] = TS[ρ] + J [ρ] + EXC[ρ] + ENe[ρ] (3.27)
EXC[ρ] ≡ T [ρ]− TS[ρ] + Eee[ρ]− J [ρ] (3.28)
In Eq. 3.27, J [ρ] refers to the classical part, the Coulomb interaction between electrons and
TS to the kinetic energy of the non-interacting reference system, which is thus not equal
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to the exact kinetic energy of an interacting system (Ts 6= T ). The remaining part of the
kinetic energy and of the potential energy, the electron exchange are transferred to the so











′ + EXC[ρ] +
∫
VNeρ(r)dr (3.29)
The kinetic energy is written in terms of orbitals with the definition, that the density is the
square of the Kohn-Sham orbitals, ρ(r) =
N∑
i=1
| ϕi(r) |2. Also the Coulomb part and the
electron-nuclei attraction can be reformulated in an expression containing the orbitals.
At this point, the effective potential Veff as well as the orbitals have to be determined. The
effective potential Veff (Eq. 3.30) contains the potential V (r) of the nuclei and the Coulomb
interaction between one electron and the mean-field created by all other electrons as well
as the so-far unknown potential VXC(r). The latter corresponds to the exchange-correlation
energy EXC and is defined as the functional derivative of EXC.

















ϕi = εiϕi (3.32)
To obtain the orbitals and thus the ground state energy, the Kohn-Sham equations have
to be solved iteratively analogous to the HF equations, since the effective potential Veff(r)
in turn is dependent on the density because of the Coulomb part. As in the Roothaan-Hall
equation basis sets are used, where the energy is then obtained by optimizing the coefficients.
As mentioned in section 3.1.1, HF neglects the electron correlation leading to the develop-
ment of various other methods to take the electron correlation into account. In DFT, the
electron correlation is considered by the exchange-correlation functional EXC[ρ], which can be
calculated using various approximations presented briefly in the following.
The electron correlation in terms of the density is described as a reduced probability of
finding an electron in the immediate vicinity of another electron. The correlation of electrons
with an opposite spin correlates to the Coulomb hole, while the one of electrons with the




The local density approximation (LDA) is the simplest method and based on the model of the











where the quantity εxc is splitted up as a sum of the exchange part and the correlation part,
while the latter is not shown here. The exchange part is calculated by the free electron
gas model, whereas the correlation part can be determined from quantum Monte Carlo
calculations.
LDA reproduces well geometries, however it fails in the case of bond energies due to its
overbinding tendency. Hence, LDA does not give a sufficient description of molecules due to
the homogeneous electron density.40,93,107
Generalized Gradient Approximation
The generalized gradient approximation (GGA) extends the LDA approach by also using the




Several gradient corrected functionals were developed, mostly adding a correction term to
the LDA functional. The gradient expansion of the density needs several coefficients, which
are not easily determined. Thus, some functionals are created using fitted parameters to
reference data. One popular GGA functional using non-empirical parameters is the one by
Perdew–Burke–Ernzerhof (PBE).175 There exist also combinations, e.g. the Becke’s (B)19
GGA exchange functional is combined with the correlation functional of Lee, Yang and Parr
(LYP)122 leading to the functional BLYP.
GGA functionals work better than LDA, however underestimate e.g. reaction barriers.
Both LDA and GGA functionals show a self-interaction error.40,93,107
Hybrid Functionals
To cancel the self-interaction error in LDA and GGA, hybrid functionals were developed by
adding a certain amount of HF exchange to the GGA exchange-correlation functional. Hence,







where λ is defined as the extent of interelectronic interaction, in the range of 0 (none) to
1 (exact). The extension can be generally formulated as EHybridXC = (1 − a)EDFTXC + aEHFXC,
where the variable a differs among the various functionals. One of the most popular hybrid
functional is B3LYP given by the following equation:
EB3LYPXC = (1− a)ELSDAx + aEHFx + bEB88x + (1− c)ELSDAc + cELYPc (3.37)
where the parameters are about a ∼ 0.2, b ∼ 0.7 and c ∼ 0.8 obtained by fitting to experimental
data. Thus, B3LYP contains about 20% HF exchange. LSDA refers to local spin-density
approximation and B88 is a GGA funtional.
Hybrid functionals provide accurate geometries and generally perform better compared to
LDA or GGA. However, hybrid functionals fail in describing the polarizability of long chains or
excitation energies containing Rydberg states or charge-transfer effects in the time-dependent
extension.236
Long-Range Corrected Functionals
The asymptotic behavior of the exchange-correlation potential (VXC(r) = δEXC[ρ]/δρ(r))
has to be described correct, if the described system depends not only on the quality of the
KS orbitals but also on virtual orbitals. VXC(r) should show a Coulombic decay (−1/r) for
r →∞. However, functionals like LDA or GGA fail to describe the right asymptotic behavior
of (−1/r). Hybrid functionals improve it, however have a too small contribution of the exact
exchange. To improve the long-range orbital-orbital interaction, the long-range corrected (LC)










where r12 = |r1 − r2| is the distance of electrons and the error function erf(ωr12) is often used
as the smoothing function. The parameter ω determines then their respective contributions.
LC functionals are thus distinguished through their contribution of the short-range part
as described by DFT exchange and the long-range part as described by HF exchange. Thus,
the exchange-correlation functional reads:
EXC = EXsr + EXlr + Ec (3.39)
An extension of B3LYP is obtained by the Coulomb-attenuating method (CAM), i.e. CAM-
B3LYP, which extends Eq 3.38 with two additonal parameters α and β (erf(ωr12)→
[α+ β · erf(ωr12)]). This allows a more flexible approach. CAM-B3LYP has therefore an HF
exchange of the long-range part of about 60% and 20% HF exchange of the short-range part.236
The long-range corrected functional to BLYP, LC-BLYP accounts for 100% HF exchange in
the long-range part, but has no HF exchange part in the short-range.209 The extension of
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the functional B97 with additionally optimized parameters leads to the functional ωB97X,
which contains 16% HF exchange at short range and 100% at long-range.36 Functionals with
about full HF exchange in the long-range part show improved idescription of charge-transfer
excitations.46,209
3.1.6 Time-Dependent Density Functional Theory
DFT as described above accounts for properties of the ground state. However, the DFT theory
can be extended in a time-dependent way, referred to as TD-DFT, in combination with linear
response theory, if excited state properties are of interest.
TD-DFT is conceptionally analogous to KS DFT. In analogy to the first Hohenberg-Kohn
theorem, Runge and Gross set up a theorem, which states the existence of a one-to-one
mapping between the time-dependent electron density ρ(r, t) and the time-dependent external
potential Vext(r, t) up to a spatial constant.186 Hence, since the time-dependent external
potential Vext(r, t) determines the time-dependent wavefunction ψ(r, t), the wavefunction is
thus a functional of the electron density. To account for the variation principle, the action
integral A is introduced (Eq. 3.40), which is stationary at the exact electron density. The







− Ĥ(r, t)|ψ(r, t)〉dt (3.40)
∂A[ρ]
∂ρ(r, t) = 0 (3.41)
A system with N non-interacting electrons in an effective potential as introduced above is
given in a time-dependent extension as follows by applying ρ(r, t) =
N∑
i=1
















∂ρ(r, t)︸ ︷︷ ︸
VXC(r,t)
(3.43)
The exchange-correlation potential VXC(r, t) is thus expressed by the exchange-correlation
action AXC , which similarly collects all unknown remaining parts.35,46
Linear-Response
In order to calculate absorption spectra in a less costly way than full KS TD-DFT, it is
extended with linear response scheme developed by Casida.34 Linear response refers to a
perturbation of the first order, i.e. the electric field is treated as a small external perturbation.
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Thus, the linear time-dependent response of a time-independent ground state electron density
to this time-dependent electric field gives the excitation energy. The density response appears
as a peak at a certain frequency related to the excitation energy. Linear response theory
introduces a density matrix formalism P and an exchange-correlation kernel fxc to calculate
the response in terms of time-dependent perturbation theory. With this ansatz the so called










The matrix elements are defined as follows, (ωjbτ = εbτ − εjτ with niσ > naσ and njτ > nbτ ,





Biaσ,jbτ = Kiaσ,jbτ (3.46)
Kiaσ,jbτ =
∫




where the indices (i,j) refer to the occupied orbitals, (a,b) to virtual (unoccupied) orbitals and
(σ, τ) are the spin indices. X,Y are the eigenvectors, which determine the transition density
and oscillator strength of a certain excited state. Ω represents the associated transition energy.
Kiaσ,jbτ is the so called coupling matrix and represents the linear response of the Hamiltonian


















Here, the density is defined as ρ = ρ↑ + ρ↓ with the magnetization density m = ρ↑ − ρ↓.





Semi-empirical methods are approximative methods and can also take electron correlation
into account, however in a computational efficient manner. The main approximations are
applied to: (i) the core electrons, which are frozen (ii) the valence orbitals, which are described
using a minimal basis, i.e. one basis function per valence orbital and (iii) the reduction of the
number of two-electron integrals of Eq. 3.15.
The various semi-empirical methods are distinguished by the number of neglected integrals,
or parameterized based on high-level quantum calculations or experimental data.
Wavefunction Based Methods
The main assumption known as the zero differential overlap (ZDO) approximation neglects
all products of basis functions depending on the same electron coordinate, when located on
different atoms. This reduces the overlap matrix S to a unit matrix: Sµν = δµν , with δµν as
the Kronecker delta function, which is 0 for µ 6= ν and 1 for µ = ν. The secular equation
(Eq. 3.12) is now simplifies to:
FC = CE (3.51)
Furthermore, one-electron integrals are set to zero when three centers are involved, i.e. two
from the basis function and one from the operator. And all three- and four-center two-electron
integrals are neglected.
The neglect of diatomic differential overlap (NDDO) applies the just mentioned approx-
imations. In addition to the approximations done in NDDO, the intermediate neglect of
differential overlap (INDO) neglects all two-center two-electron integrals, which are not of the
Coulomb type, but preserves the one-center integrals. In the complete neglect of differential
overlap (CNDO) all two-electron integrals are neglected.40,93
3.2.1 Zerner’s Intermediate Neglect of Differential Overlap
Zerner’s intermediate neglect of differential overlap (ZINDO) or ZINDO/S (S = spectroscopy)
is based on INDO, and was developed for the calculation of electronically excited states,
especially for transition metal complexes. The INDO method was chosen instead of CNDO,
because one-center exchange is necessary to separate different terms within one configuration.
For example, CNDO gives degenerated singlet and triplet states obtained by n→ π∗ transitions.
To further increase precision, INDO/S or INDO/1 was used, which takes ionization potentials
for parametrization of the one-center core integrals instead of electron affinities to improve
spectroscopic results. ZINDO/S includes a CI calculation, i.e. CIS, to calculate the electronic
spectrum, also called ZINDO/S-CIS.15,239
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3.2.2 Orthogonalization Model 2
Another semi-empirical method to calculate vertical excitation energies is given by the
Orthogonalization Model 2 (OM2) also referred to as OM2/MRCI. OM2 was developed on
the basis of NDDO as introduced above and includes orthogonalization corrections. It is
parameterized for the elements H, C, N and O.
Using the Löwdin orthogonalization, the Roothaan-Hall equation (Eq. 3.12) leads to a
standard eigenvalue problem:
λF λC = λCE (3.52)
where the matrix refers to an orthogonal basis denoted by λ. The overlap matrix S becomes
the unity matrix. Using orthogonalization corrections on NDDO leads to a reduction of the
two-center two-electron integrals, since some of these integrals become very small with an
orthogonal basis. The correction based on orthogonalization effects improves the splitting of
the MOs, since the ZDO based methods as described above lead to a too low antibonding MO.
Thus, the gaps between bonding and antibonding MOs and the resulting excitation energies
are underestimated.
The excitation energies are obtained efficiently by applying MRCI using the graphic unitary
group approach (GUGA), which is an efficient method for evaluating the matrix elements
of the CI Hamiltonian. Hence, OM2 makes the selection of a larger active space possible
compared to SORCI. Furthermore, all relevant orbitals are included automatically.113,200,226
Density Based Methods
3.2.3 Density-Functional Tight-Binding
DFT can treat systems with about 100 atoms, however with increasing number of atoms
the computational cost of DFT increases also. The most time consuming step and therefore
computational costly is the self-consistent solution of the KS equation (Eq. 3.32), where every
matrix element has to be recalculated. Hence, approximations are needed, which are given
by the Density-Functional Tight-Binding (DFTB) method, the semi-empirical method of
DFT.52,53 It has to be mentioned, that in DFTB, there is no fit to experimental data since
the parameterization procedure is based on DFT calculations. The method originates from
solid state physics, where the tight binding formalism states that the electrons in a system
are approximately tightly bound to the atoms.
The first version of DFTB used a reference density ρ0 equal to a fixed density leading to a
non-self-consistent procedure and simplification of matrix elements which in turns leads to a
reduced computational time. This works for some large systems, however, if polarized systems
are involved, e.g. molecules with elements of different electronegativities, this assumption
fails. Therefore, the reference density ρ0 is extended with the density fluctuation δρ around
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it, while the reference density ρ0 is expressed as a sum of neutral atomic densities.
ρ(r) ≡ ρ = ρ0 + δρ =
∑
a
ρ0a + δρ (3.53)
The total energy is expanded around the reference density, i.e. the exchange-correlation
functional is expanded in a Taylor series:
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= E0[ρ0] + E1[ρ0, ∂ρ] + E2[ρ0, (∂ρ)2] + E3[ρ0, (∂ρ)3] + ...
(3.55)
The different DFTB methods correspond to the truncation of the Taylor series. The truncation
after the first-order term results in the original DFTB method. The inclusion of the second-
order term leads to DFTB2.53 And DFTB3 additionally includes the third-order term.63,64
In DFTB, the matrix elements are listed in tables so that they do not have to be integrated
explicitly for each geometry. Firstly, an LCAO ansatz is used for the KS orbitals, which in turn







approximations to the matrix elements are done. In general, three-center contributions are
neglected. The first term of Eq. 3.55 represents the Hamiltonian matrix elements and is
















The diagonal elements of the Hamiltonian matrix H0µµ leads to the KS eigenvalues, which
are calculated by an atomic DFT calculation using the PBE exchange-correlation functional.
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The off-diagonal elements H0µν are obtained by a two-center approximation. These matrix
elements are listed in tables by calculating different internucleic distances.
The four terms in the second line of Eq. 3.55 depend only on the reference density ρ0 and












b , rab] (a 6= b) (3.57)
These terms refer to the original DFTB, where no fluctuation of the density was taken into
account. The correction terms due to the extension then requires additional approximations
to additionally speed up calculations. Thus, the density fluctuation δρ is expressed as a sum





These are described as charge fluctuations δqα = qα − q0α, where qα is the Mulliken charge
and q0α is the number of valence electrons of the neutral atom α. Using this assumption the








− S(Rαβ, Uα, Uβ) · h (3.60)
where γαβ takes the electron-electron interaction into account and is split up into a Coulomb
part and an exchange-correlation part. γαβ is represented by the integral over a product of
two normalized Slater-type spherical charge densities. The resulting values dependent on the
nuclear distances Rαβ, while two limiting cases exist:
(i) If the distance Rαβ is large (Rαβ → ∞), then the function reduces to a Coulomb
interaction between the two partial charges.
(ii) If α = β, then γαβ describes the on-site-self-repulsion, i.e. the electron-electron interaction
on atom α; therefore γαα = Uα, where Uα is the Hubbard parameter, which is the second
derivative of the total energy of a single atom with respect to the occupation number of
the highest occupied atomic orbital and describes the chemical hardness.
The function S denotes a short-range function responsible for the correct convergence of γαβ
at Rαβ = 0. In Eq. 3.60, h represents the so called γh function and is discussed below in terms
of DFTB3. The computation of the charge fluctuation with the Mulliken population analysis
in terms of KS orbitals requires the minimization of the energy which leads to the so called
self-consistent charge DFTB theory (SCC-DFTB).
With these approximations DFTB2 is obtained, which works well comparable to B3LYP
and MP2 calculations and performs also well for biological systems.51 However, in DFTB2
there is a linear relation between the chemical hardness and the atomic size. Further on, the
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Hubbard parameter does not depend on the charge fluctuation of the atom, which leads to a
poor description of systems, where charged atoms are involved.63 Hence, in DFTB3 the third
order energy term is taken into account to improve also the description of charged molecules.





The desired chemical behavior for charged systems is given by the derivative of the γ function






















The derivative ∂γαβ/∂qα can be calculated analytically and the diagonal term (∂Uα)/(∂qα)|q0α
is given by the third derivative of the total energy of an atom with respect to the charge.
In organic molecules and especially in biological systems the hydrogen bonds have to be
well described. The description of hydrogen bonds is improved by DFTB3 over DFTB2. As
mentioned above (Eq. 3.60), the γh function was introduced, which is 1 in case of DFTB2. In
DFTB3 this function is extended with a parameter ζ to improve hydrogen bonding. More
details about this function can be found in Ref. 63.
Within these approximations the KS equation are also formulated in matrix form and
solved in terms of SCC-DFTB.
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DFTB3 shows for hydrogen bonds an error in binding energy smaller than 3.0 kcal/mol,63
which is smaller than errors obtained by DFT with standard functionals using medium sized
basis sets typically used in QM/MM simulations to e.g. study biological systems. Furthermore,
the geometries obtained with DFTB3 improve slightly for charged molecules.63
3.2.4 Time-Dependent Density Functional Tight Binding
The efficient DFTB method is also extended in a time-dependent (TD-DFTB) approach
analogous to the linear response theory of KS DFT to compute excitation energies. The









Fjb = Ω2Fia (3.66)
where ωia = εa − εi and the indices (i, j, ...) refer to the occupied orbitals, while the indices
(a, b, ...) refer to the virtual orbitals. The coupling matrix Kiaσ,jbτ has to be approximated to
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tabulate the two-center integrals, which is done in terms of a Mulliken approximation. In the






















(cµicνaSµν + cνicµaSνµ) (3.69)
The two electron integral γ̃αβ (see Eq. 3.49) contains then the XC kernel f , which is evaluated on
the full ground state density. However, there are negligible differences between the calculation
using the full ground state density or the reference density ρ0. Hence, γ̃αβ ≈ γαβ and thus the
results of SCC-DFTB can be used. The magnetization term mαβ corresponds to a short-range
nature and is approximated to the quantity M (M = 1/2(∂εHOMO↑ /∂ρ↑ − ∂εHOMO↓ /∂ρ↓)),
which in turns is obtained by atomic DFT calculations analogous to the Hubbard parameter.
Thus, the excitation energies can be obtained analogous to Eq. 3.44 using these approximations
and the corresponding oscillator strength.164,166
3.2.5 Long-Range Corrected Density Functional Tight Binding
As discussed in section 3.1.5, the long-range corrected functionals improve over standard DFT
functionals as the self-interaction error is removed asymptotically through the long range
contribution. Hence, the DFTB scheme was also extended to range-separated functionals
yielding the LC-DFTB method.137,165
The functional used to extend DFTB is based on Baer, Neuhauser and Livshits,16,129
i.e. splitting the Coulomb interaction (ν) into short-range and long-range:
ν = 1
r12





The functional is dependent on the parameter ω and the exchange-correlation functional is
given by: Eω,DFTxc = EGGAc + αEω,LDAx + Eω,HFx (GGA = PBE and α = 1).
The formalism of the DFTB method described above has to be changed slightly, since
a reference density matrix P0 is introduced, as it necessary for the exchange term. Hence,
the energy is expanded with a certain reference density matrix and the fluctuation up to the
second order. Eq. 3.54 is than rewritten as follows:












where vω,xc, fω,xcµναβ denotes the first and second derivatives of the functional in the AO basis,
respectively. The Greek subscripts represent the Slater-type atom-centered basis functions


























The repulsive energy Erep depends only on the reference density. For the Hamiltonian H0µν the
same two-center approximations are done as described above. The matrix elements are thus
also tabulated for different internucleic distances. Using the Mulliken approximation, the four-
center integrals are reduced and the two-center integrals become (µα|βν)lr = 14SµνSαβ [γ
lr
µα +
γlrµβ + γlrνα + γlrνβ ]. The integrals γlrαβ are then parameterized as in the original DFTB method,
however with the long-range contribution. The Hubbard parameter (U = ∂2E/∂n2) in
LC-DFTB are then obtained as:





where γfrαα accounts for the full-range γ-integral and contains the XC-kernel fω,xc. The
subscript l denotes the angular momentum of the highest occupied atomic orbital. Both
γfrαα and γlrαα contain the range-separation parameter ω. With these approximations, the
Hamiltonian for the KS equation can be constructed and solved by applying the variation
principle.137
3.2.6 Time-Dependent Long-Range Corrected Density Functional Tight
Binding
The time-dependent extension is also applied to LC-DFTB115 (LC-TD-DFTB) to make the
computation of excitation energies possible, since especially range-separated functionals are
promising to improve excited state description containing e.g. charge-transfer effects.
As in to section 3.1.5, where linear response theory was described, and similar to the
time-dependent extension of DFTB, the total density as well as the magnetization is used.









3.3. Molecular Dynamics Simulation
Defining µ = {Alm} and ν = {Blm}, where l denotes the angular momentum and m the
magnetic quantum number, the two-center integrals are written as:
γfrAl,Bl′ ≈ (µµ|vc + fω,xc|νν) (3.76)
γlrAl,Bl′ ≈ (µµ|vlr,ωc |νν) (3.77)















where ΓστAl,Bl′ = γfrAl,Bl′ + δσδτδABWAl,l′ , for further details see Ref.115 The qiaσAl are thus the
transition charges, as introduced in section 3.2.4. When using local/semilocal functional
(ω → 0) in Eq. 3.78, the long-range part vanishes and the original TD-DFTB method is
obtained. The long-range part introduces an asymmetry of the coupling matrix, requiring
the use of a special algorithm by Stratmann et al.205 Thus, the excitation energies are
obtained. The oscillator strength can be computed in terms of the Mulliken approximation
and the transition dipole matrix. The parameter is set to ω = 0.3/a0, which provides accurate
predictions of ionization energies and band gaps from orbital eigenvalues with the ground
state LC-DFTB method.115
3.3 Molecular Dynamics Simulation
3.3.1 Molecular Mechanics
The numerical solution of the Schrödinger equation is very time-consuming when large
molecules are involved. In case of biological systems, molecular mechanics becomes popular to
describe molecules using the laws of classical mechanics. The idea is to describe the energy of
the system as a function of the nuclear position, without explicit consideration of the electrons
as individual particles. The potential energy is given by empirical force fields.40,93
Force fields apply atom specific parameters obtained by experiments or quantum mechanical
calculations. The force field energy contains two main parts, which correspond to bonded and
non-bonded interactions between atoms. The bonded interactions describe efficiently all of
the quantum effects in chemical bonding, the bond, the angles and the torsion of molecules.
The non-bonded interactions are characterized as the Van der Waals (VdW) interactions and
the electrostatic interaction from Coulomb’s law.
40
3.3. Molecular Dynamics Simulation






































The potential energy curve of a bond can be described by the Morse potential V (r) =
De[1− exp(−α(r− r0)])2, where De is the depth of the potential energy, r0 is the equilibrium
distance and α = ω
√
µ/2De with µ as the reduced mass and ω as the frequency of the
bond vibration. Force fields use however an harmonic approximation obtained by applying a
Taylor expansion around an "equilibrium" bond length r0, since for equilibrium geometries
the harmonic approximation is satisfied. The Taylor series is truncated after the second order
yielding the energy of bonds (Ebonds), which represents the first term of Eq. 3.79, where k is
the spring constant.
The second term (Eangles) of the total energy in Eq. 3.79 refers to the description of bond
angles of molecules. Bond angles can be described analogously by a harmonic potential. Here,
the constant kϑ is related to the bend frequency, while ϑ0 is the equilibrium angle.
The dihedral angles are defined by four atoms and describe the rotation around their covalent
bonds. The third term of Eq. 3.79 (Etorsions) expresses the dihedral angle as a periodic function
by a sum of several cosine functions. Vn is then the amplitude, γn the phase shift and n the
periodicity (n = 1 : 360◦, n = 2 : 180◦, n = 3 : 120◦).
The last two terms of Eq. 3.79 belong to the non-bonded interactions depending on the
distance between the interacting atoms, i.e. the VdW potential and the Coulomb potential.
The VdW interactions are described by the Lennard-Jones-(12,6) potential and consists of two
parts: (i) the repulsive interaction (Pauli repulsion) of the atoms at short distances described
by the r−12 term and (ii) the attractive interaction induced by instantaneous dipole-induced
dipole interactions (London interaction) described by the r−6 term. The electrostatic inter-
action between two molecules is represented as a sum of interactions between pairs of point
charges using Coulomb’s law. The Coulomb term contains the dielectric constant ε0, the
distance between two atoms and the respective partial atomic charge q.
In this work, the Chemistry at Harvard Macromolecular Mechanics (CHARMM)29,30,84,138
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force field developed for proteins and lipids is used . It contains an additional term in Eq. 3.79,
the so called Urey-Bradley term (
∑
Urey-Bradley = ku(u − u0)2), which describes the angle
bending of atom 1 and 3 when three atoms are involved and is a mixture of Eangles and EVdW.
ku is then the force constant and u the distance between atom 1 and 3.
Furthermore, several solvent models exist, differing in the bonding description and pa-
rameters. In this work, the TIP3P95 water model is used, where all three atoms are rigid
bonded and every atom contains charges, while only the oxygen atom contains Lennard-Jones
parameters. Hence, only the oxygen atom can interact.
Limitations of Force Fields
Force fields can already give a good description of protein structures, however fail when the
electronic properties of the system are dominant or need to be accurately described. Hence,
processes like the formation or breaking of chemical bonds, charge transfer or photochemi-
cal/photophysical processes can not be described accurately by force fields. In those cases, a
combination of quantum mechanical methods with molecular mechanical methods (QM/MM)
leads to an efficient description, as introduced in the following section.
Another drawback of force fields is the residue specific treatment of amino acids in a
protein, i.e. independent of the environment the respective amino acids are treated equally.
This can have consequences if polarization effects occur within the environment, which can
lead to changes in the charge distribution of the respective amino acid. This is improved when
using polarizable force fields, which account for electronic polarization.238
Further problems lie in the description of hydrogen bonds, as can be seen when describing
the hydrogen bond pattern of the active site of bacteriorhodopsin (bR).49,225,233 Experimental
studies as well as vibrational frequency computations revealed a rigid hydrogen-bond network,
as described in chapter 2. Forcefields, however achieve not such a stable hydrogen bond
pattern.14 For further informations, the reader is referred to several e.g. Refs. 47,123,211.
3.3.2 Quantum Mechanics/Molecular Mechanics
Quantum mechanical methods combined with molecular mechanical methods (QM/MM) leads
to an efficient description, which originates by Warshel and Levitt.223
In QM/MM only a selected part is treated with QM methods, while the rest of the
system is described by MM methods. This QM part is mostly small, for example in the case
of photo-activated proteins, only the chromophore and some nearby amino acids or water
molecules would be included in the QM region. The total energy of a system within a hybrid
QM/MM scheme can be divided into three parts:
E = EQM + EMM + EQM/MM (3.80)
where EQM is the energy of the QM region, EMM the energy of the MM region and EQM/MM
is the interaction of both QM and MM subsystems. The respective QM and MM subsystems
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are computed as described in the previous sections, i.e. the MM subsystem using the force
field and the QM system by any quantum chemical method, HF, DFT or semi-empirical. The
main challenge is to describe the interaction between both subsystems. Several techniques
exist to describe this interaction, denoted as embedding schemes.
Mechanical embedding describes unpolarized interactions in a simplest way by means of
a force field. The bonded as well as the non-bonded interactions between the QM-atoms
and the MM-atoms are described as in Eq. 3.79. The QM calculations take place isolated to
the QM subsystem. The non-bonded interaction between the QM and MM subsystems is
described by VdW interactions. However, there is no Coulomb interaction between the atoms
of the QM and MM subsystems. Additionally, the QM charges are not updated during the
calculation and the polarization of the wave function by the MM atoms is missing.31,197
An improved description of the QM and MM interaction is given by electronic embedding,
where the MM atoms are allowed to polarize the QM region. Point charges of the MM atoms
are included in the Hamiltonian of the QM calculation, and thus the QM atoms feel the





















| ~RA − ~RB |
(3.81)
The Hamiltonian is computed then by inclusion of the charge QA of the MM atom A and the
Mulliken charge qB of the QM atom B. The interaction energy EQM/MM is then set up by
Eq. 3.81 and the VdW part used in the mechanical embedding scheme.
Another improvement is given by polarizable embedding, where QM atoms also polarizes
the MM region. In this case, a polarizable force field is necessary, which reacts to the changes
of the electron density. It requires a double iterative procedure for allowing the electric fields
in both the QM and MM regions to be determined in a self-consistent fashion. This method
incurs high costs and is therefore only used when high accuracy is needed.31,197
The border between the QM region and the MM region in many cases passes a covalent
bond. For the study of proteins, amino acids are often included in the QM region, where
the QM-MM boundary is then defined between the Cα–Cβ bond. Typically, the QM-MM
boundary is given by a C–C bond. In such cases, link atoms are introduced to satisfy the
valence of the QM region, in most cases the capping atom is a simple hydrogen atom. To
avoid overpolarisation the charges of the nearby MM atoms are smeared out.197
In this thesis, a DFTB3/CHARMM51 interface is used, which takes the electronic embed-
ding into account.
43
3.3. Molecular Dynamics Simulation
3.3.3 Geometry Optimization
The protein structure given by a homology model or directly by an X-ray structure has to
be geometry optimized for further computations to avoid overstretched bonds or other high
energy conformations. For the geometry optimization, several procedures are possible. In
general, the gradient of the energy ~g = ∇E(~r) (~r = (x1, y1, z1, x2, ..., zN )) is calculated. One
important point is the choice of the step size of the gradient descent algorithm. Taking too
large steps, one could miss the minimum and a too small step size leads to unnecessarily many
calculation steps. One example is the steepest descent (SD) method, using the absolute value
of the force vector to adjust the step size for the calculation of the energy, i.e. if the gradient
is large, the step size is also large.40,93
3.3.4 Equilibration
The equilibration of the system is provided by different algorithms known as thermostat
and barostat. When the temperature is equilibrated an NVT ensemble is generated. The
kinetic energy is used to control the temperature, where the initial velocities are obtained
by the Maxwell-Boltzmann distribution (〈Ekin〉 = 3/2NkT ). An example is provided by the
Nosé-Hoover thermostat, see Ref. 83, 168, which obtains the temperature by an oscillating
relaxation. To account for the pressure an NPT ensemble is used. The control of the pressure
proceeds analogously to the thermostat and is provided e.g. by the Parrinello-Rahman barostat,
see Ref. 173.
3.3.5 Molecular Dynamics
The study of biological systems require often sampled structures, which is provided by
molecular dynamics (MD) simulations. Based on force fields, they are quite efficient to
simulate large molecules up to a time scale of microseconds or even longer. To describe the
state of a system, the so-called phase space is defined, for N atoms this is a 6N-dimensional
space, with three spatial coordinates (xi) and three momentum coordinates (pi). The dynamics
of the system is described by a trajectory in the phase space, i.e. space and momentum changes
with time (~xi(t), ~pi(t)). The initial positions (xi(t0)) can be obtained from an X-ray structure
or a homology model.
As described above, the interaction between the molecules is defined in terms of a potential
V or a force F , since the force is the negative derivative of the potential with respect to the
position r, F (r) = −∂V/∂r. The trajectory is then determined by solving Newton’s equations
of motion (F = ma = mẍ). The time developement of the system generates new geometries
using a Taylor expansion:
x(t0 + ∆t) = x0 + ẋ(t0)∆t+
1
2 ẍ(t0)∆t+ · · · (3.82)
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Several methods exist for numerical integration. One example is the Verlet method, which
expands the Taylor series in a "negative" and "positive" time direction. An extension is
provided by the velocity Verlet method, which evaluates both ~x and ~v in time:




~v(t0 + ∆t) = ~v(t0) +
1
2∆t(~a(t0) + ~a(t0 + ∆t)) (3.84)
where ~a(t) is the acceleration. Firstly, the positions are calculated, followed by the calculations
of the forces and accelerations. Secondly, the velocities are obtained which in turn are used to
determine the new positions. Another example of an integrator is "leapfrog", which evaluates
the velocities with half-time steps.40,93
3.4 Spectroscopic Properties
The investigation of biogical systems requires several experimental techniques, which in turn
require several computational methods to explain experimental results on an atomistic time
scale. In this section, firstly an overview of the already presented methods for the computation
of excitation energies is given with their generally known advantages and disadvantages.
Secondly, the concept of exciton couplings is outlined, as well as their computation with
appoximative methods. Furthermore, the computation of vibrational frequencies is presented.
3.4.1 Excitation Energy
All ab-initio and semi-empirical methods introduced in the previous sections have either a
time-dependent (e.g. TD-DFT) or variational ansatz (e.g. CIS) for the calculation of excitation
energies. Furthermore, the methods are distinguished in single-reference and multi-reference
methods. Methods used for the computation of excitation energies in this thesis are:
A) Single-reference: (i) linear response: TD-DFT (+LC), TD-DFTB (+LC) and (ii) variational:
CIS, ZINDO/S-CIS; and B) Multi-reference: OM2/MRCI.
In general, various methods behave often differently when describing excitation energies in
vacuum or in the protein environment. Ab-initio multi-reference methods (MRCI) yield high
accurate excitation energies, however have high computational costs, and it scales unfavorable
with the size of the molecule. For the study of biological chromophores MRCI methods are
often used as reference method, since these molecules often show a multi-configurational
character. OM2/MRCI as a semi-empirical method is therefore advantagous for the study of
e.g. retinal proteins, showing a constant shift of 0.3 eV compared to SORCI results.59,73,82
CC2 mostly gives accurate absolute excitation energies with an error of about 0.3–0.5 eV,
however with high compuational cost. It is only applicable, if the transitions are mainly
characterized by single reference character. CIS calculations are very fast, however CIS
overestimates the excitation energies with large errors of about 0.5–2.0 eV. The main problem
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is the lack of correlation energy. ZINDO/S-CIS in contrast performs better than CIS, since it
was parameterized to calculate spectroscopic properties.
For TD-DFT methods with reduced computational cost, the quality of the results depends
on the functional used for the computation of excitation energies. In general, mainly hybrid
functionals can obtain high accurate excitation energies with an error of about 0.1–0.5 eV,
however showing systematic errors for certain exctations. It is known, that hybrid functionals
fail to describe Rydberg states, valence states of molecules exhibiting extendend π-systems
or when charge-transfer (CT) states are involved. In these cases long-range corrected (LC)
functionals might be promising to improve this failure.46 TD-DFTB as the semi-empirical
variant of DFT can even compute excitation energies three orders of magnitude faster than
DFT, however shows the same restrictions as standard DFT, since TD-DFTB is based on
the PBE functional.164 Therefore, LC-TD-DFTB might be also promising, showing already
an improved description for a small set of organic molecules including charge-transfer effects
with respect to standard DFT functionals as B3LYP.115 The response to the external field
as obtained by the protein environment is also differently treated by each method and is
discussed in chapter 4 and 5.
3.4.2 Exciton Coupling
Exciton coupling describes the energetic interaction between two molecules which are spatially
close, but not in direct physical contact. Spectroscopically, they behave like a single super-
molecule. The Hamiltonian of a dimer is constructed as a sum of the monomer Hamiltonians
(Ĥi, Ĥj) and the electronic interaction V̂ij between them.
Ĥ = Ĥi + Ĥj + V̂ij (3.85)
Vij can be seperated into a Coulomb part and an exchange part. The latter depends on
the spatial overlap between the two molecular orbitals of monomer i and monomer j. An
increasing molecular distance leads to an exponential decrease of the wave function overlap.
Hence, at a certain distance the exchange interaction can be neglegted.145 The Hamiltonian





where Ei, Ej are the excitation energies for each respective monomer. When the exchange inter-
actions are neglected, the off-diagonal elements Vij are the so-called Coulomb couplings.41,174
The eigenvalues are obtained by diagonalization of the H matrix. If the monomers are oriented
parallel and the dimer is symmetric, then Ei = Ej , and the eigenvalues are:
λ1,2 =
Ei + Ej
2 ± Vij (3.87)
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If the excitation energies of the monomers slightly differ or the monomers are tilted to each







(Ei − Ej)2 + 4V 2ij (3.88)
An example, where exciton couplings are computed taking only Coulomb couplings into
account, is found for the chromophores in light-harvesting (LH) complexes, where these are
seperated by about 10-20 Å.41
Figure 3.3 Energy splitting ∆E obtained by two coupled molecules.
Coulomb Couplings
Taking only the Coulomb interaction into account, the off-diagonal element Vij can be written
in terms of transition densities, which is a one-particle density matrix set up by the ground
state and excited state wave functions:
V Coulij =
∫∫ ρTi (r)ρTj (r′)
|r− r′| drdr
′ (3.89)
where ρT is the transition density. Several approaches have been developed to calculate
the Coulomb coupling, and are used in the study of LH complexes. In most methods, the
transition density is not directly used, but approximated as transition dipoles or transition
atomic charges. Hence, the coupling results from dipole-dipole interaction or electrostatic
interaction through point charges.43 Some methods used for study of LH complexes are briefly
outlined in the following.
The point-dipole approximation (PDA) yields the Coulomb couplings through dipole-dipole
interactions of two transition dipoles. The PDA calculation requires both the orientation and
the magnitude of the transition, which are obtained from absorption spectra of the involved
pigments. The orientation of the transition dipole moment is experimentally difficult to
determine and often obtained by QM calculations. The Coulomb couplings according to the
PDA scheme are computed as:






κ = µ̂iµ̂j − 3(µ̂iR̂ij)(µ̂jR̂ij) (3.91)
where |µi| and |µj | represent the dipol lengths and Rij is the distance between the two dipoles.
κ is a geometrical factor and displays the relative orientation between the dipoles.43 PDA gives
a simple representation of Coulomb couplings in terms of dipole strengths, their distance and
relative orientation. PDA is only valid for large distances and therefore, it overestimates the
Coulomb couplings at short distances and the perpendicular orientation of the two transition
dipoles, where κ and thus the couplings become zero.43,149,204
The transition charges from electrostatic potential (TrESP) method computes the Coulomb







The Coulomb interaction is computed as a sum between all pairs of point charges. For the
computation of Coulomb couplings of (bacterio)chlorophyll chromophores, an additional rescal-
ing to the experimental transition dipole moment is done, since the used quantum mechanical
methods overestimates the transition dipole moments. QM methods for the calculation of
atomic partial charges and transition charges are CIS or TD-DFT/B3LYP using small basis
sets.
The transition density cube (TDC) works similarly to TrESP and differs in the number
of transition charges, since it uses a numerical integration to calculate transition densities
represented in 3D grids. The Coulomb couplings are calculated therefore as a sum over
all Coulomb interactions of the transition charges in the cube. This represents a large
computational effort. As with TrESP, a scaling factor is also used to fit to experimental data.
DFTB: Computation of Coulomb Couplings
DFTB introduced in section 3.2.3 provides with its time-dependent extension an efficient
method to compute excitation energies. The time-dependent extension of LC-DFTB, already
showed its improvement to describe organic molecules involving CT excitation energies with
respect to standard DFT functionals.115
The computation of Coulomb couplings in a spirit of Mulliken transition charges is based
on DFTB2 with the time-dependent extension. Taking Eq. 3.66 into account, the transition























with the γ-function as defined in section 3.2.3, which describes the second order Coulomb
interaction.114
The obtained Coulomb couplings underlie the performance of the PBE functional. Following
this scheme, J. Kranz has extended it to compute Coulomb couplings based on LC-DFTB,
which is used in this thesis for the computation of Coulomb couplings of LH complexes. The
reduced computational time makes it also useful for sampling and further extension for the
calculation of exciton energy transfer. The advantages of computing Coulomb couplings in
the spirit of DFTB is given by the transition charges, which depend then on the accuracy of
the DFTB method and can be calculated "on the fly" over a MD trajectory.
3.4.3 Vibrational Frequencies
Infrared (IR) or Raman spectroscopy give structural insights into biological systems. The
interpretation of IR or Raman spectra is however not always easy for condensed phase so that
computational techniques for the computation of vibrational spectra in complex environments
are desirable. This is given by the normal mode analysis (NMA) and the Fourier Transform
of Time-Correlation Functions (FTTCF).98
Normal Mode Analysis
The NMA approach employs the harmonic approximation. The diagonalization of the mass-
weighted Hessian matrix (Eq. 3.96), which is the second order derivative of the energy with







where ∆ ~̃R are the nuclear displacements of atom i and j respectively to the equilibrium
positions. These are mass (m) weighted. The eigenfunctions of the Hessian define the normal
modes (vibrational motions) and the eigenvalues correspond to the vibrational frequencies.
The computation of the first derivative of the molecular dipole moments in case of IR or
the molecular polarizability in case of Raman reveals the spectral intensities. Due to the
harmonic approximation the NMA approach describes fast vibrations well but is unsuitable
for slow collective motions, where also anharmonic contributions exist. Furthermore, NMA
is performed at the equilibrium geometry, which corresponds to 0K and thus no shape of
the vibrational bands can be obtained. To consider also the effect of thermal fluctuation an




Fourier Transform of Time-Correlation Functions
Another method is given by the FTTCF, which is based on Fermi’s golden rule and linear
response theory leading to the following expressions of the time-correlation functions for the
computation of IR from dipole µ and Raman spectra from the polarizabilty α:
IR : I(ω) ∝
∞∫
−∞
〈µ(t) · µ(0)〉e−iωtdt (3.97)
Raman : I(ω) ∝
∞∫
−∞
〈α(t) · α(0)〉e−iωtdt (3.98)
From both equations, the frequency, intensity and band shape can be obtained if a time series
is available. The extraction of molecular vibration is possible from classical, QM or QM/MM
trajectories. Additionally, a correction factor is applied to the intensities to account for the
quantum effect on nuclear motion:22
Q = β~ω1− exp(−β~ω) (3.99)
where β = 1/kBT and ω is the vibrational frequency. The combination of FTTCF and
SCC-DFTB leads to the possibilty to compute vibrational frequencies in the spirit of DFTB,
which was already succesfully tested for simple chemical systems237 as well as molecules in
complex protein environments.178 The formalism of the combination of both FTTCF and
DFTB can be found e.g. in Ref. 98. A benchmark study by Welke et al.228 using DFTB3 with
the 3ob parameter set for the vibrational analysis of carboxylic acids revealed a mean absolute
error of 6 cm−1 with respect to PBE for the frequencies of the νCOOH band, and 7 cm−1 for
the shifts due to hydrogen bonding interaction with CH3OH. Hence, the 3ob parameters are
also used in this thesis for the FTIR computation.
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Benchmark of LC-DFTB on Retinal and
Bacteriochlorophyll
4.1 Introduction
The chromophores in rhodopsins and light-harvesting (LH) complexes exhibit characteristic
absorption spectra. The maxima and shape of these absorption spectra result from different
influences, which are responsible for shifting, shoulders or broadening of the absorption spectra
compared to the single chromophore in vacuum. The shifting of these absorption spectra is
also defined as "color-tuning". The influencing factors for color-tuning are:
(i) chromophore structure
Retinal, the chromophore of rhodopsins and bacteriochlorophyll (BChl), the chromophore
in LH complexes can show differences when comparing the structures within the protein
environment with those in vacuum. Steric interactions in the protein matrix could lead to
a twist of retinal,3 while BChl can loose the planarity of the ring system leading to a bowl
shape.212 This has a certain indirect influence on the absorption energy due to the change of
the ground state geometry.
(ii) interaction with the electrostatic environment, direct hydrogen-bonding or Van der Waals
(VdW) interactions
The electrostatic interactions of the chromophore with the environment due to ionic, polar or
polarizable groups of amino acids can "tune" the absorption energy. Additionally, a specific
hydrogen bond network involving the chromophore influences also the absorption spectrum,
since it may lead to charge transfer and VdW interactions.128,235
(iii)exciton coupling
LH complexes contain several BChl chromophores, which interact with each other. Excitonic
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couplings have therefore also a significant impact on the absorption spectrum, since they
depend on the arrangement and the distances of the chromophores.147
The explanation of the absorption spectra is experimentally not always fully available, which
makes computational methods necessary to have a deeper insight on an atomistic scale.
Computational methods have to deal with all these influences and additional with the size of
the chromophore as well as the respective system when investigating the absorption spectra
in biological systems. They can disentangle the factors, responsible for the shifts of the
absorption maxima and the shoulders and band width of the absorption spectra. However, the
choice of the method is important in order to confirm that the explanation of the absorption
spectra results from correct physical description and not from error cancellation.
4.1.1 Computational Investigation of Color-Tuning
Previous studies on retinal have shown,222 that not all methods are apt to estimate all the
influencing effects in the right magnitude making them useless for the computational study of
color tuning in biological systems. The reasons are the respective errors, which may appear in
different ways. Even though, methods can compute absolute excitation energies with high
accuracy, there is no better accuracy than 0.1 eV compared to experimental data, which is
nevertheless a huge error. The error in absolute energies has to be systematic, so that it can
be scaled in order to be comparable to experimental values.
The first criterion for the study of color-tuning is, that computational methods have to give
accurate ground state geometries, since they correlate with the excitation energy. Geometrical
parameters like the bond-length alternation (BLA), i.e., the difference of neighboring single
and double bond lengths of conjugated molecules, represents one measure factor to see the
structural differences and the influence on the excitation energies. The BLA correlates with
the C=C stretch frequency and thus with the absorption maximum.82,108 The BLA values
however vary significantly with the computational method. Therefore, the precise value of the
BLA has a sizable impact on the excitation energy. In some cases the ground state geometry
cannot be determined with the same method as used for the calculation of the excitation
energies. One method could give accurate ground state geometries, however could lead then
to large errors in the computation of excitation energies, or vice versa.
The second criterion is, that computational methods should also accurately describe the
response of the excitation energy to external electrostatic fields. Hence, the inclusion of the
protein environment is also important for the study of color-tuning. Errors occur, when
computational methods can give an accurate description of excitation energies in vacuum, but
fail when including the electrostatic environment.
The third criterion are influences by interaction of several chromophores as found in LH
complexes. The resulted exciton couplings are also a challenge for computational methods
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in a biological environment, since not only the chromophore interaction itself but also the
influence of the environment has to be taken into account.
Furthermore, especially in biological systems using ab-initio and TD-DFT approaches,
excitation energies are often computed for single structures, e.g. for QM/MM optimized
geometries of chromophore and protein environment. However, often sampling is required for
an improved description of chromophore and protein environment fluctuations. Therefore,
semi-empirical methods are necessary to be able to compute several of thousands structures. A
deeper introduction about the importance of sampling is given in chapter 5. In the following,
a brief overview of previous computational studies for both retinal and BChl is given.
4.1.2 Excitation Energy of Retinal
Retinal has a long polyene chain with a β-ionone ring and a Schiff base (SB), see Fig. 4.1. In
rhodopsins, retinal is covalently bound via a SB to a lysin of the apo-protein. Therefore, the
retinal is positively charged forming a protonated SB (RSBH+). The excitation of retinal
leads to a change in bond order and to a shift of the positive charge along the polyene chain,
i.e. the excited state of retinal has a strong charge-transfer character.
In general the spectral characteristics of retinal absorption are mostly affected by the
protonated state of the SB, the planarity of the conjugated π-system of the retinal, the distance
of the protonated SB to the negatively charged residues, and by the electronic environment of
the retinal.59,82,220
In organic solvents the absorption maximum of the chromophore retinal is about 450 nm,130
while in proteins it varies from 360 to 635 nm.108 The protein environment can drastically
modulate the absorption maximum of the chromophore due to the high electronic polarizability
and structural flexibility of retinal.
Figure 4.1 Retinal bonded via a Schiff base to the apo-protein (R=LYS), here R=H. a) all-trans
configuration and b) 11-cis configuration, dihedral angle of the β-ionone ring highlighted in blue, which




The electronic states of retinal shows a multi-reference character requiring the use of multi-
reference configuration interaction (MRCI) methods. CASSCF/CASPT2 describes retinal
excited state properties in agreement with experimental results, however with high computa-
tional costs.12,56,191 CASPT2 energies for single conformations or potential energy surface
(PES) evaluated on CASSCF geometries, however, lead to poor results, since CASSCF over-
estimates the BLA of retinal.8,218,220 Here, geometry optimization e.g. at the DFT level of
theory leads to an improvement. An alternative method for the study of retinal is the ab-initio
spectroscopy oriented configuration interaction (SORCI) method, which yields results with
the same accuracy than CASPT2 results, however with reduced computational costs.187,222
Due to the lack of gradients, DFT geometries are required as well.
High accurate single-reference methods such as CC2 can describe retinal excited states for a
mostly planar retinal configuration or without the inclusion of the β-ionone ring.193–196 The
optimization of the retinal geometry in the ground and excited state is only accurate if far
away from the conical intersection region.195,214 Hence, CC2 is not a reliable method to study
e.g. the isomerization of retinal.
HF as optimization method overestimates the BLA significantly leading thus to higher absolute
excitation energies in retinal.222 The computational low-costly single reference method CIS
leads to an overestimation of the excitation energies and reacts also sensitive to the multi-
configurational character.220
DFT methods can be used to describe ground state properties of retinal. While GGA-
functionals underestimate the BLA, hybrid functionals predict the BLA better with an
increasing amount of exact exchange included.220 For excited states, TD-DFT with GGA
functionals fail due to the charge transfer character, variation of excitation energy with
geometry and external electrostatic field are not well predicted, in some cases even qualitatively
wrong.220
The weaknesses of standard DFT functionals might be improved by the long-range corrected
(LC) functionals, as previous benchmark studies on organic molecules involving charge-transfer
excitations have shown.89,90 A previous study concerning the isomerization of retinal using
CAM-B3LYP as LC functional showed an improved description of the ground and first excited
state PES compared to standard DFT functionals.185 Another study investigating the excited
state relaxation of retinal showed that LC-BLYP provides results in accordance to CASPT2.215
Methods with low computing costs based on semi-empirical Hamiltonians are used for sampling
excitation energies. In our previous work on retinal protein, we have used OM2/MRCI, since
its performance for relative excitation energies is comparable to SORCI,222,227 while absolute
excitation energies are blue-shifted.
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4.1.3 Excitation Energy and Exciton Coupling of BChl a
Bacteriochlorophyll a (BChl a) is one of the naturally occurring BChl’s as introduced in
chapter 2. It possesses bacteriochlorin as skeleton, which in turn is a derivative of porphyrin
but with reduced π-electrons. Thus, the aromaticity is not distributed over the whole ring
system. The absorption spectrum of BChl a is characterized by the Qx, Qy and the Soret band.
In this study, only the Qy excitation energy is considered. The transition dipole moments are
lying on the plane of the ring system, where the one of the Qy lies along the axis of pyrrol
ring I to III,69,70 see Fig. 4.2.
BChl a occurs in both LH complexes, the FMO and LH2 complex, which are used for the
benchmark and introduced in chapter 2. In organic solvents, BChl a shows an absorption
maximum of about 770 nm (1.61 eV)213 for the Qy excitation energy. In proteins the BChl a
chromophores exhibit different absorption maxima dependent on the LH complex, which in
generally are red-shifted. For example, in the FMO complex the absorption spectrum is found
in a range of about 790 to 825 nm (1.50-1.57 eV).210 In the case of the LH2 complex two
absorption maxima are found of about 800 nm (1.55 eV) and 850 nm (1.46 eV).240
I
Figure 4.2 Bacteriochlorophyll a (BChl a); in blue diaza[18]-annulene substructure; full model:
R1 = COOMe, R2 = phytyl-tail; truncated model: R1 = H, R2 = CH3; In gray the positions of the
transition dipole moments of the Qx and Qy excitation energies.
Previous Computational Studies
Several studies have investigated the excited states of BChl chromophores until today. Due to
the large amount of different methods used, for example the Qy excitation energy vary in a
range of 300-1000 nm (4.13-1.24 eV) dependent on the computational method.125 To get an
overview about the state of the art in the literature, the computational methods used until




A benchmark study on BChl a chromophores of the FMO complex investigating the behavior of
several methods (CIS, ZINDO/S-CIS, CC2 and TD-DFT) on BChl a excited state properties,
found a multi-configurational character of the BChl a ground state. Therefore, they used
DFT/MRCI as reference method.127 RASSCF/RASPT2 was also used for the investigation
of BChl a chromophores occurring in the LH2 complex,9,10 chosing an active space of 25 π-
electrons. However, the study of BChl a in terms of MRCI is time consuming and requires a
lot of computational effort due to large active space. Furthermore, the MRCI methods cannot
be performed as "black box" methods, so that the choice of the taken orbitals have to be
done carefully. MRCI methods can be used as reference, but are inpractical for the study of
LH complexes due to there high amount of chromophores. Both mentioned studies revealed
small shifts of about 0.003-0.045 eV for the LH2 complex9 and 0.020-0.075 eV for the FMO
complex127 when including environmental effects.
High accurate single reference methods such as CC2 was found to react sensitive on the
multi-configurational character of the BChl a chromophores compared to DFT/MRCI.127
A study on BChl structures using CC2 and the algebraic diagrammatic construction through
second order, denoted as ADC(2) however showed, that both methods are applicable when
applying on a truncated BChl model.206 Hence, CC2 or ADC(2) can be used as reference
method for a reduced model, which is practical, since it does not require the manually choice
of active orbitals. However, it is not usable for the study of BChl chromophores as occurring
in proteins, due to the sensitivity on their multi-configurational nature.
The computational cheaper single-reference method CIS is also not applicable for the
study of BChl excited state properties, since it tends to overestimate the excitation energies.
Additionally, it reacts also sensitive on the multi-configurational character of the BChl a
chromophores.125,127
Density based methods became popular in the study of BChl chromophores, because of the
reduced computational costs and being robust to the multi-configurational character of the
BChl a chromophores when using hybrid or long-range corrected (LC) functionals.125,127,159
GGA functionals give similar trends to hybrid functionals or DFT/MRCI when considering
the isolated chromophore but is affected by state mixing. Including the environmental effects,
GGA tends to underestimate the excitation energies.127 Problems with hybrid functionals
occur, if one wants to investigate also the carotenoides, which are present for example in the
LH2 complex. Here errors occur describing the excited state properties of the long polyene
chain, where LC functionals might improve better.160 The LC functional CAM-B3LYP was
applying for a benchmark study on the BChl a chromophores in the FMO complex, as well as
on an investigation of solvation effects. Both studies concluded, that CAM-B3LYP performs
similar or better than hybrid functionals. In the case of the FMO complex, CAM-B3LYP
could reproduce the same trend as the reference method DFT/MRCI.127 In the study with
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different solvents, CAM-B3LYP gaves an improved description of the electronic structures
of the ground and excited states compared to B3LYP with respect to the investigation of
electrostatic potentials.81
In a semi-empirical manner, mainly ZINDO/S-CIS is preferred for the study of LH
complexes.39,125,171,172 However, the benchmark study on the FMO complex mentioned above
figured out, that ZINDO/S-CIS tends to overestimate environmental effects.127
b) Exciton Coupling
LH complexes contain several BChl a chromophores, which could be responsible for shifting or
broadening of the absorption spectra due to exciton coupling. Since the chromophores are
spatially not very close together, i.e. distances are about 10-20 Å the excitonic couplings can
be approximatively described by Coulomb couplings.
As introduced in chapter 3, several approximative methods were developed for the study
of Coulomb couplings. Mostly all employ scaling techniques to fit the experimental data.
The studies, summarized here are directly performed on the crystal structures after adding
hydrogen bonds of the respective proteins, i.e. there should be less structural deviations.
Methods used for the computation of excitonic couplings in LH complexes are e.g. PDA,
TrESP, TDC or on the basis of subsystem TD-DFT, the so called frozen-density embedding
(FDE) approach.43,91,111,160 In literature, the reason for color-tuning and broadening of the
absorption spectrum of the FMO complex is referred more to chromophore-protein interactions
than to chromophore-chromophore interactions.41,147 Studies investigating exciton couplings
in LH complexes were thus focusing mostly on the LH2 complex, where the B850 ring was set
to be reasonable for color tuning due to the closely arranged chromophores.
In the appendix in Tab.A.3 and Tab.A.4 several studies on the LH2 complex are listed,
differing in the used method for the computation of excitation energies and excitonic couplings.
Thus, the overall comparison of the studies is not easy. However, they can be compared
separately focusing e.g. only on the exciton couplings. The studies are performed on the
crystal structure of the LH2 complex. The strongest couplings vary between 0.02–0.10 eV
depending on the method.
In previous studies, the PDA method was set to overestimate couplings when compared
to TrESP or TDC, especially for distances smaller than 15 Å.101,149,204 Regarding Tab.A.3
in the appendix, the Coulomb coupling values using TrESP, TDC or FDEc are lying in a
range between 0.03–0.04 eV, while those using supermolecular calculations based on CIS and
INDO/CIS are in a range of 0.07–0.10 eV. TrESP and TDC are using a scaling factor to
fit the experimental data of the transition dipole moment. The study using INDO/S-CIS
however pointed out, that the experimentally determined transition dipole moments vary of
about 6.1–7.7D, dependent on the solvent.39 Hence, one has to pay attention, that methods
scaled on the experimental value depends thus on the accuracy of the experiment. Unscaled
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TDC calculations obtained also higher values of about 0.07 eV.192 The study on CIS based
supermolecule calculations concluded additional, that short-range effects, i.e. exchange contri-
bution are also involved, however relativly weak by an amount of half of the magnitude of the
B800-B800 couplings, which are in turns about one-tenth of the B850-B850 couplings.190
The summary of the previous computational studies showed, that standard TD-DFT func-
tionals fail when describing excitation energies where charge-transfer effects are involved.
Even though, previous studies on both retinal and BChl proteins showed, that LC functionals
lead to an improved description over standard functionals,,42,127,185,192,204,215 there is still no
systematic benchmark regarding several influencing factors of color tuning. Semi-empirical
methods are necessary to compute sampled chromophores to account also for the shape of
the absorption spectrum. The semi-empirical TD-DFTB method, however faces the same
problems as TD-DFT methods using GGA functionals, since TD-DFTB is based on the PBE
exchange-correlation expression.164
Recently, a LC functional was implemented into the density functional tight binding
(LC-DFTB) method and was extended to the time-dependent scheme (LC-TD-DFTB). It is
about three orders faster than the LC-TD-DFT method and therefore a promising method
for the study of absorption spectra of rhodopsins and LH complexes.115,165 Especially for LH
complexes, where the computation of the exciton couplings is a computational bottleneck,
an accurate and fast LC-TD-DFTB method would be of great help in computational studies.
LC-TD-DFTB was already successfully benchmarked for a test set of small organic molecules,
where charge-transfer excitations were involved.115
Therefore, in this chapter a broad and systematic benchmark is performed to determine
the accuracy of LC-TD-DFT and LC-TD-DFTB on retinal and BChl chromophores for the
description of several influencing factors on their absorption maxima. Firstly, the benchmark
study of LC-TD-DFT and LC-TD-DFTB on excitation energies is presented with respect
to geometry effects and electrostatic effects. Secondly, a benchmark of LC-TD-DFTB for
the computation of exciton couplings in the case of BChl is performed. The performance of




4.2.1 Models and Geometry Optimization
The three retinal model systems used in section 4.3 are displayed in Fig. 4.1 and 4.6 and
were taken from Ref. 222. For the study of the chromophore bacteriochlorophyll a (BChl a),
geometry optimizations were carried out using the Turbomole program package.2 For the
geometry optimization, HF and DFT, employing the functionals BH-LYP, B3LYP and BLYP
together with the Karlsruhe basis sets def2-SV(P), def2-SVP, and def2-TZVP were used.
Additionally, geometry optimizations were performed at the SCC-DFTB level of theory,53
denoted DFTB in the following, and at the DFT level of theory with the range-separated
CAM-B3LYP functional together with the def2-SVP and def2-TZVP basis, as implemented in
the ORCA program package.158
To account for protein environment effects on the excitation energies of BChl a, the Fenna-
Matthews-Olson (FMO) complex (PDB code 3EOJ) of Prosthecochloris aesturii was taken
from Ref. 127.
For the benchmark study of the exciton couplings of the BChl a chromophores, an artificial
system was set up. The artificial system contains a truncated BChl a structure (see Fig. 4.12),
which was first optimized by SCC-DFTB and then used to build a dimer. Several dimers
were built differing in distances and rotation. Furthermore, the exciton coupling benchmark
was extended by using a ring system of BChl a as occurring in biological systems. The B850
ring system of the light-harvesting complex II (LH2) (PDB code 1LGH) from Rhodospirillum
molischianum was taken and QM/MM optimized. The QM/MM optimizations were performed
using the DFTB3/3OB method for the QM region as implemented in the GROMACS package
(version 2017.1).1,118
The QM region of the LH2 complex contains one BChl a chromophore, respectively. The
phytyl tail was not included in the QM region, since the QM/MM bond is defined between
the CP1 and CP2 atoms. CP1 is the first C atom after the double bond of the phytyl tail, see
Fig. 2.6 in chapter 2. The neglect of the phytyl tail in the QM region saves computational
cost and does not significantly effect the excitation energies, cf. Ref. 39, 125. The system was
QM/MM minimized using the steepest descent (SD) algorithm (100000 steps with a tolerance
of 1000 kJmol−1 nm−1).
4.2.2 Excitation Energies
The optimized geometries were subsequently used for the calculation of vertical excitation
energies at HF/CIS, ZINDOS/CIS, TD-DFT (BP86, B3LYP) and LC-TD-DFT (CAM-B3LYP,
ωB97X, LC-BLYP) as implemented in the ORCA program package.158 ZINDO/S is short
hand notation for ZINDO/S-CIS and LC-TD-DFT is abbreviated as LC-DFT in the following.
The vertical excitation energies resulted by using geometries obtained with the def2-SVP basis
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were used in the present work, as exemplary comparison to results obtained from geometries
optimized using the def2-TZVP basis showed no significant difference.
For the HF/CIS computations, the def2-SVP basis set was chosen. For the ZINDO/S
calculations an active space of (10,10), i.e., including the 10 highest occupied and the 10
lowest unoccupied states, was employed, which yields a sufficient agreement with experimental
results for both BChl a and retinal.131,172
The Tamm-Dancoff approximation (TDA) has been invoked for all TD-DFT calculations
and the Resolution of Identity (RI) to speed up the computations. The def2-TZVP basis set
was used with RIJCOSX for the Coulomb integral and HF exchange and def2/J as an auxiliary
basis set in the RI approximation. In order to avoid large errors due to possible charge-transfer
contributions in vertical excitations, long-range corrected functionals such as CAM-B3LYP,
ωB97X and LC-BLYP were used. These functionals are compared in the present work as they
differ in the amount of exact exchange. For example, LC-BLYP contains 0% exact exchange
at short range and 100% at long-range,209 ωB97X contains 16% exact exchange at short range
and 100% at long-range36 and CAM-B3LYP consists of 19% exact exchange at short range
and 65% at long-range.236 Vertical excitation energies were furthermore performed using
the time-dependent generalization of DFTB (TD-DFTB)166 without and with long-range
corrected functionals (LC-TD-DFTB).115,137,165 LC-TD-DFTB is abbreviated as LC-DFTB
in the following.
In order to provide reference values for vertical excitation energies, wavefunction methods
are often applied. Since in the present study large systems are investigated, only low-
scaling wavefunction methods could be applied to guarantee applicability for the entire
set of models used. Therefore, the reference method for small molecules is a second-order
approximate coupled-cluster singles and doubles (CC2) method and the algebraic diagrammatic
construction scheme of second order, denoted ADC(2).76,77 Both methods employ the
resolution of the identity (RI). Since with increasing system size even these efficent excited-state
methods can become unfeasible, these two methods are also employed in the scaled-opposite-
spin approximation in combination with the Laplace transformation (LT) to reduce the
computational scaling, i.e. LT-SOS-RICC2 and LT-SOS-RIADC(2),.229,230 In the following,
however, these methods are denoted SOS-CC2 and SOS-ADC(2) since the resolution-of-the-
identity and the Laplace transformation introduce deviations only significantly below the
method error. All these wavefunction based methods are performed by S.Höfener using the
Turbomole program package.2
4.2.3 Exciton Coupling
Supermolecule calculations were performed on the artificial system using CIS and TD-DFT
with the functionals B3LYP, ωB97X and CAM-B3LYP as implemented in the ORCA program
package.158 For the CIS calculations the def2-SVP basis set was applied, while for the DFT
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functionals the def2-TZVP basis set was applied. Additionally, supermolecule calculations
were performed using TD-DFTB and LC-DFTB. Coulomb couplings were calculated for the
artificial system using LC-DFTB and TrESP. The computation with the TrESP method were
performed by S. Maity using no scaling factor. The partial transition charges of the TrESP
method are based on B3LYP and CAM-B3LYP, with the def2-TZVP basis set.
For all BChl a dimers of the B850 ring supermolecule calculations were performed using the
LC-DFT functional CAM-B3LYP as well as LC-DFTB. Analogous to the artificial system, the
Coulomb couplings were computed using LC-DFTB and TrESP, while the TrESP calculations
were performed by S. Maity. For the biological system, the standard frozen TrEsp procedure
was applied, i.e. one individual pigment in gas phase was taken and the equilibrium position
was calculated to subsequent determine the TrEsp charges. The partial transition charges are
based on CAM-B3LYP. This is a common method for the application on trajectories, and
therefore also applied here for the biological system. The BChl a chromophores were QM/MM





4.3.1 Bond Length Alternation
Variations of the retinal conformations can have significant influences on the absorption shift,
since the ground state geometry correlates with the excitation energy. As described in section
4.1.1, one geometrical parameter is given by the BLA. The correlation to the excitation energy
is reflected in a hypsochromic (blue) shift when the BLA is increased.
The BLA differs significantly between the computational methods used to optimize the
geometry of retinal. While BLYP has the smallest BLA, it increases in hybrid approaches
with the amount of exact exchange added. HF and CASSCF lead to the highest BLA.
The use of different methods for geometry optimization allows therefore to assess the
impact of the BLA on the excitation energy in a systematic way. Additionally, several methods
are used for the computation of the excitation energies. In Fig. 4.3 the excitation energies vs.
BLA of the optimized all-trans retinal geometries222 are plotted. The excitation energies and












































Figure 4.3 Influence of the optimization method upon excitation energies in eV; Results from BP86,
DFTB, B3LYP, OM2/CIS, HF/CIS, OM2/MRCI, and SORCI are taken from Ref. 222. Results from
SOS-ADC(2) and ADC(2) are taken from Ref. 86.
SORCI as the reference method displays an expected blue shift with an increasing BLA of
the retinal structures.222 Similarly, CIS-based methods show a blue shift of the excitation
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energies with an increased BLA, however, HF/CIS largely overestimates the excitation energies
by a factor of about 1.5. SOS-ADC(2) follows the same trend as SORCI, whose absolute
excitation energies are in the range of OM2/MRCI. ADC(2) shows also the same trend as
SORCI, however obtains a red shift for CASSCF and HF optimized structures (-0.16 eV).
A similar trend but with a significant red shift for HF and CASSCF optimised retinal structures
(-0.37 eV) is obtained by the deficient behavior of GGA and hybrid TD-DFT methods as
discussed in Ref. 222. This may be related to a deficiency of TD-DFT with GGA and hybrid
functionals describing excited states structures. Starting an geometry optimization near the
Franck Condon (FC) point should lead to a geometry, where the ground state BLA is inverted,
i.e., double bonds become single bonds and vice versa. This behavior is correctly described
by CASSCF/CASPT2 methods, but neither by TD-DFT222 nor by CC2.193 Here, the bond
alternation is increased, instead of inverted.
The ab-initio LC functionals, LC-BLYP and ωB97X, where the HF exchange part of both
functionals belonging to the long-range part is 100% show the same trend as SORCI, while
CAM-B3LYP with only 80% HF exchange still has a qualitative problem. The same trend
as described by CAM-B3LYP is also obtained by LC-DFTB, however showing a significant
improvement for the HF and CASSCF optimized retinal structures compared to DFT GGA
and TD-DFTB based on GGA functional. As expected, absolute excitation energies are
overestimated by LC functionals.
An important property is the change in excitation energy due to variation of the BLA,
which shows up e.g. in the width of the absorption band due to fluctuations. SORCI has
a range of ∆ = 0.21 eV. SOS-ADC(2) overestimates this range, while ZINDO/S as well
as CAM-B3LYP and LC-DFTB underestimate it. A similar range compared to SORCI is
obtained by LC-BLYP as well as ωB97X.
4.3.2 Twist of the β-Ionone Ring
Another important geometrical parameter of retinal is the dihedral twist angle of the β-ionone
ring, see Fig. 4.1. A planar retinal conformation describes a π-system being delocalized over
the whole conjugated chain, whereas a highly twisted C6-C7 single bond leads to a σ − π
mixing in the natural orbitals. This leads to a blue shift of the excitation energy with respect
to the planar structure.
To investigate the effect of delocalization on excitation energies, a 6-s-cis-11-cis PSB
model with different dihedral twist angles is taken from Ref. 222. The results of the methods,
which are tested, are shown in Fig. 4.4 and are listed in Tab.A.2 in the appendix. Despite
their failure for the BLA, ADC(2) and SOS-ADC(2) properly reproduce the reference method
SORCI, showing a blue shift of the excitation energies for the twisted retinal conformation.
CIS based methods follow also the same trend as SORCI with higher absolute excitation
energies as obtained in the case of the optimized all-trans retinal structures in Fig. 4.3. The
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failure of standard DFT functionals is visible in a red shift of the excitation energies by the
retinal twist. As for the BLA, LC-DFT functionals as well as LC-DFTB show an improvement
obtaining a blue shift for the twisted retinal configuration.
This failure of hybrid and GGA TD-DFT approaches is even more dramatic as in the case
of BLA. In many retinal proteins, i.e in bovine rhodopsins a blue shift of the absorption energy
is found due to a twist in the retinal conformation around the C6-C7 single bond.3 This seems
to be one efficient way of color tuning, induced by steric interaction of the environment with
the retinal chromophore. It is therefore encouraging to see, that the LC-DFT methods are




































Figure 4.4 Excitation energies in eV of a 6-s-cis-11-cis PSB in vacuum for different twist angle. Results
from BP86, DFTB, B3LYP, OM2/CIS, HF/CIS, OM2/MRCI, and SORCI are taken from Ref. 222.
Results from SOS-ADC(2) and ADC(2) are taken from Ref. 86.
Potential Energy Surface (PES)
Additionally, LC-DFTB is benchmarked for the description of the potential energy surface
(PES) from the 6-s-cis-11-cis PSB to a 6-s-trans-11-cis PSB configuration. The ground-state
pathway is taken, optimized with PBE0 by M.Wanko, and the energy profiles of the first
two excited states are calculated using LC-DFTB. Fig. 4.5 compares LC-DFTB with CC2
results from Ref.,48 where the same optimized geometries were used. LC-DFTB describes
qualitatively the correct PES as CC2, similar to the CAM-B3LYP functional not shown here,
which corrects the wrong behavior of B3LYP displaying a red shift of the potential energy
surface of the first excited state, cf. Ref. 48. This failure of standard TD-DFT functionals is





























Figure 4.5 Potential energy curves (S1 and S2) for the ground-state isomerization coordinate from
6-s-cis- to 6-s-trans-PSB11. The CC2 values are taken from Ref. 48.
4.3.3 Effect of the Electrostatic Environment
Figure 4.6 PSB5.
Retinal proteins absorb light over a wide range of nearly 300 nm, and a major contribution
results from electrostatic interactions with the protein environment. Negatively charged groups,
i.e. counterions in the binding pocket of the retinal chromophore close to the protonated
Schiff base (RSBH+) have a prominent contribution of the electrostatic environment causing a
significant hypsochromic shift of the S1 excitation energy.56 Dependent where the counterions
are located, e.g. near the RSBH+ or near the β-ionone ring, the energy gap varies. The
location of the counterion near the RSBH+ energetically stabilizes the electronic ground state
and leads thus to a larger energy gap, which in turn results in a blue shift.11 The location
of the counterions near the β-ionone ring leads then to a red shift due to the energetical
stabilization of the excited state.
For meaningful benchmarks, a simple model has been proposed focusing on the S1 vertical
excitation energy of a PSB5 model, see Fig. 4.6 interacting with a point charge in its immediate
environment. The PSB5 geometry was reoptimized with DFTB using a charge of -1.1 au
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at the distance of 2.22Å to the SB proton,222 which results in a shift when computing the
excitation energy of the reoptimized model compared to the model in vacuum. The reason is
the point charge near the protonated SB, which lower the energy level of the ground state.
Additionally, the resulted shifts are computed by including the point charges and reported in
Tab. 4.1.
Table 4.1 Excitation energy shifts in eV of the PSB5 model due to the (i) reoptimization with the
point charge (refers to the column 0.0) and (ii) the computation including the point charge. In all
cases, the excitation energies were computed at the geometry optimized in the presence of a -1.1 point
charge. Results from ADC(2) and SOS-ADC(2) are taken from Ref. 86.
VEEb Shifts
Chargea 0.0 -0.5 -1.1
ZINDO/S 2.78 +0.02 +0.13 +0.31
CAM-B3LYP 3.34 -0.01 +0.10 +0.27
LC-BLYP 3.30 +0.03 +0.18 +0.37
ωB97X 3.36 +0.04 +0.18 +0.37
LC-DFTB 3.24 +0.03 +0.15 +0.28
ADC(2) 2.61 +0.04 +0.28 +0.60
SOS-ADC(2) 2.74 +0.09 +0.35 +0.71
SORCIc 2.67 +0.03 +0.28 +0.58
OM2/MRCIc 2.61 +0.07 +0.39 +0.73
TD-DFTBc 2.77 -0.09 +0.00 +0.11
aVertical excitation energy.
bCharges in atomic units.
cTaken from Ref. 222.
SORCI, considered to be the reference method, shows a blue shift of +0.58 eV with the charge
-1.1 au. ADC(2) and SOS-ADC(2) nicely reproduce this shift, while TD-DFT using GGA
and hybrid functionals grossly underestimate the shift finding values of less than 0.2 eV.222
TD-DFTB reproduces this failure, and ZINDO/S yields values only half of the SORCI values.
An improvement is observed with LC-DFT functionals as well as LC-DFTB. LC-BLYP
and ωB97X show with +0.4 eV the largest shift in contrast to CAM-B3LYP and LC-DFTB
(+0.3 eV). However, the shifts are still substantially smaller, which implies a weakness of LC
functionals. This can be denoted short-hand as "color-weakness". Therefore, TD-DFT with
GGA and hybrid functionals are not able to predict color-tuning effects, and also LC-DFT




4.4.1 Bond Length Alternation
Studies concerning the excitation energies of BChl a are mostly performed on the crystal
structure or on QM/MM optimized structures. The protein environment, however has already
an influence on the structure of the chromophore, which can have drastic influences on the
computed excitation energies due to the different ground state geometries. To overcome
such problems in this benchmark study, one BChl a structure was optimized in vacuum using
different methods, i.e. HF, DFT (GGA, hybrid and LC functionals) and DFTB.
The BLA of the optimized BChl a structure is calculated to figure out the structural
differences. For the BLA, the diaza[18]-annulene substructure is chosen visualized as blue
bonds in Fig. 4.8, as previously used for studies of porphyrin.6 The measured bond lengths

















































































Figure 4.7 Bond lengths of BChl a in vacuum obtained by different optimization methods and BLA
values in Å.
In Fig. 4.7, the bond lengths are plotted as well as the BLA values (in Å). HF significantly
shows in contrast to all other methods another trend of the bond lengths, i.e. an alternation
of the single and double bonds over the whole ring. Standard DFT functionals (B3LYP and
BLYP) as well as DFTB receive less alternations reflected also by the small BLA (∼ 0.004)
compared to HF (0.102). A previous study reported that B3LYP leads to an improved
description of BChl a geometries compared to HF, which is shown also here by a significantly
overestimation of the BLA by HF.125 DFTB reveals a similar BLA than B3LYP and is therefore
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applicable for e.g. QM/MM MD simulations of LH complexes. The more HF amount the
functional possesses the stronger is the alternation of bond length as seen in case of BH-LYP
(0.019) or CAM-B3LYP (0.032) showing a higher BLA value than B3LYP. CAM-B3LYP as LC
functional displays also deviations due to the higher BLA and the additional obtained bowl
shape instead of a planar ring structure of BChl a compared to all other methods. Interestingly,
this bowl shape can be also found in proteins, which will be focused on in section 4.4.2 and in
chapter 5.
These ground state geometries are now used for the computation of excitation energies to
see the influences of the different structures, see Fig. 4.8. The values are listed in Tab.A.5 in the
appendix. The use of a multi-reference method like SORCI as it is the case for retinal is here
not feasible, because of the large active space of BChl a required for an accurate description.
Hence, the wavefunction-based methods SOS-CC2 and SOS-ADC(2) are employed to provide
excitation energies which do not suffer from the self-interaction error. However, these methods
are sensitive to the multi-reference character of the ground-state wavefunction. The D1
value is on one hand a measure for the single-reference character and thus the applicability
of these methods for a given case92 but on the other hand this D1 value is not a strict
measure. Following Ref. 206, we have truncated some substituents, see Fig. 4.2, which breaks
the symmetry of the BChl a chromophore, in order to reduce the D1 values. When comparing
the excitation energies of the truncated and the full geometries using LC-DFTB, we find that









































Figure 4.8 Excitation energy (eV) of BChl a in vacuum represented as a function of the excited state
method; ∗truncated structure. Results from SOS-CC2(2) and SOS-ADC(2) are taken from Ref. 86.
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In Fig. 4.8, all methods show for standard DFT as well as DFTB optimized methods few
variations in the excitation energies, which is in accordance with the small variation of the
BLA. SOS-CC2 and SOS-ADC(2) exhibit a significant blue shift in case of the HF geometry
(+0.8 eV) and a small red shift for the BH-LYP optimized structure. CIS yields a blue shift in
the case of those geometries which exhibit an increased BLA. A similar trend is observed in
the case of ZINDO/S, but the absolute excitation energies are slightly reduced. The GGA
and hybrid TD-DFT functionals underestimate the excitation energies in the case of the HF
geometry, similar to the behavior in the case of retinal. For those geometries with a small
BLA, GGA and hybrid functionals provide an accurate description for BChl a for both the
ground-state geometry and subsequent excitation energy calculations.159 For the geometries
which exhibit an increased BLA, however, these functionals are not sufficient, while LC-DFT
or LC-DFTB obtain a (significant) blue shift analogous to the reference methods SOS-CC2
and SOS-ADC(2). Comparing the LC functionals and LC-DFTB among each other, ωB97X
and LC-BLYP reveal a similar trend showing slightly larger excitation energy values for the
HF optimized structures since both functionals have a higher HF amount. LC-DFTB exhibits
a similar trend to CAM-B3LYP with lower absolute excitation energies.
The CAM-B3LYP optimized structure is also used for the computation of excitation
energies with the above mentioned methods, however not plotted in Fig. 4.8 since a bowl
shape is obtained and not a planar BChl a ring shape as received by the other methods. The
CAM-B3LYP structure leads in the case of SOS-CC2 and SOS-ADC(2) a red shift of the
excitation energies, which is not obtained by the other methods and might be due to the
shape. CIS and TD-DFT functionals with a higher amount of HF, i.e. ωB97X and LC-BLYP
obtain a blue shift. This observation is further discussed in the next section, when including
the protein environment.
4.4.2 Effect of the Electrostatic Environment
The protein environment manifests itself in the change of the BChl a structure due to steric
interactions with the surrounded protein and in a shift of the excitation energies due to the
electrostatic field. The magnitude of the shift however in LH complexes is expected to be
small as shown in section 4.1.3.
In general, BChl a displays in proteins not always a planar shape, but also a bowl shape as
also obtained with the CAM-B3LYP optimized structure in vacuum, as shown in Fig. 4.9. This
was suggested to be caused by the out-of-plane displacement of the Mg ion due to the axial
ligand coordinated to the central Mg ion "pulling" it out of the plane.212 The influences of the
axial ligand or other hydrogen bonded amino acids to the BChl a chromophore seems however
to have few impact on the excitation energy, cf. e.g. Ref. 9, 127,159. A deeper discussion on
the LH2 complex is given in chapter 5. In contrast to the LH2 complex, the shift range of
the absorption spectrum of the FMO complex compared to the single BChl a chromophore in
69
4.4. Bacteriochlorophyll
organic solvent was set to be dominated by protein-chromophore interactions.147,160 Hence,
in this section, the FMO complex is used for the benchmark of the protein environmental
influences on the excitation energies described by LC-DFT and LC-DFTB.
Figure 4.9 Two BChl a of the FMO complex, yellow: planar ring shape; blue: bowl ring shape.
The QM/MM optimized structures from the FMO complex of P.aestuarii from Ref. 127 are
thus taken to assess the accuracy of the influence of the electrostatic field upon excitation
energies. Since CC2 fails to provide accurate excitation energies for the full BChl a geometry,





























BLA 0.006 0.0150.009 -0.004 0.017 0.028 -0.008
Figure 4.10 Excitation energies of the FMO complex P. aestuarii, BChl a in vacuum (solid line) and
excitation energies of BChl a with surrounded MM charges (dashed line). DFT/MRCI, CAM-B3LYP,

























Figure 4.11 Corresponding shifts of excitation energies between vacuum and with MM charges.
DFT/MRCI, CAM-B3LYP, B3LYP and ZINDO/S taken from Refs. 126,127.
In Fig. 4.10, the excitation energies of the isolated BChl a chromophores are displayed in vacuum
(solid lines) as well as the excitation energies after inclusion of the protein environment as
point charges (dashed lines). Additionally, the BLA (in Å) values of each BChl a chromophore
is plotted, which we calculated in the same way as described above. The BChl a chromophores
differ in their BLA and shape. BChl a 1, 2, 3 and 7 display a small BLA, while BChl a 6
shows a higher BLA value. The hybrid functional B3LYP, the LC functional CAM-B3LYP
as well as LC-DFTB and TD-DFTB lead to accurate vacuum excitation energies, which are
in agreement with the DFT/MRCI method. Slightly deviations are obtained when the HF
amount in the DFT functional is higher, as seen in the case of ωB97X for the BChl a 5 and 6.
A signifcantly different trend is given by SOS-ADC(2), which exhibits a behavior analogous
to CC2, cf. Ref 127.
Fig. 4.11 displays the respective shift upon the protein environment for better comparison.
In general, the reference DFT/MRCI method as already discussed above shows, that the
BChl a chromophores exhibit only a small shift due to the electrostatic field in a range of
about 0.0–0.1 eV. All methods except of SOS-ADC(2) can qualitatively reproduce the small
shifts for the BChl a chromophores 1, 2, 3, 4 and 7. A slightly larger shift is obtained for
BChl a 5 and the significant largest blue shift is received for BChl a 6, whose magnitude
is dependent on the used method. An clearly overestimation is observed by ZINDO/S as
previously reported, cf. Ref. 127. B3LYP slightly underestimates the shift, while TD-DFTB
exhibits no shift. In the case of the LC functional, the HF amount displays a significant role,
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i.e. ωB97X obtains a higher shift than CAM-B3LYP. LC-DFTB exhibits also a blue shift and
only slightly overestimates the shift when comparing to the reference method DFT/MRCI.
The higher obtained shift in the case of BChl a might be due to the higher BLA value, however
a detailed investigation is in the case of the FMO complex not given here, since sampled
structures are necessary. Hence, these QM/MM optimized structures are not representative
for an overall conclusions. Further studies on environmental effects are given for the LH2
complex in chapter 5.
In contrast to retinal, BChl a leads to only small shifts. The reason could be found in the
different dipole moment changes upon excitation. The BChl a chromophore has a transition
dipole moment of 6D,5,106 while for the all-trans retinal with the protonated SB a transition
dipole moment of about 12D142 is found.
4.4.3 Exciton Coupling
Due to the high amount of BChl a chromophores in LH complexes, exciton couplings occur
and can be also responsible for shifting and broadening of the absorption spectra. The exciton
couplings can be computed in two ways: (i) as a supermolecule, however restricted to a dimer
or (ii) as Coulomb coupled monomers due to the spatially well separated BChl a chromophores.
As mentioned above, the LH2 complex serves as an example how excitonic interaction can tune
an absorption spectrum,43 which is referred to as the B850 ring. The BChl a chromophores
are narrower in the B850 ring than in the B800 ring.
Figure 4.12 Artificial system built up of truncated BChl a dimers. Left: differ in distances r; Right;
differ in rotation.
Until now, there exist no systematic benchmark for exciton couplings in LH complexes. In
order to benchmark LC-DFT as well as LC-DFTB for the computation of exciton couplings
of BChl a chromophores, we set up an artificial system containing a truncated BChl a model,
optimized it on the DFTB level of theory and build artificially dimers with different distances
and rotation, see Fig. 4.12. This procedure avoids any geometrical influences on the exciton
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coupling. The ADC(2) method is excluded from the benchmark study here due to the
insufficient results in the previous section.
Supermolecule calculations were performed on the artificial dimers using CIS, TD-DFT
with standard functionals as well as LC functionals, i.e. B3LYP, ωB97X and CAM-B3LYP.
Furthermore, supermolecule calculations are also performed with LC-DFTB and TD-DFTB.
In Tab. 4.2 the results are shown, however not the resulted energy splitting, but the energy
splittings divided by two. Since the exciton coupling benchmark is focused on the Coulomb
couplings and in literature of LH complexes mostly the Coulomb couplings and not the energy
splittings are presented, the same approach is also applied here.
Table 4.2 The energy splitting obtained by supermolecule calculations are divided by two (in eV).
The calculations are performed on artificially created dimers differing in the distance of a vacuum
optimized truncated BChl a structure.
Distance (Å) CIS B3LYP TD-DFTB ωB97X CAM-B3LYP LC-DFTB
7 0.069 0.051 0.031 0.059 0.058 0.063
8 0.051 0.039 0.024 0.044 0.044 0.048
9 0.040 0.030 0.019 0.034 0.034 0.037
10 0.031 0.023 0.015 0.027 0.026 0.030
Table 4.3 The energy splitting obtained by supermolecule calculations are divided by two (in eV).
The calculations are performed on artificially created dimers differing in the distance of a vacuum
optimized truncated BChl a structure. The second molecule is rotated by 180◦.





As expected with an increasing distance between the dimers, the energy splittings become
smaller. Comparing all used methods among each other only slight deviations are found
except of TD-DFTB showing only half of the values with respect to the other methods. The
large deviation by TD-DFTB results from the GGA functional on which it is based, since
GGA functionals tend to underestimate the energy splittings and are also effected by state
mixing.119 CIS in contrast leads to slightly overestimated energy splittings when comparing
to the DFT functionals, i.e. the hybrid and LC functionals. LC-DFTB is in good agreement
to CAM-B3LYP and improves significantly compared to TD-DFTB.
In the LH2 complex, i.e. in the B850 ring, the BChl a chromophores are not parallel
oriented but shifted to each other as well as rotated by about 180◦, see Fig. 4.13. Hence,
to account additional for the rotation, the second monomer of the dimer is rotated by 180◦.
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The results are presented in Tab. 4.3 using only CAM-B3LYP and LC-DFTB, due to the less
variations obtained in Tab. 4.2 for all methods. The rotation has only negligible small effects,
especially with a distance of 10Å there is no difference obtained compared to the non rotating
dimers.
The artificial dimers are taken to additionally compute the Coulomb couplings with
LC-DFTB and TrESP without a scaling factor, i.e. which is normally applied to fit the
transition dipole moments to experimental data. Concerning the explicit Coulomb couplings
shown in Tab. 4.4, the TrESP method without the scaling factor can reproduce the respective
supermolecule calculations. This was already reported by a previous study using TrESP based
on B3LYP.101 LC-DFTB in contrast overestimates the Coulomb couplings with respect to the
supermolecule calculations by about +0.01 eV.
Table 4.4 Coulomb couplings (in eV) of the artificial truncated BChl a dimer set using LC-DFTB and
TrESP. The partial charges of the TrESP values are based on B3LYP and CAM-B3LYP.
TrESP∗
Distance (Å) LC-DFTB B3LYP CAM-B3LYP
7 0.082 0.050 0.056
8 0.063 0.038 0.043
9 0.049 0.029 0.033
10 0.039 0.023 0.026
∗taken by Ref. 141
The B850 ring of the LH2 complex (Fig. 4.13) is used to investigate the performance of
LC-DFTB directly in the biological system. Firstly, supermolecule calculations are performed
for every BChl a dimer using the LC-DFT functional CAM-B3LYP and LC-DFTB. Secondly,
the Coulomb couplings are computed using LC-DFTB and TrESP. The BChl a dimers are
subdivided into two groups denoted as α− β dimer and β − α dimer, see chapter 2.
The results shown in Tab. 4.5 for the biological systems reflects significantly differences
compared to the artificial system. Dependent on the distance and rotation of the BChl a
dimers the values are found in a range of about 0.04–0.08 eV. Mostly the values are larger
than those obtained by the artificial system with respect to the distance.
The values obtained by supermolecule calculations of LC-DFTB are in good agreement to
CAM-B3LYP. Even though the Coulomb couplings in the artificial system are overestimated
by LC-DFTB, in the biological system it works qualitativly well, i.e. LC-DFTB can mostly
reproduce the same trend than the supermolecule calculations. Besides that, the values
are not always overestimated. For about half of the dimers the same values are obtained
than with the supermolecule calculations. This reflects, that the orientation of the dimer
to each other has a significant influence. TrESP shows also the same fluctuations of the
values and differ slightly more to the supermolecule CAM-B3LYP calculation due to the
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frozen TrESP approach. This approach was chosen since the same method would be applied
on trajectories investigating Coulomb couplings in LH complexes. So that this approach is
justifiable. Comparing LC-DFTB to TrESP, interestingly for one half of the dimers LC-DFTB
yield the same range and fluctuation than TrESP. Hence, LC-DFTB yields quantitatively
results either similar to TrESP or to the supermolecule calculations.
In this benchmark no scaling factor is applied. As introduced in section 4.1.3, previous
computational studies applied mostly a scaling factor (see Tab.A.3 in the appendix), so that
the comparison with these studies is here not possible. However, a recent study computed the
Coulomb couplngs with TDC using no scaling factor and obtained for the strongest Coulomb
couplings values about 0.07 eV, which is in agreement to the results shown here.
Table 4.5 The energy splitting obtained by supermolecule calculations are divided by two (in eV). The
calculations are performed on BChl a dimers of the B850 ring of the LH2 complex. Distance measured
from Mg to Mg ion. Coulomb couplings are given in eV. β − α = a and α− β=b.
Supermolecule Coulomb coupling
Distance (Å) type CAM-B3LYP LC-DFTB TrESP∗ LC-DFTB
9.63 a 0.070 0.065 0.061 0.075
9.28 b 0.052 0.049 0.045 0.052
9.53 a 0.065 0.061 0.058 0.072
8.55 b 0.050 0.050 0.036 0.034
9.47 a 0.074 0.064 0.061 0.073
8.94 b 0.055 0.065 0.047 0.052
9.44 a 0.072 0.068 0.060 0.074
9.51 b 0.042 0.041 0.038 0.046
9.86 a 0.065 0.062 0.059 0.073
8.95 b 0.047 0.047 0.039 0.044
9.55 a 0.059 0.058 0.054 0.066
9.15 b 0.081 0.077 0.057 0.066
9.26 a 0.076 0.065 0.057 0.069
8.60 b 0.067 0.067 0.041 0.041
9.38 a 0.075 0.065 0.057 0.069
8.83 b 0.068 0.067 0.048 0.051
∗based on CAM-B3LYP and taken by Ref. 141
It also has to be mentioned, that the computational cost is especially in the case of this large
biological systems an interesting point. Comparing the computational costs for the B850
ring, CAM-B3LYP with a parallel run on 6 cores takes about 2–3 days for one dimer. The
LC-DFTB supermolecule calculations takes only about 15 minutes on a single core. And
the Coulomb couplings computed with LC-DFTB are obtained in just few seconds. This
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highlights the power of LC-DFTB and further benchmark are needed to investigate exciton
couplings and especially the Coulomb couplings in LH complexes.
Furthermore, when applying TrESP for the computation of Coulomb couplings over a MD
trajectory, the partial charges are frozen, since they are only determined for an equilibrium
geometry and further on fixed used over the trajectory. LC-DFTB in contrast can compute the
Coulomb couplings "on-the-fly" and is therefore a promising method with further improvements
for the study of LH complexes.
B850
Figure 4.13 B850 ring of the LH2 complex. Accentuated are two BChl a dimers; Left: α− β dimer
and Right: β − α dimer.
4.5 Conclusion
In this chapter, the recent time-dependent extension of the LC-DFTB method115 is bench-
marked on its application in biological systems, here on retinal and BChl a, the chromophores
of rhodopsins and LH complexes. This systematic benchmark uses various methods and
focuses on several influencing factors responsible for color-tuning.
Concerning the chromophore retinal, LC-DFT functionals as well as LC-DFTB show an
improved behavior to describe the geometrical impact on excitation energies with respect
to the BLA as well as the twist of the β-ionone ring. The influence of the electrostatic
environment is better described by the LC-DFT functional and LC-DFTB than by GGA or
hybrid DFT functionals, however showing still a color-weakness. In comparison of the three
LC-DFT functionals, ωB97X and LC-BLYP lead to better results because of the higher HF-X
amount in the long-range limit, however with errors in the absolute excitation energies.
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In the case of BChl a, LC functionals and LC-DFTB yield the same trend than ADC(2) to
describe the excitation energies with regard to various BChl a geometries. Within this study
DFTB leads to BChl a geometries with the same accuracy than B3LYP, which offers therefore
a good optimization method for further QM/MM optimization or MD simulations to yield an
accurate description of the chromophore ground state geometry. The inclusion of the protein
environment reveals, that LC-DFTB can reproduce the same trend as DFT/MRCI and even
better than CAM-B3LYP. In contrast to ZINDO/S, LC-DFTB does not overestimate the
excitation energies by including the electrostatic environment. The influence of the protein
environment on the excitation energies of BChl a chromophores leads in general to only small
shifts, in contrast to retinal, where the protein environment has a significant contribution on
the absorption maxima shifts.
The benchmark study on the exciton coupling performing supermolecule as well as Coulomb
coupling calculations on an artificial system, i.e. a truncated BChl a structure optimized in
vacuum, shows that LC-DFTB supermolecule obtains the same results as LC-DFT functionals.
The Coulomb couplings using LC-DFTB are however slightly overestimated compared to the
supermolecule calculations. The further application on the biological system, i.e. the B850
ring system of LH2, reveals however that LC-DFTB can nicely reproduce qualitatively the
same trend as the supermolecule calculations using LC-DFT. Quantitativly not an overall
overestimation is observed, so that further benchmark are necessary to figure out, if for
examply a simple scaling factor is necessary to yield the accuracy of the supermolecule
calculations.
In general, LC-DFTB shows that it can reproduce the same trend as LC-DFT functionals
describing various influencing factors responsible for color tuning. Apart from the weaknesses in
the case of retinal, it has a big potential for further developments to study such chromophores.
Further benchmarks concerning the geometry optimization with LC-DFTB will also give more
insights about its performance. And the implementation of gradients for the excited state
might provide a useful method for study excited state pathways of retinal. In the case of
the LH complexes, LC-DFTB even show a good behavior with respect to the influences of
the protein environment on the excitation energies. Even though LC-DFTB describes some
weaknesses in the description of Coulomb couplings, the efficient calculation of TD-DFTB
couplings within mulliken charges was already pointed out, cf. Ref. 179. Furthermore, the
charges can be obtained "on-the-fly" in DFTB QM/MM MD simulations, whereas for e.g.
TrESP this is not possible, since the computation is based on fixed transition charges projected
on the trajectory. LC-DFTB has low computational costs, being about three orders faster
than full TD-DFT with a minimum of loss in accuracy.115 Hence, LC-DFTB is promising for





5C h a p t e r
Performance of LC-DFTB on Rhodopsins and
Light-Harvesting Complex II
5.1 Introduction
The benchmark study in chapter 4 of LC-DFTB on retinal and bacteriochlorophyll (BChl),
the chromophores of rhodopsins and light-harvesting (LH) complexes, reveals how necessary
it is to perform a systematic benchmark using various methods in order to investigate all
influencing factors responsible for color tuning. The investigation of a single chromophore
structure does however not account for the full shape of the absorption spectrum. The width
or possible shoulders of an absorption spectrum are also unique for the respective biological
system.
QM/MM optimized models can take the influence of the protein environment on the
chromophore already into account. For example, rhodopsins like bacteriorhosopsin (bR) or
pharaonis phoborhodopsin (ppR) exhibit a strong hydrogen bond network in the active site
confining the chromophore retinal in its structural fluctuation. Hence, a QM/MM optimized
model could reveal even a well defined minimum. To account also for several structural
and environmental fluctuations, molecular dynamic (MD) simulations have to be performed.
MD simulations describe for those proteins only an oscillation of the chromophore retinal
around the energy minimum.82 However, a single QM/MM optimized structure may not
necessarily account for the absorption maximum peak, as shown for another rhodopsin, the
channelrhodopsin-2 (ChR 2) exhibiting a multi-peak absorption spectrum.73 In these cases
sampling of excitation energies is important, since there might be a not well defined global
minimum within kBT and thus the absorption spectra may sample several local minima of the
active site structure. Furthermore, the absorption maximum or mean absorption energy can
be significantly shifted compared to the optimized geometry, i.e. the mean structure deviates
from the optimized one. Temperature can also have an effect on the absorption spectrum as
shown e.g. for bR233 and the LH2 complex.42
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In general, the broadening of the spectrum results from fluctuations of the chromophore,
as well as from fluctuations of the protein environment. Fluctuations of the chromophore
structure manifest themselves as fluctuations of the BLA, since the C-C stretch mode plays
a dominant role. At this point, the proper description of excitation energies vs. geometry
changes becomes important. Furthermore, the fluctuations of the environment are reflected
in fluctuations of the external Coulomb potential, and therefore the exact response of the
excitation energy to this external perturbation is a second important property that must be
described correctly.
In this chapter, the benchmark study of chapter 4 is extended, i.e. with the performance
of LC-TD-DFTB on rhodopsins and LH complexes. In rhodopsins it is well known that
QM/MM MD simulations are needed to correctly describe the active site and the related
hydrogen bond network.49,225 In the case of the LH2 complex however, there exist no QM/MM
MD study especially performed with DFTB3, but highly desirable by literature.97 Hence,
QM/MM MD simulations of the LH2 complex are performed and compared to the sampled
structures obtained by MM MD simulations with respect to i.a. the bond length alternation.
MM MD simulations are used by default for the study of LH complexes due to high amount
of chromophores and the large size of the system as a whole.
5.2 Computational Details
5.2.1 Models
The rhodopsin model systems used in section 5.3, bacteriorhodopsin (bR) (PDB code 1C3W)
and phoborhodopsin (ppR) (PDB code 1H68), were taken from Ref. 59, 82, 222. Both models
contain one monomer solvated in water with the TIP3P95 water model. For the study of the LH
complexes, the light-harvesting complex II (LH2) (PDB code 1LGH)109 from Rhodospirillum
molischianum was taken. The system setup was provided by the Kleinekathöfer group.105
The protein is embedded in a POPC (1-Palmitoyl-2-oleoylphosphatidylcholine) lipid bilayer
with about 30Å of water (TIP3P) on both sides and 16 Cl− ions for neutralization.
5.2.2 QM/MM MD Simulation
QM/MM MD simulations were performed for both rhodopsins and the LH2 complex. For
rhodopsins it is well known, that especially the acitve site of the protein has to be described
with QM methods to gain a correct description of the hydrogen bond network.49,225,233 A
well chosen QM region is important for retinal proteins to consider effects, like charge transfer,
protein polarization and dispersion interaction.220
The QM region of bacteriorhodopsin (bR) contains the chromophore retinal, the two
counterions D85 and D212, three water molecules near the RSBH+ and R82 hydrogen bonded
to one QM water. Analogous to bR, the same QM region was taken for ppR, i.e. the two
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counterions D75 and D201 as well as R72. Both active sites containing the involved QM region
are shown in chapter 2, Fig. 2.8. The remaining part of the system was treated with MM
using the CHARMM36 force field.84 For the QM part the DFTB3/3OB method (extended
self-consistent-charge Density-Functional Tight-Binding)63–65 is used, implemented in the
GROMACS package.118 DFTB3/3OB is advantageous for describing a reliable model of
hydrogen bonded structures as present in rhodopsins, since it is able to describe hydrogen-
bonded networks with similar accuracy as full DFT calculations performed with medium sized
basis sets.63 The QM/MM MD trajectories have a length of 1 ns, respectively.
In the case of the LH2 complex, QM/MM optimization as well as QM/MM MD simulations
were performed. The QM/MM optimizations were performed using the DFTB3/3OB method
for the QM region as implemented in the GROMACS package (version 2017.1).1,118 The
remaining part of the system was treated with MM using the CHARMM27 force field.58,138
The QM region of the LH2 complex contains one BChl a chromophore, respectively. The
phytyl tail was not included in the QM region, since the QM/MM bond is defined between the
CP1 and CP2 atoms. The neglection of the phytyl-tail in the QM region saves computational
cost and does not effect significantly the excitation energies, cf. Ref. 39, 125. The system was
QM/MM minimized using the steepest descent (SD) algorithm (100000 steps with a tolerance
of 1000 kJmol−1 nm−1).
The QM/MM MD simulations were performed analogously with the DFTB3/3OB method
for the QM region as implemented in the GROMACS package (version 2017.1),1,118 while the
remaining part of the system was treated with MM using the CHARMM27 force field.58,138
The QM region was the same as described above for the QM/MM optimization. The QM/MM
MD trajectories have a time length of 1 ns, respectively.
5.2.3 MM MD Simulation
In the case of the LH2 complex also MM MD simulations were performed. The MM MD sim-
ulation was carried out with the GROMACS package (version 2016.3)80 and the CHARMM27
force field.58,138 Firstly, the LH2 complex was minimized using the steepest descent algo-
rithm (50000 steps with a tolerance of 1000 kJmol−1 nm−1). Subsequently, the system was
equilibrated with a time length of 3 ns and a temperature of 300K using the Nosé-Hoover
thermostat83,168 (time step 1 fs). The heavy atoms of the protein and all chromophores were re-
strained to their initial positions by harmonic potentials (force constant: 1000 kJmol−1 nm−1).
Additionally, an NPT equilibration was performed with a time length of 8 ns and a pressure
of 1 bar using the Parrinello-Rahman barostat173 (time step 2 fs). Subsequently, the restraints
were removed and an NPT equilibration of 1 ns was performed. After the equilibration, a MM
MD simulation was performed with a time length of 1ns. During the simulation a periodic
boundary condition was applied and the long-range interactions were considered by means of




The QM/MM optimized structures of bR and ppR taken from Ref. 82 were used to compute the
excitation energies using several methods, analogous to the benchmark of LC-DFTB described
in chapter 4. For the wavefunction methods CC2, SOS-CC2, ADC(2) and SOS-ADC(2)
were chosen and all calculations were performed by S. Höfener using the Turbomole program
package.2 For the TD-DFT calculations, the LC functionals ωB97X and CAM-B3LYP were
chosen. Furthermore, the excitation energies were also computed with LC-TD-DFTB (further
on short-hand denoted as LC-DFTB) and TD-DFTB. All details can be found in chapter 4,
section 4.2.3. The excitation energy calculations were performed in vacuum, i.e. only a single
chromophore and with the inclusion of the protein environment, i.e the remaining part of the
system.
The sampled structures of the QM/MM MD simulations of both rhodopsins were taken for
subsequent excitation energy computation using LC-DFTB and OM2/MRCI. The OM2/MRCI
calculations were carried out using the MNDO2005 program package.113,226 An active space of
(20, 20) was used for the simulated structures of the rhodopsins.73 For each 1 ns long QM/MM
MD trajectory, the excitation energies of 1000 snapshots were computed, respectively.
In the case of the LH2 complex, the QM/MM optimized structures were also taken for
the computation of excitation energies using LC-DFTB and ZINDO/S-CIS. ZINDO/S-CIS is
implemented in the ORCA program package158 and denoted ZINDO/S in the following. For
the ZINDO/S calculations an active space of (10,10), i.e. 10 electrons in 10 spatial orbitals,
was used, which yields a sufficient agreement with experimental results.131,172
Additionally, the sampled structures from MM and QM/MM MD simulations were used for
subsequent computation of excitation energies using LC-DFTB and ZINDO/S with the same
conditions as described before. For each 1 ns long MM as well as QM/MM MD simulations,
the excitation energies of 1000 snapshots were computed, respectively.
The computation of the excitation energies were performed in vacuum, i.e. the single
BChl a chromophore and with inclusion of the protein environment. The phytyl tail was also
not considered in the QM region for the excitation energy computation. For the protein
environment a charge sphere around the Mg atom of every BChl a chromophore with a size
of 20Å was chosen as MM environment. The atoms within a radius of 18Å were considered
with full MM point charges, whereas for the atoms within the radius r with 18Å ≤ r ≤ 20Å
a switch function was applied to avoid discontinuity. The switch function described a linear
declining function from one to zero. In general, 48 000 excitation energy calculations were
performed for the LH2 complex (24 000 vacuum and 24 000 with MM environment).
5.2.5 Coulomb Coupling
The Coulomb couplings using LC-DFTB were computed for the QM/MM optimized structures
as well as for the sampled structures of the MM and the QM/MM MD simulations.
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Firstly, only the Coulomb couplings between neighboring BChl a chromophores were
calculated, resulted in 2× 2 matrices. In this matrices, the diagonal elements are given by the
excitation energies of the monomers and the off-diagonal matrix elements are given by the
coupling matrix elements. The diagonalization of the matrices gives the eigenvalues. Secondly,
the Coulomb couplings over the whole ring were calculated, respectively. This results in a
8× 8 for the B800 ring and a 16× 16 matrix for the B850 ring.
The lowest eigenvalues of the matrices are used, since the supermolecule calculations
performed in the previous chapter show, that the oscillator strength for the lower eigenvalue
is nearly one and an only small oscillator strength for the upper eigenvalue is found.
Results and Discussion
5.3 Rhodopsins
To test the performance of LC DFT functionals and LC-DFTB on rhodopsins, bR and ppR
serve as rhodopsin models. Both rhodopsins share the same basic structure, i.e. they are
build up by seven transmembrane α-helices embedded in a membrane and forming an internal
binding pocket, where the chromophore all-trans retinal is bonded via a Schiff base to an
ε-amino group of a lysine side chain of helix G (helix 7). The binding pocket of bR and
ppR differs in only 10 amino acids within 5Å of the retinal. As introduced in chapter 2, the
active site of bR and ppR contains two counterions forming a typical pentagonal hydrogen
bond cluster with three water molecules near the SB. Besides the similarities, the absorption
maximum of ppR (497 nm)38 is blue shifted by about 70 nm relative to bR (568 nm).24 The
computation of this shift shows cleary the performance of the method since individual protein
shifts might accompanied with error cancellation.
As introduced in chapter 4, the color-tuning in rhodopsins is effected by different influences.
This large blue shift of ppR with respect to bR has therefore several reasons. The two main
and equally contributed reasons are the different neutral amino acids in the binding pocket of
retinal and the difference in the extended hydrogen bond network in the extracellular side
involving the counterion complex of the protein. Together these are responsible for about
90% of the shift. The differences in the retinal conformations is only small, while ppR has a
higher BLA than bR, induced by the electrostatic environment. The contribution to the shift
is therefore small and takes about 10%.82,220
These differences lead to a differently polarized retinal chromophore by the polar and
charged groups of bR and ppR resulting in a change of the dipole moment compared to the
vacuum and in the BLA along the polyene chain. Both changes are larger in ppR than in bR,
which indicates a stronger electrostatic interaction with the protein in ppR.82,220
83
5.3. Rhodopsins
5.3.1 QM/MM Optimized Models
In Tab. 5.1, the excitation energies of retinal in different electrostatic environments are
compared. For each protein, the QM/MM optimized structures of bR and ppR from Refs. 59,
82,222 are taken. The excitation energies are computed in vacuum (omitting the MM point
charges) and within the protein environment by different QM methods.
All methods agree that without point charges, the excitation energies in bR and ppR are
very similar and differ by only 0.03 eV in average. This is due to the similar geometry of retinal
in the two proteins. Also when retinal is optimized in vacuum, excitation energies change very
little as described in chapter 4, see Tab.A.1 in the appendix. When including the protein
environment, ppR gives a larger blue shift than bR. All methods reproduce this trend, but
the magnitude of the shifts varies and reflects the accuracy of the methods in describing the
electrostatic influence of the environment. When comparing with the experimental shifts of
0.18 and 0.50 eV for bR and ppR, respectively, it appears that all wavefunction based methods
overestimate the shift w.r.t. vacuum, whereas DFT based methods underestimate only the
shift between the two proteins.
Previous works, however, have shown that point charges obtained by electronic embedding
overpolarize the chromophore region, which is improved by polarizable embedding. When
replacing the point charges in the binding pocket by the electron density of a separate
QM region,221 or by a polarizable force field,219 significantly lower excitation energies are
obtained. When the chromophore is described with SORCI and the rest of the protein with the
polar.h219,221 polarisation model, excitation energies of 2.16 and 2.42 eV have been reported
for bR and ppR, respectively.219,221 Compared to vacuum (2.00 eV),167 this corresponds to
shifts of 0.16 and 0.42 eV, which are in good agreement with the experiment. For this reason,
the discussion is continued using the SORCI shifts as a reference for the other methods.
The respective shifts obtained with OM2/MRCI, CC2, and ADC(2) are in the range of
the SORCI ones, with an average deviation of 0.02–0.04 eV. The SOS variants of CC2 and
ADC(2) yield shifts that are larger by 0.06 eV on average. The LC functionals ωB97X and
CAM-B3LYP underestimate the shifts by 0.20 and 0.30 eV in average, respectively. TD-DFTB
underestimates the shift by even up to 0.35 eV with respect to SORCI. Surprisingly, LC-DFTB
does not improve the shifts, neither.
These trends are very similar to the ones shown in the previous chapter for the model chro-
mophore in presence of a single point charge and consistent with previous works (see Ref. 222
and references therein), which show that also CIS (based on HF or an OM2 Hamiltonian)
underestimates the shift in bR. Therefore, it is not surprising that the shift obtained with LC
functionals is larger than that of pure or fixed-hybrid DFT functionals but still significantly
lower than that of higher-level methods, like SORCI or CASPT2. Regarding the shifts, the
ωB97X functional performs better than CAM-B3LYP due to its larger amount of HF-X in




The presented results for bR show that errors implicit to the QM/MM approach can result
in fortuitous error cancellation when considering an individual shift but not when predicting
properties of several proteins and/or mutants. Apart from the electrostatic representation of
the MM region, charge transfer between the QM and the MM regions is suppressed, which
can vary, for instance, with the strength of hydrogen bonds or distance to the counter ion and
can lead to significant errors.82,191,222 The description of such inter-residual charge transfer
might also be improved by LC functionals as it is known that local DFT functionals tend to










































































































































































































































































5.3.2 QM/MM MD Simulation
A static structure of retinal with its surrounded protein environment obtained by QM/MM
optimization misses the fluctuation of the protein environment and the retinal conformations.
A QM/MM MD simulation is carried out to sample several structures to assess other influences
such as temperature, which are subsequently used for the computation of excitation energies.
Thus, the excitation energies are computed on 1000 snapshots using LC-DFTB and OM2/MRCI
for bR and ppR, respectively. All excitation energies are weighted by the oscillator strength
and plotted as histograms, see Fig. 5.1. The absorption maxima are obtained with a fit using
a Gaussian function and displayed in Tab. 5.2.
Table 5.2 Absorption maxima (eV) of bR and ppR, obtained by computation of excitation energies on
sampled structures by QM/MM MD simulation with subsequent Gaussian fit of the histograms.
(ppR - bR) denotes the difference of the two systems in the protein environment.
Exp. OM2/MRCI LC-DFTB
bR
vacuum - 2.24 2.52
protein 2.18a 2.65 2.73
shift - +0.41 +0.21
ppR
vacuum - 2.26 2.53
protein 2.50b 2.98 2.93
shift - +0.72 +0.40
ppR - bR +0.32 +0.33 +0.20
a Ref. 24 b Ref. 38
The absorption maxima of the retinal chromophore in bR and ppR in vacuum differ of about
±0.02 eV for each method, respectively. This is expected, since the retinal conformations are
similar in bR and ppR. In comparison with the QM/MM optimized models, OM2/MRCI
displays a slight blue shift of +0.02 eV and LC-DFTB a red shift of about -0.06 eV for the
vacuum excitation energies. The same behavior is obtained for the absorption maxima
including the protein environment.
In bR and ppR the inclusion of the protein environment results for both methods in a blue
shift. In the case of bR, OM2/MRCI leads to a slightly smaller blue shift (0.41 eV) compared
to the QM/MM optimized models (0.44 eV). Whereas in the case of ppR, LC-DFTB computes
a slightly higher blue shift (0.40 eV) compared to the QM/MM optimized models (0.35 eV).
The slight deviations compared to the QM/MM optimized models of both rhodopsins
bR and ppR is mainly reflected by the strong hydrogen bond network in the active site
confining the chromophore retinal in its structural fluctuation. In this case the QM/MM
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MD simulations describe only an oscillation of the chromophore retinal around the energy
minimum.82 However, it has to be mentioned that rhodopsins exist, e.g. ChR2-WT exhibiting
a very flexible structure and needs therefore sampling by QM/MM MD simulations.73
The difference of the absorption maxima between both rhodopsins (ppR-bR) obtained
by OM2/MRCI (+0.33 eV) is as expected in agreement to the experimental shift (+0.32 eV).
LC-DFTB shows with +0.20 eV a smaller shift of the absorption maxima between bR and
ppR. Here, the color-weakness of LC-DFTB is also visible.
The computed excitation energies of the sampled structures are plotted as histograms in
Fig. 5.1, here for bR. The absorption spectra for ppR are given in the appendix, see Fig. A.2. In
the case of OM2/MRCI, a broad simulated absorption spectrum is obtained, while LC-DFTB
tends to yield less broad absorption spectra, especially when considering only the retinal
chromophore without the protein environment. The sampled retinal conformations differ in
the BLA values and leads therefore to different excitation energies, as described in the previous
chapter. Additionally, also the protein environment fluctuation is taken into account, which
could also have influences since the shift is for example dependent on the retinal chromophore
and counterions distances. Hence, weaknesses of LC-DFTB becomes visible, since it can not
reproduce the same broadness as OM2/MRCI.
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Figure 5.1 Simulated absorption spectrum of bR. LC-DFTB and OM2/MRCI are used for the
computation of the excitation energies. The histograms are based on snapshot geometries of QM/MM
MD trajectories (1 ns length). Plotted are the excitation energies weighted by the oscillator strength
for (i) only the retinal chromophore (vacuum) and (ii) with additional fixed MM point charges to
account for the protein environment (MM). Gaussian functions are used to determine the corresponding
maxima, in blue: LC-DFTB and in black: OM2/MRCI.
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5.4 Light-Harvesting Complex II
The light-harvesting complex II (LH2) of purple bacteria from Rhodospirillum molischianum as
introduced in chapter 2 is one of the most investigated LH complex due to its closely symmetric
arranged BChl a chromophores in the B850 ring. Besides the BChl a chromophores, the LH2
complex consists also of carotenoids, which form a subunit with three BChl a chromophores
as shown in chapter 2 (Fig. 2.13). Here, we consider only the BChl a chromophores.
The LH2 complex exhibits a characteristic absorption spectrum66 with two significant
maxima found at around 800 nm (1.55 eV) and 850 nm (1.46 eV) and denoted as the B800
and B850 ring. The B800 rings contains 8 BChl a chromophores, which are separated by a
distance of about 20Å, measured from the Mg to Mg ion. This ring is oriented parallel to the
membrane plane and perpendicular to the other BChl a ring, the B850 ring. The B850 ring
contains 16 BChl a chromophores, which are more compactly arranged.
The LH2 complex serves therefore as an example how excitonic interaction can tune an
absorption spectrum,43 which is thus referred to as the B850 ring. The absorption maxima of
the B800 ring is set to be mainly influenced by the protein environment, since it is near to the
BChl monomer absorption maxima, which is about 770 nm (1.61 eV) in organic solvents.213
The LH2 complex serves here as a model to test on the one hand the performance of
LC-DFTB to investigate such proteins. On the other hand, QM/MM MD simulations are
performed with the LH2 complexes in order to compare the description by QM/MM with
respect to the MM MD simulations.
5.4.1 QM/MM Optimized Model
Environmental Effects
The influence of the protein environment on the excitation energies of the BChl a chromophores
in the LH2 complexes are investigated on QM/MM optimized models using LC-DFTB and
ZINDO/S. Tab. 5.3 shows the excitation energies of BChl a chromophores in vacuum, i.e. only
the single chromophores are taken into account as well as the excitation energies by including
the protein environment as fixed MM point charges. The resulted shifts are also displayed.
The excitation energies are averaged for all BChl a chromophores over the ring, respectively.
Both rings, B800 and B850, show no differences in the vacuum excitation energies for both
methods LC-DFTB and ZINDO/S, since the BLA values are similar for both rings. The BLA
in B800 is around 0.01Å, while in B850 it tends to be ≤ 0.01Å. In the appendix, the BLA
values of the QM/MM optimized BChl a chromophores can be found in Tab.A.8. When DFTB
is used for the optimization of one BChl a chromophore in vacuum, a BLA value of 0.004Å is
found, see chapter 4, Fig. 4.7. The BLA values especially in the B800 ring are slightly higher
than the vacuum optimized ones and reflects changes by the protein environment.
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Table 5.3 Excitation energies of BChl a monomers of LH2 in vacuum and with protein environment
using LC-DFTB and ZINDO/S (in eV). The excitation energies are averaged over the B800 and B850
ring, respectively.
LC-DFTB ZINDO/S
vacuum protein shift vacuum protein shift
B800 1.83 1.84 +0.01 1.46 1.50 +0.04
B850 1.83 1.83 ±0.00 1.46 1.46 ±0.00
The protein environment changes the shape of the BChl a geometry. While the DFTB vacuum
optimized BChl a geometry is planar, in mostly all B800 BChl a chromophores a bowl shape
is found. This was suggested to be effected by the out-of-plane displacement of the Mg ion
due to the axial ligand coordinated to the central Mg ion "pulling" it out of the plane.212 The
influences of the axial ligand or other hydrogen bonded amino acids to the BChl a chromophore
seems however to have few impact on the excitation energy, cf. e.g. Ref. 9, 127,159.
A previous study investigated the influence of neighboring residues of BChl a on the
excitation energy in LH2 from Rhodopseudomonas acidophila (27 BChl a) using RASPT2.9
Taking the nearby residues in the QM part into account, the axial residues lead to a red shift
of 16-45meV, while hydrogen bonded residues lead to a blue shift of 3-35meV. The impact
of the influence of neighbored residues seems to be small and these values belonging to a
few meV range below the methods errors, making it difficult to estimate the accuracy of the
resulted shifts.
This is also shown here, the inclusion of the protein environment leads to slightly higher
shifts in the B800 ring than in the B850 ring with respect to the individual BChl a chromophores,
see appendix, Tab.A.8. The averaged excitation energies show even a slightly higher shift
of +0.04 eV for the B800 ring obtained by ZINDO/S. LC-DFTB give here improved results
compared to ZINDO/S, since the benchmark study in chapter 4 showed that LC-DFTB did
not overestimate the excitation energies when considering the environmental effects. ZINDO/S
in contrast obtained an overestimation.
Hence, the protein environment seems not effect much changes compared to the single
BChl a chromophore in vacuum. The shifts of absorption maxima should be effected more by
the exciton coupling of the several BChl a chromophores and is discussed in the next section.
Exciton Coupling
The Coulomb couplings are computed of the QM/MM optimized model using LC-DFTB.
Firstly, the Coulomb couplings are calculated for the BChl a of neighboring chromophores
showing strong couplings. This results in dimer Hamiltonians, which diagonalizations obtain
the eigenvalues. The lowest eigenvalues of each dimer are averaged over both rings, respectively.
Secondly, the Coulomb couplings of BChl a dimers are calculated with all possible combinations
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during one ring, resulted in one 8x8 matrix for the B800 ring and one 16x16 matrix for the
B850 ring. The lowest resulted eigenvalues of both rings is here also taken. The results are
displayed in Tab. 5.4. The exciton couplings of B800-B850 inter ring are neglected here, since
these might be weak, but should be in the same range as the Coulomb couplings in the B800
ring due to similar distances.190
Table 5.4 Lowest BChl a dimer energy of LH2 resulted by diagonalization of the dimer exciton
hamiltonian, because of the highest oscillator strength. The energies are averaged over the B800 and
B850 ring, respectively. Additionally, lowest energy resulted by diagonalization of the (8x8) and (16x16)
matrix for B800 and B850, without considering the oscillator strength. All excitation energies and
Coulomb couplings include the protein environment and are calculated using LC-DFTB (in eV).
B800 B850 B850 shift
LC-DFTB monomor 1.84 1.83 –0.01
dimer 1.82 1.77 –0.05
complete ring 1.79 1.73 –0.06
Exp. 1.55 1.46 –0.09
The neighboring BChl a dimers in the B800 ring show Coulomb couplings of about 0.01 eV,
while the other intra BChl a dimers lead to values smaller than 0.01 eV. In B850, the neighboring
BChl a dimers display Coulomb couplings in a range of around 0.08 eV to 0.03 eV depending of
the dimer type, i.e. α−β or β−α dimer. Negligible small shifts are also observed for the other
intra BChl a dimers. The Coulomb couplings of B800 of neighboring BChl a chromophores
are in the same range as obtained by previous studies.42,172 However, the Coulomb couplings
of the B850 ring are overestimated, when comparing to previous studies using e.g. TrESP or
TDC obtaining Coulomb couplings of about 0.03–0.04 eV.42,117,139 However, these methods
applied a scaling factor to fit to experimental data. When no scaling factor was applied, as
the case in a rescent study using TDC, Coulomb couplings of about 0.07 eV are reported,192
similar to the LC-DFTB values.
The inclusion of the exciton couplings leads for both rings to a red shift of the absorption
maxima. Considering only the protein environment does not explain the experimental shift
between the absorption maxima of both rings. However, ZINDO/S already achieve a shift of
around 40% of the experimental shift, which originates from the overestimation of the protein
environment influence. Despite the overestimation of the Coulomb couplings, only a shift
of about 70% of the experimental shift is observed when considering all excitonic couplings.
However, here LC-DFTB is applied on only QM/MM optimized models, while sampling might
lead to a different picture.
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5.4.2 QM/MM and MM MD Simulation
Bond Length Alternation
The sampled structures obtained by MM as well as QM/MM MD simulations are used
to investigate BLA changes. In chapter 4, the computation of the BLA values of BChl a
chromophores optimized in vacuum by different methods reflects, that an only low BLA value
(around 0.004Å) describes correctly the BChl a conformation. HF for example obtains a value
of around 0.102Å and thus fails to describe the BChl a geometries correctly. As described
in the previous section 5.4.1, the protein environment changes also the BLA, however with
minor effects.
The comparison of the BLA values over the MM and the QM/MM MD trajectory shows,
that the QM/MM obtained BLA values obtain a complete different picture, as displayed
in Fig. 5.2. The BLA values of all BChl a chromophores of every ring are computed. In
Fig. 5.2 only one BChl a chromphore of the B800 ring is chosen as example, since every
BChl a chromohore show the same behavior. The following analysis is related to this BChl a
chromophore, which represents all other BChl a chromophores.
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Figure 5.2 BLA (in Å) of one BChl a of the B800 ring plotted over MM and QM/MM MD trajectories.
While the MM MD simulations obtain BLA values, which fluctuate around 0.0–0.01Å, the
QM/MM obtained BLA values fluctuating around ± 0.04Å. This however, is a too large
range for the BLA values of BChl a chromophores and indicate a wrong description of the
ground state geometry by DFTB3. This is additionally reflected in Fig. 5.3 and 5.4, where the
excitation energies of the BChl a chromophores in vacuum are computed. Due to the large
range of the BLA values obtained by QM/MM a too broad absorption spectrum is observed.
This however is in conflict with the experimental results, showing in the case of the LH2
complex spectra with a width of about 0.1–0.14 eV.66 The width observed when using the
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QM/MM sampled structures result in a range of 0.2 eV in the case of LC-DFTB.
The comparison of Fig. 5.3 to 5.4 reflects the different behavior of LC-DFTB and ZINDO/S.
Both methods react differently on the various shape and BLA of the sampled BChl a chro-
mophores. Further discussions are given in the next section.
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Figure 5.3 BLA (in Å) plotted vs. excitation energies (eV) of one BChl a chromophore of the B800
ring in vacuum using LC-DFTB. Left: sampled by QM/MM MD simulation; Right: sampled by MM
MD simulation.
















Z I N D O / S ,  Q M / M M  M D ,  B 8 0 0
















Z I N D O / S ,  C l a s s i c a l  M D ,  B 8 0 0
Figure 5.4 BLA (in Å) plotted vs. excitation energies (eV) of one BChl a chromophore of the B800
ring in vacuum using ZINDO/S. Left: sampled by QM/MM MD simulation; Right: sampled by MM
MD simulation.
Environmental Effects
Analogous to the QM/MM optimized model, the effect of the protein environment on the
excitation energies is shown here for the sampled structures by MM and QM/MM MD
simulations.
The excitation energies are computed for 1000 snapshots using LC-DFTB and ZINDO/S
for both B800 and B850 ring, respectively. All excitation energies are weighted by the oscillator
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strength and plotted as histograms, see Fig. 5.5 and 5.6 for LC-DFTB and Fig. 5.7 and 5.8
for ZINDO/S. The absorption maxima are obtained with a fit using a Gaussian function and
displayed in Tab. 5.5.
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Figure 5.5 Simulated absorption spectrum of the LH2 complex of the B800 ring. LC-DFTB is used
for the computation of the excitation energies. The histograms are based on snapshot geometries of
Left: QM/MM MD trajectory (1 ns length) and Right: MM MD trajectory (1 ns length). Plotted
are the excitation energies weighted by the oscillator strength for (i) only the BChl a chromophore
(vacuum) and (ii) with additional fixed MM point charges to account for the protein environment
(MM). Gaussian functions are used to determine the corresponding maxima.
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Figure 5.6 Simulated absorption spectrum of the LH2 complex of the B850 ring. LC-DFTB is used
for the computation of the excitation energies. The histograms are based on snapshot geometries of
Left: QM/MM MD trajectory (1 ns length) and Right: MM MD trajectory (1 ns length). Plotted
are the excitation energies weighted by the oscillator strength for (i) only the BChl a chromophore
(vacuum) and (ii) with additional fixed MM point charges to account for the protein environment
(MM). Gaussian functions are used to determine the corresponding maxima.
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Figure 5.7 Simulated absorption spectrum of the LH2 complex of the B800 ring. ZINDO/S is used
for the computation of the excitation energies. The histograms are based on snapshot geometries of
Left: QM/MM MD trajectory (1 ns length) and Right: MM MD trajectory (1 ns length). Plotted
are the excitation energies weighted by the oscillator strength for (i) only the BChl a chromophore
(vacuum) and (ii) with additional fixed MM point charges to account for the protein environment
(MM). Gaussian functions are used to determine the corresponding maxima.
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Figure 5.8 Simulated absorption spectrum of the LH2 complex of the B850 ring. ZINDO/S is used
for the computation of the excitation energies. The histograms are based on snapshot geometries of
Left: QM/MM MD trajectory (1 ns length) and Right: MM MD trajectory (1 ns length). Plotted
are the excitation energies weighted by the oscillator strength for (i) only the BChl a chromophore
(vacuum) and (ii) with additional fixed MM point charges to account for the protein environment
(MM). Gaussian functions are used to determine the corresponding maxima.
Analogously to the QM/MM optimized model no significant shift is obtained including the
protein environment for both B800 and B850 ring by both methods. Tab. 5.5 shows for
both methods a red shift of the absorption maxima obtained by QM/MM compared to the
absorption maximam obtained by MM. This in turn reflects, that the QM/MM obtained
BChl a geometries does not only have a larger BLA but also a different shape, since only a
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larger BLA would lead to a blue shift as shown in Fig.4.8 of chapter 4.
In the case of LC-DFTB, the difference in the BLA due to the MM or QM/MM MD
sampling is also reflected in the broadness of the histograms. The histograms of the MM MD
trajectories show only half of the width than the histograms of the QM/MM MD trajectories.
As already mentioned above, the results obtained by the QM/MM MD sampling is not in
agreement to the experimental results, which show for B800 a width of about 0.1 eV and for
the B850 ring a width of about 0.14 eV.66
In the case of ZINDO/S a complete different picture is obtained. The histograms observed
by the MMMD simulations for the vacuum excitation energies are similar to those of LC-DFTB.
However, the inclusion of the protein environment lead to a broadening of the histograms,
which is not Gaussian distributed anymore, especially in the case of the B800 ring. This
effect was also reported by previous studies.172 Additionally, this reflects the overestimation
of ZINDO/S when including the protein environment, as discussed in chapter 4. The results
obtained by ZINDO/S are thus also not in agreement with the experimental observed results.
Furthermore, the effect of the QM/MM sampling with respect to the higher BLA of the
BChl a geometries is not obtained. An only slightly broadening compared to the histograms
of the MM sampled structures is obtained. This indicates the importance of the investigation
of the BLA effect by both methods. Previous studies performing QM/MM MD simulations
using PM6 and ZINDO/S on a water-soluble chlorophyll-binding protein (WSCP) reported
an improvement by the QM/MM description.184 The results of this chapter show however,
that the combination of QM/MM sampling with ZINDO/S for subsequent excitation energy
calculations should be considered with caution.
Table 5.5 Excitation energies (in eV) of BChl a monomers of the LH2 complex in vacuum and with
protein environment using LC-DFTB and ZINDO/S along the MM and QM/MM MD trajectory.
The maximum is obtained by a Gaussian fit of the excitation energies for the B800 and B850 ring,
respectively.
LC-DFTB ZINDO/S
vacuum protein shift vacuum protein shift
QM/MM B800 1.78 1.79 -0.01 1.44 1.43 +0.01
B850 1.79 1.79 ±0.00 1.44 1.44 ±0.00
MM B800 1.83 1.84 +0.01 1.46 1.48 +0.02
B850 1.84 1.84 ±0.00 1.46 1.47 +0.01
Exciton Coupling
The high amount of BChl a chromophores in the LH2 complex needs a multichromophoric
QM region if one want to calculate the Coulomb couplings over the trajectory. However, the
here performed QM/MM MD simulations contain only a single BChl a chromophore in the
QM region, respectively. Therefore, the sampled structures by the QM/MM MD simulations
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are excluded from the further computation of Coulomb couplings.
For the computation of the Coulomb couplings over the MM MD simulations, the procedure
analogous to the QM/MM optimized model is performed. The averaged eigenvalues obtained
of both rings are shown in Tab. 5.6. The respective Coulomb coupling values are in the same
range as discussed for the QM/MM optimized model. A higher absorption maxima shift
compared to the QM/MM optimized model is obtained when considering the couplings of
all excitonic couplings of one ring, respectively. This results in a shift of about 86% of the
experimental value.
Table 5.6 Lowest BChl a dimer energy in eV of LH2 resulted from diagonalization of the dimer exciton
hamiltonian over the MM MD trajectory with the highest oscillator strength. The energies are averaged
over the B800 and B850 ring, respectively. The maximum of a Gaussian fit of the eigenvalues for each
BChl a chromophore are taken. Additional lowest energy, resulted by diagonalization of the (8x8) and
(16x16) matrix for B800 and B850, without considering the oscillator strength. All excitation energies
and Coulomb couplings include the protein environment and are calculated using LC-DFTB.
B800 B850 B850 shift
LC-DFTB monomer 1.84 1.84 –0.00
dimer 1.84 1.78 –0.06
complete ring 1.82 1.74 –0.08
Exp. 1.55 1.46 –0.09
To visualize the effect of the Coulomb couplings on the absorption maxima shift, histograms
for both rings are plotted in Fig. 5.9 and 5.10. In these histograms the Coulomb couplings
of the dimers are considered. In the case of the B800 ring, the inclusion of the protein
environment leads to a slightly blue shift, while including additionally the Coulomb couplings
a slightly red shift is obtained. The effect of the Coulomb couplings is significant visible in
the case of the B850 ring showing a red shift of 0.06 eV.
97
5.4. Light-Harvesting Complex II
2 . 0 1 . 9 1 . 8 1 . 7 1 . 6
6 2 0 6 5 3 6 8 9 7 2 9 7 7 5
0
1 0 0 0
2 0 0 0
3 0 0 0
4 0 0 0
5 0 0 0




e x c i t a t i o n  e n e r g y  ( e V )
L C  -  D F T B :
C l a s s i c a l  M D ,  B 8 0 0 :
 v a c u u m
 M M  
 M M  &  C o u l o m b  c o u p l i n g
M o d e l G a u s s
E q u a t i o n y = y 0  +  ( A / ( w * s q r t ( p i / 2 ) ) ) * e x p ( - 2 * ( ( x - x c ) / w ) ^ 2 )
P l o t Z ä h l e n
y 0 2 . 7 5 7 8 6  ±  9 . 9 3 3 4 7
x c 1 . 8 3 7 9 3  ±  2 . 2 6 7 2 2 E - 4
w 0 . 0 2 6 4 6  ±  4 . 7 9 3 4 E - 4
A 7 9 . 3 3 5 3 8  ±  1 . 3 6 9 1
R e d u c e d  C h i - S q r 1 9 6 9 . 9 5 4 4 8
R - S q u a r e  ( C O D ) 0 . 9 9 5 9 3
A d j .  R - S q u a r e 0 . 9 9 5 4
2 . 0 1 . 9 1 . 8 1 . 7 1 . 6
6 2 0 6 5 3 6 8 9 7 2 9 7 7 5
0
1 0 0 0
2 0 0 0
3 0 0 0
4 0 0 0
5 0 0 0




e x c i t a t i o n  e n e r g y  ( e V )
L C  -  D F T B :
C l a s s i c a l  M D ,  B 8 5 0 :
 v a c u u m
 M M  
 M M  &  C o u l o m b  c o u p l i n g
Figure 5.9 Simulated absorption spectrum of the LH2 complex of the B800 ring (left) and the B850
ring (right). LC-DFTB is used for the computation of the excitation energies and Coulomb couplings.
The histograms are based on snapshot geometries of MM MD trajectory (1 ns length). Plotted are the
excitation energies for (i) only the BChl a chromophore (vacuum) and (ii) with additional fixed MM
point charges to account for the protein environment (MM) and (iii) including Coulomb couplings.
Gaussian functions are used to determine the corresponding maxima.
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Figure 5.10 Simulated absorption spectrum of the LH2 complex, the histograms including the protein
environment and Coulomb couplings of both rings are replotted in one diagram to visualize the resulted
shift of B850 to B800.
Even though the exciton coupling benchmark in the previous chapter report an overestimation
of LC-DFTB Coulomb couplings for the artificial system, the obtained shift by LC-DFTB
is slightly underestimated with respect to the experiment. However, it has to be mentioned,
that the application of the biological system obtained not an overall overestimation of the
Coulomb couplings. Quantitatively, the values are sometimes over, under or equal compared
to the supermolecule calculations using CAM-B3LYP and LC-DFTB. So that some error
cancellation might be observed here. However, several other effects are neglected here. Since
this is a primary test of the performance of LC-DFTB on such proteins not all influences are
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taken into account, which are: the exciton coupling between both rings, the inclusion of the
carotenoids and the possible polarization effects by the protein environment.
Furthermore, recent studies suggested the occurrence of charge transfer effects when
investigating the LH3 complex42,169 The absorption spectrum of the LH3 complex shows
two maxima at 800 nm and 820 nm, while the latter corresponds to the B850 ring of the
LH2 complex. The only difference in both LH complexes is obtained by the number of the
chromophores. However, the same biological species from which the LH3 complex is obtained,
contain also a LH2 complex with the same absorption maxima then the one used in this work.
So that this absorption maxima shift was suggested to result by different hydrogen bond
networks and charge-transfer effects.169 A recent study on the absorption spectrum of the LH3
complex45 using also LC-DFTB obtained an overestimation compared to the experimentally
observed shift. However, the shift is similar to the one obtained in this work. Hence, the
extension of the Hamiltonian considering also charge-transfer effects might give an improved
insight of these behaviors.
5.5 Conclusion
In this chapter, the benchmark study of LC-DFTB of chapter 4 is extended to its performance
on rhodopsins and LH complexes. Especially, when investigating such biological systems
sampling is also required to account e.g. for the chromophore and protein environment
fluctuation.
The application of LC-DFTB as well as LC-DFT functionals on the QM/MM optimized
rhodopsin models reflects the same weakness as obtained by the benchmark study on retinal
as they cannot correctly describe the size of the shift of absorption maxima between proteins.
However, the LC-DFT functionals improve over standard DFT functionals, such as GGA or
hybrid, as they could provide an improved description of charge transfer effects within the
protein produced by the counterions and the hydrogen bonding network. The sampling of
bR and ppR by QM/MM MD simulation with subsequent excitation energy computation
using LC-DFTB and OM2/MRCI reveals the same results as the QM/MM optimized models.
Since these chosen rhodopsins have a more strong hydrogen bond network within the active
site only small changes are obtained through sampling. LC-DFTB gives a too small width of
the sampled absorption spectrum compared to OM2/MRCI. Hence, OM2/MRCI is still the
method of choice for the investigation of color-tuning in rhodopsins.
In the case of the LH2 complex, LC-DFTB refelcts also the same properties for the
description of the excited state properties of BChl a as obtained by the benchmark study.
The QM/MM MD simulation on the LH2 complex sampled BChl a geometries, which differ
significantly in the BLA compared to the MM MD sampled BChl a geometries. This is also
reflected in the excitation energies of the BChl a chromophores showing a too broad absorption
spectrum compared to the experimental one. However, this is only obtained by LC-DFTB,
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since ZINDO/S shows no significant difference between QM/MM and MM MD sampled
absorption spectrum, which might occur from error cancellation. Further studies are necessary
to figure out, why QM/MM MD simulations lead to a complete different description of the
BChl a geometries and whether this is only an error by DFTB3 or whether in this case well
parameterized forcefields obtain better results. This is important, since especially QM/MM
MD simulations are desirable in the research field of LH complexes.
The protein environment does not effect much on the absorption maxima shifts of the
LH2 complex. However, the inclusion of the Coulomb couplings using LC-DFTB obtained
a shift of about 86% of the experimental value. At this point an overall conclusion about
reasons for the shifts can not be made, since several effects like polarization, or the Coulomb
couplings between both rings as well as the influences of the carotenoids are not considered.
In general, LC-DFTB shows here its adventage to compute thousands of sampled structures
due to its low computational effort and is thus promising for the study of LH complexes.
Besides the points already mentioned in the conclusion of chapter 4, further benchmarks
and improvement in the description of the LC-DFTB Coulomb couplings are necessary, since
it is high desirable to have a method being independent on the experiment in order to get
information about the physical influences on the Coulomb couplings, to yield an improved
understanding of color-tuning effects in LH complexes. Furthermore, this study has to be also
extended in order to consider additional effects, which might also play an important role, like
polarization effects or possible charge-transfer effects as suggested in recent computational
studies investigating the LH3 complex.42,169
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6C h a p t e r
The First Intermediate State of Channelrhodopsin-2
Wild-Type
6.1 Introduction
Channelrhodopsin-2 wild-type (ChR2-WT) as introduced in chapter 2 was the first light-gated
ion channel found in the green algae Chlamydomononas reinhardtii155,156 and permeable for
cations (Na+, K+, Ca2+). It exhibits a dimeric structure embedded in a membrane, where
each monomer consists of seven transmembrane α-helices (A-G) forming an internal pocket.
The retinal chromophore is covalently bound to a lysine residue of the seventh helix (G)
through a protonated Schiff base (RSBH+).
As common feature to other microbial rhodopsins, a photocycle is triggered after light
activation of ChR2, see Fig. 2.10 in chapter 2. During the photocycle of ChR2 several
reaction processes proceed like hydrogen bond changes, reorientation of amino acids followed
by rearrangement of helical backbones and proton transfer reactions. All these processes
are necessary for the channel functionality as opening, conductivity, closing and the back
formation to the dark state.
Due to the lack of a crystal structure, computational studies were based on the hybrid
C1C2 X-ray structure100 or on homology models.13,120,224 The hybrid-type C1C2 is a chimera
of ChR1 and ChR2 and comprised of the first 5 helices (A-E) of ChR1 and the last 2 helices
(F-G) of ChR2. The homology model as used in this work, is based on the C1C2 X-ray
structure and obtained by sampling with classical force field (MM) MD simulations and
structural refinement with combined QM/MM MD simulations.224 Both, the C1C2 structure
and the homology model224 agree in common hydrogen bond patterns, orientation of charged
residues and the active site. The main difference is the water density, since the homology model
shows a higher water density in the protein core than the C1C2 X-ray structure.225 Even
though, ChR1 and ChR2 show a sequence identity of about 65%, recently electrophysiological
measurements and FTIR spectroscopy obtained differences in the mechanism and function of
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C1C2 compared to ChR2.87
In 2017, the X-ray structure of ChR2 was resolved217 allowing now subsequent computa-
tional analysis. Thus, the homology model can be evaluated for its ability to investigate such
proteins. The comparison between the X-ray structure of ChR2-WT and the C1C2 structure
revealed the main differences in helices length and orientation of the helices. Especially helix A
is about 7Å longer in ChR2-WT than in C1C2. This might cause different hydrogen bond
networks leading to different functionality of the channels. Furthermore, the water density is
higher in the ChR2-WT X-ray structure than in the C1C2 chimera.217
The homology model225 already showed a higher water density than in the C1C2 chimera,
but even higher than in the ChR2-WT X-ray structure.232 The main water distribution in
the homology model is observed at the cytoplasmic side preserved by a cluster of hydrophilic
residues (E82, E83, H134, H265, R268) as well as along helix B containing a large number
of charged amino acids, while residues S63 and E90 separated it into two parts.224,225 An
extensive sampling of the ChR2-WT X-ray structure of up to 600 ns using MM MD simulations,
showed an increase water density in the protein core as present in the homology model.232
The reason for this observation lies in the harsh experimental conditions to which the protein
is exposed when the crystal structure is determined. This can lead to changes in the fine
structure of the protein, which was already shown in previous studies on bR,233 or to a lower
water density within the protein leading to a more rigid protein structure. However, the role
of water was already highlighted as important for the functionality of rhodopsins.67,88
6.1.1 The Dark State
The dark state of the ChR2-WT represents the state without light contact. Structural changes
differ often in only few kcal/mol making an initial well characterized dark state structure
necessary for further investigation of the photocycle intermediates. Therefore, an extensive
investigation of several structural motifs of ChR2-WT in the dark state was performed
based on a MM as well as a QM/MM approach on both the homology model and the X-ray
structure.73,232
The comparison between the homology model and the X-ray structure showed similarities
in the binding pocket of retinal with respect to amino acid orientations and the hydrogen bond
network, see Fig. A.3 in the appendix. The main differences are found in the water density in
the active site and the orientation of the residue E90. In the following, the properties of the
structural motifs of the dark state are briefly summarized.
The Active Site
The absorption spectrum of ChR2-WT in the dark state exhibits a multi-peaked spectrum32 in
contrast to the one-peak spectrum of bR. The active site of bR is characterized by the typical
pentagonal hydrogen bond network.198,234 In general, the absorption spectra of rhodopsins as
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discussed in chapter 4 and 5 depend on the retinal geometry, the amino acids in the binding
pocket as well as the hydrogen bond network. QM/MM MD sampling of the homology model
combined with subsequent computation of excitation energies using SORCI and OM2/MRCI
revealed a flexible active site structure.73 This is reflected in different hydrogen bonding
pattern of the RSBH+. The RSBH+ forms either a hydrogen bond to the counterions E123
and D253 or to a water molecule, while the bonds to E123 or to the water molecule are
preferred.73 The flexible active site mainly accounts for the multi-peak absorption fine
spectrum. The X-ray structure confirms the flexible hydrogen bonding pattern of the RSBH+,
when the water density is higher in the active site than experimentally determined.232 The
experimental obtained X-ray structure suggested, that the RSBH+ forms hydrogen bonds
only to the two counterions E123 and D253.217 However, QM/MM MD simulations showed,
that the RSBH+ forms about 80% no hydrogen bond, when only the experimental obtained
water molecules are present in the active site. This would not correspond to the multi-peak
absorption fine spectrum as well as to Raman spectroscopy results predicting a strongly
hydrogen bonded RSBH+ to a water molecule.88,152,232 Additionally, the temperature effect
was also investigated performing MM MD simulations at 100K on the homology model and
subsequent comparison to experimental NMR results.20 Due to the decreased kinetic energy
only rigid hydrogen bonding patterns of the active site were obtained as found by the NMR
studies.73
Furthermore, two different E123 conformations were found: (i) an upward to the cytoplas-
mic side and (ii) a downward orientation to the extracellular side. The upward orientation
is slightly higher stable with about 2.5 kcal/mol than the downward orientation as obtained
by well-tempered metadynamic simulations using MM MD simulations.73 This orientation
pattern has also an indirect but important influence on the hydrogen bond pattern of the
RSBH+, since the downward orientation of the E123 is not hydrogen bonded to the RSBH+.
Additionally, the flip of E123 is also obtained by the X-ray structure with a higher water
density.232
The DC Gate
The DC gate plays a crucial role in the channel opening and closing process, since the mutant
C128T shows a significant change of the channel kinetics. C128T exhibits an extended life
time of the conducting state of about 102- to 105- fold.182,203 The residues involved in the
DC gate are C128 and D156, which are connected via a water molecule as previously resulted
by QM/MM MD simulations and vibrational frequency analysis225,228 and later confirmed by
the ChR2 X-ray structure.217 At this point, it has to be mentioned, that the C1C2 structure
contains a direct bond between D156 and C128, which is also found in the C128T mutant.73,217
The water in the DC gate however might play a significant role in the channel functionality.
On the one hand, it stabilizes helices C and D and on the other hand it might be involved in
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the reprotonation step of the protonated RSB, since D156 is suggested to be the proton donor
of the protonated RSB, as resulted by FTIR measurements.134 Furthermore, the hydrogen
bond pattern of the active site is changed dependent whether a direct or a water-bridged
DC-Gate is present. The C128T mutant showed a preferred hydrogen bond of the RSBH+
to a water molecule, while ChR2-WT containing the water-bridged DC-Gate preferred two
pattern, the RSBH+ hydrogen bonded to E123 or a water molecule.232
The Role of E90
In the X-ray structure, E90 is oriented downward towards the extracellular side and hydrogen
bonded via a water molecule to K93, E123 and D253.217 This is the main difference compared
to the homology model, containing an upward orientation towards the cytoplasmic side of
E90 bonded to N258. The energetically preferred downward orientation of E90 was also
obtained in the homology model by well-tempered metadynamic simulations based on MM
MD simulations showing a barrier of 6.5 kcal/mol between both conformations.232 Excitation
energy calculations on the X-ray structure revealed no large differences compared to the
excitation energies obtained with the homology model containing an upward orientation of
E90.232
Mutations of E90 result in changes of ion selectivity. Hence, E90 was set to be also relevant
for the channel functionality.71 The deprotonation state of E90 during the photocycle is
controversial discussed in the literature. Based on MM MD simulations an early deprotonation
of E90 was suggested as well as a downward flip of E90 directly connecting with the channel
preparation for opening.120 However, FTIR results revealed a late deprotonation of E90 in
the P3 intermediate state.181
6.1.2 Isomerization of all-trans Retinal
The isomerization of all-trans retinal to 13-cis retinal upon photon absorption is the primary
event in the ChR2 photocycle. Recently, a CASPT2//CASSCF/MM study on the retinal
isomerization pathway was performed considering different initial dark state structures, i.e.
different RSBH+ hydrogen bonding pattern, as found in the homology model of ChR2-WT.74
Among the three initial dark state structures as defined before, the RSBH+ hydrogen bonded
to E123 pattern was found to give the most probably isomerization pathway, due to the low
energy barrier on the excited state. Subsequent vibrational frequency calculations of the
obtained 13-cis retinal coincided with the experimental reported vibrational bands.74
6.1.3 Experimental Characterization of the First Intermediate State
The photocycle of ChR2-WT exhibits several intermediate states, which are characterized
by spectroscopic techniques based on UV/Vis, FTIR or Raman spectroscopy.50,116,133–135,216
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They give an insight about the retinal configuration, the protonation state of retinal and other
amino acids, structural rearrangements or changes in water distribution.
The first intermediate state P1 is involved in the pre-gating process and prepares the
channel for the deprotonation of the RSBH+ and subsequent opening of the channel. P1 is
formed within 3 ps after retinal isomerization.133–135 The absorption maximum is about 30 nm
red-shifted compared to the dark state as obtained by UV/Vis spectroscopy.134
One main difference compared to bR or other rhodopsins is found in the amide I region
showing an intense negative band at ∼1664 cm−1, which is much larger than in other rhodopsins
and is believed to result from an ultrafast deformation of a transmembrane helix due to a
steric clash of the isomerized retinal with its surrounded environment.134,135,161,183 This
large structural changes might be necessary for the formation of a larger pore, since in ChR2
cations are conducted while for example in bR only protons are pumped.183 Furthermore, the
formation or enlargement of water-filled pores inside the protein might be a prerequisite for
cation permeation.132,134
Lórenz-Fonfría et al.135 proposed a ChR2-WT photocycle with the first intermediate state
divided into two substates P1a and P1b differing in the peptide backbone alteration and in the
interhelical hydrogen bond between D156 and C128. FTIR spectroscopy could give further
insights, since both substates cannot be distinguished by UV/Vis spectroscopy. The carboxylic
region showed a blue shift of the 1737 cm−1 band of the dark state to 1745 cm−1 in P1, which
was assigned to the weakening of the H-bond of D156. Additionally, this reflects a difference
compared to the other rhodopsins, since e.g. in bR a red-shift of this band with smaller
intensity is observed for the first intermediate state (1740(-)/1733(+) cm−1).28,133,153,180
Furthermore, in ChR2-WT a broad band at 1760 cm−1 is found in P1 originating also from
the C=O stretch of D156. This band was assigned to the late P1b substate obtained by
time-resolved tunable quantum cascade laser (QCL) IR measurements135 and suggested a
transient weakening of the interhelical H-bond between D156 and C128. This might be caused
by a rotation or movement of helices D and C at around 200 ns after the formation of P1a.
Structural changes are also expected in the central gate due to a blue shift of the 1717 cm−1
band to 1728 cm−1, which was assigned to hydrogen bond changes of the carboxylic group of
E90.133,134
The suggested hydrogen bond changes in both, the DC gate and central gate, could be
accompanied by alterations in the inter-helical contacts between helices A-B-G and C-D and
a possibly change of the relative geometry of these helices.
The experimental results provide an insight into the structural changes that can occur
in the first intermediate state. The cause of the obtained shifts however, cannot be figured
out experimentally. There exist already computational studies, but these are based on the
C1C2 structure using MM MD simulations.13,37,208 Additionally, these studies use rather
harsh conditions to model the isomerized retinal, neglecting effects of energy barriers of the
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retinal excited state isomerization pathway. This can have drastic consequences on the protein
fine structure of the P1 state as well as on the pre-gating process. As for the dark state, the
investigation of the first intermediate state requires different methods based on both a MM
and a QM/MM approach. Using these methods, one can account also for spectroscopic silent
intermediates, multiple conformations or other structural changes, which might be important
for the next steps, like the deprotonation of the RSBH+ and the preparation for channel
opening.
Hence, in this chapter the investigation of the first intermediate state P1 of ChR2-WT is
presented. QM/MM as well as MM MD simulations are performed to sample several substates
of P1, which are further used for the computation of UV/Vis and vibration spectra. This
makes a direct comparison with experimentally observed results possible. Both the X-ray
structure and the homology model are used to investigate P1. This allows a direct comparison
of structural differences as existing in the central gate, and their influences on the pre-gating
process.
6.2 Computational Details
6.2.1 Preparation of the P1 State
The Early Substate P1a
Both, the homology model224 based on the X-ray structure of the C1C2-hybrid (PDB code:
3UG9)100 and the X-ray structure of ChR2-WT (PDB code: 6EID)217 were used for the
study of the first intermediate state P1. Both protein structures are constructed as a dimer
embedded in a POPC (1-Palmitoyl-2-oleoylphosphatidylcholine)-bilayer as lipid membrane
and surrounded by water molecules using the TIP3P95 water model. Both model setups are
provided by Ref. 73,232 and references therein.
In the case of the homology model, two structures of the dark state73 were chosen:
(i) a less equilibrated structure with a higher water density and (ii) a longer equilibrated
structure with a lower water density. The first motif (i) is hereinafter referred to as system
HW and the second motif (ii) as system LW. Both systems show the same hydrogen bond
(H-bond) pattern of the active site, i.e. the RSBH+ is hydrogen bonded to E123. The use of
this motif is consistent with the study of the retinal isomerization pathway,74 which shows
that the preferred path proceeds from this hydrogen bonding pattern.
The investigation of the dark state using the X-ray structure revealed a higher water
amount near the RSBH+ leading to more reliable results.232 Therefore, the X-ray structure
experimentally obtained with less water in the active site was excluded here. For the
investigation of P1 different structural motifs were chosen, as listed in Tab. 6.1, using the
sampled X-ray structure containing a higher water amount.
The CASPT2//CASSCF/MM study on the retinal isomerization pathway on the homology
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model of ChR2-WT by Guo et al.74 received a 13-cis retinal conformation with a C12–C13=C14–
C15 dihedral angle twisted about 20◦. This was also suggested by a HOOP (Hydrogen Out
Of Plane) mode at 988cm−1 by FTIR results similar to those observed by bR.134 This 13-cis
retinal conformation was taken and aligned to all dark state structures of both, the homology
model and the X-ray structure. The alignment was performed with the measure fit command
provided by VMD.85
Table 6.1 Several structural motifs chosen for the investigation of P1a originating from QM/MM
sampled X-ray structures.232
active site
structural motif E123 orientation RSBH+ H-bond
E123down-RSBH+ · · ·−O(D253) down D253
E123down-RSBH+ · · ·H2O down H2O
E123up-RSBH+ · · ·H2O up H2O
E123up-RSBH+ · · ·−O(E123) up E123
The Late Substate P1b
Several MM MD simulations were performed, details see section 6.2.3, to sample several
possible P1 substates. Three characteristic motifs were chosen to perform subsequent QM/MM
MD simulations. All structures originated from the X-ray structure. The three motifs are
characterized by different DC gate motifs, see Tab. 6.2.
Table 6.2 Several structural motifs chosen for the investigation of P1b originating from MM sampled
X-ray structures.
structural motif DC-Gate
D156· · ·H2O· · ·C128 two H2O bonded to D156
(D156)O· · · S(C128) direct DC-Gate (D156 bonded to C128)
(D156)O· · ·O(C128) direct DC-Gate (D156 bonded to C128 backbone)
6.2.2 QM/MM MD Simulation
Previous studies on bR showed the importance to describe the active site containing the retinal
chromophore and the counterion as well as the nearby water molecules with QM methods,
here DFTB.49,225,233 In general, a well chosen QM region is important for retinal proteins to
consider effects, like charge transfer, protein polarization and dispersion interaction.220 For
the investigation of the P1 state, the QM region has to be adjusted, since the RSBH+ of the
isomerized retinal changed its orientation, pointing now towards the cytoplasmic side. In the
case of the homology model, several QM regions were chosen, see Tab. 6.3. The DC gate and
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the central gate were also included in the QM region due to their potential importance in the
P1 state as obtained by experimental results, see Tab. 6.3.
Table 6.3 Several QM regions chosen for the study of the early P1a state.
abbreviation QM region
QM retinal, K93, E123, D253 and H2O
QM-TS retinal, K93, E123, D253, T127, S221 and H2O
QM-DC1 retinal, K93, E123, D253, T127, S221, C128, D156 and H2O
QM-E901 retinal, K93, E123, D253, T127, S221, C128, D156, N258, E90 and H2O
1 this QM region is only used for system LW.
The QM/MM study of the dark state based on the X-ray structure revealed only a stable E90
downward conformation, when using a large QM region, i.e. the inclusion of E90 into the
QM region. Hence, the same QM region was chosen for the investigation of the P1 state in
the case of the X-ray structure. This QM region is similar to the one of the homology model
(QM-E90), see Tab. 6.3 but without the residue N258.
The QM/MM bond was set between the Cα and Cβ of each amino acid side chain with
a standard link atom approach. Restraints were applied on the oxygen atoms of the QM
water molecules to avoid an interchange between QM and MM water molecules, leading
otherwise to convergence problems due to the unbalanced description. For the QM part
in the QM/MM MD simulations, the DFTB3/3ob method (extended self-consistent-charge
Density-Functional Tight-Binding)63–65 was used, implemented in the GROMACS program
package.118 DFTB3/3ob is a reliable model for the description of hydrogen-bound structures
as they occur in rhodopsins. It is able to describe hydrogen-bonded networks with similar
accuracy as full DFT calculations performed with medium sized basis set.63 For the MM part
the CHARMM36 force field84 was used. All QM/MM MD trajectories have a time step of 1 fs
and a length of 1 ns, respectively. For each start structure of P1a and P1b, five QM/MM MD
simulations were performed to account for different starting velocities and therefore a better
statistical representation. Four QM/MM MD simulations of the X-ray structure failed due to
steric clashes and were further on excluded from subsequent analysis.
All QM/MM MD simulations for every start structure were directly performed after
the alignment of the 13-cis retinal conformation. In the case of system HW however, an
equilibration was previously necessary.
The equilibration procedure was as follows: Firstly, a MM minimization was performed of
the potential energy with the steepest descent algorithm (1000 steps) by keeping the retinal
coordinates frozen. The frozen coordinates are necessary in order to keep the twisted 13-cis
retinal conformation during the equilibration. Additionally, the heavy atoms of the protein
and the lipid membrane were restrained to their initial positions by harmonic potentials with
the force constant of 1000 kJmol−1 nm−1. This is a usual procedure to keep the protein intact,
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while equilibrating the environment. For the next step, a 250 ps long NVT equilibration was
performed using the Berendsen thermostat21 at 300K. Finally, an overall (i.e. restraints on
protein and lipid heavy atoms were removed) 250 ps long NPT equilibration was done using
the Parinello-Rahman barostat173 at a pressure of 1 bar.
6.2.3 MM MD Simulation
In order to sample several P1 substates and due to the fact that the lifetime of P1 is
about 400 ns long, several MM MD simulations each with a length of 400 ns were performed.
The same equilibration procedure as done for the system HW, but using the Nosé-Hoover
thermostat83,168 were performed. For system HW, system LW (homology model) and for
the X-ray structure four MM MD simulations were performed, respectively. In order to
additionally consider different sampling, the last frame of two QM/MM MD simulations was
chosen in order to carry out MM MD simulations with these.
All MM MD simulations were carried out with the GROMACS package (version 2016.3)80
and the CHARMM36 force field84 with appropriate parameters for the lipid membrane.104 Dur-
ing all simulations periodic boundary conditions were applied and the long-range interactions
by means of the Particle-Mesh Ewald method were considered.
6.2.4 Analysis of the Trajectories
The analysis of the QM/MM MD trajectories were performed with the GROMACS package,118
while the MM MD trajectories are analyzed with the GROMACS package (version 2016.3).80
For the MM MD simulations the RMSD (root-mean-square deviation) for each helix is
calculated.
The hydrogen bonds were computed under a geometrical criteria, which states that the
distance between donor and acceptor is less or equal 0.35 nm and the angle between the bond
of hydrogen-donor and the direction donor-acceptor is less or equal 30◦. An example is shown
in Fig. 6.1.
Figure 6.1 Geometrical criteria for the computation of the H-bond, with the distance r ≤ 0.35 nm and





All excitation energies were computed using the semi-empirical OM2/MRCI method as
implemented in the MNDO2005 program package.113,226 As discussed in chapter 4 and 5, the
OM2/MRCI method has been extensively tested for its application to study color tuning effects
in rhodopsins. It shows a systematic hypsochromic shift of 0.3 eV compared to SORCI.59,73,82
This shift was obtained by using only the chromophore retinal in the QM region. Additionally,
a large active space is possible due to the less computational costs. For the OM2/MRCI
calculations an active space of (20,20) is used as previously proposed by Guo et al.,73 which
leads to an accurate description of the excitation energies. This means 10 occupied π-orbitals,
10 unoccupied π∗-orbitals and 20 electrons are considered in the calculation. Additionally,
within the active space all single and double excitations are considered. The OM2/MRCI
excitation energy calculations were performed for each snapshot obtained by the QM/MM
MD trajectory, i.e. 1000 snapshots for each QM/MM MD trajectory of 1 ns length.
Furthermore, as discussed in chapter 5, protein polarization can be included by polarizable
force fields to gain an improved description. However, this procedure is very costly and cannot
be used for this study as it focuses on the sampling of different substates. The use of standard
fixed charge QM/MM techniques lead in this case to a blue shift of the excitation energies
about of 0.1-0.2 eV.219,221
6.2.6 Vibrational Frequencies
For the investigation of structural changes in the DC gate, vibrational frequencies were
calculated by applying the fourier transform of time-correlation functions (FTTCF) method.98
The procedure was as follows: Firstly, a geometry optimization with CHARMM was performed
using the CHARMM36 force field for the MM region. For the QM region the DFTB3/3ob
method was applied. The 3ob parameters were chosen. An extensive benchmark of different
parameter sets and DFT functionals were performed by Welke et al.228 revealed that the 3ob
parameter set yields the smallest error with respect to PBE and can reproduce qualitatively
the experimentally observed shifts.
The QM regions were differently chosen dependent which structure was analyzed. The
QM region contained the DC gate, i.e. D156 and C128 and additional the water molecule
in the case of a water-bridged DC gate. Structures were also found, where W223 forms a
hydrogen bond to D156. In this case W223 was also added to the QM region. The QM/MM
setup was performed as described in section 6.2.2.
For the geometry optimization the conjugated-gradient method was applied (1000 steps)
until a gradient threshold of 1×10−3 a.u. was reached. Additionally, the Newton-Raphson
(ABNR) minimizer was used, for a more precise minimization with a gradient threshold of
1×10−3 a.u. Subsequently, 100 independent QM/MM systems were created. Each system was
equilibrated to a temperature of 300K. After equilibration of the systems, short QM/MM MD
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simulations of 20 ps lengths were performed with a time step of 0.5 fs, respectively. During
the simulations the dipole moments were obtained. Subsequently, the fourier transform of
the dipole moment autocorrelation function was calculated. At last, a correction factor was
applied to account for quantum effects of nuclear motions. Finally, a spectrum was obtained
averaged over 100 separate spectra.
Results and Discussion
6.3 QM/MM MD Simulations of the Early Substate P1a
The light activation of ChR2-WT triggers intermediate states, which represent parts of
the photocycle. The primary event in the photocycle is the isomerization of the all-trans
retinal upon photon absorption, forming a 13-cis retinal configuration. After 3 ps the first
intermediate state P1 is formed, more precisely the first substate P1a as suggested by FTIR
experiments.135 To investigate all structural changes triggered by the isomerized retinal
QM/MM MD simulations were performed and the results are presented in the following
sections.
6.3.1 The Retinal Binding Pocket
Hydrogen Bonds of the RSBH+
Figure 6.2 Three motifs of the RSBH+ of the 13-cis retinal configuration found in all QM/MM MD
simulations for both homology model and X-ray structure: a) H-bond: RSBH+ · · ·O-(T127); b) no
H-bond; c) H-bond: RSBH+ · · ·O-(S256).
The retinal isomerization from all-trans to 13-cis configuration disrupts the H-bonds of the
RSBH+, which was previously bound to either E123, D253 or a water molecule in the dark
state. The QM/MM MD simulations of the early P1a state reveal still a hydrogen bonded
RSBH+ independent on the QM region or the start structure for both, the homology model
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and X-ray structure. The RSBH+ shows the following pattern: (i) either hydrogen bonded to
residue T127 (RSBH+ · · ·O-(T127)) or to (ii) S256 (RSBH+ · · ·O-(S256)) or (iii) no H-bond,
see Fig. 6.2. The percentage of the respective H-bond pattern are calculated and displayed in
Tab.A.10 together with the dihedral angle (C12–C13=C14–C15) of retinal, which is discussed
in the following section.
Table 6.4 Percentage of the H-bond pattern (%) of RSBH+ · · ·O-(T127) and RSBH+ · · ·O-(S256) for
the homology model and the X-ray structure. And the dihedral angle C12–C13=C14–C15 (◦) of the
13-cis retinal (in the table abbreviated as C13=C14). The values are averaged over all QM/MM MD
trajectories, respectively.
structural motif
Model of the dark state QM region T127 S256 C13=C14
homology system HWa) QM 0.0 43.0 -4.93
model QM-TS 3.0 8.7 +1.86
system LWa) QM 0.0 28.6 -1.89
QM-TS 14.3 3.3 +14.0
QM-DC 17.5 1.7 +16.4
QM-E90 16.7 2.8 +15.2
X-ray E123down-RSBH+ · · ·−O(D253) QM-E90 1.2 12.4 +3.85
E123down-RSBH+ · · ·H2O 1.9 11.9 +4.39
E123up-RSBH+ · · ·H2O 4.1 0.0 +12.7
E123up-RSBH+ · · ·−O(E123) 21.6 2.2 +17.2
a)E123up-RSBH+ · · ·−O(E123)
Differences are found in the percentage of the H-bond pattern. The investigation of different
QM regions of the homology model reflects a main difference when both residues T127 and S256
located near the RSBH+ are not included in the QM region. In this case no H-bond pattern of
RSBH+ · · ·O-(T127) is found. Interestingly, if the QM region is larger, i.e. includes also the
DC gate or/and the central gate, the percentage of the H-bond pattern RSBH+ · · ·O-(T127)
increases over the H-bond pattern RSBH+ · · ·O-(S256). Furthermore, the total percentage of
the hydrogen bound RSBH+ is reduced from the small QM region (30-40%) to the large QM
region (∼20%). This mainly reflects the importance of the chosen QM region as previously
reported for bR and for the dark state study of ChR2-WT.73,225,233
The comparison of the homology model with the X-ray structure reveals similarities in the
percentage of the H-bond pattern of the RSBH+, when the QM/MM MD trajectories starting
with the same structural motif as presented in the dark state. Differences are obtained for the
other structural motifs reflecting a higher amount of the RSBH+ · · ·O-(S256) H-bond pattern
or nearly no H-bond of the RSBH+ as shown in Tab.A.10.
Experimental Raman spectroscopy results revealed a red-shift of the νC=N band in the
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amid I region of about 30 cm−1 from the dark state to the first intermediate state, while the
magnitude of the shift is similar to bR.140,152 This band was assigned to the νC=N stretching
mode of the RSBH+ and the shift indicates, that the H-bond of RSBH+ as presented in the
dark state is disrupted after retinal isomerization. A further FTIR spectroscopy study on the
ChR2-E123T mutant, however suggested that the RSBH+ is still hydrogen bonded even if
weakly in the P1 state due to the higher frequency of the νC=N band (1623 cm−1) in contrast
to bR (1609 cm−1).135 This might also be the case in the ChR2-WT, since the dark state
bands of wild-type and mutant are about 1655 cm−1. However, the experimental observation
cannot determine whether the RSBH+ is still bound to a counterion despite the isomerization,
or to another amino acid of the retinal binding pocket.
The QM/MM MD simulations of the P1a state found a still hydrogen bonded RSBH+ and
thus confirm the experimental assumption of a still weakly bound RSBH+. This is also in
agreement with the percentage of the H-bond, since the large QM region reflects with ∼20%
a not strongly hydrogen bonded RSBH+.
Cheng et. al37 observed also a hydrogen bonded RSBH+ in the P1 state using MM MD
simulations. However, they found only the H-bond pattern RSBH+ · · ·O-(T127). Ardevol
et. al13 obtained a complete different H-bond pattern in the P1 state, namely RSBH+ hydrogen
bonded to D253, using also MM MD simulation. These different observations mainly reflect
the importance of the chosen isomerized retinal structure. While both previous computational
studies neglect excited state effects on the retinal configuration, the retinal configuration
chosen here, originates from a CASPT2//CASSCF/MM study on the retinal isomerization
pathway,74 taken thus different influences on the retinal configuration upon excitation into
account. The results by Cheng et. al37 are in accordance to our results, since the dihedral
angle around the C13=C14 of the 13-cis retinal used in their study is about 25◦ and thus
similar to the dihedral angle of the retinal (20◦) used in this work, see Tab.A.10. In contrast,
Ardevol et. al13 rotate the RSBH+ during the isomerization procedure into the other direction,
i.e. towards the counterion D253, analogous to the isomerization pathway observed in bR.
However, Guo et. al74 pointed out, that this isomerization pathway lead to a too high energy
barriere, than observed for the other direction, i.e. towards the counterion E123. The detailed
investigation of the RSBH+ H-bond pattern is important, since it can have a major influence
on further processes, as it will be discussed below, see section 6.4.2.
Steric Clash of Surrounded Amino Acids with the Isomerized Retinal
The retinal isomerization study74 observed a 13-cis retinal conformation with the RSBH+
pointing towards T127 and a slightly twisted conformation with a C12–C13=C14–C15 dihedral
angle of about 20◦. The study on the RSBH+ H-bond pattern reflects, that the retinal is still
slightly twisted when the RSBH+ forms a H-bond. The dihedral angle C12–C13=C14–C15 is
measured and averaged over the QM/MM trajectories, and listed in Tab. A.10. As expected,
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the obtained dihedral angle values behave analogously to the H-bond pattern of the RSBH+
showing a more planar retinal, if the H-bond pattern RSBH+ · · ·O-(S256) is dominated.
The isomerized retinal can not only have influences on the RSBH+ H-bond pattern as
discussed above, but can lead also to structural changes in the binding pocket due to the
steric interactions between the isomerized retinal and any surrounded amino acid. A reduced
distance to any amino acid could subsequently lead to a steric clash. This was suggested by
experimental studies, since FTIR experiments found an intense band in the amide I region
(at ∼1664 cm−1) much larger than obtained by other rhodopsins.134,135,161,183 Because of the
different intensity compared to other rhodopsins, they suggested a subsequent helix movement
or deformation due to the steric clash.
Therefore, the structural changes in the binding pocket of the retinal are analyzed in
all QM/MM MD simulations. In mostly all QM/MM simulations changes appear in the
orientation of the indol ring belonging to the residue W223. In the dark state, the indol ring
of W223 is located above the C13-methyl group of retinal. To have a more detailed insight, the
distance between the center of mass (COM) of the C13-methyl group of retinal and the COM
of the indol ring of W223 is measured in all QM/MM trajectory for both homology model
and X-ray structure. The values are given in Tab.A.9 in the appendix. This distance varies
about 3.8 – 4.0Å in the dark state of the homology model. Dependent on the QM region, the
homology model shows compared to the dark state a reduced distance of ∼ 0.4 – 0.7Å for the
small QM region (QM, QM-TS) for both system HW and LW or a slightly reduced distance of
about ∼ 0.2 – 0.4Å for the larger QM region (QM-DC, QM-E90) of system LW. In the larger
QM region however a movement of the indol ring of W223 towards the C9-methyl group of
retinal is found in three out of 10 QM/MM MD trajectories, see Fig. 6.3.
Figure 6.3 Three retinal conformations are shown. Cyan: all-trans retinal in the dark state; Grey:
13-cis retinal at the beginning of the QM/MM simulation; Orange: 13-cis retinal, when the indol ring
of W223 is moving towards the C9-methyl group of retinal; Step 1©: reduced distance triggers step 2©:
movement of indol ring of W223.
In the X-ray structure, the same observation is made in five out of 16 QM/MM MD trajectories.
The QM/MM MD trajectories without the movement of the indol ring yield a reduced averaged
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distance of about 0.7–0.8Å. The slightly reduced distance could trigger the movement of the
indol ring of W223 from the C13- to the C9-methyl group of retinal, which is visualized in
Fig. 6.3.
The steric clash of the isomerized retinal with W223 is thus in good agreement to the
experimental observation. However, longer timescales are needed to see any related changes,
like a helix movement or deformation and is addressed to section 6.4.1.
Takemoto et al.208 already suggested a steric clash between the C13-methyl group of retinal
and the indol ring of W223 as obtained by MM MD simulation on the C1C2 structure. This
subsequently induced a movement of the cytoplasmic half of helix G. Ardevol et. al13 found
also the movement of the indol ring of W223 from the C13- to the C9-methyl group of retinal,
but assigned it to the early P2 state. However, this might report a too late steric clash,
since experimental studies134,135,161,183 highlighted the fast formation of the amide I band at
1664 cm−1. The time when this steric clash happens, might be important for further processes,
as discussed in section 6.4.1 and 6.4.2.
DC Gate
The DC gate shows its importance in the channel functionality, since mutation in this part
leads to drastic changes in the channel kinetics. FTIR experimental results even highlighted
the predicted H-bond changes in the DC gate as observed by shifts of vibrational bands in
the carboxylic region of D156.135
Hence, the H-bond percentage over all QM/MM MD trajectories for both homology model
and X-ray structure are calculated and compared to the dark state, see Tab. 6.5. No significant
changes are obtained compared to the dark state model independent of the QM region used
for the homology model of system LW. The values of the largest QM region (QM-E90) are
shown in Tab. 6.5. The detailed listing of the percentage of the H-bond pattern of the DC
gate can be found in Tab.A.9 in the appendix.
Table 6.5 Percentage of the H-bond (%) occurring in the DC gate averaged over all QM/MM MD
trajectories, respectively. In the case of system HW, the values originated from the small QM region
(QM) due to inconsistency in QM-TS. System LW shows for all QM region similar results, here shown
QM-E90. In the case of the X-ray structure, the values averaged over all structural motifs are shown.
Model structure motif (D156)O· · ·H2O D156· · ·H2O· · ·C128
homology model dark state 98.8a) 32.6a)
system HW 83.5 25.4
system LW 94.8 34.0
X-ray 95.9 32.0
a) QM/MM MD trajectories of Ref. 73, values calculated by F. Wolff
Differences are obtained in the QM/MM MD simulations of system HW due to the higher
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water density. A nearby located water molecule moves towards the DC gate and forms a
bond with D156, so that D156 is forming two H-bonds with the water molecules, see Fig. 6.4.
Regarding the H-bond percentage in Tab. 6.5, a reduction of about 10% is obtained, which
indicates a weakening of the water-bridge DC gate and might originate from the second water
molecule.
In the case of the X-ray structure, the same observation is found as obtained with
system LW, i.e. no significant change of the H-bond percentage of the water-bridged DC gate
compared to the dark state. However, the movement of the indol ring of W223 from the
C13- to the C9-methyl group of retinal lead to the formation of a second H-bond between the
indol ring (NH) of W223 and D156, see Fig. 6.4. Dependent on the time, when W223 moves
towards the C9-methyl group of retinal, the hydrogen bond is found in about ∼ 10-40% of the
snapshots of the QM/MM MD simulations. Further analysis are given in section 6.7, where
the vibrational frequencies of several DC gate motifs are calculated to directly compare with
experimental results. The other previous computational studies13,37,208 on the P1 state did
not analyze the H-bond pattern of the DC gate. However, a detailed analysis of the H-bond
pattern in the DC gate is important, since the experimental suggested substates135 differ
mainly in the DC gate H-bond pattern.











Figure 6.4 H-bond DC gate pattern obtained in the QM/MM MD simulation of P1a. a) In system
LW as well as in the X-ray pattern a stable water-bridged DC gate is obtained. The displayed second
water molecule is only found in system HW. b) This second water molecule moves to the DC gate
during the simulations forming a second H-bond. c) The movement of the indol ring W223 from the
C13- to the C9-methyl group of retinal lead to the formation of an additional H-bond to D156 as found
in the X-ray QM/MM MD simulations.
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Central Gate
The central gate involves the residues E90, N258 and S63. Mutations in the central gate lead
to changes in the ion selectivity. H-bond changes might occur as well in the central gate,
suggested by FTIR results, which obtained a blue shift of the 1717 cm−1 band to 1728 cm−1.
This was assigned to H-bond changes of the carboxylic group of E90.133,134
The main difference between the homology model and the X-ray structure is found in the
central gate in the different orientation of E90. Fig. 6.5 shows the typical H-bond network of
the central gate in the homology model as presented in the dark state. E90 is oriented upward
towards the cytoplasmic side and forms one direct H-bond to the sidechain of N258 and a two
water-bridged H-bond to the backbone of N258. No changes are observed in the QM/MM
MD simulations of the early P1a state for both systems HW and LW. The percentage of about
∼ 99% indicates a strong H-bond between E90 and N258 sidechain. The H-bond percentage
of the central gate are tabulated in the appendix, see Tab.A.10. Comparing the different
QM regions, the inclusion of the central gate into the QM region leads to a stronger H-bond
of N258 with residue S63. Differences are found in the H-bond between the water molecule
and E90. Here, the percentage is reduced about a factor of one half with a larger QM region
including the central gate. However, E90 is still strong bonded via N258.
Figure 6.5 E90 motif found in the homology model. E90 is upward oriented towards the cytoplasmic
side and hydrogen bonded to one water molecule and N258.
The downward orientation of the X-ray structure leads to a different picture. In the experi-
mentally obtained X-ray structure,217 E90 is bonded in the dark state via a water molecule
to E123 and D253, the counterions of the RSBH+, as well as to K93. In the QM/MM MD
simulations of the early P1a state three different E90 H-bond pattern are obtained and showed
in Fig. 6.6. In two of the 16 QM/MM MD simulations E90 flips also upward. The remaining
QM/MM MD simulations show either a water-bridged H-bond to E123 and D253 or a direct
bond to E123 or D253. A direct bond to K93 is also found, when K93 is moved upward
towards E123 and D253, see Fig. 6.6 c.
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Figure 6.6 E90 orientation and H-bond pattern observed by the QM/MM MD simulation of the early
P1a state of the X-ray structure. a) E90 forms a direct H-bond to E123. b) E90 forms a water-bridged
bond to E123 (or D253). c) E90 forms a direct H-bond to D253.
Furthermore, the percentage of the direct H-bond of E90 to E123 or D253 is computed, since
these H-bond pattern are easier to compare with the dark state motif. The reason is, that the
water molecules can exchange and make it more difficult to investigate the H-bond percentage
of E90 bonded to a water molecule over the trajectories.
The dark state QM/MM MD trajectories generated by F.Wolff are used for the calculation
of the percentage of the E90 H-bond pattern. The dark state shows a direct H-bond between
E90 and E123, but no bond to D253, see Tab. 6.6.
In the QM/MM MD simulations of the early P1a state an increase of the direct H-bond of
E90 to E123 by up to maximum of ∼ 40% is obtained, which might indicate the blue shift of
the νCOOH band assigned to E90.133,134
Table 6.6 Percentage of the H-bond pattern (%) of E90 bonded to E123 or D253 occurring in the
QM/MM MD simulations of the X-ray structure. The values are averaged over all QM/MM trajectories,
respectively. The QM region belongs to QM-E90 for both dark state and P1a.
structural motif
Model of the dark state (E90)OH· · ·O(E123) (E90)OH· · ·O(D253)
X-ray dark state 51.0 0.0
E123down-RSBH+ · · ·−O(D253) 74.8 0.0
E123down-RSBH+ · · ·H2O 89.9 0.0
E123up-RSBH+ · · ·H2O 43.5a) 98.9a)
E123up-RSBH+ · · ·−O(E123) 58.5 0.0
a) different motifs in the QM/MM MD simulations obtained, either E123 or D253 is
dominated.
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E123 and D253
The isomerization of retinal leads to the disruption of the H-bond between RSBH+ H-bond
and the counterions E123 and D253. Hence, another H-bond pattern of both counterions is
expected.
In the dark state, E123 showed two orientation: (i) an upward orientation towards the
cytoplasmic side and hydrogen bonded to T127 or the RSBH+; (ii) a downward orientation
towards the extracellular side and hydrogen bonded to water molecules located in the vicinity
of the RSBH+. With about ∼76% the E123 upward orientation73 was preferred as obtained
by measurements on QM/MM MD trajectories defining a geometrical criteria, see below. The
upward orientation was also confirmed energetically by subsequent well-tempered metadynamic
simulations.73
The QM/MM MD simulations of the early P1a state of the homology model and the X-ray
structure show the same E123 and D253 H-bond patterns, see Fig. 6.7. The H-bond pattern of
D253 shows in general two motifs: (i) either hydrogen bonded to the water molecules between
E123 and D253 or (ii) to the nearby located residue W124, see Fig. 6.7. The latter H-bond
pattern is however less presentated with ∼ 2-7%, found in both homology model as well as in
the X-ray structure. This indicates, that D253 is preferred bonded to the water molecules
located between E123 and D253.
Figure 6.7 E123 and D253 orientation and H-bond pattern found in the homology model and X-ray
structure as obtained by the QM/MM MD simulation. a) E123 is oriented upward towards the
cytoplasmic side and hydrogen bonded to T127 and a water molecule. b) E123 is oriented downward
towards the extracellular side and hydrogen bonded to water molecules or as in this case to K93.
c) D253 is hydrogen bonded to W223 or to water molecules located between E123 and D253.
In the homology model and the X-ray structure, E123 is also either upward or downward
oriented. E123 can either forms a H-bond to T127 or the water molecules between E123 and
D253. The geometrical criteria for the E123 orientation is defined by the dihedral angle around
the Cβ-Cγ bond, i.e. upward/downward for an angle above/below 240◦, details see Ref. 73.
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The same procedure is used here to identify the orientation pattern of E123 in the QM/MM
MD simulations of the early P1a state of both homology model and X-ray structure. The
results are summarized in Tab. 6.7. Since the different QM region used for the homology
model show no differences, only the results of the large QM region (QM-E90) of system LW
are shown here for comparison with the X-ray structure.
The results in Tab. 6.7 shows, that E123 is mainly upward oriented (∼ 90%), thus stabilized
through the H-bond to T127. The percentage of E123 upward orientation is about 10-20%
higher than obtained in the dark state, which results by the isomerized retinal since the
H-bond to RSBH+ is not preserved. Hence, a few flexible E123 behavior is obtained for the
early P1a state.
Table 6.7 Percentage (%) of the E123 orientation obtained during the QM/MM MD simulations of both
homology model and X-ray. All values are averaged over all QM/MM MD trajectories, respectively.
structural motif
Model of the dark state QM region E123 upward E123 downward
homology system LWa) QM-E90 97.9 2.1
model
X-ray E123down-RSBH+ · · ·−O(D253) QM-E90 80.3 19.7
E123down-RSBH+ · · ·H2O 88.7 11.3
E123up-RSBH+ · · ·H2O 91.7 8.3
E123up-RSBH+ · · ·−O(E123) 99.2 0.8
a)E123up-RSBH+ · · ·−O(E123)
In the X-ray structure, E123 as well as D253 can be also directly bonded to E90 as described
in the previous section. In this case, E123 and D253 are oriented parallel to each other,
otherwise there are shifted to each other. The parallel orientation of E123 and D253 is also
formed when K93 flips upward towards the cytoplasmic side, see Fig. 6.8. This pattern is only
found in X-ray QM/MM MD simulations.
Figure 6.8 In some QM/MM MD simulations of the X-ray structure K93 flips upward towards the
cyctoplasmic side forming an H-bond to E123 and D253.
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6.4 MM MD Simulations of P1
The lifetime of the first intermediate state P1 is about 400 ns long. To sample additionally
several substates, MM MD simulations are performed for both homology models, system HW
and LW, as well as for the X-ray structure. The MM MD trajectories are analyzed and the
results are summarized in the following subsections.
6.4.1 Pre-Gating Process
The first intermediate state P1 is involved in the pre-gating process, i.e. the preparation for
the deprotonation of the RSBH+ and the subsequent preparation for channel opening. The
analysis of the MM MD simulations for the homology model and the X-ray structure reveals
a process, which includes changes in the DC gate and also the pre-formation of a possible
water pore. This observed pre-gating process is summarized in Fig. 6.9 and described in the
following. Subsequently, the structural differences are described found within the several MM
MD simulations, which lead to some deviations of the process shown in Fig. 6.9.
In the first nanoseconds of the MM MD simulations the indol ring of W223 moves from
the C13- to the C9-methyl group of the 13-cis retinal. This observation is also found in the
QM/MM MD simulations with the large QM region (QM-E90) of both homology model and
X-ray structure. Analogous to the X-ray QM/MM MD simulations, the indol ring of W223
forms a direct or water bridged bond to D156 in some MM MD simulations.
A turn of the indol ring of W223 towards the DC gate is found after its displacement from
the C13- to the C9-methyl group of the 13-cis retinal. This turn pushes D156 from its previous
position away, so that D156 moves closer to C128. The steric clash with the DC gate leads
then to the formation of a direct bond between D156 and C128, which in turn forms a cavity
between C128 and retinal. This cavity makes it possible for water molecules to influx, which
subsequently pushes C128 from the retinal away. In some MM MD simulations this leads to a
highly twisted retinal configuration, see Fig. 6.11, i.e. the C13-methyl group is turning towards
C128. This turn however is only found in the homology model of system HW and in one
trajectory of system LW. In one MM MD simulations of the X-ray structure and two of the
homology model a back relaxation of the DC gate is found, however the higher water amount
is still present. Thus, the DC gate is either directly bonded or again water-bridged. This
might indicates an interstep in this pre-gating process for the preparation of channel opening.
121







































Figure 6.9 The main pre-gating process as obtained by MM MD simulations of the homology model
and the X-ray structure. A: Step 1© describes the movement of the indol ring of W223 from the C13-
to the C9-methyl group of 13-cis retinal. B: This displacement leads to a movement of the indol ring of
W223 towards the DC gate, which subsequently pushes D156 away (step 2©). The gray error on E123
indicates, that in the MM MD trajectories E123 occurs in two orientations, i.e. upward and downward.
C: The steric clash between the indol ring of W223 and the DC gate leads to step 3©: the formation
of a direct hydrogen bonded DC gate. The consequences are a cavity formed between C128 and retinal
(step 4©). D: In step 5© water is influxed, which subsequently pushes C128 from the retinal away.
122
6.4. MM MD Simulations of P1
The higher water density obtained during the MM MD simulations resulted within the pre-
gating process, leads to a RSBH+ H-bond pattern, as shown in Fig. 6.10. This water-bridged
hydrogen bond to E123 suggests, that the subsequent deprotonation might occur via a water
molecule. Thus, the acceptor is addressed to E123 and might go via K93 towards D253,
since D253 is suggested to be the proton acceptor of the RSBH+ as obtained by FTIR
measurements.134 The motif K93 bridging E123 and D253, is observed by the X-ray structure
but also in system HW. This deprotonation pathway would be similar to bR, where the proton
acceptor of the RSBH+ is the amino acid D85.25,68,136
Figure 6.10 RSBH+ is water-bridged to E123 after water influx due to the movement of the DC gate.
6.4.2 The Retinal Binding Pocket
Retinal Configuration
As described above, a turn of the C13-methyl group of retinal towards C128 is found in the
MM MD simulations. Cheng et al.37 found also a highly twisted 13-cis retinal configuration
when performing MM MD simulations on the early P2 state, i.e. when the RSB is already
deprotonated. They concluded, that the turn of the C13-methyl group of retinal towards
C128, pushes C128 away. The finding as well as the conclusion are however, in contrast to
our results. As described above (Fig. 6.9), the highly twisted retinal is also found, but occurs
in the P1 state and is not the reason for the displacement of C128. To visualize this, one
trajectory of the MM MD simulations is chosen, where the turn of the C13-methyl group of
retinal is found. The distances between the sulfur atom of C128 and the oxygen atom of
D156, i.e. the oxygen involved in the H-bond formation, are measured over the trajectory.
Additionally, the distance between C128 and retinal is also measured, where the sulfur atom
of C128 is chosen as well as the C13 atom of retinal. These distances are plotted together in
Fig.A.4.
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Figure 6.11 The direct hydrogen bond of D156 to C128 leads to a cavity between C128 and retinal.
Water can influx and pushes C128 from the retinal away. Subsequently, a turn of the 13-cis retinal
towards C128 is found.
Figure 6.12 Distances between (D156)O–S(C128) (black) and (C128)S–C13(retinal) (blue). The values
are averaged for each points (10) to reduce the fluctuations. The red bordered area shows the abrupt
change when C128 moves away from the retinal. The distance decreases again, when the C13-methyl
group of retinal turns towards C128.
The distances between the DC gate, i.e. between D156 and C128 changes when a direct bond
is formed. At the beginning the water-bridged DC gate shows a distance of (D156)O–S(C128)
around 5.5Å, while the steric clash with W223 and D156 leads to the formation of a direct
bond accompanied with a reduced distance of (D156)O–S(C128) to about 3.5Å.
As described above, the water influx pushes C128 from the retinal away, which is shown
in the distance of (C128)S–C13(retinal) over the trajectory. At the beginning, the distance is
about 4.5Å, and increases to 9Å when C128 is pushed from the retinal away and is decreased
due to the turn of the C13-methyl group of retinal. The turn of the C13-methyl group of
retinal is visualized in Fig.A.4 in the appendix by the measurement of the dihedral angle
C10–C11–C12–C13. The twist of the retinal occurs at the same time, when the distance of
124
6.4. MM MD Simulations of P1
(C128)S–C13(retinal) decreases.
Even though, Cheng et al.37 reported also the twist of the retinal, two complete different
processes are obtained. Here, the twist is only found in the MM MD simulations of the
homology model. Both findings are distinguished in (i) when the twist occur, i.e. in our case
in P1 and in Cheng et al.37 in the early P2 with the deprotonated RSB; (ii) the reason and
the effect of the turn of the C13-methyl group of retinal, i.e. in our case, the consequence
of the cavity between C128 and retinal and in Cheng et al.,37 the turn of the C13-methyl
group pushes C128 away. Both processes might be possible. Further investigation of the
deprotonation of the RSB with subsequent simulations might clarify, whether this twist can
be also found in P2 or whether Cheng et al.37 modeled the deprotonation too early due to less
sampling. Furthermore, it can be analyzed, whether this twist occurs only in the homology
model or also with the X-ray structure.
Hydrogen Bonds of the RSBH+
The study of the QM/MM MD trajectories gives already an insight about the H-bond pattern
of RSBH+ in the early P1a state. The large QM region (QM-E90) reveals, that the RSBH+ is
about 20% hydrogen bonded to T127. The small QM region, i.e. where no nearby residue of
the RSBH+ is involved shows a preferred H-bond to the residue S256. This same observation
is found in all MM MD simulations. Additional, another H-bond pattern of the RSBH+ is
found in all MM MD simulations of the homology model and the X-ray structure, see Fig. 6.13
a. The H-bond is formed between the RSBH+ and the backbone of S256.
Figure 6.13 In the MM MD simulations two H-bond pattern of the RSBH+ are found. a) RSBH+
bonded to the backbone of S256, found in all MM MD simulations of the homology model and the
X-ray structure. b) RSBH+ · · ·O-(D253), only found in system HW.
This observation is in agreement to the QM/MM MD simulations investigating the influence
of different QM regions. The force field neglects one H-bond pattern of the RSBH+, namely
the hydrogen bond to T127. This can have influences on the further investigations. However,
the analysis of the QM/MM MD simulations revealed a percentage of about 40% of the
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RSBH+ · · ·O-(S256) H-bond pattern with the small QM region, i.e. the exclusion of T127
and S256 from the QM region. This indicates a not strongly bonded RSBH+. It is known,
that the QM description improves the hydrogen bond description, as described in chapter 3.
Nevertheless, MM MD simulations are important to sample several substates.
Furthermore, another difference is found in the MM MD trajectories of the homology
model of system HW showing a H-bond of the RSBH+ to D253 (RSBH+ · · ·O-(D253)), while
the 13-cis retinal is highly twisted, see Fig. 6.13 b. The time period of this H-bond pattern is
different, spanning a time form about 9 ns up to 180 ns. The longer the RSBH+ is hydrogen
bonded to D253, the longer the retinal is highly twisted and no steric clash between the indol
ring and the 13-cis retinal occurs. Hence, this H-bond pattern leads to a deviation of the
previously described pre-gating process, since it lagged the time for the movement of the indol
ring of W223. However, this seems to be in conflict with experimental results. They suggested
an early steric clash of one amino acid due to the fast obtained band at ∼1664 cm−1 in the
amide I region.134,135,161,183
Interestingly, Ardevol et al. reported also the H-bond pattern RSBH+ · · ·O-(D253), as
already discussed in section 6.3.1. Additionally, they found the displacement of the indol ring
of W223 from the C13-methyl group of retinal to the C9-methyl group in the early P2 state.
However, our extensive sampling shows, that on the one hand the H-bond pattern RSBH+
to D253 is either a force field artefact or the effect of too less sampling, since this occurs
only in system HW, the less equilibrated system. On the other hand, this H-bond pattern
leads to a delayed steric clash with the indol ring W223, which is not in agreement with the
experimental results, as described above. Furthermore, this H-bond pattern is not found in
the X-ray structure, and might occur only in the C1C2 model.
Central Gate, E123 and D253
The central gate in the MM MD simulations behaves differently dependent on the orientation
of E90. The homology model and the X-ray structure lead to a different observations.
The homology model contains an upward oriented E90 configuration towards the cyto-
plasmic side. In both systems HW and LW, a downward flip of E90 in five of eight MM MD
simulations is obtained. Subsequently, the same H-bond pattern is found in the QM/MM
MD simulations of the X-ray structure. Hence, E90 is hydrogen bonded to water molecules
between E123 and D253 or directly hydrogen bonded to E123 and D253. A difference is
obtained in system HW, which shows the upward flip of K93 as also found in the QM/MM
MD simulations of the X-ray structure, see Fig. 6.8. The consequences of the downward flip of
E90 is described in the following subsection.
The mechanism of the pre-gating process as obtained by the MM MD simulations shows
no significant contribution of the central gate, when E90 is oriented downward as presented in
the X-ray structure. The analysis of the QM/MM MD simulations reveals the same H-bond
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pattern of E90, as also found here. Interestingly, the residue K93 turns also upward, and thus
forms a H-bond to E123 and D253 bridging these two residues. This occurs mainly at the
beginning in all MM MD simulations.
Furthermore, in the MM MD simulations an upward and downward orientation of E123 is
also found. The percentage of these orientation is given in Tab. 6.8, which is calculated in the
same way as described in section 6.3.1.
Table 6.8 Percentage (%) of the E123 orientation obtained during the MM MD simulations of the
homology model and the X-ray structure. All values are averaged over all MM MD trajectories,
respectively.
Model trajectory E123 upward E123 downward
homology 1 59.7 40.3
model, system HW 2 25.2 74.8
3 37.2 62.8
4 28.9 61.1
homology 1 62.9 37.1
model, system LW 2 37.4 62.6
3 65.6 34.4
4 76.6 23.4




The MM MD simulations of the homology model show a preferred downward orientation of
E123, when a downward flip of E90 occurs. The X-ray structure as shown in Tab. 6.8 obtains
also mostly a downward orientation of E123. However, in the QM/MM MD simulations
of the early P1a the upward orientation is dominated. This could indicates, that either in
the pre-gating process the orientation of E123 is changed, or this is a force field artefact
due to poorly described H-bond between T127 and E123. Further discussions are given in
section 6.5.1.
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6.4.3 Helix Movements and Water Influx
The previously described structural and H-bond changes can lead to helix movements, de-
formations or possibly also to a water influx. These changes are suggested by experimental
studies, which indicate that the formation of a larger pore might be necessary due to the cation
conductivity in contrast to only proton pumps.134,135,161,183 Furthermore, the formation
or enlargement of water-filled pores inside the protein might be a prerequisite for cation
permeation.132,134
The RMSD of every helix is calculated for all MM MD trajectories and plotted for the
homology model, here system LW and the X-ray structure. The plots are found in the
appendix, see Fig.A.5-11. The comparison of the RMSD of the homology model with those
of the X-ray structure reveals no significant differences expect of helix C. Helix B, D and G
show a RMSD in a range of 1.0-1.5Å. A slightly higher range is obtained by helix A and E
about 1.0-2.0Å and even slightly higher by helix F. Helix C shows in the homology model a
RMSD in a range of 1.0-1.5Å, while the X-ray structure obtains a RMSD of only 0.5-1.0Å.
The higher RMSD value for helix F results by the movement of the indol ring of W223,
since W223 is located on helix F. The main difference is obtained by helix C, since the
mechanism for the pre-gating process reflects changes of the orientation of C128 located on
helix C. However, in the X-ray structure, C128 relaxes often back, and thus no significant
changes are observed. This is accompanied with a slightly reduced water density, since few
water molecules moving between retinal and the DC gate. The reason and consequences are
discussed below. Additionally, one trajectory of the X-ray structure shows a higher RMSD,
since in this trajectory an outward movement of D156 located on helix D is found. In general,
nearly all helices move slightly, but no helix shows a high increase of RMSD. More sampling
is necessary to see, whether an outward tilt will be already observed in the early pre-gating
mechanism or will occur later after the deprotonation of the RSBH+.
The structural changes as described by the pre-gating process leads also to a subsequent
water influx. Fig. 6.14 and Fig. 6.15 show the water distribution at the beginning of the
simulations and at the end of the simulations for the homology model and the X-ray structure,
respectively. Fig. 6.14 b shows the water influx as obtained when the DC gate is forming
the cavity between C128 and retinal. This indicates a water pore formation between helix
A-B-C-D-G, while the water pore on the extracellular side is located between helix A-B-G,
and on the cytoplasmic side between C-D and maybe F and E as indicated by the blue arrow.
Fig. 6.14 c shows a complete water pore formation between helix A-B-G. This is found by one
trajectory of system LW, where E90 flips downward and induces this water influx. The water
pore formation between helix A-B-G triggered by the flip of E90 was previously reported
in computational studies based on the C1C2 structure and MM MD simulations.13,37,120
However, this could be only the case in C1C2 or the homology model, but is not a possible
process in the ChR2-WT, since E90 is already downward oriented in the dark state.
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Early P1a Water Influx between Helix A-B-C-D-G Water Influx between Helix A-B-G
Figure 6.14 Possible water pore formation as obtained by MM MD simulations of the homology model.
a) Water distribution at the beginning of the simulation, found in P1a. b) After 400 ns simulation and
changes occurring in the DC gate. c) Water pore induced by changes in the DC gate and additional













Early P1a Start of Water Influx between Helix A-B-C-D-G
Figure 6.15 Possible water pore formation as obtained by MM MD simulations of the X-ray structure.
a) Water distribution at the beginning of the simulation, found in P1a. b) After 400 ns simulation and
changes occurring in the DC gate.
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Fig. 6.15 shows the water distribution changes in the X-ray structure as obtained during the
MM MD simulations. This is similar to the water distribution found in MM MD simulations of
the homology model, see Fig. 6.14 b. However, the water density is less than in the homology
model. This indicates, that either more water is necessary in the structure model, or the
X-ray structure has to be sampled longer. Nevertheless, a higher water density seems to be
important to make a water pore formation possible. This indicates, that the originally X-ray
structure217 does not account for the real structure as naturally occurred due to the few water
density compared to the long sampled X-ray structure.232
The importance of the water amount was also discussed in a previous experimental study,
suggesting that the formation of a water pore might be necessary for ion permeation.132
They also discussed the role of the protein dynamic versus water dynamic in the preparation
for channel opening. However, experimental findings can not determine, which one is more
likely to be responsible for channel opening or if both are necessary. The dominated protein
dynamic would accompanies with primarily structural changes making water influx possible,
while the dominated water dynamic describes it the other way around. Our study of the MM
MD simulations reveals, that firstly structural changes happen with subsequent water influx,
which in turn leads again to structural changes. Here, both protein and water dynamic are
involved for the preparation of channel opening. This was also suggested, if large-scale protein
changes are involved, from microseconds to seconds.60,132
Furthermore, experimental results revealed that the water influx temporally correlates
(τ = 10µs) with the deprotonation of the RSBH+.132,134 Fig. 6.10 shows the water distribution
near the RSBH+ after water influx, which leads to a water bridge between RSBH+ and E123.
Additionally, this indicates, that the RSBH+ might be protonated via a water molecule to
E123. And the bridge via K93 might transfer the proton to D253, which is the experimentally
suggested proton acceptor.
6.5 QM/MM MD Simulations of the Late Substate P1b
Experimental studies suggested a second substate called P1b, as obtained by time-resolved
tunable quantum cascade laser (QCL) IR measurements.135 This second substate might
accompanied with a transient weakening of the interhelical H-bond between D156 and C128
caused by a rotation or movement of helices D and C at around 200 ns after the formation of
P1a. To investigate structural changes compared to the early P1a state, three different DC
gate motifs (see Fig. 6.16) are chosen from the X-ray MM MD simulations. Since these motifs
are also found in the homology model, the further QM/MM study is restricted to the X-ray
structure. Hence, these motifs are used to perform QM/MM MD simulations.
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6.5.1 The Retinal Binding Pocket
Hydrogen Bond of the RSBH+
In contrast to the QM/MM MD simulation of the the early P1a state, no H-bond of the
RSBH+ to either T127 or S256 is found. The retinal is mostly planar and the RSBH+ forms
either no H-Bond or to a water molecule as shown in Fig. 6.10.
DC Gate
In the MM MD simulations different DC gate pattern are observed, see Fig. 6.16. These are
distinguished through a direct bond of D156 to C128 or a water bridged bond. In some cases
D156 forms a second bond directly to W223 or a water-bridged bond to W223, as obtained in












Figure 6.16 Different DC gate motifs as obtained by the X-ray MM MD simulations. a) water-bridged
DC gate and a water-bridged H-bond between D156 and the indol ring of W223. b) direct DC gate.
c) H-bond between D156 and the backbone of C128.
Motif a) in Fig. 6.16 describes a water-bridged DC gate H-bond, which stays stable during
the whole simulation as obtained by the calculation of the H-bond percentage. The same
percentage are observed as reported for the early P1a state. Motif b) in Fig. 6.16 shows a direct
H-bond between D156 and C128, which remains stable during the QM/MM MD simulations.
Additionally, in two out of five QM/MM MD simulation a direct H-bond to the indol ring
W223 with about ∼20% is found. Motif c) in Fig. 6.16 displays a H-bond of D156 to the
backbone of C128, which remains also stable.
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Central Gate, E123 and D253
The QM/MM MD simulation of the late P1b state shows the same H-bond pattern of E90 than
obtained by the QM/MM MD simulations of the early P1a state. In Tab. 6.9, the percentage
of the H-bond pattern of E90 are displayed, analogous to the P1a state. In contrast to P1a,
the directly hydrogen bonded E90 to either E123 or D253 obtains a high percentage about
91–100%. This indicates a strongly H-bond in contrast to the more flexible E90 H-bond
pattern found in the P1a state, see section 6.3.1.
This significantly indicates a difference compared to the dark state H-bond pattern of E90,
since in the dark state E90 is water-bridged hydrogen bonded to E123 or D253. Furthermore,
this is in accordance to experimental studies, which suggested changes in the H-bond pattern
of E90. FTIR measurements obtained a 11 cm−1 blue shift of the νCOOH band (1717 cm−1(-)/
1728 cm−1(+)) from the dark state to the first intermediate state. This band was assigned to
E90, since this band disappeared when investigating the E90A mutant.133,134
Furthermore, within the central gate, the main difference between the X-ray structure and
the homology model is found. The homology model containing the upward oriented E90 could
not report any changes, since E90 remains strongly hydrogen bonded to N258. Even though,
some MM MD simulations reveal a downward flip of E90 corresponding to H-bond changes,
this is not possible in the X-ray structure due to already downward oriented E90 in the dark
state. This downward flip was already reported by previous computational studies,13,37,120
which was assigned to account for the H-bond changes in the central gate. However, this is
only possible in the case of the C1C2 model, but not for ChR2-WT.
Table 6.9 Percentage of the H-bond pattern (%) of E90, which is hydrogen bonded to E123 or D253.
The values are averaged over all QM/MM MD trajectories, respectively. The QM region belongs to
QM-E90.
structural DC gate
Model motif (E90)OH· · ·O(E123) (E90)OH· · ·O(D253)
X-ray D156· · ·H2O· · ·C128 0.0 96.8
(D156)O· · · S(C128) 99.8 0.0
(D156)O· · ·O(C128) 0.74 90.8
The orientation of E123 is also investigated in the QM/MM MD simulations of the late P1b
state. The QM/MM MD simulations of the X-ray structure of the early P1a state shows a
preferred E123 upward orientation towards the cytoplasmic side with about 80-99%. However,
during the MM MD simulations the downward orientation of E123 is found to be more
dominated. Tab. 6.10 displays, that the E123 upward orientation is preferred during the
QM/MM MD simulations. In the upward orientation E123 remains hydrogen bonded to T127.
This motif is also obtained for the early P1a state. Due to the water influx observed by the
MM MD simulation, another motif is found, showing a water-bridged E123 to T127 as shown
132
6.6. Absorption Spectra of P1
in Fig. 6.10. The different results obtained by MM and QM/MM MD simulations indicate,
that the H-bond between T127 and E123 is stabilized by QM description.
D253 remains hydrogen bonded to either water molecules between E123 and D253 or
E90. Only in one out of the 15 QM/MM MD simulations D253 is hydrogen bonded to W124
with about 32% as also found in the QM/MM MD simulations of the early P1a state. Both,
E123 and D253 remain bridged via K93. This motif originates from the MM MD simulations,
see Fig. 6.8 and suggests to act as a proton transfer unit involving the deprotonation of the
RSBH+ as described in the previous section.
Table 6.10 Percentage (%) of the E123 orientation. All values are averaged over all QM/MM MD
trajectories, respectively.
structural DC gate
Model motif E123 upward E123 downward
X-ray D156· · ·H2O· · ·C128 90.6 9.4
(D156)O· · · S(C128) 72.8 27.2
(D156)O· · ·O(C128) 80.8 19.2
a)E123up-RSBH+ · · ·−O(E123)
6.6 Absorption Spectra of P1
The main characterization of the different intermediate states of the ChR2-WT photocycle is
observed by UV/Vis spectroscopy. The extensive study of the dark state absorption spectrum
in the case of the homology model revealed a good agreement to the experimental observed
results, when investigating different structural motifs and comparison to the well studied bR
absorption maximum.73 The extension using the X-ray structure232 obtained no significant
differences compared to the homology model. Hence, it was concluded that the different E90
orientations do not effect significant changes on the absorption maximum.
The first intermediate state shows experimentally a red-shift of about 30 nm (0.16 eV).134
As discussed in chapter 4 and 5, the absorption spectrum is mainly influenced by the geometry
of the retinal configuration and the surrounded binding pocket.
Several structural motifs are obtained in the QM/MM as well as MM MD study on the
first intermediate state P1. To investigate whether these motifs lead to the same or different
shifts compared to the dark state, for all QM/MM MD simulations of the early P1a and
late P1b state, the excitation energies are computed using OM2/MRCI. Thus, the excitation
energies are computed of 1000 snapshots, which are obtained by the 1 ns long QM/MM MD
trajectories, respectively. The excitation energies are weighted by the oscillator strength. A
Gaussian distribution of all QM/MM MD trajectories is observed, respectively. The absorption
maxima are obtained with a fit using a Gaussian function and displayed in Tab. 6.11.
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Table 6.11 Absorption maxima (eV) of ChR2-WT of the early P1a and late P1b obtained by the
computation of excitation energies on sampled structures by QM/MM MD simulation with subsequent
Gaussian fit of the histograms. All excitation energies are weighted by oscillator strengths.
Model structural motif QM region P1 P1 - DS
homology system HWa QM 2.96 -0.25
modelb QM-TS 2.86 -0.35




X-rayd, E123down-RSBH+ · · ·−O(D253) QM-E90 2.93 -0.30
P1a E123down-RSBH+ · · ·H2O 2.89 -0.34
E123up-RSBH+ · · ·H2O 2.96 -0.27
E123up-RSBH+ · · ·−O(E123) 3.03 -0.20
P1b D156· · ·H2O· · ·C128 2.89 -0.34
(D156)O· · · S(C128) 3.00 -0.23
(D156)O· · ·O(C128) 2.98 -0.25
aE123up-RSBH+ · · ·−O(E123)
bdark state (DS) absorption maximum 3.21 eV73
c DS absorption maximum 3.21 eV, using the QM-region QM-DC232
dDS absorption maximum 3.23 eV232
The absorption maxima obtained for the homology model and the X-ray structure are in
the same range, around 2.89-3.03 eV for the large QM-region (QM-E90). In the case of the
homology model, using different QM regions, the values are also in the same region except of
the QM region QM-TS of system HW, showing a higher red shift.
In general, the absorption maxima obtained for the first intermediate state P1 for both,
homology model and X-ray, show a red-shift compared to the dark state absorption maximum.
This is qualitatively in agreement with the experimental obtained shift. The experimental
red shift is about 0.16 eV, while the obtained shift by the OM2/MRCI calculations is slightly
higher in a range of 0.20-0.34 eV. This deviation originates from several influencing factors.
The study of the absorption maxima of the dark state obtained also a range of 3.15-3.23 eV
depending on the structural motifs. Hence, the absorption maxima area is similar to those of
the P1 state and reflects a high flexibility of the ChR2-WT structures in contrast to other
rhodopsins like bR,82 which are few flexible.
The isomerization study revealed the most probably pathway for the retinal isomerization,
when started from H-bond pattern RSBH+ · · ·−O(E123) in the dark state. Taking this fact
into account, the computational obtained shifts of 0.20 eV matches the best to the experimental
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obtained shift (0.16 eV) between the dark state and P1.
The comparison of the absorption maxima for the P1a and P1b state shows, that both are
found in the same range. The analysis of both QM/MM MD trajectories reveals however
differences in structural changes and H-bond network changes. This is in agreement to the
experimental results, which obtained for the P1 substates no difference through UV/Vis
spectroscopy. The differences resulted by FTIR measurements135 are discussed in the next
section.
6.7 Characterization of P1a and P1b: Vibrational Frequencies
The first intermediate state P1 spans a time period of about 400 ns. In this time period several
P1 substates can appear, which might be spectroscopic silent and thus cannot be identified
by experimental studies. In general, the computation of vibrational frequencies goes hand
in hand with the experimental study, so that a direct comparison is possible. Especially the
region of 1710-1760 cm−1 where νCOOH bands of the glutamatic or aspartic acids can be
found, is free from overlap with other residues.44
FTIR studies suggested, that the P1 is divided into two substates, which are not distinguish
by UV/Vis spectroscopy. The definition of the two substates is based on the different
vibrational bands assigned to the DC gate. In the carboxylic region a blue shift of the
1737 cm−1 band in the dark state to 1745 cm−1 in P1 was obtained and assigned to the
weakening of the H-bond of D156. This observation differs from other rhodopsins, since e.g.
in bR a red-shift of this band with smaller intensity is obtained for the first intermediate state
(1740(-)/1733(+) cm−1).28,133,153,180 Furthermore, in ChR2-WT a broad band at 1760 cm−1
is found in P1 originating additional from the C=O stretching of D156. This band was then
assigned to the late P1b state and suggested a transient weakening of the interhelical H-bond
between D156 and C128 caused by a rotation or movement of helices D and C at around
200 ns after the formation of P1a.135
The previous obtained results by the QM/MM and MM MD simulations show also
structural differences and H-bond changes especially in the DC gate. Hence, the computation of
vibrational frequencies makes a direct comparison with the experiment possible. Furthermore,
this study can also reveal spectroscopic silent substates which might additional occur between
P1a and P1b, but are not visible for the experiments.
For the computation of the vibrational frequencies, DFTB with the 3ob parameter set is
chosen. A previous benchmark reflects that DFTB can be successfully applied in vibrational
spectroscopy studies in which H-bond systems are involved,237 and on QM/MM settings.177,178
To account also for an improved description of H-bonds, an extensive benchmark using
DFTB 3ob i.a. on bR confirmed the good performance of DFTB reproducing qualitatively
vibrational frequencies for the explanation of experimental results.228 Within this study
the 7 cm−1 red shift observed from the dark state to the first intermediate state (1740(-
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)/1733(+) cm−1) in bR could be explained originating from distance changes between D115
and T90 as well as the different retinal configuration, while D115 and T90 are the analogue
to the DC gate of ChR2-WT.
Therefore, different DC gate pattern from both QM/MM MD simulations of the early P1a
and the late P1b state are chosen to calculate the vibrational frequencies by FTTCF using
DFTB3/3ob, see Fig. 6.17 and Fig. 6.18.
Figure 6.17 Computed vibrational spectra using the structural motifs of the DC gate as obtained by
the QM/MM MD simulations of the P1a state. The colored border of the structural motifs corresponds
to the colored band in the spectrum.
Fig. 6.17 shows the results obtained for the DC gate motifs found in the QM/MM MD
simulations of P1a of the X-ray structure. The vibrational frequency of the water-bridged
DC gate in the dark state of the homology model ChR2-WT was computed at 1730 cm−1.73
In the first intermediate state a band at 1725 cm−1 is obtained, which however shows a red
shift and not the expected blue shift. The result however might be analogous to bR. Due to
the stable water-bridged DC gate only minor changes like distance variation or the changed
retinal configuration can effect such a shift.
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The water-bridge DC gate of the X-ray structure obtains in the P1 state the same band as by
the homology model, i.e. at 1725 cm−1. The other DC gate motifs as shown in red and orange
in Fig. 6.17 revealed however additional red shifted bands. Thus, none of these structure reveal
the blue shift of about 8 cm−1, which changes was assigned to the early P1a state. However,
experimental results also suggest that this band might appear after 100 ps. Hence, the used
DC gate motifs here could be even to early in time.135,161 Due to the steric clash with W223
and the DC gate a weakened water-bridged DC gate might induce such a blue shift.
Figure 6.18 Computed vibrational spectra using the structural motifs of the DC gate as obtained by
the QM/MM MD simulations of the P1b state. The colored border of the structural motifs corresponds
to the colored band in the spectrum. The black band in the calculated spectrum corresponds to the
water-bridged DC gate as shown in Fig. 6.17.
Fig. 6.18 shows the result of the DC gate motifs used for the study of P1b as obtained after
400 ns MM MD simulations of the X-ray structure. The DC gate motif containing a water
cluster shows only a red shift with less intensity. The DC gate motif, where D156 is bonded
to the backbone of C128 is found to give a similar band as obtained for the water-bridged DC
gate in the dark state and thus account for no changes.
A large blue shift is however observed by the direct DC gate resulting from the pre-gating
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process described in section 6.4. The obtained νCOOH band is about 19 cm−1 blue shifted to
the dark state and thus describes qualitatively the experimental observed blue shifted band
(1737(-)/1760(+) cm−1). In general, the frequency range of -SH bonded carboxylic acids are
expected in a range of 1745–1760 cm−1, since the H-bonds involving sulfur are normally weaker
than their oxygen counterparts.163 Hence, this additional is in accordance to the observed
results and the obtained direct DC gate can be assigned to the late P1b state. Nevertheless,
the other DC gate motifs are also involved in the previous described pre-gating process and
are accompanied as spectroscopic silent substates.
6.8 Conclusion
The investigation of the first intermediate state P1 of ChR2-WT using QM/MM as well as
MM MD simulations, reveals an insight into several structural changes as well as H-bond
network changes compared to the dark sate induced by the isomerized retinal upon photon
absorption. The homology model as well as the X-ray structure containing more water than
experimentally obtained, are used for the investigation of P1.
The first intermediate state P1 is involved in the pre-gating process of the photocycle and
divided into two substates P1a and P1b.135 The QM/MM MD simulations of the early substate
P1a reveal a still weakly hydrogen bonded RSBH+, which confirms the experimental results.135
Two different H-bond pattern are found of the RSBH+: it forms a H-bond either to (i) T127
(RSBH+ · · ·O-(T127)) or (ii) S256 (RSBH+ · · ·O-(S256)), dependent whether described by
QM/MM or MM methods. The first one is obtained in QM/MM, while the second one
is found in MM MD simulations. With this investigation, the choice of the 13-cis retinal
configuration for the study of P1 becomes also important. In this study, we used a 13-cis
retinal configuration, originated from a recent CASPT2//CASSCF/MM study on the retinal
isomerization pathway of ChR2-WT.74 Previous computational studies neglected excited state
effects on the retinal configuration when modeling the isomerized retinal. Even though, Cheng
et al.37 obtained the same H-bond pattern of the RSBH+, namely RSBH+ · · ·O-(T127), since
the used dihedral angle is similar to our used 13-cis retinal. However, Ardevol et al.13 showed
another RSBH+ H-bond pattern, namely (RSBH+ · · ·O-(D253), using MM MD simulations.
This H-bond pattern is also found when performing MM MD simulations on a less equilibrated
homology model system. Hence, this might be either a forcefield artefact or originates from
too less equilibration.
Additionally, the H-bond pattern RSBH+ · · ·O-(D253) has also influences on the further
processes. While in QM/MM as well as MM MD simulations a steric clash by the 13-cis
retinal and W223 is found, the simulation containing the H-bond pattern RSBH+ · · ·O-
(D253) lead to a delayed steric clash, dependent how long the RSBH+ is hydrogen bonded to
D253. Ardevol et al.13 reported also this steric clash, but assigned it to the early P2 state.
However, this would be in conflict with the experimental results, since the formation of the
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band obtained by structural rearrangements in the binding pocket of the isomerized retinal,
appeared directly after retinal isomerization.134,135,161,183 Thus, our results agree with the
experimental observation as well as to previous computational studies,208 reported also a
steric clash between the 13-cis retinal and W223.
This steric clash is accompanied with the displacement of the indol ring of W223 from
the C13- to the C9-methyl group of retinal, which leads in turn to a steric clash with the
DC gate, followed by the formation of a direct hydrogen bonded DC gate. These structural
rearrangements lead to the subsequent formation of a cavity between the DC gate and retinal,
making water influx possible. In the case of the homology model more water is influxed, so
that C128 is pushed outward, which in turn lead to a slightly kink of helix C.
Hence, the MM MD simulations sampled several possible substates differing mainly in
the DC gate motifs. These structures are further used for QM/MM MD simulations referred
as to P1b. The computation of the UV/Vis spectra of the sampled structure by QM/MM
MD simulations of both P1a and P1b reveals the same absorption maxima range for both.
Furthermore, a red-shift is obtained compared to the dark state, which is qualitatively in
agreement with the experiment.134 Analogous to the dark state of ChR2-WT, a high flexibility
of the structure is found for the P1 state leading to a broad absorption maxima range.
The sampled substates differing in the DC gate motifs are further used for the computation
of vibration spectra using FTTCF and DFTB3/3ob. Hence, P1b could be identified. The
computed vibrational band of the direct hydrogen bonded DC gate account for the high blue
shift from the dark state to P1, which was experimentally observed and assigned to the late
substate P1b.135
The comparison of the results obtained by the homology model and the X-ray structure
shows in several structural motifs similarities as well as in H-bond network changes. One
main difference is obtained due to the orientation of E90, which is in the X-ray structure
downward oriented towards the extracellular side. QM/MM MD simulations found no H-bond
changes in the homology model regarding the central gate. However, in the X-ray structure
H-bond changes are observed. While in the dark state E90 is mainly hydrogen bonded to
water molecules, bridging the counterions E123 and D253 with E90, in P1 and especially in
P1b a direct hydrogen bond of E90 to E123 or D253 is found. This is also in accordance to
experimental results, suggesting a blue shift of the carboxylic band compared to the dark state,
which is assigned to E90.133,134 No significant influence of the central gate with the downward
oriented E90 is obtained by MM MD simulation with respect to the reported pre-gating
mechanism. In contrast, in several MM MD simulations of the homology model a downward
flip of E90 is found. This is accompanied with the formation of a water pore between helices
A, B and G, which was already reported by previous computational studies,13,37,120 assigning
the downward flip of E90 to H-bond changes in the central gate. However, this could be only
the case in C1C2 or the homology model based on C1C2, but is not a possible process in the
ChR2-WT, since E90 is already downward oriented in the dark state. This is in accordance
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to experimental results suggesting differences in the channel mechanism and functionality of
C1C2 and ChR2-WT.87
In contrast, the MM MD simulations of the homology model containing no flip of E90
and the X-ray structure, reveal a water pore formation between helices A-B-C-D-G. However,
this water pore is only formed on one half part of the channel, i.e. from the extracellular side
up to retinal. The formation or enlargement of water-filled pores inside the protein is indeed
valid, since experimental studies suggested it to be a prerequisite for cation permeation.132,134
Furthermore, this water influx lead to a structural motif, which contains a water bridge
between the RSBH+ and E123. Additionally, E123 is hydrogen bond bridged via K93 to D253.
This might indicate a possible deprotonation pathway of the RSBH+, i.e. a proton transfer
via a water molecule to E123 and via K93 to D253, which is is suggested to be the proton
acceptor of the RSBH+ as obtained by FTIR measurements.134 Further investigation of this
possible proton transfer have to be performed to see whether this can be confirmed.
In general, the investigation of the P1 state shows, that a QM/MM description is necessary
for a good description of hydrogen bonds and important structural motifs. The so sampled
structural motifs were able to confirm the experimental results with the help of UV/Vis and
vibration spectra computation, but much more they were able to give an insight into the
exact structural changes, which cannot be figured out experimentally. Thus, the root of the
experimentally obtained shifts could be explained and the late P1b state could be identified.
These analysis in turn confirmed the suggested pre-gating mechanism. Furthermore, the
homology model obtained similar results to the X-ray structure and is thus still valid for
further investigations. With these obtained structures further processes like the deprotonation
of the RSBH+ can be investigated to model the early P2 state or further intermediate states
of the photocycle to understand mechanisms like the opening and closing of the channel.
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Conclusion and Outlook
This thesis included two main topics. One topic was the benchmark of the recent time-
dependent extension of the LC-DFTB method115 for its application to biological systems,
specifically light-activated proteins such as rhodopsins and light-harvesting (LH) complexes.
The second topic was the investigation of the pre-gating process of the light-activated ion
channel Channelrhodopsin-2 wild-type (ChR2-WT) using established methods.
In chapter 4, the benchmark of LC-DFTB was first performed on the chromophores retinal
and bacteriochlorophyll a (BChl a) focusing on different influencing factors responsible for
their characteristic absorption spectra. These influencing factors included the geometry of
the chromophore, the electrostatic environment of the protein, as well as exciton couplings
in the case of BChl a. Furthermore, several methods were used ranging from ab-initio to
semiempiric levels of theory. The results showed, that LC-DFTB could reproduce qualitatively
the same trend as the LC-DFT functionals with respect to the different influencing factors. For
retinal, LC-DFT functionals as well as LC-DFTB obtained an improved description concerning
the geometrical impact on excitation energies as well as the influence of the electrostatic
environment compared to GGA or hybrid DFT functionals. However, they still showed
a color-weakness when including the electrostatic environment compared to the reference
method SORCI with respect to describe the correct magnitude of the shift. In the case
of BChl a, LC-DFT functionals and LC-DFTB displayed the same trend as the reference
method ADC(2) regarding the geometrical impact on the excitation energies of BChl a. The
inclusion of the electrostatic environment reveals, that LC-DFTB could reproduce the same
trend as DFT/MRCI and even better than CAM-B3LYP. In contrast to ZINDO/S, it did
not overestimate the excitation energies when including the electrostatic environment. The
benchmark study of the exciton coupling on an artificial system, i.e. a truncated BChl a
structure optimized in vacuum, showed that the Coulomb couplings obtained by LC-DFTB
are slightly overestimated compared to the supermolecule calculations. The application
to the biological system, i.e. the B850 ring system of the LH2 complex, revealed however
that LC-DFTB could nicely reproduce qualitatively the same trend as the supermolecule
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calculations using LC-DFT.
In chapter 5, the benchmark of LC-DFTB was then extended to its performance in
rhodopsins and light-harvesting complexes. For the application to rhodopsins, bacteri-
orhodopsin (bR) and pharaonis phoborhodopsin (ppR) served as models. The application
of LC-DFTB to both bR and ppR, revealed the same weaknesses to describe the correct
magnitude of the absorption maxima shift between both proteins. This was in agreement to
the results obtained by the benchmark study on retinal. In the case of the LH complexes, the
light-harvesting complex II (LH2) served as a model system. Analogous to the results of the
benchmark study, LC-DFTB could describe electrostatic influences in the right order showing
also that the main shift originates by considering the Coulomb couplings. Furthermore,
QM/MM MD simulations were performed on the LH2 complex, giving new insights in the
BChl a geometry. With the QM/MM sampled geometries a too broad absorption range was
obtained which does not match the experimental one. The root of this discrepancy must be
investigated in a future work.
The benchmark study as a whole showed, that LC-DFTB is not suitable for the study of
rhodopsins. Further developments are necessary to improve the weaknesses. In the case of
LH complexes, LC-DFTB is a promising method. Due to the low computational cost, it is
useful for the study of very large systems. With further benchmarks concerning the exciton
couplings, LC-DFTB could be useful for further studies of the exciton transfer dynamics
towards the reaction center of LH complexes.
Finally, in chapter 6 several methods, MM as well as QM/MM methods were applied to
investigate the first intermediate state P1 of ChR2-WT, which is involved in the pre-gating
process of the photocycle. The QM/MM MD simulations as well as MM MD simulations
sampled several substates of P1. These structures were confirmed by subsequent computation
of UV/Vis spectra obtaining a red shift with respect to the dark state, which was qualitatively
in agreement to the experimentally obtained shift. Furthermore, the computation of vibrational
frequencies of these structures identified the P1b state. This was reflected in hydrogen bond
changes of the DC gate, which was in accordance to the experimentally observed weakening of
the hydrogen bond in the DC gate. Furthermore, from the MM MD simulations a pre-gating
mechanism is revealed, which indicated the formation of a water pore. With this study, not
only the experimental results are confirmed, but figured out several structural motifs and
hydrogen bond network changes, which cannot be determined experimentally. Hence, these
results are helpful for further investigations of other intermediate states of the photocycle as
well as the understanding of the channel mechanism and functionality.
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AA p p e n d i x
Appendix
A.1 Benchmark of LC-DFTB on Retinal and Bacteriochloro-
phyll
A.1.1 Retinal
Table A.1 Excitation energies (in eV) of all-trans retinal geometries optimized in vacuum using different
methods. Bond length alternations are given in Å.
CASSCF HF BH-LYP B3LYP DFTB BLYP
Bond length alternationa 0.100 0.069 0.035 0.028 0.025 0.023
SORCIa 2.10 2.07 2.04 1.95 1.91 1.89
ZINDO/S 2.36 2.38 2.33 2.28 2.25 2.24
CAM-B3LYP 2.68 2.77 2.80 2.76 2.69 2.68
LC-BLYP 2.75 2.76 2.70 2.62 2.57 2.56
ωB97X 2.82 2.82 2.76 2.67 2.62 2.61
LC-DFTB 2.63 2.69 2.69 2.60 2.57 2.55
ADC(2) 1.94 2.01 2.03 1.93 1.89 1.87
SOS-ADC(2) 2.32 2.28 2.20 2.08 2.05 2.01
a Taken from Ref. 222.
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Twist of β-ionone ring
Table A.2 Excitation energies (in eV) of a 6-s-cis-11-cis PSB in vacuum for different twist angle of the
β-ionone ring.
method 33◦ 60◦ 90◦ 171◦
SORCIa 1.96 1.99 2.28 1.95
ZINDO/S 2.32 2.40 2.58 2.27
CAM-B3LYP 2.68 2.66 3.08 2.70
LC-BLYP 2.63 2.70 2.94 2.60
WB97X 2.69 2.77 3.00 2.66
LC-DFTB 2.59 2.57 2.94 2.59
ADC(2) 1.94 2.03 2.27 1.92
SOS-ADC(2) 2.15 2.26 2.40 2.08
a Taken from Ref. 222.
A.1.2 Bacteriochlorophyll
Previous Computational Studies - Exciton Couplings
Two tables are given in the following, concerning previous studies of supermolecule calculations
and Coulomb couplings on the LH2 complex. The first table shows the exciton couplings on a
static model, while the second table summarizes the studies based on MD simulations.
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A.1. Benchmark of LC-DFTB on Retinal and Bacteriochlorophyll
Bond Length Alternation
Figure A.1 In blue diaza[18]-annulene substructure of BChl a; R1 = H (truncated), COOMe; R2 =
CH3 (truncated), COOMe (Phytyl-Tail truncated); Phytyl. The C atom numbers are displayed in red,
the N atom numbers in black.
Table A.5 Excitation energies (in eV) of BChl a in vacuum. D1 values are given in parenthesis.
HF CAM-B3LYP BH-LYP B3LYP DFTB BLYP
BLA (Å) 0.102 0.032 0.019 0.005 0.004 0.004
TD-BP86 2.06 2.09 2.15 2.09 2.06 2.04
TD-DFTB 1.82 1.81 1.86 1.81 1.80 1.77
TD-B3LYP 2.18 2.12 2.17 2.14 2.12 2.10
HF/CIS 3.33 2.36 2.12 1.87 1.84 1.81
ZINDO/S 2.14 1.57 1.51 1.47 1.46 1.45
CAM-B3LYP 2.47 2.03 2.04 1.99 1.97 1.95
LC-BLYP 2.78 2.03 1.95 1.86 1.83 1.82
ωB97X 2.83 2.05 1.97 1.87 1.84 1.83
LC-DFTB 2.40 1.91 1.93 1.85 1.83 1.80
LC-DFTB∗ 2.37 1.91 1.93 1.87 1.85 1.81
SOS-ADC(2)∗ 2.40 1.44 1.54 1.75 1.73 1.67
(0.0577) (0.0834) (0.0796) (0.0562) (0.056) (0.0639)
SOS-CC2∗ 2.48 1.68 1.75 1.84 1.83 1.81
(0.1204) (0.1959) (0.1854) (0.0960) (0.0968) (0.1150)
∗ Modified side chains.
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Table A.6 Bond lengths of BChl a substructure, shown in A.1 in blue.
HF CAM-B3LYP BH-LYP B3LYP DFTB BLYP
C1=N1: 1.293 1.340 1.337 1.358 1.364 1.372
C1-C2: 1.432 1.399 1.388 1.391 1.392 1.401
C2=C3: 1.366 1.397 1.397 1.413 1.416 1.423
C3-C4: 1.488 1.456 1.444 1.446 1.440 1.454
C4=C5: 1.342 1.377 1.380 1.401 1.398 1.415
C5-C6: 1.489 1.465 1.453 1.459 1.454 1.470
C6=C7: 1.359 1.393 1.395 1.412 1.413 1.422
C7-C8: 1.439 1.403 1.390 1.392 1.393 1.401
C8=N3: 1.289 1.335 1.335 1.356 1.363 1.370
N3-C9: 1.412 1.376 1.360 1.365 1.370 1.377
C9=C10: 1.339 1.373 1.375 1.392 1.393 1.402
C10-C11: 1.455 1.418 1.408 1.412 1.417 1.421
C11=C12: 1.389 1.431 1.433 1.451 1.446 1.461
C12-C13: 1.426 1.398 1.387 1.395 1.399 1.407
C13=C14: 1.377 1.407 1.405 1.420 1.421 1.431
C14-C15: 1.449 1.416 1.404 1.408 1.411 1.418
C15=C16: 1.335 1.369 1.372 1.389 1.396 1.400
C16-N1: 1.414 1.382 1.363 1.368 1.373 1.381
BLA (Å): 0.102 0.032 0.019 0.005 0.004 0.004
Table A.7 Dihedral angles of BChl a substructure, shown in A.1 in blue.
Dihedral angle HF CAMB3LYP BHLYP B3LYP DFTB BLYP
N1-C1-C2=C3: 3.28 7.90 1.92 2.01 0.76 2.18
N2-C6-C7=C8: 0.28 -2.02 -0.55 -0.76 1.86 -0.85
N3-C9-C10=C11: -2.17 4.92 -1.71 -1.89 -1.51 -1.94
N4-C14-C15=C16: 1.79 -0.28 1.72 1.70 2.30 1.78
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A.2 Performance of LC-DFTB on Rhodopsins and Light-Harvesting
Complex II
A.2.1 Rhodopsins
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Figure A.2 Simulated absorption spectrum of ppR. LC-DFTB and OM2/MRCI are used for the
computation of the excitation energies. The histograms are based on snapshot geometries of QM/MM
MD trajectories (1 ns length). Plotted are the excitation energies weigthed by the oscillator strength
for (i) only the retinal chromophore (vacuum) and (ii) with additional fixed MM point charges to
account for the protein environment (MM). Gaussian functions are used to determine the corresponding
maxima, in blue: LC-DFTB and in black: OM2/MRCI.
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A.2.2 Light-Harvesting Complex II
QM/MM optimized model
Table A.8 BLA of the QM/MM optimized BChl a chromophores of the LH2 complex. Excitation
energies (in eV) calculated in vacuum and the resulted shift (protein-vacuum) using LC-DFTB and
ZINDO/S.
LC-DFTB ZINDO/S
BLA (Å) vacuum shift (eV) vacuum shift (eV)
B800
1 0.010 1.83 +0.01 1.46 +0.06
2 0.013 1.84 +0.05 1.46 +0.14
3 0.006 1.82 +0.03 1.46 +0.12
4 0.007 1.83 -0.02 1.46 -0.02
5 0.014 1.84 ±0.00 1.47 -0.01
6 0.010 1.82 -0.03 1.45 -0.03
7 0.011 1.82 +0.01 1.46 +0.03
8 0.011 1.83 ±0.00 1.47 +0.02
B850
1 0.005 1.83 +0.02 1.46 +0.04
2 0.001 1.83 ±0.00 1.45 ±0.00
3 0.008 1.83 +0.01 1.46 +0.01
4 0.003 1.83 -0.01 1.45 +0.01
5 0.007 1.83 +0.01 1.46 +0.02
6 0.004 1.83 ±0.00 1.46 +0.01
7 0.003 1.83 ±0.00 1.46 ±0.00
8 0.003 1.82 -0.01 1.45 -0.00
9 0.005 1.83 -0.01 1.46 +0.01
10 0.005 1.83 +0.01 1.45 +0.01
11 0.005 1.83 +0.02 1.46 +0.06
12 0.002 1.83 -0.01 1.45 -0.00
13 0.005 1.83 -0.01 1.46 -0.01
14 0.004 1.83 -0.01 1.45 -0.01
15 0.005 1.83 ±0.00 1.46 +0.00
16 0.002 1.82 ±0.00 1.45 +0.02
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A.3 The First Intermediate State of Channelrhodopsin-2Wild-
Type
Hydrogen Bond Network of the Binding Pocket of Retinal:
Homology Model versus X-Ray Structure
Figure A.3 Binding pocket of retinal: homology model versus X-ray
A.3.1 QM/MM MD Simulations of the Early Substate P1a
DC Gate
In the subsequent table, the percentage of the H-bond pattern occurring in the DC gate as
observed by the QM/MM MD simulations of the early substate P1a are presented. Additionally,
the distances between the center of mass (COM) of the C13-methyl group of retinal and the
COM of the indol ring of W223 are measured during all QM/MM MD simulations.
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A.3. The First Intermediate State of Channelrhodopsin-2 Wild-Type
Central Gate
Table A.10 Percentage of the H-bond pattern (%) of the central gate of the homology model.
structural motif
Model of the dark state QM region E90-H2O E90-N258 N258-S63
homology system HWa) QM 89.0 99.7 74.5
model QM-TS 85.0 99.8 80.3
system LWa) QM 88.9 99.6 56.0
QM-TS 42.4 99.7 54.5
QM-DC 45.0 99.6 54.2
QM-E90 40.8 99.3 89.2
a)E123up-RSBH+ · · ·−O(E123)
A.3.2 MM MD Simulations of P1
Pre-Gating Process
Figure A.4 Dihedral angle C10–C11–C12–C13 of 13-cis retinal measured over one MM MD simulation
of system LW, where the turn of the C13-methyl group is found.
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RMSD


































Figure A.5 RMSD of helix A; Left: homology model, system LW and Right: X-ray structure; Color
code: black: trajectory 1, red: trajectory 2, cyan: trajectory 3 and blue: trajectory 4.


































Figure A.6 RMSD of helix B; Left: homology model, system LW and Right: X-ray structure; Color
code: see Fig.A.5.


































Figure A.7 RMSD of helix C; Left: homology model, system LW and Right: X-ray structure; Color
code: see Fig.A.5.
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Figure A.8 RMSD of helix D; Left: homology model, system LW and Right: X-ray structure; Color
code: see Fig.A.5.


































Figure A.9 RMSD of helix E; Left: homology model, system LW and Right: X-ray structure; Color
code: see Fig.A.5.


































Figure A.10 RMSD of helix F; Left: homology model, system LW and Right: X-ray structure; Color
code: see Fig.A.5.
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CAS Complete Activ Space
CHARMM Chemistry at Harvard Macromolecular Mechanics




GGA Generalized Gradient Approximation
GROMACS Groningen Machine for Chemical Simulation
HF Hartree Fock
HK Hohenberg-Kohn
HOMO Highest Occupied Molecular Orbital
IR Infrared
LUMO Lowest Unoccupied Molecular Orbital
KS Kohn-Sham
LCAO Linear Combination of Atomic Orbitals





MP Møller and Plesset
MRCI Multi-Reference Configuration Interaction
NDDO Neglect of Diatomic Differential Overlap
OM2 Orthogonalization Model 2
QM Quantum Mechanics
QCL Quantum Cascade Laser
RAS Restricted Active Space
RHF Restricted Hartree Fock
Rho Rhodopsin
SB Schiff Base





VdW Van der Waal
VMD Visual Molecular Dynamics
Vis Visible
WT Wild-Type
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