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Povzetek 
V okviru diplomske naloge sem razvil digitalno simulacijo čiščenja proizvodne linije in jo pripravil na 
pretvorbo v okolje navidezne resničnosti. Pri tem sem sodeloval z večjim farmacevtskim podjetjem, ki 
je podalo izziv in ustrezne funkcionalne zahteve. Tehnologija navidezne resničnosti omogoča 
potopljenost uporabnika v simulirani svet v prvoosebni izkušnji, kjer lahko rokuje z uporabo posebnih 
krmilnikov. Trenutno se navidezna resničnost že uporablja za resno industrijsko uporabo, zabavo, 
simulacije učenja in različne vadbe.  
Glavno orodje za razvoj simulacije je bilo okolje Unity, ki poleg razvoja iger in resnih simulacij podpira 
tudi razvoj aplikacij v navidezni resničnosti s posebnim vtičnikom. Razvoj simulacije sem začel s 
postavljanjem sobe in proizvodne linije. Objektom sem dodal teksture in jih primerno osvetlil, 
delovanje strojev ter njihovo čiščenje pa sem dosegel z uporabo animacij in skript. Končni izdelek 
simulacije bi delavcu lahko pomagal k učenju čiščenja proizvodne linije brez dodatne pomoči in 
posledic ob storjeni napaki. 
 





In this thesis, I developed a digital simulation of the cleaning process on a production line for the 
purpose of a virtual reality environment. In doing so, I collaborated with a large pharmaceutical 
company, which gave me the idea and provided the functional requirements. Virtual reality allows its 
users to be fully immersed in a virtual world through first-person experience and interact with it 
using special controllers. Currently, virtual reality is already being used for serious industrial use, fun, 
and various learning and practice simulations. 
The simulation was developed mainly in the Unity environment, which is used to create games and 
simulations, but also supports a plug-in for developing applications in virtual reality. I began the 
development by setting up the room and the production line. I gave the objects in the room textures 
and realistic illumination and implemented the cleaning process using animations and scripts. A 
worker could learn the entire cleaning process of the production line using the final product without 
any additional help or risk in case of a mistake. 
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1  Uvod 
Stalen proces učenja je zelo pomemben, še posebno če ena majhna napaka lahko povzroči na tisoče 
evrov škode. Zato je dobro poleg teoretične osnove imeti  tudi praktično podlago, preden naučeno 
znanje poskušamo uporabiti v realnih situacijah. Vendar je v nekaterih situacijah primerno praktično 
znanje težko pridobiti, na primer če je to specifično za enega ali skupino strojev, ki jih podjetje nima 
več kot enega. Za izvedbo praktičnega učenja v takem primeru bi morali preusmeriti delovno moč in 
proizvodnjo ustaviti, kar pa ni najboljša rešitev. Poleg tega se lahko zgodi, da učenec med praktičnim 
učenjem poškoduje občutljive stroje zaradi neznanega okolja ali uporabe napačnih orodij na strojih. 
Končni rezultat diplomske naloge je skupni izdelek, pripravljen skupaj s kolegom, s katerim sem v 
sodelovanju z velikim farmacevtskim podjetjem razvil simulacijo praktičnega učenja za čiščenje 
proizvodne linije v navidezni resničnosti. Ta omogoča postavitev uporabnika v simulirano okolje, v 
katerem lahko ravna  podobno kot v realnem svetu. Tehnologija navidezne resničnosti je v zadnjih 
letih postala dostopnejša in cenovno ugodna, razvila so se tudi orodja za lažji razvoj aplikacij. 
 
1.1 Cilji diplomskega dela 
 
Cilj diplomske naloge je bil prestaviti izbrano proizvodno sobo farmacevtskega podjetja v digitalno 
okolje in v njem razviti simulacijo čiščenja proizvodne linije ter jo pripraviti na prenos v navidezno 
resničnost. Z uporabo simulacije bi se neizkušeni delavec lahko naučil, kako poteka proces čiščenja 
proizvodne linije za potrebe proizvodnje v farmacevtski industriji. Ob tem sem razmišljal tudi o 
načinu upravljanja in postavitvi objektov, ki sta primerna za navidezno resničnost. 
Za uresničitev cilja naloge so pomembni natančna prepoznavnost proizvodne sobe in njenih objektov, 
funkcionalnost proizvodne linije v celoti ter sistem, ki beleži izvedene akcije uporabnika. Zato je bila 
posebna pozornost posvečena realizaciji predstavitve postopka čiščenja proizvodne linije v digitalni 
simulaciji. 
V naslednjih poglavjih bom opisal osnovo navidezne resničnosti, obstoječe sisteme, ki nam jo 





2  Navidezna resničnost 
Navidezna resničnost ali VR (angl. Virtual Reality) je tehnologija, s katero lahko simuliramo celotno 
okolje uporabnika in ga postavimo v virtualni svet, po katerem se lahko ozira, hodi ter deluje na več 
vrst načinov [1]. Namen tehnologije je uporabnika s simulacijo vizualnih in zvočnih komponent 
prepričati, da se nahaja v drugem okolju. Najpomembnejši del opreme za doseganje iluzije navidezne 
resničnosti so očala za navidezno resničnost ali HMD (angl. Head Mounted Display), skozi katera 
uporabnik vidi navidezni svet. Očala s senzorji zaznavajo premike in elevacijo glave ter uporabniku 
prikazujejo sliko navidezne resničnosti. Zaslon očal se s pomočjo leč deli na levi in desni del, ki 
prikazujeta sliki za levo in desno oko. Ti dve sta različno zamaknjeni, da simuliramo fizični razmik med 
obema očesoma. Tako dosežemo učinek globine v prostoru. 
 
 
Slika 1: Igra v navidezni resničnosti [2] 
 
Slika 2: Očala Oculus Rift DK1 [3] 
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Poleg očal lahko za boljše upravljanje uporabimo krmilni palici, ki zaznata premike rok. Senzorji za 
zaznavo premikanja krmilnih palic so navadno nameščeni v prostoru okoli uporabnika. Na krmilni 
palici je vrsta gumbov, s katerimi se uporabnik premika po prostoru in upravlja z okoljem [4]. Poleg 
krmilnih palic je mogoče premikati in upravljati s krmilnikom Xbox ali samo s čelado, ampak sta obe 
možnosti manj intuitivni, saj ne simulirata premikov rok uporabnika. 
 
Slika 3: Krmilni palici v uporabi [5] 
2.1 Digitalni dvojček 
 
Digitalni dvojček je digitalna replika fizične naprave, sistema, procesa, kraja ali človeka [6]. Med 
fizično in digitalno verzijo je vzpostavljena podatkovna povezava, s katero digitalni dvojček v realnem 
času simulira obnašanje fizične komponente. Podatke dobi preko senzorjev in z umetno inteligenco 
ter strojnim učenjem simulira, kaj se dogaja s fizičnim objektom. Tako  lahko na digitalnem dvojčku 
izvajamo simulacije, s katerimi lahko proces na fizičnem objektu optimiziramo in napovemo 
prihodnost [7]. 
Simulacija proizvodne linije v tej diplomi je neke vrste digitalni dvojček, saj simulira dejanski postopek 
čiščenja proizvodne linije v virtualnem okolju, nima pa podatkovne povezave s senzorji iz realnega 
okolja. 
 
2.2 Simulacijska bolezen 
 
Simulacijska bolezen ima zelo podobne simptome kot morska bolezen (oz. potovalna slabost), to so 
nelagodje, slabost, bruhanje, bledica, znojenje, utrujenost in dezorientacija [8]. V tem primeru ne gre 
za dejansko bolezen, ampak za zbeganost možganov, saj v navidezni resničnosti oči zaznavajo 
premikanje, organ za ravnotežje pa ne. Dober primer je simulacija vožnje po vlaku smrti, saj oči vidijo 
hitro premikanje v različne smeri, organ za ravnotežje pa zaznava, da se oseba ne premika [9]. Ženske 
so v povprečju dovzetnejše za simulacijsko bolezen kot moški. Statistika kaže, da je bolezen občutilo 
več kot tri četrtine udeleženk v primerjavi s tretjino udeležencev [8]. Zakaj so ženske občutljivejše za 
simulacijsko bolezen, še ni znano, eden od razlogov pa bi lahko bil, da je privzeta nastavitev razdalje 
med lečama v očalih bolj prilagojena moškim. V povprečju imajo ženske manjšo razdaljo med 
zenicama v primerjavi z moškimi, zato se njihove oči ne poravnajo z lečami v očalih, kar naj bi 
povzročalo simulacijsko bolezen. V novejših verzijah so leče v očalih prilagodljive. Na dovzetnost 
simulacijske bolezni vpliva tudi čas uporabljanja navidezne resničnosti, hitrost upodabljanja (premalo 





2.3 Področja uporabe 
2.3.1 Zabava 
 
Koncept navidezne resničnosti se je močno razširil leta 2012, ko so bila napovedana očala Oculus Rift. 
Njihov fokus je bil igranje iger v navidezni resničnosti, zato so postala zelo popularna [10]. Od takrat 
se je razvilo več sto iger, prav tako so nekatere obstoječe igre (Skyrim, Minecraft) prilagodili igranju v 
navidezni resničnosti [11], [12], [13].  
Poleg iger obstajajo tudi simulacije voženj (npr. vlakec smrti, vožnja s helikopterjem) v navidezni 








Bolniki s posttravmatsko stresno motnjo (PTSD) podoživljajo grozljive trenutke iz preteklosti. Zaradi 
tega imajo nočne more, tesnobo in kronično bolečino [16]. Z navidezno resničnostjo lahko paciente 
postavimo v okolje, ki je bilo vzrok za PTSD, vendar je tokrat okolje varno in se ne zgodi nič 
nenavadnega. Tako lahko močno omilimo simptome PTSD ali pa jo celo pozdravimo.  
Podobno se zdravijo različne fobije, še posebno fobije pred majhnimi živalmi, na primer pajki, fobijo 
pred javnim govorjenjem in klavstrofobijo. Navidezna resničnost se uporablja tudi pri zmanjševanju 
akutne bolečine z odvračanjem pozornosti [17].  
2.3.3 Izobraževanje 
 
Navidezna resničnost je zelo uporabna pri učenju in pridobivanju izkušenj brez kakršnikoli posledic v 
primeru napake. Neizkušeni zdravniki lahko vadijo zahtevne operacije, kar jim omogoča boljšo 
spretnost v realnih situacijah [18]. Študentje medicine si lahko z navidezno resničnostjo pomagajo 
vizualizirati anatomijo človeškega telesa, ga secirajo ter se naučijo, kako so različni deli med seboj 
povezani [19]. Ker se da navidezni svet manipulirati, nam to omogoča poudarjanje, označevanje ter 




Slika 5: Simulacija operacije [20] 
Navidezno resničnost uporabljajo tudi v vojski za simulacijo vožnje tanka, specialnih vozil, letal in 
helikopterja v posebnih komorah, ki se tresejo in obračajo za bolj realno izkušnjo. Za vojsko je 
navidezna resničnost cenejša opcija brez tveganja poškodb ali smrti. S simulacijo boja vojake 
pripravljajo na pripravljenost in zbranost na terenu [21]. 
Načinov uporabe navidezne resničnosti za izobrazbo je ogromno, na primer učenje zgodovine, kjer je 
študent postavljen v stari Rim, ali cenejše učenje za specializirane naprave ali postopke, saj se 
oprema v navidezni resničnosti ne pokvari ali zastari [22].  
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3  Sistemi navidezne resničnosti 
3.1 Facebook Oculus 
 
Oculus je podjetje, ki razvija programsko in strojno opremo v navidezni resničnosti. Leta 2012 so na 
spletni strani Kickstarter predstavili Oculus Rift, prvi sistem za navidezno resničnost, namenjen širši 
javnosti [10]. Na Kickstarterju so zbrali 2.4 milijona ameriških dolarjev od prvotnega cilja 250.000 
USD. Dve leti zatem je podjetje Facebook kupilo Oculus za pribl. 2.3 milijarde USD [23]. 
3.1.1 Oculus Rift 
 
Štiri leta po uspešni kampanji na platformi Kickstarter je podjetje Oculus izdalo produkt Oculus Rift 
CV1, med razvojem pa so izdali tudi dva razvojna paketa, ki so ju uporabljali razvijalci iger in ostale 
programske opreme. Najnovejša verzija produkta je Oculus Rift S, izdan leta 2019 [24].  
Očala vsebujejo zaslon LCD (angl. Liquid Crystal Display) z ločljivostjo 2560 × 1440, hitrostjo 
osveževanja 80 Hz in 115 stopinjami vidnega polja [25].  
Na očala so pritrjene tudi slušalke za usmerjeni zvok, ki se spreminja glede na pozicijo očal. 
Za sledenje poziciji očal v prostoru se uporablja sistem Oculus Insight, kjer sistem uporabi informacije 
iz petih kamer na sprednji strani očal, pospeškometrov ter dveh krmilnih palic, ki sta uporabljeni za 
simulacijo premikov rok in prstov. Krmilni palici, imenovani Oculus Touch, imata na vrhu sledilni 
obroč, s katerim jima lahko sistem Oculus Insight sledi. 
Zaradi tehnologije Oculus Insight očala prepoznajo svojo orientacijo in pozicijo v prostoru oz. imajo 








3.1.2 Oculus Quest 
 
Oculus Quest, izdan leta 2019, je mobilna različica produkta Oculus Rift S, saj za delovanje ne 
potrebuje dodatnega zunanjega računalnika. Poganja ga mobilni sistem Android verzije 7.1.1 na 
procesorju Qualcomm Snapdragon 835, večinoma uporabljen za mobilne telefone (Samsung Galaxy 
S8, Google Pixel 2) [28], [29].  
Simulacija navidezne resničnosti je računsko zahteven proces, ki povzroči segrevanje naprave in 
omeji njeno delovanje, zato ima Oculus Quest vgrajen hladilni sistem. Ta uporabnikom omogoča 
daljši čas uporabe. 
Ima dva OLED (angl. Organic Light Emitting Diodes) zaslona, vsakega za eno oko, z ločljivostjo 1440 × 
1600 in hitrostjo osveževanja 72 Hz. Tako naj bi zagotovili boljšo potopljenost in kakovost slike. 
Oculus Quest za sledenje očalom v prostoru uporablja enako tehnologijo kot Oculus Rift S, Oculus 
Insight. Edina razliko med njima je, da prvi uporablja štiri kamere namesto petih. Poleg tega 
uporablja enake krmilne palice kot Oculus Touch. 
 
 






Produkt HTC Vive je bil izdan leta 2016 v sodelovanju podjetij HTC in Valve [31]. Za sledenje poziciji 
uporabnika v prostoru uporablja tehnologijo Room-scale, pri kateri uporabnik namesti dva oddajnika 
infrardeče svetlobe, imenovana Lighthouse, na nasprotni mesti v prostoru, tako da ni mrtvega kota. 
Infrardeče signale oddajnikov sprejemajo senzorji očal in krmilnikov ter tako določijo svojo dejansko 
pozicijo v prostoru. 
 
 
Slika 8: Postavitev kamer Lighthouse [32] 
Očala imajo dva zaslona OLED z ločljivostjo 1080 × 1200 svetlobnih elementov, hitrostjo osveževanja 
90 Hz in približno 110-stopinjskim kotom vidnega polja. Na sprednji strani imajo veliko število 
infrardečih senzorjev, ki jih uporabljata sistem Room-scale in kamera, ki uporabnika obvesti o 
možnem trku s premikajočimi se ali statičnimi objekti.  
HTC Vive ima tudi krmilnike, podobno kot Oculus Rift. Na vrhu krmilne palice je krog, ki vsebuje 
infrardeče senzorje za določanje pozicije v prostoru. 
 
 
Slika 9: HTC Vive, krmilni palici ter kamere Lighthouse [33] 
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3.3 Samsung Gear VR 
 
Samsung je s pomočjo podjetja Oculus leta 2015 izdal produkt Samsung Gear VR, ki za delovanje ne 
potrebuje računalnika, temveč mobilni telefon znamke Samsung [34]. Za zaslon očal se uporabi 
zaslon mobilnega telefona, za upravljanje s telefonom in navidezno resničnostjo se uporabljajo gumbi 
in sledilna ploščica na strani očal, očala pa s telefonom komunicirajo preko USB-C ali micro-USB. Leče 
na očalih omogočajo pribl. 101 stopinjo vidnega polja. Za upravljanje pa se uporablja tudi brezžični 
krmilnik, Gear VR Controller, ki ima poleg enakih gumbov na očalih še en dodaten gumb. Poleg tega 
ima tudi senzorje gibanja, s katerimi krmilnik s pomočjo kalibracij ugiba, v katero smer uporabnik 
kaže [35].  
Ker Samsung Gear VR ne zazna premikanja očal po prostoru, ampak samo njihovo orientacijo, ima 
3DOF (Three Degrees Of Freedom). 
Zaradi zahtevnosti navidezne resničnosti se mobilni telefon sčasoma pregreje, kar uporabniku 
onemogoči uporabo izdelka, dokler se ne ohladi, saj Samsung Gear VR nima sistema za aktivno 
hlajenje [36]. 
 




3.4 Google Cardboard 
 
Google Cardboard je preprost nizkocenovni sistem za uživanje vsebin navidezne resničnosti. Izdan je 
bil leta 2014, za delovanje pa potrebuje mobilni telefon, podobno kot Samsung Gear VR. Cena očal je 
zelo nizka, saj so narejena iz kartona, za upravljanje je pa na voljo le en gumb [38].  
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Tabela 1: Primerjava sistemov navidezne resničnosti 
* odvisno od telefona, podan primer za Samsung Galaxy S6, najstarejši podprti telefon [40], [41] 
** podprtih je zelo veliko telefonov, podan je primer za Samsung Galaxy S6 
 
Primerjava ločljivosti zaslona kaže, da so vsi sistemi na podobnem nivoju, pri hitrosti osveževanja 
slike zaslona se pa že opažajo razlike. Za boljšo percepcijo in potopljenost je najbolje imeti čim 
hitrejše osveževanje zaslona. Minimum je okoli 60 Hz, kar je hitrost osveževanja večine mobilnih 
telefonov, optimalna hitrost je pa 90 Hz [44], [45]. Kot vidnega polja je sprejemljiv pri vseh sistemih, 
ampak za dobro potopljenost Google Cardboard ni najboljši.  
Za dober sistem navidezne resničnosti je zelo pomembno sledenje poziciji očal v prostoru, saj to 
omogoča uporabniku premikanje levo–desno, gor–dol in naprej–nazaj. Ker sta sistema Samsung Gear 
VR in Google Cardboard narejena za mobilni telefon in sta relativno poceni, te funkcije nimata. Tukaj 
je pomemben tudi način implementacije. HTC Vive uporablja tehnologijo Room-scale, kjer uporabnik 
v sobo namesti infrardeče oddajnike, ki na podlagi razdalje med sabo in očali izračunajo pozicijo. To 
pomeni, da uporabnik očala lahko uporablja le v tistem prostoru. Pravilno mora nastaviti oddajnike in 
jih vzdrževati. Oculus pa uporablja tehnologijo Oculus Insight, kjer kamere na očalih zaznajo obliko 
prostora ter naredijo 3D-verzijo, s katero določajo pozicijo očal v prostoru. Ta način je boljši, saj 
deluje v kateremkoli prostoru brez vnaprejšnjega postavljanja kamer. Poleg sledenja očalom v 
prostoru pa oba sočasno sledita tudi krmilnim palicam, zaradi česar so premiki rok zelo točni in 
naravni. Samsung Gear VR poskuša to doseči samo s senzorji za gibanje in umetno inteligenco, ampak 
je rezultat dokaj slabši v primerjavi s HTC Vive ali Oculus Rist S/Oculus Quest. 
 
Za dobro delovanje VR očala Oculus Rift S in HTC Vive potrebujejo računalnik z zmogljivo grafično 
kartico, ki v povprečju stane veliko več kot sam sistem. Podobno je s Samsungom Gear VR in Google 
12 
 
Cardboardom, kjer je za delovanje potreben mobilni telefon.  
Za projekt sem izbral očala Oculus Rift S zaradi nizke cene, dobre uporabniške izkušnje in krmilnih 
palic.   
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4  Uporabljena programska oprema 
4.1 Razvojno okolje Unity 
  
Unity je razvojno okolje, namenjeno razvijanju iger in simulacij [46]. Izdano je bilo leta 2005 
ekskluzivno za Applov MacOS, zdaj pa je dostopen tudi v okoljih Windows in Linux. Unity podpira 
razvoj za več kot 25 platform, kar vključuje igre za računalnik, spletne strani, konzole, mobilne 
telefone, pametne televizije ter navidezno in obogateno resničnost [47].  
Za osebno uporabo in manjša podjetja je okolje Unity brezplačno, zato je poleg preprostega 
uporabniškega vmesnika postalo eno od najpopularnejših okolij za razvijanje iger [48]. Do leta 2018 
je bilo uporabljeno za približno polovico mobilnih iger ter 60 % aplikacij za navidezno in obogateno 
resničnost. 
Za lažje razvijanje iger ima Unity uporabniške forume, kjer lahko uporabniki skupaj rešujejo 
probleme, poleg tega je uporabna tudi uradna dokumentacija vseh funkcij programa [49], [50]. 
Unity omogoča pisanje skript za objekte v jeziku C#, ki omogočajo upravljanje z objekti. Primarni 
urejevalnik besedil za Unity je Microsoft Visual Studio, saj je povezan z Unity knjižnico za skriptiranje 
[51]. 
Uporabniški vmesnik je sestavljen iz štirih oken, ki vsebujejo zavihke, pozicijo katerih si lahko 
uporabnik prilagodi po svoji volji. Najpomembnejši zavihki so Hierarhija objektov (slika 12 na levi 
strani), Prikaz scene (na sredini), Inšpektor (na desni strani), kjer spreminjamo atribute objekta, in 
Mapa projekta (na spodnjem delu slike). Program ima tudi trgovino z modeli, teksturami in vtičniki, 
imenovano Asset Store, kjer je veliko paketov brezplačnih.  
 





4.2 Microsoft Visual Studio 
 
Microsoft Visual Studio je okolje za razvoj kode za računalniške programe, spletne strani ali mobilne 
aplikacije. Podpira 36 različnih jezikov, vključno z jeziki C#, C++, Visual Basic, JavaScript in TypeScript. 
Preko dodatkov podpira tudi druge jezike. 
Visual Studio omogoča lažje pisanje kode zaradi samodejnega dokončevanja, formatiranja kode, lažje 
detekcije in odpravljanje napak. 
 
 




4.3 Microsoft Paint 
 
Microsoft Paint je preprost urejevalnik slik in grafik z vključenimi vsemi verzijami operacijskega 
sistema Microsoft Windows [52]. Omogoča funkcije, kot so risanje, pisanje, barvanje, skiciranje, 
obrezovanje, brisanje ter rotacijo slik in risb, ampak to stori na preprost način brez plasti (kot na 
primer Adobe Photoshop) [53]. 
 
 




5  Razvoj simulacije čiščenja 
5.1 Zahteve naročnika 
 
Farmacevtsko podjetje mi je za izdelavo simulacije podalo scenarij čiščenja v strokovnem jeziku, tloris 
in slike sobe proizvodne linije, poleg tega sem postopek čiščenja videl tudi v živo. Postopek so hoteli 
simulirati v navidezni resničnosti,  da bi izvedeli, ali se izplača investirati čas in denar v simulacije 
čistilnih postopkov. Tu je zelo pomembno upravljanje proizvodne linije, da si pripravniki bolje 
zapomnijo gibe rok. Na koncu scenarija je potrebno ocenjevanje uporabnika, da lahko vidi napake pri 
čiščenju in svoj rezultat izboljša. 
 
5.2 Tehnična specifikacija 
 
Za razvoj aplikacije sem uporabljal Unity 2019.2.0f1, Microsoft Visual Studio 2019 in Microsoft Paint. 
Glavni del razvoja je potekal v okolju Unity, kjer sem postavil digitalni dvojček sobe čiščenja. Za delo 
sem uporabil tudi sistem Collaborate, ki je že vgrajen v Unity in omogoča shranjevanje projekta v 
oblaku [54]. Za kontrolo  objektov, njihovega upravljanja in animacije sem v programu Visual Studio 
napisal skripte. Preproste teksture za gumbe sem naredil v programu Microsoft Paint. 
 
 
Slika 15: Tekstura gumba po uspešnem čiščenju stroja 
5.3 Izdelava scenarija simulacije 
 
Ob obisku tovarne zdravil sem videl postopek čiščenja proizvodne linije v praksi, zraven pa sem dobil 
scenarij postopka, napisan v strokovnem jeziku. Prvi korak je bilo prevajanje scenarija v nestrokovni 
jezik in poenostavljenje postopka. Pri tem sem sodeloval s farmacevtskim podjetjem, da postopka ne 
bi nenamerno spremenil.  
Kmalu sem ugotovil, da se praktični postopek, ki sem ga videl, razlikuje od scenarija, ki sem ga dobil. 
Postopka sta se razlikovala predvsem v načinu zaustavljanja strojev, številu rotacij čiščenja linije, 
poleg tega so pa manjkali vmesni koraki, kot je način blokiranja senzorjev.  
Postopka se med seboj nista bistveno razlikovala v podrobnostih, ampak v principu čiščenja, saj 
teoretični postopek navaja korake čiščenja za celotno linijo, praktični pa izvaja te korake posamično 
za vsak stroj. 
V simulacijo sem implementiral praktični postopek s poenostavitvami čiščenja kompleksnih in 
občutljivih delov. Bistvo je, da se delavec nauči čistiti na način, ki ga bo v praksi uporabil, na primer 
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vrsto čistila za različne dele linije, vrstni red čiščenja in način praznjenja plastenk z linije. 
Pri procesu čiščenja proizvodne linije je treba pravilno in skrbno z ustreznimi čistili očistiti elemente 
na liniji – senzorje, kamere, vodila, zbiralne cilindre, stroje ter lepilno šobo. Pred čiščenjem se senzorji 
prekrijejo, kar sprosti zaostale plastenke do konca linije in jo izprazni.  
5.4 Postavljanje scene 
 
Prostor proizvodne sobe oz. sceno, v kateri se izvaja simulacija, sem postavil sam. V programu Unity 
sem naredil tla sobe, na katera sem prilepil sliko tlorisa, kjer so bili načrtani vsi deli proizvodne linije. 
S pomočjo tlorisa sem postavil stene, stropa pa še nisem dodal, saj nisem poznal točne višine sobe. 
Za proizvodno linijo sem želel uporabiti 3D- ali podobne modele farmacevtskih strojev, vendar ti niso 
bili na voljo. Zato sem se odločil za enostavnejši način in sceno zgradil iz osnovnih geometrijskih teles, 




Slika 16: Okno za spreminjanje pozicije, rotacije ter velikosti objekta v zavihku Inšpektor 
S tlorisom sem si zagotovil pravilne dimenzije širine in dolžine strojev na liniji, višino sem aproksimiral 
iz slik ter spomina.  
Pri izdelovanju proizvodne linije s pomočjo tlorisa sem si pomagal s spreminjanjem perspektive iz 
perspektivne v izometrično, kjer je kot med koordinatnimi osmi vedno 120° in se ne spreminja glede 
na perspektivo.  
Po postavitvi osnovnih objektov sem dodal podrobnosti, ki so zelo pomembne pri razumevanju in 
izvajanju čiščenja. Sem spadajo večinoma plastenke, ki se peljejo po liniji, senzorji, ki premikanje 
plastenk pod določenimi pogoji ustavijo, kamere, vodila, lepilna šoba, gumbi, ki omogočajo rokovanje 
s stroji, ter vrata, ki se pod določenimi pogoji odprejo in omogočijo čiščenje. 
Večino teh sem naredil z uporabo preprostih geometrijskih teles v programu Unity, z izjemo plastenk 






Slika 17: Tloris proizvodne linije v perspektivni projekciji 
 






Teksturo sten, tal in dvižnih vrat sem povzel iz dostopnih virov [57], [58], [59]. Izbral sem podobne 
teksture kot v realnem prostoru farmacevtskega podjetja – rumena tla z rahlim vzorcem in steno bež 
barve. Velika večina objektov ima belo teksturo, ampak je njihova dejanska barva bež zaradi načina 
osvetlitve. Nekaterim strojem sem dodal delno prozorno teksturo zaradi boljše vidljivosti in realizma. 
Odpiralnim vratcem sem dal sivo teksturo za boljšo vidljivost in kontrast z belim strojem. Kamere, 
senzorji, gumbi, lepilna šoba in vodila imajo vsak svojo teksturo, narejeno v programu Microsoft 
Paint.   
Za vsak gumb sem naredil dve teksturi, ki imata enako besedilo, ampak različno ozadje. Večinoma 
sem uporabljal kombinacijo rdeče in zelene, ki se zamenjata, ko uporabnik prvič uspešno pritisne na 
gumb. S tem uporabnik dobi povratno informacijo, da je stroj uspešno očistil. Podobno je s čiščenjem 




5.4.2 Objekti v sceni 
 
 
Slika 19: Zbiralni cilinder s plastenkami na začetku linije 
 




Slika 21: Prvi stroj 
 




Slika 23: Senzor 
 




Slika 25: Tretji stroj 
 




Slika 27: Lepilna šoba 
 




Slika 29: Kamera 
 






Sceno sem osvetlil s tehniko generiranja svetlobnih tekstur, imenovano lightmapping [60]. Ta način 
osvetljevanja prostora izračuna svetlosti statičnih objektov, ki jih neposredno ali posredno osvetlijo 
statični viri svetlobe.  
Statične luči v sceni so 2D-objekti z atributom iluminacije bele barve, postavil sem jih na strop sobe. 
Proces računanja svetlobnih tekstur je računsko zahteven, saj za vsak statični vir svetlobe izračuna 
pot njegovih svetlobnih žarkov ter njihovih odbojev. Svetloba se namreč tudi odbija od objektov. Zato 
proces računanja poteka med stopnjo razvijanja aplikacije in ne v realnem času. Rezultat je realistična 
osvetlitev statičnih objektov, vendar premikajoči se objekti, kot so plastenke ter odpiralna vratca te 
tehnike osvetlitve nimajo. Zato nimajo pravilnih senc in kontrasta ter niso videti realistično. Ta 
problem sem delno rešil s kombinacijo tehnike lightmapping in tehnike osvetljevanja v realnem času. 
Uporabil sem usmerjeno svetlobo, ki simulira sončne žarke in jo usmeril skoraj navpično navzdol pod 
kotom 10 °. Usmerjena svetloba pa ne osvetli samo statičnih objektov, pač pa tudi statične, ki so že 
pravilno osvetljeni, zato se pojavijo majhni problemi, kot so presvetljene površine in ostre sence, ki 
pri širokem viru svetlobe niso v celoti realistične. 
 
 





Slika 32: Scena brez usmerjene svetlobe 
 
Slika 33: Scena s tehniko lightmapping ter usmerjeno svetlobo 
Na sliki 31 so viri svetlobe tehnike osvetljevanja lightmapping. Izvori svetlobe so široki, kar pomeni, 
da bi morale biti sence na tleh mehke, kar se dobro vidi na sliki 32. Plastenke na tej sliki pa niso 
osvetljene, ker niso statične, saj se premikajo po proizvodni liniji. Vidljivost plastenk se zelo popravi z 
dodatkom usmerjene svetlobe na sliki 33, ampak tudi močno poostri sence na tleh. Zaradi boljše 
vidljivosti sem se odločil za kompromis z usmerjeno svetlobo. 
Na nekatere objekte sem dodal tudi reflektivne sonde (angl. Reflection Probe), ki razpršijo usmerjeno 




5.5 Postavljanje scenarija 
 
Po procesu postavljanja scene sem integriral funkcionalnost gumbov, vrat, senzorjev, kamer, lepilne 
šobe, vodil in plastenk. Poleg tega sem vse objekte povezal v celoto in omogočil njihovo medsebojno 
odvisnost. 
Na projektu sem delal s svojim računalnikom, kjer nisem imel dostopa do sistema navidezne 
resničnosti, zato sem scenarij na začetku postavil za miško in tipkovnico. Iz trgovine Asset Store 
programa Unity sem naložil zbirko sredstev, imenovano Standard Assets, uporabil pa sem sredstvo za 
krmiljenje, imenovano FPSController [61]. Sceno sem zagnal z gumbom Play, ki je nad zavihkom 




Slika 34: Gumbi Play, Stop ter Step 
 
5.1.1 Implementacija rokovanja z linijo 
 
Rokovanje v sceni sem omogočil z uporabo skript, ki sem jih napisal v programu Microsoft Visual 
Studio v jeziku C#. Unity omogoča dodajanje skript na objekte, na katerih jih želimo izvajati. Skripte 
sem dodal na gumbe, odpiralna vratca, zbiralne cilindre, plastenke, senzorje, vodila, kamere in 
lepilno šobo. 
Zaradi scenarija je rokovanje z objekti omejeno z določenim vrstnim redom. V sceni sem zaporedje 
kontroliral s posebno skripto, ki je beležila trenutni korak v zaporedju in tako onemogočila delovanje 
ostalih objektov, ki niso bili na vrsti. Koraki so spreminjali posamične skripte ob njihovi izvedbi. 
Za več različnih objektov, ki so imeli podobno ali enako uporabo, sem uporabil skupno skripto. Unity 
omogoča dodajanje skript na objekte v zavihku inšpektor, kjer sem spreminjal atribute glede na 
uporabo. Na sliki 35 je prikazana skripta Change On Click, ki je nameščena na gumb za čiščenje stroja. 
Ta skripta ima šest javnih spremenljivk, kar pomeni, da jih lahko Unity spremeni posebej za vsak 







Slika 35: Skripta na gumbu v zavihku Inšpektor 
Za zbiralni cilinder sem napisal skripto, ki nanj postavi naključno število plastenk z naključno pozicijo. 
Nastale plastenke skripta poveže s skripto gumba, ki jih ob kliku izbriše in zamenja teksturo gumba 
(slika 20). Če se ne generira nobena plastenka, se to zgodi  samodejno. 
Poleg gumba za čiščenje sem naredil tudi gumb za ustavljanje stroja (STOP na sliki 21), ki se ob kliku 
obarva zeleno in omogoči odpiranje zapiralnih vratc na stroju, ter gumb za odpiranje tretjega stroja 
(sliki 25 in 26), ki sproži animacijo in zamenja teksturo gumba. 
Zapiralna vratca imajo svojo skripto, ki se sproži ob premiku uporabnika v neposredno bližino vratc in 
zažene animacijo. Ta odpre vratca in omogoči čiščenje stroja (slike 21, 22 in 30). Po čiščenju in 
premiku uporabnika izven bližine zapiralnih vratc se ta zaprejo in jih ni več mogoče odpreti.  
Z vsakim senzorjem je potrebno rokovati dvakrat. Prvič se senzor prekrije in se sproži animacija 
premikanja plastenk po liniji do naslednjega senzorja, drugič pa se senzor očisti in spremeni teksturo 
v zeleno. 
Kamere, vodila in lepilna šoba imajo vsi zelo podobne skripte, to je sprememba teksture v zeleno ob 
čiščenju. 
S skriptami sem večinoma nadzoroval vrstni red (»Order« na sliki 35), menjavo tekstur ob kliku, 






Tudi animacije objektov sem naredil v okolju Unity. Animacijo objekta nadzoruje krmilnik v 
komponenti »Animator«. Krmilnik ima več stanj: 
• Entry (Vstop), 
• Start, kar je začetna pozicija objekta, 
• Dodatne stopnje animacij (sive barve na sliki 36), 
• Any State (katerakoli stopnja), 
• Exit (Izhod). 
 
 
Slika 36: Zavihek Animator za animacijo premikanja plastenk po liniji 
 
Po sprožitvi animacije se objekt animira po poti puščic v Animatorju. Proces se začne v stanju Entry, ki 
ga v svojem primeru nisem spreminjal, in nadaljuje v stanje Start, ki predstavlja originalno pozicijo in 
rotacijo objektov. Prehod med stanjema Start in BottlesFirst predstavlja začetek animacije in se 
pojavi ob spremembi parametra »sensor« (na levi strani slike 36) s pomočjo skripte. 
Stopnja BottlesFirst predstavlja animacijo plastenk, ki se premikajo po proizvodni liniji.  
 
 




Na sliki 37 je prikazan zavihek »Animation«, v katerem sem naredil animacije. Na levi strani slike so 
prikazani objekti, ki so animirani sočasno, na desni strani pa je časovnica animacij.  
Časovnica je sestavljena iz sličic (angl. frame), preko katerih se izvaja animacija. Potek animacije 
objekta določajo simboli v obliki romba na časovnici, imenovani »ključni okvir« (angl. keyframe). Ta si 
zapomni pozicijo in rotacijo objekta ter svojo pozicijo na časovnici. Unity z uporabo več ključnih 
okvirjev izdela animacijo, saj objekt avtomatsko premika od enega k drugemu. Ključni okvir se ustvari 
z gumbom za snemanje (rdeči gumb na levi strani slike 37), ki snema premik in rotacijo objekta v 
sceni ter ga zapiše na izbrano mesto v časovnici. Ob izvajanju animacije lahko na sličici v časovnici 
kličemo funkcije skript. Na časovnici je klic skripte prikazan kot bela palčka (npr. na sliki 37 na koncu 
animacije, nad ključnimi okvirji).  
V projektu sem animiral premikanje plastenk po proizvodni liniji ter odpiranje in zapiranje vratc dveh 
strojev. 
Število plastenk na proizvodni liniji je 41, zato nisem animiral vsake plastenke od njenega začetnega 
položaja do konca linije, ampak sem proces poenostavil. Vsako plastenko sem animiral za en korak 
naprej, na pozicijo naslednje plastenke (na sliki 37, časovnica 0:45) ter poklical funkcijo deleteFirst, ki 
je izbrisala trenutno prvo plastenko na liniji, animacija se pa ponavlja, dokler vse plastenke ne 
izginejo z linije. Animacija plastenk se začne ob prekritju prvega senzorja, vmes pa se ustavi trikrat, 
enkrat za vsak senzor, s pomočjo skript. 
Animiral sem tudi zapiralna vratca stroja, kar je prikazano na sliki 38. Odpiranje in zapiranje vratc sem 
animiral v skupni animaciji, kjer so vrata zaprta na začetku in koncu animacije, na sredini pa so 
odprta. Tam animacijo zaustavi funkcija pauseAnimation, zato so vrata v sceni odprta in se ne zaprejo 
takoj. Animacija se nadaljuje s klicem skripte, s katerim se vrata tudi zaprejo. 
 
 
Slika 38: Animacija zapiralnih vratc 
5.5.3 Končni scenarij 
 
Koraki po scenariju: 
 
• iz zbiralnih cilindrov odstrani plastenke in jih očisti z mešanico etanola in vode; 
• prekrij prvi senzor pri prvem stroju in spusti plastenke naprej k drugemu senzorju; 
• očisti prvi senzor s suho krpo; 
• zaustavi prvi stroj z gumbom STOP; 
• odpri vrata, očisti stroj s suho krpo in zapri vrata; 
• prekrij drugi senzor in ga očisti s suho krpo; 
• očisti drugi stroj s suho krpo; 
• prekrij tretji senzor in ga očisti s suho krpo; 
• očisti vodila z mešanico etanola in vode; 
• odpri tretji stroj in ga očisti s suho krpo; 
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• očisti kamere s suho krpo; 
• očisti lepilno šobo s čistilom za šobe in zapri stroj; 
• prekrij četrti senzor ter ga očisti s suho krpo; 
• odpri vrata zadnjega stroja, ga očisti s suho krpo in vrata zapri; 
• pritisni gumb KONEC. 
 
Po koncu scenarija se uporabniku prikaže statistika napak pri čiščenju.  
5.6 Rokovanje v simulaciji 
5.6.1 Med razvojem 
 
Med razvojem aplikacije sem za upravljanje uporabljal tipkovnico in miško, saj nisem imel rednega 
dostopa do sistema za navidezno resničnost. 
Za zaznavo pritiska na objekt sem uporabil dogodek OnMouseDown, ki se je sprožil ob kliku miške na 
objekt. Na začetku je bilo težko ugotoviti, na katero stvar sem pritiskal, saj je bil kazalec miške 
neviden na sredini zaslona, zato sem na sredstvo FPSController dodal skripto, ki na sredini zaslona 
vedno prikazuje križec. 
 
 
Slika 39: Križec na sredini zaslona 
Odpiranja in zapiranja vratc na prvem in zadnjem stroju pa ni kontroliral pritisk miške, temveč 
pozicija uporabnika v prostoru. Okoli vratc sem postavil kroglo, ki je za uporabnika nevidna in 
prehodna. Ob vstopu vanjo sporoči informacijo skripti, ki vrata odpre, ob izstopu iz krogle pa se vrata 





Slika 40: Prikaz krogle 
Pri upravljanju objektov v sceni je zelo pomembna povratna informacija, ki uporabniku pokaže, da je 
uspešno pritisnil na objekt. Ob kliku na gumb ta zamenja barvo ozadja, senzor sproži animacijo 
plastenk, ob čiščenju pa se obarva zeleno, tako kot pri čiščenju vodil, lepilne šobe ter kamer. Ob 
praznjenju zbiralnih cilindrov se plastenke izbrišejo in vratca se odprejo, če se jim uporabnik približa.  
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6  Razprava 
Tako prvotni izziv kot tudi funkcionalne in uporabniške zahteve so prišle s strani farmacevtskega 
podjetja. Osnovni cilj naloge je bila digitalizacija izbranega postopka čiščenja proizvodne linije za 
namen izobraževanja novih in obstoječih sodelavcev. Sam čistilni postopek in razpored strojev na 
proizvodni liniji sem si ogledal tudi v živo ob obisku farmacevtskega podjetja. Za izvedbo naloge so 
bile posebej dragocene informacije o tlorisu in razporeditvi strojev na proizvodni liniji ter izkušnje, 
pridobljene ob obisku podjetja. 
Scenarij čiščenja sem poenostavil in pretvoril v funkcionalna navodila, ki sem jih uporabil za razvoj 
simulacije. Kmalu sem se znašel v dilemi, saj postopek, naveden v scenariju, ni bil enak postopku, ki je 
bil demonstriran v podjetju. Oba so sestavljali enaki koraki, le v različnem vrstnem redu, kar je 
pomenilo, da napačne izbire ni, saj bi se delavec po obeh postopkih naučil bistva čiščenja proizvodne 
linije. Zato je bilo treba le ugotoviti, kateri postopek je boljši. Odločil sem se za postopek, ki je bil 
demonstriran v podjetju, saj ga dejansko uporabljajo v praksi.  
Pri razvijanju simulacije sem se poskušal čim bolj približati realnemu procesu čiščenja. Postavitev 
objektov na pravilna mesta v prostoru je bila zaradi tlorisa relativno preprosta, vendar sem imel 
težave z višino objektov, saj teh informacij nisem dobil iz tlorisa. Poleg višine posameznega stroja je 
bilo pomembno tudi njihovo medsebojno razmerje, problem pa sem rešil z uporabo dostopnih slik 
proizvodne linije in spomina, saj sem linijo tudi obiskal. Cilj postavitve objektov v prostor je bil 
prepoznavnost linije in njenih elementov.  
Pomembna je tudi realistična osvetlitev prostora, saj pomaga pri seznanitvi uporabnika s prostorom. 
Če bi bil prostor osvetljen nerealistično, bi to uporabnika lahko tudi zmotilo in odvračalo pozornost 
od samega postopka čiščenja proizvodne linije. Zato sem veliko časa porabil za iskanje najprimernejše 
osvetlitve in načina njene implementacije. Končni produkt ni perfekten, saj poleg realistične svetlobe, 
ki jo oddajajo luči na stropu prostora, uporabljam tudi sončno svetlobo, ki na sobo ne bi smela 
vplivati zaradi stropa, oken pa v sobi ni. Luči na stropu uporabljajo računsko zahtevno tehniko 
osvetljevanja, ki simulira svetlobne žarke ter njihov odboj po prostoru, zato deluje samo na statičnih 
predmetih. Samo s to tehniko osvetljevanja pa so premikajoči predmeti v sceni neosvetljeni, zato sem 
dodal tudi sončno svetlobo, ki sije v sobo skozi strop, in osvetli tudi vse ostale objekte v sobi. Tako se 
svetlost sobe poveča, kar je deloma opazno, ampak ne moteče. Večji problem je s sencami, saj so 
zaradi usmerjene svetlobe sonca ostre, realistične sence bi pa bile bolj mehke zaradi širokih luči na 
stropu. Vseeno sem bil z rezultatom zadovoljen, saj so ostre sence na tleh veliko manj moteče kot 
neosvetljeni premikajoči se predmeti. 
Animacije omogočajo premike objektov po prostoru. Odpiranje in zapiranje vrat je bolj zapleteno, kot 
se zdi na prvi pogled, saj se morajo obračati po tečajih vrat. Zaradi pogostosti tega problema sem 
rešitev z lahkoto našel na spletnih forumih Unity. Bolj sem ponosen na animacijo plastenk, saj nisem 
animiral vsake plastenke posebej po celotni liniji, ampak sem se domislil učinkovitejšega načina. 
Vsako plastenko sem animiral le za en korak naprej in animacijo predvajal v zanki, kar je ustvarilo 
iluzijo, da se plastenke premikajo po liniji naprej.  
Vse skupaj sem povezal s skriptami, ki so nadzorovale animacije in upravljanje strojev. Skripte so 
poleg funkcij strojev določale tudi potek končnega scenarija z omogočanjem in onemogočanjem 
njihovih funkcij. Vse skripte je nadzorovala glavna skripta, ki je beležila napredek čiščenja linije. Pri 
pisanju skript sem se srečal z veliko hrošči (angl. bug), zaradi katerih sem simulacijo velikokrat 
preigral, da sem jih našel in odpravil. 
Po končani postavitvi scene in scenarija je bilo treba način rokovanja prenesti v navidezno resničnost. 
Za očala navidezne resničnosti sem izbral Oculus Rift S z natančno detekcijo premika rok, ki je za 
upravljanje zelo pomembna, Unity pa podpira tudi vtičnik za Oculus, kar poenostavi pretvorbo 
aplikacije v navidezno resničnost. Izbrati je bilo treba tudi način premikanja po prostoru, ki minimizira 




Samo z uporabo te aplikacije v navidezni resničnosti neizkušen delavec ne bi pridobil dovolj znanja za 
čiščenje proizvodne linije, saj gre za zelo zapleten in časovno zahteven proces. Dejanski potek 
čiščenja linije traja približno eno uro, simulacija pa je lahko opravljena v nekaj minutah, saj je 
poenostavljena in skrajšana. Uporaba te simulacije lahko vseeno koristi utrjevanju znanja in 





7  Zaključek 
Cilj diplomske naloge je bil razviti aplikacijo, s katero bi se uporabnik naučil proces čiščenja 
industrijske linije in pridobljeno znanje prenesel v realno delovno okolje. Zato sem poudaril realizem 
sobe s približkom oblike strojev in proizvodne linije, mehanike premikanja plastenk, odpiranja vrat 
ter strojev. Za boljšo uporabniško izkušnjo sem dodal realistično osvetljevanje ter povratno 
informacijo ob pritisku gumba in čiščenju linije. 
Končni izdelek se od pričakovanega zelo razlikuje. Na začetku je bil cilj izdelati natančne modele 
kompleksnih strojev proizvodne linije in omogočiti čim bolj realistično simulacijo njihovega čiščenja. 
To se je izkazalo za preveč zahtevno, zato sem simulacijo poenostavil na prepoznavno sobo, 
sestavljeno iz osnovnih geometrijskih objektov, ter rokovanje z uporabo klika na gumb. Iz postopka 
čiščenja sem izpustil tudi nekaj manjših korakov, kot sta praznjenje smeti in čiščenje tal.  
Farmacevtsko podjetje še ni imelo izdelanih pričakovanj, saj so se želeli šele spoznati s tehnologijo 
navidezne resničnosti in ugotoviti, ali je ta ustrezna za njihovo uporabo. Končna simulacija jim je bila 
vendarle všeč, zainteresirani so tudi za nadaljnji razvoj simulacije.  
Prostora za izboljšave je veliko, še posebno pri modelih stroja in načinu upravljanja. Stroji bi bili lahko 
modelirani podrobneje, še posebno njihove čistilne površine. To bi tudi omogočilo boljše rokovanje s 
krmilnimi palicami, kjer bi bil cilj odstraniti upravljanje z uporabo gumbov. 
Namesto klika na gumb bi lahko stroj očistili s premikanjem roke po površini stroja, lahko bi naredil 
delujoča zapiralna vratca, ki bi jih uporabnik lahko odpiral in zapiral z roko, plastenke iz zbiralnih 
cilindrov bi lahko odstranil sam ipd. 
Izboljšal bi lahko tudi kombinacijo tehnike osvetljevanja lightmapping ter usmerjene svetlobe, vendar 
to za namen simulacije ni bilo zelo pomembno. 
V splošnem sem s končnim izdelkom zelo zadovoljen, saj uporabnika lahko nauči bistvene elemente 
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