We propose an approach to a twofold optimal parameter search for a combined variance reduction technique of the control variates and the important sampling in a suitable pure-jump Lévy process framework. The parameter search procedure is based on the two-time-scale stochastic approximation algorithm with equilibrated control variates component and with quasi-static importance sampling one. We prove the almost sure convergence of the algorithm to a unique optimum. The parameter search algorithm is further embedded in adaptive Monte Carlo simulations in the case of the gamma distribution and process. Numerical examples of the CDO tranche pricing with the Gamma copula model and the intensity Gamma model are provided to illustrate the effectiveness of our method.
Introduction
The class of Lévy processes has drawn a great amount of attention, for example, in the field of mathematical finance, where the Brownian motion has long been considered to be insufficient to describe a variety of asset price dynamics. Due to lower mathematical tractability of Lévy processes, it is evidently more often than in the Brownian motion case that one has to resort to Monte Carlo simulations for the R. Kawai (B) Center for the Study of Finance and Insurance, Osaka University, Toyonaka 560-8531, Japan e-mail: reiichiro_kawai@ybb.ne.jp computation of the expectation. Those facts will make the Monte Carlo simulation and its variance reduction in the Lévy process setting more and more important.
In this paper, we propose an adaptive Monte Carlo variance reduction procedure in a suitable class of Lévy processes. Our method is, on one hand, an extension of Kawai (2007a) , where an optimal parameter search for the importance sampling is studied in a pure-jump Lévy process setting. On the other hand, our method can also be thought of as an extension of the same approach, but in the Brownian motion setting, of Kawai (2007b) , that is, an adaptive Monte Carlo variance reduction for the combined control variates and importance sampling. To develop our method, we take the same route as in Kawai (2007b): (1) we combine two variance reduction techniques, the control variates (CV) and the importance sampling (IS), and investigate the twofold optimality of the combination, (2) we apply the two-time-scale stochastic approximation algorithm in parameter search for the combination and prove almost sure convergence of the algorithm to a unique optimum, and (3) we incorporate the parameter search procedure into adaptive Monte Carlo simulation.
There is a vast literature on optimal use of a single variance reduction technique, and some combinations have been investigated, for example, IS and the stratification in Glasserman et al. (1999) , IS and the temporal difference control variates in Randhawa and Juneja (2004), while CV and IS in Kawai (2007b) . For the combination of CV and IS, as discussed in (Kawai 2007b), it is unclear whether or not there exists global optimum, and thus by "simultaneous optimality", we mean "optimality in IS parameter with CV always held optimal with respect to the IS parameter." Later, we find it difficult to implement the opposite, that is, "optimality in CV parameter with IS always held optimal with respect to the CV parameter" in the Lévy process setting.
The optimal parameter search using stochastic approximation algorithm has been studied for the Gaussian setting in Su and Fu (1998) and Arouna (2004a) , and for a pure-jump Lévy process in Kawai (2007a) . A crucial difference from the Brownian motion case is that the parameter iterates for IS need to remain within a bounded domain due to the lack of the higher moments of the underlying Lévy measure. In order to further search twofold parameters of CV and of IS simultaneously, as in Kawai (2007b), we apply the two-time-scale stochastic approximation algorithm, which is a stochastic recursive algorithm in which some of the components are updated using step-sizes that are very small compared to those of the remaining components and whose almost sure convergence is first rigorously proved in Borkar (1997) .
It would not be clever to perform the optimal parameter search algorithm first and then to re-run the Monte Carlo simulation in cooperation with the optimized variance reduction techniques, simply because this double implementation is evidently more time-consuming than the plain Monte Carlo simulation first performed. The idea of incorporating the parameter search with a stochastic approximation into adaptive Monte Carlo simulation is studied in Arouna (2004b) and is also applied to the two-time-scale version of Kawai (2007b) . Those methods make full use of a property of the Gaussian distribution that after the measure change by the Girsanov theorem, it again follows a Gaussian distribution with its mean shifted and with the same shape (variance). In general, the infinitely divisible distributions do not have such a convenient property, while an exception is the gamma distribution, which has
