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Resum
El presente proyecto explica el diseño y la implementación de un sistema P2P para la
distribución de contenido multimedia sobre una red estructurada. Se ha desarrollado toda
la implementación en lenguaje Java. La red presenta como características principales una
estructura con topología finita, garantiza calidad de servicio para cada uno de los nodos y
permite acotar los retardos de la red en un valor máximo. El sistema ha de garantizar que
todos los nodos puedan comunicarse entre ellos, permitiendo así disponer de señalización
y de sincronización en toda la red.
Se han implementado dos aplicaciones, una es la aplicación servidor que es la encargada
de, a partir de un flujo de vídeo, realizar una codificación del mismo en MPEG utilizando la
aplicación VideoLAN. Este flujo se almacena en objetos, en los que puede ser configurable
su tamaño. Una vez creados, los almacena en un buffer de objetos que garantiza que
todos los nodos podrán obtener todos los objetos en los que están interesados.
La otra aplicación es el cliente que se conecta al servidor, mantiene un diálogo de sin-
cronización y señalización para intercambiar información acerca del flujo de objetos y del
sistema global. Cuando este diálogo ha finalizado el cliente sabe a qué nodos de la red
ha de conectarse para recibir el flujo de objetos, pudiendo conectarse tanto al servidor
raíz como otro nodo de la red para empezar a recibir objetos. Una vez empieza a recibir
los objetos que provienen del flujo de vídeo, los almacena en un buffer de objetos y lo
reproduce mediante el VideoLAN, incrustado en la aplicación, y a la vez lo transmite a los
otros clientes que se lo demanden.
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Overview
This project explains the design and implementation of a P2P system for distributing mul-
timedia content on a structured network. It has been developed with Java. The network
has a principal features like a structure with a finite topology, guaranteed quality of ser-
vice for each node and it allows to stablish a bounded delay. The system must ensure
that all peers can communicate with other peers, thereby allowing access to signalling and
synchronization throughout the network.
We have implemented two applications, one of them is the server that is responsible
for starting a video stream, it is codification with a MPEG codec using the application
VideoLAN. This stream is packetized in objects, which size can be configurated and stored
in a objects buffer that ensures that all nodes are capable to get all objects that they are
interested in.
The other application is the client that connects to the server, maintaining a synchronization
dialogue and signalling dialogue for information exchange about the flow of objects and
overall system information. When this dialogue has ended, the client knows what nodes
might to connect inorder to receiving objects, might connect both the root server or another
node of network to start getting some objects. Once a client starts to receive the objects,
it stored them in a buffer objects and play it them in VideoLAN, embedded in the client
aplication. Besades it might send objects to the other clients in the network.
Agradecemos al director del TFC Sergio Machado
por darnos la oportunidad de realizar este proyecto.
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1INTRODUCCIÓN
La distribución de contenidos multimedia televisivo mediante redes Peer-to-Peer (P2P) es
una aplicación emergente en Internet de la que se espera sea el próximo tráfico dominante
de las comunicaciones IP. Existen varios sistemas que proporcionan este servicio tales
como PPLive [1] y SopCast [2]. Actualmente las aplicaciones que distribuyen contenido
televisivo utilizan una red P2P no estructurada. Esto quiere decir que no se define una red
específica sino que se crea un cierto desorden y no se asegura la recepción del flujo de
una manera constante.
En el presente proyecto se muestra la implementación de una red de tamaño finito que
tiene una topología con relaciones padre-hijo entre nodos especifica, presenta garantias
de QoS (Calidad de Servicio) para todos los nodos, limita los retrasos dentro de la red y
garantiza que todos los nodos van a obtener todos los objetos en los que estén interesa-
dos gracias a un buffer donde se almacenan dichos objetos. Para conseguir eso se han
marcado unos objetivos como son: el análisis de flujo multimedia y el empaquetamiento de
éste en unas unidades denominadas objetos, la sincronización e intercambio de informa-
ción entre nodos y la creación de red estructurada con topología finita, QoS y distribución
del flujo a través de la red.
Por un lado, para poder llevar a cabo estos objetivos se necesitaban unas bases teóricas,
estas han sido desarrolladas por el Departamento de Telemática de la Escola politécnica
Superior de Castelldefels. El modelo teórico asegura la creación de una topología de red
finita, con QoS y retardos acotados. Por otro lado se necesita de una serie de protocolos
para que el sistema funcione correctamente. Sé ha utilizado JSON para el intercambio de
datos entre los diferentes nodos, SIP para la señalización entre toda la red y finalmente la
sincronización entre todos los nodos que forman la red, esto se consigue mediante NTP.
Una parte importante del sistema es la fuente o nodo raíz que es la encargada de que a
partir de un flujo de vídeo se creen los objetos modelados para el sistema, que los nodos
almacenarán en un buffer para poder servirlos a otros nodos. Es el nodo raíz el único que
suministra los objetos a la red de distribución. A medida que se van conectando nodos a
la red estos pueden proporcionan el flujo de objetos a otros nodos. Esto convierte la red
en una red P2P, puesto que el intercambio de flujo de objetos se produce nodo a nodo.
La memoria del trabajo queda organizada de la siguiente manera. En el capítulo 1 se de-
talla la arquitectura del sistema donde se explica los objetivos de la red y los componentes
que la forman. El capítulo 2 explica el modelo teórico de la red. El capítulo 3 explica los
protocolos usados en el sistema y como se han implementado. El capítulo 4 detalla como
se realiza la manipulación del flujo multimedia y como se ha organizado para su distribu-
ción por la red. El capítulo 5 explica la aplicación servidor y una pequeña guía de usuario.
En el capítulo 6 se detalla la aplicación cliente y también se realiza una pequeña guía
de usuario. Finalmente en el capítulo 7 se puede observar las pruebas realizadas y las
comparaciones de los resultados prácticos con los resultados teóricos.
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CAPÍTULO 1. ARQUITECTURA DEL SISTEMA
1.1. Red peer-to-peer estructurada
Con el presente proyecto se pretende implementar una red estructurada basada en peer-
to-peer (P2P) para la distribución de contenido audiovisual en directo. Las principales
características de esta red son:
• Topología especifica: relación padre-hijo.
• QoS para cada uno de los nodos que formen la red.
• Cola de datos que garantiza que se reciba todo lo que se haya generado.
• Límites de retraso.
Estas características diferencian esta red respecto de otras aplicaciones de distribución,
las cuales se caracterizan por:
- Selección aleatoria de compañeros.
- Intercambio periódico de disponibilidad de datos.
- Sin estructura de red definida.
Las principales ventajas de este tipo de red es que se puede definir un algoritmo de
planificación, es decir, se le puede pedir objetos de flujo en orden, se puede establecer
calidad de servicio en virtud de parámetros como el tamaño del buffer necesario, además
se puede limitar el número de compañeros que pueden conectarse a la red.
1.2. Esquema general del sistema
Existen tres partes diferenciadas en el sistema, la fuente de flujo o raíz, la red de distribu-
ción de contenidos y los clientes que reciben el flujo como se puede observar en la figura
1.1.
Una visión general del sistema nos permite observar que la fuente o raíz es la encargada
de generar el flujo de objetos que, posteriormente, se distribuirán mediante la red de nodos
basada en estructura P2P. La red hará llegar este flujo a cada uno de los nodos que la
formen permitiéndoles así reproducir el contenido multimedia y visualizar lo que en ese
momento se esta viendo por toda la red. Esta implementación de red ha de garantizar que
existe una sincronización respecto a los objetos que reciben los nodos de un mismo nivel
en un tiempo determinado, es decir, todos los nodos deben visualizar la misma fracción
de vídeo en el mismo momento.
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Figura 1.1: Esquema general del sistema
1.2.1. Fuente o raíz
La fuente utiliza para la obtención del flujo multimedia la aplicación Videolan Client (VLC),
que es un reproductor multimedia que permite realizar un volcado de flujo codificando
con MPEG-2 hacia una conexión mediante sockets UDP (User Datagram Packet). Se
ha decidido utilizar la codificación con MPEG-2 debido a que es un estándar bastante
extendido en su uso, además de que gracias a su estructuración facilitará la creación de
los objetos modelados para esta red.
La parte de la aplicación que genera los objetos es el MediaObjectCreator y recibe el
flujo desde el socket abierto con el VLC, a medida que va obteniendo partes del flujo las
gestiona para generar los objetos modelados para esta red, a una velocidad fija como se
verá en la sección 2.1.2. Cada objeto contendrá información adicional además del flujo
multimedia, esta información consistirá en un identificador y en una marca de tiempo.
Estos parámetros facilitarán el intercambio de objetos entre nodos, además de ofrecer un
control de sincronización y de retardo de la red. Una vez creado el objeto este se envía
a una cola de tamaño finito, en la que el objeto se mantendrá hasta que se proceda a su
envió o hasta que sea borrado de la misma debido a que han llegado más objetos nuevos
y lo han desplazado las posiciones suficientes como para sacarlo de la cola.
La fuente de flujo forma parte de la red ya que es el nodo raíz de ésta, este nodo es el
que se encarga de definir el grafo, para ello utiliza dos parámetros α y K (véase sección
2.1.3.), siendo α el número de nodos de primer nivel que puede tener la raíz y K el número
de conexiones entre dos nodos necesarias para que un cliente pueda recibir el flujo. Solo
el nodo raíz puede hacer las funciones de fuente además de las de servidor de objetos
dentro de la red.
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1.2.2. Red
La red es el conjunto de nodos y de conexiones entre ellos que forman una estructura
organizada con un tamaño máximo de nodos y que permite la distribución del flujo de
objetos creado por la raíz que es, como se ha comentado en la apartado anterior, la que
se encarga de definir la distribución o grafo de red. Esta red se caracteriza por tener una
estructura en árbol además de que todos los nodos están sincronizados entre ellos, esto
quiere decir que al conectarse trabajan con un tiempo absoluto que es común a todos,
para conseguir esto se ha utilizado el protocolo NTP, que mediante intercambio de valores
temporales ofrece la diferencia entre la hora real y la absoluta del sistema, permitiendo
saber a cada nodo cuál es el desfase que tiene respecto a la red. Para la señalización de
la red se ha utilizado el protocolo SIP (Session Initiation Protocol), éste permitirá gestionar
la conexión de nuevos nodos a la red, así como la asignación de suministradores o servi-
dores de flujo. También se usa JSON que es un formato de intercambio de datos para
facilitar la comunicación y el intercambio de información entre los nodos que componen la
red.
Una vez que se ha conectado un nodo a la red, establecerá K conexiones para empezar a
recibir el flujo multimedia, estas conexiones se realizan mediante sockets TCP (Transpor
Control Protocol). En cada una de las conexiones se establece como padre aquel nodo
que ofrece los objetos y como hijo aquel que recibe los objetos, también se conoce como
arista cada una de las conexiones entre los nodos. Cada nodo dispone de una cola de
recepción de objetos el tamaño de la cual esta definido por K y por el número de niveles
máximo que puede tener el sistema (sección 2.2.2.). Existe además un algoritmo de peti-
ción de objetos que permite tener un control por parte de los clientes sobre que padres le
deben servir determinados objetos, asegurando así que siempre se le pedirá a un nodo
un objeto que esté en su cola.
En la implementación de este sistema se ha diseñado la red en base a la idea de que una
vez formado el grafo ninguno de los nodos se desconectará. Una vez formado el grafo
si un nodo decidiera abandonar la red se debería reestructurar para que se les asignara
un nuevo padre al hijo de este nodo (en caso que lo tuviera) obligando de esta forma a
cambiar el orden del grafo. Así pues se deja para próximas implementaciones esta gestión
debido a que en el presente proyecto solo se desea implementar la creación de la red y la
distribución del flujo por ésta.
1.2.3. Cliente
Cualquier nodo que forme parte de la red puede ser un cliente, exceptuando la fuente o
nodo raíz. El cliente siempre será el nodo hijo de la conexión y es el que recibirá el flujo
a través de los sockets abiertos con sus padres. Para recibir el flujo de objetos, como ya
se ha comentado, cada nodo dispone de una cola de recepción que irá almacenado los
objetos recibidos. Esta cola tiene las mismas características que la cola del nodo raíz, es
decir, es finita y su tamaño se obtiene en el momento que un nodo se conecta a la red.
Una vez en la cola se extraerá el flujo multimedia de cada uno de los objetos de la cola
y se enviará por un socket UDP al VLC que estará esperando recibir el flujo multimedia
para reproducirlo. En este proceso ni el objeto ni su contenido se borran de la cola ya que
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se mantendrán en ésta hasta que otro nodo cliente le solicite el objeto o hasta que lleguen
objetos nuevos que lo hagan salir de la cola. Según el modelo del sistema cualquier nodo
cliente puede ejercer a su vez como nodo servidor de flujo de otros nodos, de ahí la
necesidad de mantener los objetos en la cola de recepción pese a que ya hayan sido
reproducidos.
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CAPÍTULO 2. MODELO DE SISTEMA
2.1. Modelo matemático
2.1.1. Preliminares
La red de distribución de objetos esta formada por una fuente denotada por r que genera
una serie continua de unidades denominadas objetos a una tasa de λ objetos/sec, y por
un conjunto de nodos que desean recibir los objetos a la misma tasa a la que fueron gene-
rados y de modo consecutivo estableciendo para este fin enlaces de comunicación entre
ellos, incluida la fuente, formando entre todos ellos la red de distribución. Se considera
que la capacidad de transmisión de objetos por parte de la fuente, es en general, mucho
mayor que la de los nodos y además se considera que los enlaces de estos son asimétri-
cos, de manera que si bien tienen capacidad de recibir objetos a la misma tasa que están
siendo generados por la fuente, no pueden enviárselos a otros nodos a esa misma tasa.
2.1.2. Modelo de la red de distribución
Se modela la red de distribución de objetos por el grafo G = (V,E) donde r ∈V . Un vértice
v ∈V −{r} modela un nodo que recibe objetos de otro nodos o de la misma fuente y que
puede reenviar las objetos que recibe a otros nodos de la red. Se ha establecido que el
tiempo de duración de un objeto es de 1 u.t. (unidad de tiempo)= 1/λ segundos. De esta
manera se obtiene que la velocidad de generación de la fuente normalizada a 1 objeto/u.t.
En los demás nodos de la red se ha establecido que la velocidad de descarga ha de ser
superior a 1 objetos/u.t.. En cambio la velocidad de subida ha de ser menor a 1 objetos/u.t.
Las conexiones entre los nodos tienen un ancho de banda definido de 1/K objetos/t.u.,
donde K ≥ 2,K ∈ Z para permitir la conexión de de nodos con poco ancho de banda. Así
para que un nodo llegue a tener la velocidad de descarga deseada deberá establecer K
conexiones de 1/K objetos/u.t.
Una arista e = (u,v) ∈ E modela una conexión unicast unidireccional entre los nodos u y
v. Desde el punto de vista de u, la arista e modela una conexión de salida con ancho de
banda (1/K), esto es u envía objetos a v. Sin embargo desde el punto de vista de v esta
arista modela una conexión de entrada, v recibe objetos desde u.Si hay suficiente ancho
de banda entre u y v pueden establecer K conexiones entre ellos cada una modelada por
K aristas diferentes.
Para cada uno de los nodos existe un valor dup,ma´x(u) el cual define el número máximo de
conexiones de salida que un nodo puede tener simultáneamente, este valor debe cumplir
que dup,ma´x(u) ≥ 1, sabiendo que Ubw(u) es el ancho de banda máximo de cada cone-
xión de subida con valor 1/K podemos afirmar que dup,ma´x(u) = K ·Ubw(u) o lo que es
lo mismo que un nodo sólo puede disponer de K conexiones de subida simultaneas. Por
definición, la fuente dispone de un ancho de banda de Ubw(r) = α objetos/u.t. y tiene un
valor dup,ma´x(r) = α ·K, lo que significa que la raíz puede servir directamente a α nodos,
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estableciendo con cada uno de ellos K aristas e = (r,v). de ancho de banda (1/K) obje-
tos/u.t. Definimos ddown(v) como el número de conexiones de entrada que ha establecido
un nodo v. Dado que cada nodo debe recibir a tasa unitaria, ddown(v) = K para todo nodo
diferente a la fuente ya que para esta ddown(r) = 0.
2.1.3. Grafo de distribución
Se denota un grafo de distribución G = (V,E) como un modelo de red que tiene el máximo
número de nodos conectados. Se denota el grafo de distribución,α,K y u denotado por
Gα,K,u = (V,E) como grafo máximo de tal forma que dup,ma´x(v) = u, tomando u valores
1≤ u < K,∀ v ∈V −{r}. Se ha de tener en cuenta que u es estrictamente inferior a la K,
ya que si u ≥ K, los nodos podrían reenviar los objetos a la misma tasa de generación de
la fuente y se plantearía un problema de transmisión multicast. Se denota la distribución
mínima de grafo como Gα,K,1 = (V,E), para α y K como la distribución donde u = 1, es
decir, el máximo grafo donde todos los nodos, excepto la raíz, tienen el mínimo ancho
de banda de subida: Ubw(v) = 1/K,∀ v ∈ V −{r}. Se usará la notación Gα,K = (V,E)
indistintamente tanto para la distribución como para la distribución mínima de grafo. Se
ha de tener en cuenta que el orden de la distribución de grafo es finita porque cuando
un nodo se une a la red consume K unidades del total del ancho de banda de subida,
mientras que sólo contribuye con (u/K) unidades, u < K, por lo que queda un balance
negativo de (u/K)−1 unidades.
Se denota el conjunto de suministradodes del nodo v∈V −{r}, denominado como Se(v),
como el conjunto de aristas de entrada del nodo v, es decir, si se ∈ Se(v) existe al menos
un vértice v tal que se = (u,v) ∈ E.Como un nodo necesita K conexiones de entrada,
el cardinal del conjunto de suministradores Se(v) es |Se(v)| = K.También se denota el
conjunto S(v) de suministrador de nodos o padres del nodo v ∈V −{r} como el conjunto
de nodos que envían objetos a v. Es decir, si u ∈ S(v), existe la arista e = (u,v) ∈ Se(v).
Se denota el conjunto Ce(v) de hijos del nodo u como el conjunto de aristas que unen
u con cualquier otro nodo del grafo. También se denota el conjunto C(u) de hijos de
nodo u ∈ V como el conjunto de nodos que reciben objetos de u, es decir, si v ∈ C(u)
∃ ce = (u,v) ∈ Ce(u). Asimismo se define el conjunto Ce(u) como el conjunto de aristas
que unen al nodo u con cualquier otro nodo v ∈V −{r}.
Se denota P(v) como el conjunto de caminos o rutas que van desde la raíz r al nodo
v. Siendo prv ∈ P(v) uno de esos caminos y |prv| el número de aristas del camino prv,
también se denota el nivel de nodo v ∈ V −{r} en el grafo de distribución G = (V,E)
como l(v) = ma´x{|prv|,∀prv ∈ P(v)}−1. Se ha de tener en cuenta que un nodo v como
S(v) = {r} tendrá nivel l(v) = 0. Entonces se puede calcular el diámetro del grafo de
distribución G = (V,E), definido como H, como H = ma´x{l(v),∀v ∈V}+1.
2.2. Planificación
El objetivo principal de una red P2P estructurada para distribución de contenido en directo
es permitir la planificación de objetos consecutivos. Como cualquier nodo en la red ha de
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descargar de K conexiones, como resultado de la ejecución de un algoritmo de planifi-
cación se solicitarán K objetos, uno para cada una de las conexiones K. En este caso, la
cola del padre del nodo que realiza la petición, debe tener el objeto K solicitado.
Siendo O el conjunto de objetos generados por la raíz donde cada oi ∈ O representa el
trozo generado en el tiempo ti. Siendo B(v) el conjunto de objetos almacenados en buffer
de un nodo v. En nuestro modelo consideramos que si oi ha sido solicitado por el nodo
v y se ha recibido durante el intervalo [t, t +K), entonces oi ∈ B(v). Aunque físicamente
oi todavía no está en el buffer de v, este podría ser solicitado al nodo v en el intervalo
[t, t +K) y v podría reenviarlo después del intervalo de tiempo (t +K).
2.2.1. Algoritmo de planificación
Se denota por olast(si) el objeto de índice más alto almacenado en el buffer B(si) del
nodo suministrador si, el algoritmo calcula el índice mínimo q para todos los olast(si) con
si ∈ S(v). El conjunto Se(v) de aristas se supone que debe estar ordenado en orden
decreciente en función de olast(si). El bucle for en las líneas 3-6 pide cada oi de los K
objetos de la petición, cada oi por un s j de las K conexiones de entrada, es decir, se
piden los K objetos de manera correlativa empezando por el suministrador que tiene el
índice de objeto más pequeño y aumentando en uno el índice que se pide al siguiente
suministrador. oq es el trozo con un índice como q = minindex{olast(si) ∀ si ∈ S(v)}, para
el algoritmo de planificación se necesita:
{oq−(K−1), . . . , q} ⊆
⋂
si∈S(v)
B(si) (2.1)
La condición es necesaria porque en el peor de los casos pedimos K objetos diferentes a
los nodos proveedores y todos los objetos deben ser almacenados en el buffer de nodos
suministradores B(si). Y esto es suficiente porque el solicitante no está interesado en
objetos anteriores.
Algorithm 1 Pseudo-código del bucle for del algoritmo de planificación
1:q−minindexolast(si)∀si ∈ S(v)
2: j−0
3: f ori = q− (K−1)toqdo
4: REQUEST oi TO s j , where s j ∈ Se(v) and oi ∈ O
5: j− j +1
6: end for
2.2.2. Tiempo total de distribución y tamaño del buffer de objetos
En esta sección se calculará el retraso y el tamaño del buffer necesario para la correcta
distribución de los objetos. Se denota el tiempo total de la distribución de un segmento
de K objetos como el tiempo transcurrido entre el momento en que el segmento está
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disponible para ser emitido por la raíz r y el momento en que se recibió por parte de todos
los nodos.
Teorema 1. Siendo Gα,K = (V,E) un grafo de distribución de diámetro H. Si el tamaño
del buffer de todos los nodos es de B ≥ K · (H +1) objetos, entonces se logra 2.1
De acuerdo con el teorema, el tamaño máximo de buffer de un nodo en el nivel l tiene que
ser de B ≥ K · (H +1− (l +1)) = K · (H− l).
2.3. Grafo de distribución mínimo
En esta sección se analiza el grafo de distribución mínimo (MDG) para α y K, Gα,K =
(V,E), y se calcula su orden y diámetro. Hay que tener en cuenta que en este caso u = 1,
es decir, cada uno de los nodos, excepto la raíz tiene una conexión de salida de ancho
de banda 1/K. De este modo, el MDG ofrece unos límites para la distribución general del
grafo Gα,K,u = (V,E) donde dup,ma´x(v) = u,1 ≤ u < K,∀ v ∈V −{r}.
Consideramos que el algoritmo de unión procede de la siguiente manera: inicialmente,
el algoritmo asigna a nivel 0 los primeros nodos, que son los hijos del raíz. Una vez que
el nivel 0 se ha completado, el siguiente nivel 1 se forma agrupando nodos de nivel 0
en grupos de K nodos, y asigna a cada grupo un hijo de nivel 1. Todos estos nodos se
llaman hijos directos. Tenga en cuenta también que si (α modK) no es igual a 0, entonces
algunos nodos de nivel 0 se mantendrán sin hijos. Para el nivel genérico l > 1 el algoritmo
procede de la misma forma. Forma grupos de K nodos que serán los padres de un hijo
directo de nivel (l + 1). Sólo cuando en un nivel l no es posible formar otro grupo de
compañeros K, el algoritmo puede recuperar el resto de nodos de los niveles anteriores
que no tienen hijos, para formar un nuevo hijo a nivel (l +1). En este caso, decimos que
el nuevo hijo es un hijo ganancia. Entonces, la próxima vez que se acumule en el nivel
l′ un total de (K − 1) nodos directos sin hijos, se agruparan todos con el último nodo
ganancia para formar un nuevo hijo ganancia de nivel (l′ + 1). Por lo tanto, llamamos a
hijo ganancia a un nodo el cual sus padres pertenecen a diferentes niveles o también
un nodo que tiene como uno de los padres a un nodo ganancia anterior. Ténganse en
cuenta que, en este último caso, todos los padres, incluyendo el nodo ganancia, pueden
pertenecer al mismo nivel. De acuerdo con esto, se dice que un nodo es un hijo directo si
no es un hijo ganancia, es decir, si todos sus padres pertenecen al mismo nivel, y todos los
padres de sus padres pertenecen al mismo nivel anterior, y así sucesivamente (entonces
podemos decir que un hijo directo se ha formado "directamente", sin la participación de
”otros” nodos). Así pues, por definición, todos los padres de un hijo directo pertenecen al
mismo nivel y son hijos directos. El nivel con hijos de la raíz se numera nivel 0.
2.3.1. Límite de diámetro
En el MDG la raíz tiene α hijos y los demás nodos o uno o ninguno, y todos los nodos
excepto la raíz tienen K aristas de entrada. Se denomina n(l) al número de nodos en el
nivel l . Se tiene que:
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n(l)≥ ⌊α/Kl⌋ para 0 ≤ l ≤ Ht −1 (2.2)
Donde Ht = max{h∈Z : α/Kh−1 ≥ 1}= 1+⌊logk(α)⌋. Se ha de tener en cuenta que 2.2
no considera todos los nodos del nivel l puesto que no cuenta los hijo ganancia. Téngase
en cuenta que inicialmente se considera los niveles desde el 0 hasta Ht −1.
2.3.2. Orden del grafo de distribución mínimo
Si no tomamos en cuenta los hijos ganancia para obtener el orden MDG |Gmin| se tiene
que:
|Gmin| ≥ 1+
Ht−1∑
i=0
⌊
α
Ki
⌋ (2.3)
En cualquier caso el orden del MDG puede ser obtenido con independencia de Ht según
lo siguiente:
Teorema 2. El orden de MDG para α y K es:
|Gmin|= 2+ ⌊
α−1
1− 1K
⌋ (2.4)
2.3.3. Diámetro del grafo de distribución mínimo
En las secciones anteriores se ha demostrado que o bien H = Ht o H = Ht + 1 con
Ht = 1 + ⌊logk(α)⌋. Ahora se mostrará la condición que hace que H tome uno de estos
dos valores.
Teorema 3. Teniendo Gα,k = (V,E) del MDG para α y K con orden |Gmin| que es el
delimitado por Nmin,c, como se ha visto en ??, entonces:
Nmin,c < |Gmin| ⇔ H = Ht +1 = 2+ ⌊logk(α)⌋ (2.5)
La consecuencia de Teorema 3 es que el error resultante de computar el orden con Nmin,c
es debido al nivel adicional Ht . Se demuestra que en este caso |Gmin|= Nmin,c +1.
Teorema 4. Teniendo Gα,K = (V,E) como el grafo mínimo de distribución para α y k on
orden |Gmin| y delimitado por Nmin,c, y con diámetro H = Ht +1 = 2+⌊logk(α)⌋, entonces
|Gmin|= Nmin,c+1
Por otra parte, para el caso H = Ht se tiene que 0≤ ε < 1 entonces, se puede redondear
a la baja 1+S para obtener Nmin,c y se tiene |Gmin|= Nmin,c, por lo que:
|Gmin|=


1+ ⌊α · 1−(
1
K )
H
t
1− 1K
⌋ i f H = Ht
1+ ⌊α · 1−(
1
K )
H
t
1− 1K
⌋= 1+ ⌊α · 1−(
1
K )
(Ht+1)
1− 1K
⌋ i f H = Ht +1
(2.6)
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Téngase en cuenta que para el caso H = Ht +1, ya que −1 < ε < 0 podemos redondear
al alza la expresión Nmin,c o, alternativamente se puede ir a un paso más en la sumatorio
de S hasta el nivel Ht y redondear a la baja. Por lo tanto, se puede comparar 2.6 a 2.4
para determinar Ht = H o H = Ht +1.
2.3.4. Distribución de los hijos ganancia en el MDG
Por último, se analiza la distribución de los hijo ganancia y luego se vuelve a calcular
H y |Gmin|. Definimos por αi el número de nodos sin hijos directos en el nivel i, αi =
α/KimodK. Téngase en cuenta que αi < K es el i-ésimo dígito de α en la base de K,
que es α = α0 +α1 ·K +α2 ·K2 + . . .+αHt−1 ·K(HT −1). Se denota por R(l) el número
de nodos que no han formado hijos directos hasta el nivel l:
R(l) =
l
∑
i=0
αi f or 0 ≤ l ≤ Ht −1 (2.7)
También se denota por R el número de nodos sin hijos directos hasta nivel l = Ht − 1
incluido, esto es R , R(Ht −1). Téngase en cuenta también que cuando hay en el MDG
g hijos ganancia se necesita K +(g−1) · (K−1) padres sin hijos directos para añadirlos,
K padres para el primer hijo ganancia y K−1 para el resto que toman como padre el hijo
ganancia anterior.
Se denota g(l) como el número de hijos ganancia de los padres hasta el nivel l, es decir,
el número de hijos ganancia que han sido admitidos hasta el nivel (l +1),
g(l) = max{g ∈ Z : K +(g−1) · (K−1) = k ·g− (g−1)≤ R(l)}. A continuación:
g(l) =
{
0 i f R(l) = 0
⌊
R(l)−1
K−1 ⌋ i f R(l) > 0 ∀2 ≤ l ≤ Ht −1
(2.8)
Téngase en cuenta que 2.8 esta definida para 2≤ l ≤Ht −1 porque ni el nivel 0 ni el nivel
1 pueden tener hijos ganancia.
Teorema 5. El diámetro de MDG de α y K es:
H =
{
Ht +1 i f g(Ht −1) > g(Ht −2)
Ht i f g(Ht −1) = g(Ht −2) (2.9)
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CAPÍTULO 3. PROTOCOLOS DEL SISTEMA
En este capítulo se verán los diferentes protocolos que se utilizan en el funcionamiento
del sistema. Para esta implementación se ha utilizado JSON para el intercambio de datos
entre los diferentes nodos, SIP para la señalización entre toda la red y finalmente se
necesita una sincronización entre todos los nodos que forman la red y esto se consigue
mediante NTP.
3.1. Formato de intercambio de datos
3.1.1. Visión general de JSON (JavaScript Object Notation)
JSON (JavaScript Object Notation - Notación de Objetos de JavaScript) es un formato
ligero de intercambio de datos. Leerlo y escribirlo es simple para humanos, mientras que
para las máquinas es simple interpretarlo y generarlo. Está basado en un subconjunto
del Lenguaje de Programación JavaScript [3]. JSON es un formato de texto que es com-
pletamente independiente del lenguaje pero utiliza convenciones que son ampliamente
conocidos por los programadores de la familia de lenguajes C, incluyendo C, C++, Java,
JavaScript, Perl, Python, y muchos otros. Estas propiedades hacen que JSON sea un
lenguaje ideal para el intercambio de datos.
3.1.2. Estructuras
JSON está constituído por dos estructuras:
* Una colección de pares de nombre/valor. En varios lenguajes esto es conocido co-
mo un objeto, registro, estructura, diccionario, tabla hash, lista de claves o un arreglo
asociativo.
* Una lista ordenada de valores. En la mayoría de los lenguajes, esto se implementa
como arreglos, vectores, listas o secuencias.
Estas son estructuras universales; virtualmente todos los lenguajes de programación las
implementan de una forma u otra. Es razonable que un formato de intercambio de datos
que es independiente del lenguaje de programación se base en estas estructuras.
3.1.3. Representación
En JSON, se presentan de estas formas:
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Mensaje Contenido
NOTIFY Parámetro K y URIs SIP servers
JOIN-INVITE Puerto datos cliente y URI SIP Cliente
Cuadro 3.1: Tabla uso mensajes JSON
+ Un objeto es un conjunto desordenado de pares nombre/valor. Un objeto comienza
con { (llave de apertura) y termina con } (llave de cierre). Cada nombre es seguido
por : (dos puntos) y los pares nombre/valor están separados por , (coma).
+ Un arreglo es una colección de valores. Un arreglo comienza con [ (corchete izquier-
do) y termina con ] (corchete derecho). Los valores se separan por , (coma).
+ Un valor puede ser una cadena de caracteres con comillas dobles, o un número, o
true o false o null, o un objeto o un arreglo. Estas estructuras pueden anidarse.
+ Una cadena de caracteres es una colección de cero o más caracteres Unicode,
encerrados entre comillas dobles, usando barras divisorias invertidas como escape.
Un carácter está representado por una cadena de caracteres de un único carácter.
Una cadena de carateres es parecida a una cadena de caracteres C o Java.
+ Un número es similar a un número C o Java, excepto que no se usan los formatos
byte y hexadecimal.
Los espacios en blanco pueden insertarse entre cualquier par de símbolos.
3.1.4. JSON aplicado al sistema
En el sistema que hemos desarrollado JSON se utiliza para intercambiar información en-
tre los diferentes peers. En la tabla 3.1 se muestran los intercambios de datos en los
diferentes mensajes.
En el mensaje NOTIFY mostrado en la tabla 3.1 se envía la lista de SIP URIs de peers a
los que se tiene que conectar el cliente y otros parámetros como el parámetro de configu-
ración K que se sirve para saber el número de conexiones entre peers. A continuación se
muestra un ejemplo del contenido del mensaje NOTIFY explicado en la sección 3.2.6.1.
[{"k":2,”uri":"sip:root@192.168.1.103:5060"},{"k":2,”uri":"sip:root@192.168.1.103:5060"}]
En este caso las dos SIP URIs son las mismas y el parámetro K que en este caso es dos.
En este mensaje se envía información sobre el servidor.
El mensaje JOIN-INVITE explicado detalladamente en la sección 3.2.6.1. es enunciado
por el peer cliente a los servidores que le tienen que proporcionar el flujo de objetos, en
este mensaje le enviamos la dirección URI del cliente y el puerto de datos por el cual
queremos recibir el flujo TS:
{"port1":6060,”uri":"sip:peer1@192.168.1.103:5050"}
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En la tabla 3.1 se puede observar la relación mensaje y su correspondiente contenido.
3.2. SIP (Session Initiation Protocol)
3.2.1. Visión general de SIP
SIP [4] es un protocolo de señalización de nivel de aplicación que permite manipular se-
siones multimedia entre dos o más usuarios. Permite el establecimiento, modificación y
finalización de sesiones multimedia mediante un modelo cliente-servidor. Este modelo
permite la localización de usuarios y la movilidad de los mismos mediante un servidor de
presencia.
3.2.2. Funcionamiento
SIP sigue un modelo cliente-servidor, donde un peer cualquiera puede actuar como cliente
y servidor simultáneamente, por un lado generando peticiones SIP request y por otra
procesando peticiones SIP request y generando respuestas SIP response.
También entran en juego los llamados Agentes de Usuario (UA), aplicaciones que interac-
túan con el usuario final. Estos UA, están compuestos por un Cliente Agente de Usuario
(UAC) y un Servidor Agente de Usuario (UAS).
- El UAC inicia las peticiones SIP actuando como agente de usuario llamante, dicho
UAC inicia la petición.
- El UAS actúa como agente de usuario llamado.
Los clientes SIP se direccionan a partir de las SIP URI, direcciones parecidas a las URL
de HTML o de MAIL. Dichas direcciones son únicas por cada usuario e independientes
de su localización, aquí vemos su formato:
sip: [user:passwd@ ] hostname | ipv4addr | ipv6addr [ :port; params]
Por ejemplo:
sip: pepito@upc.es
sip: pepito:password@ 147.83.115.243:5060
3.2.3. Mensajes
En SIP se utilizan diferentes mensajes que se pueden dividir en peticiones y respuestas.
16 Implementación de un sistema de televisión peer-to-peer estructurado
3.2.3.1. Peticiones
Las peticiones SIP más usadas son:
- REGISTER: Sirve para que un usuario se registre en un servidor SIP. Se registra su
SIP URI.
- INVITE: Sirve para invitar a otro usuario a una sesión SIP.
- MESSAGE: Sirve para enviar mensajes directos entre usuarios sin necesidad de
tener establecida una sesión.
- SUBSCRIBE: Se utiliza para que el usuario ingrese en un grupo o canal determina-
do.
- NOTIFY: Se utiliza como respuesta al SUBSCRIBE e indica las características y los
usuarios del canal al cual se ha suscrito el usuario.
- BYE: Se utiliza para indicar a otro usuario que queremos finalizar la sesión estable-
cida.
3.2.3.2. Respuestas
Las respuestas normalmente se componen de un campo numérico que indican a que tipo
pertenecen y un campo explicativo:
- ACK: Se utiliza para confirmar una sesión.
- 100 Trying: Indica que se ha recibido un INVITE y se está procesando.
- 200 OK: Indica éxito o aceptación en la petición recibida.
- 300 a 302: Indican redirección.
- 400 a 486: Indican error en el cliente.
- 500 a 505: Indican error en el servidor.
- 600 a 606: Indican error global.
3.2.4. Cabeceras
SIP utiliza diferentes cabeceras para indicar por ejemplo a que dirección SIP van los men-
sajes o de donde vienen. Estas cabeceras son muy parecidas a otros protocolos como
HTTP. Las principales cabeceras son las siguientes:
- To: indica la dirección SIP URI a la que va dirigido el mensaje.
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INVITE sip:Root@192.168.1.101:5060;transport=udp SIP/2.0
Call-ID: d18205c9518553a0aec6e1134612f4e9@192.168.1.101
CSeq: 1 INVITE
From: "Peer1«sip:Peer1@192.168.1.101:5070>;tag=12345
To: Root«sip:Root@192.168.1.101:5060>
Via: SIP/2.0/UDP 192.168.1.101:5070;
Max-Forwards: 70
Contact:"Peer1«sip:Peer1@192.168.1.101:5070>
Content-Length: 8
Cuadro 3.2: Ejemplo mensaje SIP
- From: indica la dirección SIP URI de la que procede el mensaje.
- Via: indica la ruta seguida por el mensaje.
- Max Forwards: indica el número máximo de saltos que puede dar el mensaje.
- Call-ID: número único de identificación del mensaje.
- CSeq: número de secuencia con el identificador SIP.
- Contact: indica la URI para contactar con el remitente del mensaje.
- Content-Type: indica el contenido del mensaje.
- Content lenght: indica el tamaño del mensaje.
En la figura 3.2 se puede observar un mensaje INVITE donde se puede observar las
cabeceras anteriormente explicadas.
3.2.5. JAIN-SIP
La implementación de SIP para programar en JAVA utilizada en el proyecto es JAIN-SIP
[5] v1.2 desarrollado por el NIST(Instituto Nacional de Normas y Tecnología de EEUU).
En la figura 3.1 podemos observar los diferentes elementos que componen la arquitectura
JAIN SIP que es la pila encargada de recibir, procesar y enviar mensajes SIP.
- Setup Function: Conjunto de parámetros que permiten la creación de la pila. Estos
parámetros son el nombre elegido para la uri, el puerto para recibir/enviar mensajes
SIP y la IP.
- SIP Listener: Una vez establecido los parámetros de configuración se pasa a crear
el listener donde se recibirán las peticiones SIP por el puerto indicado. Este obje-
to contendrá processRequest encargado de procesar peticiones SIP y processResponse
que procesa las respuestas.
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Figura 3.1: Arquitectura JAIN SIP
- SIP Factory: Se encarga de la creación de diálogos y de los diferentes tipos de
mensajes con sus respectivas cabeceras que se quieran enviar. También inicializa
los puertos de escucha.
- Propietary SIP Stack: Consta de dos partes el SIP provider y el SIP Stack, es la
parte encargada de transmisión y recepción de mensajes.
- SIP Stack: Cuando se han creado las clases anteriores y todos los parámetros
están debidamente configurados se crea la SIP Stack que es la encargada de crear
el Provider.
- SIP Provider: Este objeto es el encargado de enviar y procesar los mensajes
recibidos. Cuando recibe un mensaje lo procesa y según sea una petición o re-
spuesta crea un Event Registration y envía el evento al SIP Listener para que lo
procese adecuadamente.
En la figura 3.2 se observa el sistema de capas y donde esta situada la arquitectura JAIN-
SIP. La aplicación de usuario se comunica con la capa SIP para enviar y recibir mensajes
de la red. La capa JAIN SIP, integrada en la capa SIP, es la encargada de comunicar los
eventos de recepción de mensajes de la red a la aplicación. También crea los mensajes
que la aplicación quiere enviar con todas sus cabeceras y lo envía a la capa de transporte
que mediante UDP lo transporta por la red.
El uso de UDP es importante porque sus cabeceras ocupan menor tamaño y esto implica
menos overhead. Además SIP tiene un propio sistema de reconocimiento de llegada de
mensajes, por ejemplo si se envía un mensaje INVITE siempre será contestado por un
100 Trying y hasta que el emisor no reciba este mensaje de respuesta seguirá enviando
el mensaje INVITE.
3.2.6. Aplicación al sistema P2P
En SIP existen dos maneras de intercambiar mensajes entre UA, creando un dialogo o
una sesión o mediante mensajes independientes.
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Figura 3.2: Estructura de capas
Si se usan mensajes independientes, cada mensaje no guarda ninguna relación con el
anterior ni con el posterior y cada vez que se envía un mensaje se han de rellenar todas
las cabeceras, se puede decir que SIP actúa como un simple protocolo de comunicación
petición respuesta.
En nuestro sistema se ha utilizado el intercambio de mensajes mediante sesiones. Esto
permite tener más controlado la interactividad entre peers y permite tener controlado el
envío de mensajes ya que la cabecera Cseq va aumentando según los mensajes del mis-
mo tipo enviado. Otra ventaja es que una vez establecida la sesión no hace falta rellenar
en todos los mensajes todas las cabeceras porque SIP, al tener creado el dialogo, tiene
almacenado todos los parámetros básicos para el envío de mensajes.
3.2.6.1. Inicio de sesión
En la figura 3.3 se observa el intercambio de mensajes para iniciar sesión con el servidor
raíz (mensajes 1-4), obtener la subscripción a un canal (mensajes 5-8) e iniciar sesión
otra vez con los peers que te tienen que proporcionar el flujo TS (mensajes 9-10).
a Inicio de sesión con el Servidor Raíz
El primer mensaje que se utiliza para establecer una sesión es INVITE [1] es enviado
por el cliente al servidor Raíz, este le contesta con un 100 Trying [2] para indicar que está
procesando el INVITE y después le envía el 200 OK [3] confirmando la sesión. Finalmente
el cliente le envía un ACK [4] confirmando el también la sesión. A partir de aquí la sesión
esta establecida.
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R o o t P e e r 1P e e r 2
I N V I T E  [ 1 ]
1 0 0  T r y i n g  [ 2 ]
2 0 0  O k  [ 3 ]
A c k  [ 4 ]
S U B S C R I B E  [ 5 ]
2 0 0  O k  [ 6 ]
N O T I F Y  [ 7 ]
2 0 0  O k  [ 8 ]
S e s i ó n  E s t a b l e c i d a  
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J O I N  [ 9 ]
J O I N  [ 1 0 ]
S e s i ó n  E s t a b l e c i d a
con  e l  se r v i do r  p r i nc i pa l .
Figura 3.3: Diagrama inicio sesión SIP
b Suscripción al canal
Una vez establecida la sesión con el servidor principal necesitamos obtener los datos del
canal que queremos visualizar y las direcciones URI SIP de los servidores que nos pro-
porcionarán el flujo multimedia. Para ello nos suscribiremos al canal mediante el mensaje
SUBSCRIBE [5] y el servidor para confirmarnos esa suscripción nos enviará un mensaje
NOTIFY [7] cuyo contenido(ver sección 3.1.4.) serán los parámetros de configuración del
servidor y la lista de peers que nos proporcionarán el flujo multimedia. Cada uno de estos
mensajes tiene su correspondiente 200 OK [6][8] de confirmación de llegada del mensaje.
En este momento ya tenemos todos los parámetros necesarios para poder conectarnos
con nuestros servidores de flujo multimedia y ver el canal.
c Inicio de sesión con los servidores multimedia
Ahora procedemos a conectarnos con los servidores multimedia, para ello creamos otra
sesión con cada uno de ellos porque a partir de ahora será con ellos con los que ten-
dremos que dialogar. Para iniciar esta sesión se utilizará el mensaje INVITE, y el cual tiene
como contenido la palabra JOIN lo que nos ayudará a diferenciar este JOIN-INVITE[9-10]
con el INVITE[1] de inicio de sesión con el servidor raíz.
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El mensaje JOIN-INVITE se envía K veces, donde K está definido por el servidor y su valor
se notifica en el mensaje NOTIFY[7], dentro de este NOTIFY[7] también vienen las URI
SIP de los servidores multimedia que debemos conectarnos. El proceso de creación del
dialogo es el mismo que el explicado anteriormente con el mensaje INVITE[1]. Por cada
mensaje JOIN-INVITE se guarda en un vector de servidores los parámetros que sabemos
del servidor como son la URI SIP, puerto datos y el dialogo creado y lo mismo pasa en
el receptor de este mensaje, guarda en un vector de clientes los parámetros del cliente.
Esto nos servirá para después poder ir recorriendo estos vectores y tenerlos localizados
rápidamente.
3.2.6.2. Envió de flujo multimedia
Una vez establecida la sesión con los diferentes peers que proporcionarán el flujo TS o
multimedia se procede a la sincronización con ellos para que envíen los datos. El diálogo
para la sincronización es el mostrado en la figura 3.4.
R o o t P e e r 1
M E S S A G E  D A M E  [ 1 ]
2 0 0  O k  [ 2 ]
2 0 0  O k  [ 4 ]
M E S S A G E  H O R A  [ 3 ]
2 0 0  O k  [ 6 ]
M E S S A G E  S I N C  [ 5 ]
F l u j o  T S
Figura 3.4: Diagrama recepción flujo TS
Primero enviamos un mensaje sip del tipo MESSAGE y el contenido del mensaje es
DAME, al recibir este mensaje el servidor sabrá que tiene un cliente nuevo al que tiene
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que servir flujo TS.
Después el receptor del mensaje DAME[1] contesta con un MESSAGE HORA [3] y el con-
tenido del mensaje es HORA@20<1215168468335>donde 20 es el ultimo objeto que hay
en la cola y el siguiente número es la hora en la que se creó este objeto. Cuando el cliente
recibe este mensaje espera a tener la recepción de este mensaje de todos los servidores
a los que les ha pedido el flujo multimedia. EL proceso al recibir el MESSAGE HORA se
describe en el diagrama 3.5
Figura 3.5: Diagrama MESSAGE HORA
Una vez los tiene todos, calcula la id del objeto por el que va actualmente ya que hay
que tener en cuenta los retardos de propagación y puede ser que cuando recibamos este
mensaje ya no vaya por el 20 sino por el 22. Esto lo calculamos de la siguiente man-
era: primero calculamos el tiempo transcurrido desde que se envió el mensaje hasta este
mismo instante y este tiempo lo multiplicamos por la velocidad de creación de objetos del
servidor raíz. Después se ordena el vector de servidores de mayor a menor retraso(id mas
baja) y con esto conseguimos saber qué peer es el que tiene el objeto más tardíamente
creado. Finalmente obtenemos la id más baja de entre todos los servidores.
Para finalizar este intercambio de mensajes, enviamos el mensaje SINC a cada servidor
con la id del objeto que queremos que nos envíe.El contenido es SINC<24>el número 24
es el objeto que ha calculado el cliente por el que va el servidor y por eso le pedirá ese.
Con esto se consigue estar sincronizados con el servidor.
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3.3. NTP (Network Time Protocol)
3.3.1. Visión general de NTP
NTP (Network Time Protocol) [6] es un protocolo de comunicaciones que permite sin-
cronizar el reloj de un ordenador que este conectado a la red con un servidor central de
tiempo basado en un sistema cliente-servidor. Con ello lograremos una exactitud del or-
den de milisegundos en una red local.
3.3.1.1. Parámetros
Provee a los clientes con tres parámetros fundamentales: clock offset, round-trip delay y
referencia de dispersión. El offset especifica la diferencia entre la hora del sistema local y
la referencia externa de reloj. Round-trip delay especifica las latencias de tiempo medidas
durante la transferencias de paquetes dentro de la red. La referencia de dispersión de
tiempo especifica el máximo número de errores asociados con la información de tiempo
recibido de un reloj externo.
3.3.1.2. Jerarquía
El protocolo tiene una estructura jerárquica. Una série de máquinas (stratum 1) "pre-
guntan” la hora a relojes atómicos, osciladores precisos, o reciben señales GPS, etc.
Otras máquinas (stratum 2) "preguntan” a su vez a las maquinas de stratum 1. A su vez
otras maquinas (stratum 3) "preguntan.a los stratum 2. Finalmente los ordenadores de
los usuarios preguntan a estos stratum 3 para sincronizarse. En la figura 3.6 se puede
observar el organigrama de los stratum.
Cuanto más nos alejemos de los stratum 1 menos exactitud tendremos al sincronizar
nuestra máquina, pero teniendo en cuenta que los ordenes de magnitud son de milise-
gundos, este desfase es despreciable.
3.3.1.3. Transporte NTP
El protocolo NTP usa el protocolo UDP el cual es una parte integrada de la pila TCP/IP.
Actualmente, la versión actual que se está utilizando es NTP 4, y todas las versiones son
compatibles entre si, La única modificación entre la versión 3 y 4 es una variación en la
cabecera para acomodar a IPv6.
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Figura 3.6: Organigrama Stratum NTP
3.3.1.4. Modos de operación
Un servidor NTP stratum 1 tiene tres modos de operación. Unicast, anycast y multicast.
El cliente inicia los modos unicast y anycast, y el servidor responde con un mensaje
de tiempo NTP con el que el cliente se sincroniza. Multicast es un modo de envío de
mensajes a sólo ciertos elementos de la red, a diferencia de broadcast, el cual habla con
todos. A periodos regulares, el dominio es inundado por estos mensajes con motivos de
sincronización.
3.3.1.5. SNTP
El protocolo SNTP (Simple Network Time Protocol), es una versión simplificada de NTP.
Normalmente es utilizada donde la precisión y complejidad de NTP no es necesaria. Am-
bos protocolos son compatibles e intercambiables, es decir, cualquier cliente SNTP puede
sincronizar con un servidor NTP.
3.3.2. Sincronización del sistema
En nuestro caso específico todos los peers se irán sincronizando cada cierto tiempo con
un reloj stratum 1, guardaremos este offset que tenemos en una variable la cual podremos
acceder como por ejemplo en el MESSAGE HORA explicado en la sección 3.2.6.2.
Cada cierto tiempo cada peer se sincronizará con un reloj Stratum 1, que en nuestro caso
hemos elegido hora.rediris.es, y entonces cada peer enviará un mensaje SIP MESSAGE
a sus peers padres e hijos para sincronizarse con ellos. De este modo tenemos todos los
nodos de la red sincronizados, y se podrán calcular los objetos almacenados en el buffer
de los peers.
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CAPÍTULO 4. FLUJO MULTIMEDIA
La fuente generadora de flujo sigue el esquema mostrado en la figura 4.1, donde a
partir de un flujo de vídeo realiza una codificación del mismo en MPEG utilizando la
aplicación VideoLAN (VLC). A partir de este flujo codificado la parte de la aplicación
MediaObjectCreator irá creando según el modo escogido los objetos que los nodos
almacenarán en un buffer para poder servirlos a otros nodos. Como ya se ha comentado
la fuente generadora es la que actúa como nodo raíz de la red y es la que inicialmente
suministra los objetos a la red de distribución.
Figura 4.1: Esquema del generador de flujo
4.1. VideoLAN
VLC media player (inicialmente VideoLAN Client) es un reproductor multimedia del proyec-
to VideoLAN [9]. Es un software libre distribuido bajo la licencia GPL1. Soporta muchos
códecs de audio y vídeo, así como diferentes tipos de archivos, además soporta los for-
matos de DVD (Digital Versatile Disc), VCD (Video Compact Disc) y varios protocolos
streaming2. También puede ser utilizado como servidor en unicast o multicast, en IPv4 o
IPv6, en una red de banda ancha. Es uno de los reproductores más independientes, en
cuanto a plataforma se refiere, con versiones para Linux, Microsoft Windows, Mac OS X,
BeOS, BSD, Pocket PC, Solaris.
Para su utilización en la fuente se ha tenido que configurar el VideoLan de manera que el
flujo codificado de vídeo se envíe por el socket por el cual el MediaObjectCreator esté
esperando el flujo. Para ellos se configuro el VideoLan con el código siguiente:
ou tpu t = " # d u p l i ca te { ds t=s td { access=udp ,mux=ts , ds t =127 .0 .0 .1 :2222} } "
1General Public License, licencia orientada principalmente a proteger la libre distribución, modificación y
uso de software.
2Término que se refiere a ver u oír un archivo directamente desde una red sin necesidad de descargarlo
antes al ordenador
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Donde output es la variable que contiene los datos de la salida por donde el videoLan
debe enviar el flujo, access indica el modo de envío, en este caso UDP, mux indica el tipo
de multiplexado, que es con TS y dst indica la ip destino y el puerto con la que ha de
establecer el socket, que en este caso se hará de manera local.
4.2. Visión general de MPEG
Moving Picture Experts Group (Grupo de Expertos de Imágenes en Movimiento)[10] más
conocido como MPEG, es un grupo de trabajo del ISO/IEC [11] encargado de desarrollar
estándares de codificación de audio y video que son conocidos con el nombre del grupo
que los ha creado.
Existen diferentes formatos normalizados
• MPEG-1 : usado comúnmente para la compresión de audio y vídeo en formato de
CD de vídeo, incluye el formato de compresión de audio Capa 3, más conocido
como MP3.
• MPEG-2 : usado para la compresión de audio y vídeo con calidad de televisión,
utilizado en servicios de TV por satélite, TV digital por cable y en discos de vídeo
DVD.
• MPEG-3 : diseñado para televisión de alta definición, no tuvo éxito y se abandonó
su uso en favor de MPEG-2.
• MPEG-4 : extiende MPEG-1 para soportar ”objetos” audio/vídeo, contenido 3D, co-
dificación de baja velocidad binaria y soporte para gestión de derechos digitales.
• MPEG-7 : sistema formal para la descripción de contenido multimedia.
• MPEG-21 : MPEG describe esta norma futura como un "marco multimedia".
El MPEG utiliza codificadores y decodificadores de compresión con bajas pérdidas de
datos, consiguiendo así reducir el tamaño de los datos minimizando las perdidas de este
proceso. Las muestras tomadas de imagen y sonido son troceadas en pequeños seg-
mentos que son sometidos a una serie de transformaciones matemáticas (transformación
espacio-frecuencia) para finalmente codificadorlos.
Los sistemas de codificación de imágenes en movimiento, tal como MPEG-1, MPEG-2
y MPEG-4, añaden un paso extra, donde el contenido de imagen se predice, antes de
la codificación, a partir de imágenes reconstruidas pasadas y se codifican solamente las
diferencias con estas imágenes reconstruidas y algún extra necesario para llevar a cabo
la predicción.
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4.3. Sistemas MPEG-2
En el proceso de creación de flujos MPEG-2 intervienen dos bloques bien diferenciados:
la capa de compresión y la capa de sistema.
S i s t e m  L a y e r
C o m p r e s s i o n  L a y e r
Figura 4.2: Sistema MPEG
En la capa de compresión se realizan las operaciones de codificación y compresión de
datos. El resultado de la codificación MPEG (tanto para secuencias de vídeo como de
audio), es una sucesión de unidades de acceso que constituyen el denominado flujo ele-
mental (elementary stream o E.S.). Como se observa en la figura 4.2 existen dos codifica-
dores uno para los datos de vídeo y otro para los de audio, una vez que el flujo ha pasado
por el codificador se envia a la capa de Sistema.
En la capa de sistema se realizan las operaciones que permiten la obtención de los flujos
de señal MPEG-2. Como se observa en la figura 4.2, en esta capa los flujos procedentes
de los codificadores se organizan en paquetes y posteriormente se multiplexan las señales
asociadas al programa3 (vídeo, audio, datos, etc) para formar los flujos de programa o de
transporte.
Existen dentro de la capa de sistema unos dispositivos llamados empaquetadores P.E.S.
(Packetized Elementary Stream) que se encargan de convertir cada flujo elemental com-
puesto exclusivamente por unidades de acceso, en un P.E.S. que está compuesto por un
conjunto de paquetes PES. Un paquete PES se compone de una cabecera o header que
contiene información relevante acerca de la carga que transporta y de una carga útil o
payload que contiene el flujo elemental o E.S En la figura 4.3 se puede observar cómo se
realiza el empaquetamiento de las unidades de acceso de un E.S, para convertirlo en un
P.E.S
3Servicio o canal simple de radiodifusión. Según terminología MPEG
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Figura 4.3: Creación de PES-packets a partir de flujo E.S
No hay ningún requerimiento para alinear el comienzo de una ”Access Unit” y el comienzo
de un ”PES-Packet Payload”. Así, una nueva ”Access Unit” puede comenzar en cualquier
punto del ”Payload” de un ”PES - Packet”, y también es posible que varias pequeñas
”Access Unit” estén contenidas en un simple ”PES - Packet”.
4.4. Tipos de multiplexado en sistemas MPEG-2
4.4.1. Flujo de programa
En el caso de Flujos de Programa MPEG-2 o Program Stream, se multiplexan todos los
componentes del mismo programa audiovisual y se incorpora el reloj del sistema, este flujo
se organiza mediante packs que contienen un número indeterminado de PES-packets en
cualquier orden (pudiendo ser de vídeo, de audio, o de datos), en cada paquete se puede
encontrar además una cabecera de paquete y opcionalmente una cabecera de sistema.
4.4.2. Flujo de transporte
En el caso de Flujos de Transporte MPEG-2 o Transport Stream, además de la posibilidad
de multiplexado de varios programas audiovisuales, se añaden diversas informaciones
relativas al servicio: Tabla de Asociación de Programas (PAT), Información para Acceso
Condicional (CAT), Mapa de cada Programa (PMT), Tabla de datos de la red (NIT), etc.
Está compuesto íntegramente por paquetes de transporte que tienen siempre una lon-
gitud fija de 188 bytes y que están compuestos por una Cabecera (4 bytes) seguida en
ocasiones de un campo de adaptación y una carga útil. Los paquetes de transporte se for-
man a partir de los PES-Packets correspondientes a cada flujo elemental de señal (vídeo,
audio, datos, etc.)tal y como se puede ver en la figura 4.4.
El proceso de formación de los paquetes de transporte está sujeto al cumplimiento de dos
condiciones fundamentales. La primera restricción consiste en que el primer byte de cada
PES-Packet debe ser el primer byte del campo de carga útil de un paquete de transporte.
En segundo lugar, un paquete de transporte solamente puede contener datos tomados de
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Figura 4.4: División de un PES-packet en Transport Packets
un único PES-Packet. Como es improbable que un PES-packet rellene las cargas útiles de
un número entero de paquetes de transporte de forma exacta lo que se hace es rellenar
el espacio sobrante mediante el campo de adaptación, el cual tendrá la longitud necesaria
para conseguir que el paquete de transporte sea de 188 bytes. Este despilfarro de espacio
puede minimizarse mediante una elección cuidadosa de la longitud de los PES-packets.
En principio, PES-packets muy largos asegurarían una mayor proporción de paquetes de
transporte completamente llenos de datos útiles. Por abuso del lenguaje los paquetes de
transporte son más comúnmente llamados como TS, esto es debido a que se utilizan en
este modo de multiplexado. Por este motivo en el presente proyecto se usa indistintamente
los dos nombres (TS o paquete de transporte) para referirse al mismo concepto.
4.5. Jerarquía
Cualquier secuencia de vídeo codificada con MPEG se rige por una estructura jerárquica
de componentes, yendo desde el componente más pequeño hasta el más grande.
Figura 4.5: Jerarquia de componentes MPEG
En la figura 4.5 se puede observar la dependencia jerárquica de cada uno de los compo-
nentes y además de algunas de las cabeceras y opciones que componen cada una de las
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partes.
• Bloques : Es la unidad más pequeña que se puede encontrar en el algoritmo
MPEG. Esta formada por 64 (8x8) pixels que pueden ser del tipo: luminancia (Y),
crominancia roja (Cr) o crominancia azul (Cb).
• Macrobloques : Es la unidad básica de codificación. Está formado por 256 (16x16)
pixels de los cuales hay cuatro bloques Y, uno Cr y otro Cb.
• Slice : Conjunto de macrobloques ordenados de izquierda a derecha y de arriba
a bajo. Los slice sirven para manejar posibles errores ya que si existiera un error
en el flujo, el decodificador podría saltar al inicio del siguiente slice sin perder así
demasiada información, es decir, si se pierde un slice el reproductor seria capaz de
visualizar el resto de slice contenidos en la imagen, apreciándose esa perdida en la
imagen visual como cuadros en verde o negro.
• Imágenes : Es la unidad primaria de codificación. Una imagen consiste en tres
matrices que representan los valores de luminancia (Y) y de las dos crominancias
(Cr y Cb).
• GOP : Group of pictures o grupo de imágenes, como indica su nombre es una serie
de imágenes unidas dentro del flujo por una cabecera común.
• Secuencia de vídeo : compuesto por una cabecera de inicio y un código final,contiene
uno o más grupos de imágenes o GOP.
4.6. Flujo multimedia del sistema
4.6.1. MediaObjectCreator
Esta es la parte de la aplicación que se encarga de crear y gestionar los MediaObjects.
Cuando la fuente se ponga en marcha, crea un socket UDP que estará a la espera de
que llegue flujo MPEG desde el VLC. Una vez le llegue, lo irá tratando según el modo
configurado. Una vez ha creado el objeto lo envía a la cola finita de distribución donde se
almacenaran hasta que sean enviados por la red o hasta que a cola esté llena momento
en el que se borraran los primeros objetos almacenados para dejar espacio a los últimos
objetos creados.
4.6.2. MediaObject
Para gestionar el envío de flujo en el sistema se ha pensado en crear unos objetos lla-
mados MediaObjects que ejercerán las funciones de empaquetadores de flujo. Estos
objetos contienen un identificador, una marca de tiempo y una cantidad determinada del
flujo MPEG. La ventaja que ofrece este empaquetamiento es, principalmente, que permite
tener controlados los trozos de flujo que se van generando para así asegurar su correcta
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Figura 4.6: Modelo general de captación flujo y generación de objetos
distribución por la red. Cuando se genera un nuevo objeto se le asigna un identificador
único, el valor del cuál será una unidad mayor que el objeto anterior creado. Además se
le añade el instante de tiempo en el que se ha creado, esto permitirá tener un control del
retardo con el que llegan los objetos a los nodos. Cuando se recibe una petición de envío
de flujo de un nodo a otro, se van cogiendo los objetos solicitados de esta cola, por eso
la importancia del identificador, así el nodo que debe servir el objeto sabe cuál es el que
tiene que buscar y sacar de la cola.
4.6.3. Modos de captura
Para almacenar el flujo en los objetos se pensó en dos posibles modos: mediante Trans-
port Streams o mediante Groups of Pictures.
4.6.3.1. Transport Stream
En este modo lo que se pretende es que cada objeto contenga un número determinado
de paquetes de transporte o TS. Para ello se ha tenido en cuenta que a la hora de recibir
un flujo mpeg mediante el programa Videolan, los TS están agrupados en 7 paquetes de
trasnporte, es decir, cada grupo de datos recibidos mediante Videolan contiene 7 TS por
lo que el tamaño total es de 1316 bytes (7 paquetes por 188 bytes por paquete).
Una vez captado un grupo de 7 paquetes de transporte se procede a guardarlo en el
objeto mediante un vector, en el que en cada posición irá almacenado cada grupo de 7.
En este modo el programa solo se encarga de ir almacenando los TS y controlar cuando
se llena un objeto para enviarlo a la cola de envío.
En la figura 4.7 se puede observar el diagrama de flujo para la obtención de objetos
mediante el modo TS. En el algoritmo se tiene en cuenta el tamaño que deberá tener
el objeto contSize, este valor se obtiene multiplicando el número de grupos de TS que
tendrá el objeto por el tamaño de cada objeto por los 7 TS de cada gurpo. Cada vez
que se obtenga un grupo de 7 TS desde el socket UDP se comprobará si contSize tiene
valor cero, si es así se creará un nuevo objeto sino se añadirán los TS recogidos al objeto
previamente creado. Una vez añadidos se comprueba si se ha llegado al valor de contSize
si no es así se siguen obteniendo TS, si se ha llegado se entiende que el objeto ya se ha
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llenado y se envía a la cola, entonces contSize toma valor cero para que se pueda formar
un nuevo objeto.
Figura 4.7: Diagrama de flujo del modo TS
A partir de las pruebas realizadas en la aplicación (véase justificación en la sección 7.1.)
se ha establecido que para que se pueda reproducir correctamente el flujo multimedia
en el receptor los objetos creados en este modo deben contener un mínimo de unos 20
grupos de 7 TS por objeto aunque este dato puede ser configurado por el usuario, siempre
y cuando se respete este valor mínimo.
4.6.3.2. Group of Pictures
En este modo los objetos contendrán un número determinado de GOP’s, para poder con-
seguir esto se ha de ir analizando cada paquete generado por el VLC para encontrar
donde empieza cada GOP.
Figura 4.8: Estructura de bits de código de inicio
Para identificar el inicio de GOP se utiliza los bits de código de inicio que viajan dentro del
flujo. Como se puede ver en la figura 4.8 este código se compone por 32 bits repartidos
de la siguiente manera: las 3 primeros bytes son el prefijo de código de inicio que indica
que empieza un código de inicio. El ultimo byte se utiliza para el identificador de flujo
(stream-ID) que indica que tipo de flujo viaja a continuación.
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Código inicio Utilización
0x00 Picture
0x01 - 0xAF Slice
0xB3 Sequence header
0xB8 Group of Pictures
0xB7 sequence end
Cuadro 4.1: Tabla de algunos códigos de inicio
En el cuadro 4.1se puede observar algunos de los identificadores que existen y a qué tipo
de flujo corresponden. Una vez encontrado el identificador correspondiente al inicio de un
GOP (que en este caso corresponde al valor hexadecimal 0xB8) se irán guardando los
datos recibidos, la aplicación contabilizará los GOP encontrados hasta llegar al número
total de GOP que ha de contener un objeto (número definido por el usuario). Una vez se
haya alcanzado el número total y se encuentre el inicio del siguiente GOP, se procederá a
la creación del objeto y a su posterior almacenamiento en la cola. Para este modo no se
ha establecido un valor mínimo de GOP por objeto (véase justificación en la sección 7.1.)
En la figura 4.9 se puede apreciar el diagrama de flujo que sigue la aplicación para con-
seguir crear los objetos mediante la separación en GOP. Para ello se analiza si un TS
contiene el identificador de inicio, si no lo tiene se guarda en el buffer R y se analiza el
siguiente TS. Si se encuentra el código de inicio, se incrementa una variable que cuen-
ta cuantos inicio de GOP se han encontrado contGOP. La variable booleana encontrado
sirve para indicar que se han encontrado todos los GOP deseados. Esto permitirá que
una vez se han encontrado todos los inicios de GOP que se querían hay que esperar a
encontrar el siguiente inicio de GOP. De esta manera se podrá crear el objeto aseguran-
do que el último GOP queda completo. Si encontrado es verdadero se creará el objeto y
se enviará a la cola de distribución. Si encontrado es falso se tendrá en cuenta si se ha
llegado al número de GOP’s deseados, si es que sí encontrado será verdadero, si es que
no almacenaremos en el buffer R.
Figura 4.9: Diagrama de flujo del modo GOP
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Se ha de destacar que con el modo TS el tamaño de los MediaObjects es fijo debido
a que los paquetes de transporte son de longitud fija, y todos los objetos almacenan el
mismo número de TS, en cambio utilizando GOP el tamaño es variable ya que cada GOP
no transporta el mismo número de paquetes de transporte. Utilizar el modo GOP en vez
del modo TS representa una ventaja a la hora de reproducir el flujo debido a que si por
ejemplo en un objeto viaja un segundo de vídeo y se pierde ese objeto, el reproductor se
saltara ese segundo de vídeo pero podrá seguir reproduciendo el siguiente segundo que
llegue con el siguiente objeto. En cambio si se utiliza el modo TS si se pierde un objeto
no es seguro que el reproductor pueda seguir reproduciendo el vídeo con el siguiente
objeto que llegue, ya que se necesita que haya un inicio de GOP o de imagen para poder
reproducir correctamente el flujo multimedia.
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CAPÍTULO 5. SERVIDOR TV
MULTICONFERENCE STREAMING
5.1. Introducción
Esta es la aplicación que será la encargada de crear los objetos a partir de un vídeo en
MPEG, se encargará de la sincronización con los peers y les enviará el flujo multimedia.
Para la realización de la GUI (Graphic User Interface) del servidor se ha utilizado SWT
[8] Es un conjunto de componentes para construir interfaces gráficas en Java, (widgets)
desarrollados por el proyecto Eclipse. La interfaz del entorno de eclipse también depende
de una capa intermedia de interfaz gráfica de usuario (GUI) llamada JFace que simpli-
fica la construcción de aplicaciones basadas en SWT. La aplicación del servidor raíz se
compone principalmente de cuatro pestañas:
- Propiedades del servidor
- Grafo
- Reproductor local
- Logger
5.2. Diagrama de clases
En la figura 5.1 se muestra la relación entre clases de la aplicación servidor. A continua-
ción se explicará cada clase:
- ServerGUI: Clase principal de la aplicación servidor raíz, esta clase es la encargada
de inicializar todas las demás.
- OptionsMRL: Clase que compone la pestaña de propiedades del servidor y es la
que obtiene los parámetros de configuración.
- InitGrafo: Clase que contiene el grafo de red y dibuja el grafo.
- TestPlayer: Clase que implementa el reproductor multimedia local y activa la capa
SIP.
- logserver: Clase que implementa el log de eventos del servidor.
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Figura 5.1: Diagrama de clases aplicación servidor
5.3. Propiedades del servidor
En esta pestaña principalmente están los parámetros de configuración del servidor. Son
los atributos necesarios para poder hacer funcionar el servidor.
En la figura 5.2 se muestra la interfaz gráfica del programa servidor, más concretamente
la parte de configuración. Como se puede ver hay dos partes diferenciadas, la relacionada
con SIP y la parte de MPEG. Ahora pasamos a describir los diferentes campos de cada
sección.
5.3.1. Sip
- Login: Es el nombre de la máquina servidor. Con este nombre se creará la URI SIP.
Por ejemplo, en este caso será: Root@IP:Puerto
- Puerto: En este campo pondremos el puerto por el cual queremos recibir y enviar
la señalización SIP. Es el puerto que forma parte de la URI SIP.
- Alpha: Es el número de peers de primer nivel que administrará flujo TS el servidor
Raíz.
- K: Es el número de conexiones de flujo TS que tendrá cada peer.
5.3.2. Flujo mpeg
- File: Es el vídeo mpeg que reproducirá el servidor y lo enviará en Streaming a los
peers.
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Figura 5.2: Configuración Servidor
- Mode: Elegiremos como deseamos crear los objetos si en modo TS o en modo
GOP.
- Media Object Size: Se indica el número de TSs o el numero de GOPs por objeto.
- Object Queue Length: Este parámetro no es configurable, viene establecido según
α y K.
- Transport Mode: Indica si queremos que el transporte de objetos sea o TCP o UDP.
5.4. Grafo de red
5.4.1. Introducción
Esta parte nos sirve para observar la topología de la red de una forma general. Para
realizar la visualización de los nodos dentro de la pestaña se utiliza un Canvas que es un
lienzo donde se permite pintar en él y donde se obtienen eventos.
5.4.2. Diagrama de clases
En la figura 5.4 se muestra la relación las clases que componen el grafo de red. A conti-
nuación se explicaran cada una de ellas:
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Figura 5.3: Grafo de red
- InitGrafo:Esta clase se encarga de calcular el diámetro de la red y el numero de
peers como se explica en la sección 2.3.1. y lo guarda en el vector niveles. Una
vez calculado esto se inicializa la clase GraphDrawingTuning pasándole el vector
niveles.
- GraphDrawingTuning: Clase que es la encargada de dibujar los nodos, por cada
nodo inicializa una clase NodeTuning.
- NodeTuning: Clase que implementa un Canvas para dibujar el nodo, contiene la
URI Sip del nodo al que identifica siempre y cuando el nodo esté conectado.
5.4.3. Evolución del grafo
En la figura 5.3 observamos el grafo completo del sistema. Los peers verdes son los que
se han conectado y los rojos los peers que aun se pueden conectar. Según los parámetros
α y K se creará un grafo diferente en este caso como se observa en la figura 5.2 α es 4 y
K es 2 y como resultado da este grafo.
Cada vez que se conecte un nuevo peer se pondrá en verde una bolita que representa un
peer. Esta conexión el servidor la detecta cuando llega el mensaje SUBSCRIBE explicado
en la sección 3.2.6.1. El peer en verde que se ve en la figura 5.3 representa el servidor
principal que es quien inicia el grafo. En la figura 5.5 podemos observar la evolución del
grafo después de llegar un mensaje SUBSCRIBE de un peer.
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Figura 5.4: Diagrama de clases Grafo de red
5.5. Reproductor local
5.5.1. Introducción
En la sección reproductor se puede observar la reproducción en curso, es le mismo vídeo
que se esta enviando y viendo los otros peers de la red. Se puede aumentar el volumen,
ver el nombre del vídeo en reproducción y parar/encender el servidor.
Figura 5.5: Evolución del grafo de red
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Figura 5.6: Reproducción local servidor
5.5.2. Diagrama de clases
En la figura 5.4 se muestra la relación entre clases de las clases que componen el repro-
ductor, además muestra cuando se inicializa la capa SIP. A continuación se explicará cada
clase:
- TestPlayer: Clase principal donde se inicia un Canvas para poder introducir el VLC.
- PlayerControlComposite: Clase que dibuja un canvas para poder añadir los con-
troles del VIdeoLAN.
- BotoneraAction: Clase donde se encuentran los botones de control del VideoLAN
y donde está el botón PLAY que inicializa el servidor.
- SenderTheap: Clase que implementa un Thread, es un hilo en ejecución indepen-
diente del proceso principal, que envía el flujo multimedia creado por el servidor al
VideoLAN para poder visualizarlo localmente.
- SntpClient: Clase que se comunica con un servidor NTP y nos da el offset que
tenemos con la hora de ese servidor, todos los peers obtendrán este offset para
que todos los elementos de la red estén sincronizados.
- SipLayerFuente: Clase que implementa la SipStack (ver sección 3.2.). Esta clase
es la encargada de todo el envió y recepción de mensajes SIP.
- TableHashPeer: Cada vez que llega un mensaje SUBSCRIBE (ver 3.2.6.1.), se
activa esta clase que añade el nuevo peer que ha ingresado, elimina del vectorPeer
K elementos para añadir el nuevo peer. El vectorPeer es un vector que almacena la
información de los peers conectados con el servidor raíz.
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Figura 5.7: Diagrama de clases del Reproductor
- Peer: Clase que contiene las propiedades de cada peer como son la URI SIP y el
puerto de datos.
5.6. Registro de eventos
Para la realización del registro de eventos se ha utilizado log4j [12]. Log4j es una biblioteca
que permite a los desarrolladores de software elegir la salida y el nivel de granularidad
de los mensajes o ”log” en tiempo de ejecución y no en tiempo de compilación como
es comúnmente realizado. La configuración de salida y granularidad de los mensajes se
realiza en tiempo de ejecución mediante el uso de archivos de configuración externos.
En nuestro caso la salida utilizada es un componente de SWT, más concretamente un
StyledText.
Para configurar el log4j primero se ha de declarar un Appender que es una salida y en
este caso es un StyledText:
public class TextAppender extends WriterAppender {
pr ivate s t a t i c Sty ledText t e x t = nul l ;
public void append( f i n a l LoggingEvent logg ingEvent ) {
f i n a l S t r i n g message = th is . l a yo u t . format ( logg ingEvent ) ;
t e x t . ge tD isp lay ( ) . asyncExec (new Runnable ( ) {
public void run ( ) {
switch ( logg ingEvent . getLeve l ( ) . t o I n t ( ) ) {
case Level .ERROR_INT :
StyleRange styleRange = new StyleRange ( ) ;
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styleRange . s t a r t = t e x t . getText ( ) . l eng th ( ) ;
styleRange . leng th = message . leng th ( ) ;
styleRange . f o n t S t y l e = SWT.BOLD;
styleRange . foreground = red ;
red = new Color ( t e x t . ge tD isp lay ( ) , 255 , 0 , 0 ) ;
t e x t . append( message ) ;
t e x t . setStyleRange ( styleRange ) ;
break ;
}
public s t a t i c void se tText ( S ty ledText t e x t ) {
TextAppender . t e x t = t e x t ;
}
}
Y después una vez se inicializa el StyledText se indica que este componente es la salida
de los registros mediante el método setupLog4JAppender:
public class logServer extends Composite {
pr ivate Logger logger = Logger . getLogger ( th is . getClass ( ) . getName ( ) ) ;
pr ivate Sty ledText tex tArea = nul l ;
pr ivate Group logGroup ;
public logServer ( Composite parent , i n t s t y l e ) {
super ( parent , s t y l e ) ;
i n i t i a l i z e ( ) ;
}
pr ivate void i n i t i a l i z e ( ) {
th is . se tLayout (new F i l l L a y o u t ( ) ) ;
logGroup = new Group ( this , SWT.SHADOW_ETCHED_IN) ;
logGroup . se tText ( " Log de l Sistema " ) ;
logGroup . setLayout (new F i l l L a y o u t ( ) ) ;
tex tArea = new Sty ledText ( logGroup , SWT. MULTI | SWT.BORDER
|SWT.V_SCROLL |SWT.H_SCROLL) ;
setupLog4JAppender ( tex tArea ) ;
}
protected s t a t i c void setupLog4JAppender ( S ty ledText t e x t ) {
TextAppender . se tText ( t e x t ) ;
P ro p e r t i e s l o g Pro p e r t i e s = new Pro p e r t i e s ( ) ;
l o g Pro p e r t i e s . put ( " l o g 4 j . rootLogger " , " INFO , TEXTAREA" ) ;
l o g Pro p e r t i e s . put ( " l o g 4 j . appender .TEXTAREA" , " org . sms . swt . TextAppender " ) ;
l o g Pro p e r t i e s . put ( " l o g 4 j . appender .TEXTAREA. l a yo u t " , " org . apache . l o g 4 j .
Pat ternLayout " ) ;
l o g Pro p e r t i e s . put ( " l o g 4 j . appender .TEXTAREA. l a yo u t . ConversionPat tern " ,
" %d {HH:mm: ss } %5.5p %40.40c : %m%n " ) ;
P ro p e r t yCo n f i gu ra to r . co n f i g u re ( l o g Pro p e r t i e s ) ;
}
}
En esta pestaña se registra todo lo que va sucediendo en nuestro sistema. Como por
ejemplo la URI SIP del server que se muestra en la figura 5.8, la recepción y el envío
de mensajes SIP y posibles errores ocurridos. Se trata de una forma de monotorizar el
servidor y saber qué está ocurriendo en cada momento.
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Figura 5.8: Registro de eventos Server
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CAPÍTULO 6. CLIENTE TV MULTICONFERENCE
STREAMING
6.1. Introducción
La aplicación cliente se conecta al servidor Raíz mediante SIP, establece un dialogo de
sincronización, este le envía las URI SIP de los peers que le proporcionarán el flujo de
objetos, el cliente les pedirá este flujo y ellos se lo enviarán.
Para la realización de la interfaz gráfica del cliente se ha utilizado SWT [8]. La aplicación
del usuario se compone principalmente de tres pestañas:
- Propiedades
- Canales
- Logger
6.2. Diagrama de clases
Figura 6.1: Diagrama UML aplicación cliente
En la figura 6.1 se muestra la relación entre clases de la aplicación cliente. A continuación
se explicará cada clase:
- ClientGUI: Clase principal de la aplicación servidor raíz, esta clase es la encargada
de inicializar las demás clases.
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- ConfigClientes: Clase que compone la pestaña de propiedades del cliente.
- Canales: Clase donde se muestra los canales para ser visualizados.
- logserver: Clase que implementa el registro de eventos del cliente.
6.3. Propiedades
En esta pestaña se podrá configurar los diferentes parámetros del cliente que son nece-
sarios para poder establecer el dialogo SIP y después, el envío de flujo multimedia a través
de sockets.
Figura 6.2: Configuración Cliente
- Login: Es el nombre de la máquina cliente. Con este nombre se creará la URI SIP.
Por ejemplo en este caso será: pep@IP:Puerto
- Puerto SIP: En este campo pondremos el puerto por el cual queremos recibir y
enviar la señalización SIP. Es el puerto que forma parte de la URI SIP.
- Puerto Datos: Este campo nos servirá para definir el puerto por el que recibiremos
el flujo TS.
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6.4. Lista de canales
6.4.1. Introducción
Una vez conectados con el servidor Raíz obtendremos una serie de canales los cuales
podremos visualizar.
Figura 6.3: Lista canales cliente
Como se observa en la figura 6.3 se puede ver los canales disponibles para ser visua-
lizados. Cada canal tiene una serie de parámetros característicos que comentamos a
continuación:
- Canal: Nombre del canal.
- Descripción del canal: Pequeña descripción del contenido del canal.
- ID: Identificador único que tiene cada canal.
- Uri SIP: Uri SIP del servidor del canal. Nos sirve para conectarnos al servidor que
emite el canal.
- Rate: Es la tasa de objetos por segundo a la que genera la fuente.
- Queue Length: Tamaño de cola necesario en los peers para que no se pierda
ningun objeto.
Una vez seleccionado un canal, pulsando el botón ver canal, se puede visualizar el canal
en una pestaña aparte como se muestra en la figura 6.4.
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Figura 6.4: Reproductor cliente
6.4.2. Diagrama de clases
En la figura 6.5 se muestra la relación entre clases de las clases que componen canales,
además muestra cuando se inicializa la capa SIP. A continuación se explicará cada clase:
- Canales: Clase principal donde esta la lista de canales disponibles.
- initVLC: Clase que implementa el VideoLAN incrustado mediante ActiveX ver sec-
ción 6.4.3.
- SipLayerClient: Clase que implementa la SipStack. Esta clase es la encargada de
todo el envió y recepción de mensajes SIP.
- SntpClient: Clase que se comunica con un servidor NTP y nos da el offset que
tenemos con la hora de ese servidor, todos los peers obtendrán este offset para
que todos los elementos de la red estén sincronizados.
- PeerCliente: Clase que contiene las propiedades de cada peer como son la URI
SIP y el puerto de datos.
- ClientDataSocket: Clase que implementa un Thread que recibe flujo de sockets
abiertos con el servidor
- SenderClientVLC: Clase que implementa un Thread que se encarga de enviar los
objetos al VLC.
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Figura 6.5: Diagrama UML de Canales
6.4.3. ActiveX
6.4.3.1. Introducción
ActiveX es un ComponentObjectModel (COM) desarrollado por Microsoft para plataformas
Windows. El software basado en la tecnología ActiveX es difundido mediante un plugin
para Internet Explorer, los controles ActiveX se basan en aplicaciones ejecutables desde
páginas web.
6.4.3.2. Descripción del control ActiveX del VLC
La aplicación VideoLAN para la plataforma Windows incorpora como opción instalar el
control ActiveX, que permite incrustar el VideoLAN en un navegador web y en aplica-
ciones.
Los controles ActiveX tienen definidas unas propiedades que son propias para cada uno,
en el caso del control ActiveX de VideoLAN tiene definidas las propiedades en el Cuadro
6.6
Las propiedades definidas para el control ActiveX permiten obtener información, ya sea,
si hay algún elemento para reproducir, que elemento se esta reproduciendo. Son informa-
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Figura 6.6: Propiedades
ciones típicas de un reproductor.
Figura 6.7: Métodos
Como en el caso de las propiedades, los controles ActiveX tienen definidos unos méto-
dos que les permiten que tengan alguna funcionalidad, en el caso del control ActiveX de
VideoLAN tiene definido los métodos en el Cuadro 6.7.
Los métodos definidos corresponden a funciones que puede hacer cualquier reproductor
que permita ver vídeo. Es decir, podemos dar inicio a una reproducción, pasar al siguiente
elemento de la lista de reproducción, etc.
Conociendo las propiedades y las funciones del control ActiveX podremos desarrollar en
Java una aplicación que nos permita incrustar el VideoLAN permita y que permite contro-
larlo mediante el control ActiveX.
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6.4.3.3. Manejo del Control ActiveX
Para poder trabajar con el plugin ActiveX de VideoLAN a través de Java, usamos unas
clases que existen en la API de SWT, que son:
- OleFrame
- OleControlSite
- OleAutomation
Con estas tres clases el mecanismo para tener acceso a la API del plugin ActiveX de
VideoLAN, lo primero de todo es crear un contenedor donde se van a contener los con-
troles del plugin, el contenedor lo obtenemos a partir de la clase OleFrame. Cuando ten-
emos el contenedor creado podemos agregar un un sitio de control del plugin mediante
la clase OleControlSite, donde uno de los parámetros que se le pasa al constructor es el
plugin que queremos usar. En nuestro caso, usaremos el plugin ActiveX de VideoLAN.
Para tener acceso al mecanismo de los métodos de la API del plugin ActiveX de VideoLAN,
utilizamos la clase OleAutomation que al final nos permitirá el acceso a las funciones de
la aplicación.
Esta explicación se entenderá mejor con el ejemplo siguiente:
public class ejemploOle {
OleFrame frame = new OleFrame ( th is , s t y l e ) ;
t ry {
O leCont ro lS i te s i t e = new OleCont ro lS i te ( frame ,SWT.NONE,
’ ’ VideoLAN . VLCPlugin .1 ’ ’ ) ;
OleAutomation auto = new OleAutomation ( s i t e ) ;
} catch ( SWTException e ) {
System . out . p r i n t l n ( ’ ’ Unable to open VideoLAN . VLCPlugin .1 ’ ’ ) ;
return ;
}
}
Hasta aquí hemos explicado como tener un escenario para el acceso a las propiedades y
a los métodos del plugin ActiveX de VideoLAN. Ahora bien, el objeto que hemos creado
con la clase OleAutomation, nos permitirá modificar las propiedades e invocar los métodos
referentes al plugin.
6.4.3.4. Modificación o recuperación de las propiedades del control ActiveX
Existen dos métodos de la clase OleAutomation que son esenciales, con ellos podremos
inicializar o modificar y recuperar algunas propiedades del control:
- getProperty
- setProperty
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Para empezar cualquier aplicación ActiveX, se han de inicializar algunas propiedades del
control ActiveX, por ejemplo, en nuestro caso como que se trata de una aplicación que re-
produce vídeos, antes de empezar deberíamos añadir un elemento, tal y como se muestra
en el siguiente ejemplo:
public void setMRL ( S t r i n g mr l ) {
se tProper ty ( ’ ’MRL ’ ’ , new Va r i a n t ( ( S t r i n g mr l ) ) ;
} pr ivate se tProper ty ( S t r i n g proper ty , Va r i a n t v a r i a n t ) {
i n t [ ] r g d i s p i d = auto . getIDSOfName (new S t r i n g [ ] { p roper ty } ) ;
i n t dispIdMember = r g d i s p i d [ 0 ] ;
auto . se tProper ty ( dispIdMember , v a r i a n t ) ;
}
Si quisiéramos recuperar la información de alguna propiedad del control ActiveX, se haría
tal y como se muestra en el siguiente ejemplo:
public void getMRL ( S t r i n g mr l ) {
return ge tProper ty ( ’ ’MRL ’ ’ ) . g e tS t r i n g ( ) ;
} pr ivate ge tProper ty ( S t r i n g proper ty ) {
i n t [ ] r g d i s p i d = auto . getIDSOfName (new S t r i n g [ ] { p roper ty } ) ;
i n t dispIdMember = r g d i s p i d [ 0 ] ;
auto . ge tProper ty ( dispIdMember ) ;
}
6.4.3.5. Invocacion de métodos del control ActiveX
La invocacion de los métodos del control ActiveX permitirá darle funcionalidad a la apli-
cación. Usaremos el método de la clase OleAutomation que se encargará de hacer la
invocación , el método utilizado es invoke.
En el siguiente ejemplo el método que se invoca es el de reproducción de un elemento,
del siguiente modo:
public void play ( ) {
invokeMethod( ’ ’ p lay ’ ’ ) ;
} pr ivate Va r i a n t invokeMethod ( s t r i n g method ) {
i n t [ ] r g d i s p i d = auto . getIDSOfName (new S t r i n g [ ] { p roper ty } ) ;
i n t dispIdMember = r g d i s p i d [ 0 ] ;
return auto . invoke ( dispIdMember ) ;
}
El método play es uno de los métodos que hemos nombrado en el Cuadro 6.7 , pues bien,
el resto de los métodos que aparecen se harían como en este ejemplo.
Teniendo implementado los propiedades y los métodos del control Active de VideoLAN,
podemos desarrollar en Java una aplicación sencilla que permita la reproducción de un
elemento, como se muestra en la Figura 6.4.
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Figura 6.8: Log de eventos del Cliente
6.5. Registro de eventos
En esta sección se observa todo lo que va sucediendo en el sistema. Como, por ejemplo,
la recepción y el envió de mensajes SIP y los posibles errores ocurridos. Se trata de una
forma de monotorizar el cliente y saber que esta ocurriendo en cada momento. Se utiliza
log4j utilizado de la misma manera que en el servidor ver sección 5.6.
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CAPÍTULO 7. PRUEBAS
7.1. Creación de objetos
Para la creación de objetos se tuvieron que realizar una serie de pruebas debido a que
dependiendo del modo utilizado el flujo de salida en los clientes no se reproducía correcta-
mente. Para realizar estas pruebas se inició la raíz de la red y se conectó un único cliente,
ya que no hacia falta conectar más nodos, puesto que el problema no radicaba en la red
si no en la cantidad de TS disponibles en cada objeto para que el programa VideoLAN lo
pudiera reproducir correctamente y sin cortes.
Se ha de calcular la velocidad de objetos por segundo a la que se crean para que después
el cliente pueda calcular correctamente que objetos ha de pedir. Siendo vel la velocidad
media del flujo multimedia (bits/s), N el número de bits que viajan por objeto y Rate la
velocidad a la que se generan los objetos por segundo. Se tiene que Rate = vel/N. El
valor de vel se obtiene en base a la tasa de reproducción del vídeo, esta variable tiene un
valor de unos 1300 Kbits/s de media. Para la obtención de N se calcula en base al número
de TS con los que se crea el objeto, N = 7 ·188bytes ·8 ·numTS.
7.1.1. Modo TS
En este modo como se ha comentado con anterioridad (sección 4.6.3.1.) se agrupan 7
paquetes de trasporte para formar un conjunto, es el número de estos conjuntos lo que
el usuario de la aplicación raíz puede configurar. Se han realizado pruebas con diferentes
valores, teniendo en cuenta que un resultado ideal sería la reproducción del flujo en la
aplicación cliente sin ningún tipo de corte y con una calidad de imagen igual que si se
reprodujera de forma local. En la tabla 7.1 se observan las velocidades de generación de
objetos para diferentes números de TS por objeto.
Una vez obtenidas las velocidades se procede a la observación de la calidad de la repro-
ducción en el cliente.
Se puede observar en la tabla 7.2 que para valores pequeños la reproducción no es
perfecta, esto es debido a que se debe crear una correlación entre la velocidad a la que
llegan los objetos con la velocidad a la que puede reproducir el VideoLAN, si hay pocos TS
Num TS Tamaño del objeto (bits) Rate (objetos/segundo)
5 52640 24,69.
20 210560 6,17.
50 526400 2,46.
60 631680 2,06.
100 1052800 1,23.
Cuadro 7.1: Cálculo de velocidad de generación de objetos
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Valor Observación
5 se reproduce correctamente unos 20 segundos y después no se ve nada.
20 se reproduce correctamente, no se aprecian ni cortes ni paradas de vídeo.
50 se reproduce correctamente, no se aprecian ni cortes ni paradas de vídeo.
60 se reproduce correctamente, no se aprecian ni cortes ni paradas de vídeo
100 se reproduce correctamente, no se aprecian ni cortes ni paradas de vídeo
Cuadro 7.2: Valores de números de TS
para reproducir se enviarán al VideoLAN de forma demasiado rápida para que de tiempo a
otro objeto a llegar, por lo que el tiempo entre objeto y objeto produce que haya cortes en
la reproducción. Si, en cambio, los objetos llegan a más velocidad que la de envío hacia el
VideoLAN se produce una superposición en la reproducción por lo que se aprecian saltos
en las imágenes. En los resultados obtenidos en la tabla se ha comprobado que a partir
de un valor de 20 conjuntos de 7 TS la reproducción en el cliente es aceptable.
7.1.2. Modo GOP
Para el modo de GOP no se han realizado pruebas debido al hecho que se necesita saber
la velocidad de generación de objetos de la fuente. Debido a que no se sabe de antemano
cuantos TS tiene un GOP se debería hacer un cálculo de la longitud media que tienen los
GOP para poder calcular la velocidad de generación de objetos. Debido a la complejidad
de calcular este promedio no se han implementado estas pruebas.
7.2. Escenario 1
En este escenario los parámetros de configuración són α = 6, K = 2 y un tamaño de
objeto de 100 TS. Esto supone un máximo de 11 nodos en el supuesto que estén todos
conectados, sin contar el nodo raíz. Las pruebas se han realizado en el laboratorio de
telemática que utilizan una red de 100 Mbps.
Se puede observar que como resultado de la creación del grafo completo se obtiene un
máximo de niveles de H = 4
7.2.1. Retardo de red
Se pretende observar cual es el retardo que sufren los objetos en la red. Se entiende
como retardo el tiempo transcurrido desde que un objeto se crea en la fuente hasta que
llega a un nodo que se encuentra en el ultimo nivel del grafo. Gracias a la marca de tiempo
de cada objeto se puede calcular el tiempo transcurrido desde que se creó hasta que le
llega al nodo y precisamente esta diferencia es lo que se esta comprobando.
El retardo teórico de la red se calcula como R = H ·K u.t. Teniendo en cuenta que λ = 1,2
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R o o t K  c h u n k s / t . s .
1 / K  c h u n k s / t . s
Figura 7.1: Escenario 1
objetos/s para el caso en el que el objeto cuente con 100 grupos de 7 TS (ver tabla 7.1),
se tiene que la unidad de tiempo del sistema es de u.t.= 1/1,2 = 0,83 segundos. Por lo
que se tiene que el retardo total de la red es de R = H ·K u.t. = 4 ·2 ·0,83 = 6,66s = 6660
ms.
- Retardo en el primer nivel: 1840 ms
- Retardo en el segundo nivel: 3595 ms
- Retardo en el tercer nivel: 5678 ms
- Retardo en el cuarto nivel: 7380 ms
- Retardo envío entre peers = 170 ms
Del retraso teórico al practico hay una diferencia de unos 720 ms esto es debido a que
en el cálculo teórico no se contempla al retardo producido por la transmisión de datos
por un medio. Con los resultados podemos decir que el modelo práctico se aproxima muy
favorablemente al teórico.
7.2.2. Sincronización
Una de las condiciones de la red es que los nodos estén sincronizados, se entiende por
sincronizados como que todos los nodos que forman parte del mismo nivel deben recibir
58 Implementación de un sistema de televisión peer-to-peer estructurado
los mismos objetos en el mismo instante de tiempo. Se ha realizado la comprobación y
a pesar de que algunos objetos llegan desordenados al nodo, en el buffer de todos los
nodos del mismo nivel se observan los mismo identificadores de objeto, por lo que se
puede afirmar que la red esta sincronizada.
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CAPÍTULO 8. CONCLUSIONES
8.1. Objetivos realizados
Al principio del proyecto se definieron una serie de objetivos a cumplir:
- Analizar el flujo multimedia obtenido del VideoLAN, segmentar el flujo en TS y en
GOP y empaquetarlos en objetos.
- Sincronizar todos los nodos de la red.
- Intercambiar datos entre los nodos de la red.
- Crear una red estructurada con topología finita y garantía de QoS.
- Enviar y recibir de objetos a través de la red.
En base a las pruebas obtenidas, se puede afirmar que los objetivos han sido alcanzados.
Cabe destacar que para la reproducción del flujo, cuando éste ha sido segmentado en
GOP, se tendría que se realizar el cálculo de la velocidad media a la que se envían los
objetos para que su reproducción fuera más óptima como se ha comentado en la sección
7.1.2.
8.2. Línea futura
Una vez superados los principales objetivos, es hora de comenzar a pensar en otras
metas. En un futuro se podría añadir al presente sistema la posibilidad de que un nodo
se pudiera desconectar de la red y que la red se reestructurara de forma automática
manteniendo sus propiedades. También se podría añadir el cálculo del tamaño medio
de los GOP para así, poder realizar el cálculo de la velocidad de generación de objetos
GOP y de esta manera poder optimizar su reproducción en los nodos. Además se podrían
incorporar nuevas funciones al sistema, como un módulo de grabación de la reproducción
en curso.
Otro camino a seguir es el desarrollo de un módulo que actúe como tracker para que los
clientes puedan obtener la lista de todos los canales disponibles. Este tracker debería ser
externo al servidor de vídeo y de acceso vía web.
8.3. Conclusión personal
La realización de este proyecto nos ha permitido la adquisición de nuevos conocimientos
y nuevas metodologías de trabajo. El desarrollo de un servicio desde el planteamiento de
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la teoría hasta la implementación del sistema ha sido muy enriquecedor. Al principio no
teníamos claro si el proyecto era viable porque el modelo matemático teórico es bastante
complicado pero poco a poco lo hemos ido consiguiendo.
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