Urban traffic congestion is a chronic problem faced by many cities in the US and worldwide. It results in inefficient infrastructure use as well as increased vehicle fuel consumption and emission levels. Congestion is intertwined with delay, as road users waste precious hours on the road, which in turn reduces productivity. Researchers have developed, and continue to develop, tools and systems to alleviate this problem. Network perimeter control is one such tool that has been studied extensively. It attempts to control the flow of vehicles entering a protected area to ensure that the congested regime predetermined by the Network Fundamental Diagram (NFD) is not reached. In this paper, an approach derived from sliding mode control theory is presented. Its main advantages over proportional-integral controllers include (1) minimal tuning, (2) no linearization of the governing equations, (3) no assumptions with regard to the shape of the NFD, and (4) the ability to handle various demand profiles without the need to re-tune the controller. An SMC controller was implemented and tested on a congested grid network. The results show that the proposed controller produces network-wide delay savings and disperses congestion effectively.
I. INTRODUCTION
oadway traffic is a complex phenomenon that requires serious modeling scalability. Nevertheless, various properties can be directly observed. These properties include (1) traffic stream density ( ): the number of vehicles per unit length of the road or lane; (2) traffic stream flow ( ): the number of vehicles passing a fixed point per unit of time; and (3) space-mean speed (u): the traffic stream density weighted average speed. These three parameters are related using the hydrodynamic equation q = ku. Furthermore, it has been hypothesized that these variables along a roadway segment are related to one another, forming what is commonly known as the fundamental diagram [1, 2] . In addition, a number of states can be identified on the fundamental diagram. These include the free-flow speed ( ), which is the traffic stream space-mean speed when the roadway is empty, and the speed-at-capacity ( ), which is the traffic stream space-mean when the flow is at maximum (prior to the onset of congestion).
These are the key properties used to model the behavior of vehicles in any given network. The flow continuity equation (i.e., conservation of mass) demonstrates that the flow through a network is directly related to the density on the different roads. This relationship is characterized by the Network Fundamental Diagram (NFD), as presented in Fig. 1 . If the distance-weighted arithmetic means of the link densities and flows are computed, a scaled NFD can be obtained. In general, obtaining a clear and well-behaved NFD can be difficult. The scatter of points (as presented in Fig. 1 ) might not generate a visible curve. However, if the distribution of congestion is uniform across the network, the existence of a well-defined NFD is guaranteed [3] [4] [5] . Godfrey et al. [6] were the first to introduce the concept of the NFD for the center of London. The authors demonstrated that the relationship between the average velocity and the vehicle-travelled distance is parabolic and that the speed is inversely proportional to the density. Geroliminis et al. [7] observed the NFD in the congested urban network of Yokohama, Japan, demonstrating that under homogeneous conditions, even with large discrepancies between the different link fundamental diagrams, the NFD of the network can be reproduced. This means that the NFD is a direct result of the infrastructure and thus is independent of the number of vehicles in circulation, the demand, and the selected routes (i.e., independent of the road taken by each individual vehicle and the origin-destination table).
Leclercq et al. [8] acknowledges that the shape and scatter of the NFD is subject to local traffic heterogeneities. This is achieved through a non-homogeneous distribution of congestion due to heterogeneous local capacities and route choice. He also concludes that it is difficult to link and understand the connection between local phenomena and the NFD.
Many clustering algorithms have been developed in order to determine small regions where there is small variance in density and an NFD can be generated [9] [10] [11] [12] [13] [14] [15] . With the determination of multi-region networks, researchers developed multi-region controllers [16] [17] [18] .
Other studies focused on controlling only one region network. In order to avoid congestion in a specific region of a given network (i.e., a protected network [PN]), flow optimization [19] can be useful. However, we will focus on gating, also referred to as perimeter control. There are gating solutions to reduce congestion, travel time, and delay, some of which are based on the NFD and others that are not [20] [21] [22] [23] [24] [25] [26] [27] [28] .
This paper focuses on methods that rely, in one form or another, on the NFD.
The idea behind these methods is to control the access points to a "protected" area (i.e., protected subnetwork) by regulating the entering traffic to ensure that the network will not operate beyond the capacity regime (i.e., maximum throughput). This can be achieved given information provided by the NFD. The aim is to avoid oversaturation (i.e., the congested regime, as shown in Fig. 1 ).
Various researchers have tried to achieve this objective [29] [30] [31] [32] [33] [34] [35] [36] . Li et al. [37] investigated a perimeter control strategy for an oversaturated network. They optimized the green duration allocation in order to maximize the throughput using a genetic algorithm to minimize queues and delays by optimizing phase sequences and offsets. However, their method used fixed signal timings, which does not reflect typical real-time traffic conditions. [29] [30] [31] [32] [33] [34] [35] [36] .
Many studies have overcome this issue and achieved realtime perimeter control using techniques such as the standard proportional-integral (PI) controller [38] [39] [40] [41] , a robust PI controller [10] , a linear quadratic controller [14] , and a model predictive controller. Haddad et al. [30] [31] [32] introduced various adaptive perimeter controller schemes that take into account model uncertainty and NFD scatter. However, due to the nonlinear nature of the NFD, model linearization is essential for controller design. The PI controller requires a number of input parameters, namely: a set point (the desired network density) and two gains that have to be tuned a priori. The optimum gain values are typically difficult to compute using the various methods to estimate the best gains [42] [43] [44] . Anandanatarajan et al. [45] and Sung et al. [46] showed further limitations of PI and proportional-integral-derivative (PID) controllers. Elouni et al. [47] demonstrated that using a weather-tuned perimeter control, (i.e., retuning the PI gains with respect to weather), improved the network's performance metrics in terms of average speed and delay. Kouvelas et al. developed robust adaptive tuning techniques that alleviated the tuning problem [48] . In addition, the PI controller developed in [38] requires linearization of the control function, which further complicates and limits its use.
Mirkin et al. [49] developed an adaptive sliding mode controller (SMC) that takes into account uncertainties and unknowns in the NFD, delayed input, and adjustable gains. However, it requires numerous design parameters and needs model linearization.
In this work, we developed an SMC [50] that has comparable performance to the Proportional-Integral Controller (PIC), avoids the need for tuning, and makes no assumptions about the governing model (i.e., no linearization is needed for the NFD). The present effort shows that only a set point (i.e., a target network vehicle density) is needed. This value is obtained only once from the NFD. The other parameters for this new controller can be evaluated in a systematic manner.
This paper is composed of seven sections. Section II presents the NFD equations. Section III is a brief description of the PI controller used in the literature. The introduced SMC is presented in Section IV. Section V presents a case study to evaluate both controllers. The results are discussed in Section VI, followed by concluding remarks.
II. DERIVATION OF THE NFD EQUATIONS
NFD equations are used to plot the NFD curve in order to determine the set point for the SMC and the PIC used for comparison purposes. It has to be noted that NFD equations are used in the PI modelling but not in the SMC.
The NFD is computed based on the average link density ( ) in vehicles per unit length and the average vehicle flow (q) inside the network in vehicles per unit time. These quantities can be computed from loop detectors placed throughout the network, where is computed using (1).
where is the index for the link; is the set of all links belonging to the protected area where measurements are taking place; is the time index and reflects the cycle number; is the total length of the PN (i.e., the sum of the length of all links = ∑ ∈ ; these links also feature loop detectors.); is the length of link ; and [ ] is the traffic stream density on link during cycle and is calculated using (2) .
where is the number of lanes of link ; is the jam density of link ; is the measured time-occupancy (in percent) on link .
The flow inside the network ( ) is calculated using (3):
where [ ] is the measured flow on link . The NFD is the plot relating the flow [ ] to the network density [ ].
[ ] = ( [ ] ) (4) where is an unknown NFD function.
It is important to mention here that knowledge of the exact function is not necessary. The plot of the NFD scatter (measurements of and k during the simulation) is used to determine the set point that corresponds to the density having the highest flow.
III. PROPORTIONAL INTEGRAL CONTROLLER (PI)
This section introduces the PI controller. Any given network can be represented by an abstract schematic ( Fig. 2 ). This network experiences moderate to heavy congestion during the course of the day, leading to delays, excessive fuel consumption, and pollution. To alleviate these effects, the identified area of congestion (PN) is protected. That is, all the inflows (i.e., 1 , 2 , etc.) are monitored and in some cases restricted to the extent that the protected area operates at capacity. The time rate of change of the number of vehicles inside the PN is computed using (5) .
where
is the sum of all inflows at the instant ;
is the sum of all vehicle outflows from the subnetwork; ( ) is the disturbance flow that might occur inside the protected area; and = × is the number of vehicles inside the PN.
is the product of the vehicle density and the total length of the links inside the protected region.
In this section, we describe a few details of the PI controller used in the literature [38, 40] .
Since the objective is to avoid congestion, a desired density � is sought within a PN. This density is usually chosen to be the density at capacity (Fig. 1) . Therefore, the error defined in (6) is driven to zero when the control is activated.
where is the current density of vehicles in the protected area, and � is the desired density (density at capacity).
The PI controller equation for discrete time steps is given by [40] as
where is the time index and = ⁄ and = (1 − )⁄ [38] .
Based on measured data and the least squares method, and are estimated using (8) [40] .
where � is the average measured inflow of vehicles at the capacity regime and [ ] is an error term. The values of and are determined using data from the NFD (i.e., scatter points) in the capacity regime [40] . Tuning, in practice, could deliver negative and/or zero values. Particular care must be taken with respect to the calibration data so that appropriate and values are obtained. There also exist some robust tuning techniques that alleviate this problem [48] .
During simulation, the values of density k at the previous time step, as calculated using loop detectors, and the current time step are needed. These are used to calculate the flow that should enter the PN while avoiding congestion.
In general, the tuning process and the estimation of the density (k) add a layer of complexity to the controller. Consequently, developing an approach that does not require tuning, does not require linearization of the control equation, and provides robustness is of interest.
IV. PROPOSED SLIDING MODE CONTROLLER (SMC)
This section introduces the developed SMC [51] . For this purpose, we simplify the notation. Equation (5) can be rewritten as
where we assume that = ⁄ is the system's input. This input governs the maximum number of vehicles allowed to enter the protected area at instant t (i.e.,
). For discrete time steps, u[n] (i.e., n is the corresponding time step) would determine the maximum number of vehicles allowed over a given time horizon ∆ . Equation (9) governs the time rate of change of the density ( ) in the protected area. Here is the state variable used in this work and represents the vehicle density inside the protected area. Specifically, it is the length weighted average network density computed as the sum of the product of the link densities and lengths divided by the the total length of the links in the protected area.
It is important to note here that ( ) is proportional to the sum of all inflows entering the protected area through the mi access points (i.e. access links).
To derive an expression for this input, we use sliding mode control theory and introduce the error as = − � , where � is a set point around which the PN is desired to operate. In this case, this point corresponds to the density at capacity.
We introduce the variable defined as
and as
where is a strictly positive real number. The sliding surface S is defined in Equation (13). This leads to the relationship ( ) + ( ) = 0. In other words, decays exponentially to zero given that is strictly positive.
Using (9), (11) , and (12), we obtain
Since the trajectories are expected to remain on the surface (i.e., (13) ) for all time, ( )⁄ has to remain at zero (i.e., ( )⁄ = 0). This in turn leads to (15) .
The values of ( ) and ( ) are not known since they represent the current outflow and disturbance flow in the network. Consequently, we use bounded estimates � and � with
where and are positive real numbers. It is important to note here that the bounds might not be always available or known. In this case, adaptive SMC can be used. In this approach, the control gains are adapted dynamically to counteract the uncertainties. This is beyond the scope of this paper. For further details, the reader is referred to the work of Utkin et al. [52] . In this effort, we assume that and can be determined.
Using the previous estimates, the new estimated controller � becomes
It is important to note here that we chose our estimates to be in the following form: � ( ) = ( − ∆ ) and � ( ) = ( − ∆ ). That is, our estimates are the observed measurements of the mentioned quantities at the previous time step. This assumption requires loop detectors placed at the exits and on links in the PN.
We add to the estimated controller the term sign( ) as = � − sign( ),
where is a positive real number, to force the controller to always move toward the sliding surface.
That leads to
For a discrete time step ,
To ensure the surface defined by (13) is a stable surface for the chosen controller (19) , we introduce the Lyapunov function, defined by ( ).
The equilibrium (13) is stable if
At this point it is assumed that the actual control ( ) input to the system is bounded:
Therefore, using Equation (14) we derive
If ( ) does not hit the bounds, then ( ) = ( ). Using Equations (17) and (18) we compute
Using Equation (16) we obtain
Choosing = + + (with strictly positive) leads to ( ) ≤ − | |. where refers to any of the bounds. In this case using Equations (17) and (18) 
There exists a positive real number such that > | − |.
Choosing = + + + (with strictly positive) leads to ( ) ≤ − | |. (30) In other words, the distance to the sliding surface decreases with time. This sliding surface =̇+ = 0 will be reached in a finite time that is bounded by | ( = 0)⁄ |. Consequently, the choice of will impact the time it takes the system to reach the sliding surface. Once on the surface, the system will remain there and will slide to the desired state, which in this case is = 0 exponentially with a time constant −1 .
It is important to note here that the value of [ ] is unknown at the current time step . Therefore, quantities measured from the previous time steps were used. We use equation (31) .
The value of [ ] was replaced with [ − 1]. Hence, the controller becomes
It is important to note here that the SMC suffers from a known problem-control/input chattering. This can be solved by changing the "sign()" function in (18) into a saturation "sat()" function or a "tanh()" function. Chattering usually results in the failure of components in mechanical systems. However, in this paper, the values of the inflow allowed in the protected area are transformed into green times (explained later in the paper; (34) ). For each new cycle ∆ (assumed to be 60 s in this paper) a new value of the green time is obtained. Chattering in this case will result in the change in the green time by a large or small value from one cycle to the next. This change is expected not to cause a failure of any component and thus is less of an issue in this application. In contrast to mechanical systems, chattering (i.e., sudden change of the control input) might cause the failure of components, for instance a sudden variation of the velocity input signal to a motor might damage it.
For the controller to function in an ideal manner, detectors are needed on the majority of the links of the protected area as well as at the entrance points. This is also true for the PI controller to monitor the state of the area in terms of associated vehicle density, inflow, and outflow. This information can then be used to determine the estimated values needed by the controller (i.e., � ( ) and � ( ) (31)). The developed controller features four hyper-parameters, namely , , , and . and quantify how close the estimated outflow and disturbance flows are to the actual values at a particular instant in time. In the next section, this control law will be implemented and applied to a grid network.
V. CASE STUDY
In this section, the introduced grid network is used to conduct the controller testing (Fig. 3) . The network was created to replicate downtown Washington, DC, both in terms of its oneway streets and block lengths. This network includes a protected region, also referred to as the PN. The PN corresponds to the region surrounded by the green rectangle ( Fig. 3 ). All the access points to this subnetwork are identified with the yellow arrows. In total there are eight links that feed directly into the protected area. For the purpose of this paper, = 480 veh/h and = 12,960 veh/h. These bounds represent the minimum and maximum allowable vehicle flow into the protected area via those eight links (Fig. 3 ). The PN contains 48 links, all of which are one-way roadways and each of which has only one lane of the same length of 150 m. The full network contains 36 signalized intersections. The network was modeled using INTEGRATION software. The computation of various measures of effectiveness within INTEGRATION is beyond the scope of this paper. The delays were validated in [53] , the computation of vehicle stops was validated in [54] , and the estimation of vehicle fuel consumption and emission levels are computed using the VT-Micro model, which has also been extensively validated [55] [56] [57] . Origin and destination zones for trips are represented by blue circles. Loop detectors are placed on each link of the network and collect measurements every cycle. The cycle length is taken to be 60 s (i.e., ∆ = 60 ). The demand for this network (D1) is generated during the first 75 minutes of the simulation, increasing during the first 37.5 minutes and decreasing after that to model the buildup and decay of traffic congestion (Fig. 4) . The simulation time is taken to be 176 minutes in order to provide sufficient time for all vehicles to clear the network. Dynamic traffic assignment is also activated during the simulation to reflect realistic driver behavior during congested conditions (i.e., rerouting of vehicles is activated).
The NFD associated with the network presented in Fig. 3 is shown in Fig. 5 . During all "no control" case simulations, the green time for the different traffic signals was optimized using phase split optimization (Webster method [58] ). The offset is also optimized using the procedures described in [59] . The point cloud, shown in Fig. 5 , presents snapshots of the simulated sub-network state. Note that congestion is observed beyond an average network density of � = 48 veh/km. Beyond this point, vehicles experience significant delays and consume additional fuel. To avoid reaching this state, the proposed SMC was implemented as described earlier in Section IV. Fig. 4 . Base demand profile used in the simulation where each demand period spans 300 s. This demand profile is referred to as demand D1 in the text. Fig. 5 . NFD of the grid network presented in Fig. 3 for the demand profile presented in Fig. 4 . 
VI. RESULTS AND SENSITIVITY ANALYSIS
This section describes the various numerical simulations that were performed. In the first subsection, the response of the SMC is shown and compared to the PI for various controller parameters. The inflow and outflow from the protected area for the case of No Perimeter Control (NPC) and SMC are presented in the second subsection. In the third subsection, the behavior of the SMC for a range of uncertainty is presented. Finally, the performance of the SMC and PIC with respect to various demand profiles is shown.
A. Performance of the SMC and PI for Different Parameters
Tuning is required for the PIC. This requirement is not needed for the SMC. Only two parameters, and , are considered. governs how fast the system converges to the sliding surface. | ( ( = 0))⁄ | is the maximum time it takes for convergence to occur. Since we choose the control to be activated when �( − � )⁄ � ≤ 0.15 (i.e., control is activated when reaches 0.85 � ), the value of | ( ( = 0))⁄ | is small for a wide range of .
Once on the surface (i.e., ̇+ = 0), the system converges exponentially to zero with a time constant of −1 with the requirement that must be less than the minimum frequency of the un-modeled dynamics of the system [51] . This means that we can choose as small as adequately possible. From the previous results, we can conclude that almost no tuning is needed for the parameters of the SMC. The model presents only ranges of validity. Table 1 presents various responses of the system using different control parameters for the PIC and SMC for the traffic demand presented in Fig. 4 . The table also presents the base case (i.e., NPC with optimum signal timing for each intersection) relative to which all comparisons are performed. A negative change means a decrease in value, while a positive change indicates an increase in value. It is clear from the table that using the PIC without parameter tuning leads to relatively poor performance in terms of travel time, delay, fuel reduction, and speed increase. For one case, we notice an increase in fuel consumption and delay with respect to the base case. For the SMC, we tested various combinations and in all cases we get a reduction with respect to the base case. Fig. 9 and Fig. 10 present a comparison between the evolution of the density inside the protected area in the presence and absence of control. In Fig. 9 , the five tuned cases of the PIC were picked, and in Fig. 10 the best performing SMC cases in terms of travel time reduction were picked. It is important to mention here that for the SMC the density in the protected area is generally below the target density � with the exception of SMC 6, which is slightly above � for the first few time steps when the control is activated. This is not the case for some of the tuned PIs. PIC 1 and 2 are clearly above the target value by a significant margin and over the entire duration of the control interval (i.e., the time steps where the density is above 0.85 � ). This is clear for PIC 1, which exceeds the NPC case in some time steps (i.e., congestion forms in the protected area). This in turn underscores the criticality of the tuning process and its importance in the PIC performance.
In the rest of the paper, and since the performance of most of the various controllers with different parameters is almost the same with respect to the reduction in travel time (Table 1) , the parameters of SMC 6 and PIC 5, which deliver the highest reduction in delay, will be used. Fig. 6 shows a comparison between two controllers: the proposed SMC and the PIC for the demand profile D1. The plot shows similar performance between the two controllers. The tuned parameters for the PIC are taken to be = 0.847 and = 0.002 (i.e., = 73.7, = 408), and � = 48.76 veh/km). For the SMC, the parameters are = 15 and = 200. In the absence of control, we notice that the average network density of the protected area exceeds the optimum value � . Once the control is activated, congestion is consistently eliminated from the protected area. Fig. 7 presents the time series of the inflow of vehicles without perimeter control (NPC) and with perimeter control for the demand profile D1 presented in Fig. 4 . It is important to mention here that inflow computed by the controller ( ) is transformed into green times ( ) that are allocated to the different approaches feeding into the protected area. This is performed using Equation (34) . This transformation creates discrepancies between the computed control inflow and the actual inflow when the control is activated (Fig. 7) , given that the effective green time is different from the displayed green time because of start loss and end gain (vehicles discharging during the yellow indication).
B. Inflow and Outflow Profiles With and Without SMC
where is the saturation flow rate and is the traffic signal cycle length. Fig. 7 shows that the flow of vehicles when control is activated is, on average, lower than when it is not activated. Fig.  7 also shows that the controller attempts to maintain a constant inflow that targets the optimum operating point of ( � ,
). Fig. 8 shows the outflow of vehicles from the protected area when the control is deactivated (NPC) and activated (SMC). It is important to note here that when the control is activated from the time step of 33 to 62, the outflow of vehicles from the protected area (in the control case) is higher than the NPC. This demonstrates that congested occurs in the protected area for NPC, which results in lower system throughput. 
C. Performance of the SMC for Various Uncertainty Ranges on
and Table 2 shows the effects of the uncertainty on , and on , and . It is important to mention here that after careful examination of Equation (32) , and play exactly the same role in the controller; therefore, in this section, we will consider only various values of since maintaining constant and varying produces exactly the same result as when is fixed and is varied.
As expected, as the uncertainty bound increases, the performance of the controller degrades (i.e., lower reduction in travel time, delay, fuel consumption, and lower increase in the average vehicular speed relative to the base case; Table 2 ). 
D. Response to Different Demand Profiles
To further demonstrate the effectiveness of the SMC, we considered other demand profiles for this study. These are shown in Fig. 11. Fig. 11(a) shows a dome-shaped demand (i.e., demand D2), and Fig. 11(b) shows a sinusoidal demand profile (i.e., demand D3). The evolution of the vehicle density for the different demands D1, D2, and D3 in the protected area is presented in Fig. 12, Fig. 13, and Fig. 14. It is important to note here that both controllers start from the 0.85 � threshold to regulate the density inside the protected area to values around � . Table 3 shows the results for the PIC and SMC. Table 3 presents the change in travel time, delay, fuel consumption, and speed with respect to a base case for the PIC and SMC for the demand profiles D1, D2, and D3. For the demand profile D1, we notice that both controllers have quite similar performance, with one or the other exceeding slightly in one or two measures (i.e., for instance, the PIC is slightly better in travel time with respect to the SMC). For demand profile D2, we notice a slight advantage of the SMC with respect to the PIC. This advantage is clear in demand D3. The SMC outperforms the PIC by a relatively significant margin in the case of D3. This shows that the SMC adapts to a changing demand pattern whereas the PIC is less adaptable. It should be noted here that given that the vehicles re-routed dynamically the demands at the various traffic signals varied. Fig. 11 . Additional network demand profiles; each demand period spans 300 s. These demand profiles are referred to in the text as demand D2 and D3, respectively. Fig. 12 . Evolution of the density inside the protected area for the demand profile D1 presented in Fig. 4 without and with control. Fig. 13 . Evolution of the density inside the protected area for the demand profile D2 presented in Fig. 11 (a) without and with control. 
VII. CONCLUSION
In this paper, an SMC that attempts to alleviate traffic congestion in regions within large urban networks was developed. This controller was applied to the traffic stream flow continuity equation that governs the density of vehicles on any given link and thus a congested region. The controller was tested on a grid network and the results suggest that it has similar performance to the PIC and in some cases outperforms it. The SMC, however, does offer additional benefits, namely it makes no assumptions with regards to 1) the form or simplifications of the governing equations, 2) the existence or nonexistence of the NFD, or 3) the shape of the NFD (i.e., linearization of the NFD around the set point, then calibrating the PI gains using the linearized data). This controller also has consistent performance with varying demand patterns. Unlike the PIC, it requires no tuning, but its parameters need be within a specified range. The user decides how fast the system should converge to the sliding surface, then once on the sliding surface how fast it converges to the desired control (error of zero). The controller consists of a single equation with various inputs that are collected from the detectors assumed to be available on all links within and feeding to the congested region. Future work will look into ways to reduce the number of detector measurements needed to run the controller.
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