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TEXTILE SYSTEMS, COLOURED GRAPHS AND THEIR APPLICATIONS
TO HIGHER-RANK GRAPHS
SOORAN KANG, DAVID PASK, AND SAMUEL B.G. WEBSTER
Abstract. We compute a presentation of the fundamental group of a higher-rank graph using
a coloured graph description of higher-rank graphs developed by the third author. We show that
textile systems may be thought of as generalisations of 2-graphs. We define the fundamental, ho-
mology and cohomology groups of a textile system generalising those for rank-2 graphs. Our new
approach to provides a tractable description of the funadmental group and second cohomology
group of a textile system.
1. Introduction
Higher-rank graphs, or k-graphs, were introduced in [16] as a graphical approach to the higher-
rank Cuntz-Krieger algebras introduced by Robertson and Steger in [24]. Since then k-graphs
have been studied by many authors from several points of view (see [1, 4, 5, 6, 8, 11, 22], for
example). The motivation for this paper comes from the recent developments of [13, 17, 18, 19,
21] where the geometric nature of k-graphs has been investigated and then used to construct new
families of twisted k-graph C∗-algebras. In [13] it was shown that a k-graph may be realised as a
topological space in a way which preserves homotopy type. Then in [17, 18, 19] a homology and
a cohomology theory was developed for k-graphs; in particular the second cohomology group
was used to modify the relations defining a k-graph C∗-algebra to produce a new class of twisted
k-graph C∗-algebras.
The original goal of this paper was to use Nasu’s theory of textile systems, introduced in [20],
to provide a new framework for computing geometric data associated to higher-rank graphs. In
realising this goal, we found that textile systems are a natural generalisation of 2-graphs, and that
our computations extend to this more general situation. Hence we were able to go beyond our
original goal when in two dimensions. Although textile systems are naturally two dimensional,
our techniques still apply to the computation of the fundamental groups of k-graphs.
Key to our analysis is the use of coloured graphs. The 1-skeleton SkΛ of a k-graph Λ is a k-
coloured graph which, together with some additional combinatorial data C, encodes the natural
quotient structure of Λ. We describe the relationship between k-graphs and k-coloured graphs
in section 2. In section 3 we give a presentation of the fundamental group of a k-graph in terms
of the fundamental group of its 1-skeleton (see Theorem 3.5 and Examples 3.6).
Textile systems provide a large class of tractable examples of two dimensional shifts of finite
type (see [3, Appendix B, C]). Nasu’s work was given a C∗-algebraic context by Deaconu in [7].
Deaconu’s results suggest that textile systems generalise 2-graphs, and in section 4 we show that
this is indeed the case. To do this we associate a 2-coloured graph to a textile system in a way
which extends the successful 2-coloured graph description of 2-graphs in [12]. Motivated by the
result for k-graphs, we then give a definition of the fundamental group of a textile system. In
section 5 we define the homology and cohomology groups of a textile system (see Theorem 5.6
and Lemma 5.15). Corollaries 5.13 and 5.19 show that our definitions are consistent with those
developed for 2-graphs in [17]. Furthermore we provide a tractable description of the generators
of the second cohomology group of a textile system (see Theorem 5.16 and Example 5.20).
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To begin we describe coloured graphs and how to use them to describe higher-rank graphs.
2. Preliminaries
Basics. Let Nk denote the monoid of k-tuples of natural numbers under addition, and denote
the canonical generators by e1, e2 . . . , ek. Form ∈ N
k we writem =
∑k
i=1miei then form,n ∈ N
k
we say that m ≤ n if and only if mi ≤ ni for i = 1, . . . , k. For m,n ∈ N
k, define m ∨ n by
(m ∨ n)i := max{mi, ni}, and m ∧ n by (m ∧ n)i := min{mi, ni}.
Directed graphs. A directed graph E is a quadruple (E0, E1, rE , sE), where E
0 is the set of
vertices, E1 is the set of edges, and rE , sE : E
1 → E0 are range and source maps, giving a
direction to each edge (if there is no chance of confusion we will drop the subscripts). We follow
the conventions of [23] which are suited to the categorical setting we wish to pursue: a path of
length n is a sequence µ = µ1µ2 · · ·µn of edges such that s(µi) = r(µi+1) for 1 ≤ i ≤ n− 1. We
denote by En the set of all paths of length n, and define E∗ =
⋃
n∈NE
n. We extend r and s
to E∗ by setting r(µ) = r(µ1) and s(µ) = s(µn). A path µ of length n ≥ 1 in E is a circuit if
r(µ) = s(µ). A circuit µ ∈ En is simple if the vertices {r(µ1), . . . , r(µn)} are distinct. A vertex
v ∈ E0 is a source if r−1(v) = ∅, that is, v receives no edges. A vertex v ∈ E0 is a sink if
s−1(v) = ∅, that is, v emits no edges.
For directed graphs E and F , a graph morphism p = (p0, p1) : F → E is a pair of maps
p0 : F 0 → E0 and p1 : F 1 → E1 satisfying rE ◦ p
1 = p0 ◦ rF and sE ◦ p
1 = p0 ◦ sF . If both p
0 and
p1 are bijections, we say p is a graph isomorphism.
Coloured graphs. A k-coloured graph E is a directed graph along with a colour map cE :
E1 → {c1, . . . , ck}. By considering {c1, . . . , ck} as generators of Fk, we extend cE : E
∗ \E0 → F+k
by cE(µ1 · · ·µn) = cE(µ1)cE(µ2) · · · cE(µn). We will drop the subscript from cE if there is no risk
of confusion. For k-coloured directed graphs E and F , a coloured-graph morphism φ : F → E is
a graph morphism satisfying cE ◦ φ
1 = cF .
Example 2.1. For k ≥ 1 and m ∈ Nk, the k-coloured graph Ek,m is defined
by E0k,m = {n ∈ N
k : 0 ≤ n ≤ m}, E1k,m = {ε
n
i : n, n + ei ∈ E
0
k,m},
with r(εni ) = n, s(ε
n
i ) = n + ei and cE(ε
n
i ) = ci. The 2-coloured graph
E2,e1+e2 is used often, and is depicted to the right. For 2-coloured graphs,
the convention is to draw edges with colour c1 blue (or solid) and edges
with colour c2 red (or dashed).
0 e1
ε01
e2
ε02
e1 + e2
εe21
εe12
Let E be a k-coloured graph and i 6= j ≤ k. A coloured graph morphism φ : Ek,ei+ej → E is
called an ij-square (or just a square) in E. One may represent a square φ as a labelled version
of E2,ei+ej . For instance the 2-coloured graph below on the left has only one square φ, shown to
its right, given by φ(n) = v for all n ∈ E02,e1+e2 , φ(ε
0
1) = φ(ε
e2
1 ) = e and φ(ε
0
2) = φ(ε
e1
2 ) = f .
v ef φ
v v
e
v
f
v
e
f
Given k-coloured graphs E, F and collections of squares CE and CF , we say that (E, CE) and
(F, CF ) are square-isomorphic if there is a coloured-graph isomorphism φ : E → F such that
φ ◦ ψ ∈ CF for each ψ ∈ CE . We call φ a square isomorphism and write (E, CE) ∼= (F, CF ).
A collection of squares C in E is called complete if for each i 6= j ≤ k and cicj-coloured
path fg ∈ E2, there exists a unique φ ∈ C such that φ(ε0i ) = f and φ(ε
ei
j ) = g. In this case,
uniqueness of φ gives a unique cjci-coloured path g
′f ′ with g′ = φ(ε0j) and f
′ = φ(ε
ej
i ). We will
write fg ∼C g
′f ′ and refer to elements (fg, g′f ′) of this relation as commuting squares.
TEXTILE SYSTEMS, COLOURED GRAPHS AND THEIR APPLICATIONS TO HIGHER-RANK GRAPHS 3
Higher-rank graphs. A k-graph (or a higher-rank graph) is a countable category Λ with a
degree functor d : Λ→ Nk which satisfies the factorisation property : if λ ∈ Λ and m,n ∈ Nk are
such that d(λ) = m + n, then there exist unique µ, ν ∈ Λ such that d(µ) = m, d(ν) = n and
λ = µν.
Given m ∈ Nk we define Λm := d−1(m). Given v, w ∈ Λ0 and F ⊆ Λ define vF := r−1(v)∩F ,
Fw := s−1(w) ∩ F , and vFw := vF ∩ Fw. The factorisation property allows us to identify Λ0
with Obj(Λ), and we call its elements vertices.
By the factorisation property, for each λ ∈ Λ and m ≤ n ≤ d(λ), we may write λ = λ′λ′′λ′′′,
where d(λ′) = m, d(λ′′) = n−m and d(λ′′) = d(λ)− n; then λ(m,n) := λ′′.
Example 2.2. Let E be a directed graph. The collection E∗ of finite paths in E forms a category,
called the path category of E, denoted by P(E). The length function d : P(E) → N defined
by d(µ) = n if and only if µ ∈ En is a functor which satisfies the factorisation property, hence
(P(E), d) is a 1-graph. It turns out that every 1-graph arises in this way (see [16, Example 1.3]).
We define the 1-skeleton of a k-graph Λ to be the k-coloured graph SkΛ given by Sk
0
Λ = Obj(Λ),
Sk1Λ =
⋃
i≤k Λ
ei, with range and source as in Λ. The colouring map c : Sk1Λ → {c1, . . . , ck} is given
by c(f) = ci if and only if f ∈ Λ
ei. The 1-skeleton SkΛ comes with a canonical set of squares
CΛ := {φλ : λ ∈ Λ
ei+ej : i 6= j ≤ k}, where φλ : Ek,ei+ej → SkΛ is given by φλ(ε
n
l ) = λ(n, n + el)
for each n ≤ ei + ej and l = i, j. The collection CΛ is complete by [12, Lemma 4.2].
Remark 2.3. Suppose that E is a 2-coloured graph and C is a complete collection of squares for
E. As in [12, 21], let S be the equivalence relation on P(E) generated by the commuting squares
in E. That is, the transitive closure in P(E)× P(E) of⋃
n≥2{(µ, ν) ∈ E
n × En : there exists i < n such that
µj = νj whenever j 6∈ {i, i+ 1} and µiµi+1 ∼C νiνi+1}.
(1)
The quotient category P(E)/S is a 2-graph, denoted ΛE,C, with 1-skeleton (SkΛE,C , CΛE,C) square-
isomorphic to (E, C). For k ≥ 3 the same result holds, but additional conditions on C are required
(see [12] for details). The relation S is used throughout the paper to construct the fundamental
group and groupoid of a k-graph in a categorical framework (see section 3).
Let Λ be a k-graph. If for each i 6= j ≤ k there is at most one cicj-coloured path between two
vertices in SkΛ, then the squares CΛ may be deduced from the 1-skeleton. In this case, we say
that Λ is completely determined by its 1-skeleton in the sense that there is only one complete
collection of squares and we omit writing down that collection (see Examples 3.6(i), 4.10 (ii)).
Examples 2.4.
(i) For n ≥ 1 define n = {1, . . . , n}. For m,n ≥ 1, let θ : m×n→ m×n be a bijection. Let Eθ
be the 2-coloured graph with E0θ = {v}, E
1
θ = {f1, . . . , fm, g1, . . . , gn}, and colouring map
c : E1θ → {c1, c2} by c(fi) = c1 for i ∈ m and c(gj) = c2 for j ∈ n. For each (i, j) ∈ m× n,
define φ(i,j) : E2,e1+e2 → Eθ by
φ(i,j)(ε
0
1) = fi, φ(i,j)(ε
e2
1 ) = fi′, φ(i,j)(ε
0
2) = gj′, and φ(i,j)(ε
e1
2 ) = gj,
where θ(i, j) = (i′, j′). Since θ is a bijection it follows that C = {φ(i,j) : (i, j) ∈ m× n} is a
complete collection of squares. It is straightforward to see that (Eθ, C) ∼= (SkF2
θ
, CF2
θ
), where
F
2
θ is the 2-graph defined in [14].
(ii) Let E be a directed graph, and p, q : E → E be endomorphisms. Define a 2-coloured
graph Ep,q as follows: Let E
0
p,q = E
0 × {0}, E1p,q =
(
E1 × {0}
)
∪
(
E0 × {1}
)
; then define
rp,q, sp,q : E
1
p,q → E
0
p,q and c : E
1
p,q → {c1, c2} by
rp.q(e, 0) = (r(e), 0), sp,q(e, 0) = (s(e), 0) , c(e, 0) = c1,
rp,q(v, 1) = (q(v), 0), sp,q(v, 1) = (p(v), 0), c(v, 1) = c2.
For each e ∈ E1, define φe : E2,e1+e2 → Ep,q by
φe(ε
0
1) = (q(e), 0), φe(ε
e2
1 ) = (p(e), 0), φe(ε
0
2) = (r(e), 1), and φe(ε
e1
2 ) = (s(e), 1).
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In Theorem 4.8 we give necessary and sufficient conditions for C = {φe : e ∈ E
1} to form a
complete collection of squares. It is straightforward to see that given an automorphism α
of E then Eid,α is the 1-skeleton of the 2-graph P(E)×α Z defined in [9].
3. Computing the fundamental group of a k-graph
In this section we give a presentation of the fundamental group of a k-graph. Kaliszewski,
Kumjian, Quigg and Sims show in [13, Corollary 4.5] that the fundamental group of a k-graph
may be realised as a quotient of the fundamental group of its skeleton. We provide an alternative
proof of this in Theorem 3.5 which yields a natural presentation of the group. We demonstrate
the practical use of our result in Examples 3.6.
Definition 3.1 ([17, Definition 2.8]). We say that the k-graph Λ is connected if the equivalence
relation on Λ0 generated by the relation u ∼ v iff uΛv 6= ∅ is Λ0 × Λ0.
We review the construction of the fundamental groupoid of a connected k-graph from [21]. Let
E be a directed graph. For each e ∈ E1 we introduce an inverse edge e−1 with s(e−1) = r(e)
and r(e−1) = s(e). Let E−1 = {e−1 : e ∈ E1} and Eu = E1 ∪ E−1, then E+ = (E0, Eu, r, s) is a
directed graph. Let P(E+) be the path category of E+. If we set (e−1)−1 = e then e−1 ∈ P(E+)
for any e ∈ Eu and by extension λ−1 = λ−1n · · ·λ
−1
1 ∈ P(E
+) for any λ = λ1 · · ·λn ∈ P(E
+).
Elements of P(E+) are called undirected paths in E, and elements of P(E+) which do not contain
ee−1 for any e ∈ Eu are called reduced undirected paths in E.
If Λ is a connected k-graph, then for any u, v ∈ Λ0 = Sk0Λ there is an undirected path from u
to v, which is exactly what it means for the directed graph SkΛ to be connected.
Following [21], let E be a directed graph, then a relation for E is a pair (α, β) of paths in
P(E) such that s(α) = s(β) and r(α) = r(β). If K is a set of relations for E, then P(E)/K is
the quotient of P(E) by the equivalence relation generated by K, for more details see [21, §2].
As in [21, Definition 5.2] let C = {(e−1e, s(e)) : e ∈ Eu} and call C the set of cancellation
relations for E+. The quotient P(E+)/C is then the fundamental groupoid, G(E) of E. We
denote the quotient functor P(E+) → G(E) by qC . Elements of G(E) are reduced undirected
paths in E with composition given by concatenation followed by cancellation.
Recall the relation S on P(E) generated by (1). As in [21, Observation 5.3] this relation
may be extended uniquely to a relation S+ on P(E+) by adding the relation (f−1e−1, h−1g−1)
whenever (ef, gh) ∈ S. This induces a relation, also called S+, on G(E).
Definitions 3.2. Let Λ be a connected k-graph. Then the fundamental groupoid, G(Λ) is
G(Λ) := G(SkΛ)/S
+ = (P(Sk+Λ)/C)/S
+ = P(Sk+Λ)/(C ∪ S
+).
For v ∈ Λ0 the fundamental group based at v ∈ Λ0 is the isotropy group pi1(Λ, v) := vG(Λ)v.
The above definition of the fundamental groupoid of a k-graph is consistent with the one given
in [21, Definition 5.6] (see also the accompanying discussion).
Our goal is to obtain a practical way of giving a presentation of pi1(Λ, v). First recall that for
a connected directed graph E, the quotient functor qC : P(E
+) → P(E+)/C = G(E) restricts
to vP(E+)v and the image is the isotropy group vG(E)v, which is by definition the fundamental
group of E at v, denoted pi1(E, v).
Remark 3.3. Fix a maximal spanning tree T of a connected directed graph E and a vertex
v ∈ E0. For each w ∈ E0 there is a unique reduced undirected path ηw in T from v to w, which
is an element of G(E). For each λ ∈ P(E+) define ζλ = η
−1
r(λ)ληs(λ) ∈ vP(E
+)v. Note that
ζ−1λ = ζλ−1 .
Lemma 3.4. Let E be a connected directed graph, v ∈ E0, and T be a maximal spanning tree
of E. Then pi1(E, v) ∼= 〈E
1 | T 1〉 := 〈e ∈ E1 | e = 1 if e ∈ T 1〉.
Proof. Suppose e 6∈ T u. With notation as in Remark 3.3, all the edges of ηr(e), ηs(e) are in T
u,
so ζe is reduced undirected path in E and hence qC(ζe) = ζe. Suppose that e ∈ T
u then ζe is an
undirected path in T from v to v and so its reduced form must be v, hence qC(ζe) = v.
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To complete the proof it suffices to show that {ζe : e ∈ E
1\T 1} freely generate pi1(E, v). This
is a standard result, see [25] for example. 
Since Lemma 3.4 holds for any choice of maximal spanning tree, it follows that pi1(E, v) does
not depend on the choice of basepoint v. We denote the fundamental group of a graph E by
pi1(E). Now we turn our attention to computing the fundamental group of a connected k-graph
Λ. Since Λ ∼= P(SkΛ)/S we expect the relation S to appear in the description of pi1(Λ).
Theorem 3.5. Let Λ be a connected k-graph, v ∈ Λ0 and let T be a maximal spanning tree for
SkΛ. Then pi1(Λ, v) ∼= 〈Sk
1
Λ | t = 1 if t ∈ T
1, ef = gh if (ef, gh) ∈ S+〉.
Proof. Denote by qS : G(SkΛ) → G(SkΛ)/S
+ = G(Λ) the quotient map. With notation as in
Remark 3.3, observe that ζeζf = ζef and ζgζh = ζgh in G(SkΛ). Hence qS(ζeζf) = qS(ζgζh) if and
only if (ef, gh) ∈ S+. Since taking quotients preserves objects, pi1(Λ, v) = pi1(SkΛ)/S
+. Then
Lemma 3.4 implies that pi1(Λ, v) ∼= 〈Sk
1
Λ | t = 1 if t ∈ T
1, ef = gh if (ef, gh) ∈ S+〉. 
Since Theorem 3.5 holds for every choice of T , the group pi1(Λ, v) does not depend on T . We
henceforth denote by pi1(Λ) the fundamental group of Λ. Theorem 3.5 gives us an explicit
presentation of pi1(Λ), as seen in the following examples.
Examples 3.6.
(i) Let Σ be the 2-graph, which is completely determined by its 1-
skeleton, shown to the right. In [13, Example 3.10] it was shown
that the topological realisation of Σ is the 2-sphere S2. Let T be the
maximal spanning tree for SkΣ consisting of edges T
1 = {a, b, c, d, e}.
The commuting squares in SkΣ are (ga, ce), (gb, cf), (de, ha) and
(df, hb), thus Theorem 3.5 gives
pi1(Σ) ∼= 〈Sk
1
Σ | t = 1 if t ∈ T
1, ga = ce, gb = cf, de = ha, df = hb〉.
The first relation forces g = 1, the second g = f , the third h = 1
and the fourth f = h. Hence all the generators of pi1(Σ) are equal
to 1. Therefore pi1(Σ) is trivial.
uv
w
x
y
z
a
e
b
f
g
h
c
d
(ii) Consider the 2-graph Π with 1-skeleton SkΠ shown to the right,
with commuting squares (ga, ce), (gb, df), (hb, cf) and (ha, de). In
[13, Example 3.12] it was shown that the topological realisation of
Π is the projective plane. Choose spanning tree T of SkΠ with
T 1 = {a, b, c, f}. Then Theorem 3.5 gives
pi1(Π) = 〈Sk
1
Π | t = 1 if t ∈ T
1, ga = ce, gb = df, hb = cf, ha = de〉.
The relations become g = e, g = d, h = 1 and de = 1. So the
fundamental group of pi1(Π) ∼= 〈e | e
2 = 1〉 ∼= Z/2Z, the fundamental
group of the projective plane.
u
v
w
xy
c d
g h
b
f
a
e
(iii) Recall the 1-skeleton of the 2-graph F2θ described in Example 2.4 (i). Since F
2
θ has a single
vertex, v, the maximal spanning tree for its 1-skeleton SkF2
θ
is v. The commuting squares
of SkF2
θ
are (figj, gj′fi′) where θ(i, j) = (i
′, j′) for (i, j) ∈ m× n. Hence by Theorem 3.5 the
fundamental group of F2θ is
〈fi, gj | figj = gj′fi′ where θ(i, j) = (i
′, j′)〉.
(a) If m = n = 2 and θ : 2× 2→ 2× 2 is the identity map then
pi1(F
2
θ)
∼= 〈f1, f2〉 × 〈g1, g2〉 ∼= (Z ∗ Z)× (Z ∗ Z) = pi1(S
1 ∨ S1)× pi1(S
1 ∨ S1),
where ∗ is the free product, and ∨ is the wedge sum.
(b) If m = n = 2 and θ is given by θ(i, j) = (j, i) then by Theorem 3.5 we have
pi1(F
2
θ)
∼= 〈f1, f2, g1, g2 | f1g1 = g1f1, f1g2 = g1f2, f2g1 = g2f1, f2g2 = g2f2〉.
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The first and fourth relations give f−1i gi = gif
−1
i for i = 1, 2, then using the second
relation we have f−11 g1 = g2f
−1
2 . Putting these together gives g1f
−1
1 = f
−1
2 g2, and hence
f2g1 = g2f1. So the third relation is redundant and
pi1(F
2
θ)
∼= (Z2 ∗ Z2)/〈g1f
−1
1 = g2f
−1
2 〉 = Z
2 ∗Z Z
2,
where {f1, g1} generate the first copy of Z
2 and {f2, g2} generate the second copy, and
the amalgamation over Z is with respect to the identifications of Z in Z2 given by
1 7→ gif
−1
i for i = 1, 2. So F
2
θ has the same fundamental group as the two-holed torus.
4. Textile Systems, 2-coloured graphs and 2-graphs
We begin by introducing textile systems and give their basic properties. We then show how to
associate a 2-coloured graph to a textile system. We use this construction in Theorem 4.8 and
Corollary 4.9 to give necessary and sufficient conditions for a textile system to give rise to a
2-graph. We then associate a textile system to a 2-graph, and in Theorem 4.20 we characterise
which textile systems arise in this way. Finally, we define the fundamental group of a textile
system and show how to compute it in Theorem 4.25.
Definition 4.1. Let E, F be directed graphs and p : F → E be a graph morphism. We say that
p has r-path lifting if whenever e ∈ E1 and w ∈ F 0 satisfy r(e) = p(w), there exists f ∈ wF 1
with p(f) = e. If there is only one choice for f , we say that p has unique r-path lifting. We
say that p has s-path lifting if whenever e ∈ E1 and w ∈ F 0 satisfy s(e) = p(w), there exists
f ∈ F 1w with p(f) = e, and similarly define unique s-path lifting.
Remark 4.2. For a more intuitive interpretation of Definition 4.1, notice that if p has unique
r-path lifting then for each v ∈ p(F 0) and each w ∈ p−1(v), the restriction p|wF 1 is a bijection
onto vE1. Similarly, if p has unique s-path lifting then for each v ∈ p(F 0) and each w ∈ p−1(v),
we have that p|F 1w is a bijection onto E
1v.
Nasu in [20, Section 3] refers to unique r-path lifting as left resolving, and unique s-path lifting
as right resolving. We adopt the conventions of [7, 15], and think of these properties as a specific
kind of path lifting. Unique path lifting is a property usually applied only to surjective maps,
but it is important that we relax this requirement in order to describe all 2-graphs using textile
systems (see Theorem 4.20).
Definitions 4.3. A textile system T = (E, F, p, q) consists of two directed graphs E, F and
two graph morphisms p, q : F → E such that the map F 1 → E1 × E1 × F 0 × F 0 given by
f 7→ (p(f), q(f), r(f), s(f)) is injective.
Let S = (ES, FS, pS, qS) and T = (ET , FT , pT , qT ) be textile systems. If φF : FS → FT and
φE : ES → ET are graph morphisms such that
φE ◦ pS = pT ◦ φF and φE ◦ qS = qT ◦ φF ,
then we say φ = (φE, φF ) is a textile morphism from S to T . If φE and φF are isomorphisms we
say that the S and T are isomorphic and write S ∼= T .
Our definition of a textile system differs from [20, Section 2] as we don’t ask p, q to be surjective.
Here we give sufficient conditions on p, q which ensure that (E, F, p, q) is a textile system.
Lemma 4.4. Let E and F be directed graphs and p, q : F → E be graph morphisms. If p has
unique r- or unique s-path lifting, then (E, F, p, q) is a textile system for any q. Similarly if q
has unique r- or unique s-path lifting, then (E, F, p, q) is a textile system for any p.
Proof. Suppose that p has unique r-path lifting. We check that f 7→ (p(f), q(f), r(f), s(f))
is injective. Let f, g ∈ F 1 be such that (p(f), q(f), r(f), s(f)) = (p(g), q(g), r(g), s(g)). Then
p(f) = p(g) and r(f) = r(g), hence f = g. The other cases are proved mutatis mutandis. 
The first example below shows that the conditions of Lemma 4.4 are sufficient but not necessary.
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Examples 4.5.
(i) Consider the directed graphs shown below:
a2 a1l2
c1
c2
F := E := v b2b1
Define p, q : F → E by p(c1) = b1, p(c2) = p(l2) = b2, and q(c1) = q(l2) = b1, q(c2) = b2.
T = (E, F, p, q) is a textile system even though p, q fail the hypotheses of Lemma 4.4.
(ii) Form,n ≥ 1 let θ : m×n→ m×n be a bijection. Define directed graphs E, F by E0 = {v},
E1 = m and r(i) = s(i) = v for all i ∈ m; and F 0 = n, F 1 = m × n and r(i, j) = j, and
s(i, j) = j′ where θ(i, j) = (i′, j′). Define p, q : F → E by p(i, j) = i, q(i, j) = i′ where
θ(i, j) = (i′, j′). One checks that p, q are graph morphisms which both have unique s- and
r-path lifting, so Lemma 4.4 says that Tθ = (E, F, p, q) is a textile system.
(iii) Let E be a directed graph and α : E → E an automorphism, then one can check that
TE,α := (E,E, idE, α) is a textile system, where idE is the identity map on E.
4.1. From textile systems to 2-graphs. We begin with a definition from [26].
Definition 4.6. Let T = (E, F, p, q) be a textile system. Define the 2-coloured graph GT as
follows: Let (GT )
0 = E0, (GT )
1 = E1 ∪ F 0. For e ∈ E1 define s(e) = sE(e), r(e) = rE(e) and
c(e) = c1, and for w ∈ F
0 define s(w) = p(w), r(w) = q(w) and c(w) = c2. For f ∈ F
1 define
φf : E2,e1+e2 → GT by
(2) φf (ε
0
1) = q(f) φf(ε
0
2) = rF (f), φf (ε
e1
2 ) = sF (f), φf(ε
e2
1 ) = p(f).
One checks that φf is a coloured-graph morphism and CT := {φf : f ∈ F
1} are squares in GT .
Lemma 4.7. Let T = (E, F, p, q) be a textile system, and (GT , CT ) be the associated 2-coloured
graph and collection of squares from Definition 4.6. Then f 7→ φf is a bijection from F
1 to CT .
Proof. The map f 7→ φf is surjective by the definition of CT . To see that it is injective, suppose
that f, g ∈ F 1 satisfy φf = φg. Then evaluating these squares at each ε
n
i in E2,e1+e2, we see that
(p(f), q(f), r(f), s(f)) = (p(g), q(g), r(g), s(g)). As T is a textile system, we have f = g. 
The next two results are a generalisation of [26, Theorem 3.8].
Theorem 4.8. Let T = (E, F, p, q) be a textile system, and GT and CT be the 2-coloured graph
and corresponding collection of squares from Definition 4.6. Then CT is a complete collection of
squares for GT if and only if p has unique r-path lifting and q has unique s-path lifting.
Proof. First suppose that p has unique r-path lifting and q has unique s-path lifting. Let αβ
be a 2-coloured path in G2T . Suppose c(αβ) = c1c2. We will show that there is a unique square
φ ∈ CT such that φ(ε
0
1) = α and φ(ε
e1
2 ) = β. That c(αβ) = c1c2 tells us that α ∈ E
1 and β ∈ F 0,
and that sE(α) = sGT (α) = rGT (β) = q(β). Since q has unique s-path lifting, there is a unique
f ∈ F 1β with q(f) = α. Then φf satisfies φf(ε
0
1) = q(f) = α and φf(ε
e1
2 ) = sGT (f) = β as
required. If c(αβ) = c2c1 the same argument applies, with unique r-path lifting of p in place of
unique s-path lifting of q. So CT is complete.
Now suppose that CT is complete. We will show that p has unique r-path lifting. The
argument for q having unique s-path lifting is similar. Fix e ∈ E1, w ∈ F 0 with r(e) = p(w).
Then rGT (e) = sGT (w), so we is a c2c1-coloured path in GT . As CT is complete, there exists a
unique φ ∈ CT such that φ(ε
0
2) = w and φ(ε
e2
1 ) = e. By Lemma 4.7, there exists a unique f ∈ F
1
with φ = φf . Then by (2) we have rF (f) = w, and p(f) = e. So p has unique r-path lifting. 
Corollary 4.9. Let T = (E, F, p, q) be a textile system. If p has unique r-path lifting and q has
unique s-path lifting. Then there is a unique 2-graph ΛT with (SkΛT , CΛT )
∼= (GT , CT ). On the
other hand, if Λ is a 2-graph such that (SkΛ, CΛ) ∼= (GT , CT ), then p has unique r-path lifting, q
has unique s-path lifting, and Λ ∼= ΛT .
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Proof. Suppose that p, q have unique r- and s-path lifting respectively. Then Theorem 4.8 tells
us that CT is complete collection of squares for GT . Then [12, Theorem 4.4] gives unique 2-graph
ΛT such that (SkΛT , CΛT )
∼= (GT , CT ).
On the other hand, if Λ is a 2-graph such that (SkΛ, CΛ) ∼= (GT , CT ), then CT is complete since
CΛ is, and Theorem 4.8 implies that p, q have unique r- and s-path lifting respectively. Moreover,
[12, Theorem 4.5] implies that Λ ∼= ΛT . 
Examples 4.10.
(i) In the textile system T = (E, F, p, q) from Example 4.5(i) p (resp. q) does not have unique
r- (resp. s-) path lifting. So by Corollary 4.9, T does not give rise to a 2-graph.
(ii) Given a directed graph E and endomorphisms p, q, we build a 2-coloured graph Ep,q and
squares C = {φe : e ∈ E
1} as in Examples 2.4 (ii). By Theorem 4.8, if p has unique
r-path lifting and q has unique s-path lifting, then (E,E, p, q) is a textile system and C is
a complete collection of squares. For instance, consider the directed graph E below and
define q : E → E by q0(u) = u, q0(v) = v, q0(w) = u and q1(a) = a, q1(b) = a, q1(c) = c.
u
a
v
c
w
b
Moreover Eid,q is the 1-skeleton of the 2-graph considered in [10, Remark 3.3] as a model
for the C∗-algebra of the quantum 3-sphere.
(u,0) (v,0)(w,0)
(a,1)
(b,0)
(c,0)
(u,1)
(v,1)
(w,1)
We now describe several properties that are important from either a dynamical or C∗-algebraic
perspective, and show how they manifest in our textile system based description.
Definitions 4.11. A directed graph E with no sinks or sources is called essential. A vertex v
in E0 is an infinite receiver if |r−1(v)| =∞, and E is row-finite if there are no infinite receivers.
In a higher-rank graph Λ, the analogous definitions are slightly more complicated. A vertex
v is a sink if there is some i ≤ k with Λeiv = ∅, and a source if there exists i ≤ k with vΛei = ∅.
We say that Λ is essential if there are no sinks or sources. We say v ∈ Λ0 is an infinite receiver
if there exists i ≤ k with |vΛei| =∞, and say that Λ is row-finite if there is no such v.
Remark 4.12. One can interpret Definition 4.11 in terms of the 1-skeleton SkΛ of Λ. For instance,
v is a source in Λ if it does not receive edges of every colour in SkΛ. Given a textile system
T = (E, F, p, q) with associated 2-graph Λ := ΛT , the blue graph of SkΛ is E and the red graph
is the directed graph Ê = (E0, F 0, q, p). Then Ê has no sources if and only if q0 is surjective,
and Ê has no sinks if and only if p0 is surjective. Similarly, Ê is row-finite if and only if q0 is
finite-to-one.
Definitions 4.13. A k-graph Λ is finitely-aligned if for each µ, ν ∈ Λ, the set MCE(µ, ν) :=
{λ ∈ Λ : λ = µµ′ = νν ′, d(λ) = d(µ) ∨ d(ν)} is finite. We say that Λ is locally convex if for each
e ∈ Λei and f ∈ r(e)Λej with i 6= j, s(e)Λej and s(f)Λei are nonempty.
Examples 4.14. The 2-graph Λ with skeleton as below is not locally convex. Any 2-graph Γ with
skeleton as below is not row-finite or finitely aligned, and any 2-graph Ξ with skeleton as below
is finitely aligned, but not row-finite.
• •
e
•
fΛ:
• •
µ
•
ν
•
(ν′i)i∈N
(µ′i)i∈NΓ:
• •
µ
•
(νi)i∈N
•
(ν)i∈N
(µ′i)i∈NΞ:
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Remarks 4.15. Suppose T = (E, F, p, q) is a textile system in which p has unique r-path lifting
and q has unique s-path lifting, and let Λ := ΛT be its associated 2-graph. By viewing SkΛ as
the union of graphs E and Ê as in Remark 4.12 we have:
(i) Λ has no sources if and only if both E and Ê have no sources;
(ii) Λ is essential if and only if both E and Ê are essential;
(iii) Λ is row-finite if and only if both E and Ê are row-finite;
(iv) Λ is locally convex if and only if for each e ∈ E1 and w ∈ F 0 satisfying q(w) = r(e), there
exist f1, f2 ∈ F
1 with rF (f1) = w and q(f2) = e; and
(v) Λ is finitely aligned if and only if for each e ∈ E1 and w ∈ F 0 satisfying q(w) = r(e), the
set {f ∈ wF 1 : q(f) = e} is finite (possibly empty).
Parts (i)–(iii) follow from the second part of Remark 4.12. Part (iv) is just a translation of the
definition from the language of k-graphs into the language of textile systems. Part (v) is slightly
more complicated. Notice that given e ∈ Λe1 = E1 and w ∈ Λe2 = F 0 with rΛ(w) = rΛ(e), we
have that |MCE(e, w)| = |{λ ∈ Λe1+e2 : λ(0, e1) = e, λ(0, e2) = w}| = |{f ∈ wF
1 : q(f) = e}|.
Then part (v) follows from the following general result about k-graphs.
Lemma 4.16. Suppose Λ is a k-graph. Then Λ is finitely aligned if and only if MCE(e, f) is
finite for all e, f ∈
⋃
i≤k Λ
ei.
Proof. The forward implication is trivial. Now suppose that MCE(e, f) is finite for all e, f ∈⋃
i≤k Λ
ei. We prove by induction on nµ,ν := |d(µ) ∨ d(ν) − d(µ) ∧ d(ν)|. If nµ,ν = 0, then
d(µ) = d(ν) and the result is trivial. Suppose that MCE(µ, ν) is finite for all µ, ν with nµ,ν ≤ n,
and fix µ, ν with nµ,ν = n + 1 and suppose MCE(µ, ν) 6= ∅. If µ = νν
′ or ν = µµ′ the result is
trivial, so suppose that there exist i, j with d(µ)i > d(ν)i and d(ν)j > d(µ)j. Then
d(µ) ∨ d(ν) = (d(µ)− ei) ∨ (d(ν)− ej) + (ei + ej),
so the factorisation property implies that each λ ∈ MCE(µ, ν) can be uniquely written as
λ = λ0λ1, where λ0 ∈ MCE(µ(0, d(µ)− ei), ν(0, d(ν)− ej)) and d(λ1) = ei + ej. We have that
λ1 ∈
⋃{
MCE(e, f) : λ0e ∈ MCE(µ(0, d(µ)− ei), ν), λ0f ∈ MCE(µ, ν(0, d(ν)− ej))
}
.
By the inductive hypothesis we have that MCE(µ(0, d(µ)− ei), ν),MCE(µ, ν(0, d(ν)− ej)), and
MCE(µ(0, d(µ)− ei), ν(0, d(ν)− ej)) are all finite, and by assumption we have that MCE(e, f)
is finite. So MCE(µ, ν) is finite, and hence Λ is finitely aligned. 
Here are some consistency results for the relationship between textile systems, 2-coloured graphs
and 2-graphs.
Proposition 4.17. Let S = (FS, ES, pS, qS) and T = (FT , ET , pT , qT ) be textile systems. Then
S ∼= T if and only if (GS, CS) ∼= (GT , CT ).
Proof. First suppose that S ∼= T via a textile isomorphism ρ = (ρE, ρF ). Define ψ : GS → GT
by ψ0 = ρ0E , ψ
1|E1
S
= ρ1E and ψ
1|F 0
S
= ρ0F . Then ψ is a bijection because ρE and ρF are. To see
that ψ preserves range and source, let f ∈ G1S and compute
ψ0 ◦ rGS(f) =
{
ρ0E ◦ rES(f) if f ∈ E
1
S
ρ0E ◦ qS(f) if f ∈ F
0
S
=
{
rET ◦ ρ
1
E(f) if f ∈ E
1
S
qT ◦ ρ
0
F (f) if f ∈ F
0
S
= rGT ◦ ψ
1(f),
where the second equality follows from ρE being a graph morphism in the first case, and ρE
being a textile morphism for the second case.
That ψ preserves colour follows from the fact that ψ1(E1S) = E
1
T and ψ
1(F 0S) = F
0
T . To see
that ψ preserves squares, fix a square φf ∈ CS . We will show that ψ ◦ φf = φρF (f), which we
know is an element of CT . We compute ψ ◦ φf(ε
0
1) = ρE(qS(f)) = qT (ρF (f)) = φρF (f)(ε
0
1), and
similarly for the other elements of E2,e1+e2 . So ψ ◦ φf = φρF (f). Hence ψ : (GS, CS) → (GT , CT )
is a square isomorphism.
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Now suppose that (GS, CS) ∼= (GT , CT ) via a square isomorphism ψ. Define ρE : ES → ET by
ρ0E = ψ
0 and ρ1E = ψ
1|E1
S
. Since ψ is a square isomorphism, ρE is a graph isomorphism.
We now construct ρF : FS → FT . Define ρ
0
F := ψ
1|F 0
S
, then ρ0F is a bijection since ψ is a
square isomorphism. Recall that ψ ◦ φ ∈ CT for each φ ∈ CS. Define ρ
1
F to be the map f 7→ g,
where g ∈ F 1T is such that ψ ◦φf = φg. Then ρ
1
F is bijective by Lemma 4.7. To see ρF is a graph
morphism, suppose f ∈ F 1S , then
ρ0F (rFS(f)) = ψ
1(rFS(f)) = ψ ◦ φf(ε
0
2) = φρ1F (f)(ε
0
2) = rFT (ρ
1
F (f)).
A similar calculation shows that ρ also preserves sFS . So ρF is a graph isomorphism. To see
that ρ = (ρE , ρF ) is a textile morphism, let f ∈ F
1
S and calculate
ρ1E(qS(f)) = ψ
1(qS(f)) = ψ ◦ φf(ε
0
1) = φρ1F (f)(ε
0
1) = qT (ρ
1
F (f)).
The argument for vertices and for pS is similar. So ρ is a textile isomorphism. 
Corollary 4.18. Suppose S and T are textile systems in which p has unique r-path lifting and
q has unique s-path lifting. Then S ∼= T if and only if ΛS ∼= ΛT .
Proof. If S ∼= T , then Proposition 4.17 gives (GS, CS) ∼= (GT , CT ). Then the uniqueness of ΛS
in Corollary 4.9 forces ΛS ∼= ΛT . Now suppose ΛS ∼= ΛT . Then (SkΛS , CΛS)
∼= (SkΛT , CΛT ).
Corollary 4.9 then gives (GS, CS) ∼= (GT , CT ). So Proposition 4.17 forces S ∼= T . 
4.2. From 2-graphs to textile systems.
Definition 4.19. For each 2-graph Λ, define TΛ = (EΛ, FΛ, pΛ, qΛ) as follows: Set EΛ =
(Λ0,Λe1, rΛ, sΛ) and FΛ = (Λ
e2,Λe1+e2, rFΛ, sFΛ), where rFΛ(f) = f(0, e2) and sFΛ(f) = f(e1, e1+
e2) for f ∈ F
1
Λ = Λ
e1+e2. Define pΛ, qΛ : FΛ → EΛ by
p0Λ(w) = sΛ(w) and q
0
Λ(w) = rΛ(w) for w ∈ F
0
Λ = Λ
e2
p1Λ(f) = f(e2, e1 + e2) and q
1
Λ(f) = f(0, e1) for f ∈ F
1
Λ = Λ
e1+e2.
So EΛ is the blue subgraph of SkΛ, vertices of FΛ correspond to the red edges in SkΛ, and edges
in FΛ correspond to squares in CΛ. If the Λ is understood, we drop the subsrcipts on EΛ, FΛ.
Theorem 4.20. Let Λ be a 2-graph. Then TΛ is a textile system where pΛ has unique r-path
lifting and qΛ has unique s-path lifting. Furthermore, (GTΛ, CTΛ) = (SkΛ, CΛ), and so ΛTΛ
∼= Λ.
Proof. We will first show that pΛ has unique r-path lifting. Fix e ∈ E
1
Λ and w ∈ F
0
Λ such that
rEΛ(e) = pΛ(w). So rΛ(e) = rEΛ(e) = pΛ(w) = sΛ(w), hence we ∈ Λ
e1+e2 = F 1Λ, and pΛ(we) =
(we)(e2, e1 + e2) = e and rFΛ(we) = (we)(0, e2) = w. To see that we is the unique such path,
suppose f ∈ wF 1Λ satisfies pΛ(f) = e. Then e = pΛ(f) = f(e2, e1+e2) and w = rFΛ(f) = f(0, e2).
Unique factorisation in Λ now forces f = f(0, e2)f(e2, e1 + e2) = we. A similar argument shows
that qΛ has unique s-path lifting. So by Lemma 4.4, TΛ is a textile system.
To see that (GTΛ, CTΛ) = (SkΛ, CΛ), we first show that GTΛ = SkΛ as coloured graphs. We
have that G0TΛ = E
0
Λ = Λ
0 = Sk0Λ, that c
−1
GTΛ
(c1) = E
1
Λ = Λ
e1 = c−1SkΛ(c1), and that c
−1
GTΛ
(c2) =
F 0Λ = Λ
e2 = c−1SkΛ(c2). To see that the source and range maps are the same, we calculate
rGTΛ (f) =
{
rEΛ(f) if f ∈ E
1
Λ = Λ
e1
qΛ(f) if f ∈ F
0
Λ = Λ
e2
= rΛ(f) = rSkΛ(f),
and similarly for the source maps, and so GTΛ = SkΛ.
To see that CTΛ = CΛ, first notice that F
1
Λ = Λ
e1+e2. Since CTΛ is indexed by F
1
Λ, and CΛ is
indexed by Λe1+e2, CTΛ is in bijective correspondence with CΛ. To see they are in fact equal, let
λ ∈ F 1Λ = Λ
e1+e2 , denote by φλ the corresponding element of CTΛ and by ψλ the corresponding
element of CΛ. Then φλ(ε
0
1) = qΛ(λ) = λ(0, e1) = ψλ(ε
0
1), and similarly for the other elements of
E2,(e1+e2). So CTΛ = CΛ. Then by [12, Theorem 4.5], we have ΛTΛ
∼= Λ. 
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Example 4.21. Recall the 2-graph Σ from Examples 3.6 (i). In the associated textile system
TΣ = (E, F, p, q), the graph E is the blue subgraph of SkΣ. The graph F has vertices indexed
by the red edges in SkΣ and edges given by Σ
e1+e2 , namely
α = ga = ce, β = ha = de, γ = hb = df, δ = gb = cf.
Then rF (α) = rF (δ) = g, sF (α) = sF (β) = e, rF (β) = rF (γ) = h, sF (γ) = sF (δ) = f , so
F := e
h
f
gα
β
δ
γ E :=
z x y
v w u
d c
b a
where p(α) = p(β) = a, p(γ) = p(δ) = b, and q(α) = q(δ) = c, q(β) = q(γ) = d.
Remark 4.22. Theorem 4.8 and Corollary 4.9 imply that the existence of a 2-graph associated
to a textile system T is equivalent to p having unique r-path lifting and q having unique s-path
lifting. Theorem 4.20 then tells us that given a 2-graph, this is as much as we can expect from
the associated textile system. For example, in the textile system TΣ from Example 4.21, p has
s-path lifting but not unique s-path lifting, and similarly for q and r-path lifting.
Corollary 4.23. Let Λ and Γ be 2-graphs. Then TΛ ∼= TΓ if and only if Λ ∼= Γ.
Proof. Proposition 4.17 and Theorem 4.20 together give TΛ ∼= TΓ ⇐⇒ (SkΛ, CΛ) ∼= (SkΓ, CΓ).
Isomorphic k-graphs trivially gave square-isomorphic skeletons, and [12, Theorem 4.5] tells us
that square-isomorphic skeletons necessarily come from isomorphic k-graphs. 
Corollary 4.24. Let T be a textile system in which p has unique r-path lifting and q has unique
s-path lifting, and let ΛT be the associated 2-graph from Corollary 4.9. Then T ∼= TΛT .
Proof. By Theorem 4.20 we have that ΛT ∼= ΛTΛT , so (SkΛT , CΛT )
∼= (SkΛTΛT
, CΛTΛT
). Corol-
lary 4.9 then implies that (GT , CT ) ∼= (GTΛT , CTΛT ). Finally, Proposition 4.17 gives T
∼= TΛT . 
4.3. The fundamental group of a Textile system. Many of the details in this subsection
can easily be adapted from those given in section 3. Let T = (E, F, p, q) be a textile system, and
let (GT , CT ) be the associated 2-coloured graph and squares from Definition 4.6. We say that
T is connected if GT is connected. Denote by S the equivalence relation on P(GT ) generated
by {(q(f)sF (f), rF (f)p(f)) : f ∈ F
1} (cf. Remark 2.3), and S+ the induced relation on P(G+T ).
Let C be the set of cancellation relations in P(G+T ). We then define the fundamental groupoid of
a textile system to be G(T ) := P(G+T )/(C ∪ S
+). For v ∈ E0, we define the fundamental group
based at v to be the isotropy group pi1(T, v) := vG(T )v.
Theorem 4.25. Let T = (E, F, p, q) be a connected textile system, v ∈ E0 and X a maximal
spanning tree for GT . Then pi1(T, v) ∼= 〈G
1
T | x = 1 if x ∈ X
1, ef = gh if (ef, gh) ∈ S+〉.
Proof. The proof of Theorem 3.5 applies mutatis mutandis. 
Remark 4.26. Theorem 4.25 shows that pi1(T, v) does not depend on v. We hereafter call pi1(T, v)
the fundamental group of T and denote it pi1(T ). Notice that if T satisfies the hypotheses of
Corollary 4.9, and hence gives rise to 2-graph ΛT , then pi1(T ) = pi1(ΛT ).
Example 4.27. For each m,n ≥ 1 denote by BS(m,n) = 〈a, b | abm = bna〉 the Baumslag-Solitar
group (see [2]). Define F by F 0 = {a1, . . . , an}, F
1 = {c1, . . . , cn, l2, . . . ln} with rF (ci) = ai,
sF (ci) = ai+1 (mod n) for 1 ≤ i ≤ n and rF (li) = sF (li) = ai for 2 ≤ i ≤ n. Define E by E
0 = {v}
and E1 = {b1, . . . , bn}. Define p, q by p(ci) = q(ci) = bi for 1 ≤ i ≤ n and p(li) = bi, q(li) = bi−1
for 2 ≤ i ≤ n. One checks that Tn = (E, F, p, q) is a textile system. Applying Theorem 4.25
with maximal spanning tree v, we have pi1(Tn) ∼= 〈a1, b1, . . . , an, bn | cˆ1, . . . , cˆn, lˆ2, . . . , lˆn〉, where
cˆj is the relation ajbj = bjaj+1 (mod n) and lˆj is the relation ajbj = bj−1aj .
We claim that pi1(Tn) ∼= BS(n, n). Notice that a1b1 = ajbj for all 1 ≤ j ≤ n. Then for j < n
relations cˆj give aj+1 = b
−1
j ajbj , and relations lˆj+1 give bj+1 = a
−1
j+1bjaj+1 = (a1b1)
−1bj(a1b1),
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thus eliminating generators and relations aj , bj, lˆj , cˆj−1 for 2 ≤ j ≤ n. A finite induction gives
bn = (a1b1)
−(n−1)b1(a1b1)
n−1. Using this expression for b1, and the fact that a1b1 = anbn, we set
x = a1b1 to obtain pi1(Tn) = 〈a1, b1 | cˆn〉 = 〈a1, x | x
n = a−11 x
na1〉 = BS(n, n).
The textile system T in Examples 4.5(i) is T2. Hence pi1(T ) ∼= BS(2, 2).
5. Homology and Cohomology groups of a Textile system
In this section we introduce a homology and cohomology theory for textile systems (see Theo-
rem 5.6 and Lemma 5.15). Theorem 5.16 provides a tractable description of the second coho-
mology group of a textile system. In Corollaries 5.13 and 5.19, we show that our groups reduce
to those of a 2-graph when T gives rise to a 2-graph (cf. Corollary 4.9). In Examples 5.7, 5.14
and 5.20, we demonstrate the facility provided by our new approach.
Homology. We review the definitions of the homology groups for 1- and 2-graphs from [17].
For a 1-graph E set C0(E) = ZE
0 and C1(E) = ZE
1, the free abelian groups generated by E0
and E1 respectively. For r ≥ 2 let Cr(E) = 0. Let ∂
E
1 : C1(E)→ C0(E) be the homomorphism
determined by ∂E1 (e) = s(e)− r(e). For r ≥ 2 and r = 0 let ∂
E
r = 0. Then (C∗(E), ∂
E
∗ ) is a chain
complex, so H0(E) = ZE
0/ Im ∂E1 , H1(E) = ker ∂
E
1 and Hr(E) = 0 for r ≥ 2.
For a 2-graph Λ, set C0(Λ) = ZΛ
0, C1(Λ) = ZΛ
e1 ⊕ ZΛe2 and C2(Λ) = ZΛ
e1+e2 . For r ≥ 3 let
Cr(Λ) = 0. Let ∂
Λ
1 : C1(Λ)→ C0(Λ) be the homomorphism determined by ∂
Λ
1 (λ) = s(λ)− r(λ).
Define ∂Λ2 : C2(Λ)→ C1(Λ) as follows. Factorize λ = f1g1 = g2f2 where fi ∈ Λ
e1 and gi ∈ Λ
e2 for
i = 1, 2, then set ∂Λ2 (λ) = f1+g1−f2−g2 and extend to a homomorphism from C2(Λ) to C1(Λ).
For r ≥ 3 and r = 0, let ∂Λr = 0. Then (C∗(Λ), ∂
Λ
∗ ) is a chain complex, and H0(Λ) = ZΛ
0/ Im ∂Λ1 ,
H1(Λ) = ker ∂
Λ
1 / Im ∂
Λ
2 , H2(Λ) = ker ∂
Λ
2 and Hr(Λ) = 0 for r ≥ 3.
Definition 5.1. Given h = hm11 · · ·h
mn
n ∈ G(Λ), where mi = ±1, define t : G(Λ) → C1(Λ) by
t(h) =
∑n
i=1mihi ∈ C1(Λ). As in [17, Definition 3.10] we call t(h) a trail. If h is a circuit we
call t(h) a closed trail. If h is also simple, we call t(h) a simple closed trail.
For any k-graph we may define (possibly non-trivial) homology groups Hr(Λ) for 0 ≤ r ≤ k;
however, the definition of H1(Λ) remains the same as above (see [17, Definition 3.4]), and hence
the following result makes sense.
Proposition 5.2. Let Λ be a connected k-graph. Then the map t defined in Definition 5.1
induces an isomorphism Ab pi1(Λ) ∼= H1(Λ).
Proof. Fix v ∈ Λ0, then pi1(Λ) ∼= pi1(SkΛ, v)/S
+ by [13]. Fix a maximal spanning tree T ⊂
SkΛ, then pi1(SkΛ, v) = 〈ζe | e ∈ E
1 \ T 1〉 (see [25] for example). Then t : pi1(SkΛ, v) →
C1(Λ) is a homomorphism. Since t sends simple reduced circuits to simple closed trails, [17,
Proposition 3.15] implies that ker(∂Λ1 ) = t(pi1(SkΛ, v)). As t(ζeζf)−t(ζgζh) = e+f−g−h ∈ Im ∂
Λ
2
whenever if (ef, gh) ∈ S+, t descends to a homomorphism t′ : pi1(Λ)→ H1(Λ) which maps [a] to
[t(a)]. Routine calculation then shows that ker t′ is the commutator subgroup of pi1(Λ), which
says precisely that Ab pi1(Λ) ∼= H1(Λ). 
Definitions 5.3. Let T = (E, F, p, q) be a textile system, then considering E, F to be 1-graphs,
we may define C0(T ) = C0(E), C1(T ) = C1(E)⊕ C0(F ) and C2(T ) = C1(F ).
Let ∂T1 : C1(T )→ C0(T ) and ∂
T
2 : C2(T )→ C1(T ) be the unique homomorphisms satisfying
(3) ∂T1 (e⊕ w) = ∂
E
1 (e) + (p
0 − q0)(w) and ∂T2 (f) = (q
1 − p1)(f)⊕ ∂F1 (f),
for e ∈ E1, w ∈ F 0 and f ∈ F 1.
Remark 5.4. Recall from Definition 4.6 that for each textile system T , there is a 2-coloured
graph GT . By identifying each k ∈ G
1
T with e ⊕ 0 if k ∈ E
1 or 0 ⊕ w if w ∈ F 0, we see that
C1(T ) = C1(GT ), and ∂
T
1 = ∂
GT
1 by (3).
Lemma 5.5. Let T = (E, F, p, q) be a textile system, then with notation as above we have
0 −→ C2(T )
∂T
2−→ C1(T )
∂T
1−→ C0(T ) −→ 0
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is a chain complex, denoted (C∗(T ), ∂
T
∗ ).
Proof. Since p and q are graph morphisms, we have
∂T1 ◦ ∂
T
2 = ∂
T
1 ◦
(
(q1 − p1)∗ ⊕ ∂
F
1
)
= ∂E1 ◦ q
1 − ∂E1 ◦ p
1 + p0 ◦ ∂E1 − q
0 ◦ ∂E1 = 0. 
The homology of T is then H0(T ) := ZE
0/ Im ∂T1 , H1(T ) := ker ∂
T
1 / Im ∂
T
2 , and H2(T ) := ker ∂
T
2 .
Theorem 5.6. Let T = (E, F, p, q) be a textile system then
H0(T ) = ZE
0/〈Im ∂E1 ∪ Im(p
0 − q0)∗〉;
H1(T ) = (C1(E)⊕C0(E) C0(F ))/(Im
(
(q1 − p1)∗ ⊕ ∂
F
1
)
; and
H2(T ) = ker(q
1 − p1)∗ ∩ ker ∂
F
1 ,
where C1(E)⊕C0(E)C0(F ) is the pullback of ∂
E
1 : C1(E)→ C0(E) and (q
0−p0)∗ : C0(F )→ C0(E).
Proof. ForH0(T ), notice that Im ∂
T
1 is generated by Im ∂
E
1 and Im(p
0−q0)∗ in C0(E). ForH1(T ),
we have ker ∂T1 = {x⊕ y : ∂
E
1 (x) + (p− q)(y) = 0} and Im ∂
T
2 = Im
(
(q1− p1)∗⊕ ∂
F
1
)
. The result
then follows by definition of the pullback. For H2(T ), observe that ker ∂
T
2 = ker(q
1−p1)∗∩ker ∂
F
1
by the definition of ∂T2 . 
Examples 5.7.
(i) Recall the textile system T = (E, F, p, q) from Examples 4.5(i), with p, q : F → E are given
by p(c1) = b1, p(c2) = p(l2) = b2 and q(c1) = q(l2) = b1, q(c2) = b2. Then ker ∂
T
2 = 〈c1 + c2〉
and Im ∂T2 = 〈(b1 − b2) ⊕ 0, 0 ⊕ (a2 − a1)〉. As E has one vertex we have ker ∂
T
1 = 〈b2 ⊕
0, b1 ⊕ 0, 0⊕ a2, 0⊕ a1〉 and Im ∂
T
1 = 0. So H0(T )
∼= H2(T ) ∼= Z and H1(T ) ∼= Z
2.
(ii) If p : F → E has unique r- or s-path lifting, then by Lemma 4.4 T = (E, F, p, p) is a textile
system. Theorem 5.6 gives H0(T ) = H0(E), H1(T ) = H1(E)⊕H0(F ) and H2(T ) = H1(F ).
Let T be the textile system from Example 4.5(i). By Examples 4.27 and 5.7(i), we have
Ab pi1(T ) ∼= H1(T ) ∼= Z
2. This suggests that Proposition 5.2 holds in greater generality. We first
need to extend the notion of a trail to textile systems (cf. Definition 5.1).
Definition 5.8. Given h = hm11 · · ·h
mn
n ∈ G(T ), where mi = ±1, set ki = hi ⊕ 0 if hi ∈ E
1 and
ki = 0⊕hi if hi ∈ F
0. Define t : G(T )→ C1(T ) by t(h) =
∑n
i=1miki ∈ C1(T ) = C1(E)⊕C0(F ).
We call t(h) the trail associated to h. If h is a circuit we call t(h) a closed trail. If h is also
simple, we call t(h) a simple closed trail.
Identifying ∂T1 with ∂
GT
1 as in Remark 5.4, the following result is proved as in Proposition 5.2
by replacing SkΛ with GT and ∂
Λ
1 with ∂
T
1 .
Proposition 5.9. Let T be a connected textile system, then the map t defined in Definition 5.8
induces an isomorphism Ab pi1(T ) ∼= H1(T ).
Proposition 5.10. Let T = (E, F, p, q) be a textile system. Then H2(T ) is generated by trails
t(h) of simple reduced circuits h = hm11 · · ·h
mn
n ∈ F
+ satisfying p∗(t(h)) = q∗(t(h)).
Proof. By Theorem 5.6, we have that H2(T ) = ker(q
1− p1)∗ ∩ ker ∂
F
1 . By [17, Proposition 3.15],
we have that ker ∂F1 is the subgroup of C1(F ) = ZF
1 generated by simple, closed trails t(h),
where h is a simple circuit in F+. The result follows by definition of ker(q1 − p1)∗. 
Remark 5.11. Let T = (E, F, p, q) be a textile system where p has unique r-path lifting and
q has unique s-path lifting. Let ΛT be the associated 2-graph from Corollary 4.9. Then we
have C0(ΛT ) = ZΛ
0
T = ZE
0 = C0(T ), C1(ΛT ) = ZΛ
e1
T ⊕ ZΛ
e2
T = ZE
1 ⊕ ZF 0 = C1(T ). By
Corollary 4.24, Λe1+e2T = F
1
ΛT
∼= F 1, so C2(ΛT ) = ZΛ
e1+e2
T
∼= ZF 1 = C2(T ). Denote by ψ the
isomorphism C2(T ) ∼= C2(ΛT ).
Proposition 5.12. Let T = (E, F, p, q) be a textile system where p has unique r-path lifting and
q has unique s-path lifting. Let Λ = ΛT be the associated 2-graph from Corollary 4.9. Then the
chain complex (C∗(Λ), ∂
Λ
∗ ) is isomorphic to the chain complex (C∗(T ), ∂
T
∗ ).
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Proof. We need to show that the following diagram commutes:
0 −−−→ C2(T )
∂T
2−−−→ C1(T )
∂T
1−−−→ C0(T ) −−−→ 0
ψ
y ∥∥∥ ∥∥∥
0 −−−→ C2(Λ)
∂Λ
2−−−→ C1(Λ)
∂Λ
1−−−→ C0(Λ) −−−→ 0,
where ψ is the isomorphism from Remark 5.11. For e ∈ ZΛe1 and w ∈ ZΛe2 we have
∂Λ1 (e⊕ w) = sE(e)− rE(e) + p(w)− q(w) = ∂
T
1 (e⊕ w).
So ∂Λ1 = ∂
T
1 . To complete the proof we will show that ∂
Λ
2 ◦ ψ = ∂
T
2 . Suppose f ∈ F
1. By
definition of Λ, we may factorise ψ(f) by q(f)sF (f) = rF (f)p(f). Equation (3) then gives
∂Λ2 ◦ ψ(f) = q(f) + sF (f)− p(f)− rF (f) = ∂
T
2 (f). 
Corollary 5.13. With hypotheses from Proposition 5.12 we have H∗(Λ) = H∗(T ).
Example 5.14. Recall the textile system TΣ = (E, F, p, q) for the sphere graph Σ given in Ex-
ample 4.21, where p, q : F → E are given by p0(e) = u, p0(f) = v, p0(h) = p0(g) = w,
q0(e) = q0(f) = x, q0(h) = z, q0(g) = y, p1(α) = p1(β) = a, p1(γ) = p1(δ) = b, and
q1(α) = q1(δ) = c, q1(β) = q1(γ) = d, and Σ = ΛT . Let cg = αβ
−1γδ−1. Then t(cg) = α−β+γ−δ
is a simple closed trail such that p(t(cg)) = 0 = q(t(cg)). The remaining (anticlockwise)
simple circuits cf = δ
−1αβ−1γ, ch = γδ
−1αβ−1 and ce = β
−1γδ−1α in F+ are such that
t(cg) = t(cf ) = t(ch) = t(ce). Then by Proposition 5.10 and Corollary 5.13 we have H2(Σ) ∼= Z
with generator t(cg).
Cohomology. We follow [17, §7]. Let E be a 1-graph and A an abelian group, then its cubical
cohomology groups with coefficients in A are determined by the cochain complex (C∗(E,A), δ∗E):
0→ C0(E,A)
δ0
E−→ C1(E,A)→ 0,
where C i(E,A) = Hom (Ci(E), A) for i = 0, 1. Then for b
0 ∈ C0(E,A) we have
δ0Eb
0(e) = b0(∂E1 (e)) = b
0(s(e))− b0(r(e)), where e ∈ E1.
Then H0(E,A) = ker δ0E , H
1(E,A) = C1(E,A)/Im δ0E.
Let Λ be a 2-graph and A an abelian group, then its cubical cohomology groups with coeffi-
cients in A are determined by the cochain complex (C∗(Λ, A), δ∗Λ):
0→ C0(Λ, A)
δ0
Λ−→ C1(Λ, A)
δ1
Λ−→ C2(Λ, A)→ 0,
where C i(Λ, A) = Hom (Ci(Λ), A) for i = 0, 1, 2. Then for b
0 ∈ C0(Λ, A) we have
δ0Λb
0(e) = b0(∂Λ1 (e)) = b
0(s(e))− b0(r(e)), where e ∈ Λe1 ∪ Λe2.
For b1 ∈ C1(Λ, A) and λ = f1g1 = g2f2 ∈ Λ
e1+e2 where fi ∈ Λ
e1 , gi = Λ
e2 , for i = 1, 2 we have
(4) δ1Λb
1(λ) = b1(∂Λ2 (λ)) = b
1(f1) + b
1(g1)− b
1(f2)− b
1(g2).
Then H0(Λ, A) = ker δ0Λ, H
1(Λ, A) = ker δ1Λ/Im δ
0
Λ and H
2(Λ, A) = C2(Λ, A)/Im δ1Λ.
Let T = (E, F, p, q) be a textile system and A an abelian group. Regarding E, F as 1-graphs,
we obtain cochain complexes (C∗(E,A), δ∗E) and (C
∗(F,A), δ∗F ). Then define:
C0(T,A) = C0(E,A), C1(T,A) = C1(E,A)⊕ C0(F,A) and C2(T,A) = C1(F,A).
For b0T ∈ C
0(T,A) let δ0T : C
0(T,A)→ C1(T,A) be the homomorphism determined by
(5) δ0T b
0
T (e⊕ w) := b
0
T (∂
T
1 (e⊕ w) = b
0
T (∂
E
1 (e) + (p− q)(w)) = δ
0
E(b
0
T )(e) + (p− q)
∗(b0T )(w),
where e ∈ E1 and w ∈ F 0. For b1T ∈ C
1(T,A) we have b1T = b
1
E ⊕ b
0
F where b
1
E ∈ C
1(E,A) and
b0F ∈ C
0(F,A). Let δ1T : C
1(T,A)→ C2(T,A) be the homomorphism determined by
(6) δ1T b
1
T (f) := b
1
T (∂
T
2 (f)) = (q − p)
∗(b1E)(f)⊕ δ
0
F (b
0
F )(f), where f ∈ F
1.
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Lemma 5.15. Let T = (E, F, p, q) be a textile system and A an abelian group, then
0 −→ C0(T,A)
δ0T−→ C1(T,A)
δ1T−→ C2(T,A) −→ 0
is a cochain complex, denoted (C∗(T,A), δ∗T ).
Proof. Follows by definiton of δ∗T and the fact that (C∗(T ), ∂
T
∗ ) is a chain complex. 
The cohomology groups of T are H0(T,A) := ker δ0T , H
1(T,A) := ker δ1T / Im δ
0
T , and H
2(T,A) :=
C2(T,A)/ Im δT1 .
Theorem 5.16. Let T = (E, F, p, q) be a textile system, A an abelian group. Then H2(T,A)
is C1(F 1, A)/ ∼ where ν1 ∼ ν2 if there are functions b
0
F : F
0 → A and b1E : E
1 → A such that
(ν1 − ν2)(f) = b
1
E(q(f))− b
1
E(p(f)) + b
0
F (s(f))− b
0
F (r(f)) for all f ∈ F
1.
Proof. Since H2(T,A) ∼= C1(F,A)/ Im δ1T the result now follows from (6). 
Remark 5.17. Let T = (E, F, p, q) be a textile system where p has unique r-path lifting and q has
unique s-path lifting and let ΛT be the associated 2-graph from Corollary 4.9. By Remark 5.11,
we have C i(ΛT , A) = C
i(T,A) for i = 0, 1. Since ψ : C2(T ) ∼= C2(ΛT ) is an isomorphism, the
map ρ : b 7→ b ◦ ψ is an isomorphism C2(ΛT , A) ∼= C
2(T,A).
Proposition 5.18. Let T = (E, F, p, q) be a textile system where p has unique r-path lifting and
q has unique s-path lifting, Λ = ΛT be the associated 2-graph, and A an abelian group. Then the
cochain complex (C∗(Λ, A), δ∗Λ) is isomorphic to the cochain complex (C
∗(T,A), δ∗T ).
Proof. Let ρ : C2(Λ, A) ∼= C2(T,A) be the isomorphism from Remark 5.17. We first show that
δ0T = δ
0
Λ. Let b
0 ∈ C0(T,A) = C0(Λ, A), e ∈ E1 and w ∈ F 0. Then
δ0Λ(b
0)(e⊕ w) = b0
(
(sΛ − rΛ)(e) + (p
0 − q0)
)
(w) = δ0T (b
0)(e⊕ w),
so δ0T = δ
0
Λ. It remains to show that ρ ◦ δ
1
Λ = δ
1
T . Let b
1 = b1E ⊕ c
0
F ∈ C
1(T,A) = C1(Λ, A), and
f ∈ F 1. By definition of Λ, ψ(f) = q(f)sF (f) = rF (f)p(f). Then by (4) we have
ρ ◦ δ1Λ(b
1)(f) = δ1Λ(b
1(ψ(f)) = b1 ◦ (q1 − p1)(f) + b1 ◦ (sF − rF )(f) = b
1 ◦ ∂T2 (f) = δ
1
T ◦ b
1(f). 
Corollary 5.19. With hypotheses from Proposition 5.18 we have H∗(Λ, A) = H∗(T,A).
Examples 5.20.
(i) Let T = (E, F, p, q) be the textile system from Example 4.5(i), where p(c1) = b1, p(c2) =
p(l2) = b2, and q(c1) = q(l2) = b1, q(c2) = b2. Fix ν : F
1 → A. Set b0F (a2) = ν(c1),
b0F (a1) = 0. By Theorem 5.16 (with b
1
E = 0), ν is equivalent ν
′ if ν ′(l2) = ν(l2), ν
′(c1) = 0
and ν ′(c2) = ν(c1)+ν(c2). Now define b
1
E : E
1 → A by b1E(b2) = 0, b
1
E(b1) = ν(l2). Then by
Theorem 5.16 (with b0F = 0), ν
′ is equivalent to ν ′′ if ν ′′(l2) = ν
′′(c1) = 0 and ν
′′(c2) = ν
′(c2).
So ν ∈ C1(F,A) is equivalent to a function which is zero except on c2, thus H
2(T,A) = A.
(ii) Let T = (E,E, id, q) be the textile system from Examples 4.10 (ii), where q0(u) = u, q0(v) =
v, q0(w) = u and q1(a) = a, q1(b) = a, q1(c) = c. Fix ν : E1 → A. Set b0E(v) = ν(c),
b0E(u) = 0, b
0
E(w) = ν(b). By Theorem 5.16 (with b
1
E = 0), ν is equivalent to ν
′ if ν ′(c) = 0,
ν ′(a) = ν(a) and ν ′(b) = ν(b). Now define b1E : E
1 → A by b1E(a) = ν(b), b
1
E(b) = 0,
b1E(c) = ν(c). By Theorem 5.16 (with b
0
E = 0), ν
′ is equivalent to ν ′′ if ν ′′(c) = ν ′(c) = 0,
ν ′′(b) = 0 and ν ′′(a) = ν(a). So each ν ∈ C1(E,A) is equivalent to a function which is only
nonzero on a ∈ E1, thus H2(T,A) = A (cf.[17, Example 7.10]).
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