Summary. Four problems are considered: 1) from an n-precision integer compute its residues modulo n single precision primes; 2) from an n-degree polynomial compute its values at n points; 3) from n residues compute the unique n-precision integer congruent to the residues; 4) from n points compute the unique interpolating polynomial through those points. If M (n) is the time for n-precision integer multiplication, then the time for problems t and 2 is shown to be M(n)logn and for problems 3 and 4 to be M (n)(logn) z. Moreover it is shown that each of the four algorithms are really all instances of the same general algorithm. Finally it is shown how preconditioning or a change of domain will reduce the time for problems 3 and 4 to M(n)(logn).
Introduction
The study of the theory of algorithms is an attempt to discover the intrinsic complexity of certain basic computational processes. This study has been subjected to increasing attention over the past few years with some notable successes. For example, one of the most important developments towards the understanding of the complexity of integer multiplication has been an algorithm by SchSnhage and Strassen as presented in [7] , pp. 269-275. Their method shows how to multiply two n-precision integers in not more than 0 (n (log n)(log log n)) operations and in [7] , pp. 275-277, it is shown how an integer division algorithm with the same computing time bound can be obtained. Using fast integer multiplication and division there has been intensive work on other important arithmetic and algebraic algorithms. Specifically, the problems that we will be dealing with are the following: I) from an n-precision integer compute its residues modulo n single precision primes;
2) from an n-degree polynomial compute its values at n points;
and going in the reverse direction;
3) from n residues compute the unique n-precision integer which is congruent to the residues; 4) from n points compute the unique interpolating polynomial through those points.
These four algorithms have a very wide applicability. My own interest in them stems from the fact their general use has become recognized for speeding up many algebraic algorithms. Such efficient algorithms are crucial to effective mathematical symbol manipulation systems. Regarding these processes as transformational techniques, orders of magnitude decreases in computing times for such polynomial tasks as computing powers and greatest common divisor calculation ( [6] and [2] ) have been effected.
The classical methods for all of the above problems (t)-(4) take 0 (n ~) operations. Recently a host of papers [1, 3, 4, 5, 8, 9] have been published which present a variety of algorithms for reducing one or more of these problems below 0 (n2). All of these algorithms have similarities such as their use of fast integer multiplication and division or the use of recursion. Unfortunately the presentations of each method have been varied and at the moment there are at least two competing algorithms for problem 4 which have the same time bound. In this paper it will be shown that the best algorithms for all of these problems can be viewed in a single framework and that each particular problem is merely a specific instance of what is essentially the same algorithm.
The Algorithms
Before we rigorously define the problems to be tackled, let us review some of the basic complexity results that we will need. As stated before, in [7] , pp. 259-277 it is shown that the time for n-precision integer multiplication and division is 0 (n (log n)(log log n)). Also in [7] , pp. 363 and 441 we find that the time needed to multiply or divide two polynomials of degree at most n is O (n log n). Hopcroft in [12] clearly shows the relationship between a fast integer (polynomial) multiplication algorithm and a fast integer (polynomial) division algorithm which has the same time complexity. Sieveking in It t ] also shows how to divide truncated power series in O(n log n) steps. We assume that the coefficients are single precision fixed or floating point numbers and we are not concerned here with analyzing the error propogation as the algorithm proceeds. Both the integer and polynomial division algorithms depend essentially upon the computation of the reciprocal of the divisor and then applying the fast multiplication algorithm. The final result we need is a relatively new gcd algorithm due to SchOnhage, [t0] , which takes at most O(n(log n)S(log log n)) steps. His algorithm immediately generalizes to what is commonly called an extended gcd algorithm; namely given P and Q we can find R and S such that PR +QS =gcd (P, Q) where P, Q, R, and S are either n-precision integers or polynomials of degree at most n.
Let M (n) represent the time to multiply or divide two n-precision integers or n-degree polynomials. For ease of writing we will take M (n) ----n log n throughout the rest of the paper, noting here that an additional log log n factor must be appended to all of the resulting computing times. For if M I (n)----n log n and M s (n) = n log n log log n we see that 2iM~ (n/2 i) ~ (log log n) ~, 2iMx (n/2 i)
O<i< Iogsn
OAi< logln
and taking n as a power of 2 such a sum can easily be shown to be proportional to M s (n)(log n). Thus we may simply ignore the log log n factor without affecting the computing time. For example the time for an extended gcd calculation is M (n) (log n) (log log n). Now consider the binary tree as given below.
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Fig. t. Binary Tree
As we "go up" the tree the level numbers increase, while the root of the tree is at the bottom at level t. The i-th level has 2 i-1 nodes and a tree with k levels has a total of 2 k nodes. The nodes at higher levels are said to be ancestors and at lower levels descendents of a node at level i. In this paper we will be interested in computing different functions at every node of a binary tree. So for example an algorithm for moving down the tree is Algorithm: Move Down a Tree Input: n =2 k-1 values tk, 1 ..... tk,.; Output: a single value, tl, G
end end Subsequently, we will be most concerned about the cost of the operation O, which will be denoted by C (i). From C (i) and the above algorithm the expression for the total time needed to compute every node on this tree is
1~,~-12'-1C (i).
Similarly an algorithm which computes elements as we go up the tree would be for i +-2 ..... k do
We now proceed to the specific problems.
Problem t. Let u be an n-precision integer and Pi .... , p, single precision primes. Then we wish to compute the n residues ui = u mod pi which gives us a mixed radix representation for u. We consider the binary tree in Fig. 2 .
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Fig. 2. Binary Tree with Moduli
Now if n =2 k-i then products on the i-th level have precision 2 k-i, t ~i <k. Using our fast integer multiplication we compute the elements going down the tree. Therefore,
and the total time to complete the tree is
Now to compute the n residues u~=u mod Pi we reverse direction and proceed to compute functions up the tree. Since u is n-precision and the primes are all near the maximum size of a single precision number, we first computo u rood Pl... P~ -----8. Then we continue up the tree. A node on level i is computed using the previously made product of primes at that node plus the element ui,~_ l at the descendent node. The computation requires a remainder operation, so
and the total time for problem t is
In [9] , P. 91, Moenck and Borodin use this construction and show that the time for this operation is only a log n factor greater than the time for M (n).
Problem 2. Let P(x) be an n-degree polynomial and x t ..... x, n single precision points. Then we wish to compute the n values P(x~), t<i~n. We consider the binary tree. Using our fast polynomial multiplication we compute the elements going down the tree. Therefore
E. Horowitz and the total time to complete the tree is
We note that this procedure shows us By the same argument we see that
R12(xi), l<i< ~ = 2 P(x3 [R2,(x~), 5 +l~--i~n"
Eventually we will arrive at constants Rlk ..... R~-lh where P(xi)=Ri,k, t ~ i _< n. Since the time for multiplication and division of polynomials is the same,
and the total time for problem 2 is
l=o(n(logn)*' ).
The idea of using the binary tree and successively dividing P (x) was given by Fiduccia in [3] . Moenck and Borodin combined the idea of Fiduecia with a fast division algorithm to produce a time less than 0 (hi). Kung in [8] gives a different method for n-point evaluation which has the same computing time bound but uses a different division algorithm. Borodin and Munro were the first to give a better than O (n m) method for n-point evaluation in [t ].
t 29
Problem ~. Given n residues u~ of n single precision primes pl to find the unique n-precision integer u such that u=uimodpi, t~i~n.
It follows from the Chinese Remainder Algorithm, see [7] , p. 249, that this integer exists and is unique. For this problem as for problem t we will assume the binary tree in Fig. 2 [o, P&i+x). Repeating this process down the tree we will eventually produce u in the interval [0, Pl... P,). So we only need an algorithm to proceed from level i to i-t in the tree.
One-Step Chinese Remainder Algorithm
Input: ul, u2, qx, q,, god (fl, q,) = t qx > q2 > O. Output: u3: u3--ux rood qx, ua =--u2 rood q2
Now Steps (t) and (2) take M(logqx ) and since cx~<q2
Step (4) also takes no more than M (log q2) operations. In order to find c 13, which is the multiplicative reciprocal of g12 in the finite field with the q, elements {0, 1 ..... q,--l}, we need an extended gcd algorithm. That is, given q, and ca2 it produces a, b and gcd (q2, cx ~) such that aq~ + b~12 = gcd (qv g12) = I.
Thus b~lz=t modq2 and b=~ix~. Now Sch6nhage in [t0] has given such an algorithm whose time is M (log qa) (log log q~) and this bounds the total time for the l-step Chinese Remainder Algorithm. We now apply the t-step algorithm as we proceed down the tree. Then the total time for problem 3 is
----2k-' Z (k--i--t)i----O(n(logn)8) 9
This result was first obtained by Heindel and Horowitz in [4] , using the same tree construction as used here. Moenck and Borodin in [9] improve on this bound by a (log n) factor by making their computational model somewhat different than the one assumed so far. This will be discussed in Section 3-Problem 4. Given n values yx ..... y, at n = 2 *-~ points xt ..... x, we wish to compute the unique interpolation polynomial P(x) of degree =<n--t such that P (xi) =Yi, 1 <--i ~ n. It follows from Lagrange's theorem that this polynomial exists and is unique, e.g. see [7] , p. 428. For this problem as for problem 2 we will assume that the binary tree in Fig. 3 has already been computed. Again we need to go down the tree at each stage computing a new interpolating polynomial from its two ancestors. So for example at level k we compute polynomials Rtk (x) ..... R, k (x) such that R~h (x3 = Yr Then at level k --t we compute R 1 h-1 ..... R, such that r R~ k-t(x3 =Yi /.
n R' >Ior t<i~-i,~-l(x,+l) =y,+d 2 and so on until Rn(x ) =P(x) since Rn(xi) =y~ for t ~i ~n. So first we need an algorithm which combines 2 interpolating polynomials to give a third which interpolates at both sets of points.
One-Step Interpolation Algorithm
Output: U3 (x) such that U8 (x3 = U1 (x3 for t < i < -~-rot Us (xi) = Us (x3 for -~-+ t < i < m and deg (U.) < m --t.
I) /71 (x)
We note that steps (t), (2), and (3) 
{+x
So t-step interpolation produces the correct results. Notice that the two one-step algorithms are essentially identical, the mod operation being applied either to integers or polynomials. Now steps (t) and (2) take M (m/2) time. In order to compute the multiplicative reciprocal of C1~ we use the extended gcd algorithm of Sch6nhage, It0], which takes time M (m/2) (log m/2). The time for step (4) is no more than M (m) so the total time for one-step interpolation in 0 (m (m) (log m)).
Now applying this one-step algorithm as we proceed down the nodes of the tree in Fig. 3 we get that the total time for problem 4 is ~, 2i-lM(2 ~-i-1) log 2 k-i-1
= YI 2'-12k-'-'(k--i--t)'=2 Z (k-i-i)'
15i<:k--1 l<i_~k--1
=o ( (log
The first interpolation algorithm which took less than 0 (n ~) operations was given by Horowitz in [5] , but it used preconditioning of the xi's. Moenck and Borodin in [9] used the notion of fast division to aid in interpolation and were the first to show that the general problem could be done in less than O (n ~) operations. Also their paper reveals the relationships between problems t-4. Using a different approach for polynomial division and the same interpolation algorithm in [5] , Kung in [8] also presents an interpolation algorithm. The idea ot fast interpolation as given here was first presented by Hopcrift in It 2].
Preconditioning
The notion of preconditioning has been successfully applied to the problem of evaluating a polynomial at a single point. Advanced knowledge of the coefficients allows one to reduce the number of multiplications by a factor of about 2. We have seen in the previous section that problems I and 2 take time M (n) (log n) and problems 3 and 4 take M (n) (log **) 2. By appropriately preconditioning we can reduce the time for problems 3 and 4 to M(n)(log n).
The preconditioning that is needed comes directly from step (3) of the t-step Chinese Remainder and the t-step Interpolation algorithms. If the moduli (Pl ..... P~ or (x-xl) ..... (x-x~)) are known in advance then the multiplicative reciprocals of their various products can be precomputed. More specifically the products that must be formed consist of the two binary trees whose nodes are the multiplicative reciprocals of the elements of the binary trees in Figs. 2 and 3 -This reduces the time for both t-step algorithms by an appropriate log factor which similarly affects the time for problems 3 and 4.
We recall that the reason problems 3 and 4 required an extra (log n) factor over problems t and 2 was the use of SchSnhage's extended gcd algorithm. The reason for using SchSnhage's method is that it guarantees us the exact result with no loss of precision. But since we have not considered the accuracy question for other aspects of the algorithms, perhaps we should consider loosening the constraint there.
If we do this, we can merely compute c1==t/~t9~ which for c12 an integer simply requires a reciprocal operation and for c12 a polynomial also requires the same operation with appropriate scaling of the exponents. Both division steps take M (n) time and we would only keep the first n digits or coefficients for our answer. The proof that U s is correct carries through in essentially the same way. This model of computation was used both by Moenck and Borodin in [9] and by Kung in [8] who all obtain M (n) log n as the time for problems 3 and 4.
It is noted that a meta-algorithm could have been written for both t-step algorithms. This meta-aigorithm, using the preceeding ideas, would produce the correct output for the proper inputs. However this would only further abstract the process at no apparent gain in clarity, plus the parallel expositions serve to emphasize the similarities between the problems. An important point to note is that by using the extended gcd algorithm the inputs can most generally come from an arbitrary Euclidean domain. Since the integers form such a domain and this naturally extends to a Euclidean domain for multivariate polynomials over the integers, all operations within problems t-4 are appropriately made. However, when we remove the extended gcd algorithm then problems 3 and 4 can no longer be accomplished over a Euclidean domain, but instead we must assume that the elements come from a field.
