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Introduction
The design of bridge piers is crucial for the design of prestressed concrete viaducts. The piers make up between 20% and 50% of the total cost of the viaduct depending on pier heights and foundation conditions. Rectangular hollow cross-sections as described in the present paper are most frequently used. Current designs of such reinforced concrete (RC) structures are highly conditioned by the experience of structural engineers. Design procedures usually adopt cross-section dimensions and material grades based on commonly sanctioned practice. Once the geometry and materials of the structure are specified, the reinforcement of the pier is tentatively defined according to experience. The first-order stress resultants are analyzed and second-order (buckling) stress resultants are then estimated according to simplified and conservative formulae or following a more general method that accounts for second-order deformations and includes the non-linear stiffness of the column. Tentative passive reinforcement must then satisfy the limit states prescribed by concrete codes. Should the dimensions, the material grades or the reinforcement be insufficient, the structure is redefined on a trial-and-error basis. This process leads to safe designs, but the cost of the RC pier is, consequently, highly dependent upon the experience of the structural designer. In contrast to designs based on experience, artificial intelligence has been applied to a variety of fields including the solution of constrained problems. The design of RC structures is a problem of selecting design variables as subject to structural constraints for which artificial intelligence is aptly suited.
Exact methods and heuristic methods are the two main approaches to structural optimization. Exact methods are usually based on the calculation of optimal solutions following iterative techniques of linear programming of the expressions of the objective function and the structural constraints [1, 2] . These methods are computationally quite efficient when the number of variables is limited since they require a small number of iterations. However, they must solve the problem of linear conditioned optimization in every iteration of the analysis, which is computationally laborious when there is a large number of variables. In addition, exact methods require explicit expressions for the constraints which are not available in the present case of a non-linear buckling column. The second approach involves the heuristic methods based on artificial intelligence procedures. These methods include a wide range of artificial intelligence search algorithms, such as genetic algorithms, simulated annealing, threshold accepting, tabu search, ant colonies, and the like [3] [4] [5] [6] [7] .
These methods involve simple algorithms, but they also require a considerable computational effort, since they include a large number of iterations in which the objective function is evaluated and the structural constraints are checked.
As regards RC structures, early applications include the work of Coello et al. [8] , who used genetic algorithms to optimize RC beams, and that of Leite and Topping [9] , who applied GA algorithms to prestressed concrete beams. Another early GA application to concrete members is reported in the 1998 study by Kousmousis and Arsenis [10] while Rafiq and Southcombe [11] applied genetic algorithms to RC columns. Recently, a variety of RC applications has been discussed in the literature. Examples include the work of Hrstka et al. [12] and Leps and Sejnoha [13] , who optimized several types of RC beams; Lee and
Ahn [14] as well as Camp et al. [15] , who both optimized RC building frames by genetic algorithms. And more recently, research by Rafiq et al. examined the design of biaxial columns [16] . Since 2005, our research group has also studied the application of mainly simulated annealing and threshold acceptance to the optimization of RC walls, bridge frames, building frames, bridge piers and vault underpasses [17] [18] [19] [20] [21] [22] . It is worth noting that RC heuristic studies are only a small fraction of the number of structural applications reported in the literature, the applications mostly being devoted to steel structures.
Pioneering GA applications for steel structures can be found in the 1992 studies by Jenkins [23] and Rajeev and Krishnamoorthy [24] . A recent application to steel trusses is reported by Lamberti [25] , while a literature survey on evolutionary algorithms applied to structures can be found in Kicinger et al. [26] .
The rectangular hollow section piers object of this study are those commonly used in the construction of cast-in-place prestressed concrete road and railway viaducts. by the loading code considered in the analysis [27] and must fulfil the limit states prescribed by the concrete code under consideration [28] .
The objective of this study is to examine the heuristic optimization of this type of RC structure. The method followed consisted in developing an evaluation computer module in which cross-section dimensions, materials and steel reinforcement are taken as discrete variables. This module computes the cost of a solution and checks all the relevant limit states. ACO, GA and TA algorithms are then used to search the solution space. It is important to note that the present study is an updated and revised version of the conference study by Martinez et al. [21] , which was an initial analysis that concentrated on ACO algorithms and did not include the GA and TA algorithms for comparative purposes. In addition, the ACO part of the initial paper has been expanded with previously unreported data and tables as well as a new treatment of the required number of runs.
Optimization problem definition

Problem definition
In this study, the problem of structural concrete optimization involves an economic optimization to minimize the objective function F in expression (1), satisfying as well the constraints of expression (2).
Note that x 1 ,x 2 ,…,x n are the design variables for the analysis described in section 2.2. The remaining data necessary to calculate a pier are the parameters of the problem described in section 2.3. The objective function in expression (1) and section 2.4 is an economic function expressed as the total unit prices multiplied by the construction unit measurements (concrete, steel, formwork, etc.). The constraints in expression (2) and section 2.5 are all the service and ultimate limit states that the structure must satisfy, as well as the geometrical and constructability constraints of the problem.
Design variables
Variables define the geometry, the type of concrete in the different parts of the pier and the reinforcement setup for the pier. The other data necessary to calculate a pier are defined as parameters of the analysis. Logically, parameters are not part of the optimization procedure, although they will be necessary for later design space studies. The pier considered in this paper is pier P-1 of the viaduct over the river Palancia on the motorway A- variables defines a solution whose economic cost is given by expression (1) . Solutions that satisfy the constraints of the limit states in expression (2) will be called feasible solutions.
Those that do not satisfy all constraints will be deemed as unfeasible solutions.
Parameters
The parameters of the analysis are all the magnitudes taken as fixed data. They are required to calculate the pier, but they do not vary during the optimization analysis. The parameters can be grouped as geometrical, actions on the pier, ground properties, partial factors of safety and durability exposure conditions. As previously mentioned, the main geometrical parameter is the height of the pier ( Martinez [29] .) The actions considered together with the main parameters studied are summarized in Table 1 . These parameters are kept constant for the calibration of the algorithms described in section 4.
Cost function
The objective function considered is the cost function defined in expression (1), where p i are the unit prices while m i are the measurements of the units into which the construction of the RC pier is split. The cost function includes the price of materials (concrete and steel) and all the entries required to evaluate the full cost of the pier, including, among others, the excavation of the foundation and its lateral fill. The basic prices considered are given in Table 2 . These prices were obtained from national contractors of road construction in October 2007.
Given the 95 variables of the present problem, the measurement and cost evaluation of a particular solution are straightforward. The majority of the computational work is required for the evaluation of the constraints of the limit states in the following section 2.5. It is important to note that many studies transform constrained problems into unconstrained ones using penalty functions. Penalty costs are small for slight breaches in compliance and greater for major ones. This work is restricted to feasible solutions for the ACO and TA algorithms, while the GA algorithm requires using penalty functions.
Structural constraints
The structural constraints in expression (2) are all the limit states with which the column and the foundation must comply. Once the 95 variables defining a pier are set, then geometry, materials and passive reinforcement are fully defined. No attempt is made to compute the passive reinforcement according to usual design rules. Such common design procedures follow a conventional order to obtain reinforcement bars from flexural-shear ULS and, then, checking SLS and redefining if necessary. This order is effective, but it ignores other possibilities that heuristic search algorithms do not. In this sense, for example, it is possible to suppress shear reinforcement by increasing flexural reinforcement, which may result in more economical designs, as previously demonstrated for earth retaining walls [18] .
The column must comply with the ULS for buckling, shear and fatigue, and the SLS for cracking. The ULS for buckling requires the greatest amount of computing time. It was checked with the stiffness method as reported by Manterola [30] and described in the following. This method takes into account the longitudinal and transverse stiffness on top of the pier due to the rest of the bridge, the values being 7749 kN/m in the longitudinal and the longitudinal and transverse deflections differ by less than 5% from the value of the previous iteration. The procedure checks that compression and biaxial bending moments are acceptable in all iterations. The integration of cracked sections is performed with the Gauss-Legendre quadrature proposed by Bonet et al [32] . As regards the stress-strain relationships and the ULS domains for deformation, the procedure uses those proposed in the EHE [28] corrected by 1+φ * , where φ * is the coefficient of reduced creep that takes into account the percentages of axial and bending moments due to permanent loads as compared to the total values.
Computing the SLS for cracking checks the relation between the crack width and the maximum width allowed depending on exposure conditions. Moreover, the ULS for shear verifies that the two ultimate values are larger than the factored acting shear. The ULS for fatigue ensures that the stress increments are smaller than those specified by the Eurocode 2 for concrete bridges [33] . In addition, the procedure checks all the constraints for minimum amounts of reinforcement due to flexural, shear and geometry as prescribed by EHE [28] .
The footing is checked from the ground stresses calculated in the SLS. A trapezoidal block is used unless there is lifting, in which case a triangular distribution is used. Peak values can increase by 25% compared to the permissible ground stress. Reinforcement is checked in accordance to the EHE prescriptions, including verification of flexure, shear, cracking and fatigue.
3 Applied heuristic search methods
Proposed ant colony procedure
The first two procedures used in the present work are two variants of the ant colony optimization, which was originally proposed by Dorigo et al. and Bonabeau et al. [34, 35] .
The algorithm is based on the behaviour of ant colonies in their search to find sources of food. A single ant cannot do much on its own, but a group of ants behaves as an intelligent system. When they leave the nest, the first trajectory of individual ants is primarily random.
However, the ants that find food mark the path with a trace of pheromone. Hence, the trajectory of a second group of ants searching for food will depend both on the trace of pheromone left by the first stage ants as well as a random component. Moreover, successive stages of ants strengthen the trace of already-explored paths or discover new and shorter paths, where the trace pheromone is quickly improved since more ants follow the path in less time leaving additional pheromone. Another factor is evaporation, which causes longer paths to lose the trace of pheromone over time in contrast to shorter paths where the pheromone is replaced faster. In any case, the random component of the search is never lost so that the diversity of the search is guaranteed.
The application of the proposed ACO algorithm follows from expressions (3) to (6) and the explanations below:
The process of calculation includes a number of stages with H ants (solutions) generated in .t/t max , where t is the number of stage, and t max is the total number of stages. Once the probability of each position j is known, the procedure generates ants by means of the roulette, taking into account the high or low probability of choosing a position.
It must be stated that the generation of ants does not guarantee that all the ants are feasible solutions. Two algorithms were tested. In the first algorithm, ACO01 in section 4, the set of generated ant solutions is made up of feasible and unfeasible solutions, and the latter are discarded. The second algorithm, ACO02 henceforth, requires that the entire set of solutions be feasible. The proposed algorithms differ from the ant system (AS) and the ant colony system (ACS) algorithms [35] in that the concept of visibility is not used, since such a concept makes sense in the travelling salesman problem (TSP) but is difficult to extrapolate to the present context of bridge pier design. Note that the concept of ant visibility is used in the TSP, where an ant following a tour of cities can see which cities are closest to its current position and hence decide the next city to visit following a probability transition. In this sense, the study by Camp et al. [36] mapped the design of steel frames into the form of a TSP and then applied an ACS algorithm. Thus, the proposed algorithms in this study do not reduce the structural problem to a TSP, but rather they make use of the concept of pheromone trace and random exploration in expression (6) as the basis for a new structural ACO application.
Genetic algorithm procedure
The second search procedure used in this study involves genetic algorithms (GA henceforth), originally proposed by Holland in 1975 [4] . They are based on principles from population genetics and evolution theory. GA begin the search process with a subset of solutions (population), which are usually random and distributed across the search space. In the process of building the next generation, five operators are used: selection, crossover, mutation, elitism and fitness scaling. To a certain degree, these operators resemble natural evolution. The selection operator is used to choose the solution, which will have a chance to pass part of its characteristics to the next generation. The selection is performed depending on the fitness of the individuals, and hence, high quality solutions have a higher probability of being selected. The crossover operator is responsible for the exchange of information between two selected solutions, thus stimulating to some extent information exchange through sexual reproduction of natural organisms. The crossover operator decides not only whether or not information is exchanged between two individuals, but also which information is transferred from each of the two individuals to the new solutions. The third operator, mutation, randomly changes some information of the new solutions. Finally, if the best solution of the current generation is worse than that of the previous one, the best solution of the previous generation is reinserted in the current generation using the elitism operator.
Fitness scaling ensures that the proportion of best and mean fitness individuals selected is constant by transforming the values of the objective function of those individuals. A detailed description of linear fitness scaling was given by Goldberg in 1989 [5] . Most GA implementations use a binary string, which can be understood in analogy to population genetics as a chromosome, so that mutation and crossover operate conveniently. Practical application of GA can be found in Dreo et al [3] , Holland [4] and Goldberg [5] . A thorough review of penalty functions available in literature can be found in the study by Coello [37] .
The present study considers two algorithms. The first algorithm, GA01 henceforth, is a classical algorithm in which all the constraints are evaluated to form the penalty function.
The penalty function used for unfeasible GA01 solutions is F p (k) = F(k) + A/f, where F p is the penalized cost; f is a less than one coefficient of unfeasibility, and A is a constant equal to 20,000 euros. The second algorithm, GA02 henceforth, is an algorithm that only uses the first violated constraint to form the penalty function. The penalty function used for unfeasible GA02 solutions is F p (k) = F(k) + A/f, where F p is the penalized cost; f is a less than one coefficient of unfeasibility, and A is a constant equal to 30,000 euros.
Threshold accepting procedure
The third search method used in this research is threshold accepting (TA henceforth), which was proposed by Dueck and Scheuer in 1990 [38] as an alternative to the simulated annealing algorithm. The present TA algorithm has already been reported in detail in the study by Perea et al. [19] . The algorithm starts with a feasible solution randomly generated and a high initial threshold accepting value. The initial working solution is changed by a small random move of the values for the variables. The new current solution is evaluated in terms of cost. Higher cost solutions are accepted when the cost increment is smaller than the current threshold accepting value. The current solution is then checked against structural constraints and if feasible, it is adopted as the new working solution. The initial threshold accepting value is decreased geometrically by means of a coefficient k. A number of iterations called cycles is allowed at each step of threshold accepting value. The algorithm stops when the threshold accepting value is a small percentage of the initial value (typically 1%). The TA method is able to surpass local optima at high-medium threshold values and gradually converges as the threshold value drops to zero. The TA method requires calibration of the initial threshold accepting value, the length of the cycles and the reducing coefficient. Adopted values for the example in this work are given below. The initial threshold value was adjusted as proposed by Medina [39] . Note that the codes of the 5 optimization algorithms can be found in the web page of our research group (www.upv.es/gprc).
Results of the optimization algorithms
The optimization by ant colonies was applied to the same column (23.97 m in height)
whose parameters are defined in Table 1 . The application of the algorithm described in Second, the number of ants considered in each stage is as follows: 50, 100, 250 and 500 for algorithm ACO01 and 10, 25, 50, 100 for algorithm ACO02. Third, the number of stages considered was 20, 40, 60, 80 and 100 for algorithm ACO01, whereas for algorithm ACO02 the product of the number of ants multiplied by the number of stages was kept constant at 5000 so as to maintain similar computing times. Due to the random nature of the results, a number of runs of each algorithm was performed for statistical purposes. The number of runs was fixed using a Student's t-distribution and required that an approximate 95% confidence interval of the population mean be estimated with an error less than 382 euros.
This euro value is 0.5% of the cost of a random walk solution of 25000 feasible solutions.
The estimated error is given by Table 3 and 4 only include four independent groups of runs for a 100 stages. This shows the convergence of the estimated error with the number of stages. Similarly, Table 5 Additional results for α=0.5 and β=0.5 confirm this tendency. The best results are obtained for algorithm ACO01 (in Table 4 ) for H=250 and 100 stages. Similar results in terms of cost are obtained for algorithm ACO01 (in Table 4 ) for H=500 and 100 stages and for algorithm ACO02 (in Table 5 It is worth noting that Table 4 gives a time of 2756 seconds for 500 ants and 100 stages.
This results in a total of 50,000 evaluations and about 0.055 seconds per evaluation.
However, Table 3 indicates a time of 1031 seconds for 500 ants and 100 stages, which totals 50,000 evaluations and about 0.021 seconds per evaluation. The difference in computer time per evaluation is due to the fact that results in Table 4 have a larger percentage of feasible solutions. This leads to the conclusion that the average time required for an evaluation varies from one algorithm to another. This is so since the checking of limit states is done sequentially, and the verification of constraints is halted once the structure does not verify a single constraint in the list. The list of limit states is ordered so that less computer time demanding constraints are checked first, while the most demanding instability limit state is checked last. The fact that the average evaluation time varies from one algorithm to another explains why it is better to give computer times instead of number of evaluations. Tables 6 to 9 summarize the results for the GA and TA algorithms, while Figures 6 and 7 compares typical evolutions of the cost and the computing times. Regarding the GA, results indicate that cost optimization is improved since the population size increases, although the computing time increases substantially. In Table 6 are the results for GA01 without elitism, and in Table 7 , results for GA01 with elitism. A comparison of these tables shows that there is a clear improvement with elitism. The best results are achieved with elitism, a 500-member population, 100 generations and a 0.75 crossover (see Table 7 ). This solution costs 69,343 euros, which is quite similar to the 69,467 cost of the ACO algorithm, the difference being 0.18%. As regards the GA02 results (Table 8) , the best results are achieved with elitism, a 500-member population, 100 generations and a 0.50 crossover.
This solution costs 69,368 euros, which again is quite similar to the 69,467 cost of the ACO algorithm. In addition, GA02 results improve substantially GA01 computer runs (compare Tables 7 and 8 ) and note that the computer runs of 250 population size and 100 generations are quite similar to the ACO computer times without a significant loss of accuracy.
Regarding the TA algorithm, the best results are achieved with 10-30% for the range of acceptances for the initial threshold, a reduction factor of 0.95 and a 1000 size for the cycle chains (see Table 9 ). The cost of this TA solution is 69,162 euros, which is substantially similar to that 69,467 euros of the ACO algorithm, the difference being 0.44%. Table 10 summarizes the main differences in the results from the three algorithms. It is worth noting that the three algorithms yield similar results in terms of minimum cost found. Nevertheless, the TA 6 th heuristic algorithm outperforms ACO and GA algorithms in terms of best result, mean and required computing time. Regarding the TA and GA solutions, Figures 8 and 9 depict respectively the bottom section pier designs. Additionally, Figure 10 shows the design based on experience for the pier that was actually built. Finally, Table 11 compares the basic material measurements of the pier built and the results of the ACO01, ACO02, GA and TA algorithms.
Conclusions
Three efficient ACO-GA-TA algorithms for the design of rectangular hollow section piers are described. The ACO algorithm is oriented to structural concrete problems and combines ant memory trace intensification and random diversification. The proposed algorithm differs from previously reported ACO algorithms in that the concept of visibility is not used, since this concept makes sense in other combinatorial problems like the TSP, but it is difficult to extrapolate to the present context of structural design. The procedure includes the verification of a real concrete structure, which implies a design with the full code of practice verification of the RC structure against the loads prescribed by a code of bridge loading. Far from being an academic exercise, the present ACO design is applied to a real structure and reduces costs by about 33% with respect to a conventional design developed by the same authors. The proposed ACO algorithms yield the best results for α=0.8 and β=0.2 in expression (6), which means that it is crucial to give more initial weight to the trace of ants, Table 1 : Basic parameters of geometry and actions of the pier Table 2 : Basic prices of the cost function of the reported piers. 
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