Computer-aided methods for analyzing white blood cells (WBC) have become widely popular due to the complexity of the manual process. Recent works have shown highly accurate segmentation and detection of white blood cells from microscopic blood images. However, the classification of the observed cells is still a challenge and highly demanded as the distribution of the five types reflects on the condition of the immune system. This work proposes W-Net, a CNN-based method for WBC classification. We evaluate W-Net on a realworld large-scale dataset, obtained from The Catholic University of Korea, that includes 6,562 real images of the five WBC types. W-Net achieves an average accuracy of 97%.
Introduction
White blood cells (WBCs) are one type of blood cells, besides red blood cell and platelet, and are responsible for the immune system, protecting against foreign substances and bacteria. WBCs are categorized into five major subtypes: neutrophils, eosinophils, basophils, lymphocytes and monocytes. Neutrophils include two functionally unequal subpopulations: neutrophil-killers and neutrophil-cagers, and they defend against bacterial or fungal infections. Eosinophils rise in response to allergies, parasitic infections, collagen diseases, and disease of the spleen and central nervous system. Basophils are chiefly responsible for allergic and antigen response by releasing chemical histamine causing the dilation of blood vessels. Lymphocytes help immune cells to combine with other foreign invasive organisms such as microorganisms and antigens, in order to remove them out of the body. Monocytes phagocytose foreign substances in the tissues. The distribution of these five classes is 62%, 2.3%, 0.4%, 30% and 5.3% among WBCs in the body.
Leukemia is a disease in which immature WBCs in the blood abnormally proliferate, rapidly decreasing the number of normal blood cells and making the immune system vulnerable to infection and even leading to death. In the US, about 60,000 people are diagnosed with leukemia every year, and about 20,000 people die of leukemia annually. From 2011 to 2015, leukemia was the sixth most Copyright c 2019, Association for the Advancement of Artificial Intelligence (www.aaai.org). All rights reserved. common cause of cancer-caused death in the US (LLS 2019) . There are various types of leukemia, including ALL (Acute lymphocytic leukemia), AML (Acute myelogenous leukemia), CLL (Chronic lymphocytic leukemia), CML (Chronic myelogenous leukemia). Chronic leukemia progresses more slowly than acute leukemia which requires immediate medical care. Acute leukemia is characterized by proliferation of blasts, CLL is characterized by increased lymphocytes while CML shows markedly increased neutrophils and some basophils in the blood (LRF 2019). It is therefore important to analyze the count of the five types of WBC, which will help accurately diagnose leukemia.
In this paper, we propose a CNN-based WBC classification model, W-Net, to accurately recognize WBC types. Our model consists of three convolutional layers for extracting features from WBC images, and two fully-connected layers for classifying them into five classes using a softmax classifier. W-Net outperforms state-of-the-art schemes in terms of accuracy. We compare W-Net to ResNet (He et al. 2016) to show its effectiveness in WBC image classification. We further show experiment the LISC public data (Rezatofighi and Soltanian-Zadeh 2011) to show how other researchers can benefit from our trained W-Net model. Contribution. The contribution of this work is as follows. 1) We propose a CNN architecture, W-Net, with a small number of layers fostering efficiency for WBC classification. 2) We examine the performance of W-Net using a large-scale dataset consisting of 6,562 real images. 3) We address an unbalanced dataset for five classes with deep learning and obtain a WBC classification accuracy of 97%. Organization. The rest of this paper covers a review of the literature, the W-Net model, an evaluation through various experiments on WBC images, and concluding remarks.
Related Work
The analysis of WBCs is important for diagnosing diseases. The distribution of the WBC types reflects the condition of the immune system. Analyzing WBCs's components requires performing a segmentation and classification process.
The conventional process of analyzing WBCs includes the observation of a blood smear through a microscope and the classification process relies on visible characteristics such as shape and color. However, the accuracy of WBCs analysis depends significantly on the knowledge and experience of the medical operator (Wang et al. 2016 ), while being time-consuming and labor-intensive (Wang et al. 2016; Andrade et al. 2019 ). Thus, computer-aided methods have been introduced to enable accurate analysis for the segmentation and identification of WBCs, and to replace the manual method when it is not needed. Shitong and Min (Shitong and Min 2006) proposed an algorithm based on fuzzy cellular neural networks to detect WBCs in microscopic blood images as the first key step for automatic WBC recognition. Using mathematical morphology and fuzzy cellular neural networks, they achieved a detection accuracy of 99%. The detection of WBCs is followed by segmenting an image into nucleus and cytoplasm regions. This task has been pursued by several studies providing accurate segmentation using a variety of methods. The most common approach for nuclei segmentation is clustering based on the extracted features from pixel values (Andrade et al. 2019; Jiang et al. 2006; Viswanathan 2015; Alférez et al. 2015; MoradiAmin et al. 2016) . The literature shows a successful nuclei segmentation using different clustering techniques, such as K-means ( After segmentation, the WBC image classification or identification is conducted. The difference between WBCs identification and WBC image classification is that the identification process aims to detect and identify Leucocytes in an image, while the classification process aims to distinguish the different types of WBC. Although many studies are dedicated to segmentation and identification task, fewer addressed the classification of WBCs.The literature shows that classification methods used for this purpose include the K-Nearest Neighbor (KNN) classifier (Dorini et al. 2012; Abdeldaim et al. 2018; Chatap and Shibu 2014) , Bayesian classifier (Mathur et al. 2013; Abdeldaim et al. 2018) , Support Vector Machine (SVM) classifier (Wang et al. 2016; Abdeldaim et al. 2018; Mohapatra et al. 2011; Jagadev and Virani 2017; Su et al. 2014; Rezatofighi and Soltanian-Zadeh 2011) , Linear Discriminant Analysis (LDA) (Ramesh et al. 2012) , decision trees and random forest classifier (Ghosh et al. 2016; Abdeldaim et al. 2018) , and deep learning (Huang et al. 2018; Nazlibilek et al. 2014; Hegde et al. 2018; Rezatofighi and Soltanian-Zadeh 2011; Habibzadeh et al. 2018; Rawat et al. 2018; Su et al. 2014) . Table 1 summarizes the related work.
W-Net
In this section, we introduce our CNN-based architecture, W-Net, for WBC image classification. As illustrated in Figure 1 , the proposed network consists of three convolutional layers for extracting and learning features, and two fully connected layers for classification. Each convolutional layer has a kernel size of 3×3 with stride of size 1 and uses ReLU activation function and Xavier initializer. The first convolutional layer has 16 filters, the second has 32 filters and third has 64 filters. After each convolutional layer, there is a max-pooling layer of size 2×2 with stride of size 2 and zero padding. We also use dropout with p = 0.6 to prevent overfitting in each convolutional layer. The output of the third convolutional layer is flattened and fed into the first fully connected layer which has 1024 units. ReLU activa- tion, and dropout with p = 0.6 are followed. The second fully connected layer has five units (five classes of WBC) and is followed by softmax classifier to map the output (features) to one of the five classes. The network has a total size of 16,806,949 trainable parameters. For the training, we use the softmax loss function, Adam optimizer with a learning rate of 0.0001, five batch size and 500 training epochs. We evaluate the model using 10-fold cross validation.
Experiment
In this section, we review our dataset, the pre-processing steps, the hardware environment used for our experiments, and the key result of W-Net. In addition, we compare W-Net with ResNet (He et al. 2016 ), a state-of-the-art approach, to demonstrate the effectiveness of our approach. We also highlight how one can use our model as a pre-trained model and fine-tune it using their own data. We show this in the context of public data use (Rezatofighi and Soltanian-Zadeh 2011).
Dataset
Our dataset has 6,562 real WBC images for the five aforementioned classes (neutrophil, eosinophil, basophil, lymphocyte and monocyte), which were provided by The Catholic University of Korea (The CUK). The images were approved by the Institutional Review Board (IRB) of The CUK (CUK 2019). The images were shot by Sysmex DI-60 machine (Sysmex 2019) . Figure 2 shows samples from the dataset used for this work. The size of each image is 360×361×3 (3 channels, RGB) pixels. Table 2 shows the number of images per class: 2,006 neutrophils images, 1,310 eosinophils images, 377 basophils images, 1,676 lymphocytes images and 1,193 monocytes images. Class distribution is 30%, 20%, 6%, 26% and 18% in the dataset.
Pre-processing
Before training the model, images are pre-processed using 3 steps: 1) cropping, 2) re-sizing, and 3) normalizing. To extract features of WBC from the images, we cut the top, bottom, left and right sides of the image by 80, 81, 80 and 80 pixels, respectively. As a result, we obtained cropped images of size 200×200×3. We then re-sized the images to 128×128×3 for properly fitting them on a GPU memory and for efficient processing. To reduce the heterogeneity of the RGB distribution in the images and to prevent overflow/underflow, normalization was applied. Figure 1 shows an overview of the pre-processing.
Hardware Environment
W-Net was implemented using Tensorflow (Abadi et al. 2016) , trained on 2 Nvidia GTX 1080 with 8 GB of memory each, and hosted on a machine running Ubuntu 18.04.1 LTS operating system and using a 3.4 GHz Inter (R) Core (TM) i7-6700 CPU with 32 GB of main memory (RAM). Table 3 shows the results of the 10-fold cross validation of W-Net for classification accuracy. 1 For neutrophil, 1,800 images were used for training and 206 images was used for testing per fold, and average accuracy was 98%. 2 For eosinophil, 1,179 images were used for training and 131 images were used for testing per fold, and the average accuracy was 97%. 3 For basophil, 340 images were used for training and 37 images were used for testing per fold, and the average accuracy was 95%. 4 For lymphocyte, 1,509 images were used for training and 167 images were used for testing per fold, and the average accuracy was 97%. 5 For the monocyte, 1,074 images were used for training and 119 images were used for testing per fold, and the average accuracy was 97%. Overall, and by considering all of the above, the average accuracy for all five classes was 97%. Even though the basophil class has a relatively small distribution in the dataset, still we were able to achieve 95% average accuracy. Also we achieved 97% average accuracy for the five classes, notwithstanding the imbalance. As a result, we can claim that the results of our model are much more effective than previous studies.
Result of W-Net

ResNet
In a deep learning network, if we use too many layers, we may get better results, but also the vanishing gradient problem may occur. ResNet (Residual neural Networks) (He et al. 2016) can solve this problem by utilizing skip connections or short-cuts to jump over layers. Typical ResNet models are implemented with double or triple layer skips. ResNet is a CNN widely used in image processing.
In this section, we compared W-Net with ResNet to demonstrate the effectiveness of W-Net in WBC image classification. We trained a new model with ResNet50 network (50 Conv. layers) which has ReLU, softmax loss function and momentum optimizer. The best hyperparameters that are found were as follows: learning rate = 0.001, decay = 0.0001, momentum = 0.9, batch size = 32 and training epochs = 50. Also we used same dataset, pre-processing (except for the image size, we re-sized the images to 224 × 224 × 3 for ResNet), hardware environment and 10-fold cross validation splits were the same with W-Net experiment. The network has a total of 23,544,837 trainable parameters. Table 4 shows the result of 10-fold cross validation of ResNet for classification accuracy. For the neutrophil 50%, eosinophil 51%, basophil 56%, lymphocyte 48% and monocyte 50% 10-fold cross validation accuracies are obtained. The average accuracy for five classes is 51%.
In the 10-fold cross validation evaluation of W-Net, minimum average accuracy is 91% (basophil, Fold-9) and maximum average accuracy is 100%. However, in the case of ResNet the variance between the folds is from 0% to 100% resulting 51% 10-fold average accuracy. This means that deep networks may be not efficient for WBC image classification. As a result, we can claim that W-Net which has five layers (three Conv. and two FC.) is more effective than ResNet in WBC image classification area.
Further Training with Public Data
The LISC public data (Rezatofighi and Soltanian-Zadeh 2011) provides WBC image samples that were taken from peripheral blood of 8 normal subjects. The images contain 720×576 pixels. The images are classified by a hematologist into normal leukocytes: neutrophils, eosinophils, basophils, lymphocytes and monocytes. For pre-processing the public data, we cropped the WBC images (nucleus and cytoplasm regions) in the original images, and then re-sized the images to 128×128 ×3 for training as shown in Figure 3 . We used a total of 254 WBC images as our dataset: 56 neutrophil images, 39 eosinophil images, 55 basophil images, 56 lymphocyte images and 48 monocyte images.
We conducted an experiment using the LISC public data to show how other researchers can benefit from our trained W-Net model. Specifically, one can further tune/train our W-Net model for better performance. As such, we implemented two models of the same W-Net architecture: 1 a model trained using only LISC public data from scratch, and 2 a model initially trained using our dataset using W-Net model and then further trained using LISC public data.
Except the training epochs, the hyperparameters of both models were identical. The first model was trained 4,000 epochs (254×4,000/5 iterations) on the public data. The second model was trained for 500 epochs (6,562×500/5 iterations) on our dataset and then trained for 4,000 epochs (254×4,000/5 iterations) on the public data. We used 128×128×3 public images, the same normalization, hardware environment, and 10-fold cross validation as in W-Net experiment. The network has a total of 16,806,949 trainable parameters. Table 5 shows the result of the first model using LISC public data. The average accuracy for five classes was 91%. Table 6 shows the result of the second model, where the average accuracy for five classes was 96%.
In comparing both, the second model shows better results. As such, we can claim that our model can help other researchers in the field of WBC image classification, and we released our model on our github (Jung 2019) .
Conclusion
The analysis of WBC count and types is essential for diagnosing diseases. Even though there are several methods for detecting and counting WBCs from microscopic images of a blood smear, the recognition of the five types of WBCs (namely, neutrophils, eosinophils, basophils, lymphocytes and monocytes) is still a challenge in real-life applications, which we addressed in this work. The rapid advancements in the field of computer vision and machine learning have provided feasible solutions to accurate classification tasks in many domains. This work proposes W-Net, a CNN-based architecture, to enable accurate classification of the five WBC types. We evaluated the proposed architecture on a real-life dataset and addressed several challenges such as the transfer learning property and the class imbalance. W-Net achieved an average classification accuracy of 97%. Moreover, we compared the results of W-Net and ResNet architectures to show the superiority of W-Net over other architecture.
