We present a relation between sparsity and non-Euclidean isomorphic embeddings. We introduce a general restricted isomorphism property and show how it enables to construct embeddings of n p , p > 0, into various type of Banach or quasi-Banach spaces. In particular, for 0 < r < p < 2 with r ≤ 1, we construct a family of operators that embed n p into (1+η)n r , with sharp polynomial bounds in η > 0.
Introduction
Our purpose is to describe a new construction of embeddings of the finite dimensional space n p , 0 < p < 2, into various type of Banach (or quasi Banach) spaces. As usual, n p is the space R n equipped with the norm (or quasi-norm)
Several previous works [12, 20, 3, 19, 13, 11] dealt with this subject. Our paper introduces a new approach that gives a better isomorphism constant to embed n p into N r where 0 < r < p < 2, with r ≤ 1, and N = (1 + η)n, η ∈ (0, 1]. In [13] , the authors proved the existence of an operator which 1 embed n p into (1+η)n r for 1 ≤ r < p < 2 without any explicit definition of the operator and any explicit dependence of the isomorphism constant in terms of p, r, η. Notice that their result is more general since it is valid for general finite dimensional subspaces of L r with r ≥ 1 whenever it satisfies a type condition. However, the authors in [13] asked about an explicit definition of a random operator that could share the same properties. A possible answer is given in [11] . In this paper we propose a new framework for explicit constructions of operators that embed n p into N r and we give a construction of a random operator such that the isomorphism constant satisfies a sharp polynomial bound in η. It generalizes the main result of [11] , where the isomorphism constant was exponential in 1/η. Let η ∈ (0, 1] such that ηn is an integer and Y be the random vector taking the values {±e 1 , . . . , ±e ηn }, the vectors of the canonical basis in R ηn , with probability . Let (Y ij ) be a sequence of independent copies of Y , where 1 ≤ i ≤ n, j ∈ N. We define the operator (see [20, 11] for a more detailed presentation)
Then we have the following Theorem 1 Let 0 < r < p < 2 with r ≤ 1. For any η ∈ (0, 1] and any natural number n such that η ≥ C p,r log n/n, let W be a (1 + η)n × n matrix defined by
(log(1+1/η)) 1/q S. Then, with probability greater than 1−2 exp(−b p,r ηn),
Here and throughout we denote by b p,r , c p,r , c (p, r), C p,r , . . . positive constants depending only on p and r.
In [11] , a full random operator similar to S was used with an isomorphism constant of the order of c 1/η p,r . The improvement here comes from a reduction of the level of randomness of the operator. In a sense, it is a mixture of deterministic and random methods, which enable us to reach the best bound in the isomorphism constant. Indeed the existence of such operator implies optimal bounds of Gelfand width of the identity operator from n r to n p . This type of construction goes back to Kashin [14] in the Euclidean case, see also [22, 2] . As we will see later, it is important to notice that the conclusion of Theorem 1 holds for a lot of new operators. For example the random operator S may be replaced by the random operator defined in the breakthrough paper [12] to study this type of question. Moreover the operator Id n : n p → n r may be replaced by several others under a simple linear algebra condition. Hence, we can define several new explicit random operators that satisfy the desired conclusion. Here, we develop a strategy in relation with the notion of sparsity, that is at the heart of the study of compressed sensing.
We now explain the two main properties that we will discuss in this paper. A quasi-Banach space (X, · ) is said to be an r-normed quasi-Banach space for some 0 < r ≤ 1 if: x = 0 iff x = 0, λx = |λ| x for any x ∈ X, λ ∈ R, and for any x, y ∈ X, x + y r ≤ x r + y r . It is well-known [21] that any quasi-Banach space can be equipped with an equivalent r-norm for a certain r ∈ (0, 1]. We denote by sparse(m) = {x ∈ R n : |supp(x)| ≤ m} the set of vectors in R n of cardinality of the support smaller than m.
Definition 2 Let E 1 be an r-normed Banach space. We say that an operator A :
This property is a generalization of the Restricted Isometry Property of order δ introduced in [7] , for the Euclidean case, that is, p = 2, E 1 = k 2 . The term "isometry" refers to the fact that ∃δ ∈ (0, 1) such that α = 1 − δ and β = 1 + δ. We call property P 1 (m, α, β) the restricted isomorphism property. Here we introduce a general setting that is useful when a quasi-Banach space E 1 has stable type p (see Section 4 for the definition). The main difficulty is to find operators acting from a non-Euclidean space that satisfy property P 1 (m, α, β) for a large m, and β/α being universal constant. To do so, we use random methods going back to [12, 20] . For example, let 0 < r < p < 2 with r ≤ 1, and let E 1 be ηn r with c p,r log n/n ≤ η ≤ 1, we exhibit families of random operators T : n p → ηn r that satisfy property P 1 (m, α, β), with overwhelming probability, for
where c p,r and β/α are constants depending on p and r. This is the purpose of Corollary 12. It works also in a more general setting of quasi-Banach spaces of stable type p.
For the second property we need the following notation. Let x ∈ R n and let ϕ x : [n] → [n] be a bijective mapping associated to a non-increasing rearrangement of (
. . , km}) the subset of indices of the k th largest block of m coordinates of (|x i |), for 1 ≤ k ≤ M , where M = n m ≤ n m + 1 (note that I M may be of cardinality less or equal than m). We denote by x I k the restriction of x to I k . Clearly,
as a disjoint sum.
Definition 3 Let E 2 be an r-normed Banach space, p, q be positive numbers such that
. We say that an operator B :
This property with the right choice of parameters is just a simple consequence of linear algebra, it asks about finding a nice family of vectors in E 2 . Our main simple example is that
. This is inspired by the techniques used in compressed sensing theory, see for example [9, 6] . Now, we present our main theorem. It is a deterministic statement about Kashin-type isomorphic embedding for operators that satisfy the properties P 1 (m, α, β) and P 2 (κ, m). It provides a new framework for constructing operators from n p into the quasi-Banach space E 1 ⊕ 1 E 2 , equipped with the quasi-norm x = x 1 E 1 + x 2 E 2 , where x is uniquely defined by x 1 + x 2 ,
Theorem 4 Let 0 < r ≤ p < ∞, with r ≤ 1, and let E 1 , E 2 be r-normed quasi-Banach spaces. Let A : n p → E 1 satisfying property P 1 (m, α, β), and B :
The paper is organized as follows. In Section 2, we present the main consequence of the properties P 1 and P 2 , that is, Theorem 4. Of course, the delicate point is to describe some operators that satisfy the properties P 1 (m, α, β) and P 2 (κ, m) with the good parameters. This is the purpose of Corollary 6 in Section 3 and Theorem 8 in Section 4. In Section 5, we present the proof of Theorem 1 and illustrate the tightness of the method.
The main theorem
In this section, we prove Theorem 4. Let x ∈ R n and decompose it as it is described in the introduction, see (3):
is the subset of indices of the k th largest block of m coordinates of (|x i |), and x I k is the restriction of x to I k . Each subsets I k is of cardinality m except I M whose cardinality is less or equal than m. Moreover, M = n m ≤ n m + 1. Let us start with the upper bound. By the triangle inequality, definition of U and property P 1 (m, α, β), we get that
Since r ≤ p we get by Hölder's inequality
where 1/p + 1/q = 1/r. By definition of the n p -norm and of decomposition (3) of x,
By definition of V and property P 2 (κ, m), we have V x E 2 ≤ |x| p . We conclude that for any x ∈ R n ,
For the lower bound, we partition the unit sphere of n p , S n−1 p , into two sets, such that on one set we have a lower bound for U x E 1 , and on the other set we have a lower bound for V x E 2 . This natural partition of the sphere was also used by Kashin [14] and [22, 2] . More precisely, for 0 < γ < 1 to be defined later, we define
Clearly, if x /
∈ Σ γ then a lower bound γ holds for this point, i.e.
In the other case, where x ∈ Σ γ , we shall obtain a lower bound, this time for the operator U . By the triangle inequality
By decomposition (3) of x, triangle inequality, and property P 1 (m, α, β)
Again, by property P 1 (m, α, β)
For 0 < r ≤ p < ∞, with r ≤ 1, the p -norm on R n is an r-norm. Hence
Therefore,
Combining (4), (5) and (6), and the fact that β/α ≥ 1
By property P 2 (κ, m) and recalling that x ∈ Σ γ we have
It follows
We conclude that if
Since for any x / ∈ Σ γ we have V x E 2 > γ, we get that for any x ∈ S n−1 p
Combining with the upper bound, it concludes the proof of Theorem 4.
A simple linear algebra condition
Property P 2 (κ, m) can be satisfied by many operators, probably the most natural example would be the identity from n p to n r , correctly normalized. This is just a simple consequence of the following elementary lemma about the partitioning scheme that we described above.
Lemma 5 Let 0 < r ≤ p and let x ∈ R n be decomposed as in (3)
where q is defined by
Proof. Let k ≥ 1. We have
We deduce
Summing up these inequalities for all k ≥ j we get Proof. Take j = 1 in the Lemma 5 and use Hölder's inequality for the upper bound.
Remark 7
It is easy to deduce from Corollary 6 that if V :
, m).
Operators satisfying the main condition
In order to apply Theorem 4 we should find operators that satisfy property P 1 (m, α, β). The set of operators acting between two Euclidean spaces (that is p = 2 and E 1 = k 2 ) that satisfy property P 1 (m, α, β) is wide, taking for example random matrices like e.g. Bernoulli matrices, Gaussian matrices, subgaussian matrices [7, 18, 1, 8] . It is also possible to define random operators acting from a Euclidean space into k 1 , see [10] . All these examples have in common that the starting space of the operator is Euclidean. In our situation, we need to start from a non-Euclidean space, namely n p with p = 2. The situation is more delicate. We shall present a possible answer when 0 < p < 2, which is based on the notion of p-stable random variables. A natural question consists of asking what happens for p > 2. In that case, our method won't work, as the notion of p-stable random variable is not valid anymore.
Restricted isometry property for quasi-Banach spaces
We need several consequences of well-known results about p-stable random variables. We refer the reader to Chapter 5 of the book [15] and to [20, 3] for the construction of the random operator that we present here. We recall that a real-valued symmetric random variable θ is called p-stable for p ∈ (0, 2] if its characteristic function is as follows: for some σ ≥ 0, E exp(itθ) = exp(−σ|t| p ), for any real t. When σ = 1, we say that θ is standard. Stable random variables are characterized by their fundamental "stability" property, valid also in vectorial setting: let (θ 1 , . . . , θ N ) be a sequence of independent standard p-stable random variables, let z 1 , . . . , z N be any vectors in an rnormed quasi-Banach space X, define Θ = N j=1 θ j z j then for every integer k ≥ 1, if Θ 1 , . . . , Θ k are independent copies of Θ then for every (α i )
1/p Θ. Let 0 < r < p < 2, with r ≤ 1, and let X be an r-normed quasi-Banach space. We assume that we can find a finite sequence x 1 , . . . , x N ∈ X such that N i=1 x i p = 1, and
The largest value of ST p (X) is the stable type p constant associated to X, i.e. the smallest constant C such that for any finite sequence
We refer to [17, 15] for more details. Let y i = x i / x i . Let Y be a symmetric X-valued random vector with distribution equal to
, and let Y 1 , Y 2 , . . . be i.i.d copies of Y . Let (λ i ) be independent random variables with common exponential distribution P{λ i > t} = exp(−t), t ≥ 0. Set Γ j = j i=1 λ i , for j ≥ 1 then it is known (cf. [16] ) that there exists a positive constant s p depending on p only, such that in distributioñ
It follows that
Following Pisier [20], we set Y ij to be independent copies of Y and define the operator
Theorem 8 Let 0 < 2p p+2 < r < p < 2. With probability greater than
Remark 9 For any δ ∈ (0, 1), we can introduce a dependence in δ in the choice of m, such that property P 1 (m, α, β) holds with α = 1−δ and β = 1+δ. So, this is an extension of the Restricted Isometry Property to r-normed quasi-Banach spaces.
For the proof of Theorem 8, we define the following auxiliary operator
We need the following two lemmas, which are analogous to the main lemmas in [20, 3] . The first one is a consequence of well-known results about p-stable random variables (see also [3, Lemma 0.3]). The proof follows by combining Lemma 0.3 from [3] and Lemma 2.3 from [11] .
Lemma 10 Let 0 < 2p p+2 < r < p < 2. For the operators T andT defined above, there exists a positive constant d p,r depending on p and r, such that for any α ∈ R n ,
The next lemma follows from results about scalar martingale difference and was proved by Pisier (cf. [12, 20, 3] and inequality (9.5) in [15] ).
Lemma 11 For any
Proof of Theorem 8. Let α ∈ S n−1 p
. By the vectorial stability property of independent p-stable random variables, and the discussion above we have
Therefore, by Lemma 10
Moreover, by (10) for s = (1/8)
We deduce that for every α ∈ S n−1 p
We need to approximate the set of sparse vectors of size m of S n−1 p by a net. By a δ-net of a subset U of an r-normed space X, we mean a subset N of U , such that for all x ∈ U ,
It is well-known by a volumetric argument (see [12, Lemma 2] ) that if X is an r-normed space of dimension m then the unit sphere of X contains a δ-net of cardinality at most ( We conclude that with probability greater than
By (8) we know that
and we conclude that for constants b p,r and c p,r depending on p and r, if
This ends the proof.
Restricted isomorphism property for r
Let 0 < r < p < 2 with r ≤ 1, η ∈ (0, 1] such that ηn ∈ N, X = ηn r and x i = e i /(ηn) 1/p for all i = 1, . . . , n where {e 1 , . . . , e ηn } are the vectors of the canonical basis in R ηn . It follows from the properties of p-stable random variables that and Y ij be independent copies of Y . We define the operator S :
We deduce from Theorem 8 the following important corollary.
Corollary 12 Let 0 < r < p < 2, with r ≤ 1 and η such that c p,r log n/n ≤ η ≤ 1. Then with probability greater than 1 − 2 exp(−b p,r ηn), the operator S/(ηn) 1/q satisfies property P 1 (m, c(p, r), C(p, r)) with
More precisely,
Proof. It is important to note that the definition of S does not depend on the choice of r. Let r ∈ (0, 1]. If 0 < 2p p+2 < r < p < 2, this is a direct application of Theorem 8 and the fact that ST p ( ηn r ) = c p,r (ηn) 1/q . For the other values of r, we use a classical extrapolation trick. Let r 1 ≤ 1 and r 2 ≤ 1 be such that 0 < 2p p+2 < r 1 < r 2 < p < 2 then we can use the first case and deduce that with probability greater than 1 − 4 exp(−b p ηn) ∀α ∈ sparse(δn)
and b p = min(b p,r 1 , b p,r 2 ). For any r < r 1 , we have for any z ∈ R ηn , |z| r 1 ≤ |z| , where 1/r 1 = θ/r + (1 − θ)/r 2 , and |z| r ≤ (ηn) 1/r−1/r 1 |z| r 1 . Finally, we deduce from the previous inequalities ∀α ∈ sparse(δn), c(p) 1/r |α| p ≤ 1 (ηn) 1/q |Sα| r ≤ C 1 (p) |α| p for a new positive number c(p) depending on p. |x| p } where the infimum runs over all subspaces S of codimension striclty less than k. Since ker S has codimension less than ηn we get that for any c p,r log n ≤ k ≤ n − 1, 
