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Abstract
Bifurcation phenomena are ubiquitous in elasticity, but their study is often limited to linear
perturbation or numerical analysis since second or higher variations are often beyond an analytic
treatment. Here, we review two key mathematical ideas, namely, the splitting lemma and the
determinacy of a function, and show how they can be fruitfully used to derive a reduced function,
named Landau expansion in the paper, that allows us to give a simple but rigorous description
of the bifurcation scenario, including the stability of the equilibrium solutions. We apply these
ideas to a paradigmatic example with potential applications to various softly constrained physical
systems and biological tissues: a stretchable elastic ring under pressure. We prove the existence
of a tricritical point and find bistability effects and hysteresis when the stretching modulus is
sufficiently small. These results seem to be in qualitative agreement with some recent experiments
on heart cells.
1 Introduction
The traditional analysis of phase transitions in condensed matter physics involves the introduction
of some key physical quantities: order parameters and Landau potential. An order parameter is a
quantity which changes the value on going from one phase to the other and that can therefore be
used to monitor the transition. It is often a non-trivial physical problem to find a suitable order
parameter, and this can either be a scalar, vectorial or tensorial field. The phase, or state, of the
system is then determined by minimizing a Landau potential, i.e, typically a polynomial function
in the order parameter with coefficients depending on external control parameters. Again, finding a
suitable Landau potential is often difficult and involves a number of simplifying steps. In physics this
is a simplified theory, that neglects fluctuations, but explains the universality of phase transitions.
Furthermore, symmetry aspects usually constitute a key part of the theory, and Landau’s potential
is precisely built to account for the changes in symmetry of the various phases. The main advantage
of this approach is that it gives an intuitive account of phase changes: it is sufficient to study how
the minima of a family of polynomials change as the external (or control) parameters are varied. It
provides a complete scenario of all possible phase transitions and also yields information about the
local stability of the critical points. As such, Landau theory can be seen as a basic tool to investigate
bifurcation scenarios in microscopic theories, that would otherwise be nearly impossible to study
given their intrinsic complexity.
The situation in elasticity is drastically different. Here, a well established elastic energy, whose
minima determine the equilibrium configurations, is usually known in advance and does not need to
be constructed from a microscopic energy. However, it is usually a parameter-dependent functional,
rather than a function. Therefore, it is much more difficult to study since it lives in a infinite
dimensional space. Furthermore, it is not clear in this context what the order parameters are and
what they represent.
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In this paper we show how it is possible to perform a rigorous finite dimensional reduction of
the elastic energy to build a Landau-like potential (also called reduced energy function) to study
buckling phenomena in elasticity and the local stability of the equilibrium solutions.
The methods outlined in the paper are then applied to a problem in the mechanics of soft con-
strained materials. Namely, we study the bifurcations of an extensible and closed elastic planar wire,
when subject to an external pressure. Following Ref.[1], we have used “elastica hypoarealis” in the
title, from the suffix hypo (“less than normal”), and arealis (“pertaining to an area”), to describe
the situation of a closed elastic rod which encloses an area that is smaller than the natural one. The
related problem of an inextensible elastic ring was stated and studied by Maurice Le´vy in his memoir
[2] more than a century ago, who investigated the equilibrium configurations of an infinitely long
cylindrical pipe under pressure. This system is formally equivalent to a two-dimensional capillary
film enclosed by a flexible rod, where the effects of pressure is substituted by the film surface tension,
or to a bidimensional vesicle with an enclosed-area constraint [3].
Despite that the analytic form of the equilibrium solutions is known (at least in the inextensible
case) [4, 1, 3, 5], this is difficult to grasp because it involves complicated elliptic functions. Further-
more, the nature of the bifurcations (or the order of the phase transitions, in physics parlance) is
only determined via numerical experiments [6] or using heuristic arguments. For instance in [6] the
stability of equilibrium shapes is investigated by adding a small perturbation and then performing a
dynamical simulation with viscous damping. If the system relaxes back to the original equilibrium
it is concluded that the shape is stable.
This problem is considered as a paradigmatic example which is related to many problems in
contemporary bio-physics such as the study of the equilibrium shapes of biological vesicles [5] or the
mechanics of contractile cells adhering to soft substrates [3]. For example, incorporating the bending
elasticity of the actin cortex in a contour model of adherent cells [7, 8], seems to be essential to explain
some experiments on cardiac myocytes [9] and leads to an extremely rich polymorphism. In this case
the cell boundary undergoes a discontinuous transition to a buckled configuration, accompanied by
a region of bistability and hysteresis. This result is compatible with our theoretical prediction of a
first-order transition from a circular to a buckled shape when the stretching modulus of the boundary
is small. Other related problems include the dehydration dynamics of a hydrogel, where the enclosed
water imposes a volume constraint [10, 11] and shape transitions of carbon nanotubes under pressure
[12].
The paper is organized as follows. In §2 we review the necessary mathematical background, which
we illustrate with some examples in §2.3. The problem of a stretchable elastica under pressure is
addressed in §3. In the following §4 and §5 we perform a complete splitting-lemma finite-dimensional
reduction of the energy functional that allows us to study the transitions in §6. We draw the
conclusions in §7. For ease of reading, the proof of the splitting lemma and some particularly long
equations are reported in three appendices.
2 Mathematical background
Analysis of bifurcations is a vast area and many (closely connected) tools are already routinely
used. For example: Lyapunov-Schmidt reduction, centre manifold theorem, Morse theory, elementary
catastrophe theory. However, they are rarely used in elasticity to rigorously derive a Landau-like
potential, starting from a stored elastic energy functional. We wish to show how tools from Singularity
theory often allow us to reduce an infinite dimensional variational problem in elasticity to the analysis
of the critical points of a family of polynomials in a finite number of variables. We will refer to such
a polynomial as the “reduced function” or the “Landau expansion” of the original energy functional.
By contrast to the analysis of phase transitions in condensed matter physics, problems in elasticity
theory generally have a natural variational formulation, where the final gaol is finding the minima of
a given stored elastic energy W , as the material parameters are varied.
Therefore, a typical mathematical setting is as follows [13, 14]. Let E be a Banach space with
scalar product 〈, 〉; U ⊂ E a neighborhood of 0 ∈ E; Λ a finite dimensional space (space of param-
eters); W : E × Λ → R a Ck (k ≥ 3) functional W (f, λ). We want to study the number and the
nature of the critical points of W as the parameters λ change. For simplicity of notation, we will
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sometimes leave the dependence on parameters λ implicit. Furthermore, we assume that there exists
a Ck−1-operator, ∇W : U → E, such that the Frechet derivative of W is
DW (f)[u] = 〈∇W (f), u〉 (1)
for all u ∈ E. The equilibrium equations are written as ∇W (f) = 0.
2.1 Splitting lemma
It is known that a necessary condition for the presence of a bifurcation is that the hessian of W is
singular. It is only at those point that we cannot use the implicit function theorem and the number of
critical points can change [15]. Most of the times, however, the bifurcation involves only a finite and
small number of variables. More precisely, in order to study the nature of the bifurcation it is often
possible to perform a change of variable and transform the original functional into the sum of a regular
part, where nothing really interesting happens, and a singular part, which develops a bifurcation.
Remarkably, the singular part, also called reduced functional, is often simply a function, so that the
study of the bifurcation is reduced to a much simpler finite dimensional problem. This argument
is made rigorous by the following Splitting lemma [16, 17, 18, 13]. For the reader’s convenience we
report the proof in Appendix A.
We assume that
1. W (0) = 0
2. DW (0)[u] = 0, for all u ∈ U (0 is always an equilibrium solution)
3. D2W (0)[u, v] = 〈Lu, v〉, where L is a symmetric Fredholm operator of index 0
It is worth noticing that the equations Lu = 0 are the equilibrium equations, linearised about the
trivial solution u = 0. In fact,
D2W (0)[u, v] = lim
ε→0
1
ε
(
DW (εv)[u]−DW (0)[u])
= lim
ε→0
1
ε
(〈∇W (εv), u〉 − 〈∇W (0), u〉) = 〈D∇W (0)[v], u〉, (2)
so that L is the differential of ∇W at u = 0
L = D(∇W (0)) (3)
Assumption 3. implies that (a) the “Hessian operator” L has finite-dimensional and closed null-
space N and range; (b) E is the decomposed as E = N ⊕ N⊥; (c) The restriction L∣∣
N⊥ is an
isomorphism. These are the crucial assumptions that will allow us to reduce the problem to a finite
dimensional one.
A point x+y ∈ E with x ∈ N and y ∈ N⊥ is denoted as (x, y) ∈ N⊕N⊥, so that it is immediately
clear which part of the sum belongs to N and which part belongs to its orthogonal complement.
Lemma 2.1. Let W be a functional as before. Then, there exist
1. an origin preserving k-diffeomorphism Φ : U → E that fixes x, i.e., a change of coordinates of
the form (x¯, y¯) = Φ(x, y) = (x, η(x, y)), with (0, 0) = Φ(0, 0),
2. a differentiable map h : U ∩N → N⊥ : x 7→ y = h(x),
such that locally W splits into the sum of a regular and singular part
W ◦ Φ(x, y) = 1
2
〈Ly, y〉︸ ︷︷ ︸
regular part
+W (x+ h(x))︸ ︷︷ ︸
singular part
. (4)
Furthermore,
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3. y = h(x) is defined implicitly by the following equation. For a given x ∈ U ∩N , there exists a
unique solution y ∈ N⊥ of
Q∇W (x, y) = 0, (5)
with Q orthogonal projector onto N⊥ (with respect to 〈, 〉);
4. h(0) = 0, h′(0) = 0;
5. Defining g(x) = W (x+h(x)), g(x) is a non-Morse function, i.e., g(0) = 0, g′(0) = 0, g′′(0) = 0.
Remark 2.1. 1. The regular part, 12 〈Ly, y〉, is not involved in the study of the bifurcations. In
our case, it is just a positive quadratic form, because it is natural to assume that a physically
sound elastic energy is bounded from below.
2. The function g(x) = W (x + h(x)) : N → R is called the reduced function and lives in the
finite dimensional space N . It captures all the qualitative information about the singularity
and bifurcations.
3. Splitting lemma is the variational counterpart of the Lyapunov-Schmidt reduction [19, 20] and
splits the variables into “essential” (x) and “inessential” (y). The advantage over this method
is that it readily provides information about the local stability of the critical points.
4. The diffeomorphism Φ is a change of variables that does not effect the number or the nature
of singular points (but may affect their position or value).
5. Sometimes we say that the variable y ∈ N⊥ is “slaved” to x ∈ N in a neighborhood of 0. This
is because, once x is given, we can solve (5) to uniquely define y: y = h(x). This is illustrated
in Fig.1. However, from the computational point of view, this is usually the most delicate step,
that can be solved only using perturbation methods.
N = ker(L)
N⊥
Q∇W (x, y) = 0
x
y = h(x)
Figure 1: Schematic representation of the implicit definition of y = h(x), as obtained by solving (5).
2.2 Determinacy
Most of the times we can only solve (5) pertubatively, so that we are only able to calculate a Taylor
expansion of g(x). A key point, often overlooked, for a rigorous finite-dimensional reduction is the
truncation of this power series. Is it possible to truncate the Taylor expansion at some suitable
degree and still obtain a correct description of the bifurcation diagram? The answer is provided by
the determinacy of g(x), defined below.
The theory deals with functions g : U → R where U is a neighborhood of 0. The cleanest
way to handle such functions is to pass to germs, a germ being a class of functions which agree on
suitable neighborhoods of 0. All operations on germs are defined by performing similar operations
on representatives of their classes. In the following, we shall make no distinction between a germ and
a representative function.
Definition 2.1. Two functions f and g are right-equivalent about 0, and we write f ∼r g, if there
is an origin preserving change of variable (diffeomorphism) ϕ such that f = g ◦ ϕ.
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Furthermore, we introduce the following standard definition: the k-jet of a function f , written as
jk(f), is the formal Taylor expansion of f up to and including terms of degree k.
Definition 2.2. A function g is k-determined if, for any f such that jk(g) = jk(f), it follows that
g is right-equivalent to f .
The value of this definition lies in the fact that there are precise algebraic criteria for finding
the determinacy of a function [21, 18, 22, 23]. Hence, this is a purely algebraic question, with an
algorithmic solution. However, explicit computations can be difficult.
Remark 2.2. 1. For what follows, it is important to observe that the determinacy of a one-variable
function is simply given by the first non-vanishing term in its Taylor expansion.
2. However, in more than one dimension this is no longer the case. The function x5 + y5, for
instance, is 6-determined (and not 5-determined), yet its Taylor expansion contains only fifth-
degree terms.
3. Of course, a k-determined function is right-equivalent to its k-jet.
4. A function at a non-degenerate critical point, where the Hessian is non-singular, is 2-determined.
Although not strictly necessary for the purposes of this paper, we briefly describe one algebraic
criterion for the determinacy of a function g(x1, . . . , xn). More details can be found in the references
[21, 18, 22, 23]. Most results are based on the so-called Jacobian ideal, J [g]. This is the ideal
generated by ∂g/∂xi, i.e., J [g] = {h1∂g/∂x1 + · · · + hn∂g/∂xn} for arbitrary functions hi. Let mn
denote the set of functions g with g(0) = 0. More generally, we denote with mkn the set of functions
in mn such that all their partial derivatives of order less than k vanish at 0. These powers of mn
form a descending chain, i.e., mn ⊇ m2n ⊇ m3n ⊇ . . . . It can be shown that mkn is an ideal (in the ring
of infinitely differentiable functions defined at 0) generated by all monomials of homogeneous degree
k. Finally, we have the following result, due to Mather [22]
Theorem 2.1. Let g be a function, and let r > 2 be an integer. If
mr−1n ⊂ J [V ] + mrn, (6)
then g is r-determined.
2.3 Illustrative examples
The practical application of the mathematical tools described in §2 is best illustrated with some key
examples.
Example 2.1. Of course, the splitting lemma also works in a finite dimensional setting. Consider, for
example [24], the function
W (x, y) = y2 + 2yx2 + x2y2. (7)
The gradient and the Hessian matrix are
∇W (x, y) = (2xy2 + 4xy, 2x2y + 2x2 + 2y), H(x, y) =
(
2y2 + 4y 4yx+ 4x
4yx+ 4x 2x2 + 2
)
. (8)
The point (x, y) = (0, 0) is a critical point (∇W (0, 0) = 0), so we can apply the Splitting lemma
to separate W into regular part and singular part, in a neighbourhood of (0, 0). The matrix L is
H(0, 0), namely
L =
(
0 0
0 2
)
, (9)
whose null space N is the x-axis: N = {(x, y) : y = 0}. The space N is one dimensional with basis
vector v = (1, 0). Hence, the projector Q is
Q =
(
0 0
0 1
)
. (10)
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The variable y is slaved to x and the map y = h(x) is calculated by solving the equation Q∇W (x, y) =
0 with y ∈ N⊥, for a given x ∈ N . Specifically, we get
Q∇W (x, y) =
(
0 0
0 1
)(
2xy2 + 4xy
2x2y + 2x2 + 2y
)
=
(
0
2x2y + 2x2 + 2y
)
=
(
0
0
)
. (11)
In this simple example, the equation x2y + x2 + y = 0 can be solved explicitly for y to give
y = h(x) = − x
2
1 + x2
. (12)
After some algebra, we can write the reduced functional as
g(x) = W (x, h(x)) = − x
4
1 + x2
. (13)
To find the change of variables Φ : (x, y) 7→ (x, η(x, y)), we use the fact that
W (x, η(x, y))− g(x) (14)
is a Morse function of the form 12 〈Ly, y〉 = y2. Therefore,
W (x, η(x, y)) +
x4
1 + x2
= η2 + 2ηx2 + x2η2 +
x4
1 + x2
= y2 (15)
This yields the diffeomorphism
Φ(x, y) =
(
x, η(x, y)
)
=
(
x,− x
2
1 + x2
+
y√
1 + x2
)
. (16)
With this substitution we find
W ◦ Φ(x, y) = y2 − x
4
x2 + 1
. (17)
Most of the times, however, we don’t need to find the change of variables Φ explicitly. It suffices to
find the reduced function g(x), and the most difficult step is the calculation of y = h(x).
Example 2.2. Next, we take a classical example of nonlinear bifurcation in elasticity: the problem
of the elastica. Analogous bifurcations are ubiquitous in physical problems, take for example the
classical Fre´edericksz transition in liquid crystal physics [25, 26].
Consider the deformation of a slender inextensible elastic rod, subjected to a pair of compressive
axial forces F at both ends. By the Bernoulli-Euler beam theory, the bending moment is proportional
to the curvature. When F is less than a critical value, the beam remains straight in a horizontal
position. When the critical load is exceeded, the beam buckles in a new state, since the straight
configuration becomes unstable. Standard arguments in elasticity leads to the energy functional [27]
W (θ) =
∫ L
0
(
k
2
(θ′)2 + F cos θ
)
ds− FL, (18)
where L is the rod length, s is the arc-length, k is the bending modulus, F is the axial compressive
force and θ(s) is the inclination angle with respect to the x-axis. The constant term FL has no
physical effect, but it has been chosen for mathematical convenience, so that W (0) = 0. We consider
the case with hinge supports at two ends, so that the boundary conditions are θ′(0) = 0 and θ′(L) =
0. From a physical standpoint these correspond to a vanishing bending moment at both ends.
Furthermore, we take E = H1(0, L) and 〈, 〉 as the standard scalar product in L2.
The equilibrium equation (Euler-Lagrange equation of (18)) is found to be
∇W (θ) := −kθ′′ − F sin θ = 0. (19)
It is easy to check that θ = 0 (i.e., the undeformed configuration) is an equilibrium solution for any
value of F . The linearization of (19) around the trivial solution θ = 0 yields the operator L
Lu := −ku′′ − Fu. (20)
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The linear problem, with u′(0) = u′(L) = 0, has only the trivial solution (and thus ker(L) = {0})
unless F has one of the critical values
F/k = (npi/L)2, n = 1, 2, . . . . (21)
For simplicity, we only consider the first buckling mode and take n = 1. When F = Fcr = k(pi/L)
2,
there exists a non-trivial solution to Lu = 0. In such a case, the null-space N = ker(L) is one-
dimensional and is generated by
v0(s) = cos(pis/L). (22)
The projector Q : E → N⊥ is
Qf = f − 〈f, v0〉 v0‖v0‖2 = f(s)−
2
L
[∫ L
0
f(s)v0(s) ds
]
v0(s), (23)
with ‖v0‖2 = L/2. The solution is then written as θ(s) = α v0(s) + w(α, s), where α is an arbitrary
constant (v0 is an eigenvector of L, with null eigenvalue, and its amplitude is arbitrary), and w ∈ N⊥
is orthogonal to v0 (in other words, w has no cos(pi s/L) term in its Fourier expansion). Furthermore,
w is determined, once we fix α, by solving (5), namely Q∇W (α v0 + w) = 0, with respect to w.
The constant α is what plays the role of an order parameter in a Landau-like theory of buckling:
it vanishes in one “phase” (the straight configuration), while it is α 6= 0 in the buckled “phase”.
Therefore it is a quantity which changes the value on going from one phase to the other and that
can therefore be used to monitor the transition.
The main computational challenge is how to find y = h(x). Specifically, for a given α, we look
for solutions of (5) of the form θ(s) = α v0(s) + w(α, s). Namely, the equation for w(α, s) ∈ N⊥ is
k
(
α v′′0 + w
′′)+ Fcr sin(α v0 + w)
− 2
L
cos(pis/L)
∫ L
0
cos(pis/L)
[
k
(
α v′′0 + w
′′)+ Fcr sin(α v0 + w)]ds = 0, (24)
where (·)′ denotes differentiation with respect to s. However, we can only solve this equation pertur-
batively, so that we substitute
w(α, s) = α2w2(s) + α
3w3(s) +O(α
4). (25)
and Taylor expand with respect to α. By collecting the terms of homogeneous degree in α, we obtain
a chain of linear differential equations that it is possible to solve. In so doing, the Taylor expansion
of h(x), and then that of g(x), is constructed. It is important to remark that (25) does not contain
zeroth and first degree terms, because the Splitting lemma guarantees that h(0) = 0 and h′(0) = 0
(i.e., w(0, s) = 0 and wα(0, s) = 0). The substitution of (25) into (24) yields, after some algebra,
w′′2 +
pi2
L2
w2 = 0, w
′′
3 +
pi2
L2
w3 =
pi2
24L2
cos(3pis/L), (26)
whose solutions, with w′i(0) = 0, w
′
i(L) = 0, and considering that wi ∈ N⊥ (no cos(pis/L) terms),
are
w2(s) = 0, w3(s) = − 1
192
cos(3pis/L). (27)
Therefore, the sum that we have denoted with x+ h(x) in the Splitting lemma is, in our case
θ(s) = α cos(pi s/L)− α
3
192
cos(3pis/L) +O(α4). (28)
To calculate the reduced energy function g(α), we substitute (28) back in W , Taylor expand the
integrand with respect to α, and calculate the integral term by term. The reduced energy function
g(α) = W (α v0(s)+w(α, s)) contains all the necessary qualitative information about the bifurcations
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and the stability of solutions. At variance with weakly nonlinear analysis, the material parameters are
not perturbed and the amplitude of the perturbation is not determined from a bifurcation equation.
This is found by looking at the critical points of the reduced functional, where the original dependence
on the material parameters is retained.
After some calculations, not reported for brevity, this is found to be
g(α) =
(
pi2k
4L
− FL
4
)
α2 +
FL
64
α4 +O(α6), (29)
which corresponds to a Landau-like potential and shows that the bifurcation is a classic supercritical
pitchfork (second order transition). The local stability is also easily determined by looking at the
minima/maxima of g(α) as the parameters vary.
However, two issues remain to be discussed: (1) is it sufficient to include in (28) only O(αk)
terms, with k ≤ 3? (2) is it appropriate to truncate the reduced potential g(α) at O(α4)? Both of
these questions can be addressed by studying the determinacy of g(α), under maximum degeneracy
conditions. Since g(α) is single-variable, its determinacy is given by the degree of the first non-
vanishing term. We see from (29) that it is possible to choose F , k and L such that the second
degree term is zero. This condition yield the critical value Fcr = k(pi/L)
2, and a corresponding non-
Morse potential. However, with this choice of the parameters, the fourth degree term is necessarily
different from zero, so that g(α) is at most 4-determined. This means that it is right-equivalent to
its fourth-degree truncated Taylor expansion for any choice of the parameters
g(α) ∼r
(
pi2k
4L
− FL
4
)
α2 +
FL
64
α4, (30)
and we only need to keep the terms in (25) and (28) that have a non-vanishing contribution to g(α),
up to the fourth degree. Interestingly, it turns out that w3 is necessary only to calculate the sixth-
degree or higher terms, so that only the linear term, αv0(s), in (28) contributes to the calculation of
(30). In other words, the simple Euler beam problem can be successfully analysed just by linearizing
the equilibrium equation, and using the linearized solution [28]. This is exactly what is done in most
Engineering literature.
As a final remark, we note that this self-consistency procedure can only be performed a-posteriori,
once the expansion (25) and the corresponding reduced function (29) are determined with a sufficient
number of terms, up to the maximum determinacy of g(α).
Example 2.3. Finally, let us briefly sketch the finite-dimensional reduction of an extensible elastic
rod, subjected to a compressive axial force F and hinges at both ends. The calculations are similar
to the previous example, but the phase transition can either be first or second order depending on
the stretching modulus b of the rod [29, 30, 31]. The geometry of the rod is now described by two
variables, namely, by the angle θ(S) and the stretch λ(S), where S is the referential arc-length and,
by definition, λ(S) = ds/dS. The elastic energy is
W (θ, λ) =
∫ L
0
(
k
2
(θ′)2 +
b
2
(λ− 1)2 + Fλ cos θ
)
dS, (31)
where the second term represents stretching energy and we have omitted the (physically unimportant)
constant terms for simplicity. The equilibrium equations are
kθ′′ + Fλ sin θ = 0, (32)
b(λ− 1) + F cos θ = 0. (33)
The second equation can be used to eliminate λ(S) so that the energy (31) reads [29]
Ws(θ) =
∫ L
0
(
k
2
(θ′)2 + F cos θ − F
2
2b
(cos θ)2
)
dS. (34)
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The corresponding equilibrium equation for θ is
kθ′′ + F sin θ − F
2
2b
sin(2θ) = 0, (35)
and it is immediate to check that θ = 0 is always a solution. The linearisation of this equation (with
boundary conditions θ′(0) = θ′(L) = 0) yields the bifurcation condition
F
k
(
1− F
b
)
= (npi/L)2. (36)
The analysis of this equation shows that mode n cannot bifurcate when bL2 < 4kn2pi2. As described
in [29], the inextensible limit bL2/k → +∞ implies that infinitely many buckling loads exist, whereas
for the extensible case only a limited number of buckling loads, compatible with (36), exist. For
concreteness, we take n = 1 and bL2 > 4kpi2 and define the dimensionless ratios
µˆ1 =
F
b
, µˆ2 =
bL2
pi2k
, (37)
which represent the compressive force measured in units of b and the stretching to bending ratio1.
It is worth noticing that the incompressible limit corresponds to µˆ2 → +∞, µˆ1 → 0 such that µˆ1µˆ2
is constant. In such a case, in fact, we have that both F  b and k/L2  b, but F and k/L2 are of
the same order FL2/k = const. which reproduces the classical Euler elastica.
The bifurcation condition (36), with n = 1, reads µˆ1µˆ2(1 − µˆ1) = 1. The null space N is again
generated by v0(S) = cos(piS/L), but now the asymptotic solution of Eq. (5) yields
θ(S) = α cos(piS/L)− α3 1− 4µˆ1
192(1− µˆ1) cos(3piS/L) +O(α
5). (38)
Hence, the corresponding reduced functional, neglecting the constant terms, is found to be
L
pi2k
g(α) =
1
4
(1− µˆ1µˆ2 + µˆ21µˆ2)α2 +
1
64
µˆ1µˆ2(1− 4µˆ1)α4
+
144µˆ41µˆ2 − 280µˆ31µˆ2 + µˆ21(145µˆ2 + 16)− µˆ1(9µˆ2 + 8) + 1
16384(µˆ1 − 1)2 α
6, (39)
and it is possible to show that the expansion of θ(S) to O(α3) is sufficient to reconstruct the energy
coefficients exactly, up to sixth degree. The O(2) and O(4) coefficients, a2(µˆ1, µˆ2) and a4(µˆ1, µˆ2),
both vanish in (µˆ1, µˆ2) = (1/4, 16/3) which then corresponds to the point of maximum degeneracy.
At this point, however, the sixth-degree coefficients is positive, so that g is 6-determined. Therefore,
the transition can either be first (a4 < 0) or second order (a4 > 0).
3 Extensible elastic ring under uniform pressure
We assume a translational invariance in the longitudinal direction so that all the forces act on the
cross-section of our tridimensional system. Hence, we can restrict to an equivalent two-dimensional
system composed by flexible and stretchable closed elastic rod, subject to a pressure difference (see
Fig.2). The compressive normal force can be physically realised by an external pressure, a surface
tension generated by, for example, a soap-film bounded by the elastic rod, or an area constraint
induced by the confinement of an incompressible fluid.
3.1 Description of the variational model
In a reference frame (O;x, y) with coordinate unit vectors ex and ey, the rod profile is modelled
as a closed parametric curve r(S) = (x(S), y(S)), with S ∈ [0, L], where L is the rod-length in a
stress-free configuration and S is the referential arclength. Let D be the region enclosed by the rod.
We denote with θ(S) the inclination angle of the rod with respect to the x-axis. The unit tangent
9
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Figure 2: Schematic representation of the shape profile. For comparison it is shown also the circular
solution (dashed line).
and unit normal are written as t = cos θ ex + sin θ ey and n = − sin θ ex + cos θ ey. If we use s for
the arc-length in the deformed configuration, we readily obtain the identities
r′(S) =
dr
dS
=
dr
ds
ds
dS
= λ(S) t(S), (40)
where λ(S) = ds/dS is the stretch ratio. The functional representing the stored elastic energy is
Wel(r, θ, λ) =
∫ L
0
(k
2
θ′(S)2 +
b
2
(λ(S)− 1)2
)
dS
−
∫ L
0
N(S) · (r′(S)− λ(S)t(S))dS + p ∫
D
da (41)
where k and b are the bending and stretching moduli, da is the area element, p is a surface tension
or a hydrostatic pressure. The first integral comprises the bending energy and the stretching energy.
The second integral enforces the identity r′ = λt with a Lagrange multiplier N(S) that is interpreted
as internal stress. In so doing, the energy is a functional of three independent quantities, namely, r,
θ and λ. The last integral can be calculated as a line integral over the boundary of D:∫
D
da =
1
2
∫ L
0
(
x(S)y′(S)− y(S)x′(S))dS. (42)
3.2 Equilibrium equations and reduced functional
The equilibrium profile is governed by the Euler-Lagrange equations of (41). After some algebra, we
find [32]
kθ′′ − λN · n = 0, (43)(
Nx + py
)′
= 0 (44)(
Ny − px
)′
= 0 (45)
b(λ− 1) + N · t = 0, (46)
1This is related to the square of the slenderness.
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where N = Nxex + Nyey, and we recall that t = cos θ ex + sin θ ey, n = − sin θ ex + cos θ ey. It is
clear from (44),(45) that the internal stress has the form Nx(S) = −py(S)+Cx, Ny(S) = px(S)+Cy,
where Cx and Cy are integration constants that can depend on the pressure, but, of course, cannot
depend on S and thus cannot depend on the shape profile x(S) and y(S). Furthermore, from (46)
we can immediately find λ(S)
λ(S) = 1− N · t
b
= 1− Nx cos θ +Ny sin θ
b
, (47)
and substitute its value in the energy, so to reduce the number of unknowns.
The circular configuration, where the material is simply compressed, has radius and area given
by
Rcirc =
(2pi
L
+
p
b
)−1
, Acirc = piR
2
circ, (48)
and
θcirc(S) = 2piS/L, λcirc = (L/2pi −Rcirc)/(L/2pi), (49a)
xcirc(S) = Rcirc sin(2piS/L), ycirc(S) = −Rcirc cos(2piS/L). (49b)
We recall that L is a referential length and, thus, it does not represent the actual length of the
rod, when deformed. The substitution of (49) into Eqs.(43)-(46), i.e., the requirement that the
circular solution is always an equilibrium solution, albeit possibly unstable, for any value of p, yields
Cx = Cy = 0, (N·n)circ = 0, (N·t)circ = pRcirc. Since the constants are independent of the particular
configuration, we take
Nx = py, Ny = −px, (50)
in general, and substitute (50), (47) into (41) in order to simplify the elastic energy and obtain a
reduced functional in the variables (r, θ):
Wr(r, θ) =
∫ L
0
[k
2
(θ′)2 − p(y cos θ − x sin θ)
− p
2
2b
(
y cos θ − x sin θ)2 − p
2
(xy′ − yx′)
]
dS. (51)
It is possible to show that the Euler-Lagrange equations obtained form (51) coincide with the equi-
librium equations, when these are simplified by means of (50), (47). The reduced energy (51) can be
explicitly evaluated in the circular solution (49) and is equal to
Wcirc = Wr(rcirc, θcirc) = 2pi
2 k
L
+ pRcirc(L− piRcirc)− p
2
2b
LR2circ. (52)
It is convenient to perform a point transformation of (51) and change the original variables (x, y)
into (ξ, η), defined as {
ξ = x cos θ + y sin θ,
η = −x sin θ + y cos θ, (53)
which corresponds to a simple rotation of the original variables (x, y), and, as such, can be easily
inverted once the angle θ is known. With this transformation, the reduced functional simplifies to
Wr(ξ, η, θ) =
∫ L
0
[k
2
(θ′)2 − pη − p
2
2b
η2 − p
2
(ξη′ − ηξ′)− p
2
(
η2 + ξ2
)
θ′
]
dS, (54)
and the circular solution is simply written as ξcirc = 0, ηcirc = −Rcirc.
Finally, we rescale the functional Wr so that it can be studied using a Splitting lemma method.
Namely, we consider the functional
W (ξ.η, θ) = Wr(ξ, η, θ)−Wcirc, (55)
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and look for a finite dimensional reduction of W in a neighbourhood of the circular solution.
The equilibrium equations (i.e., ∇W = 0) read
kθ′′ − p(ξξ′ + ηη′) = 0, (56a)
η′ + θ′ξ = 0, (56b)
ξ′ −
(p
b
+ θ′
)
η = 1. (56c)
Once the profile is known, the enclosed area as a function of p is calculated from (42). In terms of
the functions ξ, η and θ, this rewrites as
A =
1
2
∫ L
0
[
ξ(ξθ′ + η′) + η(ηθ′ − ξ′)]dS. (57)
4 Linear analysis and bifurcation condition
The compressed circular shape is the unique equilibrium solution when p is close to zero, but non-
trivial solutions bifurcate off the circular solution when p is increased. The critical threshold is
obtained by perturbing the compressed circular solution and taking the linearised equilibrium equa-
tions.
Clearly, the energy is unaffected by rigid translations. Therefore, we select one representative
among all possible shifted solutions by taking the centre of the referential disk at the origin O.
Furthermore, the energy (55) is also fixed by the action of the rotation group SO(2), and this
is physically plausible, since any finite rotation of the solution yields an energetically equivalent
configuration. We choose a representative solution with horizontal tangent at S = 0 (i.e., we choose
θ(0) = 0). This, however, does not completely remove the degeneracy, since there is still the stabilizer
subgroup Z4, the cyclic group which relabels the axis and is generated by the action
(θ, x, y) 7−→ (θ − pi2 , y,−x). (58)
We could take advantage of this symmetry and use an equivariant formulation of the splitting lemma
[33]. However, this is not strictly necessary in our case, and introduces additional complications, so
we prefer here to use the standard splitting lemma, and select representative solutions a-posteriori,
by fixing its centre and a horizontal tangent in S = 0.
It is convenient to introduce the dimensionless parameters
µ1 =
pL
2pi b
, µ2 =
b L2
k
(59)
where µ1 measures the strength of surface tension relative to stretching and µ2 is the stretching to
bending ratio. It is natural to assume µ2 ∈ (0,+∞) with µ2 = 0 being the “infinitely soft” limit, and
µ2 → +∞ the inextensible limit.
We look for solutions of the equilibrium equations (56a)-(56c) as small perturbations of the circular
solution
θ(S) =
2pi S
L
+ α θ1(S), ξ(S) = αL ξ1(S), (60a)
η(S) = − L
2pi(1 + µ1)
+ αLη1(S), (60b)
with α an arbitrary amplitude, θ1(S), ξ1(S) and η1(S) unknown functions. After some simplification,
the linearised equilibrium equations (which define the operator L) read
θ′′1 −
2piµ1µ2
L2(1 + µ1)
ξ1 = 0, (61a)
η′1(S) +
2pi
L
ξ1 = 0, (61b)
ξ′1 +
θ′1
2pi(1 + µ1)
− 2pi
L
(1 + µ1)η1 = 0. (61c)
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We can write Eqs.(61) in the form of a system of first order ODEs y′ = Ay + b, with y =
(θ1, θ
′
1, η1, ξ1), and look for solutions of the form y(S) = Re(y0 e
iωS). The corresponding linear
problem has unique (trivial) solution, and no bifurcation occurs, except when det(iωI − A) = 0,
where I is the identity matrix. Furthermore, continuity of the solution implies that ω = 2pin/L, for
some positive integer n. After some algebra, the bifurcation condition reads
4pi2(1 + µ1)
2(n2 − 1− µ1) = µ1µ2, (62)
where n ∈ N+. The mode n = 1 is simply a translation of the circular solution. Hence, the first non-
trivial mode is obtained by choosing n = 2. For each value of n, there are two energetically equivalent
eigenmodes, rotated by 45◦. We can study the deformations along only one of these eigenmodes by
choosing the centre at the origin and the tangent θ(0) = 0. The corresponding 1-dimensional affine
space is generated by
θ
(n)
1 (S) = −
2pi
n
(
n2 − µ1 − 1
)
(1 + µ1) sin
(
n
2pi S
L
)
, (63a)
ξ
(n)
1 (S) = −n sin
(
n
2pi S
L
)
, (63b)
η
(n)
1 (S) = cos
(
n
2pi S
L
)
. (63c)
The amplitude α in (60) plays the role of an order parameter in our case. When α = 0, the solution is
circular. A transition to a buckled shape is identified by α 6= 0. To first order, the linearised solutions
do not change the area, so that (57) still yields piR2circ, to order O(α). In Fig.3 we plot a gallery of
shapes obtained by using the linearised solutions (63). The linear problem is non-trivial only at the
critical point, when µ1 and µ2 are related by (62), and the amplitude of the linear solution remains
undetermined. Therefore, in order to fix the order parameter α, we need to carry the analysis to
higher orders. In our case, α is found by minimising the reduced energy function g and, as expected,
it will eventually depend on both material parameters µ1 and µ2.
Due to their physical interpretation, it is natural to assume µ1 ≥ 0 (i.e., a compressive force)
and µ2 > 0. The value µ2 = 0 represents the non-physical situation where no energy is necessary to
shorten or stretch the beam. The other limit, µ2 → +∞, leads to the inextensible case (discussed in
detail below) where b k/L2. From Eq.(62) we derive, at the critical point,(µ1µ2
4pi2
)
cr
=
(
1 + (µ1)cr
)2(
n2 − 1− (µ1)cr
)
, (64)
so that the criticality condition is compatible with µ2 > 0 only when (n > 1)
0 ≤ (µ1)cr < n2 − 1. (65)
This means that when µ1 > n
2 − 1, the mode n cannot bifurcate and the circular solution is stable
with respect to this and lower order perturbations. In particular, when n = 2 the bifurcation point
belongs to the interval
0 ≤ (µ1)cr < 3, (µ2)cr > 0. (66)
To be more specific, we have that, at high compressions, if we take a value 3 < µ1 < 8, mode n = 2
cannot develop, but it is possible to observe a transition from the circular shape to a mode n = 3.
It is instructive to compare the critical pressure as given in (64) with the one obtained for the
inextensible limit. Tadjbakhsh and Odeh [34] find existence of buckled states for the ring when
their applied dimensionless pressure pˆ is larger than a critical value pˆcr = 3, with n = 2. In their
calculations they set the radius of the undeformed ring R = 1 and the bending stiffness k = 1. In
order to compare our (64) with their result, we now describe how to take the inextensible limit. In
our notation, the inextensible limit corresponds to µ2 → +∞ and µ1 → 0, such that the product
µ1µ2 is constant. In fact µ1 and µ2 compare the external pressure and the bending modulus with
the stretching modulus, b, which is what we want much larger than pL/2pi and k/L2. At the same
time, however, we have to balance pL/2pi and k/L2, so that they are of the same order of magnitude
and this implies µ1µ2 =constant. Comparing this with Tadjbakhsh and Odeh [34], we find that their
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α = −0.05 α = −0.01 α = 0.01 α = 0.05
Figure 3: Equilibrium shapes corresponding to n = 2, n = 3, n = 4 and µ1 = 0.3, as obtained from
(53),(60) and (63), truncated to first order in α, for increasing values of α (shown in the insets).
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dimensionless pressure pˆ corresponds to our figure µ1µ2/4pi
2 = pL3/(8pi3 k), as they choose k = 1
and R = L/2pi = 1. If we now take Eq.(64) and let µ1 → 0, we readily find
(
µ1µ2/4pi
2
)
cr
= n2 − 1,
which is equal to 3 for n = 2, and coincides with the critical value given by Tadjbakhsh and Odeh.
In what follows we limit our analysis to the case n = 2 and perform a full finite-dimensional
reduction. This will allow us to derive a Landau-like potential which effectively describes the local
behaviour of the elastic energy and, furthermore, provides a straightforward description of the number
of equilibrium solutions, and their local stability, as the material parameters are varied.
5 Finite-dimensional reduction (Landau expansion) for n = 2
There are two rather natural Banach spaces on which W is well defined. These are C1([0, L]), the
continuously differentiable functions and the Sobolev space H1([0, L]). However, the reduced energy
derivation turns out to be very similar for the two spaces. For concreteness, we take E =
(
C1([0, L])
)3
,
i.e., the space of triples f = (f1, f2, f3) of real continuously differentiable functions, with L
2-inner
product
〈f ,g〉 = 〈(f1, f2, f3), (g1, g2, g3)〉 = 3∑
k=1
∫ L
0
fk(S)gk(S)dS. (67)
The linear operator L is defined by (61), and its kernel N is found to be two-dimensional. As
described in §4 the two eigenvectors are energetically equivalent and allow generating all the rotated
linear solutions. Without loss of generality, we take only the equilibrium shapes with horizontal
tangent in S = 0, i.e., we fix θ(0) = 0. However, when projecting onto N⊥, we need to include both
generators in the definition of Q. Setting n = 2 in (63), we find
v1 =
(
− pi(3− µ1)(µ1 + 1) sin
(
4piS
L
)
, 2 sin
(
4piS
L
)
, cos
(
4piS
L
) )
, (68)
v2 =
(
pi(3− µ1)(µ1 + 1) cos
(
4piS
L
)
, −2 cos ( 4piSL ) , sin ( 4piSL ) ), (69)
and N = span(v1,v2). In this case, the projector Q : E → N⊥ is
Qf = f − 〈f ,v1〉 v1‖v1‖2 − 〈f ,v2〉
v2
‖v2‖2
= (f1, f2, f3)− 1‖v1‖2
[
3∑
k=1
∫ L
0
fk(S)v1,k(S) dS
]
(v1,1, v1,2, v1,3)
− 1‖v2‖2
[
3∑
k=1
∫ L
0
fk(S)v2,k(S) dS
]
(v2,1, v2,2, v2,3). (70)
For fixed α, higher order corrections belong to N⊥ and are obtained by solving (5). Specifically, this
is Q∇W (α,w) = 0, where Q is given as in (70) and ∇W is the triple of equilibrium equations (56),
suitably rescaled so that they have the same dimensions. We then look for solutions of the form
(Lθ, ξ, η) = (Lθcirc, ξcirc, ηcirc) + αLv1 + α
2Lw2(S) + α
3Lw3(S) +O(α
3), (71)
where wk = (θk, ξk, ηk) ∈ N⊥. The equations for w = α2w2 + α3w3 turn out to be rather cumber-
some, and are not reported for brevity. However, with the aid of Mathematica R© they can be solved
in terms of Fourier components. Specifically, we find
θ2(S) =
pi2
16
(µ1 − 3) (µ1 + 1)2 (5µ1 − 3) sin
(
8piS
L
)
, (72)
ξ2(S) =
pi
2
(µ1 − 3) (µ1 + 1) sin
(
8piS
L
)
, (73)
η2(S) = −pi (µ1 − 3) + 5
8
pi (µ1 − 3) (µ1 + 1) cos
(
8piS
L
)
, (74)
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and
θ3(S) = b11 sin
(
4piS
L
)
+ b12 sin
(
12piS
L
)
, (75)
ξ3(S) = b21 sin
(
4piS
L
)
+ b22 sin
(
12piS
L
)
, (76)
η3(S) = b31 cos
(
4piS
L
)
+ b32 cos
(
12piS
L
)
. (77)
The coefficients b11, b12, b21, b22, b31, b32 and the explicit expressions for (θ, ξ, η) are reported in
Appendix B. It is worth noticing that, despite the fact that (θ3, ξ3, η3) comprise cos(4piS/L) terms,
the vector w3 belongs to N
⊥. In fact, it is possible to show, by direct computation, that the
coefficients bij are such that 〈w3,v1〉 = 0 and 〈w3,v2〉 = 0 (i.e, Qw3 = w3).
Furthermore, the integral (57) yields the enclosed area, as a function of pressure and α,
A =
L2
4pi(µ1 + 1)2
(
1− 2pi2α2(2µ31 − µ21 + 3)
)
. (78)
The functions (θ, ξ, η), as given in (71)-(77) and reported in Appendix B, are then inserted into the
elastic energy density. This is Taylor-expanded and integrated term-by-term to yield the reduced
energy function g(α). The integrations are elementary, but rather cumbersome, so we again use
a computer algebra software, such as Mathematica, to do the calculations. Therefore, the elastic
energy (55) is finally reduced to a much simpler function of the order parameter α, which correctly
captures the nature of the critical points and the bifurcations. We find
g(α) = a2(µ1, µ2)α
2 + a4(µ1, µ2)α
4 + a6(µ1, µ2)α
6, (79)
where
a2(µ1, µ2) = 2pi
2(3− µ1)
(
4pi2(1 + µ1)
2(3− µ1)− µ1µ2
)
, (80)
and a4, a6 are written in Appendix C. The coefficient a2(µ1, µ2) vanishes at the bifurcation, so
that g(α) is not a Morse function at these points. When a2(µ1, µ2) = 0 and a4(µ1, µ2) > 0 the
function g is 4-determined and shows a supercritical pitchfork at the transition. By contrast, when
a4(µ1, µ2) < 0, we observe a subcritical pitchfork bifurcation. The maximum degeneracy for g(α)
occurs at particular values of µ1 and µ2 such that a2(µ1, µ2) = 0 and a4(µ1, µ2) = 0. Since we only
have two parameters and two polynomial equations, we can generically have only a finite number of
solutions. In fact, if we calculate the polynomial resultant of a2 and a4 to eliminate µ2, we find that
a2 = a4 = 0 is equivalent to
11µ21 − 90µ1 + 27 = 0, (81)
so that the only acceptable point of the parameter space (µ1, µ2) where a2 = a4 = 0 is
(µ1, µ2) ≈ (0.312, 585). (82)
However, when we choose these values for the parameters, we get a6 > 0, so that the function g(α) is at
most 6-determined. This means that the local bifurcations around the circular solutions are correctly
described considering the truncation of the elastic energy at the 6th-degree term. Furthermore, it is
possible to check that the expansion of (71) to order O(α3) it is sufficient to determine exactly the
coefficients of g up to its 6th-degree. Hence, g(α) as given in (79) rigorously reproduces the nature
of the bifurcations and the stability of the solutions.
6 Analysis of the phase transitions
In Catastrophe Theory parlance, g is a symmetric butterfly catastrophe, and the organizing centre
of the singularity is +α6 [35, 22]. Its normal form is
g(α) = α6 + c4α
4 + c2α
2, (83)
where we have simply redefined the control parameters as c2 = a2/a6 and c4 = a4/a6. The reduced
function is even, and this is a consequence of the symmetry of the original energy functional. If we
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Figure 4: Bifurcation set in the mathematical control plane (c2, c4) (left) and in the physical pa-
rameter plane (µ1, µ2) (right). The reduced potential has the same qualitative features within each
region, as shown in the insets. The number of critical points changes, and thus a transition occurs,
when crossing the boundary lines. Point “T” corresponds to the tricritical point (c1, c2) = (0, 0), i.e.,
(µ1, µ2) ≈ (0.312, 585).
wish to include the effect of possible imperfections we should consider a universal unfolding of the
butterfly singularity. In this case, the reduced function also comprises odd powers of α. However,
we consider here only the symmetric case.
The critical manifold, defined by ∂g∂α = 0, projects onto the control plane (c2, c4) and provides
the bifurcation set shown in Fig.4, which decomposes the control plane into homogeneous regions.
Any potential within a region shows the same qualitative features and the same number of critical
points. The number and nature of critical points change when crossing the boundaries of these region.
The special point “T” in Fig.4 has coordinates (c2, c4) = (0, 0), and corresponds to the maximum
degeneracy, where the values of µ1 and µ2 are those given in (82).
In physical terms, the dashed line identifies a second-order transition, where the system undergoes
a continuous transformation from circular to buckled shaped. By contrast the solid line marks a first-
order transition where the deformation is discontinuous. Examples of g(α) for various values of the
material parameters, corresponding to second and first-order transitions, are shown in Fig. 5. Point
“T” is a tricritical point where a phase transition of a complex kind takes place involving the meeting
of a second-order transition with a line of first-order transitions. We observe that for µ2 greater than
the tricritical value 585, i.e., in the nearly inextensible case, the transition is second-order. By
contrast, in “soft materials”, with µ2 < 585, we obtain a discontinuous snap-through buckling (first-
order transition) with increasing pressure. This is apparent also from Fig.6 where we analyse how
the area depend on pressure (or vice-versa, if we imagine to impose an area constraint).
In the figure, the transition with µ2 = 500 has been calculated using a Maxwell criterion: the
buckling occurs when g(α) has (at least) two distinct relative minima with the same minimizing
value. It is worth noticing that a first-order transition implies the existence of metastable states,
whose characteristic signature are bistability effects and hysteresis, as observed in some problems of
cell mechanics [7, 8].
7 Conclusions
In this article we have reviewed some fundamental mathematical techniques that we believe are very
helpful to study bifurcation problems. In elasticity similar methods are routinely used (for example
Lyapunov-Schmidt reduction). However, these do not take full advantage of the original variational
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Figure 5: Reduced energy profiles for increasing values of the dimensionless pressure µ1: first-order
transition (left, µ2 = 500), and second order transition (right, µ2 = 600).
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Figure 6: Enclosed area against pressure, as given in (78), for two values of µ2. The order parameter α
is obtained by minimizing the reduced energy g(α), as given in (79). Initial straight lines correspond to
compressed circular solutions, with α = 0. Red dots mark the transitions to buckled configurations,
where α 6= 0. A Maxwell criterion is adopted for the first-order transition with µ2 = 500. For
comparison, grey stars show the numerical results, obtained by integrating the equilibrium equations
(43)-(46).
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structure, so that the analysis of the equilibrium solutions, bifurcation conditions and local stability
are treated as separate problems. Most of the times they require to check the positive definiteness of
the second variation. A problem that is usually intractable from an analytical standpoint (although
clever geometrical methods can simplify the analysis in some cases [36, 37]).
We have shown that Singularity theory allows us to simplify the original functional to a reduced
function g that provides an intuitive but rigorous account of the full bifurcation scenario, including
the local stability of the solutions. The determinacy of g gives a bound for its Taylor expansion, so
that it is guaranteed that a truncation of the reduced function at the correct order is sufficient to
capture all the qualitative information about the local unfolding of the energy functional.
These techniques are then applied to study the shape bifurcations of an extensible two-dimensional
elastic ring subject to uniform pressure. The origins of this problem trace back to more than a century
ago, when the scope was to investigated the collapse of buried pipelines under pressure. However,
the subject has received renewed interest by a heterogeneous community of physicists, applied math-
ematicians and engineers and is now a powerful prototype problem with potential applications to
various softly constrained physical systems. Applications to biological tissues and cells seems to be
the most promising. We find that, depending on the stretching modulus, the transition can either be
second or first-order. In particular, first-order transition implies the existence of bistability effects
and hysteresis, and these have been observed in some problems of cell mechanics.
Despite the wide theoretical applicability, the main practical limitation of the present approach
is the solution of Eq.(5). Usually, this is feasible only for one, or maybe two, order parameters. It is
worth mentioning that symmetry arguments could be directly included in the analysis to possibly sim-
plify the computations. Finally, this reduction can be adapted to address also simple free-boundary
problems or unilateral constraints.
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A Proof of the splitting lemma 2.1
The proof that we report here mostly follows [13]. For simplicity, let us write F = Q∇W : U ⊂ E →
N⊥, where Q is the orthogonal projector onto N⊥. Equation (5) is then F (x, y) = 0, where we have
used the notation (x, y) for point x+ y in N ⊕N⊥ ' E.
For a given x ∈ N the partial derivative D2F (x, ·) in y = 0 can be calculated from the following
expansion
F (x, εy) = Q∇W (x, εy) = Q∇W (x, 0) + εQ(D∇W (x, 0))[y] + o(ε). (84)
Evaluating this expression in x = 0, and using (3), we derive
D2F (0, 0) = QL. (85)
By assumption, QL restricted to N⊥ is an isomorphism of N⊥ to itself. Thus, the implicit function
theorem guarantees that the equation F (x, y) = 0, i.e., equation (5), uniquely defines a function
y = h(x) near (0, 0), and h(0) = 0. Furthermore, since x ∈ N = kerL,
F (εx, 0) = Q∇W (εx, 0) = Q∇W (0, 0) + εQ(D∇W (0, 0))[x] + o(ε)
= εQLx+ o(ε) = o(ε). (86)
Thus, D1F (0, 0) = 0 so that h
′(0) = 0.
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Consider now the function f : N⊥ → N⊥
f(z) = W (x, h(x) + z)−W (x, h(x)), (87)
where x is taken as a parameter and z ∈ N⊥. We can expand f to read its first and second derivative
f(εz) = f(0) + εf ′(0)[z] +
1
2
ε2f ′′(0)[z, z] + o(ε2)
= εDW (x, h(x))[z] +
1
2
ε2D2W (x, h(x))[z, z] + o(ε2). (88)
Evaluating this expression in x = 0 (taking x as a parameter), we obtain
f ′(0)|x=0 = 0, f ′′(0)|x=0 = L. (89)
Since L is non-degenerate if restricted to N⊥, it is possible to apply the parametric version of Morse
lemma [38, 13] to f(z). Then, there exists an origin preserving k-diffeomorphism z 7→ r(x, z) such
that
W (x, h(x) + r(x, z))−W (x, h(x)) = 1
2
〈Lz, z〉 (90)
Therefore, with the change of variable Φ : (x, y) 7→ (x, h(x) + r(x, y)) we have, in a neighbourhood
of (0, 0),
W ◦ Φ(x, y) = 1
2
〈Ly, y〉+W (x+ h(x)). (91)
This concludes the proof.
B Coefficients
We report here the long coefficients for equations (75)-(77).
b11 = − pi
3 (µ1 − 3)2 (µ1 + 1)2
4 (−µ1 + 24pi + 3)
(
pi2 (µ1 − 3)2 (µ1 + 1)2 + 5
)×
[
µ1
(−6µ21 + µ1 − 90)+ 4pi (µ1 (80µ1 − 93) + 99) + 63] , (92)
b12 =
7
768
pi3 (µ1 − 3)2 (µ1 + 1)3 (13µ1 − 3) , (93)
b21 = − pi
2 (µ1 − 3)2 (µ1 + 1)
4 (−µ1 + 24pi + 3)
(
pi2 (µ1 − 3)2 (µ1 + 1)2 + 5
)×
[− 8pi3 (µ1 − 3) (µ1 (20µ1 − 33) + 27) (µ1 + 1)2
+ pi2 (µ1 − 3) (µ1 (µ1 (3µ1 − 1) + 33)− 27) (µ1 + 1)2
+ 3 (µ1 + 1)
2
+ 32pi (3− 5µ1)
]
, (94)
b22 =
7
128
pi2 (µ1 − 3) (µ1 + 1)2 (7µ1 − 9) , (95)
b31 =
pi2 (µ1 − 3)2 (µ1 + 1)
4 (−µ1 + 24pi + 3)
(
pi2 (µ1 − 3)2 (µ1 + 1)2 + 5
)×
[
12pi3 (µ1 − 3) (13µ1 − 3) (µ1 + 1)2
− pi2 (µ1 − 3) (µ1 (µ1 + 24)− 9) (µ1 + 1)2 + 6 (µ1 + 1)2 + 64pi (3− 5µ1)
]
, (96)
b32 =
13
256
pi2 (µ1 + 1)
2
(7µ1 − 9) (µ1 − 3) . (97)
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Explicitly, we find
θ(S) =
2piS
L
− piα (3− µ1) (µ1 + 1) sin
(
4piS
L
)
+
pi2
16
α2 (µ1 − 3) (µ1 + 1)2 (5µ1 − 3) sin
(
8piS
L
)
+ α3
[
b11 sin
(
4piS
L
)
+ b12 sin
(
12piS
L
) ]
. (98)
ξ(S) = 2Lα sin
(
4piS
L
)
+
pi
2
Lα2 (µ1 − 3) (µ1 + 1) sin
(
8piS
L
)
+ Lα3
[
b21 sin
(
4piS
L
)
+ b22 sin
(
12piS
L
) ]
. (99)
η(S) = − L
2pi(µ1 + 1)
+ Lα cos
(
4piS
L
)
+ Lα2
(
5
8
pi (µ1 − 3) (µ1 + 1) cos
(
8piS
L
)− pi (µ1 − 3))
+ Lα3
[
b31 cos
(
4piS
L
)
+ b32 cos
(
12piS
L
) ]
. (100)
C Coefficients of the reduced energy function
a4(µ1, µ2) = − pi
4 (µ1 − 3) (µ1 + 1)
32 (−µ1 + 24pi + 3)
(
pi2 (µ21 − 2µ1 − 3)2 + 5
)×
[
4pi4 (3− 5µ1)2 (µ1 − 3)4 (µ1 + 1)5 − 96pi5 (3− 5µ1)2 (µ1 − 3)3 (µ1 + 1)5
− 8pi3 (µ1 − 3)
(
75µ2µ
5
1 − 372µ2µ41 + 2 (729µ2 − 1810)µ31
+ (21012− 3348µ2)µ21 + 9 (99µ2 − 2828)µ1 + 19548
)
(µ1 + 1)
2
+ 8piµ1
(
905µ31 − 4593µ21 + 963µ1 − 3267
)
µ2
− µ1
(
67µ41 + 12µ
3
1 + 546µ
2
1 − 5076µ1 + 4563
)
µ2
+ pi2
(
µ21 − 2µ1 − 3
)2 (
25µ2µ
5
1 − 124µ2µ41 + (486µ2 − 268)µ31
− 4 (279µ2 − 7)µ21 + 3 (99µ2 − 3980)µ1 + 8244
)]
, (101)
21
a6(µ1, µ2) =
pi6 (µ1 − 3)2 (µ1 + 1)2
32768 (µ1 − 24pi − 3)2
(
pi2 (µ21 − 2µ1 − 3)2 + 5
)2×
[
− 9408pi7 (3− 13µ1)2 (µ1 − 3)7 (µ1 + 1)8
+ 112896pi8 (3− 13µ1)2 (µ1 − 3)6 (µ1 + 1)8
+ (µ1 − 3)2 µ1
(
354481µ51 + 756721µ
4
1 + 4947034µ
3
1 + 24449106µ
2
1
− 26947611µ1 + 5576877
)
µ2 − 16piµ1
(
1604115µ61 − 2550374µ51 − 23872107µ41
+ 111841740µ31 − 254712627µ21 + 235371258µ1 − 49445397
)
µ2
− 48pi5 (µ21 − 2µ1 − 3)4 (8281µ2µ71 − 64370µ2µ61 + (381343µ2 + 331240)µ51
− 4 (119943µ2 + 121030)µ41 + (1865799µ2 − 1485680)µ31
− 18 (73377µ2 + 13720)µ21 + 27 (2739µ2 + 13720)µ1 − 52920
)
− 32pi3 (µ21 − 2µ1 − 3)2 (124215µ2µ71 − 312238µ2µ61 − 9 (170487µ2 − 356470)µ51
+ 2 (7599150µ2 − 2214349)µ41 − 9 (2533599µ2 − 2970428)µ31
+ 18 (1332369µ2 − 3125498)µ21 + (61882974− 8221905µ2)µ1 − 25745202
)
+ 4pi6
(
µ21 − 2µ1 − 3
)4 (
8281µ101 − 70070µ91 + 130389µ81 + 281848µ71
+ 98 (12168µ2 − 7759)µ61 − 4 (3405436µ2 + 173313)µ51
+ 18 (8319824µ2 + 2723273)µ
4
1 − 72 (3984828µ2 − 1037575)µ31
+ 9 (17087184µ2 + 678013)µ
2
1 − 54 (286920µ2 + 317569)µ1 + 2575881
)
+ 2pi2
(
41405µ2µ
12
1 − 476517µ2µ111 + (2499091µ2 + 708962)µ101
− (6424643µ2 + 4781452)µ91 + (15178394− 6443198µ2)µ81
+ 6 (15084045µ2 − 4210328)µ71 + (95619590µ2 + 43802596)µ61
− 2 (496619875µ2 + 138196068)µ51 + 567 (3615575µ2 + 569724)µ41
+ (861527664− 6024009177µ2)µ31 − 81 (19657465µ2 + 7144038)µ21
+ 1701 (572357µ2 − 268444)µ1 + 294412482
)
+ pi4
(
µ21 − 2µ1 − 3
)2 (
8281µ2µ
12
1 − 122337µ2µ111 + (914743µ2 + 331240)µ101
− 35 (104109µ2 + 80080)µ91 + (7655386µ2 + 5215560)µ81
− 2 (5400261µ2 − 5636960)µ71 + (58481838µ2 − 30415280)µ61
− 2 (88161623µ2 + 13865040)µ51 + 5 (539280153µ2 + 441504272)µ41
− 3 (2306970711µ2 + 1037986240)µ31 + 9 (188236755µ2 + 719716744)µ21
+ 81 (5300277µ2 − 61790576)µ1 + 2596103784
)]
. (102)
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