Abstract-Automated measurement and analysis of human motion during performance of workplace tasks are desirable for ergonomic studies. While numerous technologies exist for accurate measurement of biomechanical data, their use is often not feasible in the workplace environment. We present a digital-video based system suitable for measuring human motion of repetitive workplace tasks. Due to practical considerations, a single-camera solution is exploited by adding some control over the environment. We present an analysis of experiments demonstrating the accuracy of our system.
I. INTRODUCTION
Q UANTIFICATION of the relationship between posture, repetitiveness, and risk of injury while performing a workspace task requires accurate measurement of human motion. Other medical and entertainment applications also require highly accurate measurement of human motion. Most of the existing technologies for measuring human motion use specialized hardware, often making the process invasive (e.g., mechanical armatures), difficult to operate (e.g., electromagnetic trackers which are sensitive to their environment), and expensive (e.g., multiple synchronized high-speed infrared cameras). For example, electromagnetic tracking devices function by measuring the strength of the magnetic fields generated by transmitters. This technology does not suffer from occlusion and can offer real-time performance, so it has been successful for animation applications [9] where its cost, small working volumes, and sensitivity to the environment do not preclude its use. However, the sensitivity to the environment makes this technology impractical for the application considered here, i.e., workplace task analysis. Similarly, electrogoniometers are widely used for human motion acquisition in ergonomic assessment. They are relatively expensive and their precision is easily perturbed by metallic objects and other magnetic fields. Another example system, armatures, use a light-weight mechanical linkage with encoders placed at joints to measure the change in position and orientation with respect to a reference point. Such mechanical devices are obtrusive and potentially cumbersome to wear and will interfere with worker's motions. Additionally, the above data acquisition systems lack the ability to link the data with the visual activities and this makes the postprocessing (data extraction and reduction) hard. Simultaneous video acquisition of the activity being performed is used [1] , [8] , [11] , [14] , [17] , [20] , [21] and trained human analysts review the tape to identify specific activities. Manual identification of events in the video is generally tedious and time consuming. Using an efficient multimedia video annotation system required an average of 6.8 min for an analyst to analyze 1 min of tape [22] . The desirable properties for a human motion measurement system for our risk assessment application include the following: 1) it is practical for "in the field" use; 2) it requires minimal interference with the task; 3) it is accurate; 4) it is capable of handling complex human motion; 5) it is able to cope with cycle times on the order of seconds up to tens of minutes; 6) it is affordable; and, ideally, 7) it requires no human intervention. Digital video can potentially meet these needs: It is noninvasive (does not interfere with the subject), easy to operate, mobile, and inexpensive. Because the motion data and video information ("events") are both extracted from the same medium, synchronization of analog sensors and video is avoided. Data can be recorded at 30 frames/s for any length (given sufficient video storage capabilities). Of primary concern when using video measurement is the accuracy of the recovered motion and the complexity of motion that can be measured.
In the remainder of this paper, we present a brief overview of a simple digital video system and our evaluation of its performance. The accuracy limitations of the system are explored: We model the error sources to obtain bounds, then demonstrate experimentally that our error modeling holds in practice. We exploit the ability to permit minor workplace modifications, i.e., the subject must wear special clothing and/or markers, and we require the camera person to film in positions to ensure optimal viewing of a specific motion. These assumptions simplify the image analysis task and can be relaxed as superior tracking algorithms are developed. Using motion data obtained with the system described here, we have developed techniques for automated analysis of the video data [6] , [7] and for the detection and classification of motions [7] .
II. RECOVERY OF JOINT MOTION FROM VIDEO
Ergonomics practitioners require information on subject posture, typically recorded as joint angles. Many studies have considered only a single joint (e.g., [15] and [16] ); however, multijoint motion is desired for many studies of workplace activities. Video data must be processed to obtain joint angle information from the recorded video data. There has been significant effort in the computer vision community in developing systems to track humans (see, e.g., [10] ), thus, the focus of this paper is not on improved tracking of humans, but on the design of a system for automated assessment of human motion, assuming a tracking system exists.
One method of extracting joint angles from video data is by reconstructing the subject pose, then extracting joint information from the pose. Multiple cameras (stereo or trinocular systems), or structure from motion techniques can provide three-dimensional (3-D) information. Because of the pragmatic difficulties in precisely synchronizing multiple cameras and due to constraints imposed by our application, practitioners felt that multicamera systems were not practical. Restriction to a single video camera means that the motion data from our system is inherently two-dimensional and occlusion is possible. For the factory setting, we facilitated the task by requiring 1) the camera operator to film in such a way that the image plane is roughly parallel to the plane of motion of the links and 2) the subject to wear colored markers.
Colored markers are easily tracked in images. The image marker locations are used to fit a skeletal model. In video systems, the tracked marker locations can be used to recover joint angles and a variety of approaches have been used (e.g., [2] - [23] ). For our single-camera system, a skeletal model 1 can be used to recover the human pose from the marker locations. A nonlinear least-squares optimization process to fit the skeleton to the marker data is presented in [9] . Using the skeletal model as a constraint, linear algorithms can be used [3] . When using two or more markers per body segment, the orientation of each segment can be calculated from the corresponding marker data and a global skeleton fitting technique can be applied to recover the joint angle data [18] . Once the skeleton has been constructed, the joint angles are determined trivially from the reconstructed skeleton. A human analyst can verify the reconstructed motion using a video animation of the body segments under observation (Fig. 1) . The recovered joint angles in each frame can be saved as a time-indexed motion sequence and used directly by ergonomics practitioners, or, the data can be transformed into representations more appropriate for analysis [6] .
III. PERFORMANCE ASSESSMENT
To formally analyze the error in the reconstructed motion, one must consider the constraints used in obtaining the motion. These constraints take different forms (constraints on 1 In practice, this could be obtained by measurement. the skeleton structure, i.e., link lengths, constraints on the skeleton pose, i.e., joint limits) making formal quantification of error complex. We have performed experiments to empirically demonstrate accuracy. Experiments were performed both with known controlled motion of a serial linkage (a robot), and using a commercially available active marker tracking system. The results show that motion is accurately captured (Section III-B) . 
A. Accuracy
Some marker configurations and link length constraints can lead to multiple interpretations of the 3-D position of the joint. In other work [4] , we have demonstrated that 3-D reconstruction based on noisy image observations and link length constraints can lead to false poses (see Fig. 2 ). Because erroneous poses are consistent with the data, such errors can only be detected if one has additional knowledge. Our current solution requires the camera operator to position the camera roughly fronto-parallel to the plane of motion of the joint under consideration (limiting the likely poses). Thus, errors in our reconstructed joint angles primarily come from errors in computed marker location, assumptions of planar motion with fronto-parallel view, and skeleton reconstruction error. Below we derive bounds on the first two error sources and, through comparison with an active 3-D marker tracking system, we empirically assess the third source of error.
1) Image Error:
We assume an ideal pin-hole projection parameterized by the focal distance and the principal point. When observing joints moving parallel to the image plane, the error in reconstructed joint angle depends on the position of the joint, the distance between the image plane and the plane of motion, the link length, and the camera parameters. Fig. 3 schematically represents a joint and its projection in the image. Due to tracking and/or finite resolution error, the image observation of the marker (here assumed to be the endpoints of the link) constrains the "true" location. If the image error is given by (i.e., the distance between the actual projection and measured image location is within this distance), the actual joint angle is , the estimated joint angle is , the link lengths are , and the distance to the plane of motion is , then using simple geometry, it can be shown that the error in the joint angle estimate is bounded by (1) While this estimate depends on a number of assumptions (pinhole camera model, two equal link lengths, joint centered in the image) which will generally not be valid, it does give a lower bound on the error due to imaging. Under reasonable viewing assumptions (viewing a 25-cm link, e.g., a forearm, at a distance of 1.5 m) and assuming 1-2 pixel error in image observations, the angular variation is on the order of 5 or less. This analysis considered only the uncertainty in the image observations. If one considers uncertainty in the optical parameters (e.g., focal length) and in the link lengths, then the region of uncertainty grows.
2) Viewpoint/Motion Assumption Error: When constrained to using a single camera, we required the camera operator to view the motion such that the motion was planar with a fronto-parallel view. In practice, such precise placement of the camera is hard to achieve. The goal is to place the camera such that the depth variation along the link is small relative to the camera distance. This lack of precision will introduce an error into our recovered joint angles due to deviation from the assumptions of planar motion and fronto-parallel view. Fig. 4 depicts the two basic situations where our assumptions fail. In both plots, the solid linkage is shown in a plane that is parallel to the image plane (the ideal). We denote by the deviation angle between the fronto-parallel plane and the actual plane of motion (or viewing).
Let
be the true and estimated joint angles, respectively. In both cases one can derive the relationship between the deviation angle (between true and assumed plane) and the joint angles and . For the case in Fig. 4(a) , the error relationship is (2) and for the case in Fig. 4 (b),
These theoretical bounds are plotted in Fig. 5 . for various joint angles (where a joint angle of zero represents a link "folded back onto itself"). From Fig. 5(b) , assuming the actual joint angle is 45 and the view is within 20 of fronto-parallel, then the measured joint angle error is within 1.8 . An alternate analysis of the nonplanar motion assumption is presented in [12] . To verify the theoretical bounds on the error, we measured the errors experimentally. A robot was used to precisely control the motion of a joint. The robot joint configuration (pose) was varied and the motion was varied from the ideal fronto-parallel/planar motion. While not identical, the plots demonstrate similitude. We caution, however, that human joints are not ideal revolute joints as modeled in the analysis (and as found on the robot subject).
B. Experiments
Our analysis shows that the error in the recovered joint angles due to imprecise camera positioning and image observation noise can be small for many joint configurations. To evaluate the system in practice, we compared our joint angle data with data obtained using an active marker tracking system (OptoTrak [13] ) and found the results to be comparable. Fig. 6 shows a comparison of motion from the digital video system with the active marker tracking system. For some rapid motions, the active marker system was unable to track, while our digital video system succeeded.
IV. EVALUATION
The system in its current form satisfies the initial criteria.
Practical: The system is easy to use in the field as long as the camera operator can gain a suitable vantage point. Color markers must be selected based on the task environment. Lighting must be sufficient. Accuracy: Joint angles with errors on the order of 5 can be obtained if the constraints (planar motion and frontoparallel view) can be maintained. The length of the upper arm and forearm allow the placement of markers and for repetitive workplace tasks, where the frequency and magnitude of movements are of primary importance and the accuracy of the recovered motion will enable recovery of these motion statistics.
Complexity: Complexity of motion is limited by the visual tracking system employed. Here, we have restricted our studies to the upper extremities for seated employees.
There are numerous tasks that require the worker to move around. In these situations, there may not be a single-camera viewpoint that is suitable to capture the motion.
Human Effort: Aside from the camera person, our system currently is capable of working without human intervention. Due to the uncertainties from both skeleton reconstruction and image noise when a joint is connected by shorter linkages, the current system may not be appropriate for collecting motion data on joints such as fingers and wrist.
V. DISCUSSION
We have analyzed the accuracy of a simple digital video system for the acquisition of human motion. The system is efficient, automatic, and noninvasive. The error in recovered motion can be estimated and experiments confirmed the estimated error bounds. The efficiency of the system makes it possible to collect and analyze a large amount of data for the further risk assessment.
The challenge of building a sufficiently accurate system for the automated measurement of human motion using a singlecamera system involved tradeoffs between generality, practicality, and accuracy. Video naturally offers the advantages of minimal interference with task, cost effectiveness, and practicality. However, video posed problems in obtaining accurate 3-D geometry. Our solution required minor environmental modifications (markers) and placed constraints on the camera operator to maintain suitable viewpoints to obtain accurate joint motion data.
The constraint imposed on the camera position impacts the utility of this tool in two ways. First, because many motions are not planar, multiple video clips of the same motion may be required to obtain joint angle information for all the limbs under consideration. Thus, some motions cannot be analyzed for all joint motions simultaneously, and statistics must be collected for some joints separately. This is consistent with current practice for manual video annotation (where a reviewer may watch a segment of video repeatedly, and estimates the position of a particular joint on each pass). Second, certain motions cannot be measured under the fronto-parallel viewpoint constraint because the fronto-parallel viewpoint of the joint may move with the joint and, hence, a single-camera vantage point cannot capture such a motion. If the camera person does not maintain a fronto-parallel view, then one must deal with the possibility of recovering a plausible but erroneous pose (see Fig. 2 ). Recent work indicates that plausible poses are typically "far apart" and ambiguities can usually be resolved [19] .
The use of a simplistic tracking methods limits application. As our goal was to prove feasibility and develop methods to analyze motion, tracking has not been our focus. Alternate tracking technologies can be readily incorporated into the system, and hence, we do not view this as a impediment to further system development.
Our initial experience demonstrates to practitioners that we are able, in certain situations, to capture human motion during repetitive workplace tasks and automatically convert the motion into joint angle time series data. In order to be truly useful, the current limitations indicated above must be addressed.
While the ability to measure motion for ergonomic studies was our focus, current trends in "telemedicine" may find such systems useful. The low cost of placing a digital recording system in a patient's home may enable remote monitoring of exercise or other rehabilitation schemes.
