ABSTRACT In this paper, a multiscale sparse array, which is composed of spatially-spread electromagneticvector-sensors (SS-EMVSs), is proposed to estimate the direction-of-arrivals (DOA) and polarizations of multiple sources. The SS-EMVS is composed of three orthogonally oriented but spatially noncollocated dipoles to measure the electric field and three orthogonally oriented but spatially noncollocated loops to measure the magnetic field, simultaneously. In this paper, an array of SS-EMVSs is placed along the y-axis, and this sparse array is composed of two sub-arrays, i.e., the first n 1 SS-EMVSs with inter-sensor spacing D 1 , and the last n 2 SS-EMVSs with inter-sensor spacing D 2 , with D 2 = mD 1 ; m > 1 is an integer and D 1 is larger than a half-wavelength of the incident signal. Thereby, a multiscale sparse array is constructed, which is capable of providing high accuracy estimates of DOA and polarizations of multiple sources. The vector-cross-product algorithm is used to obtain the unambiguous but low-accuracy estimations of direction cosines, and the different inter-sensor spacings are used to estimate high-accuracy but ambiguous estimations of direction cosines. Following this, a multiscale disambiguation algorithm is developed to obtain highaccuracy and unambiguous estimations of direction cosines, thus the elevation angles, azimuth angles, as well as the polarization parameters of multiple sources. Simulation results verify the superior performance of the proposed multiscale SS-EMVS array.
I. INTRODUCTION
The electromagnetic-vector-sensor (EMVS) has received extensive attention in array signal processing due to the fact that it can not only provide the direction-of-arrivals (DOA) of the signal, but can also give the polarization information. An electromagnetic vector-sensor usually consists of three orthogonally oriented dipoles to measure the electric field, plus three orthogonally oriented loops to measure the magnetic filed of the source [1] . A unique DOA estimation algorithm for the EMVS, the vector-cross-product algorithm, has been proposed in [1] and been advanced in [2] and [3] along with various eigenstructure-based directionfinding schemes [4] - [6] . Unfortunately, the mutual coupling between the EMVS components affects the performance of the algorithm severely. In 2011, Wong and Yuan [7] proposed a spatially-spread EMVS (SS-EMVS) which consists of six orthogonally oriented but spatially non-collocating dipoles and loops. This SS-EMVS reduces the mutual coupling between antenna components, and the developed algorithm retains the effectiveness of the vector-cross-product algorithm. Following this, a flurry of spatially-spread polarized antenna arrays have been proposed [8] - [14] . Various compositions of sparsely polarized antenna array were proposed in [10] for coherent source direction finding. He and Liu [11] proposed a computationally efficient method for DOA and polarization estimation using arbitrarily spaced EMVSs at unknown locations. In [12] , the way of how the four/five spatially non-collocated dipoles/loops suffice for multi-source azimuth/elevation direction finding and polarization estimation was developed. A nonuniform L-shaped spatially spread loop and dipole array, whose inter-element spacing is greater than a half wavelength was exploited in [13] . In [14] , a closed-form solution for DOA estimation using the spatially stretched tripole by adopting a quasivector-cross-product based scheme was presented. [7] .
FIGURE 1. Configuration of the SS-EMVS

A. SPATIALLY-SPREAD ELECTROMAGNETIC-VECTOR-SENSOR
Fig. 1 depicts the array configuration for the SS-EMVS proposed in [7] . The three dipoles are placed on a straight line; the three loops are placed on a parallel straight line in an opposite order. In the following, we consider the case that these two lines are parallel to the x-axis in the Cartesian coordinate system with e x being located at the origin and h x is located at (x h , y h , z h ).
Considering a far-field source, located at elevation angle θ ∈ [0, π] and azimuth angle φ ∈ [0, 2π ), with polarization parameters (γ , η), where γ refers to the auxiliary polarization angle, and η represents the polarization phase difference. The array manifold a can be characterized by the electricfield vector e = [e x , e y , e z ] T and the magnetic-field vector h = [h x , h y , h z ] T by taking account of the inter-dipole/loop spacings { x,y , y,z },
and λ represents the wavelength of the signal, the superscript T is the transposition operator, denotes Hadamard (element-wise) product, j = √ −1, and
represents the direction cosines along the x-, y-and z-axis, respectively.
B. SPARSE ARRAYS AND THE COMBINATION WITH VECTOR SENSORS
The DOA estimation accuracy is proportional to the aperture of the array, and therefore an array with a larger aperture is desired. However, due to the phase ambiguity, the spacing between adjacent antennas usually should not be greater than λ/2. In this way, a large aperture array requires more antennas and thus increasing the cost and also the mutual coupling between antennas. In order to mitigate this limitation, various sparse array configurations and the corresponding DOA estimation algorithms have been proposed. One type of sparse array is constructed by multiple widely separated sub-arrays [15] - [17] , and the corresponding rotational invariance technique (ESPRIT)-based algorithms which used the dual-size or multiple invariance within these arrays were developed therein. Another type of sparse array is designed to obtain as many as degree-of-freedom (DOF) to resolve more sources than sensors, such as the minimum-redundancy array [18] , the nested array [19] and the co-prime array [20] . Their DOA estimation algorithms focused on using the high order statistic characteristics of the sparse array data to increase the number of DOF, and thereby required a large computational workload. Furthermore, the antenna unit of these sparse arrays is a single polarized antenna, and they cannot measure the polarization information of the source. Meanwhile, there are some research about the EMVS array and the corresponding parameter estimation algorithms. A distributed signals general model with electromagnetic vector sensor array and the corresponding algorithm based on the generalization MUSIC algorithm were proposed in [21] . Gong et al. [22] studied a new quad-quaternion model established for an electromagnetic vector-sensor array. And a multidimensional algebra-based (DOA) estimation algorithm under this array configuration was proposed. Diao and An [23] proposed a two-dimensional direction finding method using an L-shape EMVS array. These EMVS arrays can provide the DOA and polarization information simultaneously. But these arrays are not sparse, and thus the mutual coupling and the cost cannot be mitigated. Recently, some sparse vector sensor arrays are proposed to overcome the limitations. For example, Han and Nehorai [24] developed a nested vector sensor array and the processing via tensor modeling, He proposed a nested cross dipole array in [25] , and Rao et al. [26] proposed a new class of sparse acoustic vector sensor arrays. However, the EMVS unit in the above arrays is not spatially spread, and thus the mutual coupling between the components within a unit is still a concern.
9808 VOLUME 6, 2018 FIGURE 2. The proposed array configuration. The SS-EMVS in Fig. 1 is used as a unit in our multi-scale sparse array which contains two sub-arrays. Every SS-EMVS is placed along the x-axis and the array is extended along y -axis. The inter-sensor (here sensor denoting the SS-EMVS) spacing in sub-array 1 is D 1 and the inter-sensor spacing in sub-array 2 is D 2 , respectively, where D 2 = mD 1 and D 1 λ/2.
C. CONTRIBUTIONS OF THIS WORK
In this paper, we propose a multiscale sparse SS-EMVS array and the corresponding parameter estimation algorithm. The proposed array is a linear sparse array composed of SS-EMVSs which can be divided into two (uniform) sub-arrays with different inter-sensor spacing. Owing to the spatial spread of the SS-EMVS and different inter-sensor spacings of the two sub-arrays, we can obtain multiscale estimations of target parameters. From a single SS-EMVS, we can obtain an unambiguous but low-accuracy estimation of targets parameters using the vector-cross-product algorithm. In addition, we can obtain two high-accuracy but cyclically ambiguous estimations of desired direction cosine by applying the ESPRIT algorithm to the two sub-arrays, respectively. Following this, we employ a two-order disambiguation method to obtain the final high-accuracy and unambiguous estimations of target directions. Furthermore, we can obtain the corresponding polarization parameters with the help of direction estimations. The proposed array integrates the advantages of sparse array and SS-EMVS in reducing mutual coupling and achieving high accuracy DOA estimation. Since we use the approach of disambiguation instead of virtual ULA as in the nested array, there is no need to utilize the high order statistic characteristics of the sparse array data as shown in [19] . Thus, the proposed algorithm enjoys a low computational workload. The rest of this paper is organized as follows. Section II presents the proposed array geometry. Section III derives the proposed algorithm for DOA and polarization estimation. Section IV gives the derivation of the Cramér-Rao bound (CRB). In section V, numerical examples are provided to show the effectiveness and advantages of the proposed array and algorithm. Section VI concludes the paper. Fig. 2 demonstrates the proposed array configuration of the multiscale sparse SS-EMVS array. It can be seen that the unit is an SS-EMVS as shown in Fig. 1 and the six noncollocated dipoles/loops in the SS-EMVS are placed in parallel to the x-axis. We set the SS-EMVS whose e x is located at the origin being the reference. The sparse array is composed of two sub-arrays. The first sub-array, which consists of the first n 1 SS-EMVSs (close to the origin in Fig. 2 ), is placed with intersensor spacing D 1 λ/2. The second sub-array, which consists of the last n 2 SS-EMVSs, is placed with an even larger inter-sensor spacing D 2 = mD 1 , where m is an integer. Following this, the array manifold of the proposed sparse SS-EMVS array is
II. ARRAY GEOMETRY
where ⊗ denotes the Kronecker product, a is defined in Eq. (1), and thus b ∈ C 6N ×1 with N = n 1 + n 2 .
In a multiple sources scenario with K incident signals, the received data of the proposed sparse array at time t is
where b k ∈ C 6N ×1 represents the array manifold of the k-th signal and
T denotes the incident signal vector, and n(t) signifies the additive white noise.
Consider L time snapshots, we can form the received data matrix
And the following step is to estimate the DOA and polarization parameters of the K sources from X ∈ C 6N ×L , which will be described in detail below. VOLUME 6, 2018
III. DOA AND POLARIZATION ESTIMATION
The main steps of our algorithm are as follows: 1) Estimate the two sets of high-accuracy but cyclically ambiguous y-axis direction cosine v by the two subarrays using the ESPRIT algorithm [27] , respectively. It is worth noting that these two sets of v estimations are paired automatically (see Section III-A). 2) Estimate the unambiguous but low-accuracy y-axis direction cosine v as well as the high-accuracy and unambiguous x-axis direction cosine u from the single SS-EMVS as in [7] . Note that the unambiguous but low-accuracy estimates of (u, v) are obtained from the absolute values of the ''vector-cross-product'' algorithm result, while the high-accuracy but cyclically ambiguous estimate of u is from the phase of the ''vector-crossproduct'' algorithm result. Furthermore, the different estimates of u are automatically paired. 3) Disambiguate the ambiguous v estimates and calculate the final arriving angles and polarization parameters of the sources.
A. ESPRIT BASED METHOD TO ESTIMATE THE TWO SETS OF HIGH-ACCURACY BUT CYCLICALLY AMBIGUOUS v
The array covariance matrix can be calculated by the maximum likelihood estimation
where the superscript H is the Hermitian operator. Following [16] , let E s ∈ C 6N ×K be the signal subspace matrix composed of the K eigenvectors corresponding to the K largest eigenvalues ofR. Therefore, E s has the same signal subspace with manifold matrix B and thus
where T denotes an unknown K ×K non-singular matrix. Due to the multiple scales of the proposed sparse array, we divide the manifold matrix B into two parts, i.e., B 1 and B 2 , where B 1 ∈ C 6n 1 ×K is composed of the top n 1 rows of B (with inter-sensor spacing D 1 ), and B 2 ∈ C 6n 2 ×K is composed of the bottom n 2 rows of B (with inter-sensor spacing D 2 ). In this way, B 1 and B 2 are the manifold matrices of the subarray 1 and sub-array 2, respectively. Similarly, we can divide the signal subspace matrix E s into two parts with the same method, i.e., E s 1 and E s 2 , where E s 1 ∈ C 6n 1 ×K is composed of the top n 1 rows of E s , and E s 2 ∈ C 6n 2 ×K is composed of the bottom n 2 rows of E s . Thus, we have
After this, we perform the ESPRIT algorithm to both E s 1 and E s 2 to get the high-accuracy but cyclically ambiguous estimates of v. Let us take E s 1 as an example to demonstrate the derivation. We form the matrix-pencil by the top (n 1 − 1) and bottom (n 1 −1) SS-EMVSs in the sub-array 1 (with intersensor spacing D 1 ). The manifold matrices corresponding to these two sets of SS-EMVSs are denoted by B 1,1 and B 1,2 , respectively. Utilizing the spatial invariance property between B 1,1 and B 1,2 , we have
where b 1,1 (k) is the k-th column of B 1,1 . Specifically,
, and a k denotes the array manifold of k-th source at the reference SS-EMVS. Similarly,
In the matrix formulation, we have
where According to the corresponding relationship between the signal subspace and the manifold matrix, we have
where E 
Theoretically, the k-th eigenvalue of v,1 equals 
where denotes the angle of the ensuing entity. Similarly, from the sub-array 2 with inter-sensor spacing D 2 , we have 
It's worth noting that due to the same column permutation of T , these two sets of high-accuracy but cyclically ambiguous v estimations are paired automatically [29] .
B. VECTOR-CROSS-PRODUCT ALGORITHM TO ESTIMATE U AND UNAMBIGUOUS BUT LOW-ACCURACY V
Based on the above derivation, and due to the relationship between array manifold matrix and signal subspace, we can estimate the manifold matrix of sub-array 1 witĥ
Similarly, for the manifold matrix of sub-array 2, we havê
In order to employ all the SS-EMVSs to perform the vector-cross-product algorithm, we impose a phase compensation and an averaging step to the estimated manifold matrices of the two sub-arrays. According to the principle of ESPRIT algorithm, we know the diagonal elements of v,1 are the principle phase differences of different sources resulting from the inter-sensor spacing D 1 of sub-array 1. The sub-array 1 is a uniform linear array (ULA) of SS-EMVS, and the displacement of the n-th (n = 2, 3, . . . , n 1 ) SS-EMVS unit from the first unit is (n − 1)D 1 . Therefore, the phase difference of the n-th unit with the first unit iŝ (23) and (24), as shown at the bottom of this page, where the superscript * denotes the conjugate operator, and the '':'' represents sequentially picking rows in the matrix.
In other words, for k-th source, we havê
where c 1 and c 2 are two different complex constants [30] .
The following is to apply the vector-cross-product algorithm toq 1 (k) andq 2 (k). For convenience, we omit the source index k, and recalling Eq. 
According to the vector-cross product algorithm [7] of the SS-EMVS, we have,
where × denotes the vector-cross product; p 1 is calculated fromq 1 and p 2 is calculated fromq 2 , respectively. Following this, the final vector-cross-product result can be obtained by taking the average, i.e.,
From the Poynting vector of k-th source p k derived in Eq. (29), we can obtain the unambiguous but low accuracy 
In the following, we estimate the high-accuracy estimation of u from the displacement of the dipoles/loops within a single SS-EMVS, i.e., x,y and y,z as in [7] . From p, we can get
where denotes Hadamard (element-wise) product. Based on Eq. (31), we have two sets of high-accuracy but cyclically ambiguous estimations of u by
C. DISAMBIGUATE THE ESTIMATIONS OF U AND V
Due to the fact that there are two sets of high-accuracy but ambiguous estimations for both u and v, a two-order
VOLUME 6, 2018 disambiguation method is utilized here. We take v as the example to demonstrate the derivation and the process for u is similar [31] .
The first unambiguous and high-accuracy v estimation can be obtained by
where
with denoting the smallest integer not less than and referring to the largest integer not more than . 
λ . Similar to v, we can obtain the final high-accuracy and unambiguous estimation of u final k by replacing {D 1 , D 2 } with { x,y , x,y + y,z }, respectively.
D. ESTIMATING THE DOA AND POLARIZATION PARAMETERS
After getting the unambiguous and high-accuracy estimation of {u, v}, we can estimate the DOA of k-th source by
Following this, ξ k in Eq. (1) and (θ k , φ k ) in Eq. (2) can be estimated, respectively. Recallingq 1 (k),q 2 (k) in Eq. (25) and ξ k in Eq. (1), a o k can be estimated but with a complex constant in the front aŝ
After this, we can get the estimation of β k [7] 
The corresponding polarization parameters {γ k , η k } can be estimated by
(41)
IV. CRAMÉR-RAO BOUND DERIVATION
A far-field pure-tone with unit-power is used in this section to derive the Cramér-Rao bound (CRB). Given that s(t) = e j(2π f 0 t+ ) with a prior-known frequency f 0 and a priorknown initial phase , with L snapshots uniformly sampled at time-slots {t = t 1 , t 2 , · · · , t L }, we have:
The above sequence is received by the proposed multi-scale SS-EMVS array, corrupted with additive noise n(t), which is assumed to be zero-mean Gaussian, with its diagonal covariance matrix 0 = diag[σ 2 , . . . , σ 2 ], where σ 2 refers to the prior-known noise variance at each constituent antenna, z(t) = bs(t) + n(t). The received dataset
where b is the array manifold defined in Eq. (4); υ is the noise vector with a covariance matrix = 0 ⊗I L , with I L denoting an L × L identity matrix. Hence, ζ is a complex Gaussian distributed process with mean τ and a covariance matrix . Let
refer to the vector comprising all the unknown parameters to be estimated. We could derive all the elements of the 4 × 4 Fisher Information Matrix (FIM) by [32] :
where 
The 4 × 4 Fisher Information Matrix can be expressed as:
The Cramér-Rao bounds for each parameter can be obtained straightforwardly from Eq. (46) after we get the values of J by Eq. (45). 1 
V. SIMULATION RESULTS
In this section, we conduct simulations to verify the effectiveness and performance of the proposed array geometry and algorithm. For simplicity, we set θ
The coordinate of the h x of the reference SS-EMVS, whose e x is located at the origin, is (x h , y h , z h ) = (7.5λ, 5λ, 10λ). The root mean square error (RMSE) of parameter estimation is defined as:
whereα m is the estimation of m-th trial of parameter α, and M is the number of Monte Carlo trials. We assume that the number of sources is known a priori in the following simulations.
A. PARAMETER ESTIMATION RESULTS
In the first example, we consider that there are N = The noise is complex Gaussian white noise vector with zero mean and covariance matrix σ 2 I. Fig. 3 shows the estimation results of the proposed algorithm with 200 Monte Carlo trials.
We can see that the spatial and polarization parameters of all targets are correctly paired and estimated.
B. PARAMETER ESTIMATION PERFORMANCE
In order to further exploit the performance of the proposed array, we hereby conduct various simulations with different parameters of the array and sources. Since our sparse array in Fig. 2 extends the aperture along the y-axis, we focus on the analysis of the v estimation below. Two similar arrays, which extend the aperture along the x-axis and the z-axis respectively, will be analyzed at the end of this section.
1) PERFORMANCE VERSUS SNR
In the second example, we consider the parameter estimation performance versus SNR (signal-to-noise ratio). Fig. 4(a) shows the RMSE of u final of the proposed array versus SNR compared with u coarse and the CRB. Fig. 4(b) shows the RMSE of v next and v final of the proposed array versus SNR compared with v coarse and the CRB. It can be observed that both u final and v final improve significantly from their coarse estimates, u coarse and v coarse , respectively; both of them are getting close to their CRB. We can also see that the estimation performance of v final is an order of magnitude better than that of u final . The reason is that the proposed array only extends in the y-axis (up to 174λ), while the accuracy of u final is limited by the expansion of the single SS-EMVS in the x-axis, which is only 10λ. Next, we compare the proposed multiscale SS-EMVS array with two uniform SS-EMVS arrays, and both of them have the same number of SS-EMVSs, but with inter-sensor spacing d 1 = D 1 = 6λ and d 2 = D 2 = 36λ, respectively. These two arrays are one type of the sparse polarized antenna arrays proposed in [10] , for which only a single disambiguation step is required since it is a uniform array along y-axis. By contrast, our proposed array is a multiscale array and thus can provide better performance. Fig. 5 shows the RMSE of u and v estimations versus SNR for all three sparse arrays. We understand that there is a SNR threshold [34] in the process of disambiguation. The parameter estimation performance will be degraded significantly if the SNR is lower than the threshold. When SNR is larger than this threshold, the performance improves dramatically, and the performance is getting better with the increase of SNR. We can observe from Fig. 5(a) that the performances of these three arrays of the u estimation are similar. This is because the three arrays have the same extension in the x-axis. But the accuracy of the proposed array of u estimation is merely a little better than the two other arrays when SNR is large enough, i.e., > −6dB. More importantly, from Fig. 5(b) , we can observe that the SNR threshold (−3dB) of v estimation of the proposed array is close to the threshold (−4dB) of the uniform SS-EMVS array whose inter-sensor spacing is d 1 and is far less than that (11dB) of the uniform SS-EMVS array whose intersensor spacing is d 2 . Limited by the array aperture in the y-axis, the accuracy of the proposed array of v estimation is in between of these two uniform SS-EMVS arrays.
As the arriving angle estimation is determined by u and v jointly, in Fig. 6 , we plot the RMSE of the estimated θ and φ of the three arrays versus SNR. It can be seen that the estimation accuracies of θ or φ of the three arrays are similar when SNR is large enough, i.e., > 10dB. But we still can see that the accuracy of θ and φ of the proposed array is a little (0.01 o ) better than the two other arrays. Compared with the SS-EMVS array whose inter-sensor spacing is d 1 , the proposed array has a larger aperture and a better accuracy estimation. The inter-sensor spacing is larger than d 1 in subarray 2 and thus the mutual coupling is reduced. Furthermore, the threshold of the proposed array is far (11dB) smaller than that of the SS-EMVS array with inter-sensor spacing d 2 . Therefore, our proposed array is a good trade-off of mutual coupling, estimation accuracy, and robustness (lower SNR threshold) to noise.
2) PARAMETER v ESTIMATION PERFORMANCE VERSUS SNAPSHOT NUMBER
In the next example, we consider the performance of v estimation with the collected snapshot L, to verify the performance of the proposed array in limited time. Fig. 7 shows the RMSE of v estimation of the three arrays versus L at SNR = 10dB. We can see that the v estimation performance of the proposed array improves with the increase of snapshots. Limited by the array aperture in the y-axis, the accuracy of the proposed array of v estimation is in between of the two uniform SS-EMVS arrays, when L is large enough, i.e.> 250. Unfortunately, when the snapshot is small, i.e., < 230, the uniform array with larger inter-sensor spacing d 2 provides the worst estimation performance of v. By contrast, our proposed array consistently provides good estimations.
3) PARAMETER v ESTIMATION PERFORMANCE VERSUS D 1
Besides, we consider the performance variation of v estimation with the first sub-array inter-sensor spacing D 1 , and again we set
We know that larger inter-sensor spacing will lead to larger aperture, and thus better estimation performance. However, this will introduce challenge to the disambiguation. Therefore, there is a baseline length threshold [35] in the process of disambiguation. When the inter-sensor spacing value becomes larger than threshold, the disambiguation process will break down. SNR = 15dB. We can see that the baseline length threshold of the proposed array (60λ) is larger than the two other arrays (8λ, 55λ) because of the proposed two order disambiguation. Moreover, the accuracy of the v estimation of the proposed array is better than those of the two other arrays when the D 1 value is smaller than the threshold.
C. PARAMETER ESTIMATION RESULTS OF COHERENT SIGNALS
For coherent signals, the proposed algorithm is still effective by adding an extra spatial-smoothing step [10] before the ESPRIT based method developed in Section III-A. We consider K = 3 unit power sources with the same numerical frequency f = (0.537, 0.537, 0.537). Other source and simulation parameters keep the same as those in Section V-A. Fig. 9 shows the estimation results with 200 Monte Carlo trials. We can see that the spatial and polarization parameters of all coherent sources are correctly paired and estimated. This demonstrates the effectiveness of our estimation algorithm to coherent signals. 
D. DOA ESTIMATION PERFORMANCE OF DIFFERENT ARRAY CONFIGURATIONS
As mentioned earlier, we now consider different arrangements of the SS-EMVS array. Specifically, we discuss two other array configurations. The first one is that the array is extended along y-axis and every SS-EMVS is parallel to z-axis direction; the second one is that the array is extended along z-axis and every SS-EMVS is parallel to x-axis direction. Fig. 10 depicts these two array geometries. Using the same simulation parameters as in Section V-A, we compare the angle estimation performance of these two arrays and the proposed array shown in Fig. 2 . The results are given in Fig. 11 . We can observe that the second array configuration has a better performance in θ estimation, which is reasonable as the estimation accuracy of the θ mainly depends on the z-axis aperture and the second array has the largest zaxis extension. Unfortunately, the SNR threshold of this array (5dB) is significantly larger than two other arrays (−6dB, −2dB) and the performance in azimuth dimension is the worst. Therefore, taking a comprehensive consideration, the array configuration, in which the array is parallel to yaxis and each SS-EMVS is parallel to x-axis direction, is the optimum choice for our applications.
VI. CONCLUSIONS
In this paper, a multiscale spatially-spread electromagneticvector-sensor array is proposed, which enjoys the superiorities of the spatially-spread electromagnetic-vector-sensor and the sparse array. Based on this, a new algorithm for directionof-arrival and polarization parameters estimation has been developed. The proposed algorithm utilizes the approach of two order disambiguation. Via comparing with uniform linear arrays composed of the same number of spatially spread electromagnetic vector-sensors, we have demonstrated that our proposed array geometries enjoy the optimal trade-off on estimation accuracy, mutual coupling and robustness to noise. Theoretically, our proposed array can have as many scales i.e., sub-arrays, as possible, and the algorithm framework can be used straightforwardly. More scales will lead to better estimation performance, but with more sensors and cost. Therefore, it is always a trade-off between cost and performance. We believe that our proposed array geometries give some new breath to engineers in array design.
