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SINGULAR REDUCTION OF DIRAC STRUCTURES.
M. JOTZ, T.S. RATIU, AND J. S´NIATYCKI
Abstract. The regular reduction of a Dirac manifold acted upon freely and
properly by a Lie group is generalized to a nonfree action. For this, several
facts about G-invariant vector fields and one-forms are shown.
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1. Introduction
Dirac structures generalize Poisson and symplectic manifolds. They also pro-
vide a convenient geometric setting for the theory of nonholonomic systems. This
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concept was introduced in [10] and [9] and has seen a significant development in
the recent past both from the geometric point of view as well as in applications
to mechanical systems and circuit theory. In the presence of symmetry, one can
perform a reduction to eliminate variables. The modern global formulation of re-
duction of Hamiltonian systems with symmetry is due to Marsden and Weinstein
[23] who treat free and proper symplectic actions admitting an equivariant momen-
tum map. This was generalized to Poisson manifolds in [22]. When dealing with
implicit Hamiltonian systems, which can be seen as sets of algebraic and differen-
tial equations, the geometric description is based on Dirac structures. Hence it is
natural to ask if a symmetric Dirac manifold can be reduced. This was carried
out for a free and proper Dirac action in [6] and [4] within the context of gener-
alized Poisson structures and can be derived as an easy case of the results in the
paper [8] about reduction of Courant algebroids. The methods of [6] and [8] in the
particular case of interest to us are equivalent up to a small difference in assump-
tions (see [17]). It is shown in [16] that the assumptions in [6] can be weakened
to the hypotheses of [8] in the case of a free and proper action on the underlying
manifold M . Singular Dirac reduction was treated in [5] using the following setup:
the symmetric Dirac structure is viewed as a generalized Poisson structure with a
momentum map and a reduction of implicit Hamiltonian systems is performed at
all values of the momentum map, including singular ones. It turns out that each
stratum of the reduced space (which is a Whitney stratified cone space since the
action is proper) inherits a Dirac structure. In addition, Hamiltonian dynamics on
the original manifold descend to each stratum of the quotient.
In this paper, we study the reduction of a smooth Dirac manifold (M,D) by a
proper Dirac action of a Lie group G completely within the Dirac category: that
is, certain nontrivial technical hypotheses on various distributions present in [6], [4]
and [8] (in the case of interest to us) are eliminated. This is achieved by working
directly with smooth structures on stratified spaces. This approach, known as
singular reduction, was initiated in [12] and formalized in [1]. In [11], singular
reduction was shown to be an application of the theory of differential spaces.
The concepts of vector fields and one-forms on Whitney stratified spaces are
reviewed and applied to the quotient space of the manifold by the action. We show
in Theorem 6.4 that the descending sections of the Dirac structure push forward to a
subset of the pairs formed by local vector fields and one-forms on the reduced space
that is, in a sense, self-orthogonal. This leads to the following natural question: do
the strata of the reduced space inherit Dirac structures induced by D? We show
in Theorem 6.5 that this is true if one assumes that the set of descending sections
generates a certain subdistribution of the Pontryagin bundle ofM . To achieve this,
we employ several new techniques. Using the existence of G-invariant Riemannian
metrics for proper actions on paracompact manifolds and the tube theorem, we
introduce averages of vector fields and one-forms on G-invariant open subsets of
M . In a crucial step of the proof, we use the fact that, in certain situations,
G-invariant averages of vector fields and one-forms vanish. Also, we study the
relationship between the pointwise and the smooth orthogonal distribution of a
smooth generalized subdistribution of a vector bundle endowed with a symmetric
nondegenerate pairing. This allows us to describe the smooth annihilator of an
intersection of smooth generalized distributions in certain cases of interest to us.
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The paper is organized as follows. Dirac structures are reviewed in Section 2
and vector fields on differential spaces, stratifications, and orbit type manifolds in
Section 3. Generalized distributions and the integrability of tangent distributions as
well as pointwise and smooth annihilators are introduced and discussed in Section
4. The averaging method is presented in Section 5. Using this technique, we
show that the strata of the quotient M¯ correspond to the quotients of the orbit
type strata on M and that the local one-forms on the manifold M descend to
analogous objects on the reduced stratified space M¯ . Then we study the properties
of descending sections of the Pontryagin bundle and get many technical results
needed in the final reduction proof. Section 6 is devoted to the main result of the
paper, namely singular Dirac reduction. First we recall the reduction procedure
in the case of conjugated isotropy subgroups. Then the two main theorems of the
paper (Theorems 6.4 and 6.5) are proved and the reduced dynamics of implicit
Hamiltonian systems is constructed. Several examples are also given.
Conventions, definitions, and notations In this paper we are working in the smooth
category. All sets considered here are smooth subcartesian spaces ; see Section 2.
In particular, all manifolds and maps are assumed to be smooth. Moreover, the
manifold M is paracompact and the Lie group G acting on it is connected. If not
mentioned in the text, the action of G on M is always assumed to be proper.
We will write C∞(M) for the sheaf of local functions C∞loc(M) onM . That is, an
element f ∈ C∞(M) is a smooth function f : U → R, with U an open subset of M .
In the same manner, if E is a vector bundle over M , or a generalized distribution
on M , we will denote by Γ(E) the set of local sections of E. In particular, the sets
of local vector fields and one-forms on M will be denoted by X(M) and Ω1(M),
respectively. We will write Dom(σ) for the open domain of definition of the section
σ of E.
A sectionX (respectively α) of TM (respectively T ∗M) will be calledG-invariant
if Φ∗gX = X (respectively Φ
∗
gα = α) for all g ∈ G, where Φ : G ×M → M is the
action of G on M . Here, the vector field Φ∗gX is defined by Φ
∗
gX = TΦg−1 ◦X ◦Φg,
that is, (Φ∗gX)(m) = TgmΦg−1X(gm) for all m ∈M .
Recall that a subsetN ⊂M is an initial submanifold ofM ifN carries a manifold
structure such that the inclusion ι : N →֒ M is a smooth immersion and satisfies
the following condition: for any smooth manifold P , an arbitrary map g : P → N
is smooth if and only if ι ◦ g : P →M is smooth. The notion of initial submanifold
lies strictly between those of injectively immersed and embedded submanifolds.
In the following, we write TMkTM∗ for the sum of the vector bundles TM and
T ∗M and use the same notation for the sum of a tangent (that is, a subdistribution
of TM) and cotangent distribution (a subdistribution of T ∗M ; see Section 4 for the
definitions of those objects). We choose this notation because we want to distinguish
these direct sums from direct sums of subdistributions of a bundle, which will be
written as usual with ⊕.
2. Generalities on Dirac structures
Dirac structures The Pontryagin bundle TM k T ∗M of a smooth manifold M
is endowed with a nondegenerate symmetric fiberwise bilinear form of signature
(dimM, dimM) given by
(2.1) 〈(um, αm), (vm, βm)〉 := 〈βm, um〉+ 〈αm, vm〉
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for all um, vm ∈ TmM and αm, βm ∈ T ∗mM . A Dirac structure (see [9]) on M is a
Lagrangian subbundle D ⊂ TM k T ∗M . That is, D coincides with its orthogonal
relative to (2.1) and so its fibers are necessarily dimM -dimensional.
The space Γ(TM k T ∗M) of local sections of the Pontryagin bundle is also
endowed with an R-bilinear skew-symmetric bracket (which does not satisfy the
Jacobi identity) given by
[(X,α), (Y, β)] : =
(
[X,Y ],£Xβ −£Y α+
1
2
d (α(Y )− β(X))
)
=
(
[X,Y ],£Xβ − iY dα−
1
2
d 〈(X,α), (Y, β)〉
)
(2.2)
(see [9]). The Dirac structure is integrable orclosed if [Γ(D),Γ(D)] ⊂ Γ(D). Since
〈(X,α), (Y, β)〉 = 0 if (X,α), (Y, β) ∈ Γ(D), integrability of the Dirac structure
is often expressed in the literature relative to a non-skew-symmetric bracket that
differs from (2.2) by eliminating in the second line the third term of the second
component. This truncated expression which satisfies the Jacobi identity but is no
longer skew-symmetric is called the Courant bracket :
(2.3) [(X,α), (Y, β)] := ([X,Y ],£Xβ − iY dα) .
Symmetries of Dirac manifolds Let G be a Lie group and Φ : G×M →M a smooth
left action. Then G is called a symmetry Lie group of D if for every g ∈ G the
condition (X,α) ∈ Γ(D) implies that
(
Φ∗gX,Φ
∗
gα
)
∈ Γ(D). We say then that the
Lie group G acts canonically or by Dirac actions on M .
Let g be a Lie algebra and ξ ∈ g 7→ ξM ∈ X(M) be a smooth left Lie algebra
action; that is, the map (x, ξ) ∈ M × g 7→ ξM (x) ∈ TM is smooth and ξ ∈ g 7→
ξM ∈ X(M) is a Lie algebra anti-homomorphism. The Lie algebra g is said to be a
symmetry Lie algebra of D if for every ξ ∈ g the condition (X,α) ∈ Γ(D) implies
that (£ξMX,£ξMα) ∈ Γ(D). Of course, if g is the Lie algebra of G and ξ 7→ ξM the
Lie algebra anti-homomorphism, then if G is a symmetry Lie group of D it follows
that g is a symmetry Lie algebra of D.
3. Differential spaces
3.1. Subcartesian spaces. A differential structure on a topological space S is a
family C∞glob(S) of real-valued functions on S such that:
A1. The family
{f−1((a, b)) | f ∈ C∞glob(S), a, b ∈ R}
is a subbasis for the topology on S.
A2. If f1, ..., fn ∈ C∞glob(S) and F ∈ C
∞(Rn), then F (f1, ..., fn) ∈ C∞glob(S).
A3. If f : S → R is such that, for every x ∈ S, there exist an open neighborhood
Ux of x and a function fx ∈ C
∞
glob(S) satisfying
fx|Ux = f |Ux ,
then f ∈ C∞glob(S).
Here the vertical bar | denotes the restriction. Note that we write C∞glob(S) to
distinguish this set of functions, whose elements are defined on the whole of S, from
sheaves of smooth functions if the space is also endowed with a smooth structure.
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A differential space is a space S endowed with a differential structure C∞glob(S).
Clearly, smooth manifolds are differential spaces. However, the category of differ-
ential spaces is much larger than the category of manifolds.
Let R andS be differential spaces with differential structures C∞glob(R) and
C∞glob(S), respectively. A map φ : R → S is said to be smooth if φ
∗(f) = f ◦ φ ∈
C∞glob(R) for all f ∈ C
∞
glob(S). A smooth map between differential spaces is a
diffeomorphism if it is invertible and its inverse is smooth.
If R is a differential space with differential structure C∞glob(R) and S is a subset of
R, then we can define a differential structure C∞glob(S) on S as follows. A function f :
S → R is in C∞glob(S) if and only if, for every x ∈ S, there is an open neighborhood U
of x in R and a function fx ∈ C∞glob(R) such that f |S∩U = fx|S∩U . The differential
structure C∞glob(S) described above is the smallest differential structure on S such
that the inclusion map ι : S → R is smooth. We shall refer to S with the differential
structure C∞glob(S) described above as a differential subspace of R. If S is a closed
subset of R, then the differential structure C∞glob(S) described above consists of
restrictions to S of functions in C∞glob(R).
A differential space R is said to be locally diffeomorphic to a differential space
S if, for every x ∈ R, there exists a neighborhood U of x diffeomorphic to an open
subset V of S. More precisely, we require that the differential subspace U of R
is diffeomorphic to the differential subspace V of S. A differential space R is a
smooth manifold of dimension n if and only if it is locally diffeomorphic to Rn. A
Hausdorff differential space that is locally diffeomorphic to subsets of Rn is called a
subcartesian space. In the following, we restrict our considerations to subcartesian
spaces.
Differential spaces were introduced in [29]; see also [30] and [31]. The original
definition of a subcartesian space, in terms of a singular atlas, was given in [2].
The characterization of subcartesian spaces used here can be found in [39], where
the term differential spaces of class D0 is used. A comprehensive bibliography of
differential spaces is given in [7].
3.2. Vector fields. In this subsection, we review integration of vector fields and
distributions on subcartesian spaces following [33].
Let S be a subcartesian space with differential structure C∞glob(S). A derivation
on C∞glob(S) is an R-linear map X : C
∞
glob(S) → C
∞
glob(S) : f 7→ X(f) satisfying
Leibniz’ rule
(3.1) X(f1f2) = X(f1)f2 + f1X(f2).
We denote the space of derivations of C∞glob(S) by DerC
∞
glob(S). It has the structure
of a Lie algebra with the Lie bracket [X1, X2] defined by
[X1, X2](f) = X1(X2(f))−X2(X1(f))
for every X1, X2 ∈ DerC∞glob(S) and f ∈ C
∞
glob(S).
Let I be an interval in R. A smooth map c : I → S is an integral curve of a
derivation X if
(3.2)
d
dt
f(c(t)) = X(f)(c(t))
for all f ∈ C∞glob(S) and t ∈ I. If I is closed and t is an endpoint of I, then
the derivative on the left hand side of equation (3.2) is one-sided. In the limiting
case, when I consists of only one point, the left hand side of (3.2) is undefined.
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We extend the definition of an integral curve to this case by declaring that a map
c : {t0} → S, with domain consisting of a single point in R, is an integral curve of
every derivation X . An integral curve of X through a point x0 ∈ S is an integral
curve c : I → S of X such that 0 ∈ I and c(0) = x0. An integral curve c : I → S
of X through x0 is maximal if its domain I contains the domain of every integral
curve of X through x0.
Remark 3.1. Let S be a subcartesian space. For every derivation X ∈ DerC∞glob(S)
and each x0 ∈ S there exists a unique maximal integral curve of X through x0. A
proof of this can be found in [32].
A vector field on a subcartesian space is a derivation X of C∞glob(S) such that
translations along integral curves of X give rise to a one-parameter local group φXt
of local diffeomorphisms of S. In other words,
d
dt
f
(
φXt (x)
)
= X(f)
(
φXt (x)
)
for every f ∈ C∞glob(S) and each (t, x) ∈ R × S for which φ
X
t (x) is defined. Let
Xglob(S) denote the family of all vector fields on a subcartesian space S. The orbit
Sx of Xglob(S) through x is given by
(3.3) Sx = {φ
Xn
tn ◦ . . . ◦ φ
X1
t1 | n ∈ N, t1, ..., tn ∈ R, X1, ..., Xn ∈ X(S)}.
Remark 3.2. Let Xglob(S) be the family of all vector fields on a subcartesian space
S. For each x ∈ S, the orbit Sx is a manifold and the inclusion map Sx →֒ S is
smooth. For every family F of vector fields on S, orbits of F are contained in orbits
of Xglob(S). For a proof of this, see Theorem 4 in [33]. Smoothness of the inclusion
map Sx →֒ S is discussed in the proof of Theorem 3 in [33].
3.3. Stratifications. A decomposition of a differential space S is a partition of S
by a locally finite family D of smooth manifolds Sα of S such that
(1) each manifold Sα ∈ D with its manifold structure is a locally closed differ-
ential subspace of S
and
(2) for Sα, Sβ ∈ D, if Sα ∩ S¯β 6= ∅, then either Sα = Sβ or Sα ⊂ S¯β\Sβ.
Manifolds Sα ∈ D are called strata of the decomposition D.
Decompositions of a differential space S can be partially ordered by inclusion.
If D1 = {S1α} and D
2 = {S2β} are two decompositions of S, we say that D
1 is a
refinement of D2, and write D1 ≥ D2, if, for every S1α ∈ D
1, there exists S2β ∈ D
2
such that S1α ⊆ S
2
β . We say thatD is a minimal (coarsest) decomposition of P if it is
not a refinement of a different decomposition of P . Note that if P is a manifold, then
the minimal decomposition of M consists of a single manifold M = P . Similarly,
we say that D is a maximal (finest) decomposition of P if D′ ≥ D implies D′ = D.
Let D = {Sα} be a decomposition of S. The stratification corresponding to
D is a map S which associates to each x ∈ S the germ at x of the stratum Sα
containing x. If all strata Sα of D are connected, then D is uniquely determined
by the stratification S corresponding to D (see [21]). In the following we identify
decompositions of S with connected strata with corresponding stratifications of S.
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3.4. Orbits of a proper action. In this section we consider a smooth and proper
action
(3.4)
Φ : G×M → M
(g,m) 7→ Φ(g,m) ≡ Φg(m) ≡ gm ≡ g ·m
of a Lie group G on a manifold M . Our aim is to describe the differential structure
of the orbit space M¯ =M/G. We denote the orbit map by π :M → M¯ .
For each closed Lie subgroup H of G we define the isotropy type set
MH = {m ∈M | Gm = H},
where Gm = {g ∈ G | gm = m} is the isotropy subgroup of m ∈ M . Since the
action is proper, all isotropy groups are compact. The sets MH , where H ranges
over the closed Lie subgroups of G for which MH is nonempty, form a partition of
M , and therefore they are the equivalence classes of an equivalence relation in M .
Define the normalizer of H in G by
N(H) = {g ∈ G | gHg−1 = H}.
N(H) is a closed Lie subgroup of G. Since H is a normal subgroup of N(H) the
quotient N(H)/H is a Lie group. If m ∈MH , we have Gm = H and, for all g ∈ G,
Ggm = gHg
−1. As a consequence, gm lies in MH if and only if g ∈ N(H). The
action of G on M restricts to an action of N(H) on MH , which induces a free and
proper action of N(H)/H on MH .
Define the orbit type set
(3.5) M(H) = {m ∈M | Gm is conjugated to H}.
Then,
M(H) = {gm | g ∈ G,m ∈MH} = π
−1(π(MH)).
Connected components of MH and M(H) are embedded submanifolds of M ; there-
fore MH is called an isotropy type manifold and M(H) an orbit type manifold.
Moreover,
π
(
M(H)
)
= {gm | m ∈MH}/G =MH/N(H) =MH/(N(H)/H).
But the action of N(H)/H on MH is free and proper which implies that
MH/(N(H)/H) is a quotient manifold of MH . Hence, π(M(H)) is a manifold
contained in the orbit space M¯ =M/G.
Since the action of G on M is proper, the Slice Theorem of [26] ensures that
for each m ∈ M there exists a slice Sm for this action and that π(Sm) is an open
subset of M¯ homeomorphic to Sm/Gm. It follows that
C∞glob(M¯) = {f ∈ C
0(M¯) | π∗(f) ∈ C∞(M)}
is a differential structure on the orbit space M¯ ; see Theorem 3.4 of [11]. Moreover,
for each slice Sm, its projection π(Sm) to M¯ is diffeomorphic to Sm/Gm in the
sense of differential spaces. Since Gm is compact and the action of Gm on Sm is
linear, it follows that the space C∞diff(Sm)
Gm of Gm-invariant smooth functions on
Sm is given by smooth functions of algebraic invariants (see [28]). Hilbert’s theorem
ensures that the ring of Gm-invariant polynomials on Sm is finitely generated ([40],
page 274). Hence, M¯ is locally diffeomorphic to a subset of a finite dimensional
space, which implies that M¯ is subcartesian; see [32].
A partition of the orbit space M¯ =M/G by connected components of π(M(H))
is a decomposition of the differential space M¯ . The corresponding stratification of
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M¯ is called the orbit type stratification of the orbit space (see [14], and [27]). It is
a minimal stratification in the partial order discussed above (see [3]). This implies
that the strata π(M(H)) of the orbit type stratification are orbits of the family of
all vector fields on M¯ (see [21]).
Now let C∞(M¯) be the sheaf of smooth functions on M¯ defined as follows. A
function f : V → R is an element of C∞(M¯) if V ⊆ M¯ is an open subset and
π∗f ∈ C∞(M). This really defines a sheaf of smooth functions on M¯ ; see [25] or
[13]. Proposition 4.7 in [13] states that this sheaf can equivalently be constructed
as follows: f : V → R is an element of C∞(M¯) if V ⊆ M¯ is an open subset and for
all x ∈ V there exists Ux ⊆ M¯ open, x ∈ Ux, and fx ∈ C∞glob(M¯) such that
fx|Ux = f |Ux .
In an analogous manner, we define C∞(P¯ ) for a stratum P¯ of M¯ . A function
fP¯ : VP¯ → R is an element of C
∞(P¯ ) if VP¯ ⊆ P¯ is an open subset and for all
x ∈ VP¯ there exists an open neighborhood U ⊆M of x such that U ∩ P¯ ⊂ VP¯ ⊆ P¯
and f ∈ C∞glob(M¯) such that
fP¯ |U∩P¯ = f |U∩P¯ .
Note that this implies that for any f ∈ C∞(P¯ ) and any point x in the domain of
definition of f , there exists an open neighborhood U ⊆ M¯ of x and fx ∈ C∞(M¯)
such that
f |U∩P¯ = fx|U∩P¯ .
Hence, by shrinking the domain of definition of f , we can see the function fx as
an extension of f at x. We shall often use this property in the rest of the paper
(without mentioning the “shrinking” of the domain of definition). We will see later
that this smooth structure on P¯ is exactly its smooth structure as the quotient of
the stratum P = π−1(P¯ ) of M .
We end this subsection with a proposition on the uniqueness of the restriction
of a vector field on M¯ to a stratum of M¯ .
Proposition 3.3. Let P¯ be a stratum of M¯ . We know by the considerations above
that each vector field X¯ on M¯ restricts to a vector field XP¯ on P¯ . We write
XP¯ ∼ιP¯ X¯. If X
1
P¯
and X2
P¯
are such that X1
P¯
∼ιP¯ X¯ and X
2
P¯
∼ιP¯ X¯, then they
have to be equal.
Proof. If X¯ ∈ X(M¯) restricts to a global vector field XP¯ ∈ X(P¯ ), we have for all
f¯ ∈ C∞glob(M¯):
XP¯ (ι
∗
P¯ f¯ ) = X¯(f¯) ◦ ιP¯ .
Since each function fP¯ ∈ C
∞(P¯ ) is locally the restriction to P¯ of some f¯ ∈ C∞glob(M¯)
and the derivations on P¯ correspond exactly to the vector fields on P¯ (since P¯ is a
smooth manifold), we automatically get the uniqueness of XP¯ . 
4. Generalized distributions and orthogonal spaces
We will need a few standard facts from the theory of generalized distributions
on a smooth manifoldM (see [35, 34, 36], [37] for the original articles and [20], [38],
[27], or [25], for a quick review of this theory).
Let E be a vector bundle over M . A generalized subdistribution ∆ of E is a
subset ∆ of E such that for each m ∈ M , the set ∆(m) := ∆ ∩ E(m) is a vector
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subspace of Em. The number dim∆(m) is called the rank of ∆ at m ∈M . A point
m ∈M is a regular point of the distribution ∆ if there exists a neighborhood U of
m such that the rank of ∆ is constant on U . Otherwise, m is a singular point of
the distribution.
A local differentiable section of ∆ is a smooth section σ ∈ Γ(E) defined on
some open subset U ⊂ M such that σ(u) ∈ ∆(u) for each u ∈ U . We denote by
Γ(∆) the space of local sections of ∆. A generalized subdistribution is said to be
differentiable or smooth if for every point m ∈M and every vector v ∈ ∆(m), there
is a differentiable section σ ∈ Γ(∆) defined on an open neighborhood U of m such
that σ(m) = v.
A smooth generalized subdistribution of the tangent space TM (that is, with
E = TM) will simply be called a smooth tangent distribution; a smooth generalized
subdistribution of the cotangent space T ∗M will be called a smooth cotangent dis-
tribution. We will work most of the time with smooth generalized subdistributions
of the Pontryagin bundle E = TM kT ∗M , which will be called smooth generalized
distributions.
Example 4.1. A Dirac structure D on a manifold M defines two smooth tangent
distributions G0,G1 ⊂ TM and two smooth cotangent distributions P0,P1 ⊂ T ∗M :
G0(m) := {X(m) ∈ TmM |X ∈ X(M), (X, 0) ∈ Γ(D)} ,
G1(m) :=
{
X(m) ∈ TmM
∣∣∣∣ X ∈ X(M), there exists α ∈ Ω1(M)such that (X,α) ∈ Γ(D)
}
and
P0(m) := {α(m) ∈ T
∗
mM | α ∈ Ω
1(M), (0, α) ∈ Γ(D)},
P1(m) :=
{
α(m) ∈ T ∗mM
∣∣∣∣ α ∈ Ω1(M), there exists X ∈ X(M)such that (X,α) ∈ Γ(D)
}
.
The smoothness of G0,G1,P0,P1 is obvious since, by definition, they are generated
by smooth local sections. In general, these are not vector subbundles of TM and
T ∗M , respectively. It is also clear that G0 ⊂ G1 and P0 ⊂ P1.
4.1. Generalized foliations and integrability of tangent distributions. To
give content to the notion of integrability of a smooth tangent distribution and
elaborate on it, we need to quickly review the concept and main properties of
generalized foliations. A generalized foliation on M is a partition F := {Lα}α∈A
of M into disjoint connected sets, called leaves, such that each point m ∈ M has
a generalized foliated chart (U,ϕ : U → V ⊆ RdimM ), m ∈ U . This means that
there is some natural number pα ≤ dimM , called the dimension of the leaf Lα,
and a subset Sα ⊂ RdimM−pα such that ϕ(U ∩ Lα) = {(x1, . . . , xdimM ) ∈ V |
(xpα+1, . . . , xdimM ) ∈ Sα}. The key difference with the concept of foliation is that
the number pα can change from leaf to leaf. Note that each (x
pα+1
◦ , . . . , x
dimM
◦ ) ∈
Sα determines a connected component (U ∩Lα)◦ of U ∩Lα, that is, ϕ((U ∩Lα)◦) =
{(x1, . . . , xpα , xpα+1◦ , . . . , xdimM◦ ) ∈ V }. The generalized foliated charts induce on
each leaf a smooth manifold structure that makes them into initial submanifolds of
M .
A leaf Lα is called regular if it has an open neighborhood that intersects only
leaves whose dimension equals dimLα. If such a neighborhood does not exist, then
Lα is called a singular leaf. A point is called regular (singular) if it is contained in
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a regular (singular) leaf. The set of vectors tangent to the leaves of F is defined by
T (M,F) :=
⋃
α∈A
⋃
m∈Lα
TmLα ⊂ TM.
Let us now turn to the relationship between distributions and generalized folia-
tions. In all that follows, T is a smooth tangent distribution. An integral manifold
of T is an injectively immersed connected manifold ιL : L →֒M , where ιL is the in-
clusion, satisfying the condition TmιL(TmL) ⊂ T(m) for every m ∈ L. The integral
manifold L is of maximal dimension at m ∈ L if TmιL(TmL) = T(m). The distri-
bution T is completely integrable if for every m ∈M there is an integral manifold L
of T, m ∈ L, everywhere of maximal dimension. The distribution T is involutive if
it is invariant under the (local) flows associated to differentiable sections of T. The
distribution T is algebraically involutive if for any two smooth vector fields defined
on an open set of M which take values in T, their bracket also takes values in T.
Clearly involutive distributions are algebraically involutive and the converse is true
if the distribution is a subbundle.
Recall that the Frobenius theorem states that a vector subbundle of TM is
(algebraically) involutive if and only if it is the tangent bundle of a foliation on M .
The same is true for distributions: A smooth distribution is involutive if and only
if it coincides with the set of vectors tangent to a generalized foliation, that is, it is
completely integrable. This is known as the Stefan-Sussmann Theorem.
We will give the Stefan-Sussmann Theorem in the more general setting of a
smooth tangent distribution spanned by a family of vector fields. Note that each
smooth tangent distribution is spanned by the family of its smooth sections.
Let F be an everywhere defined family of local vector fields onM . By everywhere
defined we mean that for every m ∈M there exists X ∈ F such that m ∈ Dom(X).
We can associate to the flows of the vector fields in F a set of local diffeomor-
phisms AF := {φt | φt flow of X ∈ F} of M and a pseudogroup of transformations
generated by it,
AF := (I,M) ∪ {φ
1
t1 ◦ · · · ◦ φ
n
tn | n ∈ N and φ
n
tn ∈ AF or (φ
n
tn)
−1 ∈ AF }.
Analogously, we also define, for any z ∈M , the following vector subspaces of TzM :
DF (z) := span
{
d
dt

t=t0
φt(y)
∣∣∣φt flow of X ∈ F, φt0(y) = z
}
= span{X(z) ∈ TzM |X ∈ F and z ∈ Dom(X)},
DF (z) := span {TyFT ·DF (y) | FT ∈ AF ,FT (y) = z}.
Note that, by construction, DF is a smooth tangent distribution. We will say that
DF is the smooth tangent distribution spanned by F .
The AF -orbits, also called the accessible sets of the family F , form a generalized
foliation whose leaves have as tangent spaces the values of DF (see, for example,
[25]). An important question is determining when the smooth tangent distribution
DF spanned by F is integrable.
Theorem 4.2. ([35] and [37]). Let DF be a differentiable generalized distribution
on the smooth manifold M spanned by an everywhere defined family of vector fields
F . The following properties are equivalent:
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(1) The distribution DF is invariant under the pseudogroup of transformations
generated by F ; that is, for each FT ∈ AF and for each z ∈ M in the
domain of FT ,
TzFT (DF (z)) = DF (FT (z)).
(2) DF = DF .
(3) For any X ∈ F with flow φt and any x ∈ Dom(X), there exist:
(a) A finite set {X1, . . . , Xp}⊂F such that
DF (x) = span{X1(x), . . . , Xp(x)}.
(b) A constant ǫ > 0 and Lebesgue integrable functions λij : (−ǫ, ǫ) → R
(1 ≤ i, j ≤ p) such that for every t ∈ (−ǫ, ǫ) and j ∈ {1, . . . , p}:
[X,Xj](φt(x)) =
p∑
i=1
λij(t)Xi(φt(x))
and DF (φt(x)) = span{X1(φt(x)), . . . , Xp(φt(x))}.
(4) The distribution DF is integrable and its maximal integral manifolds are
the AF -orbits.
As already mentioned, given an involutive (and hence a completely integrable)
distribution T, each point m ∈ M belongs to exactly one connected integral man-
ifold Lm that is maximal relative to inclusion. It turns out that Lm is an initial
submanifold and that it is also the accessible set of m; that is, Lm equals the
subset of points in M that can be reached by applying to m a composition of a
finite number of of flows of elements of Γ(T). The collection of all maximal inte-
gral submanifolds of T forms a generalized foliation FT such that T = T (M,FT).
Conversely, given a generalized foliation F on M , the subset T (M,F) ⊂ TM is a
smooth completely integrable (and hence involutive) distribution whose collection
of maximal integral submanifolds coincides with F. These two statements expand
the Stefan-Sussmann Theorem cited above.
4.2. Generalized smooth subdistributions and annihilators. Assume in this
section that E is a vector bundle on M that is endowed with a smooth nondegen-
erate symmetric pairing 〈· , ·〉E . If E = TM k T ∗M is the Pontryagin bundle, this
pairing 〈· , ·〉TMkT∗M will always be the symmetric pairing 〈· , ·〉 defined in (2.1). If
∆ ⊂ E is a smooth subdistribution of E, its smooth orthogonal distribution is the
smooth generalized subdistribution ∆⊥ of E defined by
∆⊥(m) :=
τ(m)
∣∣∣∣∣∣
τ ∈ Γ(E) with m ∈ Dom(τ) is such that for all
σ ∈ Γ(∆) with m ∈ Dom(σ),
we have 〈σ, τ〉E = 0 on Dom(τ) ∩Dom(σ)
 .
Here we have the, in general strict, inclusion ∆ ⊂ ∆⊥⊥. Note that the smooth
orthogonal distribution of a smooth generalized subdistribution is smooth by con-
struction. If the distribution ∆ is a vector subbundle of E, then its smooth orthog-
onal distribution is also a vector subbundle of E. Note that the smooth orthogonal
distribution of a smooth generalized subdistribution ∆ of E is in general different
from the pointwise orthogonal distribution of ∆, defined by
∆⊥p(m) := {vm ∈ E(m) | 〈vm, wm〉E = 0 for all wm ∈ ∆(m)},
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where the subscript p stands for “pointwise”. The pointwise orthogonal distribution
of a smooth generalized subdistribution ∆ is not smooth in general. The proof of
the following proposition is easy, and we omit it here.
Proposition 4.3. Let ∆ be a smooth generalized subdistribution of E. Then we
have
∆⊥ ⊆ ∆⊥p , ∆ = ∆⊥p⊥p , and ∆ ⊆ ∆⊥⊥.
If ∆ is itself a vector bundle over M , the smooth orthogonal distribution ∆⊥ of ∆
is also a subbundle of E, and we have ∆⊥ = ∆⊥p .
We use this to show the following proposition about the smooth annihilator of
a sum of vector subbundles of E.
Proposition 4.4. Let ∆1 and ∆2 be smooth subbundles of the vector bundle
(E, 〈, 〉). Since ∆1 and ∆2 have constant ranks on M , their smooth orthogonal
spaces ∆⊥1 and ∆
⊥
2 are also smooth subbundles of E and equal to the pointwise
orthogonals of ∆1 and ∆2. The following are equivalent:
(1) The intersection ∆⊥1 ∩∆
⊥
2 is smooth.
(2) (∆1 +∆2)
⊥ = ∆⊥1 ∩∆
⊥
2 .
(3) (∆⊥1 ∩∆
⊥
2 )
⊥ = ∆1 +∆2.
(4) ∆⊥1 ∩∆
⊥
2 has constant rank on M .
Proof. Let σ ∈ Γ
(
(∆1 +∆2)
⊥
)
. Then for all σ1 ∈ Γ(∆1) and σ2 ∈ Γ(∆2), we
have 〈σ, σ1 + σ2〉 = 0 on the common domain of definition of the three sections.
Applying this to σ1 ∈ Γ(∆1) and σ2 = 0 (respectively σ2 ∈ Γ(∆2) and σ1 = 0), we
get σ ∈ Γ(∆⊥1 ) (respectively σ ∈ Γ(∆
⊥
2 )). Hence, we have shown that the inclusion
(∆1 +∆2)
⊥ ⊆ ∆⊥1 ∩∆
⊥
2 is always true.
Using this, we show first that if ∆⊥1 ∩∆
⊥
2 is smooth, we have
(4.1) (∆1 +∆2)
⊥ = ∆⊥1 ∩∆
⊥
2 .
We have only to show the inclusion (∆1 + ∆2)
⊥ ⊇ ∆⊥1 ∩ ∆
⊥
2 . Choose em ∈
(∆⊥1 ∩∆
⊥
2 )(m). Since the intersection ∆
⊥
1 ∩∆
⊥
2 is smooth, there exists a section
σ ∈ Γ
(
∆⊥1 ∩∆
⊥
2
)
with σ(m) = em. Let σ1 ∈ Γ(∆1) and σ2 ∈ Γ(∆2). Since
σ ∈ Γ
(
∆⊥1 ∩∆
⊥
2
)
, we have 〈σ, σ1〉 = 〈σ, σ2〉 = 0, and hence 〈σ, σ1 + σ2〉 = 0. From
this it follows that σ ∈ Γ
(
(∆1 +∆2)
⊥
)
and hence em ∈ (∆1 +∆2)⊥(m).
Conversely, if the equality in (4.1) holds, the intersection ∆⊥1 ∩∆
⊥
2 is the smooth
annihilator of ∆1 + ∆2 and is thus smooth by definition. Hence, we have shown
“(1)⇔ (2)”.
If (4.1) holds, we have
(4.2)
(∆1 +∆2)
⊥p(m) = (∆1(m) + ∆2(m))
⊥ = ∆1(m)
⊥ ∩∆2(m)
⊥ = (∆⊥1 ∩∆
⊥
2 )(m),
and hence, using Proposition 4.3:
(∆⊥1 ∩∆
⊥
2 )
⊥ =
(
(∆1 +∆2)
⊥p
)⊥
⊆ (∆1 +∆2)
⊥p⊥p = ∆1 +∆2.
The converse inclusion follows also from Proposition 4.3:
∆1 +∆2 ⊆ (∆1 +∆2)
⊥⊥ = (∆⊥1 ∩∆
⊥
2 )
⊥.
Conversely, the equality ∆1 + ∆2 = (∆
⊥
1 ∩ ∆
⊥
2 )
⊥ implies that ∆⊥1 ∩ ∆
⊥
2 ⊆
(∆⊥1 ∩∆
⊥
2 )
⊥⊥ = (∆1+∆2)
⊥ with Proposition 4.3, and we have shown the converse
implication at the beginning of this proof. This shows “(2)⇔ (3)”.
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Assume again that (4.1) holds. Then it implies (4.2) as above. The equalities
(4.2) and (4.1) then yield together:
(∆1 +∆2)
⊥p (4.2)= ∆⊥1 ∩∆
⊥
2
(4.1)
= (∆1 +∆2)
⊥.
But this is only possible if ∆1+∆2 has constant rank on M , which yields, using
(4.1), the fact that ∆⊥1 ∩∆
⊥
2 has constant rank on M , too. Hence, we have proved
the implication “(2)⇒ (4)”.
To finish the proof, we see that the implication “(4)⇒ (3)” is easy. If ∆⊥1 ∩∆
⊥
2
has constant rank on M , then its smooth annihilator is equal to its pointwise
annihilator and we get(
∆⊥1 ∩∆
⊥
2
)⊥
= ∆⊥⊥1 +∆
⊥⊥
2 = ∆1 +∆2
since ∆1 and ∆2 have constant rank on M . 
A tangent (respectively cotangent) distribution T ⊆ TM (respectively C ⊆ T ∗M)
can be identified with the smooth generalized distribution T k {0} (respectively
{0}k C). The smooth orthogonal distribution of T k {0} in TM k T ∗M is easily
computed to be (T k {0})⊥ = TM k T◦, where
T◦(m) =
{
α(m)
∣∣∣∣ α ∈ Ω1(M),m ∈ Dom(α) and α(X) = 0on Dom(α) ∩Dom(X) for all X ∈ Γ(T)
}
for all m ∈M . This smooth cotangent distribution will be called the smooth anni-
hilator of T. Analogously, we define the smooth annihilator C◦ of a cotangent distri-
bution C. Then C◦ is a smooth tangent distribution and we have ({0}kC)⊥ = C◦k
T ∗M . The pointwise annihilator of a smooth tangent distribution T (respectively
of a smooth cotangent distribution C), will be written Tann (respectively Cann), and
is such that (T k {0})⊥p = TM k Tann (respectively ({0}k C)⊥p = Cann k T ∗M).
We get as in Proposition 4.3:
T◦ ⊆ Tann, T = Tann ann, and T ⊆ T◦◦,
and analogously for C. If T is a smooth subbundle of TM , then T◦ = Tann is also
a smooth subbundle of T ∗M .
The tangent distribution V spanned by the fundamental vector fields of the action
of a Lie group G on a manifold M will be of great importance later on. At every
point m ∈M it is defined by
V(m) = {ξM (m) | ξ ∈ g}.
If the action is not free, the rank of the fibers of V can vary on M . The smooth
annihilator V◦ of V is given by
V◦(m) =
{
α(m)
∣∣∣∣ α ∈ Ω1(M), m ∈ Dom(α),such that α(ξM ) = 0 for all ξ ∈ g
}
.
We will also use the smooth generalized distribution K := Vk {0} and its smooth
orthogonal space K⊥ = TM k V◦.
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5. Proper actions and orbit type manifolds
5.1. Tube Theorem and G-invariant average. If the action of the Lie group
G on M is proper, we can find for each point m ∈ M a G-invariant neighborhood
of m such that the action can be described easily on this neighborhood. The proof
of the following theorem can be found, for example, in [25].
Theorem 5.1 (Tube Theorem). Let M be a manifold and G a Lie group act-
ing properly on M . For a given point m ∈ M denote H := Gm. Then there
exists a G-invariant open neighborhood U of the orbit G · m, called the tube at
m, and a G-equivariant diffeomorphism G ×H B
∼
−→ U . The set B is an open
H-invariant neighborhood of 0 in an H-representation space H-equivariantly iso-
morphic to TmM/Tm(G ·m). The H-representation on TmM/Tm(G ·m) is given
by h · (v + Tm(G ·m)) := TmΦh · v + Tm(G ·m), h ∈ H, v ∈ TmM . The smooth
manifold G ×H B is the quotient of the smooth free and proper (twisted) action Ψ
of H on G × B given by Ψ(h, (g, b)) := (gh−1, h · b), g ∈ G, h ∈ H, b ∈ B. The
G-action on G ×H B is given by k · [g, b] := [kg, b]H , where k, g ∈ G, b ∈ B, and
[g, b]H ∈ G×H B is the equivalence class (i.e., H-orbit) of (g, b).
G-invariant average. Let m ∈ M and H := Gm. If the action of G on M is
proper, then the isotropy subgroup H of m is a compact Lie subgroup of G. Hence,
there exists a Haar measure dh on H , that is, a G-invariant measure on H satisfying∫
H dh = 1 (see, for example, [14]). Here the left G-invariance of dh is equivalent
to the right G-invariance of dh, and we have R∗h′dh = dh = L
∗
h′dh for all h
′ ∈ H ,
where Lh : H → H (respectively Rh : H → H) denotes left (respectively right)
translation by h on H .
Let X ∈ X(M) be defined on the tube U at m ∈ M of the proper action
of the Lie group G on M . Using the Tube Theorem, we write the points of U
as equivalence classes [g, b]H with g ∈ G and b ∈ B. Note that for all h ∈ H ,
we have [g, b]H = [gh
−1, hb]H . Furthermore, the action of G on U is given by
Φg′([g, b]H) = [g
′g, b]H . Define the vector field XG by the following:
XG([g, b]H) =
(
Φ∗g−1
(∫
H
Φ∗hXdh
))
([g, b]H);
that is, for each point m′ = [g, b]H ∈ U we have
XG([g, b]H) = T[e,b]HΦg
(∫
H
(
T[h,b]HΦh−1X([h, b]H)
)
dh
)
.
We have to show that this definition doesn’t depend on the choice of the repre-
sentative [g, b]H for the point m
′. Write m′ = [gh−1, hb]H with some h ∈ H , and
compute
XG([gh
−1, hb]H)
= T[e,hb]HΦgh−1
(∫
H
(
T[h˜,hb]HΦh˜−1X([h˜, hb]H)
)
dh˜
)
= T[h−1,hb]HΦg ◦ T[e,hb]HΦh−1
(∫
H
(
T[e,h˜hb]HΦh˜−1X([e, h˜hb]H)
)
dh˜
)
= T[e,b]HΦg
(∫
H
(
T[e,h˜hb]HΦh−1h˜−1X([e, h˜hb]H)
)
dh˜
)
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= T[e,b]HΦg
(∫
H
(
T[e,h˜hb]HΦ(h˜h)−1X([e, h˜hb]H)
)
R∗hdh˜
)
h′:=h˜h
= T[e,b]HΦg
(∫
H
(
T[e,h′b]HΦh′−1X([e, h
′b]H)
)
dh′
)
= XG([g, b]H),
where we have used the equality dh˜ = R∗hdh˜. The vector field XG is an element of
X(M)G: letting [g, b]H ∈ U and g
′ ∈ G, we have
(Φ∗g′XG)([g, b]H) = T[g′g,b]HΦg′−1XG([g
′g, b]H)
= T[g′g,b]HΦg′−1 ◦ T[e,b]HΦg′g
(∫
H
(
T[h,b]HΦh−1X([h, b]H)
)
dh
)
= T[e,b]HΦg
(∫
H
(
T[h,b]HΦh−1X([h, b]H)
)
dh
)
= XG([g, b]H).
At last, we should show that XG is smooth. Let X
H :=
∫
H Φ
∗
hXdh be the averaged
vector field which is clearly smooth on U ≃ G×H B. Let Ψ : H× (G×B)→ G×B
be the (smooth free and proper) twisted action of H on G×B, that is, Ψ(h(g, b)) =
Ψh(g, b) = (gh
−1, hb) for all g ∈ G, b ∈ B, h ∈ H , and let πH : G×B → G×HB ≃ U
be the projection. We write Φ : G× (G ×B) → G× B for the left action of G on
G×B, given by g·(g′, b) = (gg′, b). Note that πH is G-equivariant. Let X˜H be anH-
invariant vector field onG×B such that X˜H ∼piH X
H . Since X˜H ∈ X(G×B), it can
be written as a sum X˜H = XG+XB withXG ∈ Γ(TG×0B) andX
B ∈ Γ(0G×TB).
Since XG is smooth, XG|{e}×B is also smooth, and there exists a smooth function
ξ : B → g such that XG(e, b) = (ξ(b), 0) ∈ g× 0b for all b ∈ B. Let φBt be the flow
of XB. The points φBt (e, b) are elements of {e} × B for each t where φ
B
t (e, b) is
defined. Define Y ∈ X(G×B) by
Y (g, b) := T(e,b)ΦgX˜H(e, b) = T(e,b)ΦgX
G(e, b) + T(e,b)ΦgX
B(e, b)
=: Y G(g, b) + Y B(g, b).
The vector fields Y G and Y B have φGt (g, b) = Φg exp(tξ(b))(e, b) and φ
B
t (g, b) = Φg ◦
φBt (e, b) as flows, which are obviously smooth. Hence the two vector fields Y
G and
Y B are smooth and so is Y . It is easy to see, using the fact that Ψh ◦Φg = Φg ◦Ψh
for all g ∈ G and h ∈ H , that the vector field Y remains H-invariant and hence
descends to G ×H B. The construction of Y and the G-equivariance of πH , yield
that Y ∼piH XG. This automatically implies that XG is smooth. We call XG the
G-invariant average of the vector field X . Note that XG is, in general, not equal
to X (at any point); it can even vanish. Indeed, we will see in the following that
G-invariant vector fields are tangent to the orbit type manifolds (in reality, they
are even tangent to the isotropy type manifolds; see [25]). Hence, if we choose a G-
invariant Riemannian metric onM and a section X of the (G-invariant) orthogonal
TP⊥ ⊆ TM |P of TP relative to this metric, where P is a stratum of M , its G-
invariant average will remain a section of TP⊥, but will also be tangent to P .
Hence, it will be the zero section. For an analogous statement, see [11], Lemma
2.4.
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In the same manner, define for α ∈ Ω1(M) theG-invariant average αG ∈ Ω1(M)G
of α as follows:
αG([g, b]H) =
(
Φ∗g−1
(∫
H
Φ∗hαdh
))
([g, b]H);
that is, for each point m′ = [g, b]H ∈ U we have
αG([g, b]H) =
(∫
H
Φ∗hαdh
)
[e,b]H
◦ T[g,b]HΦg−1
=
(∫
H
(α([h, b]H) ◦ T[e,b]HΦh)dh
)
◦ T[g,b]HΦg−1 .(5.1)
In an analogous manner as above, we can show that αG is well-defined, smooth,
and G-invariant. In the following, the one-form
∫
H Φ
∗
hαdh will be called α
H .
If (X,α) is a section of a G-invariant generalized distribution D, the section
(XG, αG) is a G-invariant section of D.
Note that, in the same manner, we can define the G-invariant average fG of a
smooth function f defined on the tube U of the action of G at m. The function fG
is defined by
fG([g, b]H) =
∫
h∈H
f([h, b]H)dh.
Again, it is easy to check that fG is well-defined. The smoothness of fG can be
shown with similar arguments as for the smoothness of XG.
Let P be a connected component of an orbit type manifold (recall (3.5)) and
P¯ := π(P ), where π : M → M/G =: M¯ is the orbit space projection. Since G is
connected, the subgroup GP of G such that Φg(P ) ⊆ P for all g ∈ GP is equal to
G. Hence the proper action of G on M restricts to a proper action ΦP of G on P
satisfying ιP ◦ ΦPg = Φg ◦ ιP for all g ∈ G. Moreover, the action of G on P has
conjugated isotropy subgroups and thus the quotient P/G is a smooth manifold.
Let πP be the quotient map. Using the previous discussion, we can relate the
differential structures on P¯ , seen as the quotient manifold of P by the smooth and
proper G-action, and as a stratum of the stratified space M¯ .
Proposition 5.2. Let P be a connected component of an orbit type manifold M(H).
The quotient P/G is diffeomorphic to the stratum π(P ) = P¯ of M¯ .
Proof. The bijectivity of the well-defined map Λ : P/G→ P¯ , πP (p) 7→ π(ιP (p)) is
easy. Note that we have π ◦ ιP = ιP¯ ◦ Λ ◦ πP .
Let fP¯ ∈ C
∞(P¯ ) and p¯ ∈ P¯ in the domain of definition of fP¯ . We have to find a
neighborhood UP¯ ⊆ P¯ of p¯ such that Λ
∗(fP¯ |UP¯ ) ∈ C
∞(P/G). Since fP¯ ∈ C
∞(P¯ ),
there exists a neighborhood U ⊂ M of p¯ and f¯ ∈ C∞(M¯) such that fP¯ |UP¯ =
f¯ ◦ ιP¯ |UP¯ . Assume without loss of generality that UP¯ = U ∩ P¯ . Since f¯ is a smooth
function on M¯ , there exists f ∈ C∞(M)G such that f = π∗(f¯ ). But then we have
π∗P (Λ
∗(fP¯ |UP¯ )) = (π
∗
P ◦ Λ
∗ ◦ ι∗P¯ )(f¯) = (ι
∗
P ◦ π
∗)(f¯ ) = ι∗P (f) ∈ C
∞(P ),
and hence Λ∗(fP¯ |UP¯ ) ∈ C
∞(P/G).
Let fP/G ∈ C
∞(P/G). We have to show that (Λ−1)∗(fP/G) is an element of
C∞(P¯ ). Define fP := π
∗
P (fP/G) ∈ C
∞(P )G and extend it to a function f ∈
C∞(M), that is, ι∗P (f) = fP . Without loss of generality we can assume that f is
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G-invariant (otherwise, the G-invariant average of f will also pull back to fP ), and
thus pushes forward to f¯ ∈ C∞(M¯). Then we have
(π∗P ◦ Λ
∗ ◦ ι∗P¯ )(f¯ ) = (ι
∗
P ◦ π
∗)(f¯ ) = fP = π
∗
P (fP/G);
hence
(Λ∗ ◦ ι∗P¯ )(f¯ ) = fP/G
since πP is a smooth surjective submersion. From this follows
(Λ−1)∗(fP/G) = ι
∗
P¯ (f¯ ),
which is an element of C∞(P¯ ). 
Thus, in the following, we will identify P¯ and P/G without further mentioning
it.
5.2. Push-forward of vector fields and one-forms. Consider a G-invariant
local vector field X on M . Since X is G-invariant, the push-forward X¯ := π∗X ,
defined by π∗((π∗X)(f¯)) = X(π
∗(f¯)) for every f¯ ∈ C∞(M¯), is a well-defined (local)
derivation of C∞(M¯). Moreover, X generates a local one-parameter group φXt of
local diffeomorphisms of M . Since X is G-invariant, φXt commutes with the action
of G on M , and it induces a local one-parameter group of local diffeomorphisms of
M¯ generated by π∗X . Hence, π∗X is a (local) vector field on M¯ .
We write X(M¯) for the sheaf of (local) vector fields on M¯ . Then we have
(5.2) π∗
(
X(M)G
)
= X(M¯)
(see [13], Theorem 6.10). In particular, for each stratum of M¯ the tangent bundle
space of the stratum is spanned by push-forwards by π of G-invariant vector fields
on M . It is easy to see that the sheaf of local vector fields on P¯ is the set of local
restrictions to P¯ of elements of M¯ . Also, Proposition 3.3 is also true for local vector
fields.
Yet, the class of vector fields on M that push forward to vector fields on M¯ is
bigger than the class of G-invariant vector fields, as the next lemma shows.
Lemma 5.3. If X ∈ X(M) is such that [X,Γ(V)] ⊆ Γ(V), then it defines a deriva-
tion of the ring C∞(M)G of G-invariant functions. Therefore, it pushes down to
a derivation X¯ of C∞(M¯). The derivation X¯ is a vector field on the subcartesian
space M¯ .
Proof. Let f ∈ C∞(M)G and g ∈ G. Since [X,V ] ∈ Γ(V) for all sections V ∈ Γ(V),
we have, in particular, [X, ξM ] = Vξ ∈ Γ(V) for each ξ ∈ g and thus:
ξM (X(f)) = X(ξM (f))− Vξ(f) = 0,
since V (f) = 0 for all V ∈ Γ(V). We get for all m ∈M :
d
dt

t=0
X(f) ◦ Φexp(tξ)(m) = 0
and hence, for all t ∈ R:
d
dt
X(f) ◦ Φexp(tξ)(m) =
d
ds

s=0
X(f) ◦ Φexp((t+s)ξ)(m)
=
d
ds

s=0
X(f) ◦ Φexp(sξ)
(
Φexp(tξ)(m)
)
= 0.
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Since the Lie group G is connected, it is spanned as a group by every neighborhood
of its neutral element, hence from the image of the exponential map. With this
it follows that the function X(f) is G-invariant. Hence X defines a derivation
of C∞(M)G, and hence it induces a derivation X¯ of the ring C∞(M¯) of smooth
functions on M¯ as follows:
π∗(X¯(f¯ )) := X(π∗(f¯ ))
for all f¯ ∈ C∞(M¯).
We have to show that X¯ is a vector field on the quotient space M¯ . Let φ¯t be
the flow of X¯ and let f¯ ∈ C∞(M¯), i.e., π∗(f¯ ) ∈ C∞(M). We have to show that
φ¯∗t (f¯ ) ∈ C
∞(M¯). From the definition of X¯ follows the equality
φ¯t ◦ π = π ◦ φt,
where φt is the flow of X . Thus we have
π∗
(
φ¯∗t (f¯ )
)
= φ∗t
(
π∗(f¯ )
)
.
Since X is a vector field on M , the function φ∗t
(
π∗(f¯ )
)
is an element of C∞(M),
and hence φ¯∗t (f¯ ) an element of C
∞(M¯). 
Let X be as in the last lemma, and let X¯ be the vector field on M¯ with X ∼pi X¯.
Since X¯ is a vector field, there exists a G-invariant vector field XG ∈ X(M)G
with XG ∼pi X¯ (see (5.2)). Thus, the vector field X can be written as a sum
X = XG +XV, with XV a section of V (note that XG is in general not equal to
the G-invariant average XG of X).
Let α be a (local) G-invariant one-form on M annihilating vectors tangent to
orbits of the action of G on M . For each G-invariant vector field X on M , the
evaluation α(X) is G-invariant. Hence, there exists a smooth function π∗(α(X))
defined on M¯ by π∗(π∗(α(X))) = α(X). Since α annihilates vectors tangent to
orbits of G, it follows that π∗(α(X)) depends on X through its push-forwards π∗X .
In other words, there is a linear form π∗α on the space of push-forwards by π of
G-invariant vector fields on M such that
(π∗α)(π∗X) = π∗(α(X)) for all X ∈ X(M)
G.
Moreover, for every f¯ ∈ C∞(M¯),
(π∗α)(f¯π∗X) = (π∗α)(π∗(π
∗(f¯)X)) = π∗(α(π
∗(f¯)X))
= π∗(π
∗(f¯))π∗(α(X)) = f¯(π∗α)(π∗X),
that is, π∗α is C
∞(M¯)-linear. This implies that, for every stratum of M¯ , the
restriction of π∗α to the stratum gives rise to a well-defined one-form on the stratum.
Definition 5.4. Let G be a Lie group acting properly on the manifold M . Let
V be the vertical space of the action. A section (X,α) in Γ(TM k V◦) satisfying
[X,Γ(V)] ⊆ Γ(V) and α ∈ Γ(V◦)G will be called a descending section.
We will also need a few more facts about one-forms of M¯ . Indeed, we have a
notion of vector fields on M¯ , and we know that these are exactly the push-forwards
of descending vector fields onM . We also want to introduce objects which will play
the role of one-forms on M¯ . The definition of a one-form on M¯ should be such
that each element αP¯ ∈ Ω
1(P¯ ), where P¯ is a stratum of M¯ , is the restriction to
P¯ of a one-form on M¯ . Thus, we could define a one-form as a C∞(M¯) linear map
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X(M¯)→ C∞(M¯), but since we want a one-to-one correspondence between sections
Γ(V◦)G and one-forms on M¯ , we need to define these more carefully.
By the space ofKa¨hler differentials of C∞(M¯) over R one understands a C∞(M¯)-
module ΩC∞(M¯)/R together with a derivation d : C
∞(M¯)→ ΩC∞(M¯)/R called the
Ka¨hler derivative such that the following universal property is satisfied (see [27]):
For every C∞(M¯)-module M and every derivation δ : C∞(M¯)→ M there exists a
unique R-linear mapping iδ : ΩC∞(M¯)/R →M such that the diagram
C∞(M¯)
d

δ // M
ΩC∞(M¯)/R
iδ
::
v
v
v
v
v
v
v
v
v
v
commutes.
In particular, ifM = C∞(M¯) and δ is a vector field X¯ on M¯ , we get X¯(f¯) = iX¯df¯
for each function f¯ ∈ C∞(M¯) and iX¯ is the inner product with X¯ .
Proposition 5.5 ([24]). The space ΩC∞(M¯)/R exists and can be represented as
follows. Let Ω be the free C∞(M¯)-module over the symbols df¯ with f¯ ∈ C∞(M¯),
and J the C∞(M¯)-submodule generated by the relations
d(λf¯ + µg¯)− λdf¯ − µdg¯ = 0 for all λ, µ ∈ R, f¯ , g¯ ∈ C∞(M¯),
d(f¯ g¯)− f¯dg¯ − g¯df¯ = 0 for all f¯ , g¯ ∈ C∞(M¯).
Then ΩC∞(M¯)/R = Ω/J and d : C
∞(M¯)→ ΩC∞(M¯)/R is defined by f¯ 7→ df¯ + J.
From this it follows immediately that each element of ΩC∞(M¯)/R can be written
as a sum
∑
j g¯jdf¯j with finitely many g¯j , f¯j ∈ C
∞(M¯).
Hence, let α¯ =
∑k
j=1 g¯jdf¯j ∈ ΩC∞(M¯)/R and set α =
∑n
j=1 π
∗g¯jd(π
∗f¯j) ∈
Γ(V◦). We then have for each G-invariant vector field X on M :
π∗((π∗α)(π∗X)) = α(X) =
n∑
j=1
π∗g¯jd(π
∗f¯j)(X) =
n∑
j=1
π∗g¯jX(π
∗f¯j)
= π∗
 n∑
j=1
g¯j (π∗X)(f¯j)
 = π∗
 n∑
j=1
g¯jipi∗Xdf¯j
 .
Hence, the C∞(M¯)-linear map π∗α : X(M¯)→ C∞(M¯) corresponds exactly to the
C∞(M¯)-linear map X(M¯)→ C∞(M¯) defined by α¯ as follows:
α¯(X¯) :=
k∑
j=1
g¯j iX¯df¯j for all X¯ ∈ X(M¯).
We set α =: π∗α¯. Thus, each Ka¨hler differential on C∞(M¯) can be realized as the
push-forward of an element of Γ(V◦)G. Conversely, we will see later that each
element α ∈ Γ(V◦)G can be written as a sum α =
∑k
j=1 gjdfj with gj , fj ∈
C∞(M)G (see Lemma 5.9) and thus pushes forward to the Ka¨hler differential∑k
j=1(π∗gj)d(π∗fj). An element α¯ ∈ ΩC∞(M¯)/R will be called a one-form on
M¯ and the set of one-forms on M¯ will be denoted by Ω1(M¯). We have shown the
following proposition.
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Proposition 5.6. The one-forms on M¯ correspond exactly to the push-forwards
of elements of Γ(V◦)G.
Note that not every smooth section of the stratified cotangent space on M¯ , i.e.,
a smooth C∞(M¯)-linear map X(M¯) → C∞(M¯), can be realized as a one-form on
M¯ (see [27] for the definition and discussion). There is a nontrivial condition for
this to hold; see Proposition 2.3.7 in [27]. Hence, since each element of Γ(V◦)G
pushes forward to a one-form on M¯ , there should be smooth C∞(M¯)-linear maps
X(M¯)→ C∞(M¯) which cannot be realized as push-forwards of elements of Γ(V◦)G.
Note that for vector fields, we have the analogous fact that each vector field on
M¯ is the push-forward of a G-invariant vector field on M (see (5.2)), but that not
all derivations on M¯ are vector fields on M¯ .
5.3. Connected components of the orbit types. Let FG be the everywhere
defined family of local vector fields
FG = {X ∈ X(M)G | X = XG +XV with XG ∈ X(M)G and XV ∈ Γ(V)},
AG := {φt | X ∈ FG, φt flow of X}, and denote by AG the pseudogroup of local
diffeomorphisms associated to the flows of the family FG, i.e.,
AG = {I} ∪ {φ1t1 ◦ · · · ◦ φ
n
tn | n ∈ N and φ
n
tn or (φ
n
tn)
−1 flow of Xn ∈ FG}.
Let T be the smooth generalized distribution spanned by FG, that is,
T(m) = span{X(m) | X ∈ FG, m ∈ Dom(X)}.
Note that with Lemma 5.3 and the considerations following its proof, FG is equal
to
{X ∈ X(M) | [X,Γ(V)] ⊆ Γ(V)}.
We will show that the distribution T is integrable in the sense of Stefan-Sussman
and compare its leaves with the connected components of the orbit type manifolds.
Lemma 5.7. For each F ∈ AG and for each m ∈ Dom(F) ⊆M , we have
TmF(T(m)) = T(F(m)).
As a consequence, the distribution T is integrable in the sense of Stefan-Sussman
and its leaves are the AG-orbits.
Proof. Assume first that F = φXt ∈ A
G for one vector field X ∈ X(M) satisfying
[X,Γ(V)] ⊆ Γ(V) (the general statement will follow inductively, since each element
of AG is a composition of finitely many such diffeomorphisms). Write X as a sum
XG +XV with XG ∈ X(M)G and XV ∈ Γ(V). Let v ∈ T(m). Then v = Y (m) =
Y G(m)+Y V(m) for sections Y G ∈ X(M)G and Y V ∈ Γ(V). By the Trotter Product
Formula (see, for example, [25]), the flows φX and φY of the vector fields X and Y
are given by
φXt = limn→∞
(
φX
G
t/n ◦ φ
XV
t/n
)n
and φYt = limn→∞
(
φY
G
t/n ◦ φ
Y V
t/n
)n
,
where φX
G
, φX
V
, φY
G
, and φY
V
are the flows of the vector fields XG, XV, Y G,
and Y V. But since XG and Y G are G-invariant and XV and Y V are sections of V,
the flows of the vector fields XG and Y G commute with the flows of XV and Y V.
Hence, we get
φXt = φ
XG
t ◦ φ
XV
t = φ
XV
t ◦ φ
XG
t and φ
Y
t = φ
Y G
t ◦ φ
Y V
t = φ
Y V
t ◦ φ
Y G
t .
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The compositions
φs := φ
X
t ◦ φ
Y
s ◦ φ
X
−t, φ
G
s := φ
XG
t ◦ φ
Y G
s ◦ φ
XG
−t
and
φVs := φ
XV
t ◦ φ
Y V
s ◦ φ
XV
−t
define flows onM . Let Z, ZG and ZV be the vector fields associated to those flows.
We then have ZG ∈ X(M)G, ZV ∈ Γ(V) and
φs = φ
X
t ◦ φ
Y
s ◦ φ
X
−t = φ
XG
t ◦ φ
XV
t ◦ φ
Y G
s ◦ φ
Y V
s ◦ φ
XG
−t ◦ φ
XV
−t
=
(
φX
G
t ◦ φ
Y G
s ◦ φ
XG
−t
)
◦
(
φX
V
t ◦ φ
Y V
s ◦ φ
XV
−t
)
=
(
φX
V
t ◦ φ
Y V
s ◦ φ
XV
−t
)
◦
(
φX
G
t ◦ φ
Y G
s ◦ φ
XG
−t
)
.
The vector field Z is then equal to the sum ZG+ZV and it satisfies [Z,Γ(V)] ⊆ Γ(V).
The equality
Tmφ
X
t (Y (m)) =
d
ds

s=0
φXt ◦ φ
Y
s (m) =
d
ds

s=0
φXt ◦ φ
Y
s ◦ φ
X
−t(φ
X
t (m))
=
d
ds

s=0
φs(φ
X
t (m)) = Z(φ
X
t (m))
then yields the first inclusion Tmφ
X
t (T(m)) ∈ T(φ
X
t (m)).
For the other inclusion, we use a similar method: let Y = Y G + Y V be a vector
field satisfying [Y,Γ(V)] ⊆ Γ(V) and defined on a neighborhood of φXt (m). As
above, the vector field Z corresponding to the flow φs := φ
X
−t ◦ φ
Y
s ◦ φ
X
t can be
written as a sum Z = ZG + ZV and is hence a section of T. We get
Y (φXt (m)) =
d
ds

s=0
φYs (φ
X
t (m)) =
d
ds

s=0
(
φXt ◦ φ
X
−t ◦ φ
Y
s ◦ φ
X
t
)
(m)
=
d
ds

s=0
(
φXt ◦ φs
)
(m) = Tmφ
X
t (Z(m)) ∈ Tmφt(T(m)).

Theorem 5.8. The integrable leaves of the distribution T are exactly the connected
components of the orbit type manifolds.
Proof. Let N be the AG-orbit through the point m ∈ M . We have to show that
N = P , where P is the connected component through m of the orbit type manifold
M(Gm). Let m
′ ∈ N . Then there exist vector fields X1, . . . , Xl ∈ X(M)
G and
V1, . . . , Vl ∈ Γ(V) such that
m′ =
(
φV1t1 ◦ . . . ◦ φ
Vk
tk ◦ φ
X1
s1 ◦ . . . ◦ φ
Xl
sl
)
(m)
(recall that the flows of the G-invariant vector fields commute with the flows of the
sections of V). Hence, we can assume without loss of generality that m′ = φXt (m)
with a vector field X ∈ X(M)G or m′ = φVt (m) with V a section of V. In the
first case, the vector field X pushes down to a vector field X¯ on M¯ . Let φX¯t be
the flow of the vector field X¯. Since the strata of M¯ are the accessible sets of
the vector fields on M¯ , the points π(m′) =
(
π ◦ φXt
)
(m) = φX¯t (π(m)) and π(m)
lie in the same stratum of M¯ , hence in π(P ). Since X is G-invariant, its flow
is also G-equivariant. Thus, we have φXt (gm) = g · φ
X
t (gm) for all t where it is
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defined, and hence φXt (m) ∈ M(Gm) for all t. This yields that m and φ
X
t (m) can
be joined by a smooth path in M(Gm), and consequently that they are in the same
connected component of M(Gm), that is, the connected component P . But since
π(m′) = π(φXt (m)), there exists g ∈ G such that m
′ = Φg(φ
X
t (m)) and since the
action of G onM restricts to P , the point m′ is also an element of P . In the second
case we have m′ = φVt (m) with V ∈ Γ(V). Since the vector field V is tangent to
the G-orbits, its integral curve through m lies entirely in the connected component
of the orbit type manifold through m and we are finished.
For the other inclusion, let m′ be a point of P . We then have π(m) and π(m′) ∈
π(P ), a stratum of M¯ . Thus, we can assume without loss of generality that π(m′) =
φX¯t (π(m)) for some vector field X¯ ∈ X(M¯) (in reality, π(m) and π(m
′) can be joined
by finitely many such curves). Let X ∈ X(M)G be such that X ∼pi X¯ and let φXt
be its flow. Then we have
(
π ◦ φXt
)
(m) = φX¯t (π(m)) = π(m
′). Thus, there exists
g ∈ G such that Φg(φXt (m)) = m
′. But since G is connected, we find finitely many
elements ξ1, . . . , ξl ∈ g such that g = exp(ξ1) · . . . · exp(ξl), and hence we have
m′ =
(
Φexp(ξ1) ◦ . . . ◦ Φexp(ξl) ◦ φ
X
t
)
(m).
The curves Φexp(tξi) : [0, 1] → M , i = 1, . . . , l, are segments of integral curves of
the sections ξiM of V, and Φexp(ξ1) ◦ . . . ◦ Φexp(ξl) ◦ φ
X
t is consequently an element
of AG. From this it follows that m′ ∈ N . 
An alternative proof of this theorem is based on Theorem 3.5.1 (stating that the
distribution TG spanned by G-invariant vector fields is integrable with leaves the
connected components of the isotropy type manifolds), Proposition 3.4.6 in [25],
and the fact that G ·MmH =M
m
(H), where M
m
H (respectively M
m
(H)) is the connected
component of MH (respectively M(H)) containing m.
Let P be a stratum of M , that is, a leaf of the distribution T. Since M is para-
compact, there exists a G-invariant Riemannian metric ρ on M (see, for example,
[14]). Consider the vector bundle TP = T|P ⊆ TM |P over P , and let TP⊥ be a
G-invariant orthogonal complement of TP viewed as a subbundle of TM |P . We
can describe the codistribution TP ◦ in the following way:
TP ◦(p) = {iXρ(p) | X ∈ Γ(TP
⊥)}
for all p ∈ P . Note that the Riemannian metric ρ allows an identification of the
tangent bundle of M with the cotangent bundle via
X ∈ X(M)↔ iXρ ∈ Ω
1(M).
The section iXρ is G-invariant if and only if X is G-invariant. We will use this in
the proof of many of the following propositions and lemmas.
In the following, we will make use of the codistribution V◦G defined as the span
of the G-invariant sections of V◦:
V
◦
G(x) = {αx | α ∈ Γ(V
◦)G}
for all x ∈M .
This codistribution is in fact spanned by the exterior derivative of all G-invariant
functions on M , as stated in the following lemma.
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Lemma 5.9. The codistribution V◦G can be described as follows: for each m ∈ M
we have
V◦G(m) = span{df(m) | f ∈ C
∞(M)G}.
Proof. We use the identity ((TmGm)
ann)
Gm = span{df(m) | f ∈ C∞(M)G} (see
[25], Theorem 2.5.10), where
(TmGm)
ann := {αm ∈ T
∗
mM | αm(ξM (m)) = 0 for all ξ ∈ g}
is the pointwise annihilator of the tangent space TmGm to the orbit Gm. We show
span{df(m) | f ∈ C∞(M)G} ⊆ V◦G(m) ⊆ ((TmGm)
ann)
Gm ,
and our claim follows from the equality above. The first inclusion is easy since
for each function f ∈ C∞(M)G, we have df ∈ Γ(V◦)G. For the second inclusion,
choose α(m) ∈ V◦G(m), with α aG-invariant section of V
◦. Then we have α(ξM ) = 0
for all ξ ∈ g and hence α(m)(ξM (m)) = 0 for all ξ ∈ g, that is, α(m) ∈ (TmGm)
ann.
Since α is G-invariant, we have Φ∗hα = α for all h ∈ Gm ⊆ G and hence, for all
v ∈ TmM we get
αm(TmΦhv) = αΦh(m)(TmΦhv) = (Φ
∗
hα)m(v) = αm(v),
where we have used that h·m = m since h ∈ Gm. Hence we have (TmΦh)∗(α(m)) =
α(m) for all h ∈ Gm and hence α(m) ∈ ((TmGm)ann)
Gm . 
Using this, we can show the following lemma.
Lemma 5.10. Let P be a stratum of M , and VP the vertical space of the induced
action of G on P . We have the equality
ι∗P (V
◦
G) = (VP )
◦ ⊆ T ∗P.
Hence, the map ι∗P : V
◦
G|P → (VP )
◦ is an isomorphism. Thus, V◦G|P is a vector
bundle over P and
(V◦G|P )
◦
= V|P ⊕ TP
⊥.
For the proof of this we will need the following lemma.
Lemma 5.11. If the action of a Lie group G on a manifold M is with conjugated
isotropy subgroups, then the (smooth) annihilator V◦ of the vertical bundle V is
spanned by its G-invariant sections.
Proof. Since the action of G on M is with conjugated isotropy subgroups, the
vertical space V is a smooth integrable subbundle of TM . Thus, for each p ∈ M ,
we find a coordinate neigborhood U of p with coordinates (x1, . . . , xn) such that V
is spanned by ∂x1 , . . . , ∂xk , where k = dimG − dimGp = dimV. The annihilator
V◦ of V is then spanned by dxk+1, . . . ,dxn on U . Since dxk+1, . . . ,dxn vanish on
V, and G is connected, the functions xk+1, . . . , xn are then G-invariant and we get
dxk+1, . . . ,dxn ∈ Γ(V
◦)G. 
Proof of Lemma 5.10. The inclusion ι∗P (V
◦
G) ⊆ (VP )
◦ is easy. For the other inclu-
sion, note that since all isotropy type manifolds of the action of G on P are con-
jugated, the codistribution (VP )
◦ is spanned by its G-invariant sections by Lemma
5.11. Therefore, by Lemma 5.9, eachG-invariant section of (VP )
◦ is in the C∞(P )G-
span of {df | f ∈ C∞(P )G}. Hence, each element α˜(p) ∈ (VP )
◦(p) can be written
as α˜(p) =
∑k
j=1 f˜j(p)dg˜j |p with f˜j , g˜j ∈ C
∞(P )G. Choose fj , gj ∈ C∞(M) such
that f˜j = ι
∗
P fj and g˜j = ι
∗
P gj for j = 1, . . . , k. Without loss of generality, the
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functions f1, . . . , fk, g1, . . . , gk are G-invariant (otherwise, their G-invariant aver-
ages will also restrict to f˜1, . . . , f˜k, g˜1, . . . , g˜k). Set α =
∑k
j=1 fjdgj ∈ Γ(V
◦)G.
Then we have
(ι∗Pα)(p) =
ι∗P
 k∑
j=1
fjdgj
 (p) = k∑
j=1
(ι∗P fj)(p)d(ι
∗
P gj)|p
=
k∑
j=1
f˜j(p)dg˜j |p = α˜(p),
and the proof of the first assertion is complete, since we have shown that α˜(p) =
(ι∗Pα)(p) ∈ (ι
∗
P (V
◦
G))(p).
From this it follows that the map ι∗P : V
◦
G|P → (VP )
◦ is surjective. For the
injectivity, let α ∈ Γ(V◦)G be defined on a neighborhood of p ∈ P and such that
ι∗Pα = 0. The vector field X ∈ X(M) satisfying iXρ = α is G-invariant and hence
tangent to P on P . Therefore, there exists X˜ ∈ X(P ) with X˜ ∼ιP X and we have
ι∗Pα = ι
∗
P iXρ = iX˜ι
∗
P ρ. But since ι
∗
Pα = 0 we get X˜ = 0 using the fact that ι
∗
Pρ is
a Riemannian metric on P . Hence, we have shown that α|P = 0.
It remains to show the equality
(V◦G|P )
◦ = V|P ⊕ TP
⊥.
Since V|P ⊂ TP ⊂ TM |P , we have V|P ∩ TP
⊥ = 0P . First let X ∈ Γ(TP
⊥),
V ∈ Γ(V) and α ∈ Γ(V◦)G. Then we have α = iY ρ with Y ∈ X(M)G and hence
α|P (X + V |P ) = ρ|P (Y |P , X + V |P ) = ρ|P (Y |P , X) + ρ|P (Y |P , V |P )
= ρ|P (Y |P , X) + α(V ) ◦ ιP = 0,
since Y is tangent to P on P , that is, Y |P ∈ Γ(TP ).
Now choose X ∈ Γ((V◦G|P )
◦) ⊆ Γ(TM |P ) and write X = X⊤ +X⊥ with X⊤ ∈
Γ(TP ) and X⊥ ∈ Γ(TP⊥). Choose an arbitrary α ∈ Γ(V◦)G. Then α = iY ρ with
Y ∈ X(M)G. Again, Y is tangent to P on P and we compute
0 = α|P (X) = α|P (X
⊤ +X⊥) = ρ|P (Y |P , X
⊤ +X⊥)
= ρ|P (Y |P , X
⊤) + ρ|P (Y |P , X
⊥) = ρ|P (Y |P , X
⊤).
Thus, we have X⊤ ∈ Γ((V◦G|P )
◦). Since X⊤ ∈ Γ(TP ), there exists X ∈ X(M)
with X |P = X
⊤ and X˜ ∈ X(P ) with X˜ ∼ιP X . For each section α˜ ∈ Γ(V
◦
P ) =
ι∗P (Γ(V
◦
G)), we have α˜ = ι
∗
Pα with α ∈ Γ(V
◦
G) and
α˜(X˜) = α(X) ◦ ιP = 0.
But then X˜ ∈ Γ(VP ), which leads to X⊤ ∈ Γ(V|P ). 
With analogous methods as in the proof of the first part of the last lemma, we
can show the following proposition.
Proposition 5.12. Each local one-form on P¯ is the restriction to P¯ of a local
one-form on M¯ .
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Proof. Let αP¯ ∈ Ω
1(P¯ ) and consider π∗PαP¯ ∈ Ω
1(P ). Hence, we have π∗PαP¯ ∈
Γ(V◦P )
G, and we can find, as in the proof of Lemma 5.10, an element α of Γ(V◦)G
satisfying ι∗Pα = π
∗
PαP¯ . The one-form α pushes forward to α¯ ∈ Ω
1(M¯) and, with
π∗PαP¯ = ι
∗
Pα = ι
∗
Pπ
∗α¯ = π∗P ι
∗
P¯ α¯
and the fact that πP is a smooth surjective submersion, we get the equality of αP¯
and ι∗
P¯
α¯. 
Our last two lemmas are rather technical. Let EP be the vector bundle EP =
TM |P k T ∗M |P over P , endowed with 〈· , ·〉EP = 〈· , ·〉|EP×EP . Note that this
pairing is automatically symmetric and nondegenerate, since these properties are
satisfied pointwise.
Lemma 5.13. If the intersection D ∩ (T k V◦G) is smooth, then we have
(D|P ∩ (T k V
◦
G)|P )
⊥ = D|P +K|P + (TP
⊥
k TP ◦)
as smooth generalized subdistributions of EP endowed with 〈· , ·〉EP .
Proof. By Lemma 5.10, we know that (V◦G|P )
◦ = V|P ⊕ TP⊥. From this follows
immediately the equality:
(T k V◦G)|P
⊥
= (V|P ⊕ TP
⊥)k TP ◦ = K|P ⊕ (TP
⊥
k TP ◦),
and hence also (
K|P ⊕ (TP
⊥
k TP ◦)
)⊥
= (T k V◦G)|P
since (T k V◦G)|P and K|P ⊕ (TP
⊥
k TP ◦) are vector bundles over P .
Now, since the intersection D ∩ (T k V◦G) is spanned by the descending sections
of D, it is in particular smooth. Its restriction to P is then also smooth and
Proposition 4.4 yields
(D|P ∩ (T k V
◦
G)|P )
⊥ = D|P +K|P + (TP
⊥
k TP ◦).
(Note that the sum is not necessarily direct anymore.) 
Corollary 5.14. If the intersection D ∩ (T k V◦G) is smooth, we have
(D ∩ (T k V◦G))
⊥ = D +K
as smooth generalized distributions.
Proof. The inclusion D +K ⊆ (D ∩ (T k V◦G))
⊥
is easy.
Let m ∈M . If m ∈M reg, the previous lemma shows that
(D ∩ (T k V◦G))
⊥
(m) = (D +K)(m)
since M reg is open and dense in M .
Letm ∈ P ⊆M \M reg, where P is a connected component of the orbit type man-
ifold of m. Let (X,α) be a section of (D ∩ (T k V◦G))
⊥ defined on a neighborhood
U of m. Since U ∩M reg is open and dense in U , we find a sequence (xn)n∈N in U ∩
M reg converging to m. Since (X,α) is smooth, we have limn→∞(X(xn), α(xn)) =
(X(m), α(m)). But from the above we know that (X(xn), α(xn)) ∈ (D+K)(xn) for
all n ∈ N. Since the sum D+K is closed, we have (X(m), α(m)) ∈ (D+K)(m). 
Here we present an example inspired by [3] to illustrate the theory. In the
following, we denote by TG the distribution on M spanned by the family of G-
invariant vector fields on M .
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Example 5.15. We consider the diagonal action Φ ofG := SO(3) onM := R3×R3,
that is, Φ : SO(3)×(R3 × R3) → R3 × R3, Φ(A, v, w) := A · (v, w) := (Av,Aw).
This action is proper since SO(3) is a compact Lie group.
We have ΦA(v, w) = (v, w) if and only if Av = v and Aw = w, i.e., the rotation
A fixes v and w. Hence, we have the following three cases:
(1) (v, w) = (0, 0): in this case the isotropy subgroup is G(0,0) = SO(3),
(2) v and w are linearly independent: G(v,w) = {Id3},
(3) v and w are linearly dependent and not both equal to zero; without loss of
generality assume that v 6= 0:
G(v,w) = {A ∈ SO(3) | A is a rotation with axis v}.
Thus there are infinitely many isotropy type manifolds (one for each fixed direction
v ∈ R3 in the third case) and three orbit type manifolds M0 := M(SO(3)),M2 :=
M({Id3}), and M1 :=M(SO(2)), where
SO(2) ≃

cosα − sinα 0sinα cosα 0
0 0 1
∣∣∣∣∣∣ α ∈ R
 ⊂ SO(3)
is the isotropy subgroup of (e3, e3), corresponding to the isotropy type manifold
MSO(2) =
{
(ae3, be3) | (a, b) ∈ R
2 \ {(0, 0)}
}
.
Define f1, f2, f3 : R
3×R3 → R by f1(v, w) = ‖v‖2, f2(v, w) = ‖w‖2 and f3(v, w) =
〈v, w〉. The pairs (v, w) and (v′, w′) are in the same G-orbit if and only if the three
functions are equal on (v, w) and (v′, w′). Indeed, if ‖v‖ = ‖v′‖, ‖w‖ = ‖w′‖, and
〈v, w〉 = 〈v′, w′〉, then there exists a rotation A ∈ SO(3) such that Av = v′ and
Aw = w′.
The orbit space is thus diffeomorphic to the subset M¯ of R3 defined by
M¯ := {(f1, f2, f3)(v, w) | (v, w) ∈ R
3 ×R3};
hence M¯ := {(x, y, z) ∈ R3 | x, y ≥ 0 and z2 ≤ xy} by the Cauchy-Schwarz
inequality. This is a stratified space with three strata
P¯0 := {(0, 0, 0)} =M0/ SO(3),
P¯1 := {(x, y, z) ∈ R
3 | x, y ≥ 0, (x, y) 6= (0, 0) and z2 = xy} =M1/ SO(3),
P¯2 := {(x, y, z) ∈ R
3 | x, y > 0 and z2 < xy} =M2/ SO(3)
(compare with Proposition 5.2). In Figure 5.15 we have represented the strata P¯0
(the point (0, 0, 0)) and P¯1 (the surface without the singular point (0, 0, 0)) of the
reduced space M¯ = (R3 × R3)/ SO(3). The manifold P¯2 is the open set “inside”
the surface.
We use the coordinates (x1, y1, z1, x2, y2, z2) on R
3 ×R3:
p := (v, w) = (x1, y1, z1, x2, y2, z2).
The invariant functions f1, f2, f3 are given in these coordinates by f1(p) = x
2
1 +
y21+z
2
1 , f2(p) = x
2
2+y
2
2+z
2
2 , and f3(p) = x1x2+y1y2+z1z2. Using Lemma 5.9 and
the fact that the three invariant polynomials f1, f2, f3 form a Hilbert basis for the
set of S1-invariant polynomials on R6 (see [3] and the Theorem of Schwarz-Mather
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as presented in e.g., [27]; [25] has a quick summary), we get:
V◦G(p) = span {df1,df2,df3} (p)
= span
{
x1dx1 + y1dy1 + z1dz1, x2dx2 + y2dy2 + z2dz2,
x1dx2 + x2dx1 + y1dy2 + y2dy1 + z1dz2 + z2dz1
}
(p).
The vertical distribution is easily computed to be
V(p) = span

x1∂y1 − y1∂x1 + x2∂y2 − y2∂x2 ,
x1∂z1 − z1∂x1 + x2∂z2 − z2∂x2 ,
z1∂y1 − y1∂z1 + z2∂y2 − y2∂z2
 (p).
28 M. JOTZ, T.S. RATIU, AND J. S´NIATYCKI
We also get (see the appendix of [18])
T(p) = span

X1 := x1∂x1 + y1∂y1 + z1∂z1 ,
X2 := x2∂x2 + y2∂y2 + z2∂z2 ,
X3 := x1∂x2 + y1∂y2 + z1∂z2 ,
X4 := x2∂x1 + y2∂y1 + z2∂z1 ,
X5 := x1∂y1 − y1∂x1 + x2∂y2 − y2∂x2 ,
X6 := x1∂z1 − z1∂x1 + x2∂z2 − z2∂x2 ,
X7 := z1∂y1 − y1∂z1 + z2∂y2 − y2∂z2 ,
X8 := (y2z1 − z2y1)∂x1 + (z2x1 − z1x2)∂y1
+(x2y1 − y2x1)∂z1 ,
X9 := (v × w)x∂x2 + (v × w)y∂y2 + (v × w)z∂z2 ,
X10 := ((v × w)× v)x∂x1 + ((v × w) × v)y∂y1
+((v × w) × v)z∂z1 + ((v × w) × w)x∂x2
+((v × w)× w)y∂y2 + ((v × w) × w)z∂z2

(p),
where (v×w)x, (v×w)y and (v×w)z are the x-, y- and z-components of the vector
product v × w, and
TG(p) = spanR {X1, X2, X3, X4, X8, X9, X10} (p)
for all p ∈ R3 ×R3.
We verify the statement of Lemma 5.10 for this particular example. We denote
by ιMi : Mi →֒ M the inclusions for i = 1, 2, 3. We have to show that ι
∗
Mi
(V◦G) =
(VMi)
◦ for i = 1, 2, 3, where VMi is the vertical space of the induced action of G on
the stratum Mi. The statement is obvious for the two strata M0 and M2 since the
first is a point and the second is an open set in M . Hence, we study the manifold
M1. We have a G-equivariant diffeomorphism
ψ : S2 × (R2 \ {(0, 0)}) → M1,
(u, (a, b)) 7→ (au, bu),
where the G-action on S2 × (R2 \ {(0, 0)}) is given by
Φ : SO(3)×
(
S2 × (R2 \ {(0, 0)})
)
→ S2 × (R2 \ {(0, 0)}),
(A, (u, (a, b))) 7→ (Au, (a, b)).
The vertical space of the SO(3)-action onM1 thus corresponds to the tangent space
of the sphere TS2 ⊕ {0} via the identification ψ. Hence ψ∗
(
(VM1)
◦)
is spanned by
the two one-forms da and db, where a, b are the coordinates on the R2 \ {(0, 0)}-
factor.
The functions (ψ∗ ◦ ι∗M1)fi, i = 1, 2, 3, are given by(
(ψ∗ ◦ ι∗M1)f1
)
(u, a, b) = a2,
(
(ψ∗ ◦ ι∗M1)f2
)
(u, a, b) = b2,
and (
(ψ∗ ◦ ι∗M1)f3
)
(u, a, b) = ab.
We hence get(
(ψ∗ ◦ ι∗M1)df1
)
(u, a, b) = 2ada,
(
(ψ∗ ◦ ι∗M1)df2
)
(u, a, b) = 2bdb
and (
(ψ∗ ◦ ι∗M1)df3
)
(u, a, b) = adb+ bda.
Since the coordinates a and b are never simultaneously zero on S2× (R2 \ {(0, 0)}),
we conclude that (ψ∗ ◦ ι∗M1)(V
◦
G) is spanned at each point of S
2× (R2 \ {(0, 0)}) by
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the values at this point of da and db. This proves the desired equality (VM1)
◦
=
ι∗M1(V
◦
G).
Another interesting fact to be checked directly is the equality between the ac-
cessible sets of the distribution T (respectively TG) and the orbit type manifolds
(respectively the isotropy type manifolds). The flows φ1, . . . , φ10 of the vector fields
X1, . . . , X10 are given by
φ1t (v, w) = (e
tv, w), φ2t (v, w) = (v, e
tw),
φ3t (v, w) = (v, tv + w), φ
4
t (v, w) = (tw + v, w),
φ5t (v, w) = Re3,t · (v, w), φ
6
t (v, w) = Re2,−t · (v, w),
φ7t (v, w) = Re1,t · (v, w),
φ8t (v, w) = exp(tBw) · (v, w), φ
9
t (v, w) = exp(tBv) · (v, w),
φ10t (v, w) = exp(tBv×w) · (v, w),
where Rei,t ∈ SO(3) is the rotation about the ei-axis by the angle t ∈ R and
Bw :=
 0 z2 −y2−z2 0 x2
y2 −x2 0
 ∈ so(3), for w = (x2, y2, z2).
A straightforward computation for the rotations about the axes shows that
A exp(tBw)A
−1 = exp(tBAw) for all A ∈ SO(3). Since Bww = 0 it follows that
exp(tBw)w = w and exp(tBw) ∈ SO(3) is a rotation with axis w if w 6= 0, and the
identity if w = 0.
We have φit(0, 0) = (0, 0) for i = 1, . . . , 10 and all t ∈ R, which shows that the
accessible set of T and of TG through the origin (0, 0) is the origin and we recover
the orbit and isotropy type manifold {(0, 0)} =M(SO(3)) =MSO(3).
If v and w are linearly independent (respectively dependent), it is easy to verify
that the two components of φit(v, w) are linearly independent (respectively depen-
dent) for i = 1, . . . , 10 and all t ∈ R. This shows that the flow of each of the vector
fields X1, . . . , X10 leave the orbit type manifolds invariant and that the flows of
each of the spanning vector fields of TG leaves the isotropy type manifolds invariant
(note that φ8t (v, w) = φ
9
t (v, w) = φ
10
t (v, w) = (v, w) if v and w are linearly depen-
dent). Hence, we have to verify that each two pairs of vectors in the same isotropy
(respectively orbit) type manifold can be joined by a concatenation of paths formed
by pieces of integral curves of the vector fields spanning TG (respectively T).
We start with linearly dependent pairs. Choose (v, w) 6= (0, 0) and (v′, w′) 6=
(0, 0) in the same isotropy type {(au, bu) | a, b ∈ R, (a, b) 6= (0, 0)} for some u 6= 0
in R3. Write (v, w) = (au, bu) and (v′, w′) = (a′u, b′u). There are several different
cases to be considered.
(1) If aa′ > 0 and bb′ > 0, then (v, w) can be joined to (v′, w′) by flow lines of
φ1 and φ2. Indeed, if we set t1 = ln(
a′
a ) and t2 = ln(
b′
b ), we get (a
′u, b′u) =
(φ2t2 ◦ φ
1
t1)(au, bu).
(2) If b 6= 0 and a′ 6= 0, set t1 =
a′−a
b and t2 =
b′−b
a′ and get (φ
3
t2 ◦φ
4
t1)(au, bu) =
φ3t2(a
′u, bu) = (a′u, b′u).
(3) If a 6= 0 and b′ 6= 0, set t1 =
b′−b
a and t2 =
a′−a
b′ and get (φ
4
t2 ◦φ
3
t1)(au, bu) =
φ3t2(a
′u, bu) = (a′u, b′u).
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(4) If aa′ > 0 and b = b′ = 0, set t = ln(a
′
a ). Then (a
′u, 0) = φ1t (au, 0). Use
the same method with φ2 for the case bb′ > 0 and a = a′ = 0.
(5) If aa′ < 0 and b = b′ = 0, then (au,−au) = φ3−1(au, 0) and we can continue
as in case 2. Use the same method with φ4 and case 3 for the case bb′ < 0
and a = a′ = 0.
To join two pairs (au, bu) and (a′v, b′v) in the orbit type manifold of linearly
dependent pairs (choose u and v of unit length), we use a combination of integral
curves of X5, X6, X7 to send (au, bu) to (av, bv) by a rotation and then we proceed
as above using integral curves of X1, X2, X3, and X4.
The isotropy type manifold through a linearly independent pair is equal to the
orbit type manifold through this pair:
MId3 =M(Id3) = {(v, w) ∈ R
3 ×R3 | (v, w) linearly independent}.
It is then possible to join two pairs of this type by integral curves of the vector
fields X1, . . . , X4 and X8, X9, X10. First, we show that if v
′, w′ lie in the span of
v, w, we can join (v, w) to (v′, w′) by pieces of the integral curves of X1, . . . , X4.
Indeed, there exist a, b, c, d ∈ R such that v′ = av + bw and w′ = cv + dw.
(1) If b = 0 (that is, v and v′ are linearly dependent), then a and d have to be
nonzero because av + bw = av and cv + dw are linearly independent. We
then have several subcases:
(a) If a > 0 and d > 0, then (av, cv + dw) = (φ1ln a ◦ φ
3
c ◦ φ
2
ln d)(v, w).
(b) If a > 0 and d < 0, then we have(
φ1ln a ◦ φ
3
c+d 〈v,w〉
〈v,v〉
◦ φ2ln(−d) ◦ φ
9
pi ◦ φ
3
− 〈v,w〉
〈v,v〉
)
(v, w)
=
(
φ1ln a ◦ φ
3
c+d 〈v,w〉
〈v,v〉
◦ φ2ln(−d) ◦ φ
9
pi
)(
v, w −
〈v, w〉
〈v, v〉
v
)
=
(
φ1ln a ◦ φ
3
c+d 〈v,w〉
〈v,v〉
◦ φ2ln(−d)
)(
v,−w +
〈v, w〉
〈v, v〉
v
)
= (av, cv + dw).
We have used the fact that since v and w − 〈v,w〉〈v,v〉 v are orthogonal,
the rotation exp(πBv) of angle π around the axis spanned by v sends
w − 〈v,w〉〈v,v〉 v to −w +
〈v,w〉
〈v,v〉 v.
(c) If a < 0 and d > 0, then we have in an analogous manner(
φ1ln(−a) ◦ φ
3
−(c+d 〈v,w〉〈v,v〉 )
◦ φ2ln d ◦ φ
8
pi ◦ φ
3
− 〈v,w〉
〈v,v〉
)
(v, w) = (av, cv + dw).
(d) Finally, if a < 0 and d < 0, we have(
φ1ln(−a) ◦ φ
3
−c ◦ φ
2
ln(−d) ◦ φ
10
pi
)
(v, w) = (av, cv + dw).
(2) If b 6= 0, choose t1 such that t1b − a 6= 0 and t2 =
−b
t1b−a
. Then we have
(φ4t2 ◦ φ
3
t1)(v, w) = ((1 + t1t2)v + t2w,w + t1v). Since (1 + t1t2)b − t2a =(
1 + t1
−b
t1b−a
)
b + abt1b−a = b
(
1 + a−t1bt1b−a
)
= 0, the vectors av + bw and
(1 + t1t2)v + t2w are linearly dependent and we continue as in case 1.
(Using an integral curve of φ10, we can also first rotate v and w around the
axis v × w so that the images of v and v′ are linearly dependent, and then
continue as in case 1.)
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Figure 2.
Then, to simplify the problem, we assume, without loss of generality, that the
plane spanned by (v, w) is the (x, y)-plane αxy (spanned by e1 and e2). By the
considerations above, we can bring (v, w) to (e1, e2) along pieces of integral curves
of X1, . . . , X4. Hence, to finish the proof it suffices to show that we can use pieces
of integral curves of X8, X9, X10 to bring the plane spanned by e1, e2 to the plane
α spanned by an arbitrary linearly independent pair (v′, w′). If (v′, w′) spans the
(x, y)-plane αxy, we are done by the considerations above. Otherwise, there are
again two cases
(1) If α is equal to the plane αxz spanned by e1 and e3, then we have (e1, e3) =
φ9pi/2(e1, e2) and we are done.
(2) If not, there exists a unit vector u ∈ R3 spanning the intersection αxz ∩
α. Then there exists t1 ∈ R such that (u, e2) = exp(t1Be2) · (e1, e2) =
φ8t1(e1, e2). If e2 lies in α, the vectors u and e2 are linearly independent by
construction and we are done. Otherwise, let u′ be a unit vector spanning
the intersection of α with the plane spanned by e2 and exp(tBe2)e3 (this
is the plane orthogonal to u). Then there exists t2 such that (u, u
′) =
exp(t2Bu) · (u, e2) = exp(t2Bu) exp(t1Be2) · (e1, e2) = (φ
9
t2 ◦ φ
8
t1)(e1, e2).
(See Figure 5.15.)
These considerations illustrate Theorem 5.8 stating that the integral leaves of
T are the connected components of the orbit type manifolds and Theorem 3.5.1
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in [25] stating that the integral leaves of TG are the connected components of the
isotropy type manifolds.
We now study properties of the stratified space M¯ . We want to show that the
restrictions of the vector fields on M¯ to the strata of M¯ span the tangent space
of each stratum. The flows φ¯1, . . . , φ¯10 associated to the vector fields X¯1, . . . , X¯10
defined by Xi ∼pi X¯i for i = 1, . . . , 10 are given by
φ¯1t (x, y, z) =
(
φ¯1t ◦ π
)
(v, w) =
(
π ◦ φ1t
)
(v, w) = π(etv, w) = (e2tx, y, etz),
φ¯2t (x, y, z) = (x, e
2ty, etz),
φ¯3t (x, y, z) = π(v, tv + w) = (x, t
2x+ 2tz + y, xt+ z),
φ¯4t (x, y, z) = (t
2y + 2tz + x, y, yt+ z),
φ¯5t (x, y, z) = φ¯
6
t (x, y, z) = φ¯
7
t (x, y, z) = φ¯
8
t (x, y, z)
= φ¯9t (x, y, z) = φ¯
10
t (x, y, z) = (x, y, z).
This leads to
X¯1(x, y, z) = 2x∂x + z∂z, X¯2(x, y, z) = 2y∂y + z∂z,
X¯3(x, y, z) = 2z∂y + x∂z , X¯4(x, y, z) = 2z∂x + y∂z,
X¯5(x, y, z) = X¯6(x, y, z) = X¯7(x, y, z) = X¯8(x, y, z)
= X¯9(x, y, z) = X¯10(x, y, z) = 0.
The last equalities are consistent with the fact that X5, . . . , X10 are sections of
the vertical space V. At the point (0, 0, 0), we have hence X¯1(0, 0, 0) = . . . =
X¯4(0, 0, 0) = 0, and we conclude that the (trivial) tangent space of P¯0 is spanned
by the values at (0, 0, 0) of the vector fields on M¯ . The stratum P¯1 can be seen
as the manifold given by the equation xy = z2 in (R2 \ {(0, 0)}) × R. Thus, we
know that the tangent space of P¯1 is equal to the kernel of xdy + ydx − 2zdz at
points of P¯1. We thus find that the values of X¯1, . . . , X¯4 at points of P¯1 span the
tangent space of P¯1 (recall that x and y never vanish simultaneously on P¯1). The
points (x, y, z) of the last stratum P¯2 satisfy x, y > 0 and z
2 < xy. Hence, for
p = (x, y, z) ∈ P¯2, we have
spanR{2x∂x + z∂z, 2y∂y + z∂z, 2z∂y + x∂z , 2z∂x + y∂z}(p)
= spanR
{
∂x +
z
2x
∂z, ∂y +
z
2y
∂z,
2z
x
∂y + ∂z ,
2z
y
∂x + ∂z
}
(p)
= spanR {∂x, ∂y, ∂z} (p),
where we have used z
2
xy < 1 and the identities(
∂x +
z
2x
∂z
)
−
z
2x
(
2z
y
∂x + ∂z
)
=
(
1−
z2
xy
)
∂x,(
∂y +
z
2y
∂z
)
−
z
2y
(
2z
x
∂y + ∂z
)
=
(
1−
z2
xy
)
∂y.
Finally, we study in the same manner the push-forwards of the three one-forms
df1, df2, df3 spanning V
◦
G. Denote by α¯1, α¯2, α¯3 these three “one-forms” on M¯
(see Subsection 5.2). Since df1, df2, df3 vanish at 0, we have α¯1(0) = α¯2(0) =
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α¯3(0) = 0, by definition, and we conclude spanR{α¯1(0), α¯2(0), α¯3(0)} = T
∗
0 P¯0. At
points of P¯2, we have α¯1 = dx, α¯2 = dy, and α¯3 = dz. Finally, at points of M1,
we have the equality 2f3df3 = f1df2 + f2df1 and we obtain, as desired,
spanR{α¯1(x, y, z), α¯2(x, y, z), α¯3(x, y, z)} = spanR{dx,dy,dz}(x,y,z)/ ∼,
where ∼ is the equivalence relation on spanR{dx,dy,dz}(x,y,z) defined by xdy +
ydx− 2zdz = 0.
This shows that the restrictions of the “one-forms” on M¯ to each of its strata
span the cotangent space of each stratum, as stated in the considerations at the
beginning of Subsection 5.2 together with Propositions 5.2 and 5.12.
6. Singular reduction of Dirac structures
6.1. The special case of conjugated isotropy subgroups. In the special case
of a proper action with conjugated orbit subgroups, the reduction theorem is shown
in [16]. We recall its formulation here because the understanding of the construction
of the reduced Dirac structure in this case can be helpful for the understanding of
the general case.
Theorem 6.1. Let G be a connected Lie group acting in a proper way on the
manifold M , such that all isotropy subgroups are conjugated. Assume that D ∩
K⊥ has constant rank on M . Then the Dirac structure D on M induces a Dirac
structure D¯ on the quotient M¯ =M/G given by
(6.1)
D¯(m¯) =
{(
X¯(m¯), α¯(m¯)
)
∈ Tm¯M¯ × T
∗
m¯M¯
∣∣∣∣ ∃X ∈ X(M) such thatX ∼pi X¯ and (X, π∗α¯) ∈ Γ(D)
}
for all m¯ in M¯ . If D is integrable, then D¯ is also integrable.
Remark 6.2. Note that the method we use for singular reduction yields this regular
reduction theorem as a corollary of our general singular reduction theorems for
Dirac structures (see Theorems 6.6 and 6.5 in the next subsection).
As in the Poisson case (compare with [15]), it is also possible to prove singular
reduction by using regular reduction. Indeed, if Q ⊆ MH ⊆ M is a connected
component of an isotropy type, it is possible to show that the Dirac structure D
on M restricts naturally to a Dirac structure DQ on Q, which would be N(H)/H-
invariant if D were G-invariant, and integrable if D were integrable. To prove
these statements (see [19]) one needs Proposition 4.4 and G-invariant averaging
(see Subsection 5.1). Since the action of N(H)/H on Q is free and proper, we
can use regular Dirac reduction on the Dirac manifold (Q,DQ) and get a smooth
quotient Dirac manifold (Q¯,DQ¯). The manifold Q¯ is diffeomorphic to the quotient
P/G if P = G · Q is the connected component of M(H) containing Q. In fact, we
have P¯ = π(P ) = π(Q) if π : M → M¯ is the orbit map, and Q¯ is then a stratum
of the reduced space M¯ . By construction, it is then easy to see that the reduced
Dirac manifold (Q¯,DQ¯) is diffeomorphic to the reduced space (P¯ ,DP¯ ) that we will
get in the next subsection. We want to thank R. Loja Fernandes for a discussion
that resulted in this remark.
6.2. The general setting of a proper action. Consider the subset DG of Γ(D)
defined by
D
G = {(X,α) ∈ Γ(D) | α ∈ Γ(V◦)G and [X,Γ(V)] ⊆ Γ(V)},
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that is, the set of the descending sections of D.
We have seen in Lemma 5.3 that each vector field X satisfying [X,Γ(V)] ⊆ Γ(V)
pushes forward to a vector field X¯ on M¯ . By the considerations in Subsection 3.4
(see also Proposition 3.3), we know that for each stratum P¯ of M¯ , the restriction
of X¯ to points of P¯ is a vector field XP¯ on P¯ . On the other hand, if (X,α) ∈ D
G,
then we have α ∈ Γ(V◦)G and it pushes forward to the one-form α¯ := π∗α such
that, for every Y¯ ∈ X(M¯) and every section Y of TM satisfying Y ∼pi Y¯ , we have
π∗(α¯(Y¯ )) = α(Y ).
Moreover, for each stratum P¯ of M¯ , the restriction of α¯ to points of P¯ defines a
1-form αP¯ on P¯ . Let
D¯ = {(X¯, α¯) | (X,α) ∈ DG}
and for each stratum P¯ of M¯ , set
DP¯ = {(XP¯ , αP¯ ) | (X¯, α¯) ∈ D¯}.
Define the smooth distribution DP¯ on P¯ by
(6.2) DP¯ (s) = {(XP¯ (s), αP¯ (s)) ∈ TsP¯ × T
∗
s P¯ | (XP¯ , αP¯ ) ∈ DP¯ }.
Remark 6.3. Note that Γ(DP¯ ) = DP¯ . Indeed, any (XP¯ , αP¯ ) ∈ Γ(DP¯ ) can be
written as
(XP¯ , αP¯ ) =
k∑
i=1
f iP¯ (X
i
P¯ , α
i
P¯ ), (X
i
P¯ , α
i
P¯ ) ∈ DP¯ , f
i
P¯ ∈ C
∞(P¯ ).
Each (X i
P¯
, αi
P¯
) has a smooth extension (X¯ i, α¯i) ∈ D¯ which is a push-forward of
some element (X i, αi) ∈ DG. Each function f i
P¯
smoothly extends to a function
f¯ i ∈ C∞(M¯), by the smooth structure of P¯ as a stratum of M¯ , which is a push-
forward of a function f i ∈ C∞(M)G. Therefore
∑k
i=1 f
i(X i, αi) is a descending
section of D and the restriction to P¯ of its push-forward to M¯ coincides with
(XP¯ , αP¯ ).
Theorem 6.4. Let (M,D) be a Dirac manifold with a proper Dirac action of a
connected Lie group G on it. Assume that the intersection D∩ (TkV◦G) is spanned
by its descending sections. Then each element (X¯, α¯) ∈ X(M¯)×Ω1(M¯) orthogonal
to all the sections in D¯ is already an element of D¯.
Proof. Let (X¯, α¯) ∈ X(M¯)×Ω1(M¯) be such that α¯(Y¯ )+ β¯(X¯) = 0 for all elements
(Y¯ , β¯) ∈ D¯. Let (Y, β) ∈ Γ(D∩(TkV◦G)) be such that Y ∼pi Y¯ and β = π
∗β¯. Choose
also X ∈ X(M) such that X ∼pi X¯ and set α = π∗α¯ ∈ Ω1(M) (see Proposition 5.6
and the considerations after Lemma 5.5). Then we get
〈(X,α), (Y, β)〉 =
(
α¯(Y¯ ) + β¯(X¯)
)
◦ π = 0.
Since D ∩ (T k V◦G) is spanned by its descending sections, we get (X,α) ∈ Γ((D ∩
(T k V◦G))
⊥). Hence, with Lemma 5.14, we get (X,α) ∈ Γ(D + K) and there
exist X ′ ∈ X(M) and V ∈ Γ(V) such that (X ′, α) is a section of D and (X,α) =
(X ′, α) + (V, 0). Because of the definition of α, X , and V , we immediately get that
(X ′, α) is a descending section of D ∩ (T k V◦G). It is easy to see that X
′ ∼pi X¯,
and we have α = π∗α¯. Thus (X¯, α¯) is an element of D¯. 
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As a consequence of this theorem, we get that the set of pairs (X¯, α¯) ∈ X(M¯)×
Ω1(M¯) orthogonal to all the elements of D¯ is D¯ itself. Hence, it is natural to ask
if DP¯ defines a Dirac structure on P¯ for each stratum P¯ of M¯ . For the stratum
M¯ reg = π(M reg), this is automatically true since M reg is open and dense in M .
Theorem 6.5. Let (M,D) be a Dirac manifold with a proper Dirac action of a
connected Lie group G on it. Let P¯ be a stratum of the quotient space M¯ . If
D ∩ (T k V◦G) is spanned by its descending sections, then DP¯ defined in (6.2) is a
Dirac structure on P¯ .
Proof. Let the stratum P¯ be a connected component of π(M(H)) for a compact
Lie subgroup H of G, and let P be the connected component of M(H) such that
π−1(P¯ ) = P .
The inclusion DP¯ ⊆ D
⊥
P¯
is easy. For the other inclusion, choose p¯ ∈ P¯ and
p ∈ P ⊆M(H) such that π(p) = p¯. Recall from Proposition 5.2 that the action Φ of
G on M restricts to the proper action ΦP on P , and the quotient map π restricts
to πP := π|P : P → P¯ .
Let (XP¯ , αP¯ ) ∈ X(P¯ )×Ω
1(P¯ ) be a section of D⊥
P¯
defined on a neighborhood UP¯
of p¯. Then there exists (X¯, α¯) ∈ X(M¯)× Ω1(M¯), with Dom(X¯, α¯) =: U¯ , such that
XP¯ ∼ιP¯ X¯ and αP¯ = ι
∗
P¯
α¯, and (X,α) ∈ X(M)G × Γ(V◦)G defined on U := π−1U¯ ,
such thatX ∼pi X¯ and α = π∗α¯. By Remark 6.3, we find for each (YP¯ , βP¯ ) ∈ Γ(DP¯ )
sections (Y¯ , α¯) ∈ D¯ and (Y, α) ∈ DG such that Y ∼pi Y¯ , YP¯ ∼ιP¯ Y¯ , and α = π
∗α¯,
αP¯ = ι
∗
P¯
α¯. We get the equalities
〈(X,α), (Y, β)〉 ◦ ιP = 〈(X¯, α¯), (Y¯ , β¯)〉 ◦ π ◦ ιP
= 〈(X¯, α¯), (Y¯ , β¯)〉 ◦ ιP¯ ◦ πP
= 〈(XP¯ , αP¯ ), (YP¯ , βP¯ )〉 ◦ πP = 0.
Since D ∩ (T k V◦G) is spanned by its descending sections, we get that (X,α)|P is
a section of (
(D ∩ (T k V◦G))|P
)⊥
.
But since D ∩ (T k V◦G) is spanned by its descending sections it is in particular
smooth. By Proposition 5.13, we get that (X,α)|P is a section of
D|P +K|P + (TP
⊥
k TP ◦).
Thus, there exist for all x in the G-invariant set U ∩ P an open neighborhood
Ux ⊆ M of x, and sections (Zx, ζx) of D and V x of V defined on the whole of
M (otherwise multiply them with an appropriate bump-function), and sections
W x ∈ Γ(TP⊥) and γx ∈ Γ(TP ◦) defined on P such that
(X,α)|P∩Ux = (Z
x, ζx)|P∩Ux + (V
x, 0)|P∩Ux + (W
x, γx)|P∩Ux .
Since M is paracompact, its open submanifold U ′ :=
⋃
x∈P∩U Ux is also paracom-
pact and there exists a locally finite refinement UΛ of its open covering {Ux | x ∈
P ∩U}, where Λ is a subset of P ∩U , and a partition of unity {ρλ}λ∈Λ subordinate
to UΛ. Set ρλ|M\U ′ = 0 for all λ ∈ Λ. Then all the functions ρλ are defined on the
whole of M .
Define the global sections
(Z, ζ) =
∑
λ∈Λ
ρλ(Z
λ, ζλ), (V, 0) =
∑
λ∈Λ
ρλ(V
λ, 0),
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and
(W,γ) =
∑
λ∈Λ
ρλ(W
λ, γλ).
Then (Z, ζ) is a section of D, V a section of V, W ∈ Γ(TP⊥) and γ ∈ Γ(TP ◦),
and we have for all p′ ∈ P ∩ U :(
(Z, ζ)|P + (V, 0)|P + (W,γ)
)
(p′)
=
∑
λ∈Λ
ρλ(p
′)
(
(Zλ, ζλ)(p′) + (V λ, 0)(p′) + (Wλ, γλ)(p′)
)
=
∑
λ∈Λ
ρλ(p
′)(X,α)(p′) = (X,α)(p′).
Consider the G-invariant averages ZG, ζG, VG, γG, WG of Z, ζ, V , γ, and W .
We get for all p′ = [g, b]H ∈ P ∩ U ,(
ZG + VG +WG
)
(p′) = T[e,b]HΦg
(∫
H
(Φ∗h(Z + V +W )) ([e, b]H)dh
)
= T[e,b]HΦg
(∫
H
T[h,b]HΦh−1(Z + V +W )([h, b]H)dh
)
= T[e,b]HΦg
(∫
H
T[h,b]HΦh−1X([h, b]H)dh
)
= T[e,b]HΦg
(∫
H
X([e, b]H)dh
)
= T[e,b]HΦgX([e, b]H)
= (Φ∗gX)(p
′) = X(p′),
where we have used the fact that X is G-invariant and that [g, b]H in P ∩U implies
[e, b]H and [h, b]H ∈ P ∩ U for all h ∈ H . In the same manner, we show that
α(p′) = (ζG + γG)(p
′).
Thus we have
(X,α) = (ZG, ζG) + (VG, 0) + (WG, γG)
on P ∩ U . Since all involved distributions V, TP⊥, TP ◦, and D are G-invariant,
we still have VG ∈ Γ(V), WG ∈ Γ(TP⊥), γG ∈ Γ(TP ◦), and (ZG, ζG) ∈ Γ(D). But
now we have X−ZG−VG ∈ Γ(T) and hence (X−ZG−VG)|P ∈ Γ(TP ). Thus, the
equality (X − ZG − VG)|P =WG ∈ Γ(TP⊥) leads to WG = (X − ZG − VG)|P = 0.
The section XγG ∈ Γ(TP
⊥) satisfying iXγGρ|P = γG is G-invariant, since γG is.
Hence it is tangent to P and has to be the zero section. This shows that γG = 0.
Thus, we have
(X,α)|P = (ZG, ζG)|P + (VG, 0)|P ,
and simultaneously (ZG, ζG)|P ∈ Γ ((D ∩ (T k V◦G))|P ). Hence, there exists a sec-
tion (X ′, α′) of D ∩ (T k V◦G) defined on a neighborhood U
′ ⊆ U of p such
that (X ′, α′)|P∩U ′ = (ZG, ζG)|P∩U ′ , and hence (X,α)|P∩U ′ = (X ′, α′)|P∩U ′ +
(VG, 0)|P∩U ′ . By G-invariant average (in the same manner as above, with a par-
tition of unity if needed), we can assume that (X ′, α′) is G-invariant and that U ′
is G-invariant. Hence, (X ′, α′) is a descending section of D, i.e., an element of
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DG. Thus, there exists (X¯ ′, α¯′) ∈ D¯ such that X ′ ∼pi X¯ ′ and α′ = π∗α¯′, and
(X ′
P¯
, α′
P¯
) ∈ DP¯ such that X
′
P¯
∼ιP¯ X¯
′ and α′
P¯
= ι∗
P¯
α¯′. At last, we compute
π∗Pα
′
P¯ = π
∗
P ι
∗
P¯ α¯
′ = ι∗Pπ
∗α¯′ = ι∗Pα
′
= ι∗Pα = ι
∗
Pπ
∗α¯ = π∗P ι
∗
P¯ α¯ = π
∗
PαP¯ ,
which yields α′
P¯
= αP¯ on the open set π(U
′ ∩ P ) ⊆ UP¯ with p¯ ∈ π(U
′ ∩ P ). In the
same manner, we compute
(T ιP¯ ◦X
′
P¯ ) ◦ πP = X¯
′ ◦ ιP¯ ◦ πP = X¯
′ ◦ π ◦ ιP
= (Tπ ◦X ′) ◦ ιP = (Tπ ◦ (X
′ + VG)) ◦ ιP = (Tπ ◦X) ◦ ιP
= X¯ ◦ π ◦ ιP = X¯ ◦ ιP¯ ◦ πP = (T ιP¯ ◦XP¯ ) ◦ πP .
Thus, we have shown that (XP¯ , αP¯ ) is an element of DP¯ , that is, (XP¯ , αP¯ ) is a
section of DP¯ and (XP¯ , αP¯ )(p¯) ∈ DP¯ (p¯). 
Analogously to the regular case, we also have:
Theorem 6.6. Let (M,D) be a Dirac manifold with a proper Dirac action of a
connected Lie group G on it. Let P¯ be a stratum of the quotient space M¯ . Assume
that the Dirac structure D is integrable and that D ∩ (T k V◦G) is spanned by its
descending sections. Then the Dirac structure DP¯ on P¯ introduced in Theorem 6.5
is integrable.
Proof. Let (XP¯ , αP¯ ) and (YP¯ , βP¯ ) be sections of DP¯ . We want to show that
[(XP¯ , αP¯ ), (YP¯ , βP¯ )] = ([XP¯ , YP¯ ],£XP¯ βP¯ − iYP¯dαP¯ )
is also a section of DP¯ . From Remark 6.3, (XP¯ , αP¯ ) and (YP¯ , βP¯ ) are elements
of DP¯ and thus we find (X¯, α¯), (Y¯ , β¯) ∈ D¯ such that XP¯ ∼ιP¯ X¯, YP¯ ∼ιP¯ Y¯ ,
αP¯ = ι
∗
P¯
α¯, and βP¯ = ι
∗
P¯
β¯. Furthermore, let (X,α) and (Y, β) be elements of
DG, i.e., descending sections of D such that (X,α) descends to (X¯, α¯) and (Y, β)
descends to (Y¯ , β¯). By the proof of Theorem 6.5, we can assume that (X,α) and
(Y, β) are G-invariant. The section [(X,α), (Y, β)] = ([X,Y ],£Xβ − iY dα) is then
also a G-invariant section of D, since D is integrable. We have
(£Xβ − iY dα)(ξM ) = ξM (β(X)) + dβ(X, ξM )− dα(Y, ξM )
= 0 +X(β(ξM ))− ξM (β(X))− β([X, ξM ])
− Y (α(ξM )) + ξM (α(Y )) + α([Y, ξM ])
=X(0)− 0− β(0)− Y (0) + 0 + α(0)
for all ξ ∈ g, where we have used that β(X) and α(Y ) ∈ C∞(M)G. Hence
£Xβ − iY dα ∈ Γ(V◦)G, [(X,α), (Y, β)] ∈ DG and there exists (Z¯, γ¯) ∈ D¯ such
that [X,Y ] ∼pi Z¯ and π∗γ¯ = £Xβ − iY dα. Let (ZP¯ , γP¯ ) be the corresponding pair
in DP¯ . We want to show that ZP¯ = [XP¯ , YP¯ ] and £XP¯ βP¯ − iYP¯dαP¯ = γP¯ .
Since we have (X,α), (Y, β) ∈ Γ(D∩(TkV◦G)), there exist X˜ and Y˜ in X(P ) such
that X˜ ∼ιP X and Y˜ ∼ιP Y . Set α˜ = ι
∗
Pα and β˜ = ι
∗
Pβ. We have [X˜, Y˜ ] ∼ιP [X,Y ]
and [X˜, Y˜ ] ∈ X(P )G. We have the equality ιP¯ ◦πP = π ◦ ιP and consequently, since
X˜ ∼ιP ◦pi X¯ and Y˜ ∼ιP ◦pi Y¯ , we have X˜ ∼ιP¯ ◦piP X¯ and Y˜ ∼ιP¯ ◦piP Y¯ . Hence, because
XP¯ ∼ιP¯ X¯ , YP¯ ∼ιP¯ Y¯ , and by Proposition 3.3, we get X˜ ∼piP XP¯ and Y˜ ∼piP YP¯ ,
and also [X˜, Y˜ ] ∼piP [XP¯ , YP¯ ]. But in the same manner, we have [X˜, Y˜ ] ∼ιP ◦pi Z¯;
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thus [X˜, Y˜ ] ∼ιP¯ ◦piP Z¯ and [XP¯ , YP¯ ] ∼ιP¯ Z¯. Because of the uniqueness of ZP¯
(Proposition 3.3), we get ZP¯ = [XP¯ , YP¯ ].
In the same manner, we have
π∗P (γP¯ ) = π
∗
P (ι
∗
P¯ γ¯) = (ιP¯ ◦ πP )
∗(γ¯) = (π ◦ ιP )
∗(γ¯) = ι∗P (£Xβ − iY dα)
= (£X˜ β˜ − iY˜ dα˜)
= π∗P (£XP¯ βP¯ − iYP¯dαP¯ ).
Thus, using the fact that πP is a smooth surjective submersion, we get the equality
of £XP¯ βP¯ − iYP¯dαP¯ and γP¯ . 
We end this subsection with examples.
Example 6.7. Let (M, {· , ·}) be a smooth Poisson manifold with a canonical and
proper action of a Lie group G on it (recall that the action of G on (M, {· , ·}) is
canonical if {Φ∗gf1,Φ
∗
gf2} = Φ
∗
g{f1, f2} for all f1, f2 ∈ C
∞(M) and g ∈ G). Let
D{· ,·} be the Dirac structure associated to the Poisson structure; that is, D{· ,·}(m)
is defined by
D{· ,·}(m) = {(Xf(m),df(m)) | f ∈ C
∞(M) and Xf = ♯(df) ∈ X(M)}
for all m ∈M , where ♯ : T ∗M → TM , df 7→ Xf = {·, f}, is the homomorphism of
vector bundles associated to {· , ·}. Since the action of G on (M, {· , ·}) is canonical,
it is a Dirac action on (M,D{· ,·}).
By Lemma 5.9, we know that V◦G is generated by the exterior differentials of the
G-invariant functions on M . Using the fact that the action of G on M is canonical,
it is easy to check that the vector field Xf associated to a G-invariant function f
is G-invariant. Hence, we get
(D ∩ (T k V◦G)) (m) = span{(Xf (m),df(m)) | f ∈ C
∞(M)G}.
This yields, automatically, that D∩ (TkV◦G) is spanned by its descending sections.
Hence we can apply Theorems 6.4 and 6.5 to the Dirac G-manifold
(
M,D{· ,·}
)
.
Thus, each stratum of M¯ inherits a Dirac structure DP¯ induced by D{· ,·}. Since
D{· ,·} is integrable, the Dirac structure DP¯ is also integrable by Theorem 6.6.
We want to show that the codistribution PP¯1 induced byDP¯ (see Example 4.1) on
P¯ is equal to T ∗P¯ . To see this, we show that dfP¯ ∈ Γ
(
P
P¯
1
)
for all fP¯ ∈ C
∞
(
P¯
)
.
Let fP¯ ∈ C
∞
(
P¯
)
and choose f¯ ∈ C∞
(
M¯
)
with ιP¯
(
f¯
)
= fP¯ . Set f := π
∗f¯ . Then,
as above, we have (Xf ,df) ∈ DG, and hence there exists X¯ ∈ X
(
M¯
)
such that
(Xf ,df) descends to
(
X¯,df¯
)
∈ D¯. Since the restriction of df¯ to P¯ is equal to
dfP¯ , we get the existence of XP¯ ∈ X
(
P¯
)
such that (XP¯ ,dfP¯ ) in DP¯ . Hence, dfP¯
is a section of PP¯1 .
Since DP¯ is integrable and P
P¯
1 is constant dimensional and equal to T
∗P¯ , the
Dirac structure DP¯ defines a Poisson bracket {· , ·}P¯ on C
∞(P¯ ) by
{fP¯ , gP¯ }P¯ = −XfP¯ (gP¯ ) = XgP¯ (fP¯ ),
where XfP¯ and XgP¯ are such that (XfP¯ ,dfP¯ ), (XgP¯ ,dgP¯ ) ∈ DP¯ = Γ(DP¯ ). For a
proof of this, see, for example, [4].
For fP¯ , gP¯ ∈ C
∞
(
P¯
)
choose, as above, extensions f¯ , g¯ ∈ C∞
(
M¯
)
and set
f = π∗f¯ , g = π∗g¯. Then we have π∗P gP¯ = ι
∗
P g and there exists X˜ ∈ X(P ) such that
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X˜ ∼ιP Xf and X˜ ∼piP XfP¯ . Thus,
ι∗P {f, g} = −ι
∗
P (Xf (g)) = −X˜(ι
∗
P g) = −X˜(π
∗
P gP¯ )
= −π∗P (XfP¯ (gP¯ )) = π
∗
P {fP¯ , gP¯ }P¯ .
This shows that, in the terminology of [25], (M, {· , ·}, P,G) is always reducible
if G acts properly and canonically on the Poisson manifoldM and P is a connected
component of an orbit type manifold of the action.
Example 6.8. We consider the example of the proper action Φ of G := S1 on
M := R3 given by
α · (x, y, z) = (x cosα− y sinα, x sinα+ y cosα, z).
The orbit type manifolds of this action are P1 = {0}× {0}×R, that is, P1 =MH1
with H1 = S
1, and P2 = R
3 \P1, so P2 =MH2 with H2 = {1}. The orbit of a point
(x, y, z) ∈ R3 is {(x′, y′, z′) | x′2 + y′2 = x2 + y2 and z′ = z}. Thus the reduced
space M¯ can be identified with [0,+∞)×R with the projection π given by
π(x, y, z) = (x2 + y2, z).
It is easy to compute, for each α ∈ S1:
Φ∗α(∂x) = cosα∂x − sinα∂y,
Φ∗α(∂y) = sinα∂x + cosα∂y,
Φ∗α(∂z) = ∂z
and
Φ∗α(dx) = cosαdx− sinαdy,
Φ∗α(dy) = sinαdx+ cosαdy,
Φ∗α(dz) = dz.
Hence, the Dirac structure D given as the span of the sections
(∂x,dy), (∂y,−dx), (∂z , 0)
is S1-invariant; that is, the Lie group S1 acts on (M,D) by Dirac actions.
The set DS
1
is spanned as a C∞(M)-module by the sections
(y∂x − x∂y , xdx+ ydy) and (∂z, 0).
Note that the section (x∂x + y∂y, ydx− xdy) is also S1-invariant but its cotangent
part doesn’t annihilate the vertical space. Also, since S1 is Abelian, the vertical
space is spanned by the S1-invariant vector field y∂x − x∂y and we only have to
consider S1-invariant vector fields and not descending vector fields, in general. Thus
D¯ is the C∞
(
M¯
)
-module generated by the pairs (∂z¯ , 0) and (0, x¯dx¯), with the
coordinates x¯ and z¯ on M¯ ≃ [0,∞)×R.
Then we have DP¯1 = spanC∞(P¯1){(∂z¯, 0)} since x¯ = 0 for all p = (x¯, z¯) ∈ P¯1.
Hence, the Dirac structure DP¯1 on P¯1 = P1/G = P1 is given as the span of the
section (∂z¯, 0).
We have x¯ 6= 0 for all p = (x¯, z¯) ∈ P¯2. Hence, since
DP¯2 = spanC∞(P¯2){(∂z¯ , 0), (0, x¯dx¯)},
the Dirac structure DP¯2 on P¯2 = P2/G = (0,∞) × R is given as the span of the
sections (∂z¯, 0) and (0,dx¯).
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Example 6.9. Consider here again Example 5.15 with the Dirac structure given
by D = (TR3 ⊕ {0})k ({0} ⊕ T ∗R3), i.e.,
D = span {(∂x1 , 0), (∂y1 , 0), (∂z1 , 0), (0,dx2), (0,dy2), (0,dz2)} .
This Dirac bundle on R3 × R3 is obviously invariant under the diagonal action of
SO(3), but the intersection D ∩ (T k V◦G) is not smooth. We have the descending
sections
(x1∂x1 + y1∂y1 + z1∂z1 , 0), (0, x2dx2 + y2dy2 + z2dz2)
of D. Let (v, w) be a point where the function f3 or one of the coordinates x2, y2, z2
vanishes. Then linear algebra arguments show that there exists a linear combination
of (x1∂x2 + y1∂y2 + z1∂z2 , 0), (x2∂x1 + y2∂y1 + z2∂z1 , 0), (y1∂x1 − x1∂y1 + y2∂x2 −
x2∂y2 , 0), (z1∂y1 − y1∂z1 + z2∂y2 − y2∂z2 , 0), and (x1∂z1 − z1∂x1 + x2∂z2 − z2∂x2 , 0)
(sections of Tk {0}) which is an element of ((TR3⊕{0})k {0})(v, w) and hence of
D ∩ (T k V◦G)(v, w), but there exists no open neighborhood of this point such that
this vector is the value at (v, w) of a vector field defined on this whole neighborhood
and having all its values in D ∩ (T k V◦G).
Hence the reduction theorems of this paper (Theorems 6.4, 6.5 and 6.6) do not
apply to this example: the action is canonical, but the hypothesis on smoothness
of the intersection of D with T k V◦G is not satisfied.
Example 6.10. Let us illustrate Theorems 6.5 and 6.6. Consider again the man-
ifold M = R3 × R3 this time with the (automatically proper) diagonal action of
G = S1 on it, i.e.,
Φ : S1 × (R3 ×R3) → R3 ×R3α,
x1y1
z1
 ,
x2y2
z2
 7→
x1 cosα− y1 sinαx1 sinα+ y1 cosα
z1
 ,
x2 cosα− y2 sinαx2 sinα+ y2 cosα
z2
.
The functions
R1(v, w) = r
2
1(v, w) = x
2
1 + y
2
1 =
∥∥∥∥(x1y1
)∥∥∥∥2 ,
R2(v, w) = r
2
2(v, w) = x
2
2 + y
2
2 =
∥∥∥∥(x2y2
)∥∥∥∥2 ,
d(v, w) = x1y2 − y1x2 = det
(
x1 x2
y1 y2
)
,
s(v, w) = x1x2 + y1y2 =
〈(
x1
y1
)
,
(
x2
y2
)〉
,
z1(v, w) = z1, z2(v, w) = z2
are S1-invariant. They also characterize the S1-orbits of the action since d and
s determine in a unique way the angle between the vectors (x1, y1) and (x2, y2).
Hence, the reduced manifold is the stratified space M¯ = π(R3 ×R3) ⊆ R6, where
π : R3 ×R3 → R6 is given by
π(v, w) = (R1, R2, d, s, z1, z2)(v, w).
We conclude that M¯ is the semi-algebraic set
M¯ = {(f1, f2, δ, σ, z1, z2) ∈ R
6 | f1, f2 ≥ 0 and σ
2 + δ2 = f1f2}.
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The two strata of M¯ are M¯0 = {(0, 0, 0, 0, z1, z2) | z1, z2 ∈ R} ⊆ R6, correspond-
ing to the orbit (isotropy) type manifold
MS1 =M(S1) = {(0, 0, 0, 0, z1, z2) | z1, z2 ∈ R} ⊆ R
6
with trivial S1-action on it, and M¯1 = {(f1, f2, δ, σ, z1, z2) ∈ R6 | (f1, f2) 6=
(0, 0) and δ2 + σ2 = f1f2}, corresponding to the orbit (isotropy) type manifold
M{0} =M({0})
= {(x1, y1, z1, x2, y2, z2) ∈ R
6 | (x1, y1) 6= (0, 0) or (x2, y2) 6= (0, 0)}.
Let U be the open set U := R>0×R4 ⊂ R5. Since the points (f1, f2, δ, σ, z1, z2)
in M¯1 satisfy f1 > 0 or f2 > 0, we have two charts for M¯1, namely (ψ1(U), ψ
−1
1 )
and (ψ2(U), ψ
−1
2 ), where
ψ1 : R>0 ×R4 → M¯1
(f1, δ, σ, z1, z2, ) 7→
(
f1,
δ2+σ2
f1
, δ, σ, z1, z2
)
,
ψ−11 : ψ1(U) ⊆ M¯1 → R>0 ×R
4
(f1, f2, δ, σ, z1, z2) 7→ (f1, δ, σ, z1, z2)
and
ψ2 : R>0 ×R4 → M¯1
(f2, δ, σ, z1, z2) 7→
(
δ2+σ2
f2
, f2, δ, σ, z1, z2
)
,
ψ−12 : ψ2(U) ⊆ M¯1 → R>0 ×R
4
(f1, f2, δ, σ, z1, z2) 7→ (f2, δ, σ, z1, z2).
We compute the distributions T = TG (note that V is spanned by S
1-invariant
sections because the Lie group is Abelian) and the codistribution V◦G. We have
V◦G = spanC∞(M)

dz1, dz2, x1dx1 + y1dy1,
x2dx2 + y2dy2, x1dy2 + y2dx1 − x2dy1 − y1dx2,
x1dx2 + x2dx1 + y1dy2 + y2dy1

and (see the appendix of [18])
T = spanC∞(M)

X1 := ∂z1 , X2 := ∂z2 ,
X3 := x1∂x1 + y1∂y1 , X4 := x2∂x2 + y2∂y2 ,
X5 := y1∂x2 − x1∂y2 , X6 := y2∂x1 − x2∂y1 ,
X7 := x1∂x2 + y1∂y2 , X8 := x2∂x1 + y2∂y1 ,
X9 := x1∂y1 − y1∂x1 , X10 := x2∂y2 − y2∂x2
 .
Note that V is spanned on M by X9 +X10 = x1∂y1 − y1∂x1 + x2∂y2 − y2∂x2 .
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We compute the flows associated to the spanning vector fields of T and find (still
using the coordinates (v, w) = (x1, y1, z1, x2, y2, z2)):
φ1t (v, w) =
 x1y1
z1 + t
 ,
x2y2
z2
 , φ2t (v, w) =
x1y1
z1
 ,
 x2y2
z2 + t
 ,
φ3t (v, w) =
etx1ety1
z1
 ,
x2y2
z2
 , φ4t (v, w) =
x1y1
z1
 ,
etx2ety2
z2
 ,
φ5t (v, w) =
x1y1
z1
 ,
 y1t+ x2−x1t+ y2
z2
 , φ6t (v, w) =
 y2t+ x1−x2t+ y1
z1
 ,
x2y2
z2
 ,
φ7t (v, w) =
x1y1
z1
 ,
x1t+ x2y1t+ y2
z2
 , φ8t (v, w) =
x2t+ x1y2t+ y1
z1
 ,
x2y2
z2
 ,
φ9t (v, w) =
x1 cos t− y1 sin tx1 sin t+ y1 cos t
z1
 ,
x2y2
z2
 ,
φ10t (v, w) =
x1y1
z1
 ,
x2 cos t− y2 sin tx2 sin t+ y2 cos t
z2
 ,
which are all easily verified to be S1-invariant. It is easy to check that the two orbit
(isotropy) type manifolds are the accessible sets of the distribution T = TG.
We compute with this the flow φ¯i of the vector field X¯i satisfying Xi ∼pi X¯i for
each i = 1, . . . , 10. We have
φ¯1t (f1, f2, δ, σ, z1, z2) = φ¯
1
t (π(v, w)) = π ◦ φ
1
t (v, w) = (f1, f2, δ, σ, z1 + t, z2),
φ¯2t (f1, f2, δ, σ, z1, z2) = φ¯
2
t (π(v, w)) = π ◦ φ
2
t (v, w) = (f1, f2, δ, σ, z1, z2 + t),
φ¯3t (f1, f2, δ, σ, z1, z2) = (e
2tf1, f2, e
tδ, etσ, z1, z2),
φ¯4t (f1, f2, δ, σ, z1, z2) = (f1, e
2tf2, e
tδ, etσ, z1, z2),
φ¯5t (f1, f2, δ, σ, z1, z2) = (f1, t
2f1 + f2 − 2tδ,−f1t+ δ, σ, z1, z2),
φ¯6t (f1, f2, δ, σ, z1, z2) = (f1 + t
2f2 + 2tδ, f2, f2t+ δ, σ, z1, z2),
φ¯7t (f1, f2, δ, σ, z1, z2) = (f1, t
2f1 + f2 + 2tσ, δ, f1t+ σ, z1, z2),
φ¯8t (f1, f2, δ, σ, z1, z2) = (f1 + t
2f2 + 2tσ, f2, δ, f1t+ σ, z1, z2),
φ¯9t (f1, f2, δ, σ, z1, z2) = (f1, f2, δ cos t− σ sin t, δ sin t+ σ cos t, z1, z2),
φ¯10t (f1, f2, δ, σ, z1, z2) = (f1, f2, σ sin t+ δ cos t, σ cos t− δ sin t, z1, z2).
This leads to
X¯1(f1, f2, δ, σ, z1, z2) = ∂z1 , X¯2(f1, f2, δ, σ, z1, z2) = ∂z2 ,
X¯3(f1, f2, δ, σ, z1, z2) = 2f1∂f1 + δ∂δ + σ∂σ,
X¯4(f1, f2, δ, σ, z1, z2) = 2f2∂f2 + δ∂δ + σ∂σ,
X¯5(f1, f2, δ, σ, z1, z2) = −2δ∂f2 − f1∂δ,
X¯6(f1, f2, δ, σ, z1, z2) = 2δ∂f1 + f2∂δ,
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X¯7(f1, f2, δ, σ, z1, z2) = 2σ∂f2 + f1∂σ,
X¯8(f1, f2, δ, σ, z1, z2) = 2σ∂f1 + f2∂σ,
X¯9(f1, f2, δ, σ, z1, z2) = −σ∂δ + δ∂σ,
X¯10(f1, f2, δ, σ, z1, z2) = σ∂δ − δ∂σ = −X¯9.
Recalling that the tangent bundle to the manifold M¯1 is the kernel of the one-form
d(f1f2 − δ2 − σ2) = f1df2 + f2df1 − 2σdσ − 2δdδ, we see that the two strata of
M¯ are indeed the accessible sets of the distribution spanned by X¯1, . . . , X¯10.
Consider the Dirac structure D ⊆ TM k T ∗M spanned by the pairs
(∂x1 ,dy1), (∂y1 ,−dx1), (∂z1 , 0), (∂x2 ,−dy2), (∂y2 ,dx2), (0,dz2).
Comparing this with the sections of T and V◦G given above, we find
DS
1
= spanC∞(M)S1

(∂z1 , 0), (0,dz2),
(−x1∂y1 + y1∂x1 , x1dx1 + y1dy1),
(x2∂y2 − y2∂x2 , x2dx2 + y2dy2),
(−x1∂x2 − y2∂y1 − x2∂x1 − y1∂y2 ,
x1dy2 + y2dx1 − x2dy1 − y1dx2),
(x1∂y2 − x2∂y1 − y1∂x2 + y2∂x1 ,
x1dx2 + x2dx1 + y1dy2 + y2dy1)

= spanC∞(M)S1
{
(∂z1 , 0), (0,dz2),
(
−X9,
1
2dR1
)
,(
X10,
1
2dR2
)
, (−X7 −X8,dd), (X6 −X5,ds)
}
.
Hence, we get
D¯ = spanC∞(M¯)
{
(∂z1 , 0), (0,dz2),
(
−X¯9,
1
2df1
)
,(
X¯10,
1
2df2
)
, (−X¯7 − X¯8,dδ), (X¯6 − X¯5,dσ)
}
= spanC∞(M¯)

(∂z1 , 0), (0,dz2),(
σ∂δ − δ∂σ,
1
2df1
)
,
(
σ∂δ − δ∂σ,
1
2df2
)
,
(−2σ(∂f1 + ∂f2)− (f1 + f2)∂σ,dδ),
(2δ(∂f1 + ∂f2) + (f1 + f2)∂δ,dσ)
 .
Recall the definition of one-forms on the stratified space M¯ in Subsection 5.2. The
“one-forms” df1 and df2 are not derivatives of smooth coordinates; they vanish at
the points where f1 and, respectively, f2 vanish, by definition.
Now we compute the induced Dirac structures on the two strata M¯0 and M¯1.
The pairs
(
−X¯9,
1
2df1
)
,
(
X¯10,
1
2df2
)
, (−X¯7 − X¯8,dδ) and (X¯6 − X¯5,dσ) are all
zero on M¯0. So we get DM¯0 = spanC∞(M¯0){(∂z1 , 0), (0,dz2)} and hence DM¯0(m¯) =
spanR{(∂z1 |m¯, 0), (0,dz2(m¯))} for all m¯ ∈ M¯0.
For the stratum M¯1, we give the Dirac structure in the two charts (ψ1(U), ψ
−1
1 )
and (ψ2(U), ψ
−1
2 ). We start with (ψ1(U), ψ
−1
1 ), that is, the points of M¯1 where f1
does not vanish. We have
ψ∗1df2 =
1
f1
(
−
(
σ2 + δ2
f1
)
df1 + 2σdσ + 2δdδ
)
and ∂f2 ∼ψ−1
1
0.
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Hence, the pairs in D¯ restrict to sections on ψ1(U) ⊆ M¯1 that span the Dirac
structure defined by
DM¯1(f1, σ, δ, z1, z2)
= spanR

(∂z1 , 0), (0,dz2), (2σ∂δ − 2δ∂σ,df1) ,(
0,df1 −
1
f1
(
−
(
σ2+δ2
f1
)
df1 + 2σdσ + 2δdδ
))
,(
−2σ∂f1 −
(
f1 +
σ2+δ2
f1
)
∂σ,dδ
)
),(
2δ∂f1 +
(
f1 +
σ2+δ2
f1
)
∂δ,dσ
)
)

(f1, σ, δ, z1, z2)
= spanR

(∂z1 , 0), (0,dz2), (2σ∂δ − 2δ∂σ,df1) ,(
0,
(
f1 +
σ2+δ2
f1
)
df1 − 2σdσ − 2δdδ
)
,(
−2σ∂f1 −
(
f1 +
σ2+δ2
f1
)
∂σ,dδ
)
,(
2δ∂f1 +
(
f1 +
σ2+δ2
f1
)
∂δ,dσ
)

(f1, σ, δ, z1, z2)
for all (f1, σ, δ, z1, z2) in U . Since(
0,
(
f1 +
σ2 + δ2
f1
)
df1 − 2σdσ − 2δdδ
)
=
(
f1 +
σ2 + δ2
f1
)
(2σ∂δ − 2δ∂σ,df1)
− 2δ
(
−2σ∂f1 −
(
f1 +
σ2 + δ2
f1
)
∂σ,dδ
)
− 2σ
(
2δ∂f1 +
(
f1 +
σ2 + δ2
f1
)
∂δ,dσ
)
,(6.3)
this leads to
DM¯1(f1, σ, δ, z1, z2)
= spanR

(∂z1 , 0), (0,dz2), (2σ∂δ − 2δ∂σ,df1) ,(
−2σ∂f1 −
(
f1 +
σ2+δ2
f1
)
∂σ,dδ
)
,(
2δ∂f1 +
(
f1 +
σ2+δ2
f1
)
∂δ,dσ
)
 (f1, σ, δ, z1, z2).(6.4)
In the same manner, we get in the chart (ψ2(U), ψ
−1
2 ):
DM¯1(f2, σ, δ, z1, z2)
= spanR

(∂z1 , 0), (0,dz2), (2σ∂δ − 2δ∂σ,df2) ,(
−2σ∂f2 −
(
f2 +
σ2+δ2
f2
)
∂σ,dδ
)
,(
2δ∂f2 +
(
f2 +
σ2+δ2
f2
)
∂δ,dσ
)
 (f2, σ, δ, z1, z2).
It is easy to verify in both charts that this indeed defines a Dirac bundle on M¯1; it
is constant dim M¯1-dimensional and Lagrangian relative to the pairing on TM¯1 k
T ∗M¯1.
Since the Dirac structure D onM is integrable, we check that the reduced Dirac
manifolds (M¯0, DM¯0) and (M¯1, DM¯1) are also integrable. For (M¯0, DM¯0) this is
obvious. For (M¯1, DM¯1), we have to compute several Courant brackets. Since the
expressions for DM¯1 are the same in both charts (ψ1(U), ψ
−1
1 ) and (ψ2(U), ψ
−1
2 ), it
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suffices to carry out these computations only in the first chart. Denote by (Xi, αi),
i = 1, . . . , 5, the five spanning sections of DM¯1 in the chart (ψ1(U), ψ
−1
1 ) in the
order of formula (6.4). We only have to check that [(Xi, αi), (Xj , αj)] ∈ Γ(DM¯1)
for all i, j ∈ {1, . . . , 5}.
To see this, we begin by noting that
[(X1, α1), (Xj , αj)] = [(X2, α2), (Xj , αj)] = 0 ∈ Γ(DM¯1)
for j = 1, . . . , 5. Next, we compute
[(X3, α3), (X4, α4)]
=
[
(2σ∂δ − 2δ∂σ,df1) ,
(
−2σ∂f1 −
(
f1 +
σ2 + δ2
f1
)
∂σ,dδ
)]
=
(
2σ ·
−2δ
f1
∂σ − 2δ · (−2)∂f1 − 2δ ·
−2σ
f1
∂σ +
(
f1 +
σ2 + δ2
f1
)
· 2∂δ,
d (dδ(2σ∂δ − 2δ∂σ))
)
=2
(
2δ∂f1 +
(
f1 +
σ2 + δ2
f1
)
∂δ,dσ
)
= 2(X5, α5) ∈ Γ(DM¯1).
In the same manner,
[(X3, α3), (X5, α5)]
=
[
(2σ∂δ − 2δ∂σ,df1) ,
(
2δ∂f1 +
(
f1 +
σ2 + δ2
f1
)
∂δ,dσ
)]
= −2
(
−2σ∂f1 −
(
f1 +
σ2 + δ2
f1
)
∂σ,dδ
)
= −2(X4, α4) ∈ Γ(DM¯1)
and
[(X4, α4), (X5, α5)]
=
[(
−2σ∂f1 −
(
f1 +
σ2 + δ2
f1
)
∂σ,dδ
)
,
(
2δ∂f1 +
(
f1 +
σ2 + δ2
f1
)
∂δ,dσ
)]
=
(
−2σ ·
(
1−
σ2 + δ2
f21
)
∂δ −
(
f1 +
σ2 + δ2
f1
)
·
2σ
f1
∂δ
+2δ ·
(
1−
σ2 + δ2
f21
)
∂σ +
(
f1 +
σ2 + δ2
f1
)
·
2δ
f1
∂σ,−d
(
f1 +
σ2 + δ2
f1
))
=
(
−4σ∂δ + 4δ∂σ,−df1 +
σ2 + δ2
f21
df1 −
2σdσ
f1
−
2δdδ
f1
)
=− 2(2σ∂δ − 2δ∂σ,df1) +
1
f1
(
0,
(
f1 +
σ2 + δ2
f1
)
df1 − 2σdσ − 2δdδ
)
.
This is a section of DM¯1 since the first summand is the pair (X3, α3) and the second
summand is shown in (6.3) to be a section of DM¯1 .
Thus, we have directly verified in this example the conclusions of Theorems 6.5
and 6.6.
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6.3. Reduction of dynamics.
Definition 6.11. The function f ∈ C∞(M) will be called admissible if there exists
a vector field Xf ∈ X(M) such that
(6.5) (Xf ,df) ∈ Γ(D).
Note that we have (Xf + Y,df) ∈ Γ(D) for all sections Y of G0. Hence if the
distribution G0 is not trivial, equation (6.5) does not define a unique vector field
Xf .
Theorem 6.12. Let f ∈ C∞(M)G be admissible. Then there exists Xf ∈ X(M)G
such that (Xf ,df) is a section of D. Hence, for each stratum P¯ of M¯ satisfying the
conditions of Theorem 6.5, there exists a section (XP¯ , αP¯ ) such that Xf ∼pi X¯ ∈
X(M¯), XP¯ ∼ιP¯ X¯, and αP¯ = ι
∗
P¯
α¯, π∗α¯ = df . The vector field XP¯ is a solution of
the implicit Hamiltonian system
(XP¯ ,dfP¯ ) ∈ Γ(DP¯ ),
where fP¯ ∈ C
∞(P¯ ) is the function defined by fP¯ = ι
∗
P¯
f¯ , with f¯ ∈ C∞(M¯) defined
by π∗(f¯ ) = f . If X ′
P¯
is another solution of this equation, there exists an element Y
of Γ(G0)
G such that Xf + Y descends to a vector field on M¯ that restricts to X
′
P¯
.
Proof. Let f ∈ C∞(M)G be admissible. LetX be a vector field satisfying (X,df) ∈
Γ(D), and consider the average of this pair. Since df is already G-invariant, it
remains unchanged and the G-invariant average of (X,df) is (XG,df) with a G-
invariant vector field XG. Since D is G-invariant, the section (XG,df) is also a
section of D. If XG disappears, the solutions of the implicit Hamiltonian system
span the generalized tangent distribution G0. Set XG =: Xf . Then the first
statement is proved, and (Xf ,df) ∈ DG. The remainder of the theorem follows
immediately. 
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