Diffusive real-time dynamics of a particle with Berry curvatures by Misaki, Kou et al.
Diffusive real-time dynamics of a particle with Berry curvatures
Kou Misaki,1 Seiji Miyashita,2 Naoto Nagaosa1,3
1Department of Applied Physics, The University of Tokyo,
Bunkyo, Tokyo 113-8656, Japan
2Department of Physics, The University of Tokyo,
Bunkyo, Tokyo 113-8656, Japan
3RIKEN Center for Emergent Matter Science (CEMS),
Wako, Saitama 351-0198, Japan
(Dated: February 14, 2018)
We study theoretically the influence of Berry phase on the real-time dynamics of the single particle
focusing on the diffusive dynamics, i.e., the time-dependence of the distribution function. Our model
can be applied to the real-time dynamics of intraband relaxation and diffusion of optically excited
excitons, trions or particle-hole pair. We found that the dynamics at the early stage is deeply
influenced by the Berry curvatures in real-space (B), momentum-space (Ω), and also the crossed
space between these two (C). For example, it is found that Ω induces the rotation of the wave
packet and causes the time-dependence of the mean square displacement of the particle to be linear
in time t at the initial stage; it is qualitatively different from the t3 dependence in the absence of the
Berry curvatures. It is also found that Ω and C modifies the characteristic time scale of the thermal
equilibration of momentum distribution. Moreover, the dynamics under various combinations of
B, Ω and C shows singular behaviors such as the critical slowing down or speeding up of the
momentum equilibration and the reversals of the direction of rotations. The relevance of our model
for time-resolved experiments in transition metal dichalcogenides is also discussed.
I. INTRODUCTION
The role of Berry phase1 in wave mechanics has been
attracting intensive attention. The effects from both the
geometry characterized by the Berry curvature, which
can be understood as a modification of commutation re-
lations between phase space coordinates2,3, and its global
aspects captured by the topological indices are the focus
of recent studies. The former includes the anomalous
Hall effect4, spin Hall effect5,6, and magnon Hall effect7,
while the topological insulators and topological super-
conductors are the examples of the latter8,9. Berry phase
has been discussed for the ground states and the linear
responses near the thermal equilibrium4–7, the general
cyclic evolution of a quantum state10, and the periodi-
cally driven systems11–14.
On the other hand, the role of Berry phase in the real-
time dynamics far from the equilibrium has been less
studied. Especially the diffusion processes15 are funda-
mental for propagation of particles, chemical reactions,
and even biological phenomena16. Especially, the real-
time dynamics becomes a tractable issue experimentally
due to the technological developments, e.g., ultra-fast
time-resolved spectroscopies in cold atom systems17,18
and in solids19,20. Although there have been some pro-
posals and experiments in cold atom systems21–27 and
photonic lattice systems28 for measuring the Berry cur-
vatures in momentum space, the diffusive dynamics has
not been explored.
In this work, we study the role of Berry phase in dif-
fusion processes16,29. We consider the Berry curvatures
in real-space (B), momentum-space (Ω), and also the
crossed space between these two (C). These three cur-
vatures play distinct roles in the real-time dynamics of
diffusion starting from the initial condition of fixed po-
sition and momentum. Therefore, the results offer yet
another method to disentangle the Berry curvatures in
terms of time-resolved experiments. Also it is found that
the interference between them results in rich phenomena
including the singular behaviors as shown below.
II. MODEL AND RESULTS
A. Semiclassical stochastic equation
The semiclassical equation for the wave packet local-
ized both in position and momentum space is, if we
include the friction and fluctuation caused by a heat
bath15,29,30 (see Appendix C for derivation),
r˙i =
∂(r,p)
∂pi
−
(
(Ωˆpp)ij p˙j + (Ωˆpr)ij r˙j
)
, (1)
p˙i = −∂(r,p)
∂ri
+
(
(Ωˆrp)ij p˙j + (Ωˆrr)ij r˙j
)
−mγr˙i +
√
2mγkBTξi(t), (2)
where m is the mass of the particle, γ is the friction
constant, kB is the Boltzmann constant, T is the tem-
perature of the system, i, j = 1, . . . , d and d is the spatial
dimension of the system. (ΩˆXX)αβ (X = (r,p), and
α, β = 1, . . . , 2d are the coordinates of phase space.) is
the Berry curvature, and (r,p) is the energy of the par-
ticle. ξi(t) is the Gaussian fluctuation force and satisfies
〈ξi(t)ξj(t′)〉 = δ(t − t′)δij and 〈ξi(t)〉 = 0, where the
bracket denotes the ensemble average.
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2From now on, we will assume that the spatial di-
mension d = 2, (p) = p2/(2m), Ωˆpp = (Ω/~)iσy,
Ωˆrr = qBiσy and Ωˆrp = CI2, where q is the charge of
the particle and I2 and σy are 2 × 2 unit matrix and y
component of Pauli matrices, respectively. We set ~ = 1
henceforth. Here we assumed Ω, qB and C to be con-
stant. We defer the discussion for the applicability of our
model to real experiments to the end of the paper. Here,
B and Ω are the real space magnetic field perpendicular
to our two dimensional system and Berry curvature in
momentum space, respectively. As for C, in the presence
of elastic deformation field ui(r), Ωˆrp can be calculated
as31
(Ωˆrp)ij =
∂uj
∂ri
(
1− m0
m
)
=: wji
(
1− m0
m
)
, (3)
where m0 is an unrenormalized bare mass of the particle.
Here we restrict our attention to the symmetric part of
wij (w
s
ij =
1
2 (wij + wji)). If we consider the case where
the system is under the uniform, isotropic and weak pres-
sure, according to Hooke’s law32, wsij ∝ δij . Moreover,
for the system with m m0, small amount of deforma-
tion leads to large C ∼ 1.
As we mentioned in the introduction, varying Berry
curvatures amount to modifying the commutation rela-
tion. We will see, at particular parameter range, i.e.,
C = 1 and qBΩ = 1, the dynamics becomes singular. It
can be attributed to the singularity of the commutation
relation of the dynamics. For example, C=1 indicates
that the r and p commute each other and both can be
determined simultaneously, i.e., the uncertain principle
does not apply in this case.
B. Fokker-Planck equation and real-time dynamics
of diffusion
From the Langevin equations (1) and (2), we can derive
the Fokker-Planck equation, which describes the time
evolution of the probability distribution function P (X, t)
(Details of the derivation are in Refs. 15, 29, and 30) and
Appendix B:
∂P (X, t)
∂t
= (Gˆ)αβ∇α[(∇β)P ]
+
kBT
2
(Gˆ+ GˆT )αβ∇α∇βP, (4)
where the matrix Gˆ is the inverse of
Gˆ−1 =
(
mγI2 − qBiσy (1− C)I2
−(1 + C)I2 −Ωiσy
)
. (5)
Here we assumed that the matrix Gˆ−1 is regular:
det Gˆ−1 =
[
(1− C)2 − qBΩ]2 + (mγΩ)2 6= 0. (6)
We will discuss what happens if G−1 is singular later.
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FIG. 1. The plots for the time evolutions of the av-
erages of the position (a) and momentum (b), measured
in units of pT =
√
2mkBT and rT = pT /(mγ). The
initial condition is P (X, t = 0) =
∏
α δ(Xα − X0α) and
(rx0, ry0, px0, py0) = (0, 0, 3pT , 0). The “None”, “B 6= 0”,
“Ω 6= 0” and “C 6= 0” lines are the behaviors at dimension-
less parameters (qB/(mγ),mγΩ/~, C) = (0, 0, 0), (−1, 0, 0),
(0, 1, 0) and (0, 0,−1), respectively, as is shown in the inset of
(a). The final position of the particle is denoted by the dots
in (a). Note that the endpoints of “None” and “Ω 6= 0” line in
(a), B 6= 0 and Ω 6= 0 line in (b), and “None” and C 6= 0 line
in (b), coincide. The momentum relaxes to 0 by friction for
all the cases. In the case of Ω 6= 0, the directions of 〈pi〉 and
d
dt
〈ri〉 do not coincide; to see this in the figure, we note that,
although the initial momentum is purely x direction, the ini-
tial ~˙r contains y component, because of the finite anomalous
velocity.
Now we study the time-evolution of the distribution
function P (X, t). Because of the assumption of quadratic
dispersion of (p) and constant Berry curvatures, we
can exactly solve Eq. (4) with the initial condition
of fixed position and momentum16: P (X, t = 0) =∏
α δ(Xα − X0α), where X0 = (r0,p0) denotes the ini-
tial coordinate and momentum. Since the solution is the
Gaussian distribution, it is enough to calculate the first
and second moments for specifying the probability dis-
tribution.
The time evolution of the first moment is shown in Fig.
1 in the case of only one of B, Ω and C is nonzero. We
define two time scales which characterize the dynamics,
1/γ1 and 1/γ2:
γ1 =
(1− C)2γ
[(1− C)2 − qBΩ]2 +m2γ2Ω2 , (7)
γ2 =
−qB(1− C)2 + (q2B2 +m2γ2)Ω
m{[(1− C)2 − qBΩ]2 +m2γ2Ω2} , (8)
where 1/γ1 is the relaxation time toward the final po-
sition and momentum, and γ2 represents the frequency
of the characteristic rotational motion. We can see the
characteristic rotational motion when γ2 6= 0, i.e., B 6= 0
or Ω 6= 0 in Fig. 1.
As for the second moment, we define the correlation
function 〈〈Xα(t)Xβ(t)〉〉 = 〈(Xα(t) − 〈Xα(t)〉)(Xβ(t) −
〈Xβ(t)〉)〉. Then the long time behavior of 〈〈rirj〉〉 is, as
3t→∞,
〈〈ri(t)rj(t)〉〉 =
(
2mγkBT
q2B2 +m2γ2
t
+
mkBT (1− C)2
(q2B2 +m2γ2)2
(q2B2 − 3m2γ2) +O(e−γ1t)
)
δij .
(9)
On the other hand, the short time behavior of 〈〈riri〉〉
(no summation) is, as t→ 0,
〈〈ri(t)ri(t)〉〉 = R1t−R2t2 +R3t3 +O(t4), (10)
where
R1 =
2mγΩ2kBT
detGˆ−1
, (11)
R2 =
2(1− C)2mγ2Ω2kBT
(detGˆ−1)2
, (12)
R3 = 2(1− C)2γkBT
× [(1− C)
2 − qBΩ]3 +m2γ2Ω2[3(1− C)2 − qBΩ]
3m(detGˆ−1)3
.
(13)
The correlations of the momenta are,
〈〈pi(t)pj(t)〉〉 = mkBT
(
1− e−2γ1t) δij . (14)
This quantity eventually relaxes to mkBT with the re-
laxation time 1/(2γ1), since the probability distribution
relaxes to the thermal equilibrium, see Appendix B.
Finally, the cross-correlations between the position and
momentum are,
〈〈ri(t)pj(t)〉〉 = mkBT
q2B2 +m2γ2
(f1(t)δij − f2(t)(iσˆy)ij),
(15)
where f1(t) = mγ(1 − C) + e−2γ1tmγ(1 − C)[1 −
2eγ1t cos(γ2t)] and f2(t) = qB(1 − C) − e−2γ1t[qB(1 −
C)− 2mγ(1−C)eγ1t sin(γ2t)]. The antisymmetric corre-
lation of ri and pj , i.e., the second term in the right hand
side of Eq. (15), represents the orbital angular momen-
tum.
Among the Berry curvatures B, Ω and C, the long
time behavior of the diffusive dynamics, i.e., t >> 1/γ1,
is characterized mainly by B and C: If B 6= 0, the ro-
tational motion from the Lorentz force (Fig. 2(d)) leads
to the slow diffusion, i.e., the small diffusion coefficient,
at long time (Fig. 2(b))33–35; the value of 〈〈riri〉〉 (no
summation) is affected when C 6= 0, see Eq. (9) and Fig.
2(b). At long time, we do not see any effect of Ω, see
Fig. 2. The reason is that, after the relaxation of mo-
mentum distribution (t > 1/γ1), the force on the particle
is balanced and p˙i = 0, so the anomalous velocity term
vanishes at the equilibrium of the momentum distribu-
tion. However, the effect of Ω does appear in the short
time dynamics at t < 1/γ1.
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FIG. 2. The plots for the time evolutions of, (a,b) 〈〈riri〉〉, (c)
〈〈rp〉〉sym = 〈〈ripi〉〉, (d) 〈〈rp〉〉asym = 12 (〈〈rxpy〉〉 − 〈〈pxry〉〉)
and (e) 〈〈pipi〉〉 (no summation of repeated indices here),
where pT =
√
2mkBT and rT = pT /(mγ). Note the dif-
ferences of the time scale of each panel. (a) is the zoom up of
(b). The initial condition is P (X, t = 0) =
∏
α δ(Xα −X0α),
so 〈〈XαXβ〉〉 = 0 for ∀α, β at t = 0. The “None”, “B 6= 0”,
“Ω 6= 0” and “C 6= 0” lines are the behaviors at dimension-
less parameters (qB/(mγ),mγΩ/~, C) = (0, 0, 0), (−1, 0, 0),
(0, 1, 0) and (0, 0,−1), respectively, as is shown in the inset
of (a). (a) From Eq. (10), the short time behavior of 〈〈riri〉〉
is O(t) for Ω 6= 0 and O(t3) for Ω = 0. (b) We can see the
difference of slope and value of 〈〈riri〉〉 at long time, see Eq.
(9). (c,d) The fact that 1
2
(〈〈rxpy〉〉 − 〈〈pxry〉〉) does not van-
ish indicates the finite angular momentum at long time for
B 6= 0. (e) The characteristic relaxation time of 〈〈pipi〉〉 is
different in three cases, see Eq. (14). Note that the “None”
and “B 6= 0” line coincide in (e). These results do not depend
on the initial values of Xα, i.e., X
0
α.
C. Effect of each Berry curvature on the short
time dynamics
Now we study the effect of individual Berry curvature
B, Ω, and C on the short time dynamics by putting only
one of them nonzero. The interference between them will
be discussed later.
— Real-space magnetic field B
The rotational motion caused by the Lorentz force affects
the diffusive dynamics. By the rotational motion (Fig.
2(d)), the diffusion is suppressed, although R3 in Eq.
(10) is not affected by B (Fig. 2(a)). The relaxation
of the momentum distribution is not affected by B (Fig.
2(e)), from Eqs. (7) and (14).
— Momentum space Berry curvature Ω
The anomalous velocity term, combined with the friction
and fluctuation terms in Eq. (2), result in the modifica-
4tion of the diffusive dynamics at short time. Namely, the
spread in real space 〈〈riri〉〉 becomes fast; it is linear in t
in stark contrast to the usual t3 behavior without Ω, see
Eqs. (10), the definitions of R1, R2, R3 and Fig. 2(a).
We note that our model is not a Smoluchowski equa-
tion, which describes the long time scale dynamics and
gives t linear behavior in the absence of Berry curvatures.
The coefficient is R1 = (2kBTx
2)/[mγ(1 + x2)], where
x = mγΩ. The finite angular momentum at short time
can be seen in Fig. 2(d); as we noted above, this behav-
ior is independent of the initial momentum p0, and can
be understood as the internal rotational motion of the
wave packet of the probability distribution in real space.
From Eq. (7), the characteristic relaxation time 1/γ is
modified as 1/γ1 = (1 + x
2)/γ, and the relaxation of the
momentum distribution toward the equilibrium becomes
slower, see Fig. 2(e).
— Berry curvature in crossed space C
The dynamics does not contain the rotational motion,
since Ωˆrp is the diagonal matrix and the system is sym-
metric in the left-handed and right-handed direction.
The effect of C appears in the modification of the re-
laxation time 1/γ1 = (1 − C)2/γ from Eq. (7) (Fig.
2(c,f)) and the diffusion at short time (Fig. 2(a)) and
at long time (Fig. 2(b)). In particular, for 0 < C < 1
(C < 0), 1/γ1 is reduced (enhanced) and the relaxation
become faster (slower). When C = 1, from Eq. (6) the
matrix Gˆ−1 is singular and γ1 diverges. We will discuss
this singular case below.
D. Interference between Berry curvatures
Now we consider the effects due to the coexistence of
different Berry curvatures. In particular, it often hap-
pens that both qB (C) and Ω are finite2, e.g., when the
external magnetic field (the elastic deformation) is ap-
plied to the system with the band structure of finite Ω,
so we discuss these cases.
— The interference between Ω and B
Because of the term 1 − qBΩ in the denominator, the
presence of both B and Ω leads to the enhancement of
γ1 = γ/[(1 − qBΩ)2 + (mγΩ)2], which is the recipro-
cal of the characteristic time scales of the relaxation.
This is in sharp contrast to the case where only Ω is
finite and the effect is only the reduction of γ1. In par-
ticular, if we regard γ1 and γ2 as functions of qB, γ1
obeys the Lorentzian distribution with a peak of height
1/(m2γΩ2) at qB = 1/Ω with a half width at half max-
imum mγ. When qBΩ = 1 and γ = 0, it is known
that the degrees of freedom of the system is reduced,
and we get the constrained system36,37. Here, γ and
ξi(t) remove the singularity of the det Gˆ
−1 in Eq. (6),
as was pointed out in Ref. 15. However, the anoma-
lous behavior appears in the diffusive dynamics: The
minimum of γ2 at B = 1/(qΩ) − mγ/(qB) (Ω > 0)
dips below zero for γ < 1/(2mΩ), and the characteris-
tic rotational motion for short time changes the sign of
the angular momentum twice as we sweep B from −∞
to +∞. Since the ratio of peak values of γ1 and γ2 is
|γ2,peak/γ1,peak| = |mγΩ− 1/2|, if mγΩ  1, it is possi-
ble to detect the rotational motion before the average of
the momentum and position relaxes to the equilibrium.
— The interference between Ω and C
In the presence of both Ω and C, γ1 = [(1−C)2γ]/[(1−
C)2 + (mγΩ)2] and γ2 = [γ(mγΩ)]/[(1−C)2 + (mγΩ)2].
From these two quantities, we can see the resonant behav-
ior as we vary 1−C, and this behavior crucially depends
on whether Ω = 0 or not, as shown below.
When C = 1 and Ω = 0, the dynamics of pi and ri
completely decouples, and we get the constraint pi = 0.
In this case, the system is governed by the dynamics of ri
only, and we get the Langevin equation for the Brownian
particle. In fact, as C → 1, γ1 = γ/(1 − C)2 → ∞ and
the system becomes overdamped for all the time scale.
When C = 1 and Ω 6= 0, the singularity of Gˆ−1 is
removed, see Eq. (6). However, the dynamics of pi
and ri is still decoupled. As C → 1, we get γ1 =
[(1−C)2γ]/[(1−C)4 +(mγΩ)2]→ 0, and the system be-
comes underdamped for all the time scale, and the effect
of the friction and fluctuation on pi vanishes. In this case,
we get the singular rotational motion: The solution of
Eq. (2) is (px, py) = p0(cos[t/(mΩ)+φ], sin[t/(mΩ)+φ])
((px0, py0) = p0(cosφ, sinφ)), so the dynamics of pi
is purely rotational motion with the frequency 1/(mΩ)
(= γ2), which is singular at Ω = 0. The dynamics of ri
is the same as Ω = 0 case discussed above. Here we see
modification of the commutation relation by the Berry
curvatures decouples the dynamics of pi and ri.
III. DISCUSSION
The results given above offer enough information to
determine Berry curvatures from the measurements of
real-time diffusive dynamics. The relaxation of the mo-
mentum distribution is affected in the presence of “mag-
netic field” in momentum space just like the diffusion
coefficient is modified in the presence of magnetic field in
real space, and the behavior we saw is expected to occur
universally also in more complex models.
As for the coexistence of both Ω and B, a promis-
ing candidate is the surface state of magnetic topologi-
cal insulator7,8. The exchange gap induced at the sur-
face state leads to the Berry curvature Ω and quantized
anomalous Hall effect38. Recently, it is found that the
skyrmions are produced during the magnetization pro-
cess of this system39, which produces the real-space Berry
curvature B due to the scalar spin chirality40. In this sit-
uation, by tuning the exchange gap and the size of the
skyrmion, the product qBΩ can be of the order of unity.
Note that the real-space Berry curvature produced by the
Skyrmion crystal are modulated spatially, but its effect
on the electrons with small wavenumber is identical to
that of the uniform B41.
Even more direct relevance to our model is the dy-
5namics of optically excited excitons and trions at K
and K ′ point in transition metal dichalcogenides42. In
this material, when the circularly polarized light is in-
jected, one can selectively create the bound exciton at
only K or K ′ point depending on the polarization. The
exchange coupling leads to strong mixing between K
and K ′ excitons, and the Hamiltonian for the center of
mass momentum of excitons ~k = k(cosφ, sinφ) is HD =
vk(cos(2φ)σx + sin(2φ)σy), where σi is K and K
′ val-
ley pseudo-spin and v ∼ 0.79 eVA˚ represents the mixing
from the exchange coupling43. If we apply magnetic field
B, by valley Zeeman effect44–50, the gap Hgap = ∆σz,
where ∆ ∼ 2.3 meV with B ∼ 10 T, is induced between
K and K ′ excitons. And if the temperature is low enough
to satisfy kT :=
√
2kBT∆/v ≤ ∆/v, i.e., T ≤ 13 K, Berry
curvature can be regarded as constant Ω ∼ 1.2 × 105 A˚2
and at the same time the dispersion of the upper band
can be approximated as quadratic. Also, the authors
of Ref. 43 suggested that binding another doped elec-
tron at K or K ′ point to form a trion leads to a Dirac
type dispersion with a mass term, coming from exchange
coupling between exciton and electron, Hgap = ∆σzsz,
where σi and si represent valley degrees of freedom of
constituting exciton and electron, respectively. The es-
timated value is ∆ ∼ 3 meV, so if T ≤ 17 K, our model
with Ω ∼ 6.9 × 104 A˚2 is applicable for the same rea-
son as above. Moreover, since trion is a charged particle,
by applying magnetic field B = (~/q)/Ω ∼ −970 mT,
we expect the singular behavior of γ1 and γ2 as we dis-
cussed above. Here, B is so small that we can neglect
the effect of Zeeman energy. In both cases, for laser
spot of 0.5µm, the uncertainty in momentum space is
∆k ∼ 2×10−4 A˚−1, and well within ∆/v. The time- and
space-resolved spectra of light emission can detect the
diffusive dynamics of these particles. The time-scale of
the relaxation γ−11,2 is typically pico second for electronic
systems, which is now within the range of experimental
access.
Besides above two, another candidate is the cold atom
systems. Recently, the topological band structure, i.e.,
Haldane model, is realized in optical lattice51. It is also
realized that the local defect is introduced as the initial
condition and trace the time-evolution of the system after
it52,53. In the case of cold atoms in optical lattice, the
random force and dissipation is rather weak, and one
needs to design the coupling of the atoms to the heat bath
such as the electromagnetic field. However, the time scale
in this case is much longer, i.e., typically ∼ 10msec53,
and the observation of the dynamics of a single particle
is expected to be easier than the electronic systems.
Finally, we point out the difference between our work
and the work in the previous literature28,54. In Ref. 28,
the method of measuring the momentum space Berry
curvature in the lossy photonic lattice systems was dis-
cussed. Although the idea of measuring the Berry curva-
ture through the optical excitation and the resultant real-
space distribution has some resemblance to our proposal,
there are important differences: They discussed the ef-
fect of momentum space Berry curvature on a steady
state property (especially 〈x〉) of a lossy system with a
continuous pumping at zero temperature, while we dis-
cussed the effect of phase space Berry curvatures on the
diffusive transient dynamics (including the first and sec-
ond moment in phase space) after the irradiation of light
at finite temperature. In Ref. 54, the diffusive dynamics
of an electron in a Landau level was discussed. Although
their treatment is fully quantum mechanical and ours is
semiclassical, our model is more general when restricted
to the semiclassical regime: Since projecting onto a Lan-
dau level corresponds to neglecting the kinetic term, their
model in the semiclassical, high temperature regime cor-
responds to the special case of our model with qB 6= 0
and m→ 0 with mγ fixed in Eq. (2).
In summary, we find Berry curvatures modify the re-
laxation time of the probability distribution in momen-
tum space and the diffusion coefficient. In particular,
the short time behavior contains useful information and
hence the time-resolved experiments will provide useful
information on Berry curvatures.
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Appendix A: Semiclassical equation in the presence
of Berry curvatures
The physical meaning of each term in the semiclassi-
cal equation, Eqs. (1) and (2) is the followings. (r,p) is
the energy of the particle and reflects the potential energy
and the dispersion relation of the band. To understand
the origin of the terms containing the Berry curvature in
the equation, it is important to note that Berry connec-
tion is defined as the inner product of the adjacent wave
functions in some parameter space; here, the parameter
space is a phase space spanned by the position and mo-
mentum of a particle. Since the particle is represented by
the wave packet composed of the neighboring wave func-
tions, the dynamics of the particle is affected by Berry
connections. The Berry connections appear in the La-
grangian of the system, derived by the time dependent
variational principle55. Except the last two terms in the
right hand side of Eq. (2), Eqs. (1) and (2) are derived
6from the effective Lagrangian of the system,
L = pir˙
i +Ai(r,p)r˙
i + ai(r,p)p˙
i − (r,p), (A1)
where Ai(r,p) and ai(r,p) are Berry connections of the
wave function in real space and momentum space, respec-
tively. To see the role of each term in the Lagrangian,
we rewrite Eqs. (1) and (2) as,
Gˆ−1
(
r˙
p˙
)
= −
( ∇r
∇p
)
(r,p) +
√
2mγkBT
(
ξ(t)
0
)
,
(A2)
where
Gˆ−1 =
(
mγIˆd 0
0 0
)
+
[(
0 Iˆd
−Iˆd 0
)
−
(
Ωˆrr Ωˆrp
Ωˆpr Ωˆpp
)]
;
(A3)
Iˆd is a d×d unit matrix; the d×d matrices Ωˆrr, Ωˆrp, Ωˆpr
and Ωˆpp represent the Berry curvatures and are defined
as the field strengths in phase space:
(Ωˆrr)ij = ∂riAj − ∂rjAi, (Ωˆrp)ij = ∂riaj − ∂pjAi,
(A4)
(Ωˆpr)ij = ∂piAj − ∂rjai, (Ωˆpp)ij = ∂piaj − ∂pjai. (A5)
From the term in the square bracket in Eq. (A3), we
can see that the first three terms in Eq. (A1) represent
the symplectic structure of the system. In particular, the
first term in the parenthesis on the right hand side of Eq.
(1) is known as a source of Hall effect, and is called the
anomalous velocity term4.
Appendix B: Langevin equation in the presence of
Berry curvatures
The Langevin equation of the particle with the energy
(r,p) in the presence of Berry curvatures is15,29,30,
(Gˆ−1)αβX˙β = −∇α(X) +Nαβξβ(t)⇔ X˙α = −Gαβ∇β(X) + (GˆNˆ)αβξβ(t), (B1)
where X = (r,p) and
Gˆ−1 = Qˆ+
[(
0 Iˆd
−Iˆd 0
)
−
(
Ωˆrr Ωˆrp
Ωˆpr Ωˆpp
)]
. (B2)
Here, Qˆ is some 2d × 2d symmetric matrix which rep-
resents the effect of friction and ξα(t) is the Gaussian
fluctuation force:
〈ξα(t)ξβ(t′)〉 = δ(t− t′)δαβ , 〈ξα(t)〉 = 0. (B3)
The subscript α, β = 1, . . . , 2d represent the coordinates
of phase space, Iˆd is a d × d unit matrix. This stochas-
tic differential equation does not necessarily describe the
dynamics of a particle coupled with a thermal bath; we
need to impose the condition which ensures the relax-
ation of the system toward the equilibrium (Eq. (B21)).
This condition can be derived from the Fokker-Planck
equation, which is equivalent to the Langevin equation
equipped with the interpretation of the noise term. From
now on, we assume that GˆNˆ does not depend on X to
avoid the subtlety of the interpretation of the noise term.
In general, given some stochastic differential equation,
x˙i(t) = gi(x(t)) + hijξj(t), (B4)
we can derive the time evolution of the probability dis-
tribution P (r, t) = 〈∏i δ(ri − xi(t))〉. First,
xi(t+ ) = xi(t) +
∫ t+
t
dt1 gi(x(t1)) + hij
∫ t+
t
dt1 ξj(t1). (B5)
7To evaluate this up to O(), we note that for some arbitrary function L(x(t1)),
L(x(t1)) = L(x(t) + x(t1)− x(t))
= L(x(t)) + (xk(t1)− xk(t))∇kL(x(t)) + . . .
= L(x(t)) +
∫ t1
t
dt2 x˙k(t2)∇kL(x(t)) + . . .
= L(x(t)) +
∫ t1
t
dt2 [gk(x(t2)) + hklξl(t2)]∇kL(x(t)) + . . . . (B6)
To evaluate the order of the second term, we note that
〈
∫ t+
t
dt1 ξi(t1)
∫ t+
t
dt1 ξj(t1)〉
=
∫ t+
t
dt1
∫ t+
t
dt2〈ξi(t1)ξj(t2)〉 = δij. (B7)
So, ∫ t+
t
dt1 ξi(t1) = O( 12 ). (B8)
Then the right hand side of Eq. (B5) can be evaluated
as
xi(t) + gi(x(t)) +O( 32 ) + hij
∫ t+
t
dt1 ξj(t1). (B9)
From Eq. (B9), we can calculate the first and second
moments,
lim
→0
1

〈xi(t+ )− xi(t)〉 = gi(x(t)) =: ai(x(t)), (B10)
lim
→0
1

〈(xi(t+ )− xi(t))(xj(t+ )− xj(t))〉 = hikhjlδkl =: aij(x(t)). (B11)
And higher order moments are O( 32 ). From these moments, with the Chapman-Kolmogorov equation for this Markov
process and its Kramers-Moyal expansion56,
P (x, t+ ) =
∫
dx′P (x, t+ |x′, t)P (x′, t) (B12)
=
∫
dx′P ((x− x′) + x′, t+ |x− x′, t)P (x− x′, t)
=:
∫
dx′F (x− x′,x′; t+ , t)
=
∑
i1,...,iD
(−1)i1+···+iD
i1! . . . iD!
(
∂
∂x1
)i1
. . .
(
∂
∂xD
)iD ∫
dx′x′i11 . . . x
′iD
D F (x,x
′; t+ , t) (B13)
= P (x, t)−
(
∂
∂xi
)
(ai(x)P (x, t)) +
1
2
(
∂2
∂xi∂xj
)
(aij(x)P (x, t)) +O( 32 ), (B14)
where D is the dimension of the system. So, if we take
→ 0, we obtain the Fokker-Planck equation:
∂P (x, t)
∂t
= −
(
∂
∂xi
)
(ai(x)P ) +
1
2
(
∂2
∂xixj
)
(aij(x)P ).
(B15)
If we calculate the moments from Eq. (B1), we get
aα(X) = −Gαβ∇β, (B16)
aαβ(X) = (GˆNˆ)αγ(GˆNˆ)βδδγδ = (GˆNˆNˆ
T GˆT )αβ . (B17)
The system will eventually relax to the thermal equi-
librium if the fluctuations and frictions are caused by a
heat bath. From this physical assumption, we impose the
8condition that, the equilibrium distribution,
Peq = exp
(
−(X)
kBT
)
, (B18)
where kB is the Boltzmann constant and T is the temper-
ature, is the stationary solution of Eq. (B15). We note
that  in Eq. (B18) is the same as the one in Eq. (B1),
since the effect of Berry curvatures are the modification
of the symplectic structure of the system and the energy
of the system is not modified. As we assumed that Berry
curvature terms are constant in phase space, the modifi-
cation of the density of states2,57 is constant and can be
ignored. From this condition,
0 =
(
∂
∂Xα
)
(Gαβ∇βPeq) + 1
2
(
∂2
∂XαXβ
)
((GˆNˆNˆT Gˆ)αβPeq) (B19)
⇔0 = (∇α∇β)
(
Gαβ − 1
2kBT
(GˆNˆNˆT GˆT )αβ
)
+ (∇α)(∇β)
(
− 1
kBT
Gαβ +
1
2(kBT )2
(GˆNˆNˆT GˆT )αβ
)
. (B20)
As a result, we obtain the condition
1
2
(
Gˆ−1 + (Gˆ−1)T
)
=
1
2kBT
NˆNˆT . (B21)
This condition relates friction terms to fluctuation terms,
and is called the fluctuation-dissipation relationship.
Up to now, as far as the condition Eq. (B21) is satis-
fied, we can choose arbitrary form for Qˆ and Nˆ . Here we
consider the microscopic derivation of the Langevin equa-
tion (B1) by coupling the system with a bath to decide
the form of Qˆ and Nˆ in that situation.
Appendix C: Derivation of Eq. (B1) from Feynman
and Vernon’s influential functional
To derive the form of friction and fluctuation terms in
Eq. (B1), we consider the Caldeira-Leggett model58,59
in the presence of Berry curvatures. The argument here
closely follows the one in Ref. 59. We set ~ = 1 and
kB = 1 in this section. The action of the system is,
Ssys =
∫
C
dτ
(
pir˙i +Ai(r,p)r˙i + ai(r,p)p˙i − p
2
i
2m
)
,
(C1)
where C is the closed time contour and C = C+ ∪ C− =
{ti+ i0, tf + i0}∪{tf − i0, ti− i0}. Here we consider two
dimensional system and the form of Berry curvatures are
Ωˆpp =
(
0 Ω
−Ω 0
)
, Ωˆrr =
(
0 qB
−qB 0
)
,
Ωˆrp =
(
C A
−A C
)
, Ωˆpr =
( −C A
−A −C
)
. (C2)
Then,
ai =
Ω
2
jipj +Ajirj , Ai =
qB
2
jirj − Cpi, (C3)
where ji is the antisymmetric tensor. We define ri(t +
i0) =: r+i (t), ri(t−i0) =: r−i (t), and rcl(q)i (t) =: 12 (r+i (t)±
r−i (t)). We use the same definition also for all the fields
in the Keldysh space. Then we get
Ssys = 2
∫ tf
ti
dτ
(
pqi r˙
cl
i + p
cl
i r˙
q
i + qBjir
q
j r˙
cl
i + Ωjip
q
j p˙
cl
i
+Ajir
q
j p˙
cl
i +Ajir
cl
j p˙
q
i − Cpqi r˙cli − Cpcli r˙qi −
pcli p
q
i
m
)
. (C4)
9Here, we couple the system with a bath which is a collection of oscillators labeled by s59:
Sbath =
1
2
∑
s,i
∫ +∞
−∞
dt ~φTs,i(t)Dˆ
−1
s (t)
~φs,i(t), (C5)
Sint =
∑
s,i
gs
∫ +∞
−∞
dt
(
r+i φ
+
s,i − r−i φ−s,i
)
=
∑
s,i
2gs
∫ +∞
−∞
dt~rTi (t)σˆx
~φs,i(t), (C6)
where σˆx is the x component of the Pauli matrix in
Keldysh space; the vector represents
~rTi = (r
cl
i , r
q
i ),
~φTs,i = (φ
cl
s,i, φ
q
s,i); (C7)
Dˆ−1s is a 2× 2 matrix in Keldysh space:
Dˆ−1s (t) =
(
0 [D−1s ]
A(t)
[D−1s ]
R(t) [D−1s ]
K(t)
)
,
Dˆs(t) =
(
DKs (t) D
R
s (t)
DAs (t) 0
)
. (C8)
And from the dispersion relationship of the harmonic os-
cillator and the fluctuation-dissipation relationship for
the heat bath, in the Fourier transformed basis,
DR(A)s () =
1
2
1
(± i0)2 − ω2s
,
DKs () = coth

2T
[
DRs ()−DAs ()
]
∼= 2T

[
DRs ()−DAs ()
]
, (C9)
where in the last equation, we assume the temperature is
high compared to the characteristic frequency of the os-
cillator (semiclassical approximation); ωs is the frequency
of the oscillator s.
If we trace them out, there remains the terms which
represent the interaction between forward and backward
contours of the system. These terms are called the in-
fluence functional60. Since the argument is exactly the
same as the model in the absence of Berry curvatures59,
we just show the results. If we assume the Ohmic bath:
J(ω) := pi
∑
s
g2s
ωs
δ(ω − ωs) = 2mγω, (C10)
the contribution of the bath to the effective action for
the system coordinate is,
Sint =
1
2
∫ ∫ +∞
−∞
dt dt′
∑
i
~rTi (t)
[
−
∑
s
(2gs)
2σˆxDˆs(t− t′)σˆx
]
~ri(t
′)
=:
1
2
∫ ∫ +∞
−∞
dt dt′
∑
i
~rTi (t)Dˆ
−1(t− t′)~ri(t′). (C11)
Since
[D−1()]R(A) = −1
2
∑
s
4g2s
(± i0)− ω2s
=
∫ +∞
0
dω
2pi
4ωJ(ω)
ω2 − (± i0)2 = R± 2imγ,
[D−1()]K ∼= ([D−1()]R − [D−1()]A) 2T

= 8imγT,
(C12)
where the constant real part of [D−1()]R(A), R renor-
malizes the potential of the particle, and we will ignore
this term. Then, after Fourier transforming back to the
time representation,
Sint = −2mγ
∫
dtrqi r˙
cl
i + 4imγT
∫
dt(rqi )
2. (C13)
The second term can be rewritten as
e−4mγT
∫
dt(rqi )
2
=
∫
D [ξi(t)] e
− ∫ dt [ ξi(t)24mγT −2iξi(t)rqi (t)]
.
(C14)
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As a result, after performing rqi and p
q
i integration, we get the expression for the expectation value of the observable
Ω(rcl,pcl)
〈Ω(rcl(t),pcl(t))〉 =
∫
D [ξi(t)] e
− ∫ dt 14mγkBT ξi(t)2 ∫ D [rcli (t)pcli (t)]Ω(rcl(t),pcl(t))
×
∏
i
δ(r˙cli −
pcli
m
+ Ωij r˙
cl
j +Aij r˙
cl
j − Cr˙cli )δ(p˙cli − qBij r˙clj −Aij p˙clj − Cp˙cli +mγr˙cli − ξi), (C15)
where we set T → kBT . This expression represents the
Langevin equation (B1) with
Nˆ =
( √
2mγkBT Iˆ2 0
0 0
)
, Qˆ =
(
mγIˆ2 0
0 0
)
, (C16)
where X = (r,p). Then, Eq. (B1) is nothing but Eqs.
(1) and (2)
Here we note that, the friction term on the right hand
side of Eq. (2) is −mγr˙i, not −γpi. The reason is
that, the friction term −γpi and the fluctuation term√
2mγkBTξi(t) do not satisfy Eq. (B21). Also, the
microscopic derivation above leads to the friction term
−mγr˙i and the fluctuation term
√
2mγkBTξi(t), which
satisfy equation (B21). Therefore, as far as this micro-
scopic model is valid for the description of the dynamics,
Eqs. (1) and (2) must be used.
From now on, we will use Eq. (C16). Then, from Eq.
(B21), Eq. (B15) can be rewritten as
∂P (X, t)
∂t
= Gαβ∇α((∇β)P )
+
kBT
2
(Gˆ+ GˆT )αβ∇α∇βP. (C17)
Appendix D: Exact results
Given any linear multivariate Fokker-Planck equation,
∂P (X, t)
∂t
= −Aαβ ∂
∂Xα
(XβP ) +
1
2
Bαβ
∂2P
∂Xα∂Xβ
, (D1)
where Aˆ and Bˆ are the constant matrices, we can exactly
solve it with the initial condition16
P (X, 0) =
2d∏
i=1
δ(Xi −Xi0). (D2)
If we multiply Eq. (D1) with Xγ and integrate over X,
we get
∂
∂t
〈Xγ〉 = Aγβ〈Xβ〉, (D3)
then
〈Xγ〉(t) = (exp(tAˆ))γβXβ0. (D4)
If we multiply Eq. (D1) with XγXδ and integrate over
X, we get
∂
∂t
〈XγXδ〉 = Aγα〈XαXδ〉+Aδβ〈XγXβ〉+Bγδ. (D5)
If we introduce
〈〈Xγ(t)Xδ(t)〉〉 = 〈XγXδ〉(t)− 〈Xγ〉(t)〈Xδ〉(t) =: Θγδ(t),
(D6)
Θˆ∗(t) := e−tAˆΘˆ(t)e−tAˆ
T
, (D7)
then Θ∗γδ(0) = 0 and
∂
∂t
Θˆ∗ = e−tAˆBˆe−tAˆ
T
. (D8)
As a result, we get
Θˆ∗(t) =
∫ t
0
dt′ e−t
′AˆBˆe−t
′AˆT
⇔Θˆ(t) =
∫ t
0
dt′ e(t−t
′)AˆBˆe(t−t
′)AˆT =
∫ t
0
dt′ et
′AˆBˆet
′AˆT .
(D9)
Eqs. (D4) and (D9), are enough to determine the whole
dynamics since the process is Gaussian. The solution is,
P (X, t) = (2pi)−d(detΘˆ)−
1
2
× exp
[
−1
2
(XT − 〈XT 〉(t))Θˆ−1(t)(X − 〈X〉(t))
]
.
(D10)
If we set (p) = p2/(2m), the Fokker-Planck equation
with Berry curvatures, Eq. (C17), are linear multivariate
and
Aˆ =
1
m
(
0 −Gˆrp
0 −Gˆpp
)
, (D11)
Bαβ = kBT (Gαβ +Gβα), (D12)
where
Gˆ =:
(
Gˆrr Gˆrp
Gˆpr Gˆpp
)
, (D13)
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Gˆrr = M
[
mγΩ2
D2 +A2 − qBΩ Iˆ2 − Ωiσˆy
]
, (D14)
Gˆrp = M
[(
−D − mγΩA
D2 +A2 − qBΩ
)
Iˆ2 +
(
A− mγΩD
D2 +A2 − qBΩ
)
iσˆy
]
, (D15)
Gˆpr = M
[(
D − mγΩA
D2 +A2 − qBΩ
)
Iˆ2 +
(
A+
mγΩD
D2 +A2 − qBΩ
)
iσˆy
]
, (D16)
Gˆpp = M
[
mγ(A2 +D2)
D2 +A2 − qBΩ Iˆ2 +
(
−qB + m
2γ2Ω
D2 +A2 − qBΩ
)
iσˆy
]
, (D17)
D := 1− C and
M =
D2 +A2 − qBΩ
(D2 +A2 − qBΩ)2 +m2γ2Ω2 . (D18)
So we just need to calculate Eqs. (D4) and (D9) with matrices Eqs. (D11) and (D12). If we define
γ1 =
(D2 +A2)γ
(D2 +A2 − qBΩ)2 +m2γ2Ω2 , γ2 =
−qB(D2 +A2) + (q2B2 +m2γ2)Ω
m[(D2 +A2 − qBΩ)2 +m2γ2Ω2] , (D19)
and
g1(t) =
1
q2B2 +m2γ2
[AqB +mγD
− (AqB +mγD)e−γ1t cos(γ2t) + (mγA− qBD)e−γ1t sin(γ2t)], (D20)
g2(t) =
1
q2B2 +m2γ2
[qBD −mγA
− (qBD −mγA)e−γ1t cos(γ2t) + (mγD +AqB)e−γ1t sin(γ2t)], (D21)
f1(t) = mγD −AqB + e−2γ1t[mγD +AqB − 2mγeγ1t(D cos(γ2t) +A sin(γ2t))], (D22)
f2(t) = mγA+ qBD − e−2γ1t[qBD −mγA+ 2mγeγ1t(A cos(γ2t)−D sin(γ2t))], (D23)
then Eqs. (D4) and (D9) are,( 〈px(t)〉
〈py(t)〉
)
= e−γ1t
(
cos(γ2t) − sin(γ2t)
sin(γ2t) cos(γ2t)
)(
px0
py0
)
, (D24)( 〈rx(t)〉
〈ry(t)〉
)
=
(
g1(t) g2(t)
−g2(t) g1(t)
)(
px0
py0
)
+
(
rx0
ry0
)
, (D25)
〈〈ri(t)rj(t)〉〉 =
[
2mγkBT
q2B2 +m2γ2
t+
mkBT (A
2 +D2)
(q2B2 +m2γ2)2
(B2 − 3m2γ2)
+
4m2γkBT (A
2 +D2)
(q2B2 +m2γ2)2
e−γ1t(mγ cos(γ2t) + qB sin(γ2t))− mkBT (A
2 +D2)
q2B2 +m2γ2
e−2γ1t
]
δij , (D26)
〈〈ri(t)pj(t)〉〉 = mkBT
q2B2 +m2γ2
(f1(t)δij − f2(t)(iσˆy)ij), (D27)
〈〈pi(t)pj(t)〉〉 = mkBT (1− e−2γ1t)δij . (D28)
In the main text, we put A = 0. We note that,
D2 +A2 − qBΩ = 1− 2C + C2 +A2 − qBΩ = 1− (Ωˆrp)ii − αβγδ(ΩˆXX)αβ(ΩˆXX)γδ/8, (D29)
where αβγδ is the completely antisymmetric tensor, is nothing but the modified density of state of the system
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