This work addresses the development of a unified approach to content-based indexing and retrieval of digital videos from television archives. The proposed approach has been designed to deal with arbitrary television genres, making it suitable for various applications. To achieve this goal, the main steps of a content-based video retrieval system are addressed in this work, namely: video segmentation, key-frame extraction, content-based video indexing and the video retrieval operation itself. Video segmentation is addressed as a typical TV broadcast structuring problem, which consists in automatically determining the boundaries of each broadcasted program (like movies, news, among others) and inter-program (for instance, commercials). Specifically, to segment the videos, Electronic Program Guide (EPG) metadata is combined with the detection of two special cues, namely, audio cuts (silence) and dark monochrome frames. On the other hand, a color histogram-based approach performs key-frame extraction. Video indexing and retrieval are accomplished by using hashing and k-d tree methods, while visual signatures containing color, shape and texture information are estimated for the key-frames, by using image and frequency domain techniques. Experimental results with the dataset of a multimedia information system especially developed for managing television broadcast archives demonstrate that our approach works efficiently, retrieving videos in 0.16 seconds on average and achieving recall, precision and F1 measure values, as high as 0.76, 0.97 and 0.86 respectively.
Introduction
Over the years, the television production and distribution has shifted from a linear and analog process based on physical media to another one that is mostly digital, which allows a programmable and nonlinear access to television content. [1] In this scenario, huge digital video archives have been created by television companies, supporting for example, producers to store and edit new video productions, reporters to search relevant videos to re-use as background information and media researchers to investigate aspects of what has been broadcast. [2] Those video archives represent a vital component of the world's heritage and when combined with novel computing technologies have contributed to conceive new services around television and video platforms, such as Interactive TV [3] and Internet Television. [4] [5] [6] Specifically, when the Internet environment is considered, some challenging aspects must be faced with respect to procedures to highlight and share program-related materials, as well as the inclusion of user-generated content.
A critical task in all of those applications consists in to manage video content as an information resource, receiving significant attention from both industry and academia and that demands on structuring, analysis, summarizing, indexing and searching methods. [7] As a step toward this goal, we present a unified approach to content-based index-ing and retrieval of digital videos from television archives. The attribute "unified" refers to the ability of the proposed approach to deal with arbitrary television genres, covering all the main steps of a content-based video retrieval system, namely: video segmentation, key-frame extraction, contentbased video indexing and the retrieval operation itself.
The literature on content-based video retrieval and its evaluation is vast and impossible to cover here completely. Some authors classify the research on this topic in three fundamental areas, namely, video analysis, video abstraction, and video retrieval. [8] [9] [10] [11] Although a lot of efforts have been devoted into these three areas, both the computational cost and the accuracy of the existing systems are still far from satisfactory. A common problem is that in a general setting, the low-level features do not have a direct link to high-level concepts. This raises the question: how this semantic gap can be bridged?
Video analysis addresses the extraction of visual features, such as color, texture, shape and salient points, as performed in Refs. 12-14, to cite just a few. In Ref. 12 , for example, the authors present an automatic video genre classification system for classifying the types of TV programs, based on several low level audio-visual features, such as, color, texture, signal energy and mel-frequency cepstral coefficients, as well as cognitive and structural information derived from faces and video shots. The proposed system was evaluated using TV programs from Italian and French TV channels, achieving an overall accuracy as high as 94.5%. Dhöring & Lienhart [13] propose a real-time technique for mining TV broadcasts for recurring video sequences. The proposed technique is specially applied to log broadcast commercials fully automatically. An inverted index is used to identify similar frames and, in this case, images are mapped to the index by estimating a gradient-based image feature, which in turn is mapped to the index via a hash function. This approach is similar to the one proposed in the present work, where video indexing is accomplished by using a hashing method. The authors [14] propose a framework for analysis and summarization of soccer videos using cinematic and object-based features. The framework includes low-level algorithms, such as dominant color region detection and robust shot boundary detection, as well as some higher-level algorithms for goal and penalty box detection. Experiments were conducted over a data set, consisting of more than 13 hours of soccer video. As proposed in Refs. 12, 13, visual signatures are estimated in this work containing color, shape and texture information for representing the key-frames of video recordings, by using image and frequency domain techniques.
Video abstraction, in turn, refers to the representation of visual information, by applying, for instance, key-frame detection and shot clustering techniques. [15] [16] [17] [18] The information content extracted from video analysis and abstraction processes are usually referred to as metadata. In Ref. 15 , the authors propose a probabilistic framework to recover the inherent structure of scenes and shots in narratives of movies and TV shows. Dialog patterns are modeled by using multiple shot threads, which are together with a contextual visual dynamics embedded into a unified framework to capture the video hierarchy. Experiments were performed on datasets of a popular TV show, demonstrating the accuracy of the proposed solution. Manson & Berrani [16] present an automatic system, named DealTV, for TV broadcast structuring. The proposed system performs the segmentation of the TV stream and classifies the segments by using an inductive logic programming-based technique. The system was evaluated by using a dataset containing real TV broadcast collected from a French channel over two weeks. The authors report an average precision of 0.98 for the segment classification using the ILP-based technique. The authors [17] propose a multimodal scheme to segment and represent TV video streams. In terms of visual analysis, they have developed a concept named program-oriented informative image (POIM) to identify the candidate points correlated with the boundaries of individual programs. Regarding audio analysis, a multiscale Kullback-Leibler (K-L) distance is proposed to locate audio scene changes. The proposed approach has achieved a precision of 0.89 and a recall of 0.93 on average. In Ref. 18 , the authors present an advertisement detector system that automatically detects the commercial breaks from the bitstream of digitally captured television broadcasts. Basically, they propose an approach that detects groups of black-frames and audio-depressions, which contribute to identify advertisement breaks. The Discrete Cosine Transform (DC-DCT) coefficients of the frames are analyzed to determine if they could be classified as 'black' ones. The proposed system was evaluated using 10 clips comprising 315 minutes of digital video and containing 11 ad-breaks, achieving a recall as high as 98%. In the present work, video abstraction is performed for TV broadcast structuring and summarization. To achieve this goal, a similar strategy to the one presented in Ref. 18 is applied, that is, segmentation cues (e.g., black frames and silence segments) are determined, which are further combined with the information provided by the electronic program guide (EPG), resulting in an accurate and efficient method.
Finally, the third area is video retrieval, which is based on the extracted metadata and allows users to query and search the video database. [19] [20] [21] In this context, Huurnink et al [19] have investigated how content-based video search can enhance the performance of traditional archive retrieval and propose an evaluation methodology related to the needs and circumstances of the audiovisual archive considered. To achieve this goal, the authors use logged searches, content purchases, session information, and simulators to create realistic query sets and relevance judgments. Methods are presented for reconciling retrieval on information sources at different levels (shot-level and program-level). The authors report that combining catalog-based video search with content retrieval search more than doubled the shot retrieval performances. On the other hand, Jeong et al [20] present an automatic video annotation technique, which employs ontologies to facilitate the video retrieval and sharing process in the smart TV environment. Moreover, the authors propose video concept detection approaches using semantic inference rules and SVM classifier for video search, sharing, and browsing. The proposed system was evaluated using parts of National Geographic videos, achieving average recall and precision values as high as 80%. In Ref. 21 , the authors present the Físchlár system, which automatically indexes broadcast television content for subsequent non-linear browsing. Several video indexing tools are applied, such as shot boundary detection, key-frame extraction, shot clustering and news story segmentation. The Físchlár system has inspired the development of a similar tool, named SAPTE (Sistema de Apoio a Pesquisas sobre Televisão) at the Research Center on Television at Federal Center of Technological Education of Minas Gerais in Brazil, [22] which has incorporated the proposed approach in this work. The remainder of this paper is organized as follows. Section 2 covers the proposed approach to content-based indexing and retrieval of television broadcast archives. Experimental results are presented in Section 3, followed by the conclusions and discussion in Section 4.
The proposed approach
This section describes the proposed approach for contentbased indexing and retrieval of digital videos from television archives, which is divided in four main steps, as illustrated in Figure 1 . The first step consists in to automatically recover the structure of the TV stream, which corresponds to a full-day TV schedule (24-hour recording). This is generally referred to as TV broadcast structuring or TV broadcast segmentation. As a result of this step, all TV program and interprogram blocks are properly segmented and stored in the SAPTE video database. [22] In this work, a program block represents a segment of the complete program, usually, broadcasted between commercial breaks. Similarly, an inter-program block corresponds to a specific part of a commercial break. The second step consists in to summarize the videos of TV programming blocks, by extracting key-frames, which represent salient and most informative contents. Depending on the content complexity of a video, one or more key-frames can be extracted. The use of key-frames greatly reduces the amount of data required in video indexing and provides an organizational framework for dealing with video content. In the third step, the proposed approach performs the indexing of each video segment, by computing visual signatures or content-based indexes for each key-frame extracted. Those visual signatures are based on color, shape and texture information and are stored in the index database of SAPTE. [22] Finally, the fourth step consists in to retrieve the videos of interest by using image queries, that is, a content-based video retrieval approach. The four steps aforementioned are described in the following. 
TV broadcast structuring
The first step of the proposed approach consists in automatically determining the boundaries (i.e., the start and end) of each broadcasted program (movies, news, series, among others) and inter-program (commercial breaks) of a fullday TV schedule. Towards this aim, segmentation cues are determined, specifically, audio cuts (silence segments) and dark monochrome frames, which are combined with the information provided by the electronic program guide (EPG), resulting in an accurate and efficient method. The result of the TV broadcast segmentation step consists in two main video sets P and C:
The set P represents the complete list of program blocks broadcasted, where p The TV broadcast structuring step starts by extracting the EPG metadata, as well by detecting depressions (silence) in the audio volume and dark monochrome frames in the video recording, which are common practices used by TV stations to separate program blocks. EPG metadata includes different kinds of information about TV programs, such as, title, genres, cast, date, time and the channel on which the program is broadcasted. To obtain the EPG information, a script has been implemented according to the guidelines provided by the Brazilian standard ABNT NBR 15604, which describes the functions and features of receivers for the Brazilian Digital Television System. On the other hand, to detect dark monochrome frames, we apply the video filter provided by the FFmpeg multimedia framework, [23] while to detect silence segments, we measure the energy level of the audio signal by calculating its root mean square (RMS) within a frame (signal volume), by using Equation (3):
where v f , N and s f (i) denote the signal volume, the number of samples and the i-th sample of the frame f , respectively. If the energy level of a frame is lower than a predetermined threshold, we consider it as a potential silence segment. As proposed by Coimbra & Goularte, [24] we consider the value for that threshold as -60 dB. Moreover, as the length of silence segments is variable, it is important to define a minimum length to avoid false positives. Therefore, as proposed by Wang et al, [17] we consider only silence segments lasting for at least 0.3s. In order to perform the TV broadcast structuring, a threestep algorithm is applied. Firstly, the boundaries of each broadcasted program and inter-program, provided by the EPG, are refined (or corrected), by using the temporal coordinates of the dark monochrome frames and silence segments detected, since EPG metadata are frequently imprecise and do not take into account late modifications of the TV schedule.
Specifically, the program and inter-program boundaries are compared with the temporal coordinates of the detected cues, and, next, substituted by the temporally closest ones (either from the silence segment or from the dark monochrome frame). As a result, a more accurate EPG, here named EPG+, is obtained, as illustrated in Figure 3 . The second step, in turn, consists in to determine the boundaries of each block of a program or inter-program, but now using the EPG+ information together with the temporal coordinates of the dark frames and silence segments detected between the start and end of the program or inter-program considered. The third and final step consists in to segment the video recording itself, considering the boundaries determined in the two previous steps. The resulting program and inter-program blocks are stored in the SAPTE video database. [22] 
Video summarization
The second step consists in to provide a succinct representation of the video data (TV programming blocks), contributing to efficient indexing and retrieval operations. A video summary must contain its most relevant content, avoiding any redundancy, but at the same time, preserving the original message of the video. [25, 26] In this scenario, the method proposed for this step consists in to find an appropriate set of key-frames that cover all significant events of the video, while minimizing redundancy of information, as illustrated in Figure 4 . Basically, key-frame extraction is performed by measuring the similarity of color histograms of consecutive frames of the video of interest. Color histograms have been selected because of their simplicity and robustness to small changes in camera motion. [27] Therefore, our method provides a balance between computational complexity and the quality of results. In this work, we use the RGB color space for histogram computation. Importantly, the quantization of the color histogram of each component (R, G and B) is set to 16 bins. Next, those histograms are normalized in the range of 0-1 by dividing each value by the maximum value in the respective component. Finally, the three histograms are then combined to get a global histogram of size 48 for the frame. In order to measure the similarity between color histograms of two consecutive frames, we apply the Bhattacharyya distance, [28] whose effectiveness and robustness to noise in such a kind of application have been demonstrated, for instance, by Bhalerao & Rajpoot. [29] The Bhattacharyya distance between two color histograms is computed by Equation (4):
where d(·) denotes the Bhattacharyya distance, H 1 and H 2 are the normalized color histograms and φ(·) is the Bhattacharyya coefficient, which is computed according to Equation (5):
Figure 3: Usage of dark monochrome frames and audio cuts (silence) to refine the EPG information.
where i indicates the bin index of the histogram being compared and B is the number of bins. Note that the Bhattacharyya distance uses the correlation between the bin contents as a measure of histogram similarity, being inversely proportional to the Bhattacharyya coefficient. This means that the best match of histograms will result in a minimum distance. [30] Considering that Bhattacharyya distance gives a value between 0 and 1, the similarity of color histograms is more significant when the value is closer to zero. As proposed by Chen et al, [31] we consider that two images under comparison are potential key-frames when the Bhattacharyya coefficient φ(·) is larger than or equal to 0.9.
After determining the potential key-frames by using the aforementioned methods, we finally apply the local feature descriptor SIFT [32] to detect and remove near-duplicate keyframe pairs, that is, key-frames that are similar or nearly duplicate of each other, but appear differently due to, for instance, variations introduced during acquisition time, lens setting, lighting condition and editing operation. Local feature descriptors have demonstrated to be a useful alternative for near-duplicate image detection. [33, 34] By using those methods, salient regions in each potential key-frame can be extracted with local point (key-point) detectors and their descriptors, which are mostly invariant to local transformations. Specifically, let k 1 and k 2 be the number of keypoints of frames 1 and 2, respectively. Those frames are considered near-duplicate or similar key-frames (redundant information), if the number of corresponding key-points between the two frames is larger than |k 1 − k 2 |. At the end of this process, we obtain a set of key-frames that succinctly represent the video under analysis.
Video indexing
Television archives require efficient indexing to facilitate fast access to digital videos of broadcasted programs stored in their databases. [2] In this scenario, content-based indexing approaches have been increasingly proposed, as alternative and promising solutions, which are based on the extraction of visual signatures for the key-frames of the videos of interest. [35, 36] Those visual signatures essentially serve as the index terms and are commonly composed by features such as color, texture, shape, salient points and sketch, [36] which have demonstrated to be very important cues. In this work, the visual signature of a key-frame is based on the combination of color, shape and texture information, being stored in the index database of the SAPTE system. [22] Regarding the color features extracted, we initially compute some low order statistical moments, specifically, the mean and standard deviation values for each color component in the RGB space, obtaining the partial color descriptor q in Equation (6):
where µ R , µ G and µ B are the mean values and σ R , σ G and σ B are the standard deviation values of color components R, G and B, respectively.
Figure 4:
The key-frame extraction approach used during the video summarization step.
Next, we compute color histogram descriptors from the HSV color space, which are able to capture the color distribution with reasonable accuracy for search and retrieval applications. The HSV space was developed to provide an intuitive representation of color and to approximate the way in which humans perceive and manipulate color. [37] Specifically, three histograms are computed, namely, h H , h S and h V (one for each component H, S and V ), which are then quantized into 16 bins each and normalized in the range of 0-1. As a result, we obtain the color descriptor c in Equation (7), which contains a total of 54 elements:
On the other hand, to extract shape features of a key-frame we use the seven orthogonal invariant moment descriptors of second and third order proposed by Hu. [38] The first six descriptors encode shapes with invariance to translation, scale and rotation, while the seventh descriptor ensures skew invariance. Those seven moments are presented in Equations (8) to (14): 
where η ij is the central moment of order i + j of image f (x, y) with centroid coordinates (x c , y c ), given by:
As a result, we obtain the shape descriptor s in Equation (16) , which contains a total of 7 elements:
Finally, the texture information present in the visual signature of a key-frame is extracted from the energy distribution of wavelet coefficients in the frequency domain, by using the Discret Wavelet Transform (DWT) of Daubechies.
[39] The Daubechies wavelets are compactly supported orthonormal wavelets, which are usually denoted by DN , where N stands for the order of the wavelet. In this work, we have chosen the Daubechies wavelet D4, which has four scaling coefficients that are presented in Equation (17):
Specifically, texture features are extracted from Daubechies wavelet coefficients by means of a three-level decomposition. In this scenario, each color component in the RGB space is decomposed into four sub-images, namely, approximation, horizontal, vertical and diagonal at initial scale, and for the next two scale decompositions, each approximation component is divided again into four new sub-images. After the key-frame decomposition, we compute the mean and standard deviation values for the horizontal, vertical and diagonal sub-images of each color component, resulting in the texture descriptor t with 18 elements: As a final result, we obtain for each key-frame the visual signature w of Equation (19) , which contains 79 elements (54 color features, 7 shape features and 18 texture features):
Indexing data structure
In this work, we propose a k-d tree based indexing method for video retrieval. In such a video indexing mechanism, a multidimensional tree structure is used, [40] where each node stores an index term corresponding to the visual signature of a given key-frame, as illustrated in Figure 5 . That visual signature (or index term) defines a point in a Euclidean space. In fact, the k-d tree structure organizes indexes into k dimensions (a k-dimensional Euclidean space), where k is determined by the visual signature size. Since the computational cost to store the k-d tree in main memory is high, we keep its efficiency by splitting it in T smaller parts (subtrees), which are stored in secondary memory. The basic idea consists in to hash the visual signatures of key-frames so that the similar ones are mapped to the same subtree with high probability (the number of subtrees is much smaller than the universe of possible key-frames). The hash function applied is based on the modular arithmetic and, differently from conventional applications of hash functions, aims to maximize probability of collision of similar key-frames rather than avoid collisions. This approach is similar to the well-known locality-sensitive hashing, [41] which, in many ways, mirrors data clustering and nearest neighbor search. The insertion operation of an index term into the proposed k-d tree structure is presented in Algorithm 1. Initially, the visual signature of the key-frame to be indexed is provided. Next, the address of the potential subtree where the key-frame's visual signature should be inserted is computed by using a hash function. From this address and the keyframe's signature w, a position p is estimated, which indi-cates the potential node in the subtree where the signature w should be inserted. The next step consists in to access the node indicated by p and check whether it is free. If this is the case, the visual signature w is inserted in that node. Otherwise, w is inserted in the next available position sequentially.
Video retrieval
Once the index terms of the videos have been obtained, a content-based retrieval strategy is performed. The proposed approach supports the query by example paradigm, where the user formulates a query by providing examples of images with semantic contents that are similar to the ones he/she expects to find in the key-frames of the videos he/she wants to retrieve. The main advantage of the query by example paradigm is that the user is not required to provide an explicit description of the videos of interest, which is instead computed online by the system. The system starts by converting the query image into a visual signature, according to the method described in Section 2.2. Next, by using the hash function proposed in Section 2.3, which is based on the modular arithmetic, the address of the subtree that contains the index terms of the potential videos of interest is estimated. Finally, the visual signature of the query image is compared with the visual signatures of the key-frames in the subtree analyzed. In this case, we use as similarity metric the well-known inner product, as defined in Equation (20):
where w q and w k are the visual signatures of the query image and key-frame under comparison, respectively, while θ is the angle between their corresponding vectors in the Euclidean space. Inner products are recognized for their simplicity, low computational cost and the ability to produce good results in problems related to measuring image similarity. [36] For two similar images, cos θ ≈ 1 is expected, and, for two very different images, cos θ ≈ 0. A threshold δ s is empirically established so that two images are considered similar if cos θ ≥ δ s . Finally, a nearest neighbor search algorithm is applied to find the key-frames in the tree that are nearest to the query image, as illustrated in Figure 5 . In this case, a search distance threshold δ d is usually defined, which can metaphorically represent the radius of a sphere (search region) in the k-d tree space. This kind of search is more efficient since it eliminates large portions of the search space. The retrieved videos are presented in the descending order of similarity.
Experimental results
In order to demonstrate the advantages and limitations of the proposed approach, we performed three groups of experiments, which evaluate the methods for TV broadcast structuring, video summarization and content-based video indexing and retrieval. Those experiments were carried out using (i) a Dell OptiPlex 780 workstation with an Intel Core 2 Duo E7500 processor and 2 GB of main memory, running 64-bit Ubuntu OS 11.04, (ii) a device to capture the videos of programs broadcasted by the free-to-air Brazilian Rede Minas TV channel at Full HD (1920 × 1080) resolution and (iii) a Dell PowerVault NX3100 storage server with 2 Intel Xeon E5620 processors and 12×3 TB SAS disks assembled into a RAID 50 configuration for security and speed of access to data stored. 
Algorithm 1 Insertion of index terms into k-d tree

TV broadcast structuring
In this section, we evaluate the proposed method for TV broadcast structuring. The dataset used consists of a real TV broadcast collected from the free-to-air Brazilian Rede Minas TV channel during a period of eleven days, totalizing 244 hours of programs and interprograms (commercial breaks).
In order to evaluate our solution, we have manually segmented and labeled the TV broadcast, obtaining 935 and 937 program and interprogram blocks, respectively. This has provided a ground-truth that has been used to compute evaluation metrics such as precision, recall and F1 measure. To the best of our knowledge, there is no available international corpus that can be used as a baseline for comparing different TV broadcast structuring methods. In this context, for example, the TREC Video Retrieval Evaluation (TRECVid) database only provides a corpus of already segmented TV programs, that is, it does not contain any continuously recorded TV broadcast over several days. In Table 1 we present the values of precision, recall and F1 measure obtained in this group of experiments. Note that our method has achieved the average F1 measure values of 0.92 and 0.93 with respect to the segmentation of programs and interprograms, respectively. The segmentation of program and interprogram blocks was accomplished with similar performance. The observed standard deviations values are low, indicating that the data are clustered closely around the mean and suggesting a reliable scenario. Only for the days 22/01/2012 and 30/01/2012, we have obtained F1 measure values lower than 0.90, what is justified by the severe changes in the broadcast programming, due to the transmission of soccer games, which were not originally planned. Those experimental results suggest that the proposed approach represents a simple and effective solution to the problem of TV broadcast structuring. 
Video summarization
The goal of the second group of experiments consists in to evaluate the accuracy of the proposed method for video summarization. The evaluation of a video summary is not a straightforward task, due to the common lack of an objective ground-truth. Therefore, to make this problem manageable, we use in this work the evaluation method proposed by Avila et al, [27] called Comparison of U ser Summaries (CUS), which is similar to the solution proposed in Ref. 42 . According to the CUS method, the video summary is built manually in a preliminary step by a number of different users. Those users summaries, in turn, represent the groundtruth and are then compared with the summary obtained by the automatic method for video summarization. Color histograms are used to compare the key-frames of different summaries, whereas the distance among them is measured by Manhattan distance (the comparison threshold has been set to 0.5). The main goals of CUS are (i) to reduce the subjectivity of the evaluation task, (ii) to quantify the summary quality and (iii) to allow comparisons among different methods. [27] Our experiments have been performed on 50 videos selected from the Open Video Project. [43] Those videos are the same ones used by Avila et al [27] to evaluate their methodology for estimating static video summaries, named VSUMM, whose results are considered in this work as a baseline for comparison purposes. All videos are in MPEG-1 format (30 fps, 352 × 240 pixels) with a duration varying from 1 to 4 minutes. Additionally, the user summaries (ground-truth) are the same ones created in Ref. 27 by 50 users, specifically, 250 video summaries (5 different user summaries for each video). As proposed by Avila et al, [27] the quality of the automatically generated summary is measured by two metrics, namely, the accuracy rate α and the error rate ε, which are computed according to Equations (21) and (22):
ε =n a n u ,
where n a is the number of matching key-frames from the
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The values for α range from 0 (no matchings between keyframes from automatic summary and user summary) to 1 (when all key-frames from user summary match key-frames from automatic summary). Importantly, α = 1 does not necessarily mean that all key-frames from automatic summary and user summary are matched. That is, if the number of key-frames from the user summary is smaller than the number of key-frames from automatic summary and α = 1, then some key-frames from automatic summary did not match. [27] Similarly, the values for ε range from n a /n u (n a is the number of key-frames from the automatic summary) to 0 (when all key-frames from automatic summary match key-frames from user summary). The accuracy rate α and the error rate ε are complementary metrics, so that, the highest summary quality occurs when α = 1 and ε = 0, which means that all key-frames from automatic and user summaries have been matched. In Table 2 we present the average accuracy rateᾱ and average error rateε, as well as their corresponding variances σ 2 α and σ 2 ε , considering the application of our approach (described in Section 2.2), as well as the two slightly different versions of VSUMM, namely, VSUMM 1 (one key-frame is selected per cluster) and VSUMM 2 (one key-frame is selected per key-cluster, that is, a cluster whose size is larger than half the average cluster size). The results in Table 2 show that the proposed approach has a quite similar performance to VSUMM 1 (similarᾱ and the sameε) and a much better performance than VSUMM 2 . Therefore, those results suggest that our approach represent a promising alternative to the problem of video summarization, specially, when considered its simplicity and efficiency.
Content-based video indexing and retrieval
As a final experiment, we evaluated the proposed methodology for content-based video indexing and retrieval. In this case, we considered a dataset containing 90 videos (program blocks) of 11 different programs of the Brazilian Rede Minas TV channel (see Table 3 ). All those videos were previously stored and indexed at SAPTE system (Pereira et al, 2012) , which has incorporated our approach for contentbased video indexing and retrieval. Specifically, 5,759 keyframes were extracted from the 90 program blocks by using the method described in Section 2.2, and subsequently stored and indexed by the k-d tree proposed in Section 2.3. Three main test scenarios have been defined:
• Scenario 1: the query images are key-frames of the videos considered. In this scenario, 60 query images have been randomly selected from the whole set of key-frames (about 10%), considering the constraint that they should represent two-thirds of the dataset;
•Scenario 2: the query images belong to the image sequences of the videos considered, but are not key-frames. Similarly to scenario 1, 60 query images have been randomly selected from the videos, representing two-thirds of the dataset;
•Scenario 3: the query images do not belong to the image sequences of the videos in the dataset. Again, 60 query images have been defined. Importantly, those query images contain semantic contents, which were not observed in the image sequences of the dataset.
For scenarios 1 and 2, the corresponding ground-truths were determined by visual inspection and further used to compute the evaluation metrics precision, recall and F1 measure. On the other hand, for scenario 3, we have not determined a ground-truth, since it was conceived under the perspective that no videos should be returned to the user when its query images were presented to the SAPTE system.
In Table 4 we present the average values of precision, recall, F1 measure and search time, obtained for scenario 1, taking into account the variation of the search distance threshold δ d of the k-d tree in interval [1, 240, 001] , and without performing the filtering process enabled by the similarity measurement between the visual signatures of the query image and key-frames in the k-d tree. The ideal value for δ d is the one that ensures a maximum recall (all relevant videos are returned to the user, given a specific query image) at a computational cost that does not compromise the method's applicability in the context of the SAPTE system. From Table 4 Table 4 demonstrate the importance of applying a similarity measurement between the visual signatures of the query image and key-frames in the k-d tree, in order to avoid the retrieval of irrelevant results, which strongly affect the precision and F1 measure values. Therefore, in order to evaluate the impact of such a filtering process, we have tested our approach with different values for the similarity threshold δ s . Specifically, we present in Table 5 and Figures 6(a) and 6(b) the average values of precision, recall, F1 measure and search time, for scenario 1, taking into account the variation of the similarity threshold δ s in interval [0.94 0.99], which has been empirically determined as the one that produces the best retrieval results. Considering the F1 measure as our reference metric (the weighted harmonic mean of precision and recall), we may observe from Table 5 and Figure 6 (b), that δ s = 0.98 produces the best results, namely, 0.9711, 0.7644 and 0.8555 for precision, recall and F1 measure, respectively. In this case, the videos have been retrieved in 0.16 seconds on average.
Finally, the content-based retrieval approach was evaluated in scenarios 2 and 3. For those cases, we have considered δ d = 80,001 and δ s = 0.98. For scenario 2, we have obtained the average values of 0.8414, 0.7484 and 0.7922 for precision, recall and F1 measure, respectively. Therefore, we note that the proposed approach can achieve good retrieval results, even when the query images are not key-frames, but are present in the image sequences of the videos of interest. For scenario 3, the queries did not return any videos, as expected, thus indicating the absence of videos in the dataset with key-frames that contain similar semantic contents.
Concluding remarks
This work presents a unified approach to content-based indexing and retrieval of digital videos from television archives. The number of research issues addressed in this problem and their scope are very large and are expanding rapidly with advances in computing and communication. Nevertheless, the experimental results demonstrate that our approach, which combines simple and efficient solutions, works successfully, retrieving videos of a television archive in about 0.16 seconds on average and achieving recall, precision and F1 measure values, as high as 0.76, 0.97 and 0.86 respectively. We strongly recommend that television companies invest in embedding content-based video retrieval into their workflows. Television archives can not only profit from contentbased video retrieval results, but also contribute to research by opening up their transaction logs and databases to study the valuable information inside. In this context, contentbased video retrieval and the television archive can mutually benefit from each other. Future work includes (1) testing the approach on larger datasets in order to better evaluate its scalability, (2) developing more compact visual signatures in order to reduce the computational cost of the approach, (3) developing a multimodel human-computer interface that can convey the query intentions more accurately and improve the accuracy of the retrieval results, (4) performing hierarchical analysis of video contents, building hierarchical semantic relations between scenes, shots, and key-frames, and (5) developing affective computing-based video retrieval methods.
