Environmental sound classification (ESC) is a challenging problem due to the complex temporal structure and diverse energy modulation patterns of environmental sounds. In order to deal with the former, temporal attention mechanism is originally adopted to focus on the informative frames. However, no existing works pay attention to the latter problem. In this paper, we consider the role of convolution filters in detecting energy modulation patterns and propose a channel attention mechanism to focus on the semantically relevant channels generated by corresponding filters. Furthermore, we incorporate the temporal attention and channel attention to enhance the representative power of CNN via generating complementary information. In addition, to avoid possible overfitting caused by limited training data, we explore a data augmentation scheme that is other contribution in this paper. We evaluate our proposed method on three benchmark ESC datasets: ESC-10 and ESC-50 and DCASE2016. Experimental results show the effectiveness of proposed method and achieve the state-of-the-art or competitive results in terms of classification accuracy. Finally, we visualize our attention results and observe that the proposed attention mechanism is able to lead the network to focus on the semantically relevant parts of environmental sounds.
I. INTRODUCTION
Environmental sound classification (ESC) has received increasing research attention during recent several years, which is widely applied in many smart internet of things (IoT) devices, such as scene analysis and machine hearing [1] - [3] . Different from conventional sound recognition tasks, e.g. music and speech recognition, ESC has quite limited pre-known knowledge with respect to the frequency range and temporal correlations. In addition, as the environmental sounds usually behaves in a non-stationary fashion, several linear/deterministic prediction schemes are often failed to capture the characteristic and the performance improvement becomes more challenging in nowadays.
To address this challenge, there are in general two types of solutions, including signal processing based and machine learning based schemes. In the former area, some naive features, e.g. zero-crossing rate or short-time energy, are compared and analyzed via some heuristic back-ends. With the develop signal processing skills, such as dictionary learning [4] , matrix factorization [5] , the accuracy can reach to The associate editor coordinating the review of this manuscript and approving it for publication was Hao Luo. 87.7% on DCASE2016 evaluation dataset according to [6] . However, this type of schemes often requires tedious feature design process to maintain a reasonable classification accuracy. On the other hand, machine learning techniques have been widely adopted in the ESC tasks, which originally utilizes some traditional methods, such as K-nearest neighbors [7] , support vector machines [8] and Gaussian mixture models [9] . As the above learning schemes are able to handle more complex high-dimensional features, a variety of feature transformation mechanisms have been proposed, including Mel-frequency cepstral coefficient (MFCC), Mel-spectrogram features [8] , Gammatone-spectrogram features [10] and Wavelet-based features [11] . With more available labeled datasets and data augmentation schemes [12] - [15] , deep convolutional neural network (CNN) is shown to achieve superior classification accuracy over all the above schemes as reported in [6] , [13] , [16] .
To further improve the performance, the attention mechanism has been first proposed in [17] for machine translation and then applied in various structural prediction tasks such as visual object classification [18] , image caption generation [19] and document classification [20] , which utilizes VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ recurrent learning structure to capture temporal correlations between input sequence and output sequence and allows feature extraction networks to focus on the semantically relevant characteristics. In addition to exploit the the temporal correlations, the attention mechanisms have also been proposed to handle the spatial domain as well as the channel/kernel domain characteristics of CNN feature maps. For example, Xu et al. [19] proposed the spatial attention model for image captioning, which utilized weighted pooling on the attentive feature maps to select salient parts. In [21] , Hu et al. evaluated the effectiveness of channel attention and won the first place in ILSVRC 2017 image classification tasks. More exploitation about spatial and channel attention mechanisms can be seen in [22] , [23] . Attention mechanisms have also been widely explored in sound recognition area such as speech recognition, speech emotion recognition and speaker recognition [24] - [29] and obtained promising performance in several datasets. For example, in [26] , Chiu et al. proposed an attention-based sequence-to-sequence model for speech recognition and got 13% relative improvement in Word Error Rate (WER). In the field of ESC, however, these attention schemes are limited to improve classification accuracy due to the unique characteristics of environmental sounds:
• Complex temporal structure. Environmental sounds do not exhibit any meaningful stationary temporal patterns like phonemes in speech and rhythm in music. In contrast, environmental sounds have very complex temporal structure that may be continues (e.g. rain), abrupt (e.g., thunder storm) or periodic (e.g., clock tick), which make it unfeasible to simply model the temporal variation via existing techniques like Hidden Markov Model (HMM). In addition to the characteristics of environmental sound itself, a clip of audio usually contains many periods of silence or noise in public ESC datasets, which will reduce the robustness of model and increase misclassification.
• Diverse energy modulation patterns. Speech and music usually distribute a relatively fixed frequency bandwidth, for example, the characteristics of speech could be well represented in the frequency range from 300Hz to 3400Hz [30] . Unlike speech and music, environmental sounds span a wide frequency range where different sounds frequency may be concentrated in different range, which leads to diverse energy modulation patterns in audio spectrogram, e.g., the spectral patterns of ''dog bark'' and ''helicopter'' are significantly different. These diverse energy modulation patterns can make it difficult to classify correctly. To deal with the former, temporal attention mechanism is usually applied to focus on the semantically relevant frames. In the existing literature, some studies proposed attention based CNN-RNN networks, where the attention was calculated within RNN layers based on features extracted from CNN [31] - [33] . Li et al. [34] also applied temporal attention within CNN layers, which was calculated from input spectrogram. For the latter, in order to deal with diverse energy modulation patterns, we consider the role of CNN kernel, which performs as a pattern detector [35] and in principle helps detect the energy modulation patterns of different environmental sounds. In this paper, we propose a channel attention mechanism to exploit the channel-wise relationship for ESC. Figure 1 illustrates the motivation of channel attention mechanism for ESC tasks. For example, when we predict a sound ''dog bark'', our channel attention mechanism will assign more weights to the salient channel feature maps, while the less useful information like background noise is deweighted. However, the existing literature about ESC does not pay attention on this point. FIGURE 1. Visualization of different log-gammatone spectrograms and attentive channels of ''dog bark''. For the log-gammatone spectrogram, from left to right, the class is ''dog bark'', ''clock tick'' and ''rain''. In addition, we visualize the channels with two highest attention weights and two lowest attention weights in Conv2 layer of ''dog bark''.
In this paper, we will take full advantage of the temporal and channel characteristics of CNN feature maps for ESC tasks. Specifically, we propose a novel channel temporal attention mechanism to jointly utilize the two attention mechanisms, enhancing the representation capabilities of CNN for ESC tasks. However, this type of method usually requires large amounts of data and the current public ESC datasets are very limited. Therefore, we propose a data augmentation scheme to avoid possible overfitting, which is an other contribution in this paper. Extensive data augmentation policies are evaluated to find the relatively optimal augmentation parameters. The proposed method is evaluated on three benchmark datasets: ESC-10, ESC-50 and DCASE2016. Based on the experiments, the proposed method can achieve 94.2%, 86.5% and 88.9% classification accuracy, the state-of-theart or competitive performance, on ESC-10, ESC-50 and DCASE2016 evaluation datasets, where the proposed attention mechanism provides 1%, 1.7%, and 2% improvement, respectively. Furthermore, we visualize our attention results to give a better understanding how channel and temporal attention helps recognize different environmental sounds.
The rest of this paper is organized as follows. Section II discusses the related work. The proposed channel temporal attention mechanism is introduced in section III and the proposed classification framework is introduced in section IV. Section V provides the experiments demonstration of proposed method. Finally, Section VI concludes this paper.
II. RELATED WORK A. SOUND CLASSIFICATION NETWORKS
We introduce the recent deep learning methods for environmental sound classification. The type of sound recognition network can be divided by the input features.
The log-mel spectrogram is regraded as one of the most powerful audio features for sound classification due to the consideration of human auditory perception [36] , which is calculated by applying mel bank to magnitude spectra of each sound frame. For ESC, Piczak [16] first proposed to use a 2-D CNN to analyze the log-mel features and obtained a significant improvement compared to KNN, SVM and Random Forest. Since log-mel feature is a 2-D spectrogram image, the image recognition networks, including AlexNet and GoogLeNet, have been adopted to classify the input spectrogram features. More recently, Zhang et al. [37] compared the performance between the log-mel and log-gammatone features for ESC and reported that log-gammatone based system performed better in terms of classification accuracy. In [37] , Zhang et al. incorporated a mixup data augmentation method into a VGG-like CNN to analyse the log-gammatone features.
Some researchers also proposed to learn the representations directly from 1-D raw waveform data. Dai et al. [38] proposed to use 1-D convolution and 1-D pooling to learn classification model and showed competitive accuracy with log-mel based methods, however, required more convolutional layers (up to 34 layers). Tokozume and Harada [39] proposed a end-to-end network named EnvNet, which first used 1-D convolution to learn 2-D feature maps that are then classified via 2-D convolution and pooling. The advanced version of EnvNet was proposed in [40] , which utilized a between-class learning mechanism within a deeper recognition network than EnvNet. In [41] , Aytar et al. also proposed a sound recognition network named SoundNet, which learned the sound feature using a large amount of unlabeled videos. These studies have all extracted features at the global level without considering the complex temporal structure and diverse energy modulation patterns of environmental sounds.
B. ATTENTION-BASED NETWORK
Recently, there have been several works [31] - [34] , [42] to incorporate attention mechanism to improve performance in the field of ESC. Guo et al. [31] proposed to apply attention to a convolutional LSTM network named CLDNN, where the attention was calculated via a weighted sum up of the output of LSTM layers along time dimension. Closed to [31] , Wang and Li [32] proposed to apply a multi-head attention within GRU layers, where the multi-head attention stacked several attention maps to get more powerful representations. Attention within RNN layers can help to summarize selectively all time steps' information according to the learned attention weights and can obtain better performance. In addition, Li et al. [34] also proposed to apply temporal attention to convolutional layers to enhance the representative ability of CNN, which was calculated from input spectrogram and reweighted the CNN feature maps via dot-product operations along the time dimension. More recently, Zhang et al. [33] compared the performance between applying attention within CNN and RNN layers and reported that the latter performs better. Different from Li et al. [34] , we apply temporal attention to intermediate convolutional layers, which can learn attention map from different scale time frames. These methods have improved performance on different public datasets by applying temporal attention. However, they all ignore the importance of convolution filter, which plays an important role to detect different energy modulation patterns. In this paper, we propose a channel attention mechanism to give different attention to different CNN channels for ESC tasks. Moreover, we exploit both channel and temporal attention mechanism and the experiment results prove that joint attention mechanism is superior to using only the channel attention or temporal attention due to the complimentary information of both mechanisms.
III. CHANNEL TEMPORAL ATTENTION MECHANISM A. OVERVIEW
In general, given the (l − 1)-th layer feature maps in CNN, the l-th layer feature maps can be obtained via a standard CNN as:
Then, the current feature maps are forwarded into next convolutional layer. In attention-based networks, however, before passing the current features to the next layer, an attention map is first calculated and then scales the current features according to the attention weights. The attention process can be expressed as follows:
where X l is the attention weighted feature maps, X l−1 is the previous convolutioanl feature maps, M l is the current feature maps through standard convolution operation, f denotes the attention function, A l denotes the attention map that carries the learned attention weights, · denotes the element-wise multiplication.
In order to show the effectiveness of the proposed temporal and channel attention mechanism, we train each attention mechanism independently and then simply fuse both FIGURE 2. Pipeline of attention-based convolutional recurrent neural network for environmental sound classification. Given CNN feature maps M l , we first use channel attention to obtain channel attention map A ch , which is multiplied in channel-wise of M l . Then, we utilize temporal attention to obtain temporal attention map A te , which is multiplied along temporal dimension by channel attentive feature maps. resulting the attention weighted feature maps X l . We compare our proposed method with two baseline systems, which only utilizes channel attention (Baseline 1) or temporal attention (Baseline 2).
the results by averaging their prediction probabilities, which are referred as baseline systems as shown in Figure 2 . Compared to these baseline systems, our proposed method boosts a significant improvement on ESC-10, ESC-50 and DCASE2016 datasets. We will detail these attention mechanisms as follows.
B. TEMPORAL ATTENTION
Considering that different environmental sounds have different temporal structure and these sounds may contain many periods of silence or noise, with only a few intermittent frames associated with the sound class in ESC datasets, we apply a temporal attention mechanism for ESC tasks. Instead of processing the global spectra frames, temporal attention mechanism puts more attention on the informative spectra frames and suppress less useful ones.
In order to only consider the role of temporal attention, we first use a 1x1 convolution with only one channel to aggregate the feature maps along channel dimension, reducing the impact of channel information. Then we apply convolution FIGURE 3. Process flow of temporal attention mechanism. Given initial features, the temporal attention first utilizes 1×1 convolution to aggregate channel information and then feed the features to a CNN to generate the temporal attention map, which carries the temporal weights of initial features. layers on the compressed features to generate a temporal attention map. As shown in Figure 3 , we will detail the operation process below.
Given initial CNN features M ∈ R F×T ×C , we first use a 1x1 convolution to aggregate channel information, resulting an one channel feature map M ∈ R F×T ×1 . Then, a standard 2-D convolution with 3x3 receptive field is applied to learn the hidden representation, which is followed by a 1-D max-pooling in order to reduce the frequency dimension. We repeat the 3x3 convolution and max-pooling operation, until the frequency dimension equals to one, producing the temporal attention map A te ∈ R 1×T ×1 , which holds the temporal attention weights of M . The process can be expressed as:
where σ denotes the sigmoid activation function. With temporal attention map A te , the temporal attention weighted features are obtained as:
The attention is applied by multiplying the attention map A te to each feature vector of M along frequency dimension and channel dimension.
C. CHANNEL ATTENTION
Different from the temporal attention, channel attention mechanism is modeled to exploit the channel-wise relationship for CNN. To compute the channel attention map, we first squeeze each feature map with a global pooling operation, producing a global information embedding that represents different channel information. Then, we use the global embedding to generate an attention map to scale channels with learned weights. As shown in Figure 4 , we describe the detailed operation below. Process flow of channel attention mechanism. Given initial features, the channel attention first utilizes a global pooling to aggregate the temporal and frequency information and then feed the features to a MLP to generate the channel attention map, which carries the channel weights for initial features.
Given initial CNN features M ∈ R F×T ×C , we first use a global average-pooling to produce a global embedding vector. Then, the channel attention map A ch ∈ R 1×1×C is obtained via forwarding the embedding vector to a multilayer perception (MLP) with one hidden layer and then through a sigmoid function. The obtained channel attention map carries the weights of each channel in M . The process can be expressed as:
where σ denotes the sigmoid function. With channel attention map A ch , the channel attention weighted features are obtained as
The attention is applied by multiplying the attention vector A to each feature vector of M along frequency dimension and temporal dimension.
D. JOINT ATTENTION SCHEMES
Given an input sound signal, channel attention mechanism focuses on which convolution filters are informative, while temporal attention mechanism pays more attention on the meaningful spectra frames. Two attention mechanisms should, in principle, generate complementary information. Considering this, we combine the two mechanisms as a unified attention model which is designed in a parallel or sequential manner with different implementation order. We describe the several combination types as follows:
1) CHANNEL-TEMPORAL ATTENTION
The first type is channel-first order in sequential manner. Given initial CNN features M , we first utilize channel attention to obtain the channel attention map A ch , which is multiplied in channel-wise of M , resulting the channel attentive features. Then, we feed the channel attentive features to temporal attention model to obtain the temporal attention map A te . The final attentive features are obtained by multiplying A te with the channel attentive features. The process can be expressed as:
2) TEMPORAL-CHANNEL ATTENTION
The second type is temporal-first order in sequential manner. Given initial CNN features M , we first obtain the temporal attention map via temporal attention model and scale M with the temporal attention weights. Then, the final attentive features are obtained according to the temporal attentive features and channel attention model as:
3) TEMPORAL & CHANNEL ATTENTION
The third type is combining channel and temporal attention in parallel. Given initial features M , we first utilize the channel attention and temporal attention model to calculate the attention map and generate the attentive features, respectively. Then, we concatenate both the attentive features as the final refined output. The process can be summarized as follows:
We evaluate the baseline systems and proposed joint attention scheme at Conv2 layer on ESC-10, ESC-50 and DCASE2016 datasets, which results are shown in Table 1 . From this table, we can draw the following conclusions: 1) Applying attention mechanism can always improve the classification accuracy on the three datasets, which gives 1%, 1.7%, 2% and 2% accuracy improvement over no attention model at most on ESC-10, ESC-50, DCASE2016 development and evaluation datasets, respectively. Note that all attention mechanisms are calculated using simple neural networks, including CNN and MLP, with a slight increase in network parameters but significant improvement in performance.
2) The proposed joint attention scheme obtains a significant improvement in classification accuracy over the baseline1, baseline2 and even their fusion system, which proves the effectiveness of our proposed scheme. 3) Among all combination ways, sequential combination way yields better performance than that in parallel, where the channel-first order combination performs slightly better than temporalfirst order one. 
IV. PROPOSED ATTENTION MECHANISM BASED CLASSIFICATION FRAMEWORK
In this section, we introduce the proposed attention based classification framework, which consists of feature extraction and preprocessing, network architecture and data augmentation scheme.
A. FEATURE EXTRACTION AND PREPROCESSING
Given an audio signal, we first use short-time Fourier Transform (STFT) with hamming window size of 23 ms (1024 samples at 44.1kHz) and 50% overlap to extract the magnitude spectrogram. Then, we apply a 128-band Gammatone filter bank to the magnitude spectrogram and the resulting spectrogram is converted into logarithmic scale. In order to make efficient use of limited data, the spectrogram is split into 128 frames with 50% overlap for ESC-10, ESC-50 and without overlap for DCASE2016. The delta information of the original spectrogram is calculated, which is the first temporal derivative of the static spectrogram. Afterwards, we concatenate the static log-gammatone spectrogram and its delta information to a 3-D feature representation X ∈ R 128×128×2 .
B. NETWORK ARCHITECTURE
We adopt convolutional RNN network as base structure for ESC tasks. We first uses CNN to learn high level representations from input log-gammatone spectrogram, where the channel temporal attention mechanism is used in convolution layers to enhance the representation power of CNN. Then the CNN extracted features are fed into bidirectional gated recurrent unit (B-GRU) to analyse temporal correlations. Finally, we pass the features to a softmax activated fully connected layer for final classification. The network architecture and parameters are summarised in Table 2 . 
C. DATA AUGMENTATION SCHEME
To avoid possible overfitting caused by limited training data, we use time and frequency masking [43] and mixup [44] data augmentation methods to extend training distribution. In particular, we incorporate the masking methods and mixup as a uniform training pipeline, which first uses multiple time and frequency masking on input spectrogram to generate multimasked spectrogram and then randomly mixes two masked samples to generate mixed training data. Since masking is applied to increase the diversity of each training sample and mixup is used to further extend the training distribution by mixing the extracted masked data, our proposed incorporation training pipeline can help the network to learn more useful features. As shown in Figure 5 , given a spectrogram X with T frames and F frequency bins, the process of data augmentation can be split into two steps. The first step is to generate the multimasked spectrogram by utilizing multiple time masking and frequency masking, calculated as:
where X multimask is the multiple time and frequency masked spectrogram in which the t consecutive time frames [t 0 , t 0 +t) and f consecutive frequency bins [f 0 , f 0 + f ) are masked, t is chosen from a uniform distribution from 0 to the time mask parameter τ , t 0 is chosen from [0, T − t), f is chosen from a uniform distribution from 0 to the frequency mask parameter ν, f 0 is chosen from [0, F − f ), and N denotes the number of multiple masking. The second step is the mixup step, which generates mixed training data by mixing two samples, e.g., mixing a ''dog bark'' spectrogram and a ''baby crying'' spectrogram to get a mixed feature, which is expressed by,
where {X multimask } i and {X multimask } j are two samples randomly chosen from multi-masked training spectrogram. λ is a random mix ratio chosen from 0 to 1, which is detemined by the mixup parameter α and λ ∼ Beta(α, α). The class labels used for the mixed samples are produced with the same proportion.
In this paper, we mainly consider several augmentation policies whose parameters are summarized in Table 3 and the extensive experiments are carried out to find relatively optimal policy for next experiments. The tested results are summarized in Table 4 . From Table 4 , we have following observations: 1) Compared to None policy, data augmentation policy can significantly improve the classification accuracy, where Policy2 achieves the best performance that will be adopted for subsequent experiments. 2) In most cases, increasing the number of multiple masks can achieve better performance on the three datasets due to the fact that applying multiple time and frequency masks increase the diversity of data and robustness of model. 3) Too large masking range or too many time and frequency masks may cause a decline in model performance. For example, when we use larger masking range (Policy3) or more time and frequency masks (Policy4), performance on three datasets has declined compared to Policy2.
V. EXPERIMENTS AND RESULTS

A. DATASETS AND EXPERIMENTAL SETUP
We evaluate our method on three public benchmark datasets:
ESC VOLUME 7, 2019 For training, each subsegment is used to predict a sound class, while in the test phase we evaluate the whole audio by averaging the prediction probability of each subsegment. Both the training and test features are normalized by the global mean and standard deviation of the training set. To have a fair comparison, all models are implemented by using Keras library with TensorFlow backend on a Nvidia P100 GPU with 12GB memory and the model parameters are optimized by minimizing the cross entropy loss with a minibatch of 64 subsegments using stochastic gradient descent with Nesterov momentum of 0.9. We train the models for 400 epochs with an average consumption of 1.5 hours and 7 hours for each fold on ESC-10 and ESC-50 datasets, while on DCASE2016 dataset, we train for 300 epochs with an average consumption of 6.5 hours for each fold. The learning rate is initialized to 0.01 and shrinks by 10 times for every 100 epochs.
B. COMPARISON OF STATE-OF-THE-ARTS
For ESC-10 and ESC-50 datasets, we compare our model with existing methods in the literature: 1) Traditional machine learning methods: KNN, SVM and Random Forest are evaluated on ESC-10 and ESC-50 datasets in [12] ; 2) Single Model: AlexNet [45] , Google Net [45] , PiczakCNN [16] , EnvNet-v2 [39] , ZhangCNN [37] and ACRNN [33] all use a single neural network with spectrogram (AlexNet, Google Net, PiczakCNN, ZhangCNN, ACRNN) or raw waveforms (EnvNet-v2) as inputs, where ACRNN [33] proposes a temporal attention based convolutional RNN model and achieve promising performance on ESC-10 and ESC-50 datasets. Note that our proposed model is also a single convolutional RNN network. 3) Ensemble Model: WaveMsNet [46] , ProCNN [47] and Multi-Stream CNN [34] all utilize ensemble techniques for ESC, including feature-level ensemble and score-level ensemble. WaveMsNet [46] is a feature-level ensemble-based model, which first trains a feature extractor to extract multi-scale features from raw waveforms by using a multi-scale convolution operation and then combines the multi-scale features and logmel spectrogram to train a recognition network. ProCNN [47] and Multi-Stream CNN [34] are score-level ensemble-based models, where Multi-Stream CNN [34] calculates the classification outputs for each input window size and then ensembles the softmax outputs for each model, while ProCNN [47] apply DempsterâĂ"Shafer (DS) evidence theory [48] to ensemble a raw waveformbased model and a spectrogram-based model. 4) Pretrained Model: SoundNet [41] is pre-trained by transferring the knowledge of visual recognition network into a sound recognition network and then fine tuned in the target dataset. The results are summarized in Table 5 .
From Table 5 , we see that the proposed model achieves 94.2% and 86.5% classification accuracy, state of the art results, on ESC-10 and ESC-50 dataset, respectively. Compared to traditional machine learning methods, such as Random Forest [12] , our model obtains an absolute improvement of 21.5% and 42.2% on ESC-10 and ESC-50 datasets, TABLE 5. Classification accuracy on ESC-10 and ESC-50 datasets. We perform 5-fold cross validation using the official fold settings. In order to have a fair comparison with EnvNet-v2 [39] and Multi-Stream CNN [34] which run experiments multiple times, we run cross validation 5 times and report the average result, standard deviation and best result. * denotes the best classification accuracy.
respectively. Compared to PiczakCNN [16] , a basic single CNN network, our model boosts an absolute improvement of 13.7% and 21.6% on ESC-10 and ESC-50 respectively, which shows the effectiveness of our method for ESC. Then, we compare our model with several state-of-the-art methods: SoundNet [41] , WaveMsNet [46] , EnvNet-v2 [39] , Multi-Stream CNN [34] and ACRNN [33] . We find that our model achieves the same best accuracy as the best result of Multi-Stream CNN [34] on ESC-10, however, we obtain better average result. For ESC-50, we improve classification accuracy from 86.1% to 86.5% over ACRNN [33] . Compared to EnvNet-v2 [39] , our average results on ESC-10 an ESC-50 are both better. Note that we do not use any ensemble techniques or pretrained model, we just train our model from scratch. The improvement is due to the fact that we take full advantage of the temporal and channel attention mechanism and the data augmentation technique also contributes.
For DCASE2016 dataset, we compare our model with the methods on the DCASE2016 Challenge Ranking System [53] : 1) GMM baseline: The baseline is a GMM model trained on MFCC features extracted from raw waveforms. 2) Single Model: A standard CNN based system is evaluated in [51] with the log-mel spectrogram as the network input, which won the 6-th place on the Ranking System. 3) Top Three Systems: CNN + Ivector [49] , Ivector [49] and NMF [50] [50] model is trained by jointly optimising the nonnegative matrix factorization (NMF) decomposition and a logistic regression classifier in a manner of supervised learning with constant-Q spectrogram as input. The results are reported in Table 6 . From Table 6 , we can see that our model outperforms the other models in most cases. To be more specific, our model significantly improves the classification accuracy from 72.5%/77.2% to 87.2%/88.9% on development/evaluation dataset over the baseline system. Compared to CNN [51] , our model obtains an absolute improvement of 8.2% and 2.7% on development dataset and evaluation dataset, respectively. Compared to the top one system, the reason why our method can not surpass the CNN + Ivector [49] is that CNN + Ivector system ensembles many single models, while our method just use a single convolutional RNN network and ensemble models can always obtains better results than single one. It is worth mentioning that our model outperforms any single model of CNN + Ivector system.
In Figure 6 and Figure 7 , we provide the confusion matrix to further analyze the ESC performances of our proposed method. From Figure 6 and Figure 7 , we have the following observations: 1) most classes can obtain high classification accuracy, even some classes achieve 100% accuracy, such as ''church bells'' on ESC-50 and ''bus'', ''car'', ''forest path'', ''tram'' on DCASE2016.
2) The environmental sound classes with similar characteristics are easily misclassified. For example, 17.5%(7/40) ''helicopter'' samples are misclassified as ''airplane'' on ESC-50 and 42.3%(11/26) ''train'' samples are misclassified as ''tram'' on DCASE2016.
C. WHERE TO APPLY ATTENTION
In this section, we investigate model classification accuracy when applying proposed channel temporal attention mechanism to the different convolutional layers. In particular, we conduct experiments applying channel temporal attention mechanism to Conv2, Conv4, Conv6 and Conv8 layers of our convolutional RNN network. As shown in Table 7 , the proposed channel temporal attention mechanism can always boost an improvement than the base network without attention. Moreover, in most cases, applying the attention mechanism to Conv2 layer will obtain better classification accuracy. In addition, we observe that applying the attention mechanism to lower-layers will yield better performance than applying it to higher-level layers. Particularly, in the experimental results, classification accuracy when applying the attention mechanism in Conv2 and Conv4 layers is better than that of Conv6 and Conv8 layers. This is because that lower-level features usually carry the basic and useful information of environmental sounds and the attention mechanism can help preserve them. 
D. VISUALIZATION OF CHANNEL AND TEMPORAL ATTENTION
To have a better understanding how channel attention and temporal attention help recognize different environmental sounds, we visualize the attention results for different sound classes (dog bark, crying baby, clock tick and rain) in Figure 8 . From this figure, we can get two conclusions. First, the learned temporal attention is capable of focusing on the important temporal events while reducing the impact of background noise. Second, for different channels of feature maps, the learned channel attention puts more attention on the filters which are able to detect the essential characteristics of environmental sounds. For example, when our model tries to predict a ''dog bark'', our channel attention will assign more weights on the semantically relevant channels generated by the corresponding filters, while de-weighting the noise detecting filter-activated channels, as shown in the first sample of Figure 8 . Then, the temporal attention locates the meaningful temporal parts via the learned temporal attention weights.
One interesting phenomenon we observe is that when we predict the sound ''rain'', the channel attention model trends to put more weights on the silent frequency regions in addition to focusing on the semantically relevant parts, as shown in the forth sample of Figure 8 . This may be due to the fact that the network is trained to learn high-level discriminative feature representations for different sound classes. There are some sound classes like ''sea waves'', ''engine'' that have similar characteristics to ''rain''. Therefore, the features of silent frequency regions are considered as an important discriminative information with other similar sound classes.
VI. CONCLUSION
In this paper, we propose a channel temporal attention mechanism to enhance the representation ability of CNN, which is able to deal with the complex temporal structure and diverse energy modulation patterns of different environmental sounds. Compared to the baselines, our proposed attention scheme yields better performance on three benchmark datasets: ESC-10, ESC-50 and DACSE2016. To further improve performance, we propose a data augmentation pipeline, which generates new training data by randomly mixing the masked spectrograms using mixup technique.
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