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Abstract. We show that the multiwavelets, introduced by Alpert in 1993, are related to type I
Legendre-Angelesco multiple orthogonal polynomials. We give explicit formulas for these Legendre-
Angelesco polynomials and for the Alpert multiwavelets. The multiresolution analysis can be done
entirely using Legendre polynomials, and we give an algorithm, using Cholesky factorization, to
compute the multiwavelets and a method, using the Jacobi matrix for Legendre polynomials, to
compute the matrices in the scaling relation for any size of the multiplicity of the multiwavelets.
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1. Introduction. Wavelets are a powerful way for approximating functions and
have been very successful in harmonic analysis, Fourier analysis, signal and image
processing and approximation theory [4], [17]. Multiresolution analysis, as introduced
by Mallat and Meyer [19, 20], is a useful way to describe functions in L2(R) in a nested
sequence of subspaces, and wavelets are very well suited to move from one resolution to
higher resolutions. Multiwavelets are an extension of wavelets where instead of using a
single scaling function one uses a vector scaling function, which allows to describe the
spaces in the multiresolution analysis in terms of translates of linear combinations of
the functions in the scaling vector. Multiwavelets came up in a natural way in fractal
interpolation and iterated functions theory [5, 6, 7, 12] and were also put forward by
Goodman [10, 11] and Herve´ [13]. A good description of multiwavelets can be found
in [17, part II] and [18]. In this paper we will investigate the multiwavelets described
by Alpert [1]. Previously Geronimo, Marcella´n and Iliev investigated a modification
of Alpert’s multiwavelets in [9] and [8], but they used an orthogonal basis for the
wavelets with fewer zero moments than proposed by Alpert in [1]. In this paper we
will investigate the wavelets with the maximal number of zero moments, as originally
proposed by Alpert.
The paper is organized as follows. We give some information on Alpert’s multi-
wavelets in section 2, we make the connection with type I multiple orthogonal poly-
nomials in section 3 and give explicit formulas for the Legendre-Angelesco multiple
orthogonal polynomials in section 4. A formula for Alpert’s multiwavelets in terms
of the Legendre-Angelesco polynomials is given in section 5 including explicit expres-
sions for their Fourier transforms. An algorithm to expand the multiwavelets in terms
of Legendre polynomials is given in section 6.
2. Alpert multiwavelets. Let n ∈ N = {1, 2, 3, . . .} be fixed and consider the
functions
φj(x) =
√
2j − 1Pj−1(2x− 1)χ[0,1)(x), 1 ≤ j ≤ n,
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where Pj (0 ≤ j ≤ n − 1) are the Legendre polynomials on [−1, 1] and χ[0,1) is the
characteristic function of the interval [0, 1). If we set
Φn(x) =
φ1(x)...
φn(x)
 ,
then Φn is a vector of compactly supported L
2-functions with∫ 1
0
Φn(x)Φ
T
n (x)dx = In,
where In is the identity matrix of order n. Introduce the linear space
V0 = clL2(R)span{φi(· − j), 1 ≤ i ≤ n, j ∈ Z},
then V0 is a space of piecewise polynomials of degree ≤ n− 1 and it is a finitely gen-
erated shift invariant space, for which {φi(x− j), 1 ≤ i ≤ n, j ∈ Z} is an orthonormal
basis. For every k ∈ Z we define Vk = {φ(2k·), φ ∈ V0}, so that Vk contains functions
in L2(R) at different resolutions. Clearly the spaces (Vk)k∈Z are nested
· · · ⊂ V−2 ⊂ V−1 ⊂ V0 ⊂ V1 ⊂ V2 ⊂ · · · ⊂ L2(R),
and they form a multiresolution analysis (MRA) of L2(R). We can write
Vk+1 = Vk ⊕Wk, k ∈ Z,
and the spaces (Wk)k∈Z are called the wavelet spaces. If ψ1, . . . , ψn generate a shift-
invariant basis for W0, then these functions are known as multiwavelets when n > 1.
For n = 1 one retrieves the MRA associated with the Haar wavelet. Multiwavelets
for n > 1 were investigated by Alpert [1], Geronimo and Marcella´n [9], Geronimo and
Iliev [8].
In [1] Alpert constructs multiwavelet functions f1, . . . , fn supported on [−1, 1]
with the following properties:
1. The restriction of fi to (0, 1) is a polynomial of degree n− 1;
2. fk(−t) = (−1)k+n−1fk(t) for t ∈ (0, 1);
3. f1, . . . , fn have the orthogonality property
(1)
∫ 1
−1
fi(t)fj(t)dt = δi,j , 1 ≤ i, j ≤ n;
4. The function fk has vanishing moments
(2)
∫ 1
−1
fk(t)t
i dt = 0, i = 0, 1, . . . , k + n− 2.
Our observation is the following
Proposition 1. The last function fn is, up to a normalization factor, the type I
Legendre-Angelesco multiple orthogonal polynomial
fn(x) = An,n(x)χ[−1,0) +Bn,n(x)χ[0,1) .
Of course we need to explain what the type I Legendre-Angelesco polynomial is. In
the next section we explain what multiple orthogonal polynomials are and in particular
we define the type I and type II Legendre-Angelesco polynomials. Proposition 1 then
follows immediately from the definition of type I Legendre Angelesco polynomials.
We will then also explain how the other multiwavelets f1, . . . , fn−1 can be expressed
in terms of the Legendre-Angelesco polynomials.
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3. Multiple orthogonal polynomials. Let r ∈ N and ~n = (n1, . . . , nr) ∈ Nr
with size |~n| = n1+n2+ . . .+nr. Multiple orthogonal polynomials are polynomials in
one variable that satisfy orthogonality conditions with respect to r measures µ1, . . . , µr
on the real line. There are two types: the type I multiple orthogonal polynomials for
the multi-index ~n are (A~n,1, . . . , A~n,r), where the degree of A~n,j is ≤ nj − 1 and
r∑
j=1
∫
xkA~n,j(x)dµj(x) = 0, 0 ≤ k ≤ |~n| − 2,
with the normalization
r∑
j=1
∫
x|~n|−1A~n,j(x)dµj(x) = 1,
and the type II multiple orthogonal P~n is the monic polynomial of degree |~n| for which∫
xkP~n(x)dµj (x) = 0, 0 ≤ k ≤ nj − 1,
for 1 ≤ j ≤ r (see, e.g., [14, Chapter 26]). If the measures are supported on disjoint
intervals, then the system µ1, . . . , µr is called an Angelesco system. In this paper we
will deal with two measures (r = 2) with µ1 the uniform measure on [−1, 0] and µ2
the uniform measure on [0, 1], and the corresponding multiple orthogonal polynomials
are called Legendre-Angelesco polynomials. These polynomials were introduced by
Angelesco in 1918–1919 and investigated in detail by Kalyagin and Ronveaux [16, 15].
The type I Legendre-Angelesco polynomials (An,m, Bn,m) are thus defined by
degAn,m = n− 1, degBn,m = m− 1 and the orthogonality conditions
(3)
∫ 1
−1
(
An,m(x)χ[−1,0] +Bn,m(x)χ[0,1]
)
xk dx = 0, 0 ≤ k ≤ n+m− 2,
and the normalization
(4)
∫ 1
−1
(
An,m(x)χ[−1,0] +Bn,m(x)χ[0,1]
)
xn+m−1 dx = 1.
These polynomials are uniquely determined by these conditions. Note that the or-
thogonality (3) corresponds to the condition for the vanishing moments (condition
4) for k = n, hence proving Proposition 1. The normalization, however, is different
since one uses condition 3 instead of (4). Note that the type I Legendre-Angelesco
polynomials are piecewise polynomials on [−1, 1] but their restrictions to [−1, 0] and
[0, 1] are respectively the polynomials An,m (of degree n − 1) and Bn,m (of degree
m− 1).
The remaining multiwavelets f1, . . . , fn−1 can also be expressed in terms of Le-
gendre-Angelesco orthogonal polynomials. Denote the type I multiple orthogonal
polynomials by
Qn,m(x) = An,m(x)χ[−1,0] +Bn,m(x)χ[0,1].
As mentioned before, these are piecewise polynomials on [−1, 1] as are the multiwave-
lets.
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Proposition 2. Let (f1, . . . , fn) be the Alpert multiwavelets of multiplicity n.
Then
fk(x) =
{∑n
j= k+n
2
cjQj,j(x), if k + n is even,
1
2
∑n
j= k+n+1
2
ajdj−1Qj,j(x) +
∑n−1
j= k+n−1
2
djQj+1,j(x), if k + n is odd,
where the coefficients aj , cj , dj are real numbers. The aj are independent of k and n,
but the cj, dj depend on k and n.
Proof. The type I multiple orthogonal polynomials {Qj,j , 1 ≤ j ≤ n} on the diag-
onal, together with {Qj+1,j , 0 ≤ j ≤ n− 1} are a basis for the piecewise polynomials
pn−1χ[−1,0] + qn−1χ[0,1], where pn−1, qn−1 ∈ Pn−1 are polynomials of degree at most
n−1. There is a biorthogonality relation for the multiple orthogonal polynomials [14,
§23.1.3] ∫ 1
−1
Pn,m(x)Qk,`(x)dx =

0 if k ≤ n and ` ≤ m,
0 if n+m ≤ k + `− 2,
1 if n+m = k + `− 1,
where Pn,m are the type II Legendre-Angelesco multiple orthogonal polynomials, for
which ∫ 0
−1
Pn,m(x)x
k dx = 0, 0 ≤ k ≤ n− 1,∫ 1
0
Pn,m(x)x
k dx = 0, 0 ≤ k ≤ m− 1.
The biorthogonality gives for the multi-indices near the diagonal∫ 1
−1
Pj,j(x)Qk,k(x)dx = 0 =
∫ 1
−1
Pj+1,j(x)Qk+1,k(x)dx, j, k ∈ N,
∫ 1
−1
Pj,j(x)Qk+1,k(x)dx = δk,j =
∫ 1
−1
Pj,j−1(x)Qk,k(x)dx.
So if we expand fk in the basis of type I Legendre-Angelesco polynomials, then
(5) fk(x) =
n∑
j=1
cjQj,j(x) +
n−1∑
j=0
djQj+1,j(x),
and the biorthogonality gives
(6) cj =
∫ 1
−1
fk(x)Pj,j−1(x)dx, dj =
∫ 1
−1
fk(x)Pj,j(x)dx.
The conditions imposed by Alpert give some properties for these coefficients. The
symmetry property 2 gives (change variables x→ −x)
dj =
∫ 1
−1
fk(−x)Pj,j(−x)dx = (−1)k+n+1
∫ 1
−1
fk(x)Pj,j(x)dx = (−1)k+n+1dj ,
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so that dj = 0 whenever k + n is even. We have used that the type II multiple
orthogonal polynomial Pj,j is an even function. For cj we have (with the same change
of variables)
cj =
∫ 1
−1
fk(−x)Pj,j−1(−x)dx = (−1)k+n
∫ 1
−1
fk(x)Pj−1,j(x)dx,
where we used that Pj,j−1(−x) = −Pj−1,j(x), which can easily be seen from the
orthogonality conditions. The type II multiple orthogonal polynomials satisfy the
nearest neighbor recurrence relations
xPn,m(x) = Pn+1,m(x) + cn,mPn,m(x) + an,mPn−1,m(x) + bn,mPn,m−1(x),
xPn,m(x) = Pn,m+1(x) + dn,mPn,m(x) + an,mPn−1,m(x) + bn,mPn,m−1(x).
Subtracting both relations gives
Pn+1,m(x)− Pn,m+1(x) = (dn,m − cn,m)Pn,m(x),
so that Pj,j−1(x)−Pj−1,j(x) = ajPj−1,j−1(x), where aj = dj−1,j−1 − cj−1,j−1. Using
this we find
cj = (−1)k+n
∫ 1
−1
fk(x)
(
Pj,j−1(x)− ajPj−1,j−1(x)
)
dx = (−1)k+n(cj − ajdj−1),
and hence we have that 2cj = ajdj−1 whenever k + n is odd. So the expansion (5)
reduces to
(7) fk(x) =
{∑n
j=1 cjQj,j(x), if k + n is even,
1
2
∑n
j=1 ajdj−1Qj,j(x) +
∑n−1
j=0 djQj+1,j(x), if k + n is odd.
Alpert’s moment condition 4 also shows that{
cj = 0, if 2j − 1 ≤ k + n− 2,
dj = 0, if 2j ≤ k + n− 2,
so that the expansion (7) reduces to the one given in the proposition.
4. Legendre-Angelesco polynomials. It is now important to find the Legen-
dre-Angelesco polynomials. We introduce two families of polynomials
pn(x) =
n∑
k=0
(
n
k
)(
n+ k2
n
)
(−1)n−kxk,(8)
qn(x) =
n∑
k=0
(
n
k
)(
n+ k−12
n
)
(−1)n−kxk.(9)
Observe that pn and qn are polynomials of degree n with positive leading coefficient.
These two families are immediately related to the last two multiwavelets, and this
holds for every multiplicity n. We will need the Mellin transform of these polynomials
to make the connection.
6 JEFFREY S. GERONIMO, PLAMEN ILIEV, WALTER VAN ASSCHE
Proposition 3. The Mellin transforms of the polynomials pn and qn on [0, 1]
are given by
(10)
∫ 1
0
pn(x)x
s dx = (−1)n (
1
2
− s
2
)n
(s + 1)n+1
,
and
(11)
∫ 1
0
qn(x)x
s dx = (−1)n (−
s
2
)n
(s + 1)n+1
.
Proof. The proof is along the lines of [8, Lemma 4] and [23, Thm. 2.2]. We will
compute the Mellin transform of pn, which by integrating (8) is∫ 1
0
pn(x)x
s dx =
n∑
k=0
(
n
k
)(
n+ k2
n
)
(−1)n−k
k + s+ 1
.
This is the partial fraction decomposition of a rational function T (s)/R(s) with poles
at the integers {−k − 1, 0 ≤ k ≤ n}, so R(s) = (s + 1)n+1 and T is a polynomial of
degree ≤ n with residue (−1)n−k(n
k
)(
n+k
2
n
)
for the pole at −k − 1, hence
T (−k − 1)
R′(−k − 1) =
(
n
k
)(
n+ k2
n
)
(−1)n−k.
Observe that R′(−k − 1) = (−1)kk!(n− k)! so that
T (−k − 1) = (−1)n
(
n+ k2
n
)
n! = (−1)n(k
2
+ 1)n, 0 ≤ k ≤ n.
The polynomial T (s) = (−1)n(12− s2 )n of degree n has precisely these values at −k−1,
and hence (10) follows. Observe that the Mellin transform of pn is a rational function
of s and that the numerator has zeros when s = 2k − 1 (1 ≤ k ≤ n), so that all
the odd moments ≤ 2n − 1 of pn on [0, 1] vanish. The Mellin transform of qn can
be obtained easily in a similar way. From (11) one sees that qn has vanishing even
moments ≤ 2n− 2.
The last two multiwavelets fn and fn−1 are now easily given in terms of these
polynomials.
Proposition 4. Let f1, . . . , fn be Alpert’s multiwavelets of multiplicity n. Then
for x ∈ [0, 1]
fn(x) = cn,0pn−1(x), fn−1(x) = dn,0qn−1(x),
where cn,0 and dn,0 are normalizing constants given by
1
c2n,0
= 2
∫ 1
0
p2n−1(x)dx,
1
d2n,0
= 2
∫ 1
0
q2n−1(x)dx.
Proof. We need to verify the moment condition (2) for fn. Observe that∫ 1
−1
fn(x)x
k dx =
∫ 1
0
fn(x)x
k dx+
∫ 0
−1
fn(x)x
k dx
=
(
1 + (−1)k+1) ∫ 1
0
fn(x)x
k dx,
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so that all the even moments are already zero. So we only need to concentrate on
the odd moments of pn−1. The Mellin transform (10) for pn−1 shows that the odd
moments ≤ 2n− 3 vanish, and since all the even moments for fn are already zero, it
must follow from (2) that fn is equal to pn−1 up to a normalizing factor.
The proof for fn−1 is similar with a few changes. The symmetry fn−1(−x) =
fn−1(x) now gives∫ 1
−1
fn−1(x)x
k dx =
(
1 + (−1)k) ∫ 1
0
fn−1(x)x
k dx,
so that all the odd moments vanish. We only need to check that the even moments
vanish. The orthogonality of fn and fn−1 will automatically be true because of the
symmetry:∫ 1
−1
fn(x)fn−1(x)dx =
∫ 1
0
fn(x)fn−1(x)dx −
∫ 1
0
fn(x)fn−1(x)dx = 0.
For qn−1 we have from (11) that all the even moments ≤ 2n − 4 vanish, so that
together with the vanishing odd moments, the moment condition (2) holds and fn−1
must be proportional to qn−1.
An explicit formula for the normalizing constants cn,0 and dn,0 will be given in
Proposition 8.
4.1. Type I Legendre-Angelesco polynomials. The type I Legendre-An-
gelesco polynomials near the diagonal can be expressed explicitly in terms of the
functions pn and qn in (8)–(9):
Proposition 5. Let (An,m, Bn,m) be the type I Legendre-Angelesco polynomial
for the multi-index (n,m). Then on the diagonal
(12) Bn+1,n+1(x) =
1
2
(3n+ 2)!
n!(2n+ 1)!
pn(x), An+1,n+1(x) = −Bn+1,n+1(−x).
and for |n−m| = 1
bnBn+1,n(x) =
(
n+ n2
n
)
qn(x)−
(
n+ n−12
n
)
pn(x),(13)
bnBn,n+1(x) =
(
n+ n2
n
)
qn(x) +
(
n+ n−12
n
)
pn(x),(14)
and
(15) An+1,n(x) = Bn,n+1(−x), An,n+1(x) = Bn+1,n(−x),
where the normalizing constant is given by bn = 2(
n
2 + 1)n
(2n)!
(3n+1)! .
Proof. The result in (12) follows from Proposition 1 and Proposition 4. The con-
stant can be found by putting s = 2n+1 in the Mellin transform, since that moment
has to be 1. For (13)–(15) one can check that the vanishing moment conditions (3)
hold and that the polynomials are of the correct degree. The normalizing constant bn
can be obtained by computing the 2nth moment of qn, i.e., putting s = 2n in (11),
and the using the normalization in (4).
8 JEFFREY S. GERONIMO, PLAMEN ILIEV, WALTER VAN ASSCHE
A consequence of the Mellin transform (10) is the Rodrigues type formula
pn(x) =
(−1)n
2nn!
(D∗)nx2n(1 − x)n, D∗ = 1
x
d
dx
,
which follows by using
(s − 2k − 1)fˆ(s) = −D̂kf(s), Dkf(x) = x−2k−1 d
dx
x2k+2f(x),
where fˆ is the Mellin transform of f
fˆ(s) =
∫ ∞
0
f(x)xs dx,
(see, e.g., [23, §2.2]). In a similar way the Mellin transform (11) implies the Rodrigues
type formula
qn(x) =
(−1)n
2nn!
x(D∗)nx2n−1(1− x)n.
The pn and qn can be written as linear combinations of two hypergeometric
functions
pn(x) = (−1)n3F2
(
n+ 1,−n2 ,−n2 + 12
1
2 , 1
;x2
)
− (−1)n (
3
2)n
(n− 1)!x 3F2
(
n+ 3
2
,−n
2
+ 1
2
,−n
2
+ 1
3
2
, 3
2
;x2
)
,
and
qn(x) = (−1)n
(12)n
n!
3F2
(
n+ 12 ,−n2 ,−n2 + 12
1
2 ,
1
2
;x2
)
− (−1)nnx 3F2
(
n+ 1,−n2 + 12 ,−n2 + 1
1, 32
;x2
)
.
There is also a system of recurrence relations.
Proposition 6. One has
(3n− 1)xpn−1(x) = 2nqn(x) + (2n− 1)qn−1(x),(16)
(3n− 2)xqn−1(x) = 2
3
(
npn(x) + (2n− 1)pn−1(x) + (n − 1)pn−2(x)
)
.(17)
Proof. We will prove this by comparing coefficients. For (16) the coefficient of
(−x)k on the right hand side is
(−1)n
(
2n
(
n
k
)(
n+ k−1
2
n
)
− (2n− 1)
(
n− 1
k
)(
n− 1 + k−1
2
n− 1
))
.
This can easily be seen to be equal to
(−1)n (1 +
k−1
2
)n−1
k!(n− k)!
(
2n(n+
k − 1
2
)− (2n− 1)(n − k)
)
.
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The factor between brackets is k(3n− 1), hence together this gives
(−1)n(3n− 1) (1 +
k−1
2 )n−1
(k − 1)!(n− k)! = (−1)
n(3n− 1)
(
n− 1
k − 1
)(
n− 1 + k−12
n− 1
)
,
which is the coefficient of (−x)k of the left hand side of (16). The proof is similar for
(17), except that one now has to combine three terms on the right hand side.
These recurrence relations can be simplified in the following way. Introduce one
more sequence of polynomials
(18) rn(x) =
n∑
k=0
(
n
k
)(
n+ k+12
n
)
(−1)n−kxk,
then
xrn−1(x) =
2
3
(
pn−1(x) + pn(x)
)
,
(3n− 1)xpn−1(x) = 2nqn(x) + (2n− 1)qn−1(x),
(3n+ 1)qn(x) = (n + 1)rn(x) + nrn−1(x),
or in matrix formpn(x)qn(x)
rn(x)
 =

−1 0 32x
3n−1
2n x − 2n−12n 0
(3n+1)(3n−1)
2n(n+1) x − (3n+1)(2n−1)2n(n+1) − nn+1

pn−1(x)qn−1(x)
rn−1(x)
 .
4.2. Type II Legendre-Angelesco polynomials. The type II Legendre-An-
gelesco polynomials Pn,n(x) and Pn+1,n(x) also have nice Mellin transforms.
Proposition 7. One has
(19)
∫ 1
0
Pn,n(x)x
s dx = Cn
(−s)n
(12 +
s
2 )n+1
and
(20)
∫ 1
0
[Pn+1,n(x) + Pn,n+1(x)]x
s dx = Dn
(−s)n
(1 + s2 )n+1
,
where Cn and Dn are constants.
Proof. The orthogonality conditions for Pn,n are∫ 0
−1
Pn,n(x)x
k dx = 0 =
∫ 1
0
Pn,n(x)x
k dx, 0 ≤ k ≤ n− 1.
The symmetry Pn,n(−x) = Pn,n(x) implies that Pn,n(x) is an even polynomial and
we only need to consider the orthogonality conditions on [0, 1]. Let
Pn,n(x) =
n∑
j=0
ajx
2j ,
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then the Mellin transform is∫ 1
0
Pn,n(x)x
s dx =
n∑
j=0
aj
2j + s+ 1
.
This is a rational function of s with poles at the odd negative integers −1,−3,−5, . . . ,
−2n − 1, hence the denominator is (12 + s2)n+1. The orthogonality conditions on
[0, 1] imply that the numerators has zeros at 0, 1, . . . , n − 1, hence the numerator is
proportional to (−s)n. This gives (19), where the constant Cn has to be determined
so that Pn,n is a monic polynomial.
The orthogonality conditions for Pn+1,n and Pn,n+1 are∫ 0
−1
Pn+1,n(x)x
k dx = 0 =
∫ 1
0
Pn,n+1(x)x
k dx, 0 ≤ k ≤ n,
and ∫ 1
0
Pn+1,n(x)x
k dx = 0 =
∫ 0
−1
Pn,n+1(x)x
k dx, 0 ≤ k ≤ n− 1.
The difference Pn+1,n(x)−Pn,n+1(x) is a polynomial of degree 2n which is proportional
to Pn,n, and Pn+1,n(−x) = −Pn,n+1(x). The sum Pn+1,n+Pn,n+1 is therefore an odd
polynomial and we can write
Pn+1,n(x) + Pn,n+1(x) = x
n∑
j=0
bjx
2j .
The Mellin transform of this sum is of the form∫ 1
0
[Pn+1,n(x) + Pn,n+1(x)]x
s dx =
n∑
j=0
bj
2j + s+ 2
,
and this is a rational function with poles at the even negative integers −2,−4,−6, . . . ,
−2n−2. Hence the denominator is (1+ s2 )n+1. The orthogonality conditions on [0, 1]
imply that the numerator vanishes at 0, 1, . . . , n−1, hence it is proportional to (−s)n.
This gives (20), where the constant Dn has to be determined so that the leading
coefficient is 2.
The Mellin transform (19) implies the Rodrigues formula
Pn,n(x) = (−1)n (2n)!
(3n)!
dn
dxn
xn(1− x2)n,
if we take into account that∫ 1
0
(1 − x2)nxs dx = 1
2
n!
(12 +
s
2 )n+1
.
This Rodrigues formula was already known, e.g., [14, §23.3] [16], and it gives the
explicit expression
Pn,n(x) =
n!(2n)!
(3n)!
n∑
k=0
(
n
k
)(
n+ 2k
2k
)
(−1)n−kx2k.
This Rodrigues was already given by Appell in 1901 without any mentioning of the
property of multiple orthogonality, see [2] [3, p. 433].
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5. Alpert multiwavelets and Legendre-Angelesco polynomials. Proposi-
tion 4 already gives the last two multiwavelets fn and fn−1 in terms of the polynomials
pn−1 and qn−1. In order to be able to work with multiwavelets of various multiplicity,
we will change the notation somewhat. If n ∈ N we will denote the multiwavelets of
multiplicity n by (fn1 , f
n
2 , . . . , f
n
n ), and these correspond to what we so far denoted as
(f1, f2, . . . , fn). Proposition 4 then says that for x ∈ [0, 1]
fn+1n+1 (x) = cn+1,0pn(x), f
n+1
n (x) = dn+1,0qn(x).
To find the other multiwavelets, we proceed as follows. Every fn+1n+1−2k is a linear
combination of pn, pn−1, . . . , pn−k in such a way that the orthogonality (1) holds.
This means that we start from the sequence (pn, pn−1, . . . , pn−k) and we use the
Gram-Schmidt process to obtain (fn+1n+1 , f
n+1
n−1 , . . . , f
n+1
n+1−2k). In a similar way ev-
ery fn+1n−2k is a linear combination of qn, qn−1, qn−k in such a way that the orthog-
onality (1) holds. Hence we use Gram-Schmidt on (qn, qn−1, . . . , qn−k) to obtain
(fn+1n , f
n+1
n−2 , . . . , f
n+1
n−2k). Observe that the Gram-Schmidt process is applied to the
polynomials (pn)n and (qn)n starting from degree n and going down in the degree,
which is different from the usual procedure where one starts from the lowest degree,
going up to the highest degree. If we denote by 〈f, g〉 the integral of fg over the
interval [0, 1], then an explicit formula for x ∈ (0, 1] is
(21) fn+1n+1−2k(x) = cn+1,k
∣∣∣∣∣∣∣∣∣∣∣
〈pn, pn〉 〈pn, pn−1〉 · · · 〈pn, pn−k〉
〈pn−1, pn〉 〈pn−1, pn−1〉 · · · 〈pn−1, pn−k〉
...
... · · · ...
〈pn−k+1, pn〉 〈pn−k+1, pn−1〉 · · · 〈pn−k+1, pn−k〉
pn(x) pn−1(x) · · · pn−k(x)
∣∣∣∣∣∣∣∣∣∣∣
,
where cn+1,k is such that the norm of f
n+1
n+1−2k is one. Similarly
(22) fn+1n−2k(x) = dn+1,k
∣∣∣∣∣∣∣∣∣∣∣
〈qn, qn〉 〈qn, qn−1〉 · · · 〈qn, qn−k〉
〈qn−1, qn〉 〈qn−1, qn−1〉 · · · 〈qn−1, qn−k〉
...
... · · · ...
〈qn−k+1, qn〉 〈qn−k+1, qn−1〉 · · · 〈qn−k+1, qn−k〉
qn(x) qn−1(x) · · · qn−k(x)
∣∣∣∣∣∣∣∣∣∣∣
,
where the constant dn+1,k normalizes the function to have norm one. For the normal-
izing constant cn+1,k we define
(23) ∆pn,k =
∣∣∣∣∣∣∣∣∣
〈pn, pn〉 〈pn, pn−1〉 · · · 〈pn, pn−k〉
〈pn−1, pn〉 〈pn−1, pn−1〉 · · · 〈pn−1, pn−k〉
...
... · · · ...
〈pn−k, pn〉 〈pn−k, pn−1〉 · · · 〈pn−k, pn−k〉
∣∣∣∣∣∣∣∣∣ ,
then it follows from (21) that 〈fn+1n+1−2k, pn−j〉 = 0 for 0 ≤ j < k, since this is equal to
a determinant with two equal rows, and 〈fn+1n+1−2k, pn−k〉 = cn+1,k∆pn,k. Now on [0, 1]
we have fn+1n+1−2k(x) = cn+1,k∆
p
n,k−1pn−k(x) + · · · , and by the symmetry properties
of the functions fn+1k ∫ 1
−1
[fn+1n+1−2k(x)]
2 dx = 2
∫ 1
0
[fn+1n+1−2k(x)]
2 dx,
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hence
1
2
= 〈fn+1n+1−2k, fn+1n+1−2k〉 = c2n+1,k∆pn,k∆pn,k−1,
so that
(24) cn+1,k =
1√
2∆pn,k∆
p
n,k−1
.
In a similar way we find
(25) dn+1,k =
1√
2∆qn,k∆
q
n,k−1
,
where
(26) ∆qn,k = det

〈qn, qn〉 〈qn, qn−1〉 · · · 〈qn, qn−k〉
〈qn−1, qn〉 〈qn−1, qn−1〉 · · · 〈qn−1, qn−k〉
...
... · · · ...
〈qn−k, qn〉 〈qn−k, qn−1〉 · · · 〈qn−k, qn−k〉
 .
5.1. Hypergeometric functions. We will express the inner products 〈pn, pk〉
in terms of hypergeometric functions.
Proposition 8. The entries in the Gram-matrix for k ≤ n are given by
(27)
∫ 1
0
pn(x)pk(x)dx = (−1)n+k
Γ(n + 12 )
(n + 1)!
√
pi
4F3
(
k + 1, 12 ,−k−12 ,−k2
−n+ 12 , n+22 , n+32
; 1
)
,
and
(28)
∫ 1
0
qn(x)qk(x)dx = (−1)n+k
Γ(n− 1
2
)k
2(n+ 2)!
√
pi
4F3
(
k + 1, 32 ,−k−22 ,−k−12
−n+ 32 , n+32 , n+42
; 1
)
.
Proof. For (27) we expand pk using (8) to find
〈pn, pk〉 = (−1)k
k∑
j=0
(
k
j
)(
k + j2
k
)
(−1)j
∫ 1
0
xjpn(x)dx.
The integral can be evaluated by using the Mellin transform (10), which gives∫ 1
0
xjpn(x)dx = (−1)n
(12 − j2 )n
(1 + j)n+1
,
and this is zero whenever j is odd and 1 ≤ j ≤ 2n− 1. So we only need to consider
even terms in the sum. This leaves
〈pn, pk〉 = (−1)n+k
b k
2
c∑
j=0
(
k
2j
)(
k + j
k
)
(1
2
− j
2
)n
(1 + 2j)n+1
= (−1)n+k
b k
2
c∑
j=0
(k + j)!(1
2
− j)n
(k − 2j)!j!(2j + n+ 1)! .
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Now we can write
(
1
2
− j)n = (1
2
)j
(12 )n
(−n+ 12 )j
and (k + j)! = (k + 1)jk!, so that
〈pn, pk〉 = (−1)n+k(1
2
)nk!
b k
2
c∑
j=0
(k + 1)j(
1
2)j
(k − 2j)!(2j + n+ 1)!(−n+ 12)jj!
.
Next, we have
(k − 2j)! = k!
(−k)2j =
k!
22j(−k2 )j(−k−12 )j
,
and (2j + n+ 1)! = 22j(n+22 )j(
n+3
2 )j(n+ 1)!, so that
〈pn, pk〉 = (−1)n+k
(12 )n
(n+ 1)!
b k
2
c∑
j=0
(k + 1)j(−k2 )j(−k−12 )j(12)j
(−n+ 12)j(n+22 )j(n+32 )jj!
,
and this coincides with the hypergeometric expression in (27). The computations for
〈qn, qk〉 are similar, starting from the expansion (9) and using the Mellin transform
(11).
Observe that both (27) and (28) are terminating hypergeometric series.
5.2. Fourier transform. We will now compute the Fourier transform of the
multiwavelets fn+1k for k = n+ 1 and k = n.
Proposition 9. One has
fˆn+1n+1 (t) =
∫ 1
−1
fn+1n+1 (x)e
ixt dx = 2icn+1,0t
2n+1 (−1)nn!
(3n+ 2)!
1F2
(
n+ 1
3n+3
2 ,
3n+4
2
;− t
2
4
)
,
and
fˆn+1n (t) =
∫ 1
−1
fn+1n (x)e
ixt dx = 2dn+1,0t
2n (−1)nn!
(3n + 1)!
1F2
(
n+ 1
3n+2
2 ,
3n+3
2
;− t
2
4
)
.
Proof. We have∫ 1
−1
fn+1n+1 (x)e
ixt dx =
∫ 1
0
fn+1n+1 (x)e
ixt dx−
∫ 1
0
fn+1n+1 (x)e
−ixt dx
= 2i
∫ 1
0
fn+1n+1 (x) sin(xt)dx.
If we use the Taylor series expansion of the sin function, then the Fourier transform
is
fˆn+1n+1 (t) = 2i
∞∑
k=0
(−1)k t
2k+1
(2k + 1)!
∫ 1
0
x2k+1fn+1n+1 (x)dx.
On (0, 1] we have fn+1n+1 (x) = cn+1,0pn(x), so we can use the Mellin transform in (10)
to evaluate the integral:
fˆn+1n+1 (t) = (−1)n2icn+1,0
∞∑
k=0
(−1)k t
2k+1
(2k + 1)!
(−k)n
(2k + 2)n+1
.
14 JEFFREY S. GERONIMO, PLAMEN ILIEV, WALTER VAN ASSCHE
The first n terms in the series are zero, so if we set k = j + n, then
fˆn+1n+1 (t) = 2icn+1,0t
2n+1
∞∑
j=0
(−1)j t
2j
(2j + 2n+ 1)!
(−j − n)n
(2j + 2n+ 2)n+1
.
Now use
(2j + 2n+ 1)!(2j + 2n+ 2)n+1 = (2j + 3n+ 2)! = (3n + 2)! 2
2j
(3n+ 3
2
)
j
(3n+ 4
2
)
j
,
and (−j − n)n = (−1)nn!(n+ 1)j/j! to find
fˆn+1n+1 (t) = 2icn+1,0t
2n+1 (−1)nn!
(3n + 2)!
∞∑
j=0
(−1)j t
2j
22j
(n + 1)j
j!(3n+32 )j(
3n+4
2 )j
,
which can be identified in terms of the hypergeometric series.
The proof for the second Fourier transform is similar. We now have
fˆn+1n (t) = 2
∫ 1
0
fn+1n (x) cos(xt)dx = 2
∞∑
k=0
(−1)k t
2k
(2k)!
∫ 1
0
x2kfn+1n (x)dx.
Now use fn+1n (x) = dn+1,0qn(x) and the Mellin transform (11) for qn to find
fˆn+1n (t) = (−1)n2dn+1,0
∞∑
k=0
(−1)k t
2k
(2k)!
(−k)n
(2k + 1)n+1
.
Again the first n terms in the series are zero, so the change k = j + n gives
fˆn+1n (t) = 2dn+1,0t
2n
∞∑
j=0
(−1)j t
2j
(2j + 2n)!
(−j − n)n
(2j + 2n+ 1)n+1
.
In this case we need to use
(2j + 2n)!(2j + 2n+ 1)n+1 = (2j + 3n+ 1)! = (3n + 1)! 2
2j
(3n+ 2
2
)
j
(3n+ 3
2
)
j
,
and some elementary work gives the required hypergeometric function.
The Fourier transform of the other multiwavelets fn+1k can be obtained by taking
the sin-transform in (21) or the cos-transform in (22). Both will give a determinant
containing hypergeometric functions.
6. Alpert multiwavelets and Legendre polynomials. In order to compute
the multiwavelets, we introduce the notation
Ψn(x) =

fn1 (2x− 1)
fn2 (2x− 1)
...
fnn (2x− 1)
 ,
and the idea is to write
Ψn
(x+ 1
2
)
= Dn−1Φn(x+ 1) +D
n
1Φn(x)
MULTIWAVELETS & LEGENDRE-ANGELESCO 15
where
Φn(x) =

`0(x)
`1(x)
...
`n−1(x)
χ[0,1],
and `n(x) are the orthonormal Legendre polynomials on [0, 1] with χA the indicator
function for the set A. The scaling relation is
Φn(
t+ 1
2
) = Cn−1Φn(t+ 1) + C
n
1 Φn(t),
where Cn−1 and C
n
1 are n×n matrices (which are lower triangular). The orthogonality
of the Legendre polynomials gives∫ 1
−1
Φn(
x+ 1
2
)ΦTn (
x+ 1
2
)dx = 2In,
where In is the identity matrix of order n, so that
Cn−1(C
n
−1)
T + Cn1 (C
n
1 )
T = 2In.
The orthogonality of Alpert’s multiwavelets gives∫ 1
−1
Ψn(
x+ 1
2
)ΨTn (
x+ 1
2
)dx = In,
so that
Dn−1(D
n
−1)
T +Dn1 (D
n
1 )
T = In.
Furthermore, the multiwavelets are orthogonal to polynomials of degree ≤ n, hence∫ 1
−1
Ψn(
x+ 1
2
)ΦTn (
x+ 1
2
)dx = On,
so that
Dn−1(C
n
−1)
T +Dn1 (C
n
1 )
T = On.
Let n be even, then we write
Ψen(x) =

f2(x)
f4(x)
...
fn(x)
 , Ψon(x) =

f1(x)
f3(x)
...
fn−1(x)
 .
From (21) and (22) we find that
Ψen(x) = G
p
n
pn/2(x)...
pn−1(x)
 , Ψon(x) = Gqn
qn/2(x)...
qn−1(x)
 ,
where Gpn and G
q
n are
n
2 × n2 upper triangular matrices. The orthogonality of the
multiwavelets and the symmetry gives
In/2 = 2
∫ 1
0
Ψen(x)Ψ
e
n(x)
T dx = 2Gpn
∫ 1
0
pn/2(x)...
pn−1(x)
(pn/2(x) · · · pn−1(x)) (Gpn)T ,
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so that
(Gpn)
−1(GpTn )
−1 = 2
(
〈pi, pj〉
)n−1
i,j=n/2
,
and hence (Gpn)
−1(GpTn )
−1 is the Cholesky factorization of the matrix 2
(
〈pi, pj〉
)n−1
i,j=n/2
.
Note however that this is an UL-factorization rather than an LU-factorization. In a
similar way, (Gqn)
−1(GqTn )
−1 is the UL-Cholesky factorization of the positive defi-
nite matrix 2
(
〈qi, qj〉
)n−1
i,j=n/2
. Next, we expand the pk and qk functions in terms of
Legendre polynomials as
p0(x)
p1(x)
...
pn−1(x)
 = AnΦn(x),

q0(x)
q1(x)
...
qn−1(x)
 = BnΦn(x),
where An and Bn are lower triangular n × n matrices. The orthonormality of the
Legendre polynomials gives
∫ 1
0

p0(x)
p1(x)
...
pn−1(x)
(p0(x) p1(x) · · · pn−1(x)) dx = AnATn ,
so that AnA
T
n is the Cholesky factorization of the matrix
(
〈pi, pj〉
)n−1
i,j=0
and similarly
BnB
T
n is the Cholesky factorization of
(
〈qi, qj〉
)n−1
i,j=0
. Note that the positivity of the
diagonal elements of the Cholesky factorization reflects that the leading coefficients
of pk and qk are positive. Combining this gives
Ψen(x) =
(
On
2
,n
2
Gpn
)
AnΦn(x), Ψ
o
n(x) =
(
On
2
,n
2
Gqn
)
BnΦn(x),
whereOn,m is a n×mmatrix containing only zeros, andDn1 is obtained by intertwining
Ψen and Ψ
o
n, i.e.,
Dn1 =
(
On,n
2
Gˆpn
)
An +
(
On,n
2
Gˆqn
)
Bn,
where Gˆpn is a stretched version of G
p
n where zero rows have been inserted between
every row, starting from the first row, and Gˆqn is obtained from G
q
n by inserting zero
rows starting from the second row:
Gˆpn =

0 0 0 · · · 0
1 0 0 · · · 0
0 0 0 · · · 0
0 1 0 · · · 0
...
...
...
0 0 0 · · · 0
0 0 0 · · · 1

Gpn, Gˆ
q
n =

1 0 0 · · · 0
0 0 0 · · · 0
0 1 0 · · · 0
0 0 0 · · · 0
...
...
...
0 0 0 · · · 1
0 0 0 · · · 0

Gqn.
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For n odd we have to modify the method only slightly. We now use
Ψen(x) =

f2(x)
f4(x)
...
fn−1(x)
 , Ψon(x) =

f1(x)
f3(x)
...
fn(x)
 ,
so that Ψen has (n − 1)/2 elements and Ψon has (n + 1)/2 elements. From (21) and
(22) we now find
Ψen(x) = G
q
n
q(n+1)/2(x)...
qn−1(x)
 , Ψon(x) = Gpn
p(n−1)/2(x)...
pn−1(x)
 ,
where Gpn is a
n+1
2 × n+12 and Gqn a n−12 × n−12 upper triangular matrix. As before,
(Gpn)
−1(GpTn )
−1 is the UL-Cholesky factorization of the matrix 2
(
〈pi, pj〉
)n−1
i,j=(n−1)/2
and (Gqn)
−1(GqTn )
−1 is the UL-Cholesky factorization of the positive definite matrix
2
(
〈qi, qj〉
)n−1
i,j=(n+1)/2
. The lower triangular matrices An and Bn are the same as
before. The final result is that
Dn1 =
(
On,n−1
2
Gˆpn
)
An +
(
On,n+1
2
Gˆqn
)
Bn,
where the stretched matrices are now given by
Gˆpn =

1 0 0 · · · 0
0 0 0 · · · 0
0 1 0 · · · 0
0 0 0 · · ·
...
...
...
0 0 0 · · · 0
0 0 0 · · · 1

Gpn, Gˆ
q
n =

0 0 0 · · · 0
1 0 0 · · · 0
0 0 0 · · · 0
0 1 0 · · · 0
...
...
...
0 0 0 · · · 1
0 0 0 · · · 0

Gqn.
Appendix A. An alternative proof of Proposition 8. The Mellin transforms
(10)–(11) will be useful, if we combine this with Parseval’s formula for the Mellin
transform
(29)
∫ ∞
0
f(x)g(x)dx =
1
2pi
∫ ∞
−∞
fˆ(−1
2
+ it)gˆ(−1
2
+ it) dt,
where
fˆ(s) =
∫ ∞
0
f(x)xs dx, gˆ(s) =
∫ ∞
0
g(x)xs dx.
By using Parseval’s formula and (10) we have∫ 1
0
pn(x)pk(x)dx = (−1)n+k 1
2pi
∫ ∞
−∞
Γ(34 + n− it2 )Γ(34 + k + it2 )|Γ(12 + it)|2
Γ(3
2
+ n+ it)Γ(3
2
+ k − it)|Γ(3
4
+ it
2
)|2 dt.
The arguments it/2 are unusual, so to get rid of them we change the variable t = 2s
to find
〈pn, pk〉 = (−1)n+k 1
pi
∫ ∞
−∞
Γ(3
4
+ n− is)Γ(3
4
+ k + is)|Γ(1
2
+ 2is)|2
Γ(32 + n+ 2is)Γ(
3
2 + k − 2is)|Γ(34 + is)|2
ds.
18 JEFFREY S. GERONIMO, PLAMEN ILIEV, WALTER VAN ASSCHE
Now we use Legendre’s duplication formula for the Gamma function
Γ(2z) =
22z−1√
pi
Γ(z)Γ(z +
1
2
)
to find
〈pn, pk〉 = (−1)n+k2−(n+k+1)
× 1
pi
∫ ∞
−∞
Γ(3
4
+ n− is)Γ(3
4
+ k + is)|Γ(1
4
+ is)|2
Γ(n2 +
3
4 + is)Γ(
n
2 +
5
4 + is)Γ(
k
2 +
3
4 − is)Γ(k2 + 54 − is)
ds.
If we now change the variable is to y, then we get a Mellin-Barnes integral defining a
Meijer G-function
(30)
∫ 1
0
pn(x)pk(x)dx = (−1)n+k2−(n+k+1)G2,24,4
(
1;
−k + 1
4
, 3
4
, k
2
+ 3
4
, k
2
+ 5
4
n+ 34 ,
1
4 ,−n2 + 14 ,−n2 − 14
)
,
where the Meijer G-function is defined as
Gm,np,q
(
z;
a1, . . . , ap
b1, . . . , bq
)
=
1
2pii
∫
Γ
∏m
j=1 Γ(bj − s)
∏n
j=1 Γ(1− aj + s)∏q
j=m+1 Γ(1 − bj + s)
∏p
j=n+1 Γ(aj − s)
zs ds,
where the path Γ separates the poles of Γ(bj − s) from the poles of Γ(1 − aj + s)
[21, 22, §16.17]. In our case we have m = n = 2, p = q = 4 and
b1 = n+
3
4
, b2 =
1
4
, b3 = −n
2
+
1
4
, b4 = −n
2
− 1
4
,
a1 = −k + 1
4
, a2 =
3
4
, a3 =
k
2
+
3
4
, a4 =
k
2
+
5
4
.
This Meijer G-function can be expressed as a linear combination of two hypergeomet-
ric functions
G
2,2
4,4
„
z;
a1, a2, a3, a4
b1, b2, b3, b4
«
=
zb1Γ(b2 − b1)Γ(1 + b1 − a1)Γ(1 + b1 − a2)
Γ(1 + b1 − b3)Γ(1 + b1 − b4)Γ(a3 − b1)Γ(a4 − b1)
× 4F3
„
1 + b1 − a1, 1 + b1 − a2, 1 + b1 − a3, 1 + b1 − a4
1 + b1 − b2, 1 + b1 − b3, 1 + b1 − b4
; z
«
+
zb2Γ(b1 − b2)Γ(1 + b2 − a1)Γ(1 + b2 − a2)
Γ(1 + b2 − b3)Γ(1 + b2 − b4)Γ(a3 − b2)Γ(a4 − b2)
× 4F3
„
1 + b2 − a1, 1 + b2 − a2, 1 + b2 − a3, 1 + b2 − a4
1 + b2 − b1, 1 + b2 − b3, 1 + b2 − b4
; z
«
.
We need the case z = 1. Note that the 4F3 hypergeometric functions are balanced
[21, 22, §16.4 (i)] : for the first 4F3 the sum of the parameters in the numerator is
4n+ 4 and the sum of the denominator parameters is 4n+ 5, for the second 4F3 the
numerator parameters add up to 2 and the denominator parameters to 3. Observe
that a3 − b1 = k2 − n and a4 − b1 = k+12 − n, hence one of these two is a negative
integer, and the Gamma function Γ(a3 − b1) or Γ(a4 − b) has a pole, so that the first
term vanishes. This means that (27) follows.
In a similar way one can also obtain the following expression for the integrals
involving the qn polynomials
(31)
∫ 1
0
qn(x)qk(x)dx = (−1)n+k2−(n+k+1)G2,24,4
(
1;
−k + 34 , 14 , k2 + 34 , k2 + 54
n+ 14 ,
3
4 ,−n2 + 14 ,−n2 − 14
)
.
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which simplifies to (28).
Acknowledgments. The research of the first author was partially supported by
Simons Foundation Grant 210169. The research of the second author was partially
supported by Simons Foundation Grant 280940. The third author was supported
by FWO research projects G.0934.13 and G.0864.16 and KU Leuven research grant
OT/12/073. This work was done while the third author was visiting Georgia Institute
of Technology and he would like to thank FWO-Flanders for the financial support of
his sabbatical and the School of Mathematics at GaTech for their hospitality.
REFERENCES
[1] B. K. Alpert, A class of bases in L2 for the sparse representation of integral operators, SIAM
J. Math. Anal., 24 (1993), pp. 246–262, doi:10.1137/0524016.
[2] P. Appell, Sur une suite de polynoˆmes ayant toutes leurs racines re´elles, Arch. Math. Phys.
(3), 1 (1901), pp. 69–71.
[3] A. Aptekarev, Multiple orthogonal polynomials, J. Comput. Appl. Math., 99 (1998), pp. 423–
447, doi:10.1016/S0377-0427(98)00175-7.
[4] I. Daubechies, Ten Lectures on Wavelets, vol. 61 of CBMS-NSF Regional Conference Series
in Applied Mathematics, SIAM, Philadelphia, PA, 1992, doi:10.1137/1.9781611970104.
[5] G. C. Donovan, J. S. Geronimo, and D. P. Hardin, Intertwining multiresolution analyses
and the construction of piecewise-polynomial wavelets, SIAM J. Math. Anal., 27 (1996),
pp. 1791–1815, doi:10.1137/S0036141094276160.
[6] G. C. Donovan, J. S. Geronimo, D. P. Hardin, and P. R. Massopust, Construction of
orthogonal wavelets using fractal interpolation functions, SIAM J. Math. Anal., 27 (1996),
pp. 1158–1192, doi:10.1137/S0036141093256526.
[7] J. S. Geronimo, D. P. Hardin, and P. R. Massopust, Fractal functions and wavelet ex-
pansions based on several scaling functions, J. Approx. Theory, 78 (1994), pp. 373–401,
doi:10.1006/jath.1994.1085.
[8] J. S. Geronimo and P. Iliev, A hypergeometric basis for the Alpert multiresolution analysis,
SIAM J. Math. Anal., 47 (2015), pp. 654–668, doi:10.1137/140963923.
[9] J. S. Geronimo and F. Marcella´n, On Alpert multiwavelets, Proc. Amer. Math. Soc., 143
(2015), pp. 2479–2494, doi:10.1090/S0002-9939-2015-12493-8.
[10] T. Goodman and S. Lee, Wavelets of multiplicity r, Trans. Amer. Math. Soc., 342 (1994),
pp. 307–324, doi:10.2307/2154695.
[11] T. Goodman, S. Lee, and W. Tang, Wavelets in wandering subspaces, Trans. Amer. Math.
Soc., 338 (1993), pp. 639–654, doi:10.1090/S0002-9947-1993-1117215-0.
[12] D. P. Hardin, B. Kessler, and P. R. Massopust, Multiresolution analysis and fractal func-
tions, J. Approx. Theory, 71 (1992), pp. 104–120, doi:10.1016/0021-9045(92)90134-A.
[13] L. Herve´, Multi-resolution analysis of multiplicity d: applications to dyadic interpolation,
Appl. Comput. Harm. Anal., 1 (1994), pp. 299–315, doi:10.1006/acha.1994.1017.
[14] M. E. Ismail, Classical and Quantum Orthogonal Polynomials in One Variable, vol. 98 of
Encyclopedia of Mathematics and its Applications, Cambridge University Press, 2009 (pa-
perback).
[15] V. Kaliaguine and A. Ronveaux, On a system on “classical” polynomials of si-
multaneous orthogonality, J. Comput. Appl. Math., 67 (1996), pp. 207–217,
doi:10.1016/0377-0427(94)00129-4.
[16] V. Kalyagin, On a class of polynomials defined by two orthogonality relations, Mat. Sbornik,
110(152) (1979), pp. 609–627, doi:10.1070/SM1981v038n04ABEH001465. Translated in
Math. USSR Sbornik 38 (1981), nr. 4, 563–580.
[17] F. Keinert, Wavelets and Multiwavelets, Chapman & Hall/CRC, Boca Raton, FL, 2004.
[18] F. Keinert, Multiwavelets, in Encyclopedia of Complexity and Applied Systems Science, R. A.
Meyers, ed., Springer-Verlag, New York, 2009, pp. 5841–5858.
[19] S. G. Mallat, Multiresolution approximations and wavelet orthonormal bases of L2(R), Trans.
Amer. Math. Soc., 315 (1989), pp. 69–87, doi:10.2307/2001373.
[20] Y. Meyer, Ondelettes et Ope´rateurs, I, Actualite´s Mathe´matiques, Hermann, Paris, 1990.
[21] NIST Digital Library of Mathematical Functions, http://dlmf.nist.gov. Release 1.0.10 of 2015-
08-07, online companion to [22].
[22] F. W. Olver, D. W. Lozier, R. F. Boisvert, and C. W. Clark, NIST Handbook of Mathe-
matical Functions, Cambridge University Press, New York, NY, 2010.
20 JEFFREY S. GERONIMO, PLAMEN ILIEV, WALTER VAN ASSCHE
[23] C. Smet and W. Van Assche, Mellin transforms for multiple Jacobi-Pin˜eiro polynomials and
a q-analogue, J. Approx. Theory, 162 (2010), pp. 782–806, doi:10.1016/j.jat.2009.09.004.
