The research presented in this paper reports on a shopfloor simulation interface (SFSI) which utilizes an integrated bar code-based data acquisition system to improve the real-time performance of an existing simulation-based decision support system and expand its capabilities to shop-floor monitoring and prediction.
INTRODUCTION
Discrete event simulation has been used extensively to address the manufacturing system design problem. It provides a flexible tool capable of dealing with all the detail design decisions that must be made before systems can become operational (Paul and Flanagan 1991) . This is achieved by experimenting with a model of the system to analyze its behavior under different scenarios, In most cases, h e simulation model is discarded after the modeled system is implemented.
Considering the resources required to develop and validate a simulation model, and che fact chat the same model, with minor changes, could continue to represent the modeled system, a case can be made for continuing to use the same simulation model throughout the operational life of the modeled system. Using simulation for operational decisions becomes more appealing when we consider the complexity of the manufacturing environment and the need for quantitative analysis to evaluate the impact of alternative decisions (Schmidt 1984) . However, for a simulation system to support operational decisions, it must provide an easy way of modifying the simulation model to match the continuously changing system conditions, and must present results to the decision maker in a timely fashion. This paper outlines a system structure that addresses both issues. In this approach, the simulation system is interfaced to a shop-floor data acquisition system (DAS) to detect shop-floor problems by continuously monitoring the collected data. When a problem is detected, a simulation model of the shop-floor is updated and initialized, using the same data, to match the current shop-floor conditions. Simulation is then executed to predict the effect of the detected problem on the overall production plan.
Alternatively, a problem could be specified manually by a user through a user interface, in which case the model is updated using the user specifications and initialized using actual shop-floor data from the DAS. As manufacturing systems are usually nonterminating, one of the problems that slows down the simulation response is the need to eliminate the initial bias introduced by starting tlie system in an emptyhdle state ). However, in the outlined system, this problem is eliminated since simulation execution starts with the current shop-floor conditions. Eliminating the initial bias speeds up the model execution, rhus providing critical support for real-time simulation.
Current applications of real-time simulation are focused mainly on shop-floor control. Mannivannan and Banks (1991) developed a generalized framework for controlling a manufacturing cell. This framework utilizes a temporal knowledge-base to synchronize events and their times of occurrences in both an actual manufacturing cell and its simulation model. A dynamic knowledge-base, implemented using frame structures, is used for storing the results of the simulation. An evenvtime synchronization module ensures that the events and event times used in simulating alternative control scenarios are in agreement with the corresponding values in the manufacturing cell. The system is built using SIMAN ) on a Sun workstation with the dynamic knowledge-base implemented in common Lisp.
Another application of the integration of simulation software to a shop-floor control system is discussed in Johnson et al. (1992) . In their work, the simulation model of the manufacturing system is interfaced to the shop-floor control system allowing the control logic to be tested for flaws, before it is implemented on the shop-floor, to eliminate false starts. This type of integration has also been broadly discussed by other authors including Erickson et al. (1990) , Harmonosky and Barrick (1988) , and Harmonosky (1990) , with emphasis on the benefits of a real-time decision support system and the implementation problems of such a system.
As stated before, the system presented in this paper goes beyond shop-floor control to achieve the goal of continuously monitoring the shop-floor status to automatically detect any potential problems. Once a problem is detected, the simulation model is automatically updated to the current shop-floor conditions, simulation is executed, and results are presented to the user with a warning message if current production plans cannot be achieved. The subsequent sections discuss the system structure and explain its utility using a case example.
SYSTEM STRUCTURE
The system presented in this paper, SFSI, is based on RTST (real time simulation tool [Gaafar and Cochran 1989 and Cochran and Gaafar 19901) . RTST is a tool which allows a user with no simulation experience to interactively modify and experiment with an existing simulation model within limits imposed by the expert model developer to insure model validity. SFSI adds a DAS interface to RTST to allow shop-floor events to be automatically monitored and to provide the required information to start simulation using real-time shopfloor data.
Therefore, with the DAS interface, simulation can be triggered either manually, through the user interface in RTST, or automatically, as a result of continuously analyzing the data collected by the DAS. The overall system structure and functional logic of SFSI are shown in Figure 1 . The following discussion explains each module in the system and the overall logic of SFSI.
The Data Acquisition System (DAS) continuously collects data related to the man, machine, and material components of the manufacturing cell. Specifically, the data collected consist of timehttendance, machine status, part location, queue levels, transporter status, and supervisory information. The DAS i s bar codebased with manual input capabilities (Gaafar 1989) . Data collected from the DAS is stored in the Dynamic Database. As a result, this database stores the current shop-floor data that include queue levels, machine and transporter status, and transporter location, This data is continuously compared to pre-defined performance levels (stored in the Static Database) to detect any alarming event (defined as a system parameter exceeding one of the pre-defined performance levels). In case of an alarm, the Dynamic Database provides the current shop-floor conditions to the Model Initializer which updates and initializes the simulation model.
The Static Database includes information regarding the pre-defined shop-floor performance levels and other production parameters. Pre-defined performance levels include the expected queue levels on each machine and different resource utilization levels. Production parameters include production mix, the inter-arrival times of different parts, the processing times of the parts on individual machines, and the current production schedule. The static database can be updated manually using the menu-driven user interface in RTST.
The This interface has not been implemented yet, but is planned for the next phase in this research. The following section will illustrate some of the features of SFSI through an example that has been shortened for space considerations.
CASE EXAMPLE
In this example, we will consider a manufacturing cell consisting of two manufacturing stations. Station number 1 runs two identical machines in parallel and station number 2 runs one machine. Two products are manufactured in this cell. Each product has its own production sequence. The cell layout and part visitation sequences are shown in Figure 2 . Parts are routed between stations via a fork lift truck. In the following discussion, we will assume that a user wants to investigate the overall system performance after scheduling an hour of maintenance on Lathe1 two hours into the shift. The SIMAN simulation model for the system above consists of a model file and an experimental file. The experimental file is shown in Figure 3 . Because of space limitations, and since the proposed changes will only affect the experimental file, the model file is not shown.
Starting from the main menu in RTST (not shown), the user may select one of five options: generate a new model, modify a model, execute simulation, display output, or quit. In our example, the user chooses the option to modify a model. This brings up the modification menu (also not shown) which allows the user to select a model from a list of available models and select a modification option. In our example, the user will choose the option to modify resources. This will bring up the resource modification menu (Figure 4) which is used to modify the parameters of any resource.
As shown in Figure 4 , the resource modification menu allows the user to choose any resource and specify a scheduled break or alter its capacity. In our example, the user specifies the start time and the duration of the scheduled maintenance (120 and 60 respectively). The supervisor then quits this menu and selects the option to execute simulation from the main menu.
The changes made by the shop-floor supervisor are conveyed to the Model Initializer module of SFSI. The Model Initializer runs the appropriate subroutines to incorporate the changes into the experiment file. In this example the SIMAN element 'SCHEDULES' is added to the experimental file to model the scheduled maintenance. At the same time, the Model Initializer scans the Dynamic Database for the current shop-floor conditions. The Dynamic Database shows two jobs, of type 2, in Lathe2's queue (L2Q). The Model Initializer incorporates this information into the experiment file using the SIMAN element 'ARRIVALS' which is used to pre-load queues. The 'ARRIVALS element requires other parameters including the station number where the part is currently residing, the routing sequence followed by the part, and the current index within the part sequence. SFSI updates these parameters to 1, 2, and 3 respectively. The entity attributes, time-in (time when the entity entered the system) and op-time (time required to process the entity on Lathe2) , are also updated as part of the 'ARRIVALS' element. Figure 5 displays a small portion of the experimental file where the above mentioned changes have been incorporated. These changes have been underlined in Figure 5 for clarity. As outlined in Figure 1 , the initialized file is transferred to RTST which executes the simulation for the specified time interval (7200 time units) and displays the results. The RTST output report (Figure 6) shows that the system is unbalanced because of the over utilization of Lathel. The utilization of Lathel is 100% which exceeds the pre-defined utilization limits (90%) in the Static Database, designed to account for emergencies. The report also shows that the production schedule will not be completed. RTST has the capability to generate graphical output on any of the different statistics under consideration. The user can visualize the extent of over-utilization by selecting the appropriate graph from the graphics display menu (Cochran and Gaafar 1990 
SYSTEM IMPLEMENTATION
As mentioned earlier, SFSI is developed using RTST as a platform.
The data extraction and model initialization capabilities were added to the RTST program by incorporating additional routines (using the C programming language) in two separate modules.
Current implementation efforts are focused on the automatic interfaces between the DAS and the Dynamic Database, and between the Model Initializer and the Shop-Floor Controller, which are not yet fully developed.
SFSI is implemented on a personal computer (PC) platform which was chosen because of the PC availability at the shop-floor level and its great integration potential. Even though SFSI will run on any PC configuration, an 80386 microprocessor with clock speed of 20 MHz or more, and a math co-processor are highly recommended. The SFSI session described in the previous section required approximately 6 minutes on the PC/386 platform. This is achieved by automatically updating the simulation model based on changes on the shop-floor, using data obtained from a DAS. A byproduct of the DAS interface is the ability to start simulation using current system conditions which eliminates the need for long warm-up periods and supports real-time execution.
SFSI continuously monitors the shop-floor status to automatically detect any potential problems. When a problem is detected, the simulation model is automatically updated to the current shop-floor conditions, simulation is executed, and results are presented to the user with a warning message if current plans cannot be achieved.
The database interfaces in SFSI are still under development, while the Model Initializer is fully functional. While 6 minutes could be considered a reasonable response time for the presented case example (which involved 15 replications), it only represents one scenario or decision alternative. The user might have to consider many other alternatives, in which case a faster response will be required. Considering that more powerful PC platforms (e.g., a PC/486 with a clock speed of 66 MHz) are available at reasonable prices, the system response can be greatly improved at limited expenses. Future research will focus on the database interfaces and adding an automatic model selection capability to SFSI. In this case, SFSI would be able to automatically select the appropriate simulation model from the Simulation Model Database based on the triggering event.
