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This paper describes a heuristic irreducibility test for univariate polynomials over the integers .
The irreducibility test is based on finding a prime evaluation of a polynomial which, under
appropriate conditions, is a witness to the irreducibility of the polynomial . The irreducibility
test has been implemented as part of the polynomial factorization package available in the
Maple symbolic algebra system. Several implementation details are important for the practical-
ity of this approach, in particular, a probabilistic primality test is used . Therefore, the irreducibil-
ity test does not constitute a proof of irreducibility . Timing results are presented for a range
of sample problems. The empirical results obtained compare well with the Berlekamp-Hensel
algorithm for factoring polynomials, as it is implemented in the MAPLE, MACSYMA and
REDUCE symbolic algebra systems .
1 . Introduction
Testing for irreducibility, and factoring polynomials are two of the oldest computational
problems in mathematics. Recently, there have been a number of significant developments
toward solving these two problems. This reflects a desire to find algorithms with a
polynomial time worst case complexity as well as the need for good practical algorithms,
so that polynomial factorizations can be done routinely by computer algebra . systems .
Polynomial factorization being an essential step in solving many problems in algebraic
computation .
Most implementations for factoring polynomials are based on the Berlekamp-Hensel
procedure which has an exponential worst case time complexity . The basic procedure is
to factor the polynomial a(x) modulo a prime p using Berlekamp's algorithm. For this
one can use either Berlekamp's algorithm (Berlekamp, 1967) or the algorithm given in
Cantor & Zassenhaus (1981) . A Newton iteration based on Hensel's Lemma is then
applied to lift the modular factors from Z p [x] to Z pk[x] where pk/2 bounds the coefficients
of any factor. The factors over Z[x] are then obtained by trial division of combinations
of the factors in Zpk[x] . Although the number of combinations that have to be considered
can be exponential in d, the degree of the polynomial, by examining the factorizations
of a(x) modulo several primes in a clever way, this problem can be avoided to the extent
that it rarely happens in practice . A complete description of this procedure and references
are given in Knuth (1981) .
Lenstra et al. (1982) describe a polynomial time algorithm for factoring univariate
polynomials over the integers. Their method computes the factorization in Z pk[x] as
above but then looks for the shortest vector in a lattice formed from the coefficients of
a factor in Zpk[x] . They show that a short vector in this lattice yields a factor of a(x) .
Kannan et al. (1984) describe a different algorithm based on finding a root of the
polynomial a (x) E Z[x] to a certain accuracy, then constructing the minimal polynomial
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for it . If d is the degree, and a. the maximum norm of a(x), their algorithm requires
O(d 5+ d4 log ate ) arithmetic operations on numbers of size O(d3 + d
2
log ate,) bits .
Although the running time of both of these algorithms is polynomial in d and log a«.,
and thus of important theoretical significance, they are considered impractical because
of the high number of arithmetic operations required . Significant improvements to the
running time of Lenstra et al. algorithm have been made (see Kaltofen (1983) and
Schonhage (1984)) but the practicality of the approach has yet to be ascertained .
A different approach is described by Adleman & Odlyzko (1983) . They show that under
certain hypotheses, irreducibility testing and factorization of polynomials with integer
coefficients is polynomial time reducible to primality testing and factorization of integers
respectively . Applying this approach to factoring polynomials would be considered
unsound, because of the known difficulty of factoring integers . However, the question of
irreducibility testing via primality testing may be of practical interest because of fast
probabilistic primality testing algorithms of Solovay & Strassen (1977), and Rabin (1980) .
However, direct application of the procedure described by Adleman & Odlyzko would
appear unlikely to perform acceptably in practice because of the size of the integers their
method would have to test for primality .
In this paper, we study the feasibility of testing for irreducibility via testing integers
for primality . In section 2 we outline a method for identifying irreducible polynomials .
It is shown that non-prime evaluations that possess only a few small factors are also
sufficient to demonstrate irreducibility . In section 3 we look at methods for obtaining
smaller evaluation points, thus reducing the size of the numbers that are tested for
primality . We have implemented the irreducibility test as part of the factorization package
of the Maple (Char et al., 1983) system . The implementation uses the probabilistic primality
test of Rabin (1980) which means that our test does not constitute a proof of irreducibility .
In section 4 we compare our implementation with the Berlekamp-Hensel factoring
algorithm as it is implemented in MAPLE, MACSYMA (Moses, 1974) and REDUCE
(Hearn, 1983) . The empirical results obtained suggest this approach has a high chance
of success and can be quite fast .
2. Prime Evaluations of Polynomials
The basic idea behind our irreducibility test is that the integer factors of a (n) for some
integer n, should provide some information about the polynomial factors of a(x) . In
particular, if a(n) is prime, we show that under appropriate conditions, this implies that
a(x) is irreducible . There are several papers in the literature which make use of this idea,
for example, Adleman & Odlyzko (1983), Brown & Graham (1969) . Our interest is in
investigating whether this approach is practical, and hence whether there is any place
for it in a polynomial factorization package . We assume then that irreducible polynomials
comprise a significant proportion of the factorization attempts . This will be true for
example whenever polynomial factorization is used as an attempt to simplify a polynomial .
The hope for this approach lies in the fact that primality testing can be performed
relatively quickly. Although we will in general have to test many integers for primality,
all but one of the tests are going to be on non-primes . This is an advantage because
integer primality testing routines are relatively quick at identifying non-primes . Secondly,
nearly all the work done will be integer arithmetic . Typically, symbolic algebra systems
are much faster at doing integer arithmetic than polynomial arithmetic . All systems can
deal with numbers of many hundreds of digits quite effectively . We expect that this
IRREDUCIBILITY
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approach will do particularly well on machines which include hardware support for
multi-precision integer arithmetic . Thus the advantage, although not in asymptotic
behaviour, will be very noticeable
.
Let a(x) be the polynomial :
a(x) =ao+a,X+a2X2 + • . +adxd
with d > 0 and coefficients ai c Z. Without loss of generality, let us also assume a d > O,
a o 56 0, and that content(a) = GCD(a0 , a,, . . . , ad ) = 1 . Now suppose that for some integer
n, a(n) is prime . Does this mean that a(x) is irreducible? Consider the polynomial
a(x)=(x+1)(x-9) . We see that a(10)=11 which is prime, but a(x) is not irreducible .
What has happened is that one of the factors of a (x) has evaluated to 1 and has disappeared
from the evaluation . If n approximates any root of a(x) then the corresponding integer
factor in the evaluation of a (n) may disappear . We ensure this cannot happen by choosing
evaluation points that are larger in magnitude than any root of a(x). For this purpose,
we state Cauchy's bound on the roots of a polynomial (see Mignotte, 1974) .
LEMMA 1 . Let a (x) = adxd + ad _,xd- ' + . . • + a o where ad $ 0, be apolynomial with complex
coefficients . Then any root z of a (x) satisfies I z I < 1 + (a,,/ I a d I) where a«, =
max(laol, fall,.,
jad e) .
This gives us a lower bound on the evaluation point n which we can use as follows to
ensure that if a(n) is prime, a (x) is irreducible .
THEOREM1 .
Leta(x)EZ[x],ao #0,ad >O,k>0,keZandb=l+[a~/a d ] . Ifla(b+k)I
or (a(-b- k) I is prime, then a(x) is irreducible .
To prove Theorem 1, we first prove the following lemma which we will use later .
LEMMA 2.
Let a(x) be as in Lemma 1, and let b and k be as in Theorem 1 . Then for any
factor q(x) E Z[x] of a(x) with degree 3 > 0, we have that I q(b+ k)l > k s .
PROOF . Write q(x) = qs rjs= , (x -a,) where a ; E C. Then for any root a of q(x)
lb+k-al?lb+kl-l-al >_k, by Lemma 1 .
Hence jq(b+k)l =Jqs jjs= , ( b + k - a;)I which is greater than ks.
From Lemma 2 it follows that if q(x) is any factor of a(x), then Iq(b+k)j> 1 . Hence if
a(x) factors, a(b+k) must factor over Z . The other case, a(-b-k) is treated in a similar
way. This completes the proof of Theorem 1
.
Bounding the evaluations of the factors of a(x) in a similar way has been used by Char
et al. (1984) in the context of computing polynomial greatest common divisors . Theorem
1 suggests the following procedure for proving
a(x)
irreducible .
b := 1 + r a./ ad ]
for k=1,2,3, . . .
if la(b+k)l is prime or la(-b-k)l is prime then return("irreducible") .
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We must show that if a(x) is irreducible, this procedure will return "irreducible" if we
run it for long enough. However, this does not happen for all reducible polynomials .
Consider a(x)=x2+x+2 . Notice that a(x) is even for all values of x. We say 2 is the
fixed divisor of a(x). The fixed divisor is the largest integer f that divides a(n) for all
n E Z. It can be computed from the following lemma (see Adleman & Oklyzko, 1983) .
LEMMA 3 . Ifa(x) E Z[x] then we can express
a (x)=bo+
Y
b'~fi
(x
-
i),
where bo , b,	bd E Z . The fixed divisor f is given by GCD(b o , b	bd ) .
However, a simpler and more efficient way to compute f is as follows :
LEMMA 4. The fixed divisor f of a(x) E Z[x] where d = degree(a(x)), ad 0 0 is given by
GCD(a(O), a(l), . . ., a(d)) .
PROOF. We prove by induction that GCD(bo , b,, . . . , b„) =GCD(a(0), a(l), . . ., a(n))
for 0!!5 n <_ d. For n = 0 we have a (0) = b o . Now assume the induction hypothesis holds
for n with n :5 no < d. We have
GCD(a(0), a(1), . . . , a(no +1))
=GCDI GCD(a(0), a(1), . . ., a(no )), bo+nY_
\no+
J
.
bj
1) )
= GCD' bo , b	
brio,
b,~+ , +
I
(no+
1)
b;' by assumption
=o )j
=GCD(bo, b	b,,0 , b,„+ ,) since GCD(p, q) =GCD(p, q±p) for p, q E Z .
In a similar manner we can prove that the fixed divisor is invariant under translation,
and hence can be computed by evaluating a(x) at any consecutive sequence of d + I
integers .
Now one is led to consider whether f-'Ia(n)I is prime for infinitely many n. If this
conjecture holds (first stated by Bouniakowsky in 1857), and a(x) is irreducible, then
eventually the above procedure will find k such that f- 'Ia(b+k)I or f-'Ia(-b-k)J is
prime. Adleman & Odlyzko (1983) make an even stronger conjecture (hypothesis H+)
that "there are no large gaps" between the n for whichf-' I a (n )I is prime. This hypothesis
leads to an algorithm that runs in time polynomial in the time taken for integer primality
testing .
Unfortunately, we cannot simply divide out the evaluations by f when the evaluation
points are based on Cauchy's bound . For the polynomial (x + 1)(x - 2) = x2 - x -2, we
find that f = 2, b = 3 . Evaluating at x = 4 we obtain a (4) = 10 which when divided by f is
prime, but the polynomial is not irreducible . We make use of the following theorem to
allow us to divide out by f.
THEOREM 2 . Let a(x) E Z[x], ao *0, ad > 0, b = 1 + [am/ ad ], and assume v divides a(b + k)
with 0<v<k If Ja(b+k)/vl or la(-b-k)/vl is prime, than a(x) is irreducible .
PROOF
. If q(x) is any factor of a(x), then from Lemma 2 I q(b+k)I > k. But then
Iq(b+k)I/v must be greater than 1 if v divides q(b+k) . Thus if a(x) factors, a(b+k)/v
factors over Z . Similarly for Ia(-b-k)I .
Actually, Theorem 2 can be used more effectively . Any factor of a (b + k) that is at
most k in magnitude can be divided out. In doing so, we find that the density of evaluations
from which we can conclude that a (x) is irreducible is significantly higher. The procedure
for determining a(x) irreducible can now be stated. We assume that the sign, content
and any x factors of a(x) have been previously divided out .
Procedure irreducible
d := degree(a(x))
b := 1 + (a te / ad
I
f := GCD(a(0), a(1), . . . , a(d))
for k=f,f+1, . . .,f+B1 do
u :=abs(a(b+k) quo f)
if u > 10 B2 then return FAIL
g := small_factors(u, k)
if fg!!:-: abs(k) and (u quo g) is
v :=abs(a(-b-k) quo f)
if v > 10 B2 then return FAIL
g := small_factors(v, k)
if fg !5 abs(k) and (v quo g) is prime then
return("failure : limit reached")
prime then return true
return true
The routine small-factors determines all prime factors of its argument less than k in
magnitude by trial division . Assuming Bouniakowsky's conjecture, Procedure irreducible
on input of an irreducible polynomial will return "true" if it is run for long enough . In
practice, we will want to limit the number of evaluation points tried and the size of the
evaluations allowed . The bounds B1 and B2 are to be used for this purpose . These bounds
would be determined in the context of a particular package from considering how well
procedure irreducible performs compared with an alternative deterministic routine . Note
that the values chosen should also be a function of d and a,,, so that more evaluation
points will be tried for larger degree and larger coefficients .
3 . Smaller Evaluations
For many problems, the evaluation points based on Cauchy's bound will be small,
often one or two digits in length . However, the evaluation points could be of the order
log e a., if a d is small relative to a. . When the evaluation points are large, not only is the
arithmetic more expensive, but the density of witnesses to the irreducibility of a(x) will
be lower. For these reasons, any strategy which can reduce the size of the evaluations
will be greatly advantageous . Being able to divide by the leading coefficient suggests
including division by a o 0 0, the trailing coefficient, thus the bound :
b=1+min(I
Iaol' , ' ladl i/
This is indeed possible though if the trailing coefficient is used (i.e . if the minimum is
attained at [aœ/Iaolj, it is necessary to use the reciprocal polynomial a'(x)=J°,
ad-;x'.
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A proof of this follows from noting that q(x) is a factor of a(x) if, and only if q'(x) is
a factor of a'(x) .
TRANSLATION
If both leading and trailing coefficients are small relative to the a te , we can try translating
a(x) by a small integer in order to increase the size of a o relative to a.. By translation,
we hope to find that Cauchy's bound on the reciprocal of the translated polynomial will
be small. For example, translating the polynomial x
4
+1000x2 +I by 1 yields x
4
+4x3 +
1006x2 +2004x+1002. Now we test 1002x4+2004x3 +1006x2 +4x+1 for irreducibility .
Cauchy's bound is now 3 thus we test evaluations beginning at 4 instead of 1002 which
leads to 4 digit numbers instead of 12 digit numbers .
Let us define a'(x) = a(x+ t) . We can force aó to be large relative to a. by translating
the polynomial far enough . But in translating the polynomial we also want to limit the
increase in size of ate . If a; ? 0 for 0:5j< d for instance, translation by 1 is sufficient
since aó = a (0) >_ a . and from the binomial theorem, a1. < d2 da. . Hence by increasing
the size of the ac norm by at most d +1og2 d bits, we ensure aó is relatively large. But
the a; are not all greater than 0 in general . There can be some cancellation . We try
translating by t =0, 1, 2, 4, . . .,2" + ' stopping when I a.o/ aól <256. We use an algorithm
of Shaw & Traub (1974) to translate a polynomial efficiently . This algorithm requires
O(d) multiplications and O(d2) additions .
4 . Implementation
We have implemented the irreducibility test in the MAPLE symbolic algebra system
(Char et al., 1983). The MAPLE system was designed to be compact and portable across
a wide range of operating systems and machines. The approach taken to achieve a compact
design was to keep the kernel (the compiled part of the system which is initially loaded)
small. Only the most essential algebraic facilities form part of the kernel . Most of the
algebraic facilities are made available through a comprehensive library of functions which
reside on external storage, being automatically loaded when required . These functions
are written in the MAPLE programming language which is interpreted by the kernel. In
particular, the code for polynomial factorization is written entirely in the MAPLE
programming language . In this way the kernel has been kept very small (currently
165 K-bytes on a VAX 11/780) compared with other comparable algebra systems . As a
general observation we point out that the overhead imposed by the intepreter varies
considerably from problem to problem .
FACTOR PACKAGE ORGANIZATION
The Maple factor package performs several initial steps when factoring univariate
polynomials. In order, they are : dividing out the sign, content and any factors of x ;
recognizing linear, quadratic and binomial polynomials as special cases ; performing a
square-free factorization ; and finding any linear factors via finding roots modulo a small
prime. After these initial steps, the irreducibility test is applied . Our approach is to run
Procedure irreducible on a limited number of evaluations, trying translation, in the hope
of quickly identifying those polynomials that are irreducible . This approach is heuristic
in the sense that it may fail to show that an irreducible polynomial is irreducible . This
t The irreducibility test failed once .
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is because it would not prove economical to try enough evaluations to establish for sure
whether a(x) is irreducible or not. If we fail to show that a(x) is irreducible, we then
proceed to use the Berlekamp-Hensel algorithm to factor a(x) .
MAPLE'S primality testing algorithm isprime is a two stage algorithm . Trial division
of primes less than 1000 is first performed via a GCD test. Approximately 90% of random
composite numbers are proven composite by this test . If this test fails, the probabilistic
algorithm of Rabin (1980) is run. MAPLE applies 5 tests before it considers that a number
is prime. The running time of this algorithm is cubic in the length of the number . Note
that because we use a probabilistic primality testing algorithm this means that the result
"irreducible" does not constitute a proof of irreducibility .
We take advantage of the fact that a (x) has no linear factors from the following theorem
to increase the power of the test .
THEOREM 3 . Let a(x) E Z[x], a000, ad >0, k > 0 and b = 1 + [a03/ad l . Suppose a(x) has
nofactors ofdegree <S . Then if 0<v<k 8 dividesa(b+k) and Ia(b+k)/vl or ja(--b-k)l
is prime, then a (x) is irreducible .
PROOF . Since the degree of any factor q(x) of a(x) is from Lemma 2 we have that
lq(b+k)l > ks . Therefore lq(b+k)/vl> 1, hence if a(x) factors, then ja(b+k)/vl factors
over Z. Similarly for Ia(-b-k)I .
COMPARISON
The table of timings below shows how the heuristic performs in MAPLE 4 . 2 compared
with the Berlekamp-Hensel procedure as it is implemented in MAPLE 4 .2, MACYSMA
308 and REDUCE 3 . 1 on some sample problems . All times (in CPU seconds) were
obtained from a Dec Vax 11/780 running under the Berkeley Unix 4 . 2 BSD Operating
System. Each row of Table 1 represents a class of irreducible polynomials. Classes of
degree 10, 20, 30 and 40, with coefficients of size 2, 5, 10 and 20 digits, were considered .
The time given is the average time for 10 test polynomials that were generated at random .
Table 1 . Timings for irreducible polynomials
Degree
No
. of
digits Heuristic
MACSYMA
308
MAPLE
4 . 2
REDUCE
3 . 1
10 2 1 .0 6 . 8 24 6 . 6
5 1 . 6 8 . 9 24 7 . 2
10 2 . 3 14. 2 31 8 . 3
20 6 . 3 25 32 7 . 4
20 2 2 .9 32 93 36
5 4.6 37 102 35
10 8 . 5 63 96 39
20 21 . 5 137 141 36
30 2 7 . 7 84 178 77
5 14 . 2 140 192 82
10 27 . 7 217 289 115
20 70 . 7f 494 468 108
40 2 11 209 220 146
5 57 346 411 186
10 52 567 517 211
20 102 483 622 204
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We used B 1= Degree + 15 and B2 = 3 Degree + 20 for the bounds in procedure irreduc-
ible. This choice for B1 means that the maximum number of evaluations tried is only
2 Degree + 32 . Given the restriction that we have made on the number of evaluation points
that are tried, it is of interest to know how likely the irreducibility test will succeed . It
can be seen from the data that the irreducibility test has a high chance of success and
can be quite fast. We include the following details about the various implementations .
MAPLE's implementation of the Berlekamp-Hensel procedure is performing at most
three modular factorizations. MACSYMA 308 may perform as many as 2
+1092
d modular
factorizations . Neither system is doing any degree analysis . The strategy is simply to pick
the modular factorization with the least number of factors to lift . REDUCE 3 . 1 performs
three initial modular factorizations followed by degree analysis . If there are many factors
to be lifted, three further modular factorizations are done .
Although these times were all taken from the same machine, the following system
differences are relevant. The MAPLE factor package is written in the MAPLE program-
ming language which is interpreted . This is the main reason why the MAPLE times for
the Berlekamp-Hensel implementation are slower than the other two systems . MAPLE's
integer arithmetic is coded in the C programming language for portability . A decimal
base of four digits per word is used . The MACSYMA factor package is implemented in
Franz Lisp where integer arithmetic is coded in assembler with a binary base of 30 bits
per word. We have observed that integer arithmetic in Franz Lisp (multiplication and
division) is typically between 5 and 10 times faster than in MAPLE . Since the irreducibility
test spends almost all of its time doing integer arithmetic, one would expect to see a
significant improvement if MAPLE's arithmetic were 5 to 10 times faster.
FACTORABLE POLYNOMIALS
An important consideration that we have thus far ignored is, how much time is wasted
by the heuristic in attempting to prove that factorable polynomials are irreducible .
Factorable polynomials are clearly a worst case for an irreducibility test based on
evaluation in the sense that the maximum number of evaluations will always be tried .
Fortunately, the time wasted by the heuristic on such problems is not as long as one
might think. The reason for this is that if a polynomial factors, then the image must at
least factor corresponding to the factors of the polynomial . The expected number of small
integer factors in the image is higher than that of an irreducible polynomial . Thus the
primality tests are more likely to fail quickly . We illustrate this in Table 2 .
Table 2. Timings for polynomials with three factors
Degree
No. of
digits Heuristic MACSYMA MAPLE REDUCE
12 6 3 . 0 29 160 23
15 3-0 52 198 36
24 4 . 2 67 187 53
24 6 9 . 2 133 596 109
15 12 . 6 288 978 180
24 17 . 4 368 906 432
36 6 25 . 2 473 1883 260
15 46-2 946 2162 462
24 49 . 1 1311 2012 1003
Table 3. Times for polynomials that are hard to factor
* Not attempted. t "Storage space totally exhausted" .
We tested polynomials of degree 12, 24 and 36 with coefficients of size 8, 16 and 24
digits. Each polynomial has three irreducible factors of equal degree . For each class of
polynomials we give the average time for 10 problems generated at random . It. can be
seen that the time taken by the heuristic is typically less than 10% that of the time taken
to factor the polynomials by any of the systems .
WORST-CASE POLYNOMIALS FOR THE BERLEKAMP-HENSEL PROCEDURE
An irreducibility test based on factorization modulo several primes is discussed by
Musser (1978) . The idea is that although the expected number of factors of an irreducible
polynomial modulo a particular prime is ln(d) (see Knuth, 1981), by looking at the
degrees of the factors modulo several primes, irreducibility can often be established
without doing any lifting . This degree analysis is employed by REDUCE . However, it is
also known that some polynomials can not be shown to be irreducible by this method .
A general class of such polynomials is discussed by Berlekamp (1970) and Kaltofen et
al. (1983). Here we show that the irreducibility of such polynomials can be established
using the evaluation approach . The first six problems in Table 3 are attributed to H .
Swinnerton-Dyer (see Berlekamp, 1970) . They are such that they factor modulo any prime
into linear or quadratic factors, and hence illustrate the exponential worst case behaviour
of the Berlekamp-Hensel algorithm. The polynomials in problems 1 to 4 have the roots
t
t vr2- t vr3- t f . . . . Problems 5 to 8 have roots tf t f t 15- tf • , • • Tile latter
five examples are taken from Kaltofen et al. (1983), Table 2 .
5. Conclusion
This paper reports a perhaps somewhat surprising result, namely, that a polynomial
irreducibility test based on testing evaluations for primality has practical value . One may
wonder whether polynomial factorization based on factoring evaluations might also have
practical value? Assuming that the polynomial a (x) factors, we might for example, assume
that the largest coefficient of one of the factors of a(x) is bounded by ' . If we base
our evaluation points on this assumption, then the integer factorizations that we will
make will be on smaller numbers . Also, if a particular evaluation proves difficult to factor,
A Heuristic Irreducibility Test
	
55
Problem Degree Heuristic MAPLE MACSYMA REDUCE
1 16 1 . 4 570 45 102
2 32 52 . 6 > 10,000 >6479t > 10,000
3 64 415 * *
4 128 2900 * * *
5 16 9 . 3 503 51 166
6 32 80 .0 * * *
7 64 523 * * *
8 128 3600 * * *
5a 16 6 . 7 70 23 17
5b 16 0 . 4 70 20 19
8 16 4 .3 81 10
13
9 25 8 . 3 427 63 56
10 18 5 . 8 555 68 74
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we may simply try another evaluation . We have had some success with this method .
Polynomials of high degree, but with very small coefficients can sometimes be factored
very quickly. For example, consider factoring the polynomial a (x) = x 61 + x31 + x 3°+ 1 .
Evaluating at x = 3 we obtain
a(3)= 127173474825649434107411678200
=(2) 3 (5)
2
(73)(1181)(6883)(47763361)(22434744889) .
From the integer factorization of a (3) we readily deduce the factorization of a (x) as follows
However, we find that for polynomials of only moderate degree but with large coefficients,
the integer factorization attempts often fail, as one might expect . Moreover, if the
polynomial has many factors, and we are able to determine the integer factorization of
an evaluation, then there will likely be many small image factors . Although the presence
of many polynomial factors makes the image factorization easier, it does so at the expense
of greatly increasing the number of combinations of image factors which must be tried
to determine the polynomial factors . There is no counterpart of degree analysis to help
us restrict the combinations that must be considered . It is this problem that greatly limits
this approach .
A more appropriate setting for a heuristic method is in a system where it can be run
in parallel with one or more other methods . Working in parallel, we can maximize the
advantages of both heuristic methods and deterministic methods . We need not worry that
a particular instance of a problem may be a bad case for a particular method . Even
though our implementation was not a parallel one, we have found that the irreducibility
test has worked out quite well because it rarely takes longer than the Berlekamp-Hensel
algorithm whether the polynomial factors or not .
This work
was partially supported by NSERC of Canada under operating grant #A3353 .
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