ABSTRACT. The second part of the paper mainly deals with convergence of infinite determinantal measures, understood as the convergence of the approximating finite determinantal measures. In addition to the usual weak topology on the space of probability measures on the space of configurations, we also consider the weak topology on the space of finite measures on the space of finite measures on the half-line, used via the natural immersion, well-defined almost surely with respect to the infinite Bessel point process, of the space of configurations into the space of finite measures on the half-line. The main results of the second part are sufficient conditions for tightness of families of determinantal measures, for convergence of sequences of induced proceses, as well as for sequences of finite-dimensional perturbations of determinantal processes.
INTRODUCTION
This paper is the second of the cycle of three papers giving the explicit construction of the ergodic decomposition of infinite Pickrell measures. Quotes to the other parts of the paper [8, 9] are organized as follows: Corollary I.1.10, equation (III.15), etc.
The paper is organized as follows. Section 2 studies convergence of determinantal probability measures given by positive contractions that are locally trace-class. We start by recalling that locally trace-class convergence of operators implies weak convergence of the corresponding determinantal measures in the space of probability measures on the space of configurations. In the study of infinite Pickrell measures, we need to consider induced processes of the Bessel point process as well as as finite-rank perturbations of the Bessel point process, and in Section 2 sufficient conditions are given for the convergence of induced processes and of processes induced by finite-rank perturbations. We conclude Section 2 by establishing, for infinite determinantal measures obtained as finite-rank perturbations, the convergence of the family of determinantal processes obtained by inducing on an exhausting family of subsets of the phase space to the initial, unperturbed, determinantal process.
In Section 3, we embed suitable subsets of the space of configurations into the space of finite measures on the phase space E and give sufficient conditions for precompactness of families of determinantal measures with respect to the weak topology on the space of finite measures on the space of finite measures on E (which is stronger than the usual weak topology on the space of finite measures on the space of Radon measures, equivalent to the weak topology on the space of finite measures on the space of configurations). This step is needed for proving the vanishing of the "Gaussian parameter" for the ergodic components of Pickrell measures. Borodin and Olshanski [5] proved this vanishing for the ergodic components of HuaPickrell measures: in fact, the estimate of their argument can be interpreted as the assertion of tightness of the family of rescaled radial parts of HuaPickrell measures considered as measures in the space of finite measures on the space of finite measures. We next study weak convergence of induced processes and of finite-rank perturbations with respect to the new topology.
CONVERGENCE OF DETERMINANTAL MEASURES
2.1. Convergence of operators and convergence of measures. We consider determinantal probability measures induced by positive contractions and start by recalling that convergence of a sequence of such operators in the space of locally trace-class operators implies the weak convergence of corresponding determinantal probability measures in the space of finite measures on the space of configurations. Proposition 2.1. Assume that the operators K n ∈ I 1,loc E, µ , n ∈ N, K ∈ I 1,loc E, µ induce determinantal probability measures P Kn , n ∈ N, P K on Conf(E). If K n → K in I 1,loc E, µ as n → ∞, then P Kn → P K with respect to the weak topology on M fin (Conf(E)) as n → ∞. 
Our next aim is to show that, under certain additional assumptions, the convergence above persists under passage to induced processes as well as to finite-rank perturbations. We proceed to precise statements.
Convergence of induced processes.
Recall that if Π is a projection operator acting on L 2 (E, µ) and g is a nonnegative bounded measurable function on E such that the operator 1 + (g − 1)Π is invertible, then we have setB
We now fix g and establish the connection between convergence of the sequence Π n and the corresponding sequenceB(g, Π n ).
Proposition 2.3. Let Π n , Π ∈ I 1,loc (E, µ) be orthogonal projection operators, and let g : E → [0, 1] be a measurable function such that
Assume furthermore that
(3) the operator 1 + (g − 1)Π is invertible. Then the operators 1 + (g −1)Π n are also invertible for all sufficiently large n, and we haveB
and, consequently,
with respect to the weak topology on M fin (Conf(E)) as n → ∞.
Remark. The second requirement could have been replaced by the requirement that (g − 1)Π n converge to (g − 1)Π in norm, which is weaker and is what we shall actually use; nonetheless, in applications it will be more convenient to check the convergence of traces rather than the norm convergence of operators.
Proof. The first two requirements and Grümm's Theorem (see Simon [41] ) imply that
whence, a fortiori,
Π in norm as n → ∞. We now take a bounded Borel subset D ⊂ E and check that, as n → ∞, we have
Our assumptions directly imply the norm convergence
Furthermore, χ D Π n → χ D Π as n → ∞ in the strong operator topology; besides, by our assumptions, we have lim
whence, by Grümm's Theorem , we have χ D Π n → χ D Π in Hilbert-Schmidt norm, and, a fortiori, in norm. It follows that the convergence (1) also takes place in norm. To verify the desired I 1 convergence, by Grümm's Theorem again, it suffices to check the relation
First, if A is a bounded operator, and K 1 , K 2 ∈ I 2 , then one directly verifies the inequality
It easily follows that the function tr(K * 1 AK 2 ) is continuous as long as K 1 , K 2 are operators in I 2 , and A is a bounded operator. The desired convergence of traces (3) follows from the said continuity since and we have the norm convergence (2) and the I 2 -convergence
2.2.1. Convergence of finite-rank perturbations. We now proceed to the study of convergence of finite-rank perturbations of locally trace-class projection operators. Let L n , L ⊂ L 2 (E, µ) be closed subspaces, and let Π n , Π be the corresponding orthogonal projection operators. Assume we are given
, and let Π n , Π be the operators of orthogonal projection onto, respectively, the subspaces
Then Π n → Π in the strong operator topology as n → ∞. If, additionally,
Let angle(v, H) stands for the angle between a vector v and a subspace H. Our assumptions imply that there exists α 0 > 0 such that for sufficiently
In this case we have
where
, is the operator of the orthogonal projection onto the subspace
and, again, write
Our assumptions 2 and 3 imply that
. It follows that P v (n) → P v in the strong operator topology and also, since our operators have one-dimensional range, in I 1,loc (E, µ), which implies the proposition.
The case of perturbations of higher rank follows by induction. Let m ∈ N be arbitrary and assume we are given non-zero vectors v
and let Π n , Π be the corresponding projection operators.
Applying Proposition 2.4 inductively, we obtain
and, consequently, P Πn → P Π with respect to the weak topology on M fin (Conf(E)) as n → ∞.
Application to infinite determinantal measures. Take a sequence
, where L (n) is, as before, the range of a projection operator
is finite-dimensional. Note that the subset E 0 is fixed throughout. Our aim is to give sufficient conditions for convergence of B (n) to a limit measure B = B (H, E 0 ), H = L + V , the subspace L being the range of a projection operator Π ∈ I 1,loc (E, µ).
m and the subspace V admits a basis v 1 , . . . , v m such that
Then
(1) the subspaces √ gH (n) and √ gH are closed ;
(2) the operators Π (g,n) of orthogonal projection onto the subspace √ gH (n) and the operator Π g of orthogonal projection onto the subspace √ gH satisfy
Corollary 2.7. In the notation and under the assumptions of Proposition 2.6, we have
Indeed, the Proposition and the Corollary are immediate from the characterization of multiplicative functionals of infinite determinantal measures given in Proposition I.2.14 and Corollary I.2.19, the sufficient conditions of convergence of induced processes and finite-rank perturbations given in Propositions 2.3, 2.5, and the characterization of convergence with respect to the weak topology on M fin (Conf(E)) given in Proposition 2.1.
2.4.
Convergence of approximating kernels and the proof of Proposition I.1.3. Our next aim is to show that, under certain additional assumptions, if a sequence g n of measurable functions converges to 1, then the operators Π gn defined by (I.21) converge to Q in I 1,loc (E, µ). Given two closed subspaces H 2 ) be the angle between H 1 and H 2 , defined as the infimum of angles between all nonzero vectors in H 1 and H 2 ; recall that if one of the subspaces has finite dimension, then the infimum is achieved. (1) for all n ∈ N we have
there exists α 0 > 0 such that for all n we have
Then, as n → ∞, we have
Using the second remark after Theorem I.2.11, one can extend Proposition 2.8 also to nonnegative functions that admit zero values. Here we restrict ourselves to characteristic functions of the form χ E 0 ∪B with B bounded, in which case we have the following Corollary 2.9. Let B n be an increasing sequence of bounded Borel sets exhausting E \ E 0 . If there exists α 0 > 0 such that for all n we have
Informally, Corollary 2.9 means that, as n grows, the induced processes of our determinantal measure on subsets Conf(E; E 0 ∪ B n ) converge to the "unperturbed" determinantal point process P Q .
Note that Proposition I.1.3 is an immediate corollary of Proposition 2.8 and Corollary 2.9.
Proof of Proposition 2.8. We start by showing that, as n → ∞, we have g n Q → Q in norm. Indeed, take ε > 0 and choose a bounded set B ε in such a way that
Since g n → 1 uniformly on E 0 ∪ B ε , we have
in norm as n → ∞. Furthermore, we have
Consequently, for n sufficiently big, we have:
and, since ε is arbitrary, we have, as desired, that g n Q → Q in norm as n → ∞.
In particular, we have
Now, since g n → 1 uniformly on bounded sets, for any bounded Borel subset B ⊂ E, we have
as n → ∞. Consequently, we have
as n → ∞, and, since B is arbitrary, we obtain
We now let V n be the orthogonal complement of
and letP (n) be the operator of orthogonal projection onto V n . By definition, we have
To complete the proof, it suffices to establish that, as n → ∞, we havẽ
to do which, sinceP (n) are projections onto subspaces whose dimension does not exceed that of V , it suffices to show that for any bounded set B we haveP (n) → 0 in strong operator topology as n → ∞. Since the angles between subspaces √ g n L and √ g n V are uniformly bounded from below, it suffices to establish the strong convergence to 0 of the operators P (n) of orthogonal projections onto the subspaces √ g n V .
Let, therefore, ϕ ∈ L 2 (E, µ) be supported in a bounded Borel set B; it suffices to show that P (n) ϕ → 0 as n → ∞. But since V ∩ L 2 (E, µ) = 0, for any ε > 0 there exists a bounded set B ε ⊃ B such that for any ψ ∈ V we have χ B ψ χ Bε ψ < ε 2 .
We have
It follows that Π Bε ϕ < ε ϕ and, since g n → 1 uniformly on B, also that P (n) ϕ < ε ϕ if n is sufficiently large. Since ε is arbitrary,
and the proposition is proved completely.
WEAK COMPACTNESS OF FAMILIES OF DETERMINANTAL MEASURES
3.1. Configurations and finite measures. In a similar way as the Bessel point process of Tracy and Widom is the weak limit of its finite-dimensional approximations, the infinite determinantal measureB (s) , the sigma-finite analogue of the Bessel point process for the values of s smaller than −1, will be seen to be the scaling limit of its finite dimensional approximations, the infinite analogues of the Jacobi polynomial ensembles. In this section, we develop the formalism necessary for obtaining scaling limits of infinite determinantal measures. To do so, we will multiply our measures by finite densities, normalize and establish convergence of the resulting determinantal probability measures. Proposition 2.1 tells us that for finite determinantal measures induced by projection operators, local trace class convergence of the operators implies weak convergence of the determinantal measures (considered as measures on the space of Radon measures on the phase space). In order to prove the vanishing of the "Gaussian parameter" and to establish convergence of finite-dimensional approximations on the Pickrell set, we will however need a finer notion of convergence of probability measures on spaces of configurations: namely, under some additional assumptions we will code configurations by finite measures and determinantal measures by measures on the space of probability measures on the phase space. We proceed to precise definitions.
Let f be a nonnegative measurable function on E, set
and introduce a map σ f : Conf f (E) → M fin (E) by the formula
(where δ x stands, of course, for the delta-measure at x).
Recall that the intensity ξP of a probability measure P on Conf(E) is a sigma-finite measure on E defined, for a bounded Borel set B ⊂ E, by the formula ξP(B) =
Conf(E)
# B (X)dP(X).
In particular, for a determinantal measure P K corresponding to an operator K on L 2 (E, µ) admitting a continuous kernel K(x, y), the intensity is, by definition, given by the formula
By definition, we have the following Proposition 3.1. Let f be a nonnegative continuous function on E, and let P be a probability measure on
Under the assumptions of Proposition 3.1, the map σ f is P-almost surely well-defined on Conf(E), and the measure (σ f ) * P is a Borel probability measure on the space M fin (E), that is, an element of the space M fin (M fin (E)).
3.2.
Weak compactness and weak convergence in the space of configurations and in the space of finite measures. We start by formulating a tightness criterion for such families of measures.
Proposition 3.2. Let f be a nonnegative continuous function on E. Let {P α } be a family of Borel probability measures on Conf(E) such that
(1) f ∈ L 1 (E, ξP α ) for all α and
(2) for any ε > 0 there exists a compact set B ε ⊂ E such that
Then the family (σ f ) * P α is tight in M fin (M fin (E)).
Remark. The assumptions of Proposition 3.2 can be equivalently reformulated as follows: the measures (σ f ) * P α are all well-defined and the family f ξP α is tight in M fin (E).
Proof of Proposition 3.2. Given ε > 0, our aim is to find a compact set
Let ϕ : E → R be a bounded function. Define a measurable function int ϕ : M fin (E) → R by the formula
Given a Borel subset A ⊂ E, for brevity we write int A (η) = int χ A (η).
The following proposition is immediate from local compactness of the space E and the weak compactness of the space of Borel probability measures on a compact metric space.
is compact in the weak topology on M fin (E).
The Prohorov Theorem together with the Chebyshev Inequality now immediately implies
is compact in the weak topology on M fin (M fin (E)).
Corollary 3.4 implies Proposition 3.2. First, the total mass of the measures f ξP α is uniformly bounded, which, by the Chebyshev inequality, implies, for any ε > 0, the existence of the constant L such that for all α we have
Second, tightness of the family f ξP α precisely gives, for any ε > 0, a compact set K ε ⊂ E satisfying, for all α, the inequality
Finally, choosing a sequence ε n decaying fast enough and using Corollary 3.4, we conclude the proof of Proposition 3.2.
We now give sufficient conditions ensuring that convergence in the space of measures on the space of configurations implies convergence of corresponding measures on the space of finite measures. Proposition 3.5. Let f be a nonnegative continuous function on E. Let P n , n ∈ N, P be Borel probability measures on Conf(E) such that (1) P n → P with respect to the weak topology on M fin (Conf(E)) as n → ∞; (2) f ∈ L 1 (E, ξP n ) for all n ∈ N; (3) the family f ξP n is a tight family of finite Borel measures on E. Then P(Conf f (E)) = 1 and the measures (σ f ) * P n converge to (σ f ) * P weakly in M fin (M fin (E)) as n → ∞. Proposition 3.5 easily follows from Proposition 3.2. First, we restrict ourselves to the open subset {x ∈ E : f (x) > 0} which itself is a complete separable metric space with respect to the induced topology. Next observe that the total mass of the measures f ξP n is uniformly bounded, which, by the Chebyshev inequality, implies, for any ε > 0, the existence of the constant L such that for all n we have
Since the measures P n converge to P weakly in M fin (Conf(E)) and the set {X ∈ Conf(E) :
and, consequently, that P(Conf f (E)) = 1, and the measure (σ f ) * P is welldefined.
The family (σ f ) * P n is tight and must have a weak accumulation point P ′ . Using the weak convergence P n → P in M fin (Conf(E)), we now show that the finite-dimensional distributions of P ′ coincide with those of (σ f ) * P. Here we use the assumption that our function f is positive and, consequently, bounded away from zero on every bounded subset of our locally compact space E.
Indeed, let ϕ 1 , . . . , ϕ l : E → R be continuous functions with disjoint compact supports.
By definition, the joint distribution of the random variables int ϕ 1 , . . . , int ϕ l with respect to (σ f ) * P n coincides with the joint distribution of the random variables # ϕ 1 /f , . . . , # ϕ l /f with respect to P n . As n → ∞, this joint distribution converges to the joint distribution of # ϕ 1 /f , . . . , # ϕ l /f with respect to P which on the one hand, coincides with the the joint distribution of the random variables int ϕ 1 , . . . , int ϕ l with respect to (σ f ) * P and, on the other hand, also coincides with the joint distribution of the random variables int ϕ 1 , . . . , int ϕ l with respect to P ′ . By Proposition I.B.1, the finite-dimensional distributions determine a measure uniquely. Therefore,
and the proof is complete.
Applications to determinantal point processes.
Let f be a nonnegative continuous function on E. If an operator K ∈ I 1,loc (E, µ) induces a determinantal measure P K and satisfies f K ∈ I 1 (E, µ), then
If, additionally, K is assumed to be self-adjoint, then the weaker requirement √ f K √ f ∈ I 1 (E, µ) also implies (4). In this special case, a sufficient condition for tightness takes the following form. 
Then the family of measures (σ f ) * P Kα is weakly precompact in M fin (M fin (E)).
Induced processes corresponding to functions assuming values in
be a nonnegative Borel function, and, as before, let Π ∈ I 1,loc (E, µ) be an orthogonal projection operator with range L inducing a determinantal measure P Π on Conf(E). Since the values of g do not exceed 1, the multiplicative functional Ψ g is automatically integrable. In this particular case Proposition I.B.3 can be reformulated as follows: 
Remark. Since the operator √ 1 − gΠ is, by assumption, HilbertSchmidt, and the the values of g do not exceed 1, the condition ||(1 − g)Π|| < 1 is equivalent to the condition || √ 1 − gΠ|| < 1 and both are equivalent to the nonexistence of a function Φ ∈ L supported on the set {x ∈ E : g(x) = 1}. In particular, if the function g is strictly positive and strictly less than 1, the condition is automatically verified. Proposition 3.6 now implies Proof: Equivalently, we must prove that if the operator √ f Π is HilbertSchmidt, then the operator
−1 √ g, the statement is immediate from the fact that Hilbert-Schmidt operators form an ideal.
3.5. Tightness for families of induced processes. We now give a sufficient condition for the tightness of families of measures of the form Π g for fixed g. This condition will subsequently be used for establishing convergence of determinantal measures obtained as products of infinite determinantal measures and multiplicative functionals.
Let Π α ∈ I 1,loc (E, µ) be a family of orthogonal projection operators in and such that for any ε > 0 there exists a bounded Borel set B ε ⊂ E such that
(in other words, f is such that all the assumptions of Proposition 3.6 are satisfied for all α). It follows from Corollary 3.8 that the measures (σ f ) * P Π g α are also well-defined for all α. Sufficient conditions for tightness of this family of operators are given in the following Proposition 3.9. In addition to the requirements, for all α, of Proposition 3.6 and Proposition 3.7, make the assumption
Then the family of measures
Proof. The requirement (7) implies that the norms of the operators
Proposition 3.9 is now immediate from Proposition 3.6.
3.6. Tightness of families of finite-rank deformations. We next remark that, under certain additional assumptions, tightness is preserved by taking finite-dimensional deformations of determinantal processes.
As before, we let Π α ∈ I 1,loc (E, µ) be a family of orthogonal projection operators in on Conf(E). As above, we require that all the assumptions of Proposition 3.6 be satisfied for the family Π α . The following Corollary is immediate from Proposition 3.6.
Proposition 3.10. Assume additionally that the family of measures
This proposition can be extended to perturbations of higher rank. The assumption of orthogonality of v α to L α is too restrictive and can be weakened to an assumption that the angle between the vector and the subspace is bounded below: indeed, in that case we can orthogonalize and apply Proposition 3.10.
We thus take m ∈ N and assume that, in addition to the family of Π α of locally trace-class projection operators considered above, for every α we are given vectors v Proposition 3.12. Let f be a nonnegative continuous function on E. Let K n , K ∈ I 1,loc be self-adjoint positive contractions such that K n → K in I 1,loc (E, µ) as n → ∞. Assume additionally that
as n → ∞. Then (σ f ) * P Kn → (σ f ) * P K weakly in M fin (M fin (E)) as n → ∞.
Combining Proposition 3.12 with, on the one hand, Propositions 3.9, 3.11 and, on the other hand, Propositions 2.3, 2.5 and 2.6, we arrive at the following Proposition 3.13.
(1) In the notation and under the assumptions of Proposition 2.3, additionally require (8) to hold. Then we have fB(g, Π n ) f → fB(g, Π) f in I 1 (E, µ), and, consequently, (σ f ) * PB (g,Πn) → (σ f ) * PB (g,Π) with respect to the weak topology on M fin (M fin (E)) as n → ∞. f → f Π g f in I 1 (E, µ) as n → ∞ .
with respect to the weak topology on M fin (M fin (E)) as n → ∞.
