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Abstract
In powder metallurgy, a common process is hot isostatic pressing (HIP). This
process is characterized by the densification of powders using a liquid or a gas.
Due to the indirect heating, such processes usually take several hours. A new and
innovative production process for the sintering of powders is the Field Assisted
Sintering Technology (FAST). Here, the powder is filled into a graphite die and
compacted by a punch. At the same time, the powder and the graphite tool system
are heated volumetrically by an electric current that induces Joule heating. With
this technology at hand, it is possible to ensure faster heating and shorter cooling
periods, leading to shorter production times and improved material properties.
The shorter production times are also beneficial for the microstructure, since grain
coarsening due to large dwell times can be avoided.
A major challenge of this new technology is to control the various process
parameters in order to determine the desired material properties. In order to
get a deeper insight into the process by means of simulations, a constitutive
model is derived for the highly instationary, non-linear thermo-mechanical powder
consolidation process on the basis of principal experiments. Additionally, the
graphite tool system is modeled for the simulation of the entire process. The
parameters of the developed model are identified with the concept of material
parameter identification.
The finite element method proved to be a powerful tool for the numerical
simulation of physical problems. For the numerical simulation of the sintering
process, the underlying thermo-electro-mechanically coupled problem has to be
solved together with temperature-dependent graphite material properties, the
temperature and the relative density-dependent material properties for the powder
material. This time-dependent non-linear multi-field problem is interpreted as a
system of differential algebraic equations and its solution procedure by means of
finite elements is explained.
The final stress algorithm is implemented into the commercial finite element
program Abaqus, and a fully coupled monolithic simulation is performed in order to
simulate a real FAST-process and to compare the temperature and stress distribution
with experiments. Moreover, it is possible to make predictions concerning the powder
densification and the temperature distribution, which leads to a better insight into
the process. As a result, the numerical model for the simulation of the thermal,
electrical and mechanical problems of sintering can be seen as a suitable tool to
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Nowadays, numerical simulations are getting more and more important because, on
the one hand, real experiments are costly and time consuming and, on the other
hand, simulations can deliver a deeper insight into a real process. In this work, a
new powder consolidation technology is investigated and simulated by means of
finite elements. The following statement emphasizes the need for simulation to
improve and understand the sintering process in its details.
“Modeling is not just a scholastic attachment marginally improving the
understanding of the technological process; it becomes rather an essential
part of the spark plasma sintering manufacturing approach.” (Olevsky
et al., 2012b)
This work is a part of an international collaborative research project between the
universities TU Munich, TU Hamburg-Harburg, TU Clausthal in Germany and the
Ben Gurion University (BGU) in Beer-Sheva, Israel, funded by the DFG (German
Research Foundation). The title of the entire research topic is “Electro-thermo-
mechanical modeling of Field Assisted Sintering Technology using high-order finite
elements validated by experiments”.
All the sintering experiments presented in this thesis were performed at the
institute of Prof. Frage at the Ben Gurion University in Israel. The experiments
were designed by Prof. Hartmann and me in order to develop a constitutive model
for the powder material. In the group of Prof. Yosibash, the focus lies on the
uncertainties quantification. The aim of the groups of Prof. Rank in Munich
and Prof. Düster in Hamburg is the spatial discretization of the thermo-electro-
mechanical coupled problem using the p-version of the finite element method. In
particular, the group of Prof. Düster works on the partitioned solution of the
three-field coupled problem, whereas the group of Prof. Rank uses and extends
the Finite Cell Method. The FCM combines a fictitious domain approach with the
high-order finite element method and simplifies the mesh generation drastically.
1.1 Field Assisted Sintering Process
Field Assisted Sintering Technology is a powder consolidation process. Within this
process, the powder is filled into a graphite die and is simultaneously heated and
pressed. The heat treatment is done by an electric current flowing through the
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graphite tool system and the powder (if the powder is a conducting material). The
volumetric Joule heating ensures high heating rates and short production times.
Due to the high heating and cooling rates, the sintering can be reduced to minutes
instead of hours as in conventional methods.
A typical FAST-machine consists of a vacuum chamber with water-cooled walls.
The electric current is applied through water-cooled electrodes. Different types can
be used for the application in question: direct current (DC), alternating current
(AC) or a pulsed DC. In this work, a current application with direct current is
used. The whole process is force-controlled using a hydraulic system. The tool













Figure 1.1: FAST conditions
the temperature is either controlled using a thermocouple or a pyrometer. A
proportional-integral-derivative controller (PID controller) inside the machine is
used to control the electric power in order to follow a prescribed temperature path.
This means that, during the process, the temperature can be controlled only at one
point within the graphite tool system – but not in the powder itself. Therefore,
it is of interest to simulate the process and to get a better understanding of the
entire technology.
2
1.2 Challenges in Modeling the FAST-process
1.2 Challenges in Modeling the FAST-process
Despite the worldwide popularity of the FAST-process, the possibility to predict
and control the sintering parameters is still a challenging task and an ongoing
field of research. For the numerical simulation of this process, it is necessary
to solve the underlying thermo-electro-mechanically coupled problem including
its large temperature changes and moving boundaries due to the compressible
powder behavior. During the sintering process, the powder changes its thermal
and electrical conductivity not only due to the temperature but also due to the
compaction. Furthermore, it is necessary to treat the heat transfer by conduction,
radiation and convection, see Fig. 1.1. Apart from the powder material, the graphite
die and the graphite punch have to be investigated too, in order to determine
the electrical, thermal and mechanical behavior in the tool system. Moreover,
the contact conditions between the different parts play an essential role for the
temperature as well as the electrical potential distribution. The occurring contacts
are the imperfect contact between graphite and graphite as well as between the
powder and graphite. Thus, the electrical contact resistance has to be determined.
Since there are three fields – namely the electrical, thermal and the mechanical
one, see Fig. 1.2 – coupled multi-field simulations have to be performed. Due to












Sintering is a process technology to consolidate powders below the melting point of
the powder material. The consolidation process is mainly driven by the thermal
activation of local mass transport due to the reduction of surface and grain boundary
energies, [Munir et al., 2011]. As conventional methods such as pressureless sintering
and hot pressing (HP) lead to processing times of several hours, see [Garay, 2010], it
is of high interest to find a possibility to enhance the mass transport. It turned out
that the use of an electric current can accelerate the sintering process, providing a
possibility to sinter powders in approximately 20min or even shorter times, [Garay,
2010]. Furthermore, the heating rates in FAST are approximately 200 ◦Cmin−1 to
300 ◦Cmin−1, but can also reach 1000 ◦Cmin−1, while typical heating rates in hot
pressing are 1 ◦Cmin−1 to 10 ◦Cmin−1, [Quach et al., 2010]. In addition, there are a
lot of benefits in comparison to conventional methods. These are higher heating and
cooling rates, shorter dwell times, fewer processing steps, short processing times, no
need of sintering aids as well as enhanced material properties by minimized grain
growth.
There are several terms that refer to methods of sintering powder with a simulta-
neous use of electric current and pressure, such as Spark Plasma Sintering (SPS),
the Field-Assisted Sintering Technique (FAST), Pulsed Electric-Current Sintering
(PECS) and Electric Current Activated/Assisted Sintering (ECAS). A newly pub-
lished review paper describing the mechanical, thermal and electrical effects in the
FAST-process is presented in [Guillon et al., 2014], also featuring a description of
successful material developments and a discussion of further technological aspects.
The most important developments in the ECAS technology are summarized in the
following by drawing on the review article by Grasso et al. [2009]. It is mentioned
that Bloxam, who obtained a patent in 1906, can be seen as a pioneer in the use of
electric current for the purpose of sintering. He used pure direct current resistance
sintering for the production of incandescent lamps. In 1913, Weintraub and Rush
invented a new method to simultaneously apply a pressure and a direct current. In
1966, Inoue in Japan used a pulsed electric current for the powder consolidation and
thus inspired the development of the PECS method. But the high cost of equipment,
the lack of repeatability and the low sintering efficiency prevented a widespread
use of the ECAS production technology. In the late 1980s, when Inoue’s patents
expired, various companies started to produce PECS machines. The popularity of
this process can be proved by 450 papers published in 2009 as reported in [Munir
et al., 2011].
1.3.1 Thermo-Electrical Modeling
Zavaliangos et al. [2004] analyzed the temperature distribution during FAST-
processes with Abaqus to identify thermal gradients in the sample and the tool
4
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system. A reliable thermal simulation enables a proper comparison between FAST
and conventional sintering techniques as well as an optimization of the process pa-
rameters of large size specimens. Also, they were the first to mention the importance
of the thermal and electrical contact resistance and to employ vertical and horizontal
contacts especially designed to match the experimental data. The fact that the
resistance is dependent on the temperature and on the pressure was neglected. A
coupled thermo-electrical analysis using Ansys is presented by Vanmeensel et al.
[2005]. They fitted horizontal and vertical contact resistances to minimize differences
between measured and simulated temperatures. Anselmi-Tamburini et al. [2005]
applied the commercial code CFD-ACE+ to investigate current and temperature
distributions with a thermal conductive and a non-conductive sample material,
copper and alumina. They considered ideal contact conditions and neglected any
contact resistances. The temperature distribution for the sintering of a silicon
nitride and tungsten carbide powder material is investigated by Räthel et al. [2009].
They observe a strong influence of the temperature measurement point on the
sample temperature. Furthermore, the temperature distribution is influenced by
the tool geometry, depending on whether a conductive or a non-conductive material
is used, [Räthel et al., 2009]. Thermo-electrically coupled finite element simulations
with Abaqus and Matlab can be found in [Tiwari et al., 2009]. Here, it is found that
the temperature inside the powder compact is strongly influenced by the thermal
conductivity and the power input. In the work of Muñoz and Anselmi-Tamburini
[2012], the influence of various process parameters such as the die geometry, heating
rate, material properties and the sintering temperature are investigated with respect
to the temperature distribution. A study of the Joule heating effect for powder
mixtures is given in [Zohdi, 2012a]. In addition, Zohdi [2010] simulated electrical,
magnetic and thermal fields with the finite difference time domain method. An
optimization of the temperature distribution in the specimen is performed in [Van-
herck et al., 2013]. It is mentioned that the heterogeneity of the microstructure
in the compact originates from the heterogeneity of the temperature field – and
it is shown that this can be resolved by changing the die dimensions. In [Pavia
et al., 2013], electro-thermal simulations are compared to actual measurements. It
is pointed out that the graphite properties are important for the accuracy of the
simulation. The root mean square values of the current and the voltage are found
to be lower than the values reported by the machine.
The goal of all these simulations is to determine thermal gradients that affect
the final material properties. Large thermal gradients can lead to an inhomogenous
microstructure and to inhomogenous mechanical properties of the sintered parts.
1.3.2 Thermo-Electro-Mechanical Modeling
In the literature, there are only few attempts to model the whole thermo-electro-
mechanical problem. In the work of Cincotti et al. [2007], the SPS-process is
5
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modeled without powder to study the thermal and the electrical field together with
a small strain thermoelasticity relation for the tool system. Maizza et al. [2007]
studied the influence of the moving punch on the temperature. He emphasizes that
the reliability of the model predictions is highly dependent on the correct modeling
of the contact resistances.
Wang et al. [2007] investigated the electrical, temperature and stress fields in
order to evaluate stress gradients in the fully dense sample (copper and alumina).
Thus, the densification process is not treated. The final stage of sintering with fully
dense specimens is considered in [Antou et al., 2009] too. A staggered approach
for the thermo-electro-mechanical simulation of a free sintering process without a
die is performed in [McWilliams and Zavaliangos, 2008; McWilliams, 2008]. In this
staggered approach, the specimen mesh is fixed for the thermo-electric simulation.
The calculated temperature is used as an input for the mechanical simulation,
where the new relative density is computed. Munoz and Anselmi-Tamburini [2010]
computed stress distributions inside a fully dense specimen with a linear elastic
material model. They performed an electro-thermo-mechanical simulation with
Ansys for copper and alumina with a PID controller for the temperature. Wang
et al. [2010] analyzed the effect of different die sizes, heating rates and pressures
on the temperature and stress distribution inside an alumina sample, on the tool
system and on the resulting microstructure. For the material relation, small strain
elasticity is assumed. In [Hartmann et al., 2013], the temperature distribution inside
graphite tools with fully dense copper and ceramic is studied using temperature-
dependent heat capacity, thermal and electrical conductivities and a small strain
thermoelasticity relation. For code verification purposes, analytical solutions for the
thermo-electro-mechanical coupling are derived in [Rothe et al., 2014]. In addition,
high-order time integration methods (which enable an efficient step-size control)
and the Newton-Chord method in connection with an Aitken-relaxation are applied
– leading to very efficient computations. A different approach to simulate electrically
aided sintering is followed by Zohdi [2014], where a particle-based simulation is
applied.
What all the mentioned investigations have in common is that they do not
model the densification process occurring in the powder material during the FAST-
process. The specimens are assumed to be fully dense and modeled by a small strain
thermoelasticity material relation. In the FAST-machine, the powder material
undergoes large plastic deformation. Recently, several articles were published that
deal with the densification, see [Song et al., 2011; Olevsky et al., 2012a; Wolff et al.,
2012]. In [Song et al., 2011], an additive decomposition of the strain rate tensor
is used to separate the material model into an elastic, viscoplastic and a thermal
part. The relative density is computed out of the mass balance. It is found that
the electrical and thermal field are significantly affected by the mechanical field,
due to the changing geometry and the contact conditions. Additionally, it is shown
that greater pressures will decrease the temperature gradient and the sintering
6
1.4 Scope of Thesis
temperature.
Olevsky et al. [2012a] modeled the thermo-electro-mechanical problem using
the commercial program COMSOL to analyze the scalability of Spark Plasma
Sintering. Their work aims to study the influence of four different tool sizes and
various temperature regimes on the grain growth and the densification behavior. In
[Giuntini et al., 2013], this model is used to optimize the tool geometry to avoid
overheating in the sample.
In [Mondalek et al., 2011], see also [Mondalek, 2012], the strain rate tensor is
additively decomposed into a plastic diffusion part under load as well as a diffusion
part by electro-migration and by surface tension. It is emphasized that, due to
the motion of the upper punches, the temperature in the axial direction is not
symmetric.
An electro-thermo-mechanical simulation with Abaqus is performed in [Wolff
et al., 2012]. In their work, they develop a micro-mechanical thermo-viscoplastic
model with a decomposition of the strain rate tensor into an elastic, thermal and
viscoplastic part. The model serves to simulate spark plasma sintering of lead.
All these publications are based on an additive split of the strain rate tensor. In
this work, a different approach is considered. The material model is developed on
the basis of a multiplicative decomposition of the deformation gradient. In contrast
to the mentioned publications, this work also addresses the thermodynamical
consistency i.e. the fulfillment of the Clausius-Duhem inequality.
1.4 Scope of Thesis
The main topic of this thesis is the development of a new constitutive model
describing the sintering behavior of copper powder. For this purpose, various
experiments are performed to investigate the force and temperature-rate behavior
as well as the creep behavior of the powder material. Furthermore, tension tests with
sintered specimens are performed to gather information concerning the increasing
tensile yield stress during sintering. Moreover, thermo-electrical properties such as
the heat capacity as well as the thermal and electrical conductivity are measured. In
particular, it is the temperature and relative density dependence of the conductivities
of the copper powder material that is of interest. For the simulation of the entire
process, the graphite tool system has to be modeled too. For this reason, the
temperature-dependent thermo-electrical properties for graphite are measured as
well. With all these experiments at hand, it is possible to develop a large strain
compressible thermo-plasticity model to describe the essential material behavior.
The model is constructed in such a way that it fulfills the Clausius-Duhem inequality.
It contains a decomposition of the deformation gradient into four parts – precisely
an elastic, a thermal, plastic and creep part – that is studied here for the first time.
The numerical solution of the multi-physical problem consisting of the thermal,
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electrical and mechanical field is done with the finite element method. The com-
mercial finite element program Abaqus serves to perform the numerical simulation.
Due to the fact that the documentation does not deliver a deep insight into the
equations, the numerical solution procedure of the multi-field problem with the
finite element method is described in its details. This offers a better understanding
of the coupling between the fields and the discretized equations.
In the last chapter, all the information is brought together for the simulation of
the FAST-process. With the developed material model, the sintering process can
be simulated and is then compared to experimental data to verify the quality of
the developed model.
1.5 Outline
This thesis is divided into eight chapters. Chapter 2 offers a description of the
FAST-process, the experimental setup and the experiments to define the thermo-
mechanical behavior of copper powder – as well as a description of uniaxial com-
pression experiments for the development of a model to compute the radial stresses,
which – together with the axial stresses – define the current stress state. For
the heat equation as well as the stationary charge equation, the thermo-electrical
properties have to be measured, which are: the heat capacity, the thermal and
electrical conductivity. Within the FAST-process, the powder is inserted into a
graphite die and heated by an electrical current. Therefore, one has to model the
graphite material as well. Additionally, if two parts get in contact, an electrical
resistance occurs due to the surface topology. To account for this non-perfect
contact, measurements to determine the electrical contact resistance are performed.
Chapter 3 serves to summarize the fundamentals of Continuum Mechanics. This
includes the kinematics of deformable bodies as well as the introduction of the
stress tensor, the heat flux and the electric current density. Furthermore, the
thermo-electro-mechanical balance equations are introduced, which are the balance
of mass, linear and angular momentum, energy, entropy and the Maxwell equations.
Moreover, the chapter contains a description of the concept of dual variables, which
is important for the development of a material model.
The material model Chapter 4 starts with a summary of the essential material
behavior of copper powder during sintering. Afterwards, the temperature-dependent
yield function is introduced, followed by an explanation of the multiplicative
decomposition motivated by the material behavior. For the development of the
material model, a free energy function is postulated and additively separated into
parts describing the different effects. On the basis of the Clausius-Duhem inequality,
the material model is developed to consider thermodynamical consistency. With
the help of this inequality, it is possible to derive the evolution equations for the
internal variables. Finally, the constitutive equations for the heat flux and electrical
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current density are derived and the heat conduction equation is formulated.
The proposed material model has to be adapted to the experiments, which is
done in Chapter 5. In a second step, the parameter identification procedure is
explained briefly – and the three-dimensional material model is reduced to the
one-dimensional case of constrained compression. Based on this algorithm, the
large strain thermoplasticity model is adapted to the experiments in Chapter 2.
The identified model serves to make predictions and to enable comparison with
experiments, as it is of interest to investigate the model behavior beyond the
experiments used for the identification. Afterwards, the thermo-electrical properties
for copper as well as graphite are fitted to the experimental data. Based on the
experimental data, it is possible to identify the electrical contact conductance of the
graphite-graphite as well as the graphite-copper contact. Additionally, the thermal
contact conductance for the copper-copper contact is fitted to data from literature.
The physical problem behind the FAST-process is a coupled multi-field problem
that consists of the thermal, electrical and the mechanical field. This initial
boundary value problem is stated in its local form in Chapter 6. For a better insight
into the coupling and the discretized equations, which can not be found in detail
in the Abaqus documentation, the solution procedure is explained in this chapter.
The solution procedure using finite elements is based on variational formulations.
The following numerical solution is explained with the h-version of finite elements
and the monolithic approach, leading to a differential-algebraic equation system
that has to be solved in the time domain. The time integration is done with the
backward Euler method, leading to a system of nonlinear equations that has to
be solved in each time step. Its solution is performed with the Multilevel-Newton
algorithm (MLNA). On the local level of the MLNA, the stresses and the consistent
tangent operator are calculated, which is explained in detail.
The numerical simulation of the FAST-process with the commercial program
Abaqus can be found in Chapter 7. In a first step, the graphite tool system is studied
without any powder, and the temperature distribution is compared to experimental
data. Moreover, a PID-controller is introduced to allow temperature control at the
thermocouple position. Subsequently, the whole thermo-electro-mechanical coupled
sintering process is simulated. For this purpose, the finite strain compressible
thermo-viscoplasticity is implemented into Abaqus via a user subroutine. The
sintering process simulations allow to predict the temperature, stress, as well as
the relative density distribution – and the values are compared to the experimental
data.
Chapter 8 serves to summarize the main aspects of the thesis and to provide an




This chapter focuses on a detailed description of the various experiments designed
for material model development. First of all, the FAST-process is described and the
experimental setup is shown. As the radial stresses are required for the purpose of
material parameter identification, the according measurement procedure is explained.
A model for the computation of the radial stresses is developed with the help of these
experiments, followed by a description of the different experiments performed in the
FAST/SPS-machine at the BGU. In order to obtain the real powder deformation,
calibration experiments serve to determine the machine behavior under mechanical
and thermal loads. For the material characterization, different experiments are
designed and performed in order to develop a constitutive model for the sintering
process of the copper powder material. Due to the thermo-mechanical nature of
this process, it is necessary to determine the thermal parameters of the powder.
Furthermore, the thermo-electrical properties of the graphite tool system are
investigated.
2.1 FAST-Process
The FAST-process is characterized by the simultaneous application of an electric
current and an uniaxially applied pressure. During the FAST-process, a powder is
inserted into a die (which is usually made out of graphite) and is then simultaneously
compressed by a uniaxial force and heated by a high pulsed DC current with a
relatively low voltage of approximately 10V. The pulsing patterns of the DC
current consist of a sequence of pulses with current and no current, see Fig. 2.1b.
In this work, a non-pulsed DC is used, see Fig. 2.1a. The current flows directly
through the graphite die and the graphite punches, thus inducing Joule heating.
If a conducting powder material is used, the powder is intrinsically heated by the
current, while a non-conducting powder – ceramics, for example – is heated by the
surrounding graphite punches and the die. The maximum axial pressure is limited
to the mechanical strength of the graphite die. This high-density graphite combines
good mechanical strength with high temperature resistance and good electrical and
thermal conductivity.
Although Field Assisted Sintering is also known as Spark Plasma Sintering, there
are controversial discussions whether plasma is present. Experiments show the










(b) Pulsed DC, where τon denotes the time with
current and τoff is the time without any
current.
Figure 2.1: Pulsed and non-pulsed DC current
In the early stages of the sintering process, in which the density is low, the
electrical resistance of the powder is high because of the geometric constriction of
the powder contacts (if the powder particles are conductive).
In [Frei et al., 2007], the sintering of copper spheres to copper plates is investigated.
The experimental setup is developed in such a way that the current varies, while
the temperature remains constant. It is observed that the electric current tends to
enhance neck formation and neck growth. Furthermore, simulations show that the
current density and the temperature reach a maximum around the neck because
of the geometric constriction. Even if the overall temperature is constant due to
the small necks in the early stages, the high current at these contacts leads to high
temperatures in these areas.
Apart from the temperature, it is also the pressure that influences the powder
consolidation. The applied uniaxial force leads to plastic deformations at the
contacts between the powder particles and enhances the arising contacts, [Kieback
and Trapp, 2011]. Additionally, the yield stress decreases with increasing tempera-
ture and leads to further plastic deformations and consolidation. Therefore, the
simultaneously applied temperature and pressure lead to a faster compaction than
diffusion-driven sintering. In summary, the FAST-process has several advantages,
which are: higher heating and cooling rates, shorter hold times, fewer processing
steps, short processing times, no need for sintering aids and enhanced material
properties by minimized grain growth.
2.2 Experimental Setup
A typical FAST-machine, see Fig. 2.2a, consists of a vacuum chamber, water
















(b) Measurement points of temper-
ature control
Figure 2.2: FAST-machine
electrical current at low voltages. The die and punch are usually made out of
graphite because of its high electrical and thermal conductivity and because of its
temperature resistance even at temperatures above 3300K. Oxidation takes place
in air and limits the application to 800K, [Jäger et al., 2000]. This is one of the
reasons for the use of a vacuum chamber. In typical FAST-machines of the FCT
group (a German manufacturer), the current ranges from 3000A to 48 000A at
8V to 12V. The maximum pressing force ranges from 12.5 kN to 4000 kN. The
recorded data during an experiment are the time, force, temperature, current,
voltage and displacement.
Fig. 2.3 shows the typical prescribed quantities, which are the temperature and
the uniaxial force. The parameters to be defined are the (1) heating rate, (2)
maximum/hold temperature, (3) cooling rate, (4) load rate, (5) maximum/hold
force and (6) unloading rate. The temperature in the machine is controlled by a
thermocouple in the die or by a pyrometer, see Fig. 2.2b. A PID-controller serves
to change the power in order to follow a prescribed temperature path.
The displacement of the entire system is measured. This includes the graphite tool
system, the electrodes and the powder itself. Due to the mechanical and thermal
loads, it is necessary to characterize the thermal expansion and the machine
compliance – while the real powder displacement is determined by calibration




























Figure 2.3: Prescribed quantities of a typical FAST-experiment
shrinkage curves can be computed.
Spark Plasma Sintering Furnace HP D 5/1
(a) FAST machine HP
D5/1
(b) Vacuum chamber with
graphite tool system
(c) Glowing die/punch sys-
tem
Figure 2.4: Experimental setup
All sintering experiments are performed with the FAST-machine located at BGU
in Israel. The FAST-machine was built by FCT-Systeme GmbH and its type is HP
D5/1, see Fig. 2.4a. In Tab. 2.1, the main properties are listed. Fig. 2.4b shows
the vacuum chamber with its electrodes and the graphite tool system. Fig. 2.4c
shows how the heat treatment during the process causes the graphite die and
punch to glow. The FAST-machine is force-controlled by a hydraulic cylinder. The
working temperature ranges from room temperature (25 ◦C) to 2400 ◦C. There
are two possibilities to control the temperature. Between 25 ◦C and 1000 ◦C, the
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temperature can be controlled by a thermocouple located in a borehole of the die
near the powder. For a temperature control above 1000 ◦C the temperature is
controlled by a pyrometer, which is able to measure the temperature above 400 ◦C.
The exact temperature measurement positions are shown in Fig. 2.5b.
In this work, temperature control is governed by a thermocouple – due to the
fact that the maximum temperatures are about 700 ◦C and that the measurement
point is close to the powder. Thus, it is assumed that the measured temperature
represents the temperature of the powder. The powder material under consideration
is pure copper, see Sect. 2.3, which has a good thermal conductivity, see Fig. 2.50b.
The graphite tool system consists of the die, the punch and the cone part, see
















(b) Temperature measurement positions
Figure 2.5: Tool system and temperature measurement points (MP)
Figs. 2.5a and 2.6a to 2.6c. All dimensions in the drawings are given in mm.
For the computation of the stretch λ = h/H0 and the initial relative density, the



































Figure 2.6: Graphite tool system
approximately 2.5 kN. A reason for this is that all parts have to be in contact to be
able to apply an electric current. All experiments performed in the FAST-machine
concern the following sequence, as illustrated in Fig. 2.7. At first, the powder is filled
into the die. Afterwards, the graphite tool system with the powder inside is placed
into the machine and the minimum axial force of 2.5 kN is applied. Subsequently,
after the unloading the initial height, H0 is measured with a caliper. This height is
used for the computation of the relative density and the stretch. Furthermore, the
final height and the measured displacement are compared to the initial height for
verification purposes.
1. Powder fill-in 2. Precompaction 3. H0 measurement
Preload
F = 2.5 kN





The investigated material in this project is a fine-grain copper powder. The density
of the bulk material (Cu) is 8960 kgm−3. Fig. 2.8a shows the copper powder – and
Fig. 2.8b shows an optical image of the loose powder with irregular shaped particles
and an average grain size of 4 µm. Fig. 2.9 provides optical images of the sintered
(a) Copper powder (b) Irregular shaped copper particles
with an average grain size of 4 µm
provided by Prof. Frage
Figure 2.8: Loose copper powder images provided by Prof. Frage
specimen with different relative densities. As can be seen, there is a decrease in
pores (the darker parts) with increasing relative density. The surface of a nearly
(a) Relative density of ρrel =
0.70
(b) Relative density of ρrel =
0.80
(c) Relative density of ρrel =
0.90
Figure 2.9: Optical images of sintered copper powder provided by Prof. Frage
(resolution 30 µm)
fully dense specimen with a relative density of 0.99 is shown in Fig. 2.10a. The
etched surface shows grains with an average size of 7 µm to 8µm, see Fig. 2.10b.
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(a) Relative density of ρrel =
0.99
(b) Etched surface of nearly fully
dense specimen with ρrel =
0.99 and an average grain
size of 7 µm to 8 µm
Figure 2.10: Optical images of sintered copper powder with ρrel = 0.99 provided by
Prof. Frage (resolution 30µm)
2.4 Uniaxial Compression Experiments for
Determining the Radial Stresses
For the material parameter identification, not only the prescribed axial stress is
required, but also the radial stress, see Chapter 5. Due to the laterally constrained
compaction, an increase in axial force leads to radial stresses – as a result of the
fact that radial expansion of the powder is restricted by the die, see Fig. 2.5a.
It is not possible to measure the radial stresses in the FAST-machine. Thus, the
radial stresses are determined for cold compaction experiments. Based on this, it is
possible to develop assumptions concerning the estimation of the radial stresses in
the FAST-process.
These experiments are conducted with a Zwick testing machine Z100 in the
Institute of Applied Mechanics at the Clausthal University of Technology, see
Fig. 2.11a. For the circumferential strain measurement, four equally spaced strain
gauges are applied around the graphite die, see Fig. 2.11c. The height of the strain
gauges is chosen in such a way that – after the powder compaction with 25 kN –
the strain gauges are in the middle of the resulting powder sample. Because the
lower punch is fixed and the upper punch is moving, only one of the distance-values
decreases. Fig. 2.11b illustrates the experimental setup including the graphite die
and punch as well as the clamping. The idea is to measure the circumferential
strains at the outer surface of the die. Assuming an elastic behavior of the graphite,
the radial stresses can be computed inversely. A similar procedure is used in [Bier
et al., 2007]. During the process, the Zwick software records force, displacement
and time, while the circumferential strains of the four strain gauges are logged by
an Autolog 3000.
18
2.4 Uniaxial Compression Experiments for Determining the Radial Stresses





(c) Graphite die with strain
gauges
Figure 2.11: Experimental setup
2.4.1 Calibration Experiments
As a consequence of the applied force on the one hand, the punches get radially
in contact with the surrounding die and, on the other hand, the testing machine
deforms elastically. These circumstances demand a calibration procedure for the
circumferential strains and for the displacements in axial direction. The measured
axial displacement uaxial is the sum of the change in the height of the powder upowderaxial
and the machine compliance usystemaxial
uaxial = upowderaxial + u
system
axial ⇔ upowderaxial = uaxial − usystemaxial . (2.1)
The elastic deformation of the machine including the graphite system is measured
by an experiment without any powder. The measured displacement is used to
calibrate the measured data and to determine the real powder displacement, see
Fig. 2.12a. Thus, the overall measured displacement uaxial is subtracted by the
system displacement usystemaxial in dependence of the force in order to compute the
powder displacement upowderaxial .
The graphite punches do not only deform in axial direction, they deform in radial
direction too, hence they also exert a pressure on the die in radial direction. For this
reason, the circumferential strains εϕϕ can be decomposed into two parts, one part
resulting from the pressure of the punch εpunchϕϕ and one from the powder pressure
against the inner die surface εpowderϕϕ
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(b) Radial calibration data
Figure 2.12: Calibration experiments
In order to compute powder induced radial stresses from the circumferential strains,
one has to subtract the strains induced by the punches from the measured circum-
ferential strains. In the experiment, it is necessary to consider that, during the
process, the upper punch moves towards the strain gauge position, which is why the
radial punch expansion leads to an increase of the measured strains. To account for
this fact, steel samples with different heights (8.47mm, 9.2mm, 9.6mm, 10.2mm,
10.8mm and 11.4mm) were produced and loaded up to 25 kN. The measured
circumferential strains are shown as black lines in Fig. 2.12b. The following function
is fitted to the measured strains




and the fitted parameters are specified in Tab. 2.2. This results in a scalar field for
the punch-induced strains depending on the actual punch position (height) and the
force, see Fig. 2.12b. These values are subtracted from the measured data in order
to get the real circumferential strains caused by the powder expansion.
Table 2.2: Circumferential strain calibration function parameters
aε bε cε dε
12.29 80.70× 10−6 9.51× 10−3 −12.29
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2.4.2 Data Evaluation
For the data evaluation, the stretch λ is given by
λ = h
H0









with the current height h and the initial height of the powder H0. In the literature
on powder materials, the stresses, displacements and other quantities are often





with ρ as the current density. The density of the pore-free bulk material is symbolized
by ρsolid. The porosity Φ is connected to the relative density and can be calculated
by
Φ = 1− ρrel. (2.6)
The copper powder used in the experiments has a density of ρsolid = 8960 kgm−3.
The initial relative density is approximately 0.35 and in the limit case of full
compaction the relative density reaches ρrel = 1. In the case of an uniaxial laterally
constrained compression, see Eq. (3.45) and Eq. (16) in the appendix, neglecting
the die’s expansion, the expression
λρ = ρ0 (2.7)





⇔ ρrel = ρ0,rel
λ
. (2.8)











= mpowder(H0 − uaxial)A0 ρsolid , (2.10)
where mpowder = 15 g is the amount of powder inserted in the die. The initial
volume V0 is given by the product of the initial height H0 and the area of the
punches, respectively of the powder A0. The axial stress can be determined by the





1In a more general case, the relation ρ = ρ0/ det F, where F is the deformation gradient and
det F = λ holds for the uniaxial compression case, see Eq. (16) in the appendix.
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The diameter of the punches is given by d = 20.75mm.







2.4.3 Conversion Procedure of Circumferential Strains into
Radial Stresses
A finite element simulation with Abaqus is performed to determine the conversion
of the circumferential strains into radial stresses. The idea behind this simulation
is that the die deforms only elastically. Thus, the radial stress can be converted
with the help of the function f(h), depending on the actual height of the powder
σradial = f(h)εpowderϕϕ . (2.13)
The elastic properties of graphite are determined at the institute of Prof. Frage
at the Ben Gurion University using ultrasonic measurements, [Workman et al.,
2007; Krautkrämer and Krautkrämer, 1990], leading to the Young’s modulus
E = 11 500MPa, which is identical to the producer’s specification, see [SGL Carbon
GmbH, 2014], and the Poisson ratio ν = 0.2. The geometry of the specimen is
shown in Fig. 2.13. It consists of ne = 17520 eight-noded quadratic axisymmetric
elements (CAX8). The total number of unknowns is neq = 106374. The length h,
where the pressure of σradial = 1MPa is applied, see Fig. 2.13, is varied from 15mm
to 8mm in 0.2mm steps. This means that each point in Fig. 2.14 is the result of
a finite element simulation, where the circumferential strain at the middle of the
strain gauge at the outer surface of the die is calculated. The conversion factor is
determined by f(h) = σradial/εpowderϕϕ . For a smooth representation, the data points
are fitted by a third order polynomial
f(h) = p1h3 + p2h2 + p3h+ p4 (2.14)
with the parameter values specified in Tab. 2.3. With this function at hand, the
Table 2.3: Parameters of conversion function
p1 p2 p3 p4
MPamm−3 MPamm−2 MPamm−1 MPa
−46.29 2095 −3.39× 104 2.41× 105
circumferential strains are converted into radial stresses at the inner die surface by
including the changing height of the powder during the compaction experiment.
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Figure 2.14: Determined conversion function with dependence of the actual height
of the powder. A third order polynomial is used for the data fitting.
23
2 Experimental Observations
2.4.4 Uniaxial Powder Compaction Experiments
Fig. 2.15a shows the prescribed force. It is increased up to 25 kN with a velocity
of 5 kNmin−1. The measured quantity of the Zwick testing machine is the axial
displacement. Additionally, the circumferential strains are measured by four strain
gauges applied on the graphite die.
The experiments start with filling 15 g copper powder into the die. Then, the die
is knocked onto the table five times to ensure an equal fill level of the graphite die.
Subsequently, the assembly is put in the testing machine and a preforce of 100N is
applied. By applying the preforce, it is ensured that the punch is in contact with
the powder, which is an important prerequisite for the measurement of the initial
powder height.
After the preforce is raised, the program stops and the gap between the die and
the upper clamping is measured by means of a video extensometer. With this
information at hand, the initial height of the copper powder is computed. The
circumferential strains at the outer surface of the graphite die are measured by the
applied strain gauges and recorded by an Autolog 3000 measurement system built
by Peekel. Subsequently, the force controlled experiment starts and the force is






























(b) Measured circumferential strains of one experi-
ment
Figure 2.15: Uniaxial powder compaction
Fig. 2.15b shows the measured circumferential strains for the four strain gauges
over the time. The different curves coincide very well – except at the maximum
value, where a deviation of approximately 8% can be observed. Fig. 2.16a shows the
measured and calibrated axial displacements. It can be seen that the uncalibrated
displacement decreases in the unloading section. The actual powder displacement
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is obtained by subtracting the calibration curves. After the calibration, the powder
displacement remains constant while the force decreases. The circumferential strain
calibration reduces the maximum value and subtracts the punch-induced strain, see












































(b) Measured and calibrated circumferential strains
Figure 2.16: Calibration of experimental data
order to prove the reproducibility. Fig. 2.17a shows the calibrated copper powder
deformation.
A deviation of the final displacement between the different experiments can be
observed. A reason for this deviation could be the different initial heights of the
powder. The initial heights, as listed in Tab. 2.4, are measured after applying a
preforce of 100N. The initial height in the first experiment is the lowest height
of all experiments. The displacement in this experiment is the lowest one as well.
This means that the copper powder was more compacted at the beginning of the
experiment than in the other experiments. The highest height and maximum
displacement occurs in the third experiment. As a conclusion, it can be pointed out
that the initial height is a uncertain quantity. The question is when the punch makes
initial contact with the powder. In the FAST-process, the powder heights deviate
less because of the applied preforce of 2.5 kN. In Fig. 2.17a, the displacement curves










13.105 13.670 14.420 14.170 14.310
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M3, M4 and M5 are almost identical. The curves M1 and M2 show a large deviation
and have lower displacements. Fig. 2.17b shows the mean strain over the four strain
gauges for different materials. Curve M1 shows the largest strain. The curves M2,
M3, M5 show little deviation, whereas curve M4 has the lowest strains. In terms of
the material model, the stretch λ and the relative density ρrel are of greater interest









































(b) Circumferential strains over time
Figure 2.17: Calibrated data of 5 experiments
for the 5 experiments. At the end of the experiment, the stretch varies from 0.61 to
0.65, which corresponds to a deviation of approximately 6%. The relative density
in Fig. 2.18b shows an acceptable deviation of approximately 3.5%. The reason for
this lower deviation in contrast to the measured displacement originates from the
fact that the initial height, see Tab. 2.4, is taken into account for the computation
of the relative density and the stretch according to Eq. (2.9) and Eq. (2.4). The











σradial, n = 5 (2.15)
and plotted over the relative density in Fig. 2.19a. The axial and radial stresses
serve to determine the stress ratio RRad/Ax. It can be seen that the ratio is nearly
constant in the investigated range of relative density.
2.4.5 Multi-Step Loading/Unloading Experiments
In addition to the previous tests, multi-stage experiments are performed in order to
investigate the evolution of the radial stresses for loading and unloading conditions.
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(b) Relative density vs. time


















































(b) Radial-axial stress ratio over the relative
density
Figure 2.19: Uniaxial powder compaction
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This information will be utilized for the estimation of the radial stresses, see
Sect. 2.4.6. Fig. 2.20a shows the prescribed force over the time. At first, the
force is increased up to 2.5 kN and held constant for 3min. Afterwards, the multi-
stage loading up to 5 kN, 10 kN, 15 kN, 20 kN and 25 kN is carried out, followed
by the unloading to 2.5 kN. Again, the circumferential strains are measured and
shown in Fig. 2.20b. One can observe a remaining circumferential strain after
each unloading, which increases over the time. The powder is axially compacted
in the punch-die system and – as a result – the powder induces a pressure on





























(b) Measured circumferential strains of one experi-
ment
Figure 2.20: Multi-step loading/unloading experiments
the measured and calibrated axial displacements. In the unloading range, the
uncalibrated displacements show a decrease that originates from the machine and
the tool system compliance. The calibrated displacement shows a constant value in
the unloading range. The circumferential strains are calibrated by subtracting the
punch-induced strains according to the calibration data in Fig. 2.12b. In Fig. 2.21b
and Fig. 2.21a, one can observe a change of the slope in the loading range at the
height of the maximum value of the last loading regime. The experiments are
repeated five times. For each experiment, the circumferential strains are recorded
by the four strain gauges, and the mean value out of the four curves is computed.
Then, Eq. (2.13) serves to compute the radial stresses, based on the strain values.
The resulting axial and radial mean stresses over the relative density are shown
in Fig. 2.22a while Fig. 2.22b represents the stresses plotted over the time. In the
following, the performed experiments serve as a basis for the proposition of a model
for the computation of the radial stresses in the FAST-machine.
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(b) Measured and calibrated circumferential
strains


































(b) Radial and axial stresses over the time
Figure 2.22: Multi-step loading/unloading powder compaction
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2.4.6 A Model for the Radial Stress Computation
The axial stresses are prescribed in the sintering experiments. The radial stresses
cannot be measured, which is due to the high temperatures and the closed vacuum
chamber. In contrast, the radial stresses are required for the definition of the
current state of stress. Therefore, the proposed model draws on the ratio between
the axial and the radial stresses. Based on this model, it is possible to compute the
radial stresses.
First, the measured stress ratio, see Fig. 2.19b, is compared to literature data.
Fig. 2.23 shows the radial-axial stress ratio for different literature data. The ratio
is computed using the measurement data of [Bier et al., 2007] for irregular-shaped
copper powder. The same sort of powder is used in this project. In [Carnavas,
1996], the Poisson ratio was determined for spherical, irregular and dendritic shaped
copper powder. This measurement data was fitted by Carnavas [1996] to the
relationship suggested by Kuhn and Downey [1971],
ν = k(ρrel)n. (2.16)
The parameters can be found in Tab. 2.5. Drawing on this data, the ratio can be
computed by the formula in Eq. (2.17).
Table 2.5: Model parameters for irregular copper powder according to [Carnavas,
1996]
rel. density range k n
0.45− 0.60 0.168 0.214
0.77− 0.95 0.325 0.174
For a fully compacted material, the copper powder should behave like solid copper.
Let us assume linear elasticity with T = E/(1+ν) [E + ν/(1− 2ν)(trE)I]. In the die,
the powder is axially compressed and the deformation in radial direction is assumed
to be zero, which leads to the following strain vector ET =
{
ε 0 0 0 0 0
}
and to the stress state TT =
{
σaxial σradial σradial 0 0 0
}
. Computing the




= ν1− ν = 0.5385 (2.17)
As a result, the radial-axial stress ratio is only dependent on the Poisson ratio.
According to [Carnavas, 1996], the Poisson ratio for pure copper is assumed to be
ν = 0.35. The resulting value in equation Eq. (2.17) is used as a limit case for the
proposed model RRad/Ax(ρrel = 1,Θ = 25 ◦C) = 0.5385. As irregular-shaped copper
powder is used for the experiments in this thesis, it is the data from [Bier et al.,
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[Brown and Abou-Chedid, 1994]
Figure 2.23: Comparison of measured radial-axial stress ratio to experimental data
from [Bier et al., 2007] for copper powder, from [Carnavas, 1996]
for irregular spherical and dendritic-shaped copper powder and from
[Brown and Abou-Chedid, 1994] for spherical copper powder.
2007] and [Carnavas, 1996] as well as the measurement data of Sect. 2.4 that are
relevant. An exponential function is assumed to fit the data and the limit case for
ρrel = 1, see Fig. 2.24a. The model reads
RRad/Ax(ρrel,Θ) = c1 exp(c2ρrel) + c3sΘ, (2.18)
with the model parameters c1, c2 and c3.
Additionally, the temperature has to be taken into account. Here, it is as-
sumed that the ratio at the melting temperature of solid copper at 1085 ◦C is
RRad/Ax(ρrel = 1,Θ = 1085 ◦C) = 1. Between room temperature and the melting
temperature, a linear dependence of the ratio on the temperature is assumed, see
Fig. 2.24b. Furthermore, it is proposed that the ratio is not directly dependent on
the temperature, but instead on a temperature arclength defined by
sΘ = sΘ(t0) +
t∫
t0
〈Θ˙(τ)〉 dτ, sΘ(t0) = Θ(t0) (2.19)
This arclength evolves during positive temperature changes and stays constant
for negative temperature rates due to the Macaulay brackets, 〈x〉. They have the
property 〈x〉 = 0 for x ≤ 0 and 〈x〉 = x for x > 0. This prevents a decrease of the
ratio in the case of a decreasing temperature while a constant force is applied. Later
on, an example will be given to explain this in more detail. The radial stresses are
computed by the proposed ratio Eq. (2.18) and a stress arclength with the following
equation
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(b) Temperature dependence of stress ratio
Figure 2.24: Radial-axial stress ratio at room temperature
The inelastic strain is taken into account to model the behavior in Fig. 2.22a. The
radial stresses increase during the loading part in the multistep experiment, but
they do not go back to zero in the unloading range. There are remaining radial
stresses due to the constrained compaction by the die system. Thus, the inelastic
strain is introduced. It evolves during the loading phase of the experiments and is
constant during unloading
ε˙iradial = Λ sgn(σaxial), (2.21)
k˙ = Λαk(k∞ − k), (2.22)
f(σaxial, k) = |σaxial| − k = 0, (2.23)
with the model parameters αk, k∞ and C in Eq. (2.20). This differential-algebraic
equation (DAE) system is solved by the backward Euler method. The initial yield
Table 2.6: Parameters for the radial stress computation model
c1 c2 c3 C k∞ αk
0.0388 2.6311 4.3541× 10−4 3213.6MPa 257.6258MPa 77.3402
stress is set to zero, k(t0) = 0. The identified model parameters out of a least-square
fit match the experiments in Fig. 2.25a, and the stress ratios in Fig. 2.24a are given
in Tab. 2.6.
Fig. 2.25a shows the measured and computed radial stresses with Eq. (2.20) over
the time. The model represents the experimental data very well.
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2.4 Uniaxial Compression Experiments for Determining the Radial Stresses
Additionally, the radial-axial stress ratios are compared. The measured ratio
is computed by the measured axial and radial stresses and the model ratio is
calculated by the measured axial and the computed radial stresses in Fig. 2.25b.
Here, the modeled ratio shows a good agreement with the experimental one. The
peaks in the ratio originate from the fact that the axial stress goes back to zero






















(a) Comparison between measured and com-




























(b) Radial-axial stress ratio over the time
Figure 2.25: Comparison of model behavior to measurement data
Fig. 2.26 shows a FAST-experiment. First, the axial stress is increased up to
44MPa. Subsequently the temperature is increased up to 700 ◦C and then decreased
again, see Fig. 2.26a. The computed radial stress is shown in Fig. 2.26a. Without
the temperature arclength in Eq. (2.18), the radial stresses would decrease during
the temperature unloading. In this period, the relative density Fig. 2.26b still
increases slightly, and it is to be assumed that the radial stresses are not decreasing
either, due to the applied axial stress.
Remark 1 On the one hand, it would be desirable to measure the radial stresses
from a viewpoint of material theory. The radial stresses are required to formulate
the current stress state. On the other hand, a new machine has to be developed to
measure the radial expansion of the graphite die – for example by a dilatometer
– and to compute the inner radial stresses of the powder. Strain gauges are not
applicable because of the high temperatures up to 700 ◦C and they cannot be welded
due to the graphite tool system. Another possibility would be fibre bragg gratings,
but as they commonly feature a polymer coating, they would only be suitable for
low to medium temperatures. Moreover, discrete element simulations can provide






















(a) Prescribed axial stress in a FAST-





























(b) Prescribed temperature and measured relative den-
sity in a FAST-experiment
Figure 2.26: FAST-experiment and computed radial stresses for plausibility check
and [Pizette et al., 2010] for simulations at room temperature. The author is not
aware of any discrete element simulations at higher temperatures that could serve
to compute the stress ratio.
The radial stress measurement can be seen as a conflict of objectives between the
material theory and a real process. In general, it is not always possible to get all
the desired quantities in a real process. Additionally, the thermo-electro-mechanical
nature of this production process in a closed vacuum chamber tends to complicate
the measurement. Therefore, the proposed model will be used to compute the radial
stresses.
2.5 Thermo-Mechanical Behavior of Copper Powder
In this section, all experiments for the characterization of the copper powder
are explained. On the basis of the observed material behavior in these sintering
experiments, a material model is developed in Chap. 4. All sintering experiments
are performed in the FAST-machine at the BGU, as described in Sect. 2.2. For
all experiments, 15 g of copper powder are inserted into the die, and the initial
height is measured according to Fig. 2.7. Based on this information, the relative
density is computed according to Eq. (2.9). Then, the force and the temperature
in each of the experiments are prescribed and the displacements are measured.
The power is changed by a PID-controller to follow a certain temperature path,
which is measured by the thermocouple located in the die, Fig. 2.5b. In the powder
metallurgy community, it is common to use the relative density to describe the
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state of compaction. The same approach is used here too. The relative density
and the stretch can be converted into each other by Eq. (2.8). In the sintering
experiments, the axial (compressive) stresses are always negative and the negative
sign is omitted.
At first, the calibration experiments are described to get the real powder defor-
mation. Subsequently, it is investigated whether the material shows a force-rate
as well as a temperature-rate dependence. In common practice, dwell times are
often used to fully sinter the material. Therefore, the creep behavior at different
temperatures and axial forces is examined. Furthermore, dilatometer experiments
serve to analyze the thermal deformation without any applied force due to the fact
that there is always a minimal force of 2.5 kN present in FAST-experiments. During
the sintering process, the powder turns into a bulk material. Thus, information
about the dependence of the tensile yield stress evolution is gathered by tensile
experiments.
2.5.1 Calibration Experiments
During a FAST-process, the machine and the tool systems deform due to the applied
force and temperature. The resulting machine and tool deformation has to be taken
into account to determine the real powder height. In order to determine the actual
powder height, every experiment has to be performed twice: one experiment with
powder and one calibration experiment without powder, but both based on the same
loading path. Fig. 2.27 shows the measured displacement of a calibration experiment.





































































Figure 2.27: Calibration experiment
is applied, leading to a jump in the displacements. This preforce is necessary to
ensure that all parts are in contact for the application of an electric current. During
this precompaction period, the displacements and forces are not recorded in the
35
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machine. The calibration experiment starts off with an increase in temperature,
leading to an expansion of the tool system 2. Upon reaching a temperature of
700 ◦C, a loading-unloading experiment is performed with increasing force values. In
this case, the graphite punches are compressed and an increasing and a decreasing
displacement is recorded. Following a decrease in temperature, the displacement
turns out to be zero at the end of the experiment.
Another property of the machine can be observed in Fig. 2.27a by taking a look
at the peaks of the force values. If the force is released, the displacement remains
constant for a certain time. This hysteresis can be seen in the force-displacement
plot in Fig. 2.28a and can be explained by dynamic and sticking friction in the




































(b) Influence of the machine compliance on
the measured displacement
Figure 2.28: Hysteresis behavior and influence of machine compliance
Fig. 2.28b illustrates the uncalibrated and calibrated displacement. The uncali-
brated displacement shows an increasing and a decreasing displacement if the force
is increased and decreased. The calibrated displacement curve shows the actual
powder displacement, which will be used in the following for the computation of
the relative density.
2.5.2 Force-Rate Experiments
First of all, uniaxial laterally constrained compaction experiments at different
temperatures are performed. The goal of these experiments is to check whether
2In the experiments conducted during the FAST-process, a positive displacement indicates
compression while a negative displacement indicates tension.
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Θc Fmax = 20 kN
Figure 2.29: Loading paths of rate-experiments
the material shows a force-rate dependence or not. In Fig. 2.29, the prescribed
force and temperature path is shown. First, the temperature is raised up to the
constant temperature Θc with the temperature-rate Θ˙ = 50 ◦Cmin−1, then the force
is increased up to 20 kN with different force-rates. These force-rates are 1 kNmin−1,
5 kNmin−1, 10 kNmin−1, 15 kNmin−1 and are chosen according to the minimal
and maximal machine velocities. Subsequently, the force and the temperature are
decreased. Three different temperatures Θc are investigated: 25 ◦C, 300 ◦C and
700 ◦C. Fig. 2.30 shows the axial stress over the relative density at room temperature.
The copper powder shows no rate-dependence for the chosen force-rates. During



















F˙ = 1 kN min−1
F˙ = 5 kN min−1
F˙ = 10 kN min−1
F˙ = 15 kN min−1
Figure 2.30: Stress over relative density for different force-rates at room temperature
Fig. 2.31a shows the stress over the relative density for experiments at 300 ◦C.
In the experiment with the lowest velocity of F˙ = 1 kNmin−1, the largest relative
density is reached at the end of the experiment, which can be explained by a
higher dwell time at this temperature due to the low force-rate. In contrast to the
experiments at room temperature, one can observe a force-rate dependence above
300 ◦C. In Fig. 2.31b, the relative density over the temperature is plotted. The
diagram also shows an increase of relative density due to the temperature, which is
37
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F˙ = 10 kNmin−1
F˙ = 15 kNmin−1























F˙ = 10 kNmin−1
F˙ = 15 kNmin−1
(b) Relative density over temperature
Figure 2.31: Investigation of force rate dependence at 300 ◦C
Finally, the force-rate dependence at 700 ◦C is investigated. In Fig. 2.32b, the
relative density increases from 0.4 up to approximately 0.6 due to the applied
temperature. The applied force remains constant during the increase of temperature,
as indicated by a horizontal line in Fig. 2.32a. The minimum applied force of 2.5 kN
is present during the heating phase. Subsequently, the force is raised up to 20 kN
following the different force-rates. It can be seen that all the experiments reach the
same final relative density of approximately 0.98. An increasing force-rate leads to
























F˙ = 10 kNmin−1
F˙ = 15 kNmin−1






















F˙ = 10 kNmin−1
F˙ = 15 kNmin−1
(b) Relative density over temperature
Figure 2.32: Investigation of force rate dependence at 700 ◦C
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The experiments reveal that an identical applied axial force at higher temperatures
leads to a higher compaction, see Fig. 2.33. The material becomes weaker – and at





































Figure 2.34: Loading paths of temperature rate experiments
The following considerations focus on an investigation of the temperature-rate
dependence. In a first step, the force is thus raised to the constant value Fc and,
accordingly, the temperature is raised up to 700 ◦C with the different temperature-
rates: 25 ◦Cmin−1, 50 ◦Cmin−1, 100 ◦Cmin−1 and 200 ◦Cmin−1. After the cooling
process, the force is decreased. Fig. 2.34 shows the loading paths.
At first, the force is raised, leading to an increase in the relative density. This
can be seen in the Figs. 2.35 and 2.36, which appears as a vertical line in these
diagrams. For an applied force of Fc = 5 kN, the relative density increases about




































Figure 2.35: Relative density over the temperature with Fc = 5 kN
relative density of 0.1. The highest increase in relative density is reached with the
highest force of Fc = 25 kN of approximately 0.2. Afterwards, the temperature is
raised up to 700 ◦C, leading to a large growth in relative density and to increased
sintering of the copper powder. Experiments with 15 kN and 25 kN yield a fully
sintered copper specimen with a relative density of approximately one. The change
of the heating-rate has no significant influence on the progress of the relative density
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(a) Relative density over the temperature
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(b) Relative density over the temperature
with Fc = 25 kN
Figure 2.36: Relative density over the temperature for different heating rates.
The relative density over the time is shown in Fig. 2.37 for Fc = 15 kN and
Fc = 25 kN. In both figures, first the relative density increases due to the applied
axial force. Afterwards, the temperature is raised with different velocities. It can
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be observed that a higher heating-rate leads to a faster sintering. The final relative
density turns out almost the same in all experiments. Thus, higher heating rates
































































(b) Relative density over the time with Fc =
25 kN
Figure 2.37: Relative density over the temperature for different heating rates.
2.5.4 Creep Experiments at Different Temperatures
The following section serves to describe the creep experiments. Often, dwell
times help to ensure fully sintered powder in the FAST-experiments. Therefore,
it is of interest to investigate the copper powder behavior at constant force and
temperature. Fig. 2.38 shows the prescribed force and temperature path. Firstly,
the temperature is raised up to the constant temperature Θc with the temperature
rate Θ˙ = 50 ◦Cmin−1. Then, the force is raised up to the constant force Fc and
held constant for the dwell time th. Finally, the force and the temperature are
subsequently decreased. Three different constant force values at five different
temperatures are investigated. These are Fc =5 kN, 15 kN and 25 kN as well as the
temperatures Θc =25 ◦C, 200 ◦C, 300 ◦C, 500 ◦C and 700 ◦C.
Fig. 2.39b shows the relative density over the time. The vertical dashed lines
indicate the beginning of the force dwell time. During the dwell time, the relative
density remains nearly constant for the different force values and, accordingly,
almost no creep occurs at room temperature. Fig. 2.39a shows the axial stress over
the relative density. In this figure, the relative density increases at constant axial
stress. Due to the fact that no heating is applied, the overall increase in relative
density stays low. At 200 ◦C, the increase in relative density at constant axial stress
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and temperature is higher than at room temperature. It reaches a maximum of
approximately 9% in Fig. 2.39c.
The stress relative density curves in Fig. 2.39e show an even larger creep behavior.
Under a constant force Fc, there is an increase in relative density over the time. It
reaches a maximum of approximately 16%. The relative density reaches its limit
at 500 ◦C for Fc =15 kN and 25 kN, see Fig. 2.39g. Thus, no creep occurs anymore.
The relative density at Fc = 5 kN increases by about 23% at constant temperature
and axial stress. The same behavior can be observed at 700 ◦C. In this case, the
full densification is reached faster than at 500 ◦C and Fc =15 kN and 25 kN. In
Fig. 2.39i, the increase in relative density from 0.4 up to 0.6 is related to the applied
temperature while the minimum force of 2.5 kN is present.
In summary, the creep behavior is an important mechanism for the sintering of
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time t in s
Fc = 5 kN
Fc = 15 kN
Fc = 25 kN
(b) Relative density over time at 25 ◦C
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(j) Relative density over time at 700 ◦C
Figure 2.39: Creep experiments at 25 ◦C, 200 ◦C, 300 ◦C, 500 ◦C and 700 ◦C
2.5.5 Dilatometer Experiments
(a) Unitherm Model 1252
dilatometer
(b) Specimen holder
Figure 2.40: Dilatometer and specimen holder
The thermal expansion behavior is measured by a Unitherm (model 1252)
dilatometer, Fig. 2.40a. In the machine, the copper specimens are placed into
the specimen holder (which is made out of graphite), see Fig. 2.40b. The copper
specimens are only cold-compacted with different relative densities, ρrel = 0.62 and
ρrel = 0.74. In the furnace, the specimens are heated from room temperature to the
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constant temperature of Θc. The temperature values are: 300 ◦C, 400 ◦C, 500 ◦C
and 600 ◦C. The heating rate is chosen to be Θ˙ = 2 ◦Cmin−1 in order to ensure
a homogeneous temperature in the specimen. Subsequently, the temperature Θc



























Figure 2.41: Prescribed temperature of dilatometer experiment
to investigate the thermal behavior of the cold-compacted specimen without any
applied stress. The dilatometer measures the change in length due to the applied




L(20 ◦C) . (2.24)
Fig. 2.42 shows the thermal strain over the temperature for the two specimens.
At first, the thermal strain, which is connected to a maximum temperature of
600 ◦C, grows linearly until the constant temperature is reached – as can be seen
in Fig. 2.42b. The thermal strain decreases at the constant temperatue of 600 ◦C.
After cooling to room temperature, the thermal strain is negative. This means that
the specimen is shorter than before and that there are remaining inelastic strains.
This might be due to sintering of the powder caused by the high temperature.
Nevertheless, the magnitude of these strains are in the order of 10−3 and are
assumed to have only little influence on the sintering process in the FAST-machine,
where the overall strains reach values up to 0.6. Thus, the sintering behavior is
assumed to be mainly driven by the applied axial force in connection with the high
temperature, as seen in Fig. 2.33.
2.5.6 Tension Tests with Sintered Samples
The powder particles are compacted together in the sintering process, finally leading























































(b) ρrel = 0.62
Figure 2.42: Thermal strain of cold-compacted specimens with different relative
densities
sintering, which is to be investigated by tensile experiments in the following. In
order to investigate the hardening behavior in the tensile range, sintered tensile
specimens with different relative densities are produced, ρrel = 0.85, 0.92, 0.96 and
0.97. The applied axial stress and temperature loading path for the specimen
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(b) Temperature over time
Figure 2.43: Loading paths for the production of sintered tensile specimens
all experiments remains the same – while the stress and the temperature dwell time
are varied to yield specimens with different relative densities, see also Tab. 2.7. The
produced specimens have a length of 50mm and a square area of 4mm × 4mm.
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For the tensile tests, they are glued into a steel clamp.3 The geometry is shown in







Figure 2.44: Geometry of tensile specimen in mm
a clip gauge. For the calibration experiment, a steel specimen is used to subtract
the machine compliance and the glue behavior. The resulting stress-strain curves
Table 2.7: Sintering experiments for the production of tensile specimens
Relative density Max. temperature Temperature dwell time Max. stress
0.97 500 ◦C 10min 50MPa
0.96 500 ◦C 10min 40MPa
0.92 500 ◦C 5min 30MPa
0.85 500 ◦C 5min 20MPa
are shown in Fig. 2.45a. It can be observed that for an increasing relative density,
the yield stress increases too. For comparison, a solid copper specimen is tested
in addition to the sintered specimen. Further, a cold-compacted specimen from
Fig. 2.19a is investigated, see Fig. 2.45b. Due to the cold compaction, it is assumed
that the tensile stress is low and no bonding between the particles occurred.
The yield stress computation is done in two steps: at first, the identifica-
tion of Young’s modulus is computed, followed by the Rp0.02 which is defined
as the yield stress. In order to determine the Young’s modulus, linear elasticity
σ = Eε is fitted to the experimental data σExp ∈ Rnd and εExp ∈ Rnd , which
are given as discrete values σExp = {σExp1 , . . . , σExpk , . . . , σExpend } at the strains
εExp = {εExp1 , . . . , εExpk , . . . , εExpend }. nd denotes the number of experimental data
points. For the evaluation of the Young’s modulus, the number of data points
nk respectively the strain εmin ≤ εk ≤ εend is changed during the optimization
process, εExpCut = {εExp1 , . . . , εExpk } resulting in σExpCut = {σExp1 , . . . , σExpk }, σExpCut ∈ Rnk
and εExpCut ∈ Rnk . The goal of the optimization is to identify a linear curve that fits
the curve of the experimental data with a change of the largest strain value. The
quantity based on which the accuracy can be determined is related to the coefficient









































(b) Tensile test of a cold-compacted copper
specimen from experiment Fig. 2.19a
Figure 2.45: Results of tensile test














The R2-value shows how well the model corresponds to the underlying experimental
data. The closer the value is to one, the better the fit. In the optimization
process, the goal is to minimize the parameter 1−R2 by changing the strain range.
A Nelder-Mead algorithm serves to solve the minimization problem, see [Nelder
and Mead, 1965; Lagarias et al., 1998]. The routines used in Matlab are taken
from [Oldenhuis, 2009]. They allow the use of the Nelder-Mead algorithm for a
constrained optimization algorithm. For the yield stress computation, the Rp0.02 is
used. Thus, the elastic linear curve is shifted by 0.02% and the intersection point
between this shifted curve and the experimental stress curve is used as the yield
stress, see Fig. 2.47. The yield stress Rp0.02 represents the elastic limit at 0.02%
plastic strains. The Rp0.01 value is called the elastic limit, see [Bergmann, 2003].
According to Lemaitre and Chaboche [2010], the yield stress or the elastic limit is
defined by the stress for a fixed amount of permanent strain, ε = 0.02% or 0.05%
or 0.2%. The question what amount of permanent strain might be appropriate
for the elastic limit cannot be answered in general. Rather, it has to be defined
according to the experimental data and the measurement accuracy. The whole
Young’s modulus identification procedure is shown in Fig. 2.46.
The identified Young’s moduli from the stress-strain curve in Fig. 2.45a are shown
in Fig. 2.48a. The values are compared to the relation of the Young’s modulus
proposed by Wang [1984]. This relation is used in [Carnavas, 1996] for a copper
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Minimization with Nelder-Mead-algorithm 
with the constraints 
Limitation of experimental data 






Fit of Young’s modulus 
















Fit of Young’s mod.
shift by 0.02%
yield stress Rp0.02
Figure 2.47: Visualization of yield stress computation
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powder, and the identified model reads
E = E0 exp(−5.44(1− ρrel)− 0.68(1− ρrel)2), (2.26)
where E0 = 120 000MPa represents the Young’s modulus of solid copper. The
relation offers a good description of the principle behavior of a higher Young’s
modulus while increasing the relative density. The computed yield stress shows
an increasing behavior over the relative density, as can be seen in Fig. 2.48b. The
yield stress at ρrel = 0.55 is nearly zero, whereas the yield stress at ρrel = 1.0 has
a value of approximately 160MPa. This information will be used in Chap. 5 to


























































(b) Computed yield stress at an elastic limit
of 0.02% plastic strains
Figure 2.48: Computed Young’s modulus and yield stress from the experimental
stress-strain curve in Fig. 2.45a
2.6 Thermo-Electrical Properties of Copper Powder
For the characterization of the thermo-electrical behavior of the copper powder
during the process, it is necessary to determine the material properties. The heat
capacity, which is required in the heat equation, will be measured to define the
heat absorption. The thermal conductivity occurring in Fourier’s heat flux cannot
be measured directly, so it will be derived from the density, the heat capacity and
the thermal diffusivity. Further, the electrical conductivity, which is required for
the use of Ohm’s model, is measured.
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2.6.1 Heat Capacity
The specific heat capacity cp is a measure for the amount of heat Q necessary to
increase the temperature of a body Θ with the mass m at constant pressure p by








The heat capacity will be determined using a Differential Scanning Calorimeter. An
overview of the method and further aspects of the differential scanning calorimetry
(DSC) can be found in [Höhne et al., 2003].
The measurements are performed at the Institute of Particle Technology at the
Clausthal University of Technology with a Netzsch DSC 204 F1 Phoenix. The
maximum temperature is set to 500 ◦C. During the measurement, the temperature
of the sample and the temperature difference between the sample and a reference
sample is recorded. The sample and the reference sample are subjected to a
controlled temperature path without any applied stress. The sample had a diameter
of 5mm and a mass of approximately 35 g. The sample is heated up to 500 ◦C
with a heating rate of 50Kmin−1. The resulting specific heat capacity is shown in
Fig. 2.49, showing a linear dependence on the temperature. It corresponds very























Figure 2.49: Specific heat capacity of copper
2.6.2 Thermal Conductivity
In this section, the measurements for the computation of the thermal conductivity
κth are explained. The thermal conductivity, which describes the ability to conduct
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heat in a material, can be computed by
κth(ρrel,Θ) = αT (ρrel,Θ)ρ(ρrel,Θ)cp(Θ). (2.28)
The thermal diffusivity αT is determined by a laser flash apparatus (LFA). The
experiments are also performed at the Institute of Particle Technology at the
Clausthal University of Technology with a Netzsch LFA 457. In the machine,
sintered specimens with different relative densities are heated up to the maximum
temperature of 500 ◦C in a furnace. These cylindrical specimens have a diameter
of 12.7mm and a height of 3mm and were coated with graphite prior to the
measurement in order to enhance their emissivity. During the measurement, a short
laser pulse is applied at the bottom surface of the specimens at certain temperatures.
This irradiation leads to a homogeneous heating of the bottom surface, to a heat
conduction through the sample and thus to a temperature increase at the top
surface. The rise of temperature at the top surface is measured by an infrared
(IR) detector and the diffusivity is computed based on this information. Under the
assumption of adiabatic conditions and a homogeneous temperature distribution
over the sample radius, the diffusivity can be computed by 0.1388l2/t0.5, with a
sample thickness of l. t0.5 symbolizes the time for a temperature increase of 50%.




















































Figure 2.50: Thermal diffusivity and thermal conductivity of sintered copper speci-
mens
The mean values of the thermal diffusivity are shown in Fig. 2.50a for sintered
specimens with different relative densities. For the specimen with the lowest
relative density, ρrel = 0.68, a large increase over the temperature is observed. This
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phenomenon could be connected to sintering effects during the measurement. Thus,
the data is not used for the thermal conductivity computation, which is performed
with the help of Eq. (2.28). The density is computed by
ρ = ρCopperρrel(1 + αΘ(Θ−Θ0))3 ≈
ρCopperρrel
1 + 3αΘ(Θ−Θ0) (2.29)
with the density of copper, ρCopper = 8960 kgm−3 and the thermal expansion
coefficient αΘ = 1.5× 10−5, see Chap. 5. It is assumed that the specimen shows
an isotropic thermal expansion. The computed thermal conductivity is shown in
Fig. 2.50b. For solid and nearly solid specimens with ρrel = 0.99, the conductivity
matches the literature data well, showing a decreasing behavior with increasing
temperature. In general, the conductivity decreases with increasing temperature for
the different relative densities. The conductivity for the specimen with ρrel = 0.78
shows a minor increasing conductivity above 600K. This data will be used in
Chap. 5 for the definition of a copper powder conductivity relation.
2.6.3 Electrical Conductivity
The specific electrical conductivity4 κel describes the material’s ability to conduct an
electric current. It connects the electrical field with the electric current density, see
Sect. 4.6.6, and is the reciprocal to the electrical resistivity. In metals, electrons can
be imagined to form a kind of cloud that allows the electrons to move freely, [Rösler et
al., 2008]. At higher temperatures, lattice vibrations lead to a higher resistance and
to a decreasing electrical conductivity, [Lindner, 1978]. The electrical conductivity
measurement is performed drawing on the four-terminal sensing technique, also
known as “Kelvin sensing”. This measurement technique has the advantage that
the wire resistances have no influence on the measurement. It is especially suitable
for the measurement of low resistances, such as in copper.
If an electric potential difference is applied to a wire, this causes an electric current
flow. Between the applied voltage U and the electric current I, the proportionality
is given by the electric resistance R or the electric conductance G
U = RI, I = 1
R
U = GU (2.30)




= const., ~j = κel ~E (2.31)
with the electrical field ~E and the electric current density ~j. For more information,
see Sect. 3.3.4. The specific resistance can be computed for a constant current













with the cross section area A and the length l as well as the specific resistance ρel
and the specific electrical conductivity κel.
Figure 2.51: Experimental setup of electrical conductivity measurement [Klinger,
2013]
The electrical resistance measurements described in the following were performed
at the Chair of Continuum Mechanics at the Ruhr-Universität Bochum in collab-
oration with Prof. Steeb. They are a part of a diploma thesis, [Klinger, 2013].
The electrical resistance is measured by a Burster Resistomat 2304, which uses an






Figure 2.52: Sketch of the four-terminal sensing measurement technique
drop at the specimen and at an internal reference resistor is recorded. The quotient
of both voltage drops is computed and then multiplied with the characteristic value
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of the reference resistor – resulting in a sample resistance that is only dependent
on the quality of the reference resistance. According to the manufacturer, the
measuring error is ≤ 0.01%. The experimental setup – including the specimen – is
shown in Fig. 2.51. Due to the small resistances, a current of 10A is chosen for
the measurement. The electrical resistance is measured between room temperature
and 700 ◦C. A furnace is used to apply the temperature and the temperature is
controlled by a thermocouple, which is applied to the specimen. In order to ensure
a homogeneous temperature inside the specimen, a heating rate of 2 ◦Cmin−1 is
chosen. The measured electrical conductivity for two specimens – one solid copper
specimen and one sintered specimen with ρrel = 0.85 – is shown in Fig. 2.53. Here,
the electrical conductivity for the solid copper specimen and the literature data
correspond very well. The electrical conductivity shows a decreasing behavior with
increasing temperature, which can be explained by the temperature-activated lattice
vibrations leading to collisions with phonons, [Lindner, 1978]. Due to the failure of
the specimen contacting, the measurement data for the sintered specimen is limited
to 850K. These measurements can be seen as a first attempt to determine the

























Figure 2.53: Electrical conductivity over the temperature, depending on the relative
density
2.7 Thermo-Electrical Properties of Graphite
The tool system consists of the punch, the die and the cone part, see Fig. 2.5a.
The temperature in the powder, – and, accordingly, the final material properties
of the sintering process – are essentially influenced by the graphite tools. The
punches compact the powder inside the die and, moreover, the temperature varies
over a large range. In addition, the thermo-electrical parameters depend on the
temperature itself. The graphite used for the tool system is a product of the SGL
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Group, type R8510. Graphite has a remarkable electrical and thermal conductivity
and is also known as “metallic carbon modification”, [Neumüller, 1972]. Generally,
graphite is an anisotropic material, [Brandt et al., 2012]. The industrially produced
graphite for the spark erosion is produced by isostatic pressing and sintering, which
leads to an isotropic material, [SGL Carbon GmbH, 2014]. It is temperature
resistant up to 3300K in a vacuum. In air, however, oxidation takes place – limiting
the application to 800K, [Jäger et al., 2000].
As the finite element simulation requires the thermal expansion, the heat capacity,
the thermal conductivity as well as the electrical conductivity, the respective
measurements are described in the following.
2.7.1 Thermal Expansion
The thermal expansion is measured by the dilatometer in Fig. 2.40 at the Institute of
Prof. Frage. The graphite specimen is heated from 20 ◦C up to 755 ◦C. The thermal
strain is computed by Eq. (2.24) and plotted over the temperature difference ∆Θ













Figure 2.54: Thermal strain over the temperature for graphite
2.7.2 Heat Capacity
For the heat capacity measurement, cylindrical samples with a diameter of 5mm and
a height of 1mm with an approximate mass of 35mg are used. The measurements
are performed by Netzsch Application Laboratories using a DSC 404 F1 Pegasus.
The experiment is performed under an argon atmosphere, and the specimen is
heated from room temperature up to 1200 ◦C with a heating rate of 20Kmin−1.
The resulting curves of two specimens are shown in Fig. 2.55. The maximum
deviation between the two curves is 4%. The literature data is limited to 600K.
In this range, the measured capacity matches the literature data well. For values
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above 1000K, it is assumed that there is a reaction between the graphite and the
crucible as well as the specimen holder (which is made out of PtRh and Al2O3).
This is why only the values up to 1000K are used, which is sufficient because the
























Figure 2.55: Heat capacity of graphite
2.7.3 Thermal Conductivity
The thermal diffusivity is measured by a Netzsch LFA 427 under argon atmosphere
up to 1473K at the Institute of Non-Metallic Materials (INW) at the Clausthal
University of Technology. The cylindrical specimens have a diameter of 12.7mm
and a height of 3mm and were coated with graphite prior to the measurement. The
thermal diffusivity computation is described in Sect. 2.6.2. Two graphite specimens
are measured and the resulting diffusivity is shown in Fig. 2.56a. The thermal
diffusivity shows a decreasing behavior with increasing temperature. Its mean value
is computed, and the thermal conductivity is derived with the help of
κth(Θ) = αT (Θ)ρ(Θ)cp(Θ). (2.33)
The measured heat capacity is given up to 1000K, limiting the thermal conductivity
computation. This temperature is sufficient because the FAST-experiments for
copper powder are performed up to 1000K. The measurements will be used for the
material model definition.
2.7.4 Electrical Conductivity
The procedure described in Sect. 2.6.3 also serves as a basis for the electrical















































Figure 2.56: Thermal diffusivity and thermal conductivity of graphite
800K. At room temperature, the graphite specific resistance varies from 9.3µΩm to
14 µΩm. The mean value out of 10 experiments is 11.9µΩm. The manufacturer’s
data sheet [SGL Carbon GmbH, 2014] lists a value of 13µΩm for graphite R8510.
The measured electrical conductivity is shifted to the mean value at room tempera-
ture and is shown in Fig. 2.57. This data corresponds well with values provided by



















Figure 2.57: Electrical conductivity over the temperature for graphite
2.8 Electrical Contact Resistance
The graphite tool system of the FAST-machine consists of several parts. During
the experiment, the electric current flows through the graphite parts, which are
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in contact due to the applied force. According to Holm [1999], an electric contact
can be defined as follows: “The term electric contact means a releasable junction
between two conductors which is apt to carry electric current.” In the ideal situation
of rigid bodies, such a contact would occur at a maximum of three points. In reality,
due to the presence of deformable bodies and due to the applied force, small contact
areas tend to arise and enlarge – and the plastic deformations might even lead to
further areas of contact. According to Holm [1999], three different types of contact
areas can be distinguished. There is the load bearing area Ab, which carries the
load through the contact spots, the true contact area Ac and the apparent contact
area Aa, the punch diameter, for example.
If one measures the resistance of two bodies that are in contact, the resistance
is higher than the resistance of a single body of the same size of the two bodies.
The reason for this is the contact resistance, which can be divided into two parts,
[Holm, 1999],
Rcontact = Rc +Rf , (2.34)
where one part is the constriction resistance and the other part is the film resistance.
The constriction resistance originates from the constricted current flow through
small conducting spots. Every real surface has a certain surface topology and
roughness, see Fig. 2.58. If two real surfaces get in contact, the load bearing contact
area is smaller than the apparent contact area. The two bodies appear to be in
contact on a microscopical scale by small contact areas, see Fig. 2.59a. Another
Figure 2.58: Surface roughness
part of the contact resistance is the film resistance, which arises from tarnish films,
for example, oxide layers. Therefore, the load bearing area can be divided into
metallic and quasi-metallic contacts due to these impurity layers. Together, the
metallic contact areas and the conducting impurity layers are defined as the true
contact area Ac.
In general, the contact resistance depends on the applied pressure and on the
temperature, see [Holm, 1999]. The measurements described in the following were
performed at the Chair of Continuum Mechanics at the Ruhr-Universität Bochum
in collaboration with Prof. Steeb. They are a part of a diploma thesis, [Klinger,
2013]. For these measurements, the four-terminal sensing technique is used again in
combination with a Burster Resistomat 2304, see Sect. 2.6.3. The contact resistance
is measured for different material combinations, which are: graphite and graphite,
copper and copper as well as copper and graphite. The diameter of the specimen is
20mm and the height is 10mm. For the measurement, two specimens are placed
on top of each other. The contacting is in the middle of the specimen 5mm far
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from the contact surface. The experimental setup is shown in Fig. 2.59b. During
(a) Effective contact areas (b) Experimental setup
Figure 2.59: Effective contact areas and experimental setup of contact resistance
measurement
the measurement, the total resistance Rtotal is recorded and the force is increased
from 2 kN to 25 kN according to the axial force in the sintering experiments. The
contact resistance Rcontact can be calculated by the ohmic resistance of the two
bodies RB1 and RB2
Rtotal = Rcontact +RB1 +RB2 ⇔ Rcontact = Rtotal −RB1 −RB2. (2.35)
Fig. 2.60a shows the contact resistance for copper over the applied pressure. It can be
seen that the contact resistance decreases with increasing pressure. Additionally, the
standard deviation becomes smaller. The specific resistance for graphite measured
at room temperature varies from 9.3µΩm to 14µΩm, which is why the resulting
total resistance for a copper-graphite and a graphite-graphite material combination
are shown in Fig. 2.60b. In Chap. 5, the electrical contact conductance will be
computed out of the contact resistance and will be used in Chap. 7 for the finite
element simulations.
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(b) Total resistance over the pressure for
copper-graphite and graphite-graphite
material combinations




3 Fundamentals of Continuum
Mechanics
After the experimental observations were illustrated and the thermo-electro-mechanical
behavior of copper powder and graphite were investigated in the previous chapter,
the present chapter focuses on an introduction of the fundamentals of Contin-
uum Mechanics – in order to provide a mathematical basis for the underlying
thermo-electro-mechanical problem. Later on, a material model for copper powder
is formulated with the help of Continuum Mechanics and the balance equations
for the multi-field problem are introduced. Therefore, it is of main importance
to understand and describe the motion and the deformation which are caused by
stresses in a material. Continuum Mechanics provide a theory to describe the
complex physical nature without detailed knowledge about the micro-structure. In
the framework of Continuum Mechanics, the discrete nature of matter, e.g. the
grain structure in metals or any chains for a polymer material, is ignored. The
microscopic model of matter is replaced by a macroscopic phenomenological model
of matter called continuum. This assumption is valid if the assembly under con-
sideration is much larger than these particles. As a consequence, predictions that
are based on this kind of model are not exact – but sufficient for many engineering
applications.
The theory presented in this chapter is based on the Continuum Mechanics
books of Haupt [2002], Holzapfel [2000], Hutter and Jöhnk [2004], Altenbach and
Altenbach [1994], and Eringen and Maugin [1990].
The assumption that matter is continuously distributed in space leads to the
development of field theories, where the quantities are scalar-, vector- or tensor-
valued functions of time and space, [Haupt, 2002]. Thus, liquids (such as water,
for example) can be treated as a continuum with a mass density, a temperature
and a velocity – depending on the space and the time, see [Holzapfel, 2000]. In
fluid mechanics, it is rather the velocity, temperature and pressure of a fluid that
are of interest, while solid mechanics focus on the state of stress, temperature and
displacement of a solid body. Commonly, the field of Continuum Mechanics is
divided into several subject areas:
• study of motion and deformation (kinematics)
• study of stress in a continuum
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• fundamental laws of physics (balance equations)
• constitutive or material equations, which relate the deformation to the stress
state
Kinematics describe the motion and deformation of a material body B, whereas
the balance equations provide the influence of the outside world on the material
body. The constitutive equations connect the kinematic quantities, e.g. strains,
with dynamic values such as stress or heat flux.
The following section serves to explain the motions and deformations that cause
a change of shape and size.
3.1 Kinematics
Geometrical studies of motion without the driving forces are called kinematics.
In this section, configurations and the motion of a material body are introduced.
Furthermore, the deformation gradient will be introduced, which characterizes the
local motion. Additionally, strain measures are constructed with the help of the
deformation gradient.
3.1.1 Configuration and Motion
A material body, denoted by B, continuously fills a region of the space with matter.
The material body B = {P} in R3 is – at least in the mathematical sense – a
continuously filled set of material points or particles P ∈ B. Here, “particle” means
a part of the material body which can be seen as a conglomeration of molecules, at
the same time small enough to be treated as a particle. A material body B = {P}
has the property of a one-to-one mapping
χ :
{
B → χ[B] ⊂ R3
P 7→ χ(P) = (x1, x2, x3)⇐⇒ P = χ−1(x1, x2, x3).
(3.1)
where the mapping χ ∈ K is called configuration. Thus, every material point
is uniquely connected to a number triplet. By definition, it is claimed that a
composition of two configurations is continuously differentiable.1
The motion of a material body is defined by a sequence of configurations
1The uniqueness and the continuous differentiability ensures that a material point has a unique
position in space and is not shared by any other point. Additionally, neighboring material
points remain as neighbors.
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parametrized with the time t.
t 7→ χt :
{
B → χt[B] ⊂ R3
P 7→ χt(P) = (x1(t), x2(t), x3(t))⇐⇒ P =R−1(x1(t), x2(t), x3(t)),
(3.2)
The time-dependent configuration χt is called current configuration
R :
{
B →R[B] ⊂ R3
P 7→R(P) = (X1, X2, X3)⇐⇒ P =R−1(X1, X2, X3).
(3.3)
Furthermore, it is convenient to introduce a fixed configuration that does not
change over the time, called reference configuration.2 With this configuration, the
material points P can be identified by their number triplets (X1, X2, X3). This
triple can be interpreted as positions vectors by introducing an origin O and base
vectors ~ei for a frame of reference. In this work, a Cartesian coordinate system is
used – which is not mandatory at all. Depending on the specific problem, other basis
systems might be more appropriate. Thus, the vectors ~X = Xk ~Ek and ~x = xi~ei
are position vectors of the material point within the reference and the current
configuration, see Fig. 3.1. Eliminating the material point in the description of the
motion leads to
~x = ~χt(R−1( ~X)) = ~χR( ~X, t). (3.4)
The motion causes a general change of shape, position and orientation of the body.
The orientation and the position can be changed by a rigid body motion whereas
the shape changes if a deformable motion and body are present.
The number triplets (X1, X2, X3) are called material (referential) coordinates
and x1, x2, x3 are called spatial (current) coordinates of the material point P. In
solid mechanics, the reference configuration is usually known – and the current
configuration can be computed by the change of the material points. This is related
to the Lagrangian description. In fluid mechanics, the velocity at a certain point is
of interest and can be measured more easily, which refers to the Eulerian description.
In general, the use of the Lagrange or Eulerian depends on the specific application.
The motion can be expressed by the displacement of a particle, which is defined
by the difference between the position vectors in the current and the reference
configuration.
~u( ~X, t) = ~x− ~X = ~χR( ~X, t)− ~X. (3.5)
2Often, another configuration is introduced: the initial configuration at the time t0. In this
work, it is assumed that the initial configuration and the reference configuration coincide. In
dynamical problems, it is more appropriate to choose another configuration to be the reference
configuration than the initial configuration, Holzapfel [2000].
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One crucial quantity in Continuum Mechanics is the deformation gradient, which
characterizes the local behavior of motion around a material point. It is defined by3
F( ~X, t) = Grad ~χR( ~X, t). (3.6)
It is of interest how a body deforms by moving from the reference configuration to
the current configuration. Material line elements d ~X transform according to
d~x = F d ~X, (3.7)
see [Haupt, 2002, p. 25] for a mathematical derivation. Thus, the deformation
gradient transforms the line element from the reference to the current configuration,
see Fig. 3.2.
In addition to the transformation of material line elements, the deformation
gradient also transforms surface elements
d~a = (det F) F−T d ~A (3.8)
from the reference to the current configuration as well as volume elements
dv = (det F) dV . (3.9)
The deformation gradient F is a second-order tensor and is generally unsymmet-
ric, having nine different components. Due to the invertibility of the coordinate
transformation Eq. (3.4), the relation det F 6= 0 holds. It is generally assumed that




















Figure 3.2: Transformation of material line elements by the deformation gradient
modified from [Quint, 2012]
det F > 0. Introducing the displacement gradient tensor H( ~X, t) := Grad ~u( ~X, t)
the deformation gradient can be expressed by F = 1 + H, see [Haupt, 2002].
Even though the deformation gradient contains all the necessary information
about the deformation, it is not primarily used as a strain measure in constitutive
equations, due to the fact that the deformation gradient is not independent of rigid
body motions. Instead, tensors are used which can be introduced by the polar
decomposition of the deformation gradient F, see Fig. 3.3. With this unique polar
decomposition, F can be represented by the product of two tensors
F = RU = VR. (3.10)
U and V are positive definite4 and symmetric second order tensors. They measure
both the stretching or the contraction of material line elements. The right stretch
tensor U operates on the reference configuration, whereas the left stretch tensor
V is connected to the current configuration. The orthogonal tensor R is called
rotation tensor and describes a pure rotation of a material line element with the
properties RTR = 1 and det R = +1. By means of the two tensors, U and V
it is possible to describe the deformation independently from rigid body motions.
Subsequently, the right and left Cauchy-Green tensors are introduced, see [Haupt,
2002].
C = FTF = U2, (3.11)
B = FFT = V2. (3.12)
4A symmetric tensor U = UT is positive definite if ~v ·U~v > 0 holds for any vector ~v 6= ~0.
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F = RU = VR
Figure 3.3: Polar decomposition of the deformation gradient
Therefore, one can avoid the calculation of roots, which has to be computed for the
construction of U and V.5 In the following, these two tensors are used to define
appropriate strain measures.
3.1.3 Strain Tensors
An appropriate strain measure should not be dependent on the rotational part of
the polar decomposition. Thus, the Green strain tensor
E( ~X, t) := 12 (C− 1) = 12
(
FTF− 1) (3.13)
is introduced with the help of the right Cauchy-Green tensor.6 It can be seen as
a measure for the motion’s deviation from a rigid body motion, [Haupt, 2002].
The tensor 1 represents a second-order unity tensor. The Green strain tensor
E operates on the tangent space of the reference configuration and can also be
introduced by the difference of the squares of material line elements and the help
of Eq. (3.7)
| d~x|2 − | d ~X|2 = F d ~X · F d ~X − d ~X · d ~X = d ~X · (FTF− 1) d ~X (3.14)
= d ~X · 2E d ~X. (3.15)
5This generally includes the solution of an eigenvalue problem in order to obtain a diagonal
structure for the calculation of roots, which can be numerically costly.
6The factor one-half is introduced for the connection to the small strain theory, see Eq. (3.17).
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The Green tensor can also be expressed by the displacement gradient, yielding
E = 12(H + H
T + HTH). (3.16)
In the case of small strain theory, the quadratic term is neglected. This leads to
the linear strain tensor
ε := 12(H + H
T) = 12(Grad ~u+ Grad
T ~u). (3.17)




1−B−1) = 12 (1− F−TF−1) . (3.18)
Again, this tensor can be motivated by
| d~x|2 − | d ~X|2 = d~x · d~x− F−1 d~x · F−1 d~x = d~x · (1− F−TF−1) d~x (3.19)
= d~x · 2A d~x. (3.20)
The two strain tensors are transferable into each other by
A = F−TEF−1 ⇔ E = FTAF. (3.21)
3.1.4 Deformation Velocities
In Continuum Mechanics, it is also the rate of change that is of interest – in addition
to the change of line, surface and volume elements. This is described by the spatial
velocity gradient tensor, which can be motivated by the time derivative of Eq. (3.7)
d˙~x = F˙ d ~X = F˙F−1 d~x := L d~x (3.22)
yielding the spatial velocity gradient tensor
L = F˙F−1 = grad~v(~x, t). (3.23)
The dot denotes the material time derivative and ~v represents the velocity field.
With L, the rate of change for the line, surface and volume elements can be written
as
d˙~x = L d~x, (3.24)
d˙~a =
[
(tr L)1− LT] d~a, (3.25)
d˙v = (tr L) dv, (3.26)
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where tr L = Lkk represents the trace operator. The spatial velocity gradient can
be decomposed additively in a symmetric part D and a skew-symmetric part W
L = D + W. (3.27)
The symmetric tensor D describes the rate at which material line elements change





, D = DT. (3.28)
The skew-symmetric part W is called spin or vorticity tensor and is defined by
W := 12
(
L− LT) , W = −WT. (3.29)
It can be shown that the following relations
E˙ = FTDF ⇔ D = F−TE˙F−1 (3.30)
hold, see [Haupt, 2002]. With the help of Eq. (3.21) and Eq. (3.30), the following
relation can be computed




F−1 = A˙ + LTA + AL ≡ MA, (3.31)
where
M
A is the covariant Oldroyd derivative and is also equivalent to the strain
rate tensor, see Eq. (3.115) for the definition of the covariant Oldroyd derivative
and Eq. (3.129) for the connection to the concept of dual variables.
3.2 Stress Tensors, Heat Flux and Current Density
Due to the deformation inside a body, the occurring interactions result in stresses
that have the unit force per area. The stresses are a crucial quantity in Continuum
Mechanics, Holzapfel [2000]. Depending on the configuration, various stress tensors
can be introduced and used for constitutive modeling. The following section serves
to introduce stress tensors that are required in this work.
A traction is applied to the boundary of a material body. If the body is cut into
two parts by a plane surface, see Fig. 3.4, this leads to forces on the surfaces on
each part – in opposite direction. According to Fig. 3.4 it is claimed that, for every
surface element,
d~f = ~t da = T d~a, d~a = ~n da. (3.32)
The vector ~t represents the Cauchy stress vector and T is the Cauchy stress tensor,
which is also called true stress tensor because it acts on surface elements in the
current configuration. Cauchy’s stress theorem connects the surface traction ~t with
the stress tensor T
~t = T~n (3.33)
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Figure 3.4: Stress, heat flux and current density vector
and states that the stress vector ~t depends linearly on the unit normal vectors ~n.
With the force acting on the current configuration and the surface element in the
reference configuration, the first Piola-Kirchhoff stress tensor TR can be introduced
by
d~f = ~tR dA = TR d ~A, d ~A = ~nR dA. (3.34)
Therefore, the first Piola-Kirchhoff tensor is a two-point tensor related to two
configurations, due to the fact that the force acts in the current configuration and
the surface elements refer to the reference configuration. The vector ~nR represents
the unit normal vector in the reference configuration. Cauchy’s theorem can also
be defined in the reference configuration, yielding
~tR = TR~nR. (3.35)
With the transformation relation for surface element Eq. (3.8) the Cauchy and the
first Piola-Kirchhoff stress tensors are connected by
TR = T(det F)F−T. (3.36)
Another important stress tensor operating on the reference configuration is the
second Piola-Kirchhoff tensor
T˜ := (det F) F−1TF−T, (3.37)
which is a symmetric tensor. In constitutive modeling often the Kirchhoff stress
tensor is used, which is related to the Cauchy stress tensor and weighted with det F
S := (det F) T. (3.38)
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Table 3.1: Stress tensor transformation table: first Piola-Kirchhoff stresses TR,
second Piola-Kirchhoff stresses T˜, Kirchhoff stresses S, Cauchy stresses
T
TR T˜ S T
TR FT˜ SF−T (det F)TF−T
T˜ F−1TR F−1SF−T (det F)F−1TF−T






The previously introduced stress tensors can be converted into each other as
summarized in Tab. 3.1.
The equivalent quantities to the stress tensor are the heat flux7 ~q and the electric
current density8 ~j over the surface of the body in the current configuration χt
qn = −~q · ~n, jn = −~j · ~n. (3.39)
The time dependent vector field ~q is also known as Cauchy heat flux or true heat
flux with the property −~q · d~a = −~q · ~n da = qn da, see [Haupt, 2002, p. 122]. The
minus sign is due to the convention that a flow is defined to be positive if the
material body absorbs energy. With help of Eq. (3.8), the heat flux and the current
density in the reference configuration are given by
~qR = (det F) F−1~q, ~jR = (det F) F−1~j. (3.40)
3.3 Thermo-Electro-Mechanical Balance Equations
In this chapter, the classical balance principles are introduced and discussed. These
are the conservation of mass, the momentum balance principles, the balance of
energy and the Maxwell balance equations. Additionally, the entropy inequality is
introduced – and is used later on to define a physically plausible material model.
3.3.1 Balance of Mass
The mass of a material body is a measure for the resistance against any change of
velocity (inertial mass) and measures the effects of gravitational force. The mass is
7The heat flux has the unit Wm−2.
8The electric current density has the unit Am−2.
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ρ0( ~X, t) dV =
∫
v
ρ (~x, t) dv, (3.41)
where ρ and ρ0 denote the mass densities in the current and the reference configu-












ρ(~x, t) dv = 0. (3.42)
The local form in the reference configuration can be computed by
∂
∂t
ρ0( ~X, t) = 0⇐⇒ ρ0( ~X, t) = ρ0( ~X). (3.43)
This relation states that the density is temporally constant in the reference config-
uration. Accordingly, the local form can be written in the current configuration
as
ρ˙+ ρdiv~v = 0. (3.44)
The mass densities of the current ρ and the reference configuration ρ0 can be
connected by means of Eq. (3.9)
ρ0 = ρ det F. (3.45)
3.3.2 Balance of Linear Momentum
The linear momentum of a material body is defined by the volume integral with
the product of the mass density and the velocity. The balance of linear momentum
states that the change of linear momentum with respect to the time is equal to the












Here, ~k represents the force density per unit mass and ~t is the stress vector exerting
on the surface of the material body. By applying Gauss’s theorem, the surface
integral can be converted into a volume integral that – together with the mass
balance and Cauchy’s theorem Eq. (3.33) – leads to the local form of the balance
of linear momentum, see [Haupt, 2002, p. 96],
ρ~˙v = div T + ρ~k. (3.47)
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The equivalent integral and local representation in the reference (material) repre-
sentation can be given with the transformation of the material surface element (3.8)











~kρ0 dV, ρ0~˙v = Div TR + ρ0~k. (3.48)
3.3.3 Balance of Angular Momentum
The balance of angular momentum states that the change of rotational momentum
with respect to the time is equal to the angular momentum exerted by forces acting





(~x− ~c)× ~vρ dv =
∫
a
(~x− ~c)× ~t da+
∫
v
(~x− ~c)× ~kρ dv, (3.49)
related to ~c as a fixed point in space. The local form of the balance of rotational
momentum is given by
T = TT, (3.50)
which means that the Cauchy stress tensor is symmetric, see [Haupt, 2002, p. 99]
for a proof.
3.3.4 Balance Equations of Electrodynamics - Maxwell
Equations
The fundamental equations describing the theory of electrodynamics of continua are
the Maxwell equations. In the following, the Maxwell equations will be introduced
on the macroscopic level. The microscopic sources and equations are not discussed
here and it is referred to the literature, see e.g. [Eringen and Maugin, 1990]. In
this context, the particular focus lies on the explanation of the Joule heating effect
and the connection to the Maxwell equations. The scope of this work does not
cover any theories concerning piezoelectrics. These can be found, for example, in
[Kamlah, 2000]. A comprehensive overview of the subject area of electrodynamics
in general can be found in [Klingbeil, 2010; Griffiths, 2011; Landau et al., 2008].
An overview from the point of Continuum Mechanics can be found in [Eringen and
Maugin, 1990].
Motivation - Coulomb Force
In the case of electrostatics, the interaction between charged particles can be
described by Coulomb’s model. The question is which force ~F12 is exerted on
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two particles with the distance ~d12 := (~xq2 − ~xq1) = d12~e12. Coulomb showed by





holds, see Fig. 3.5. The force between two charged particles is proportional to the
charge product and inversely proportional to the square of the distance. In general,
a charge9 can be positive or negative. Equally charged particles repel each other








Figure 3.5: Two charged particles
called vacuum permittivity and is given by 0 = 8.854× 10−12 Fm−1.10 In other
media than vacuum, the permittivity is given by  = r0, where r denotes the
relative permittivity. In the case of multiple charges, the superposition principle
holds and the resulting force, see [Griffiths, 2011, p. 100] and [Zohdi, 2012b, p. 14],








The force field on a test charge qt and a charge qel with the distance ~ed is given by
~F = qelqt4pi0d2
~ed. (3.53)






9The unit of electrical charge is given by Coulomb and derived from by the SI-units C = As.
10Farad represents the electrical capacitance and is given in the SI-units F = AsV−1.
11Also known as electric field intensity.
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Figure 3.6: Electrical field
If the charge qel is volumetrically distributed and can be expressed by the charge













For the movement of a charge qel along a curve c from one point to another, work
W is required. The voltage U is defined as the work per unit charge, see [Zohdi,






~E · d ~X, (3.57)
where d ~X denotes the motion of the charge qel under the influence of the force ~F .
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~j
Figure 3.7: Electrical charge flow causes electric current density
Electric Current
An electric current12 can be seen as a flow of electrical charge, see Fig. 3.7,
I = dQeldt . (3.58)









Div~jR dV, ~jR = nqel~vR. (3.60)
The vector ~jR is called electric current density related to the reference configuration
and is caused by a number of n charge particles qel with the velocity ~vR, see Fig. 3.7.
With the help of the divergence theorem, the volume integral can be transformed








In the finite element simulations, see Chap. 7, the electric current is applied as a
boundary condition.
Maxwell Equations
The fundamental equations describing the theory of electromagnetic fields are the
Maxwell equations. They are a set of partial differential equations and characterize
12The unit of the electric current is Ampere A=C s−1.
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the interaction between electric and magnetic fields as well as between charges and
currents.
Ampere’s law can be stated in integral form as∮
c
~H · d~x =
∫
a
~j · d~a+ ddt
∫
a
~D · d~a, (3.62)
where ~H is the magnetic field intensity and ~j denotes the electric current density13
whereas ~D is the electric displacement field. Ampere’s law describes that a magnetic
field can be generated by an electrical current or a changing electrical field. The
transformation with the help of the Kelvin-Stokes theorem14 leads to the local form
curl ~H = ~j + ~˙D. (3.63)
Faraday’s law states that a time-varying magnetic field ~˙B comes along with an
electrical field ~E ∮
c
~E · d~x = − ddt
∫
a
~B · d~a. (3.64)
The magnetic field ~B is also referred to as magnetic field density or magnetic
induction. The local form of Faraday’s law is given by
curl ~E = − ~˙B. (3.65)
Gauss’s law for magnetism in integral form reads∮
a
~B · d~a = 0. (3.66)
The result of Gauss’s law for magnetism is that there are no magnetic sources or,
in other words, no magnetic monopoles. Its local form is given by
div ~B = 0. (3.67)
Gauss’s law is related to an electrical field caused by an electric charge∮
a




with the charge density ρϕ. The local form reads
div ~D = ρϕ. (3.69)
13The current density has the unit Am−2.
14The Kelvin-Stokes or “curl” theorem connects the integral of the curl of a vector field over a
surface to the line integral of the vector field over a surface boundary,
∮
c
~V · d~x = ∫
a
curl ~V · d~a
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Applying the divergence on Ampere’s law Eq. (3.63) yields
div (~j + ~˙D) = 0 (3.70)
because div (curl ~H) = 0 holds. The use of Gauss’s law Eq. (3.69)
div (~j + ~˙D) = div~j + ddtdiv
~D (3.71)
⇒ div~j + ρ˙ϕ = 0 (3.72)
leads to the charge conservation. It states that the change of electric charge is the
difference between the charge flowing in and out of the volume. Thus, there are no
charge sources or sinks in a volume.
Electromagnetic Energy
Considering the Poynting vector ~S = ~E × ~H,15 the outward power transportation

































~H · curl ~E − ~E · curl ~H
)
dv. (3.75)













~H · ~˙B dv −
∫
v
~E ·~j dv −
∫
v
~E · ~˙D dv. (3.77)
App. 1 shows the connection to the magnetic and electric energy. The electric
power will be used in the balance of energy (3.101a).
15× denotes the cross product.
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Stationary Charge Equation
In this work, the Joule heating effect for the volumetric heating of the FAST-tool
system and the powder is of main importance. In the following, a motivation for
the stationary charge equation will be given.
App. 2 provides an estimation for the change of charge density with respect to
the time. As a result, the change is negligible – which leads to the stationary charge
equation
div~j = 0 (3.78)
All the sintering experiments shown in Chap. 2 feature a non-pulsed direct current.
Due to this, and due to the arguments mentioned in App. 2, the Maxwell equations
are assumed to be time-independent and reduce to
curl ~H = ~j (3.79)
curl ~E = 0 (3.80)
div ~B = 0 (3.81)
div ~D = ρϕ (3.82)
The first equation leads to the stationary charge equation as explained above. The
second equation Eq. (3.80) can be fulfilled by a potential field
~E = − gradϕ (3.83)
because curl gradϕ = 0 holds. Eq. (3.80) can be written in integral form as∮
C
~E · d~x = 0 (3.84)
stating that the voltage is independent on the curve progression. This can be proved
by assuming a voltage along a curve c1 and another voltage along a different curve





~E · d~x U2 =
∫
c2
~E · d~x (3.85)
Using Eq. (3.84), it is possible to write∮
C






~E · d~x = U1 − U2 = 0 ⇒ U1 = U2. (3.86)
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In the following, the voltage between two points is computed. Therefore, Eq. (3.83)




(gradϕ) · d~x. (3.87)




(gradϕ) · d~xdα dα. (3.88)
The gradient gradϕ and the position vector ~x can be written as
gradϕ = ϕ,i~ei,
d~x
dα = xi,α~ei. (3.89)








dα dα = ϕ(a)− ϕ(b). (3.90)
Thus, in the electrostatics, the voltage can be seen as a potential difference. Here,
ϕ(a) denotes the electrical potential at the initial point of the curve and ϕ(b) is the
potential at the end point.
3.3.5 Energy Balance
Both the mechanical and electrical power as well as the heat supply to a material
body lead to a change of the kinetic and internal energy given by the relation
K˙ + E˙ = Pmech + Pelec +Q, (3.91)
see [Eringen and Maugin, 1990]. The kinetic energy of the material body is given





2~v · ~vρ dv. (3.92)
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The internal energy represents the total energy of the material body subtracted by
the kinetic energy. A change in energy can be caused by the mechanical power and




~t · ~v da+
∫
v
~k · ~vρ dv. (3.94)
Furthermore, the energy can be changed by the electrical field. Due to the stationary




~E ·~j dv. (3.95)








A volumetric heat source is given by the scalar r and can be caused by radiation or
internal processes.

























With the help of the divergence theorem, the surface integral can be transformed
into a volume integral∫
v
(







+ ~k · ~vρ+ ~E ·~j − div ~q + rρ
]
dv. (3.98)




= (div T) · ~v + T · grad~v and the symmetry
of the stress tensor T = TT, the energy balance reads∫
v
(
e˙+ ~v · ~˙v) ρ dv = ∫
v
(










16In Eq. (3.77) the Poynting vector describes the power flowing out of the body. Here, it is
assumed that the electrical power increases the energy of the material body. By definition, the
absorbed energy by the material body is set to be positive.
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~E ·~j + 1
ρ
div ~q − r
)
ρ dv = 0. (3.100)




T ·D + 1
ρ
~E ·~j − 1
ρ
div ~q + r (3.101a)
and relative to the reference (material) configuration
e˙ = 1
ρ0
T˜ · E˙ + 1
ρ0
~ER ·~jR − 1
ρ0
Div ~qR + r. (3.101b)
3.3.6 Principle of Irreversibility
Generally, the entropy s can be seen as a measure of the microscopic randomness
and disorder, [Holzapfel, 2000]. The principle of irreversibility states that the
entropy production of a closed system can never decrease. The entropy can only














= 1Θdiv ~q −
1
Θ2 grad Θ · ~q (3.103)
leads to an alternative representation
ρs˙ ≥ − 1Θdiv ~q +
1
Θ2 grad Θ · ~q + ρ
r
Θ . (3.104)
By means of the definition of the Helmholtz free energy, [Haupt, 2002, p. 488], and
its time derivative
ψ := e−Θs ⇒ ψ˙ = e˙− Θ˙s−Θs˙, (3.105)
the entropy time derivative can be replaced. Then, inserting the energy balance
Eq. (3.101a) leads to
−ρψ˙ − ρsΘ˙ + T ·D + ~E ·~j − 1Θ grad Θ · ~q ≥ 0. (3.106)
In the reference configuration, the Clausius-Duhem inequality reads
− ρ0ψ˙ − ρ0sΘ˙ + T˜ · E˙ + ~ER ·~jR − 1Θ Grad Θ · ~qR ≥ 0. (3.107)
This form of the Clausius-Duhem inequality will be used later to develop a thermo-
dynamically consistent material model.
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3.4 Issues of Constitutive Modeling
The previous sections served to introduce the balance equations. These balance
principles are considered to be universal laws of nature.17 This forms an initial
boundary value problem, which can not be solved solely with the balance equations.
This gap has to be filled by constitutive equations, which e.g. connect the heat flux
with the temperature and the current density with the electrical potential as well
as stresses with strains. Additionally, the internal energy and the entropy flux arise
in this context.
The theory of materials is a branch of Continuum Mechanics and has been
strongly influenced by Truesdell and Noll [2004] since the sixties of the last century.
It provides systematic methods for the construction of constitutive models. In
general, constitutive equations are relations that describe the response of a material
element to a given input process. It is not the aim of material modeling to develop
a single universal material model for all input processes under all circumstances.
Rather, material models define the material behavior under specific conditions
in a certain application range. There are some basic principles concerning the
construction of such constitutive models. They are:
• Determinism
The principle of determinism states that the material behavior is determined
by the actual load and can only depend on processes that have already taken
place, not on future processes.
• Local action
The principle of local action demands that the stress state of a material point
can only be influenced by its environment. Commonly, the local motion
is described by a first order approximation, the deformation gradient, see
[Haupt, 2002].
• Equipresence
According to this principle, all material equations should depend on the same
set of variables.
• Material frame indifference
Material objectivity means that the material equations should be independent
of a change of reference system. Thus, it is necessary to define variables that
are invariant with respect to a change of frame. The concept of dual variables,
which is introduced later, offers a guideline to define such quantities.
17These physical principles are conclusions from scientific experiments and observations and have
been accepted within the scientific community. Thus, it is possible to use the term “principles”
instead of “laws” – but it has become common to refer to the Clausius-Duhem inequality as
the second law of thermodynamics.
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• Physical Consistency
The constitutive model should not contradict the second law of thermody-
namics. The entropy inequality restricts the material relations in such a
way that the second law should be fulfilled for any process. There are two
possibilities to ensure the fulfillment of the Clausius-Duhem inequality. One
possibility would be to check this issue after the construction of the material
model – but this would turn out to be rather difficult. In this work, the
Clausius-Duhem inequality is therefore used to develop a thermodynamically
consistent material model.
Other recommendations concerning the material symmetry or kinematical con-
straints such as incompressibility are not addressed here. Instead, it is referred to
the literature, see [Holzapfel, 2000; Haupt, 2002; Hutter and Jöhnk, 2004; Altenbach
and Altenbach, 1994]. In general, the necessary and sufficient rules to construct
a physically plausible and consistent material model are still an open question in
material theory, [Haupt, 2002].
3.4.1 Objectivity
In the following, the term objectivity (which is related to certain transformation
properties of physical quantities) is explained by introducing an Euclidean trans-
formation Eq. (3.108), which represents a transformation between two reference
systems
~x∗ = Q(t)~x+ ~c(t), t∗ = t− a. (3.108)
It consists of a time-dependent rotation, denoted by the orthogonal tensor Q(t)
and a translation according to ~c(t). The constant a ∈ R describes a shift of time
between the two systems. This Euclidean transformation describes a rigid body
motion.
A scalar quantity ϕ, a vector quantity ~v and a tensor quantity A are to be seen
as “objective” if – for every change of frame – the relations
ϕ∗ = ϕ, ~v∗ = Q(t)~v, A∗ = QAQT (3.109)
hold. In this case, another possible expression is “observer-independence”. With
the transformed position vector Eq. (3.108), the transformed line element is given
by
d~x∗ = F∗ d ~X = QF d ~X = Q d~x, F∗ = QF (3.110)
leading to the transformed deformation gradient F∗, which is a non-objective tensor
according to Eq. (3.109). From this it follows for the transformation of the right
Cauchy-Green tensor
C∗ = (F∗)T F∗ = FTQTQF = C (3.111)
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Thus, the Cauchy-Green tensor is invariant under an Euclidean transformation
but not objective with respect to Eq. (3.109). The objectivity is more related to
quantities in the current or intermediate configurations, which are time-dependent.
The Cauchy stress tensor is an objective tensor that, accordingly, transforms to
T∗ = QTQT (3.112)
Many materials show a rate dependence. Therefore, it is of interest to investigate
time rates of stresses and strains. Here, the time derivative of T∗ is considered.







= QT˙QT + Q˙TQT + QTQ˙T. (3.113)
According to the rule Eq. (3.109), this tensor is non-objective – and due to this,
it is possible to introduce different tensor rates. Two of such objective rates are
Oldroyd-rates, which are used in this work.18 The covariant Oldroyd-rate is defined
as
M
T = T˙ + LTT + TL, (3.114)
and the contravariant Oldroyd-rate reads
O
T = T˙− LT−TLT. (3.115)
The concept of dual variables offers a guideline for the choice of appropriate
conjugated stress and strain tensors for the purpose of material modeling. This
concept will be explained in the following.
3.4.2 Dual Variables
In constitutive modeling, strains and stress measures as well as their rates have
to be connected to different configurations. In the Clausius-Duhem inequality,
the stress power T˜ · E˙ occurs, formulated with quantities relative to the reference
configuration. Material models are often formulated with quantities that are neither
relative to the current nor to the reference configuration. Rather, they are defined
relative to an intermediate configuration. Thus, it is of importance to introduce
dual variables to ensure that the stress power is invariant towards any change of the
configuration. Haupt and Tsakmakis [1989] introduced the concept of dual variables,
which is a guideline for the choice of appropriate stress and strain measures and
18There are also other rates that are frequently used in the formulation of constitutive equations,
see [Haupt, 2002]. These objective rates are, for example, the Zaremba-Jaumann derivative
and the Green and McInnis rate, among others.
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their objective rates, see additionally [Haupt and Taskmakis, 1996; Haupt, 2002].
Stress and strain tensors are referred to as dual to each other if the scalar products
T˜ · E˙ stress power (3.116)
˙˜T · E complementary stress power (3.117)
˙˜T · E˙ incremental stress power (3.118)
T˜ · E accumulated work (3.119)
remain invariant against a transformation. By the definition of a tensor field
( ~X, t) 7→ Ψ( ~X, t), det Ψ 6= 0, (3.120)
the material line elements in the reference configuration d ~X are transformed into
material line elements d~ξ in the new configuration by
d~ξ = Ψ d ~X. (3.121)
Analogously with the spatial velocity gradient Eq. (3.23), the relative rate of change
can be written as
˙
d~ξ = Ψ˙Ψ−1 d~ξ = Λ d~ξ, Λ := Ψ˙Ψ−1. (3.122)
In the new configuration, Σ is defined as the new stress tensor and Λ as the new
strain tensor. The transformation of the quantities from the reference to the new
configuration yields
Π = Ψ−TEΨ−1, (3.123)
M
Π = Ψ−TE˙Ψ−1 = Π˙ + ΛTΠ + ΠΛ, (3.124)
Σ = ΨT˜ΨT, (3.125)
O
Σ = Ψ ˙˜TΨT = Σ˙−ΛΣ−ΣΛT, (3.126)
where
O
Σ denotes the contravariant Oldroyd derivative and
M
Π is called covariant
Oldroyd derivative. The transformation rules yield the frame-invariance of the
scalar products
T˜ · E˙ = Σ · MΠ, ˙˜T · E = OΣ ·Π, ˙˜T · E˙ = OΣ · MΠ, T˜ · E = Σ ·Π.
(3.127)
With the aforementioned definitions, the scalar product of the corresponding stress
and strain tensors are equal in every configuration
T˜ · E = Ψ−1T˜Ψ−T ·ΨTEΨ = Σ · Πˆ = S ·A. (3.128)
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The choice of Ψ ≡ F is followed by Λ = L, so that the dual tensors on the current
configuration can be obtained
A = F−TEF−1, (3.129)
M
A = F−TE˙F−1 = A˙ + LTA + AL, (3.130)
S = FT˜FT, (3.131)
O
S = F ˙˜TFT = S˙− LS− SLT, (3.132)
The dual variables that are introduced here are of the first family and define the
connection between the Green strain tensor and the Almansi strain tensor as well as
the connection between the second Piola-Kirchhoff stress tensor and the Kirchhoff
stress tensor. The second family of dual variables, which is not used in this work, is
related to the Piola and the Finger tensor, see [Haupt and Tsakmakis, 1989; Haupt,
2002] for further information.
The concept of dual variables connects conjugated stress and strain tensors in
a natural way. Furthermore, it is possible to retrieve objective tensors such as
the Oldroyd derivatives for the stress rate as well as strain rate tensors. This
concept will be used in Chap. 4 to define appropriate stress and strain tensors in
the intermediate configurations for the description of the material behavior.
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In the previous chapter, the fundamentals and the balance relations of Continuum
Mechanics were introduced. This system of equations – formed by the balance of
mass, linear and angular momentum, energy and entropy as well as the stationary
electrical equation – can not be solved directly. It has to be closed by additional
relations for the material behavior. The heat flux vector ~q, for example, is con-
nected to the temperature Θ by Fourier’s model of heat transfer. The electric
current is modeled by Ohm’s model for the electrical conduction and connects the
electrical potential with the current density. The entropy inequality (3.107) acts as
a constraint for the formulation of the constitutive equations and should always
be fulfilled. For this reason, the second law of thermodynamics in the form of the
Clausius-Duhem inequality will be used to construct thermodynamically consistent
material relations.
4.1 Overview about Constitutive Models for
Sintering
In this work, a thermodynamically consistent thermo-viscoplasticity material model
is developed. This model draws on the pressure-dependent yield function proposed
by Bier and Hartmann [2006]. In general, very few attempts have been made to
develop unified constitutive models for the whole process simulation of compaction
and sintering in a thermodynamically consistent manner. In [Mähler et al., 2001],
a thermo-hyperelastic-viscoplastic model for the simulation of porous materials
is introduced. A different approach is followed by Mähler and Runesson [2000],
whose mesomechanical approach serves to model the solid-phase sintering of hard
metal. In the continuum model, the introduced sintering stress acts as a driving
force for the powder consolidation. A similar sintering stress approach is used in
[Reid and Oakberg, 1990]. A finite strain thermo-viscoplasticity model is developed
and applied in [Mähler and Runesson, 2003] for the sintering of hard metal. This
model is able to simulate free sintering – where no stress needs to be applied
since the sintering stress is sufficient to consolidate the powder – and is derived
from micro-mechanical considerations, see also [Mähler and Runesson, 2000]. This
material model is adopted in [Frischkorn and Reese, 2011] for the simulation of a new
production method called process-integrated powder coating by radial axial rolling
of rings. In [Kebriaei et al., 2013], the focus lies on the process simulation and a
89
4 Material Model
new control method for the ring rolling finite element model. Khoei et al. [2013]
computes hot isostatic pressing with a temperature-dependent cap plasticity model
within a thermo-mechanical coupled finite element simulation. A unified plasticity
model is used in [Jeong et al., 2012] for the simulation of compaction and sintering
behavior. An FE-simulation of the compaction and solid-state sintering with a
temperature-dependent cap model is performed in [Brandt, 1998]. Microscopic
models are developed in [Shinagawa, 1996] for the study of the deformation behavior
of powder particles during sintering. Another model for solid state sintering is
presented in [Kraft and Riedel, 2004] and applied to an uniaxial die compaction
simulation of a face seal made of SiC.
The modeling of liquid phase sintering is addressed in [Svoboda et al., 1996] as well
as in [Öhman et al., 2012] and [Öhman et al., 2013]. In the latter two publications,
the liquid phase sintering simulation is based on numerical homogenization.
Mondalek et al. [2011] provides a thermo-electro-mechanical simulation of a
FAST-process with an experimental based material model to describe the powder
densification. Wolff et al. [2012] proposes a modified micro-mechanical model that
is extended for the representation of the behavior in the range of porosity between
0%-50%. This model is applied for the simulation of conventional hot compaction
and spark plasma sintering.
The FAST-process is a complex thermo-electro-mechanical process for the sinter-
ing of powders. Due to the poor measurement possibilities, there is a strong need
to understand and improve the process by simulations. In the following, a new
constitutive model based on the multiplicative decomposition of the deformation
gradient is developed. This model is constructed with the help of the Clausius-
Duhem inequality in such a way that it is thermodynamically consistent. The
literature shows frequent use of ellipse yield functions, see [Mähler and Runesson,
2003; Frischkorn and Reese, 2011], which evolve equally in tensile and compression
range, but cold compacted powder shows no or little resistance to tensile loading.
The model developed in this work accounts for this effect by a single surface
yield function with a drop-like shape. During the sintering process, the powder
turns into a solid material and the evolution of the tensile yield stress is included
in the model, which is motivated by tensile experiments in Sect. 2.5.6. As a limit
case, the von Mises yield function is reached. The model also accounts for the
creep consolidation, which is a main factor for the consolidation process. The
creep behavior is mainly coupled to the change of relative density and, accordingly,
to the change of volume. Hence, a new volumetric creep flow rule is proposed.
Additionally, the experiments in Sect. 2.6 show a relative density dependence of
the thermal and electrical conductivity. This is another important and new aspect
included in the material model. As a result, the main effects of metal powder
sintering will be incorporated into the material model. The most important effects
that occur during the sintering experiments with copper powder are discussed in
the following section.
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4.2 General Material Behavior of Copper Powder
during Sintering



















(d) Mechanical behavior of sintered
specimen in tensile range
Figure 4.1: General material behavior of copper powder during sintering
The sintering experiments for the development of a constitutive model are
described in Chap. 2. The model is to be conceived in such a way that it is able to
represent the general behaviour and to capture the main effects. In the uniaxial
constrained compression experiments, the initial relative density is approximately
ρ0,rel = 0.4. The axial stress is applied – and if the powder is fully compacted,
the relative density reaches ρrel ≈ 1.0. At this stage, it is assumed that no
further compaction is possible and that the axial stress σaxial tends towards infinity.
Additionally, radial stresses occur due to the surrounding die, which are lower than
the axial stresses. The qualitative material response in die compaction is shown in
Fig. 4.1a.
In principle, it can be stated that metals show nearly no volume deformation, see
[Lubliner, 2008, p. 75]. Hence, it is assumed that the main volume change due to
the compaction of metal powders can be connected to the change of the pore size.
This inelastic deformation is shown schematically in Fig. 4.2. In the FAST-process,
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Figure 4.2: Schematic representation of vanishing pores during the sintering process
the powder is volumetrically heated by the electric current. The material becomes
weaker due to the temperature, and a higher relative density is reached at the same
level of applied axial force, as shown in Fig. 4.1b.
As can be seen in Fig. 4.1c, creep occurs at elevated temperatures, and the
relative density increases at constant axial stress and temperature. Accordingly, the
volume decreases at the same time. This effect is connected to the inelastic creep
deformation. After the sintering process, the final specimen can be compared to a
solid material. The tensile experiments with sintered specimens in Sect. 2.5.6 show
an increasing yield stress with increasing relative density, see Fig. 4.1d. Therefore,
the yield stress in tensile direction has to evolve according to the value of relative
density. In Fig. 2.45b, a cold compacted specimen has a very low tensile stress.
Due to this reason, it is assumed that the temperature plays an important role and
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(b) Yield function for pressure-dependent materi-
als
Figure 4.3: Yield functions
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In the stress-relative density curve in Fig. 2.30, the powder material after un-
loading shows remaining deformations. Also, the increase in stress leads to no
significant deformation. It is only after the stress reaches a certain point that larger
deformations appear again. Accordingly, these observations suppose a separation
into an elastic and an inelastic part. In an elastoplasticity model, the yield function
separates the elastic from the plastic region. The yield surface is of main importance
for the definition of the elastoplastic material model.
An overview about different plasticity models for cold powder compaction can
be found in [Cocks and Sinka, 2007] and [Sinka, 2007]. The investigated models in
[Cocks and Sinka, 2007] are calibrated to experimental data in the accompanying
paper, [Sinka and Cocks, 2007]. A micro-mechanical based model is developed in
[Fleck, 1995]. A Drucker-Prager-cap model is implemented in Abaqus for the finite
element simulation of cold isostatic pressing and sintering in [Riedel et al., 2003].
Oliver et al. [1996] developed a finite strain plasticity model for industrial powder
compaction. A model accounting for the cold compaction of metal powders is
developed in [Bier and Hartmann, 2006], consisting of a compressible viscoplasticity
model with a pressure-dependent yield surface.
Inside the yield function F < 0, the material behaves elastic and on the yield
function F = 0, the plastic evolution equations evolve during loading. The evolution
equations determine the change of the internal variables, e.g. plastic strains or
hardening variables. These equations describe the internal material behavior and
are also called history or state variables. They describe the hardening behavior and
the model has to account for a vanishing deformation at a relative density of one.
Mathematically, the evolution equations are ordinary differential equations of first
order.
The yield function describes the shape and size of the elastic region and is
dependent on the current state of stress, which is described in the I1-J2-plane.
These invariants are calculated by the current stress state T. The invariants are
defined by




(tr T)2 − tr T2) , I3 = det T. (4.1)
Additionally, the invariants of the stress deviator
TD = T− 13(tr T)1 (4.2)
are defined by
J1 = tr TD = 0, J2 =
1
2T
D ·TD, J3 = det TD. (4.3)
Alternatively, the principal stresses can be used for the definition of the yield
function, which is not investigated in this work. For an overview of different yield
functions for pressure-dependent materials, see [Bier, 2008].
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The simplest and well known von Mises yield function is shown in Fig. 4.3a. It
represents a horizontal line parallel to the hydrostatic axis I1 with the distance k,1
which is the yield stress,
F =
√
J2 − k. (4.4)
Thus, the von Mises yield function assumes no difference between the yield stress
in the compression and the tensile range. For example, if the stress state reaches
the plastic region, which means F = 0 ∧ F˙ |k˙=0 ≥ 0, the evolution equation for the
yield stress grows (isotropic hardening) and this implies the growth of the elastic
region. In the deviatoric plane, the von Mises yield function can be illustrated by a
circle – and in the principal stress space, it can be represented by an infinite long
cylinder, see Fig. 4.4a.
For pressure-dependent materials, the general shape of a yield function is shown
in Fig. 4.3b. Due to the fact that pressure-dependent materials like powders or
soils show no or only little resistance against tensile-loading, the yield function has
a drop-like shape. This means that in tensile direction (positive values of I1), the
intersection with the hydrostatic axis I1 is at a small value. The yield function
will be defined by uniaxial laterally constrained compression tests performed in the
FAST-machine. In all these experiments, the axial stress σaxial is prescribed and
radial stresses occur due to the surrounding die. The stress state, see App. 4, is
given by
T =
σradial 0 00 σradial 0
0 0 σaxial
~ei ⊗ ~ej. (4.5)
The invariants for this stress state read




D ·TD = 13 (σaxial − σradial)
2 . (4.6)
In this work, the yield surface is defined by the first invariant I1 and the second
invariant of the stress deviator J2. Any dependence on the third invariant J3 is
neglected. This assumption leads to a rotational symmetry of the yield function
around the hydrostatic axis, and the yield surface has a drop-like shape as shown
in Fig. 4.4b. A reason for neglecting the dependence on the third invariant is the
lack of experimental data. One would need to perform additional experiments to
define the yield function in the deviatoric plane. In this work, the simulation of
the FAST-process is of main importance, which is a uniaxial laterally constrained
compaction process.
1The connection between the parameter k and the uniaxial yield stress σy is given by k = σy/
√
3,













Figure 4.4: Yield functions in the principal stress space
In Fig. 4.5, other possible stress states are shown, see App. 3 for their definition.
In general, triaxial experiments are best suited to define the yield function. In this





Figure 4.5: Load cases for determining the yield function
2From the point of material modeling, triaxial experiments are optimal to characterize the yield
function. It must however be kept in mind that it is necessary to develop a completely new




According to the experiments, the powder turns out to become weaker at higher
temperatures, i.e. it deforms plastically at lower applied axial stresses. Thus, the
yield stress decreases with increasing temperature. For the model, this means
that the plastic deformations start at lower stresses at higher temperatures. This
can be incorporated into the model by a shrinkage of the yield function with the
temperature.
The creep experiments also show that higher temperatures lead to thermal creep,
which is to be described by an additional part of the deformation gradient. Another
possibility would be to incorporate the viscous effects into the plastic multiplier,
which is not followed here, see [Chaboche, 2008] for an overview of different plasticity
models and different possibilities for the creep modeling. The introduction of an
additional part of the deformation gradient helps to identify the creep behavior.
The experiments in Sect. 2.5.4 show that the creep behavior leads to an increase of
the relative density which is coupled to a decrease of the volume. Thus, volumetric
thermal creep is assumed.
4.4 Temperature-Dependent Yield Function
First of all, the yield function proposed by Bier and Hartmann [2006] is recapitulated.
This yield function serves as a basis for the yield function in this work. Two simple
yield functions, namely an exponential and an ellipse function, are combined by
a log-interpolation, which is taken from Kreisselmeier and Steinhauser [1979] and
Arnold and Frischmuth [1998]. An ellipse yield function is used in [Kuhn and
Downey, 1971], [Shima and Oyane, 1976] and [Abou-Chedid, 1993]. The use of an










Figure 4.6: Ellipse function
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The parameter k describes the height of the ellipse, whereas a is related to half of the
width of the function. The middle point is assumed to be at (−3ξ|0). The variable
ξ is used later on to describe the kinematic hardening in the negative hydrostatic
direction I1, meaning in the compression range. The hydrostatic pressure is defined
by p = −I1/3. By its definition, the hydrostatic kinematic hardening variable ξ can
be connected to the hydrostatic pressure by p =ˆ ξ. Geometrically, ξ describes the
position of the ellipse center on the I1-axis. With the definition of the middle point,









In order to get a function
√







(I1 + 3ξ)2 =: f1(I1). (4.9)






The intersection point with the hydrostatic axis is chosen to be at
f1(It) = 0 → k2 = α(It + 3ξ)2. (4.11)
Accordingly, the final ellipse yield function reads
f1(I1) =
√
k2 − α(I1 + 3ξ)2. (4.12)
This function has three independent variables. In [Bier and Hartmann, 2006], the
parameters α, ξ and It are used to describe the ellipse function. Instead of α, the
yield stress k will be used to characterize the yield function in this work. A reason
for the use of k is the connection to the classical von Mises plasticity, where the
yield function in the I1−
√
J2−plane is a horizontal line described by the parameter
k. It is assumed that after the sintering process, the powder is fully dense and the
von Mises plasticity is reached as a limit case. Thus, in this work, the ratio α is



















Figure 4.7: Exponential and ellipse function
The second function is an exponential function
f2(I1) = A1 − A2 expA3I1 . (4.14)
This function is determined by the three parameters A1, A2 and A3. The limit
value is defined by A1 and should be the same as for the ellipse function
A1 = lim
I1→−∞
f2(I1) = k. (4.15)
It is supposed that the intersection point with the hydrostatic axis coincides with
that of the ellipse function – which leads to






The remaining parameter A2 is determined by the intersection point between the
ellipse and exponential function. The intersection point should be between 3ξ and
3ξ − rk/√α = 3ξ − r(It + 3ξ), see Fig. 4.7, depending on the parameter r ∈ [0, 1].
The parameter A2 can now be computed by
f1(−3ξ − rk√
α
) = f2(−3ξ − rk√
α
) → A2 = k(1−√1− r2)I0/((−3ξ−It)(1+r)) .
(4.17)
According to Bier and Hartmann [2006], the parameter r is set to 0.3.
The interpolation concept of Kreisselmeier and Steinhauser [1979] and Arnold
and Frischmuth [1998] is used to combine the ellipse and the exponential function.
The interpolation formula (weighted mean) of two scalar functions y1 = f1(x) and
y2 = f2(x) is given by

























Figure 4.8: Interpolation of ellipse and exponential function
with the property that for c > 0, f(x) tends towards the function with the smaller
value. In addition, f(x0) = f1(x0) = f2(x0) holds at the intersection point x0 of
both functions. The parameter c controls the sharpness at the intersection point
x0 as well as the closeness of f(x) to the function f1(x), x ≤ x0 and f2(x), x ≥ x0.
The result is shown in Fig. 4.8. More information concerning this interpolation
concept and its properties can be found in [Bier and Hartmann, 2006].
A yield function can be built if the interpolated function is subtracted by
√
J2,
meaning that the yield function is negative for values below the curve – and only





J2 − f(I1) =
√










As the ellipse and the exponential function are convex, the interpolated single yield
surface is convex too. A proof of the convexity can be found in [Bier and Hartmann,
2006].
One drawback of this formulation is that the ellipse yield function is not defined
for values outside of the curve. In a numerical implementation such as the elastic
predictor and plastic corrector scheme, values outside the ellipse yield function can
occur. In this case, the term in the square root would be negative. Hence, f1(I1)
is not defined, leaving f(I1) undefined too. Due to this reason, both functions are
reformulated by√




J2 + α (I1 + 3ξ)2 − k. (4.20)√




J2 − A1 + A2eA3I1 . (4.21)
If the interpolation concept is once again applied to the two curves, this leads to
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the single yield surface
F˜ (I1, J2, k, ξ, It,Θ) := F (I1,
√











Fig. 4.9 shows the yield function for F˜ (I1,
√
J2) ≥ 0.3 One can observe that the yield
function has positive values on the outside, due to the reformulation in Eq. (4.20)-


















Figure 4.9: Yield function Fˆ (I1,
√
J2) ≥ 0. The red curve represents the yield
function curve shown in Fig. 4.8.
inside the curve, the yield function is negative. On the outside of the curve, its
value is positive – and on the curve, F = 0 holds. Due to this new formulation there
is one corner at I1 = It, which can lead to numerical problems. Here, according
to Bier and Hartmann [2006] and Abbo and Sloan [1995], a rounding off by the





J2 + δ − A1 + A2eA3I1 , δ > 0 (4.23)
In this work, the parameter is set to δ = 0.1. As a result, a single surface convex
yield function is given. In [Bier and Hartmann, 2006], it is shown that this yield
function is flexible and can be adapted to many different materials, including metal
powders, soils and granular materials. Additionally, the yield function is unique
and does not have solutions for F = 0 outside the elastic domain, see Fig. 4.10 and
[Bier, 2008]. The yield function temperature-dependence will be introduced in the
next chapter.
4.4.1 Temperature-Dependence
For metals, it is well known that the yield stress decreases at higher temperatures,
see [Lubliner, 2008, p. 85] and [Rösler et al., 2008, p. 209]. The material becomes
3The negative function values in the elastic domain are not shown here.
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Figure 4.10: Non-uniqueness of yield surface proposed by Ehlers [1995] in stress
space. F = 0 occurs also for regions away from the elastic domain.
The figure is taken from [Bier, 2008].
weaker and plastic deformations occur at lower stresses. This behavior is connected
to the diffusivity of atoms due to thermal activation, which can be explained by
the Arrhenius equation, see [Rösler et al., 2008, p. 194]. The Arrhenius equation
assumes an exponential temperature dependence, exp(−∆E/(kBΘ)), where ∆E
is the activation energy, kB is the Boltzmann constant and Θ is the absolute
temperature. Furthermore, Mähler and Runesson [2003] assumed an exponential
decrease of the yield stress with the temperature. Motivated by this publication
and the Arrhenius equation, an exponential dependence will be used in this work
too. It is assumed that the yield stress k is multiplicatively decomposed into the
mechanical part kM and the temperature-dependent part fk. For the function fk,
an exponential dependence on the temperature with the material parameter mk
and ΘS is assumed
k = k˜(Θ, kM) = fk(Θ)kM, fk(Θ) = e−mk〈Θ−ΘS〉, (4.24)
with the Macaulay brackets 〈·〉. They have the property 〈x〉 = 0 for x ≤ 0 and
〈x〉 = x for x > 0. As a result, there is no decrease of the yield stress below
the sintering temperature ΘS. The temperature-dependence for the yield stress is
depicted in Fig. 4.11a. The same exponential temperature-dependence is assumed
for the ellipse middle point ξ. Again, ξ consists of a mechanical part ξM and is
weighted with the temperature function fξ(Θ),
ξ = ξ˜(Θ, ξM, It) = fξ(Θ)ξM + ft(It), fξ(Θ) = e−mξ〈Θ−ΘS〉. (4.25)
Additionally, a function ft(It) is added – as defined in the following section. The
material parametermξ controls the exponential decrease of the center, see Fig. 4.11b.
Fig. 4.12 shows the shape of the yield function due to an exponential decrease of ξ







(a) Shape of yield function for in-






(b) Shape of yield function for in-
creasing Θ and exponential de-
crease of ξ





Figure 4.12: Change of yield function shape while the temperature increases and k
and ξ decreases exponentially. It, ξM and kM are fixed.
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4.4.2 Hydrostatic Yield Stress Evolution
In practice, it can be observed that after a cold compaction experiment, the densified
powder specimen shows little or no resistance against tensile loading, see Fig. 2.45b.
This means that, due to cold compaction, the yield stress in tensile direction
does not increase. Thus, the main increase of the yield stress in tensile direction
originates from the heat treatment during the sintering process. The drop-like
yield surface describes well the powder behavior for cold compaction, when the
tensile yield stress is very low. During the sintering process, the powder transforms
into a bulk material. This fact can be observed in the tensile experiments for
sintered specimens with different relative densities, see Fig. 2.45a. This means
that the drop-like yield surface has to transform into a von Mises-like yield surface
during the sintering process, see Fig. 4.13. The basic idea to reach a horizontal





Figure 4.13: Conversion of drop-like yield surface into von Mises yield surface due
to the sintering process
sintering process leads to an increase of the yield stress of the final specimen. Thus,
the parameter It has to grow during the process. If the parameter It is increased,
the distance x changes, see Fig. 4.15 and Fig. 4.14a. In general, it is of interest
to separate different effects. Therefore, it is proposed to decouple the kinematic
hardening described by ξ and the tensile hardening represented by It. Accordingly,
the evolution of ξ is reformulated in such a way that a change of It does not change
the compression range, see Fig. 4.14b. Therefore, the function













(b) Decoupling between kinematic and
tensile hardening with the function
ft(It)
Figure 4.14: Difference between the yield function shape with and without the
decoupling function ft(It)
is introduced. It is assumed that the left point x of the yield function is constant
for changing It, meaning that the ellipse middle point ξ will move. As a result,
the evolution of the yield function is described by the variables k and ξ in the
compression range. The distance x is given by
x = It + 6ξ = It + 6fξ(Θ)ξM + 6(mIt + b)
!= const, (4.27)
where Eq. (4.25) and Eq. (4.26) are inserted. This distance should be constant for
a changing It. This can be achieved if the derivative vanishes
x′(It) = 0 (4.28)
1 + 6m = 0 → m = −16 (4.29)
The initial point should be at f(It = I0) = 0, leading to the final function
ft(It) = −16It +
1
6I0 (4.30)
The decoupling function is fully determined and can be inserted into Eq. (4.25). As
a result, the yield function does not change in the compression range if It increases,
see Fig. 4.14b. The equations for the temperature-dependent yield function are
summarized in Tab. 4.1. The evolution of the mechanical parameters in the yield
function kM, ξM and It are defined by the constitutive model.
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J2 + δ − k + A2eA3I1 (4.21)
Interpolated single surface convex yield function










Evolution and temperature dependence of ellipse height k
k = k˜(Θ, kM) = fk(Θ)kM, fk(Θ) = e−mk〈Θ−ΘS〉 (4.24)
Evolution and temperature dependence of ellipse center ξ
ξ = ξ˜(Θ, ξM, It) = fξ(Θ)ξM + ft(It), fξ(Θ) = e−mξ〈Θ−ΘS〉 (4.25)
Decoupling between kinematic and tensile hardening




I1 = tr T, J2 =
1
2T

























Figure 4.15: Decoupling between kinematic and tensile hardening. The distance x
should remain constant if It changes. Therefore the middle point at
3ξ changes.
4.5 Multiplicative Decomposition
In the case of small strains, the additive strain decomposition is a common method,
whereas for finite deformations the multiplicative decomposition according to Lee
[1969] is used frequently. The multiplicative decomposition for thermoelastic
deformations was developed by Lu and Pister [1975]. The main idea behind this
decomposition is to separate the different partial effects by a kinematic assumption.
The following multiplicative decomposition into a reversible Fr and an inelastic part
Fi is chosen:
F = FrFi = F˘eFˆΘFi = F˘eFˆΘFˇpFc. (4.31)
The reversible part decomposes into an elastic and a thermal part, whereas the
inelastic part is given by the multiplicative decomposition into a plastic and a creep
part
Fr :=F˘eFˆΘ, Fi := FˇpFc. (4.32)
Due to the chosen decomposition, three intermediate configurations, χˇt , χˆt and χ˘t
arise, see Fig. 4.16. With the decomposition Eq. (4.31), the determinant decomposes
into
det F =(det F˘e)(det FˆΘ)(det Fˇp)(det Fc) ⇔ J = JeJΘJpJc. (4.33)
With the decomposition Eq. (4.31), the following material line elements arise



























Figure 4.16: Configurations implied by the multiplicative split of the deformation
gradient
On the basis of the difference between the squared material line elements4, the
Green strain tensor can be additively decomposed, see Eq. (3.14),
d~x · d~x− d ~X · d ~X = d ~X · 2E d ~X (4.34)
= d~ˇx2 − d ~X2 + d~ˆx2 − d~ˇx2 + d~˘x2 − d~ˆx2 + d~x2 − d~˘x2 (4.35)
= d ~X · (FTc Fc − 1) d ~X + d ~X · (FTpcFpc − FTc Fc) d ~X (4.36)
+ d ~X · (FTΘpcFΘpc − FTpcFpc) d ~X (4.37)
+ d ~X · (FTF− FTΘpcFΘpc) d ~X (4.38)
= d ~X · 2(Ec + Ep + EΘ + Ee) d ~X (4.39)
where the following abbreviations are used
Fi = Fpc := FˇpFc, FΘpc := FˆΘFˇpFc. (4.40)
Thus, the additive decomposition holds
E = Ec + Ep + EΘ + Ee (4.41)
4In this case, the square of a vector ~v is defined as ~v2 = ~v · ~v.
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c Fc − 1) =
1







pcFpc − FTc Fc) =
1
2(Cpc −Cc), Ci = F
T





ΘpcFΘpc − FTpcFpc) =
1









Ec is the only quantity that depends solely on the creep deformation. All other strain
tensors are also dependent on other partial deformations, which is the reason why
they are not suitable for the formulation of a material relation. The concept of dual
variables delivers appropriate strain measures in intermediate configurations, which
will be used to define material relations. These strain tensors in the intermediate
configurations are solely dependent on the partial deformations and are suitable for
the formulation of constitutive equations.
Remark 2 One has to mention that the decomposition in Eq. (4.31) is not the only
possible multiplicative decomposition. Another possibility would be F = FcFeFΘFp –
but in this case, the elastic deformations cannot be defined as the whole deformation
minus the mechanical deformation. A further decomposition is given by F = FΘFM =
FΘFeFcFp, which leads to the same problem of identifying the elastic deformations.
Moreover, the decomposition F = FeFΘFcFp can be chosen. In this case, the plastic
intermediate configuration would be the first configuration and would also influence
the creep deformation. Due to this reason, the creep flow-rule could not be assumed
to be purely volumetric, as it is assumed in this work. Therefore, the proposed
decomposition in Eq. (4.31) is used.
Miehe [1988], for example, used the decomposition F = FΘFeFp, whereas Lion
[2000] proposed F = FeFpFΘ. Mähler et al. [2001] and Quint [2012] used the
decomposition F = FeFΘFp. In the case of isotropic thermoelasticity with purely
volumetric thermal expansion, Hartmann [2012] showed the equivalence of F =
FMFΘ and F = FΘFM.
The transformation of the Green strain tensor by means of the concept of dual
variables, see Sect. 3.4.2, into the intermediate creep configuration χˇt leads to
Γˇ = F−Tc EF−1c = Γˇp + Γˇc + ΓˇΘ + Γˇe = Γˇp + Γˇc + ΓˇeΘ. (4.46)
The strain tensor Γˇ decomposes additively into a thermo-elastic part ΓˇeΘ := ΓˇΘ + Γˇe
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A = Ac +Ap +AΘ +Ae




































































E˙ = E˙c + E˙p + E˙Θ + E˙e
△




































εˆ = ˙ˆε+ LTpcεˆ+ εˆLpc
△


























γ˘ = ˙˘γ + LTΘpcγ˘ + γ˘LΘpc
△


























A = A˙+ LTA+AL = D
△
















































































S˘ = ˙˘S − LΘpcS˘ − S˘L
T
Θpc
S = FT˜FT = JT
▽
S = S˙ − LS − SLT
Figure 4.19: Transformation of stress tensors
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eΘpFeΘp − FTΘpFΘp) (4.47)












p Fˇp − 1) =
1
2(Cp − 1), Cp := Fˇ
T
p Fˇp (4.49)





c F−1c ) (4.50)
The inelastic deformation is described by








i Fi − 1) =
1
2(Ci − 1). (4.51)
The transformation to the intermediate creep configuration reads




p Fˇp − F−Tc F−1c ). (4.52)
Due to the concept of dual variables, the Green strain rate tensors are transformed
into objective time derivatives in form of the covariant Oldroyd derivative for the
creep intermediate configuration χˇt
M
(ˇ·) = ˙ˇ(·) + LTc (·) + (·)Lc, Lc := F˙cF−1c , (4.53)
with the creep velocity gradient Lc. The strain decomposition in Eq. (4.39) implies
also the strain rate decomposition in the intermediate configuration χˇt
M
Γˇ = F−Tc E˙F−1c =









The covariant Oldroyd derivative of the creep strain tensor Γˇc leads to the symmetric
part of the creep velocity gradient Lc
M




c + Lc) (4.55)
This creep strain rate tensor will be used later to define the creep flow-rule.
In the plastic intermediate configuration, the strain tensor additively decomposes
into




p = εˆp + εˆc + εˆΘ + εˆe. (4.56)
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In this configuration, the plastic strain tensor is solely dependent on the plastic








The inelastic strain tensor in this configuration reads




i F−1i ). (4.58)






εˆc = ˙ˆεi + LTi εˆi + εˆiLi, Li := Lpc = F˙iF−1i . (4.59)
Computing the material time derivative of the tensor εˆi in the reference configuration
and transferring the result back to the intermediate configuration leads to
M




i + Li). (4.60)
Another possibility is to formulate the material behavior in the thermal intermediate
configuration χ˘t. The Green strain tensor in this configuration can be computed by




Θ = γ˘p + γ˘c + γ˘Θ + γ˘e (4.61)





e F˘e − 1) =
1
2(C˘e − 1), C˘e := F˘
T
e F˘e. (4.62)
The elastic right Cauchy-Green tensor C˘e in this configuration will be used in the











Θ ), BˆΘ := FˆΘFˆ
T
Θ (4.63)
The covariant Oldroyd derivative can be stated as
M
(˘·) = ˙˘(·) + LTΘpc(·) + (·)LΘpc, (4.64)
with the thermal-inelastic velocity gradient defined by




The thermal expansion is assumed to be purely volumetric. Thus, the thermal
deformation gradient reads
FˆΘ = φ(Θ)1, φ(Θ) := 1 + αΘ(Θ−Θ0) = 1 + αΘϑ (4.66)
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with the temperature difference ϑ := Θ−Θ0. Θ0 denotes the initial temperature at
time t = t0. With the special form of the thermal deformation gradient and the
relations
˙ˆFΘ = φ′(Θ)Θ˙1, Fˆ
−1
Θ = 1/φ1 (4.67)
the thermal-inelastic velocity gradient can be expressed as
LΘpc = F˙ΘpcF−1Θpc = (










Θ + Li =
φ′(Θ)
φ
Θ˙1 + Li (4.69)
Drawing on the concept of dual variables, see Sect. 3.4.2, the dual stress tensors can
be derived, see Fig. 4.19. As a result, the stress power is invariant to any change of
the configuration and reads with quantities relative to the configuration χˇt
T˜ · E˙ = T˜ · FTc
M
ΓˇFc = FcT˜FTc ·
M
Γˇ = Sˇ ·
M
Γˇ (4.70)
with the stress tensor Sˇ := FpcT˜FTpc, which is dual to the strain tensor Γˇ. In the
plastic intermediate configuration χˆt, the stress power is given by
T˜ · E˙ = T˜ · FTpc
M
εˆFpc = FpcT˜FTpc ·
M
εˆ = Sˆ · Mεˆ (4.71)
with the stress tensor Sˆ := FpcT˜FTpc dual to the strain tensor εˆ. In the thermal
intermediate configuration χ˘t, the stress power is obtained analogously
T˜ · E˙ = T˜ · FTΘpc
M
γ˘FΘpc = FΘpcT˜FTΘpc ·
M
γ˘ = S˘ · Mγ˘ (4.72)
with the dual stress tensor S˘ = FΘpcT˜FTΘpc. The stress power with the decomposition
of the strain tensor Eq. (4.61) can be written as







The thermal strain tensor and its time derivative in the thermal intermediate





With the identity of γ˘Θ, the covariant Oldroyd derivative
M
γ˘Θ can be simplified to
M
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Inserting this equation into the partial stress power

















tr(S˘) + 2γ˘ΘS˘ ·
M
Γˇi (4.78)
leads to a simplified equation that is used in the entropy inequality.
4.6 Large Strain Thermo-viscoplasticity for Copper
Powder
Together with the temperature-dependent yield function, see Tab. 4.1, a finite strain
thermo-viscoplasticity model for sintering of metal powders is derived. The basis
for this model is the isothermal rate-independent model for the cold compaction of
metal powders developed by Bier [2008], see [Bier and Hartmann, 2006] as well.
First, the structure of the free energy is introduced. Subsequently, the evaluation
of the entropy inequality in the form of the Clausius-Duhem inequality is performed,
leading to evolution equations for the internal variables. All these derived equations
will be transformed into the reference configuration where the time integration is
performed. Additionally, the constitutive equations for the heat flux and current
density vector as well as the heat conduction equation are formulated.
4.6.1 Structure of Free-Energy
The Helmholtz free-energy function – also called strain-energy function – is a scalar
valued function ψ, which is the basis for the formulation of a constitutive model. It















The elastic part depends on the elastic Green strain tensor γ˘e, whereas the ther-
mal part depends solely on the temperature Θ. Furthermore, the inelastic part
decomposes into three parts, where ψk is connected to the hydrostatic kinematic














+ ψ t(Ji,Θ). (4.80)




2 ln(det Ci) = ln(det Fi) = ln(det Fˇp) + ln(det Fc). (4.81)
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The same definition is used in [Bier and Hartmann, 2006] and [Bier, 2008]. Com-








· C˙i = 12C˙i ·C
−1
i . (4.82)
This scalar variable can be expressed by the relations Eq. (4.59) and Eq. (4.60)
F−Ti C˙iF−1i = F−Ti F˙
T
i FiF−1i + F−Ti FTi F˙iF−1i = LTi + Li = 2Dˆi = 2
M
εˆi (4.83)










) · 1 = tr Mεˆi. (4.84)
This internal variable describes the inelastic volume change r˙v = tr
M
εˆi.
For the isotropic hardening part of the free energy, the strain-like variable ri is
used, while the tensile hardening part depends on the determinant of the inelastic
deformation gradient Ji := det Fi and the temperature Θ.
4.6.2 Evaluation of Dissipation Inequality
On the basis of the multiplicative decomposition and the derived kinematical
quantities together with the free-energy, a structure for the material model can be
derived by inserting these relations into the Clausius-Duhem inequality (3.107)
−ψ˙ − sΘ˙ + 1
ρ0
T˜ · E˙− 1Θρ0 Grad Θ · ~qR −
1
ρ0
Gradϕ ·~jR ≥ 0 (4.85)
and separated into the internal dissipation inequality
δ = −ψ˙ − sΘ˙ + 1
ρ0
T˜ · E˙ ≥ 0 (4.86)
and the heat conduction inequality
− 1Θρ0 Grad Θ · ~qR ≥ 0 (4.87)
as well as the electrical conduction inequality
− 1
ρ0
Gradϕ ·~jR ≥ 0. (4.88)
The heat flux and the current density material relations are treated in Sect. 4.6.6.
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∂ΘΘ˙ + ψ˙ i. (4.89)
Inserting this result and the stress power decomposition Eq. (4.73) in the internal
dissipation inequality Eq. (4.86) results in
δ = −∂ψe
∂γ˘e
· ˙˘γe − sΘ˙ +
1
ρ0
S˘ · Mγ˘i +
1
ρ0
S˘ · Mγ˘Θ +
1
ρ0
S˘ · Mγ˘e −
∂ψ
∂ΘΘ˙ − ψ˙ i ≥ 0. (4.90)









γ˘e − LTi γ˘e − γ˘eLi. (4.91)
Inserting this relation and the simplified thermal part of the stress power (4.77)






· (LTi γ˘e + γ˘eLi)− sΘ˙ +
1
ρ0
















∂ΘΘ˙− ψ˙ i ≥ 0. (4.92)


































S˘ · Mγ˘i − ψ˙ i ≥ 0. (4.93)
This inequality has to be fulfilled for arbitrary thermodynamic processes. Therefore,
the terms in the parentheses are assumed to be zero. As a result, one obtains the
















The remaining part is given by
∂ψe
∂γ˘e








S˘ · Mγ˘i − ψ˙ i ≥ 0. (4.95)
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Due to the symmetry of the elastic strain tensor γ˘e = 12(C˘e − 1) and the property
of the scalar product A · (BC) = (BTA) ·C and due to the assumption of isotropic
elasticity, which implies γ˘e(∂ψe/∂γ˘e) = (∂ψe/∂γ˘e)γ˘e, the first part in the remaining
dissipation inequality can be replaced












S˘ · Mγ˘i − ψ˙ i ≥ 0. (4.96)
All quantities in the remaining inequality are transferred to the plastic intermediate
configuration χˆt. The stress power S˘ ·
M













into the plastic intermediate configuration
S˘ · Mγ˘i = (FˆΘSˆFˆ
T






Θ ) = (φ1Sˆφ1) · (φ−11
M
εˆiφ
−11) = Sˆ · Mεˆi. (4.98)






















Θ = εˆΘSˆ (4.100)
Inserting these transferred quantities into the remaining inequality yields
Di = (1 + 2εˆe + 2εˆΘ) Sˆ ·
M
εˆi − ρ0ψ˙ i ≥ 0. (4.101)
This expression can be further simplified with the relation




eΘFeΘ − 1) =
1
2(CˆeΘ − 1) (4.102)
CˆeΘ := FTeΘFeΘ, FeΘ := F˘eFˆΘ (4.103)
and the definition of the Mandel stress tensor
Pˆ := (1 + 2εˆeΘ)Sˆ = CˆeΘSˆ, (4.104)
leading to
Di = Pˆ ·
M
εˆi − ψ˙ i ≥ 0. (4.105)
If the inelastic part of the free energy (4.80) is inserted into Eq. (4.105), one obtains
Di = (Pˆ + ξM1) ·
M




r˙v − ρ0∂ψ i
∂ri
r˙i − ρ0∂ψ t
∂Ji
J˙i ≥ 0. (4.106)
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Additionally, a stress-like internal variable ξM is introduced, separating a hydrostatic
stress part, see [Bier and Hartmann, 2006] and [Bier, 2008]. The inequality is
decomposed into a creep, a kinematic, an isotropic and a tensile hardening part
Di = Dc +DK +DI +Dt ≥ 0. (4.107)
These parts are defined by
Dc = Pˆ ·
M
εˆc ≥ 0, DK = (Pˆ− ξM1) ·
M





DI = Pˆ ·
M
εˆi − ρ0∂ψ i
∂ri
r˙i ≥ 0, Dt = Pˆ ·
M
εˆi − ρ0∂ψ t
∂Ji
J˙i ≥ 0. (4.108)
4.6.3 Formulation of Evolution Equations
In the following, the evolution equations for the internal variables are derived. First,
the connection between the inelastic volume change and the relative density is shown.
Here, the assumption of small elastic strains leads to simplified transformations.
Subsequently, the plastic and the creep flow-rules are proposed, followed by an
introduction of the evolution equations for the characterization of the yield function
– namely the yield function parameters, which are the height of the function kM,
the center of the ellipse function ξM and the hardening in tensile direction It.
Connection between the Inelastic Volume Change and the Relative Density
The balance of mass (3.45) is divided by the density of the solid material ρsolid,
ρ
ρsolid
det F = ρ0
ρsolid
⇔ ρrel det F = ρ0,rel. (4.109)
In this relation, ρ0,rel := ρ0/ρsolid is the initial relative density at the beginning
of the experiment. In the limit case of full compaction, ρrel – which is the actual




det F + ρrel
d
dt det F = 0. (4.110)
Using the property
d
dt det F = (det F)F
−T · F˙1 = (det F) tr L = (det F) tr D (4.111)
with the spatial velocity gradient L = F˙F−1 and its symmetric part D one obtains
ρ˙rel = −ρrel tr D. (4.112)
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In the powder experiments, the volume change is mostly coupled to the inelastic
volume change and can be decomposed into the creep and plastic parts. For small
elastic and thermal deformations one can assume
det F ≈ det Fi = (det Fc)(det Fˇp) D ≈ Dˆi (4.113)
The following equation is used as an evolution equation for the relative density, see,
for example, in the work of Mähler and Runesson [2000] and Mähler and Runesson
[2003] and Frischkorn and Reese [2011] as well as Kebriaei et al. [2013]
ρ˙rel ≈ −ρrel tr Dˆi = −ρrel tr
M
εˆi. (4.114)
This concept is not followed here. The author’s opinion is that the density is directly
given by the mass balance, meaning that the deformation gradient determines the
relative density based on the density in the reference configuration, see Eq. (4.109).
In this work, the internal variable rv is used to describe the plastic volume change,














see Eq. (4.84). In the powder metallurgy community, the relative density plays an
important role. Hence, the connection between ρrel and the internal variable rv is
of interest. With the help of the property – once again neglecting the elastic and
the thermal deformation – one obtains
ρrel det F = ρ0,rel ⇔ det F ≈ det Fi = (det Fc)(det Fˇp) = ρ0,rel
ρrel
. (4.116)
Inserting Eq. (4.116) into Eq. (4.81) leads to





⇒ ρrel = ρ0,rel e−rv = ρ0,rel(det Fc)(det Fˇp)
. (4.117)
This equation is only valid if the elastic and thermal strains are negligible or have
minor influence on the volume change.
Assumption of Small Elastic Strains
In the investigated sintering process, the overall deformation is dominated by the
inelastic effects. The elastic strains are of the order of 10−3, whereas the inelastic
strains are of the order of 10−1. Therefore, the elastic strains can be assumed to
be negligible, which leads to a simplified theory, see [Lubliner, 2008, p. 490] and
[Casey, 1985]. Hence, the elastic Cauchy-Green tensor can be assumed to be close
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to unity, C˘e ≈ 1. The same concept is also used in [Quint, 2012]. According to
[Haupt, 2002, p. 473], the assumption of small elastic strains leads to simplified
transformations. The elastic deformation gradient can be represented with the
polar decomposition, Eq. (3.10), F˘e = ReUe. The stretch tensor is close to unity
Ue ≈ 1 and the elastic deformation gradient is equal to the elastic rotational tensor
F˘e ≈ Re. This means that there are small elastic strains and arbitrary rotations,
[Haupt, 2002, p. 473].
Based on this assumption, the Mandel stress tensor Eq. (4.104) can be simpli-
fied. First, the Mandel stress tensor is transformed into the thermal intermediate











e F˘eS˘ = C˘eS˘. (4.118)
With the assumption of small elastic strains, the Mandel stress tensor is equal to
the stress tensor in the thermal configuration
C˘eS˘ ≈ S˘. (4.119)
Plastic Flow-Rule
The inelastic flow-rule is additively decomposed into a creep flow rule and a plastic







In the stress power, the Mandel stress tensor can be simplified by assuming small
elastic strains, leading to
Pˆ · Mεˆi ≈ Sˆ ·
M
εˆi = Sˆ ·
M
εˆp + Sˆ ·
M
εˆc. (4.121)
The creep flow-rule is defined in the next section. Since an associative flow-rule
is successfully applied to model powder compaction in the works of [Mähler and
Runesson, 2003; Mähler and Runesson, 2000; Oliver et al., 2010; Frischkorn and














The first stress invariant and second stress deviator invariant are given by
Iˆ1i = tr Sˆ, Jˆ2i =
1
2 Sˆ
D · SˆD. (4.123)
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eg1/(ck) + eg2/(ck) (4.126)
∂g˜1
∂ Iˆ1i
= α(ˆI1i + 3ξ)√






































































The creep flow-rule will be defined in the creep intermediate configuration χˇt. Due
to negligible elastic strains, the Mandel stress tensor can be simplified. Therefore,
the stress power can be easily transformed to the intermediate creep configuration
P˘ ≈ S˘ ⇒ S˘ · Mγ˘c = Sˆ ·
M
εˆc = Sˇ ·
M
Γˇc (4.132)
The creep inequality equation reads
Dc = Sˇ ·
M
Γˇc ≥ 0 (4.133)
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The creep strain rate tensor as well as the stress tensor can be decomposed into a
volumetric and a deviatoric part






3(tr Sˇ)1 + gdSˇ
D
. (4.134)
The scalar functions gv and gd define the creep evolution. Inserting the decomposi-
tion into the creep inequality leads to






D · SˇD ≥ 0. (4.135)
The inequality can be fulfilled by assuming gv ≥ 0 and gd ≥ 0. In metals, the
creep mechanisms are connected to the second invariant of the stress deviator, see
[Naumenko et al., 2009] and [Naumenko, 2006]. The experiments in Sect. 2.5.4 show
that consolidation creep is present. The relative density increases at a constant
temperature and axial force, which is connected to a decrease of the volume.
Accordingly, the function gd is set to zero to assure that it is not assumed to be
dependent on the deviatoric stress state. As the creep process is a volumetric
phenomenon, a similar approach as in the work of Hofer and Kamlah [2005], Gan
and Kamlah [2007] and Gan [2008] is followed. In these works, a Drucker-Prager
cap model is used for the description of pebble beds in fusion blankets. Here, the
creep depends on the hydrostatic pressure p.
To fulfill the inequality requirement, the function gv has to be greater or equal
to zero. The creep behavior is mainly influenced by the temperature, whereas the
applied stress plays a minor role according to the experiments, see Sect. 2.5.4. For














1, Iˇ1c := tr Sˇ, (4.136)
where the brackets 〈·〉∗ ensure that the creep deformation vanishes in the case of
tensile loading. The function is defined as
〈x〉∗ =
{
0, x ≥ 0
−1, x < 0 (4.137)
Hydrostatic Kinematic Hardening
The hydrostatic kinematic hardening is described by the internal variable ξM,
i.e. the ellipse center can evolve, see Eq. (4.12) and Eq. (4.25). The dissipation
inequality in the case of kinematic hardening reads
DK = (Sˆ− ξM1) ·
M




r˙v ≥ 0. (4.138)
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e−bξrv − cξ2 r
2
v + ln(erv − ρrel) (4.139)
Here, aξ, bξ and cξ denote non-negative material parameters and ρ0,rel is the initial
relative density. The kinematic hardening variable ξM is defined by
ξM : = ρ0
∂ψk
∂rv
= aξe−bξrv − cξrv + 11− ρ0,rele−rv︸ ︷︷ ︸
ρrel
(4.140)
Using relation Eq. (4.117), the last term can be simplified to
ξM = aξe−bξrv − cξrv + 11− ρ0,reldetFi
(4.141)
The hardening variable ξM describes the evolution of the ellipse center point on
the hydrostatic axis I1. With positive material parameters, the value of ξM will be
always positive. The last term in the evolution equation can be seen as a limiting
term. If the determinant of Fi reaches the initial density ρ0,rel, ξM will tend to
infinity and the ellipse center will tend to minus infinity. Inserting ξM into the
dissipation inequality yields
DK =(Sˆ− ξM1) ·
M
εˆi + ξM1 ·
M
εˆi − ξMr˙v ≥ 0. (4.142)
















The first part is connected to the convexity of the yield function. According to
[Luenberger and Ye, 2008], a yield function is convex if






holds. The stress state is defined by x=ˆSˆ, and in the case of elastoplasticity,
F (Sˆ) = 0 holds. The hydrostatic kinematic hardening represents y=ˆξM1. Thus,
the invariants for y are given by Iˆ1i = 3ξM and Jˆ2i = 0. The yield function reads
F = F˜ (ˆI1i, Jˆ2i, kM, ξM, It,Θ). Inserting these quantities into Eq. (4.144) leads to
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Consequently, the first part of the inequality is fulfilled. The second term can be



















· Mεˆc = Sˆ ·
M
εˆc − ξM tr
M
εˆc = Sˇ ·
M
Γˇc − ξM13gvIˇ1c tr C
−1
p ≥ 0. (4.149)
The stress power is larger or equal zero according to Eq. (4.135) and the definition
of gv, which is always positive, see Eq. (4.196). In the second part, the hydrostatic
kinematic hardening variable ξM is always positive, Eq. (4.141). The first invariant
Iˇ1c is negative. If the trace is positive, the whole term will be zero due to the
Macaulay brackets in gv, see Eq. (4.196). The plastic Cauchy Green tensor is
positive definite. Therefore, its inverse is positive definite – and the trace is positive
too. As a result, the inequality is fulfilled.
The last term in Eq. (4.143) is fulfilled with the definition Eq. (4.82) and
Eq. (4.84).
Isotropic Hardening
The isotropic hardening describes the evolution of the yield stress in J2-direction
and will be connected to the height of the ellipse function k, see Eq. (4.12) and
Eq. (4.24). The inequality reads
DI = Sˆ ·
M
εˆi − ρ0∂ψ i
∂ri
r˙i ≥ 0. (4.150)
























































































































































The part connected to the creep on the left side will always be greater or equal to





Iˇ1c is positive or












Iˇ1c − s˙βkkM (4.162)
with the material parameters γk and βk.
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Hydrostatic Tensile Stress Hardening
During the sintering process, the powder material transforms into a solid material.
Due to this reason, the yield stress in tensile direction grows, which is proven by
the tensile experiments in Fig. 2.45a. The inequality reads
Dt = Sˆ ·
M
εˆi − ρ0∂ψ t
∂Ji
J˙i ≥ 0. (4.163)





This value defines the intersection of the yield function with the I1-axis, see Eq. (4.11).
For the strain energy function, the following approach is considered
ρ0ψ t(Ji) = −β t(Θ)ρrel
bt
ebtρ0,rel/Ji + I0Ji (4.165)
with an exponential dependence on Ji and a linear part. The hydrostatic tensile
stress hardening can be derived by
It = β t(Θ)
ρ20,rel
J2i
ebtρ0,rel/Ji + I0 (4.166)
In the evolution equation, β t(Θ) is a temperature dependent material function
and bt is a constant material parameter. For β t, the following ordinary differential
equation (ODE) is proposed
β˙ t = cβ(1− β t)〈Θ−ΘS〉 ⇔ β˙ t(t) + cβ〈Θ−ΘS〉β t(t) = cβ〈Θ−ΘS〉. (4.167)
Here, ΘS is the sintering temperature below which there is no increase in the tensile
yield stress. Equation Eq. (4.167) is a first-order ODE and its solution is given by
β t(t,Θ) = 1− exp (−cβ〈Θ−ΘS〉t) . (4.168)
The parameter cβ defines the slope of the curve. At its limit, β t reaches one. The
determinant of the inelastic deformation gradient reads
Ji = det Fi = (det Ci)1/2. (4.169)






(det Ci)C−1i · C˙i =
1
2(det Ci)
1/2C−1i · C˙i (4.170)
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This expression can be transferred to the inelastic intermediate configuration, see






By inserting this result into the inequality (4.163) – and with the help of the
flow-rule decomposition Eq. (4.120) and Eq. (4.121) – one obtains
Dt = Sˆ ·
M













· Mεˆc ≥ 0. (4.173)
The first summand of this inequality can be proved with the help of Eq. (4.144).
With the stress state x=ˆSˆ, the yield condition F (Sˆ) = 0 and y=ˆ(1/2)ItJi1 condition
(4.144) reads








In elastoplasticity, the yield function is always smaller or equal to zero, F˜ ≤ 0. As

















Hence, this part of the inequality is fulfilled. The second term can be written with
the help of Eq. (4.148) and Eq. (4.136) as(
Sˆ− 12ItJi1
)







tr C−1p ≥ 0 (4.176)
The stress power is positive or zero due to the flow rule, see Eq. (4.135) and
Eq. (4.136). The determinant Ji is always larger than zero. The hydrostatic






is negative or zero due to the brackets, see Eq. (4.137). Due to the positive
definiteness of the tensor Cp, the trace of its inverse is positive. Therefore, the
inequality is satisfied.
4.6.4 Elasticity Relation
For the evaluation of the potential relation for the stress tensor, Eq. (4.94), the
definition of the elastic strain energy is required. It is defined by
ρ0ψe(C˘e) = U(Je) + v(Ie¯) (4.177)
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J5e + J−5e − 2
)
, and v(Ie¯) =
G
2 (Ie¯ − 3) , (4.178)
where K is the bulk modulus and G the shear modulus. Ie¯ is the first invariant of
the unimodular elastic right Cauchy-Green tensor C˘e




For the isochoric part v(Ie¯) of the elastic free energy, a Neo-Hookean type is chosen.
For the dilatory part U(Je), the relation proposed by Hartmann and Neff [2003] is
used, which depends on the elastic deformation gradient Je := det F˘e. The stresses


























where C˘De := C˘e − 1/3(tr C˘e)1 is the deviator of the elastic right Cauchy-Green
tensor. The Mandel stress tensor in the intermediate configuration reads















Due to the assumption of small elastic strains, the stress tensor is linearized at
C˘e = 1, leading to
S˘ = K2
(
tr C˘e − 3
)
1 +GC˘De . (4.183)
The back-transformation to the inelastic configuration results in











with K as the bulk and G as the shear modulus. φ originates from the linear
thermal expansion, see Eq. (4.66).
4.6.5 Transformation into Reference Configuration
In general, the material can be evaluated and integrated in any configuration. The
time integration and the numerical computation of the constitutive model should
maintain the material frame-indifference, see [Simo and Hughes, 2000, p. 276].
The reference configuration has the advantage that it is fixed. For this reason, all
constitutive equations are transformed into the reference configuration in which




The elasticity relation Eq. (4.183) can be expressed by the relations























C−1i CC−1i − 13 tr(CC−1i )C−1i
)
. (4.187)





































The creep flow-rule in the reference configuration can be derived by










The first stress invariant expressed with quantities in the reference configuration
reads
Iˇ1c = tr Sˇ = tr(FcT˜FTc ) = tr(CcT˜). (4.191)
By definition, the creep Cauchy-Green tensor Cc is assumed to be an identity tensor
at t = t0
Cc(t = t0) = 1. (4.192)
As a result, the creep Cauchy-Green tensor is an identity tensor times a scalar. It
can be written as
Cc = fc1, C˙c = f˙c1. (4.193)
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A linear temperature dependence is assumed with the creep material parameters
Ac ≥ 0 and c∞ > 0.









This equation can be reformulated as






∗ , b := ac∞ (4.198)
As this is an ordinary differential equation, it can be solved based on the assumption
that the coefficients a and b are constant. This differential equation of first order
can be solved analytically with the initial value fc(t0) = 1 and the solution is given
by




1− ea(t−t0)) , f˙c(t) = aea(t−t0) − bea(t−t0). (4.199)
The initial slope of the creep variable fc is given by a− b = a(1− c∞) and can be
controlled by the material parameter Ac. The coefficient a can be negative or zero
due to the brackets 〈x〉∗. Due to the structure of the ODE, the function reaches a
saturation value, which is given by b/a = c∞, see Fig. 4.20.
Plastic Flow-Rule
The plastic flow-rule can be transformed into the reference configuration by
E˙p =
1
2(C˙pc − C˙c) =
1
2(
˙fcCp − f˙c1) = 12(f˙cCp + fcC˙p − f˙c1) (4.200)
⇒ C˙p = 1
fc












Figure 4.20: Evolution of creep variable fc
































FTpcFpc = Ci = fcCp, FTpcC˘eFpc = FTpc(F−TΘpcCF−1Θpc)Fpc = 1/φ2C (4.204)
together with the expression Eq. (4.185), the deviatoric part of the stress tensor in







































































Hence, the plastic flow depends on the temperature, on the right Cauchy-Green
tensor and also on the creep deformation.
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Isotropic Hardening













tr Sˆ + ∂F
∂Jˆ2i
Sˆ · SˆD. (4.208)























gvIˇ21c − ΛχβkkM. (4.210)
Here, the invariants have to be expressed in the reference configuration. The first
invariant Iˆ1i can be transferred according to
Iˆ1i = tr Sˆ = tr(FiT˜FTi ) = tr(CiT˜). (4.211)
The first invariant Iˇ1c is given by Eq. (4.191). The second invariant of the stress




D · SˆD = 12
(











Hydrostatic Kinematic Hardening and Tensile Stress Hardening
Both in the evolution equation for the hydrostatic kinematic and for the tensile
stress hardening, there are only scalar values. The internal variable rv is given by
rv = ln(det Fi) =
1




c det Cp), (4.213)
i.e. the determinant Ji reads







4.6.6 Constitutive Equation for Heat Flux and Current Density
Vector
The inequality (4.85) has to be fulfilled by constitutive relations. A well-established
equation for the connection between the heat flux vector and the temperature is
Fourier’s model
~q = −κth(Θ, ρrel) grad Θ. (4.215)
133
4 Material Model
Table 4.2: Summary of constitutive model formulated with quantities relative to
intermediate configurations
Elasticity Relation defined on χ˘t
S˘ = K2
(
tr C˘e − 3
)
1 +GC˘De (4.183)
















, F˜ = 0 ∧ ˙˜F ≥ 0 (4.122)




































Iˇ1c − s˙βkkM, F˜ = 0 ∧ ˙˜F ≥ 0
(4.162)
Hydrostatic Kinematic Hardening on χˆt









ebtρ0,rel/Ji + I0, β˙t = cβ(1− βt)〈Θ−ΘS〉 (4.166, 4.167)
Abbreviations
Iˆ1i = tr Sˆ, Jˆ2i =
1
2 S˘
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C−1i CC−1i − 13 tr(CC−1i )C−1i
)
(4.187)












































Cc = fc1, f˙c(t) =
2


































F˜ = 0 ∧ ˙˜F ≥ 0
(4.210)
Hydrostatic Kinematic Hardening






2 ln(det Ci) (4.141, 4.81)
Hydrostatic Tensile Hardening
It = βt(Θ)ρ2relebtρrel + I0, β˙t = cβ(1− βt)〈Θ−ΘS〉 (4.166, 4.167)
Abbreviations








, Ci = fcCp (4.211, 4.212, 4.204)
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Here, κth represents the thermal conductivity5, which has to be positive to fulfil
the inequality provision. There exist also other models for the heat flux vector, but
it is possible to use Fourier’s model for technically relevant time and length scales
in metals, see [Helm, 2001, p. 62] and the discussion therein.
The heat flux vector in the reference configuration can be obtained with the
relation grad Θ = F−T Grad Θ and the help of Eq. (3.40) by
~qR = −κRth Grad Θ = −κth(Θ, ρrel)(det F)C−1 Grad Θ (4.216)
where the heat conductivity in the reference configuration is a positive definite
tensor of second order for κth > 0
κRth = κth(Θ, ρrel)(det F)C−1, (4.217)
The experiments in Sect. 2.6.2 show that the thermal conductivity depends on the
relative density and on the temperature. According to the measurements, a linear
dependence on the temperature and a tanh-dependence on the relative density are
assumed






with the material parameters aΘ, bΘ, cΘ, dΘ and eΘ.
For the connection between the electric current density ~j and the electrical field
~E = − gradϕ, Ohm’s model is chosen
~j = κel(Θ, ρrel) ~E = −κel(Θ, ρrel) gradϕ. (4.219)
In the measurements of electrical conductivity, a dependence on the temperature
and the relative density can be observed. According to [Montes et al., 2003], a
quadratic dependence of the relative density on the electrical conductivity is chosen
κel(Θ, ρrel) = ρ2relκ˜el(Θ) = ρ2rel(aϕΘ−bϕ − cϕ). (4.220)
A power-law dependence is assumed for the temperature-dependence. The material
parameters to be identified, are aϕ, bϕ and cϕ.
In order to prove the inequality (4.88), the current density is expressed in the
reference configuration with gradϕ = F−T Gradϕ and the help of Eq. (3.40) by
~jR = κRel ~ER = −κRel Gradϕ = −κel(Θ, ρrel)(det F)C−1 Gradϕ, (4.221)
with the electrical conductivity tensor κRel denoted by
κRel = κel(Θ, ρrel)(det F)C−1. (4.222)
5It has the unit W/(mK)
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4.7 Derivation of Heat Conduction Equation
The local form of the balance of energy describes the transfer of thermal energy
within a body. This relation connects the mechanical and electrical power with
the internal and kinetic energy of a body. The flow of thermal energy in a body
is known as heat conduction. Fourier’s model describes the heat transport from
hot temperature regions to cold areas by the heat flux vector. Additionally, the
heat can be transferred due to convection, which describes the transport by the
movement of fluids. Another transport phenomenon is radiation, which can be seen
as energy emitted by matter as electromagnetic waves. In solids, convection and
radiation are surface phenomena, which are incorporated by the heat flux over the
boundary.
The heat conduction equation can be derived by the local form of the balance of
energy (3.101b), where the internal energy is replaced by e = ψ + sΘ, Eq. (3.105),
and the result is given by
ψ˙ + s˙Θ + sΘ˙ = 1
ρ0
T˜ · E˙ + 1
ρ0
~ER ·~jR − 1
ρ0
Div ~qR + r. (4.223)




~ER ·~jR − 1
ρ0
Div ~qR + r + δ. (4.224)
The entropy is given by Eq. (4.94) and depends on the elastic right Cauchy-Green
tensor C˘e, the internal variables ri and rv as well as on the inelastic determinant Ji















Inserting this equation into Eq. (4.224) yields
Θ ∂s

















~ER ·~jR − 1
ρ0
Div ~qR + r.
(4.226)
With the heat production due to internal dissipation






















the heat conduction equation can be written as
cpΘ˙ = w +
1
ρ0
~ER ·~jR − 1
ρ0
Div ~qR + r. (4.229)




see also [Jansohn, 1997, p. 33]. The thermal part of the free energy ψΘ is proposed
to represent the thermal behavior of the DSC-measurements in Sect. 2.6.1. In these
experiments, a linear dependence of the heat capacity is observed, and the following









is chosen. This leads to the linear temperature-dependence
cp(Θ) = cp0 (1 + cpS(Θ−Θ0)) (4.232)
with the material parameters cpS and cp0. The heat capacity at room temperature
is represented by cp0 as long as Θ = Θ0 holds. Inserting the electrical field
~ER = −Gradϕ and Fourier’s model (4.216) into the heat conduction equation
(4.229) yields
cp(Θ)Θ˙ = w − 1
ρ0
Gradϕ ·~jR − 1
ρ0
Div(−κRth Grad Θ) + r. (4.233)
In the FAST-experiments, no further volumetric heat sources are present. Hence,
the volumetric heat source r can be neglected. By inserting Ohm’s model into the
heat equation, one obtains
cp(Θ)Θ˙ = − 1
ρ0
Div
(−κRth Grad Θ)+ rel. (4.234)
The term rel, the volumetric heat source originating from the electrical field, is
known as Joule heating, see [Landau et al., 2008]. The source of Joule heating
originates from charged particles moving through a medium. Due to collisions, their
kinetic energy is transferred to heat, [Zohdi, 2012b],
rel := − 1
ρ0
Gradϕ ·~jR = 1
ρ0
κRel Gradϕ ·Gradϕ. (4.235)
This represents the electrical energy that is converted into heat. It is assumed that
the heating of the FAST tool system and the powder is caused mainly by this effect,
so that the mechanical dissipation δ can be neglected.
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In this chapter, the parameters for the constitutive model developed in Chap. 4
will be identified from the experiments of Chap. 2. On the one hand, the thermo-
mechanical behavior has to be identified. On the other hand, it is necessary to
determine the thermo-electrical properties such as heat capacity, the thermal and
the electrical conductivity. This will be done for the copper powder material as well
as the graphite material. Furthermore, the thermal as well as the electric contact
conductance are obtained from experiments and data from the literature.
First of all, the parameter identification procedure is described. Within this
procedure, the three-dimensional material model is reduced to a homogeneous
constrained compression case, and a least-square method is used to minimize the
residuals between the material model response and the experimental data leading
to the identified parameters. It is not possible to measure the radial stress in
the sintering experiments. With the help of the proposed model, see Sect. 2.4.6,
the radial stresses can be derived, and the parameters for the material model are
determined together with the identification algorithm.
5.1 Identification Procedure
For the identification procedure, it is advantageous to use the stress algorithm
developed for three-dimensional finite element programs. In the case of homogeneous
deformations such as tension/compression or plane stress conditions, the boundary
conditions lead to constraints like zero stresses or strains in a specific direction.
For constitutive models of evolutionary type, these constraints – together with the
evolution equations, which are first order ordinary differential equations – yield
a differential-algebraic equation system (DAE-system). This will be solved by
diagonally implicit Runge-Kutta methods and the Multilevel-Newton algorithm.
In the sintering experiments in Chap. 2, the axial stress is prescribed. Due to
the surrounding die, the radial strains are zero and lead to radial stresses. The
deformation gradient F, together with the Green strain tensor E = (1/2) (C− 1)
and the stress state, are given by
F =
λ 0 00 1 0
0 0 1
 E = 12
λ2 − 1 0 00 0 0
0 0 0
 T =
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The tensor T represents the Cauchy stress tensor. The reduction of a three-
dimensional material model to this laterally constrained compaction loading path
will not be explained here. A detailed description can be found in [Krämer et al.,
2015], where it is shown that so-called filter matrices can be introduced for the
reduction – and that various stress-strain states can be applied easily. As a result,
one is able to verify a material model without the overhead of a full finite element
program. Additionally, the same three-dimensional material routines can be used
for all programs.
In this work, the material model reduction is used in combination with the
material parameter identification. Furthermore, measures to ensure the quality of
the identification are investigated.
The following statements are summarized from the work of Haupt [2002]. A
constitutive model can be seen as a set of mathematical equations describing the
essential material behavior. It is not the aim of the theory to develop a universal
material model for all observable phenomena. Instead, the aim is to develop a
model for a certain range of applications in order to represent the most important
phenomena. In general, a material model should not only reproduce the material
behavior of specific tests, moreover it should be able to represent general three-
dimensional deformation processes beyond the specific behavior in the laboratory
experiments. The material parameters of a constitutive model have to be identified
by practicable experiments. In this sense, the test specimen can be seen as an
operator, Fig. 5.1. The input can be stresses and the temperature and the output










Figure 5.1: Specimen as operator according to [Haupt, 2002]
performed. It is assumed that the sintering experiments lead to a homogeneous
stress strain state, see App. 4. The question is how the material parameters can be
identified from the experiments in Chap. 2. The response of the material model
for a prescribed axial stress and temperature is fitted to the experimental data by
means of identifying the material parameters. In practice, a least-square method is
applied to minimize the sum of the squares of the residuals between the material
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Figure 5.2: Schematic fit of material model to experimental data
In the following, the material parameter identification procedure is described
for completeness. For a detailed description, it is referred to [Krämer et al., 2015].
The whole identification procedure is shown in Fig. 5.3. The experimental data is
assembled in the vector d∈ Rnd , dˆi, with the number of experimental data nd from
one or several experiments. The material model responses sˆ = s(κ, t), sˆi = s(κ, ti)
are given by the solution of the DAE-system, see Fig. 5.3, at discrete time values
ti, depending on the vector of material parameters κ∈ Rnκ . nκ is the number of
parameters and κ0 are the initial parameters estimated by the user. The vectors s
and d contain the axial stretch as well as the radial stresses. The residual vector
r(κ) is defined as the difference between the material model response and the
experimental data
ri(κ, ti) = s(κ, ti)− di → r(κ) = s(κ)− d, (5.2)
where a linear interpolation of the model data to the experimental data at the
given time ti is performed. As a result, the difference over the time is calculated.
The goal is now to reduce the residual vector by means of modifying the material
parameters κ. In this sense, a trust-region-reflective algorithm from Matlab is used





(rT (κ)r(κ)) = min
κ∈Rn
({s(κ)− d}T{s(κ)− d})  κ∗ (5.3)
The material parameters are changed until a certain abort criterion is fulfilled, e.g.
‖r(κk)‖2 ≤ tolr or ∆κk ≤ tol∆. The optimization loop is marked in Fig. 5.3 by the
orange arrows. As a result, one obtains the identified material parameters κ∗.
For example, some of the material parameters should be positive. Therefore,
constraints are introduced for the minimum κmini and maximum value κmaxi ,i =
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Minimization with Trust-Region-Reflective 
algorithm with the constraints 






Material model reduction 






Figure 5.3: Material parameter identification procedure
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1, . . . , nκ, of each parameter. The optimization problem reads
min
κ∈Rnκ
‖r(κ)‖22 subject to κmini ≤ κi ≤ κmaxi , i = 1, . . . , nκ. (5.4)
With the identified parameters at hand, the question is how well the material model
responds to the experimental data. In the field of linear least-square problems, there
exist measures for the optimization quality. The measures used in this work are: the
confidence interval, the correlation coefficient and the coefficient of determination.
It should be mentioned that all these quantities are derived from a linear theory –
but it is assumed that they can give an indication for the quality of the fit. These
measures are introduced in the following.
Confidence Interval
Based on the nonlinear model, a linearization around the identified parameters κ∗
is performed
r(κ∗) = r(κ) + J(κ∗)(κ∗ − κ), (5.5)
J(κ) = dr(κ)/ dκ∈ Rnd×nκ represents the Jacobian. The covariance matrix P can
be approximated by
P ≈ σ2 [JT(κ∗)J(κ∗)]−1 , σ2 = rT (κ)r(κ)
nd − 1 , (5.6)
see [Brandt, 1999]. σ is the standard deviation and σ2 the variance. The covariance
measures the dependence of two material parameters on each other. With the
covariance matrix, the confidence interval of the material parameter κi is given by
the square root of the diagonal element
√
Pii, see [Kreißig et al., 2001]. Thus, one
obtains
κconf = κ∗ ±∆κ∗, ∆κ∗i =
√
Pii, i = 1, . . . , nκ. (5.7)
Correlation Matrix
Another measure is the correlation coefficient, which describes the dependence of the
parameter κi on the parameter κj. The correlation coefficient ranges from −1 to 1.
If two parameters are strongly correlated, this means that the optimization did not
serve to identify these parameters independently – and that a linear combination
takes places, see [Tarantola, 2005]. The correlation matrix R can be computed with
the help of the covariance matrix by





, R∈ Rnκ×nκ . (5.8)
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Coefficient of Determination
The R2-value measures how well the model fit corresponds to the experimental
data. The value lies in the interval [0, 1]. If the R2-value were to reach one, this
would resemble a perfect fit and could also be seen as an indicator for the quality













The numerator is the sum of the squared residuals and the denominator is the sum
of the squared difference between the experimental data di and its mean value d¯.
5.2 Parameter Identification of the
Thermo-Mechanical Behavior of Copper Powder
The parameters of the material model, see Tab. 4.3 and Tab. 4.1, have to be
identified by the sintering experiments in Sect. 2.5 and are described in Tab. 5.2.
The experiments, which are used for the parameter identification, are shown in
Tab. 5.1. The identified parameters from the particular experiment have a gray
background, whereas the previously identified and fixed parameters are denoted by
an asterisk.
Table 5.1: Material parameter identification procedure
Experiments Identified parameters
[Carnavas, 1996] E ν










ξ mk mξ ΘS
Creep experiments E∗ ν∗ γ∗k a∗ξ b∗ξ c∗ξ m∗k m∗ξ Θ∗S Ac c∞
5.2.1 Elasticity Parameters
In the elasticity relation, Eq. (4.187), the bulk and shear modulus have to be
determined. In the work of Carnavas [1996], the Young’s modulus and the Poisson
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In the elasticity relation, Eq. (4.187), the bulk K
and shear modulus G have to be determined.
αΘ, Θ0 Thermal
Expansion
The parameter αΘ describes the linear thermal




The material parameter Ac describes the general
creep behavior, Eq. (4.196), and is connected to
the linear temperature dependence. c∞ denotes
the saturation value for the creep deformation.
βk, γk Isotropic
Hardening
The material parameters describing the isotropic
hardening variable kM are βk and γk, Eq. (4.210).
aξ, bξ, cξ Hydrostatic
Kinematic
Hardening
The hydrostatic kinematic hardening variable ξM,
Eq. (4.141), is connected to the middle point of the
ellipse yield function and its evolution is described
by aξ, bξ and cξ.
bt, I0, ΘS, cβ Hydrostatic
Tensile
Hardening
Below the sintering temperature ΘS, no increase in
the tensile yield stress occurs, which is controlled
by the parameter β t, Eq. (4.167). This parameter
is between 0 and 1 and the slope in the evolution
equation is controlled by cβ. The evolution of the




Due to the temperature, the yield function shrinks
exponentially, which is described for the yield
stress k by the material parameter mk, Eq. (4.24).
mξ, ΘS Yield
Function
The exponential yield function shrinkage is de-
scribed for the hydrostatic kinematic hardening
variable ξ by the parameter mξ, Eq. (4.25).
r Yield
Function
The intersection between the elliptic and the ex-
ponential part of the yield function is defined by
r, see Fig. 4.8 and Eq. (4.17).
c Yield
Function
For the interpolation concept, Eq. (4.18), between
the elliptic and the exponential part of the yield
function, the parameter c controls the sharpness
at the intersection point.
ρ0,rel The initial relative density has to be prescribed
and can be taken from the experiments.
ρsolid In the heat equation, the density of the material oc-
curs and is computed by ρ = ρrelρsolid. The density
of bulk copper is given by ρsolid = 8920 kgm−3.
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ratio for spherical, dendritic and irregular shaped copper powder are determined,
as shown in Fig. 5.4a and Fig. 5.4b. Additionally, the values for bulk copper,
E = 1.2× 105 MPa and ν = 0.35 reported in [Carnavas, 1996] are shown. Bier
[2008] used the constant values E = 1.98× 104 MPa and ν = 0.1949.
The Young’s modulus and the Poisson ratio both show an increasing behavior
with increasing relative density. Since the sintering experiments show that only a
small elastic region is present and the main part is inelastic, constant values are
used in this work. Furthermore, it is not common to perform cyclic experiments
in sintering. If necessary, it is possible to incorporate the change of the elastic
parameters due to the process by a dependence of K and G on det F. In this work,
the parameters are chosen to be constant and are given by E = 6× 104 MPa and
ν = 0.25. The bulk and shear modulus can be calculated from the Young’s modulus
and the Poisson ratio by
K = E3(1− 2ν) = 4× 10









































(b) Poisson ratio over relative density
Figure 5.4: Young’s modulus and Poisson ratio for spherical, dendritic and irregular
shaped copper powder particles, taken from [Carnavas, 1996].
5.2.2 Thermal Expansion
It is necessary to determine the thermal expansion coefficient for the linear
thermal expansion behaviour. This can be achieved by the dilatometer exper-
iments reported in Sect. 2.5.5. The identified thermal expansion coefficient reads
αΘ = 1.5× 10−5 K−1, see Fig. 5.5.
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Figure 5.5: Measured thermal expansion behavior of copper powder and fitted linear
thermal expansion from dilatometer experiments reported in Sect. 2.5.5
5.2.3 Inelastic Parameters for Cold Compaction
The inelastic parameters describing the shape of the yield function are the kinematic
hardening parameters aξ, bξ and cξ as well as the isotropic hardening parameters
βk and γk. These parameters are identified by a monotonic compaction experiment
at room temperature. The axial stress over the time is prescribed and shown in
Fig. 5.6a. Since in the sintering experiments the axial stress (compressive pressure)
is always negative, the negative sign is omitted. Because a strong correlation
between the parameters γk and βk is observed during the identification process, the
parameter βk is excluded and set a priori to βk = 0.01. Each of the experiments
is modified, due to the fact a precompaction with a force of approximately 2.5 kN
is applied in the FAST-machine – and because no force and displacement data is
recorded during the precompaction. In order to obtain a continuous loading path,
the data is modified to reach an axial force of 2.5 kN in 10 s. The precompaction and
the initial height measurement is described in Sect. 2.2 and illustrated in Fig. 2.7.
The initial yield stress due to the precompaction is chosen to be kM(t0) = 5MPa.
During the parameter identification, the difference between the experimental axial
stretch as well as the radial stress and the model response is minimized. The results
are shown in Fig. 5.7a. The experiments are denoted by dots and the material
model is indicated by solid lines. In the following, the stress over the relative density
is shown – since the relative density is the main quantity to describe the sintering
experiments. The axial and radial stresses over the relative density are shown in
Fig. 5.7b. With a correlation coefficient of R2 = 0.9989, the model appears to fit
the experiments very well. The identified values with their confidence intervals are
reported in Tab. 5.3.
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(b) Shape of yield function. The lines show
the yield function F = 0 at different axial
stresses.



























(a) Comparison of radial stresses and axial stretch






















(b) Stresses over relative density
Figure 5.7: Adapted material model to cold compaction experiment
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Table 5.3: Identified inelastic parameters
γk aξ bξ cξ
MPa−1 MPa − MPa
initial 50 2 1 20
identified 26.7 1.41 2.45 38.9
conf. interval 4.54 0.469 3.82 13.1
The correlation matrix reads
R =

γk aξ bξ cξ
γk 1.00 −0.06 0.23 0.42




It can be observed that the parameters bξ and cξ are inversely correlated to each
other on the basis of the experiments used for the parameter identification process.
Apart from that, there seem to be no other strong correlations between the other
parameters.
5.2.4 Yield Function Temperature-Dependence
The yield function shrinkage with increasing temperature is described by an expo-
nential dependence. The ellipse height decreases with increasing temperature, see
Fig. 4.12. The slope of the exponential decrease is described by the parameter mk.
The parameter mξ is connected to the decrease of the ellipse center ξ for increasing
temperature. Below the sintering temperature ΘS, no temperature shrinkage occurs.
These three parameters are identified by monotonic loading experiments at the
different temperatures Θc =200 ◦C, 300 ◦C, 500 ◦C and 700 ◦C. In these experiments,
the temperature is applied at first, see Fig. 5.8a. Subsequently, the axial stress is
monotonically prescribed, Fig. 5.8b. The elasticity parameters and the inelastic
parameters are used for parameter identification, see Tab. 5.1. The difference
between the four experiments and the material model response is minimized, and
the resulting material parameters are given in Tab. 5.4. The material model fit-
ted to the experimental data is shown in Fig. 5.9. With the coefficient given by
R2 = 0.9972, it represents the experimental data well. The radial stresses over the
relative density – which show a good agreement too – are shown in Fig. 5.10.
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(b) Prescribed axial stress













































(b) Relative density over temperature
Figure 5.9: Fit of material model (solid lines) to the experimental data (points)
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Figure 5.10: Fitted material model to the radial stresses computed by the proposed
model Eq. (2.20)
Table 5.4: Identified yield function parameters
mk mξ ΘS
◦C−1 ◦C−1 ◦C
initial 3.00× 10−3 5.00× 10−3 180
identified 3.55× 10−3 4.65× 10−3 151
conf. interval 1.43× 10−5 2.22× 10−5 0.713
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First of all, the general creep behavior is studied for a creep experiment at 300 ◦C
and a dwell force of 25 kN. In the first step, the temperature is increased. Then, the




































Figure 5.11: Loading path of creep experiment for Fc = 25 kN and Θc = 300 ◦C
equations, the experimental data can be very well represented for the axial stress
over the relative density as well as the relative density over the time, Fig. 5.12. The
radial stress computed by the material model and the radial stresses computed by
Eq. (2.20) show a deviation, see Fig. 5.13a. The radial stress from the material
model increases during loading and decreases during the creep period. This can
be explained by the creep variable fc shown in Fig. 5.13b. The creep volumetric
deformation can be computed by
Cc = fc1 ⇒ Fc =
√
fc1. (5.11)
Since a volumetric creep phenomenon is assumed, the powder shrinks in all directions
and the radial stresses decrease. The computed radial stress increases, but this
cannot be validated by experimental measurements. It is also possible that the
radial stresses decrease due to the temperature. Nevertheless, it is possible to give
a good description of the axial deformation behavior and the relative density.
The creep parameters Ac and c∞ are determined by creep experiments at the
different temperatures 25 ◦C, 200 ◦C and 300 ◦C and the consistent axial dwell force
152































 0  2000  4000  6000  8000







(b) Relative density over time
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(b) Creep variable over time
Figure 5.13: Comparison of radial stresses and the evolution of the sintering variable
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of 25 kN. The results of the fit are shown in Fig. 5.14 with the fitted parameters
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(b) Relative density over time
Figure 5.14: Comparison of creep experiments at Θc=25 ◦C, 200 ◦C and 300 ◦C and
Fc = 25 kN with fitted material model (solid lines)
5.2.6 Tensile Stress Evolution
As a result of the sintering, the yield stress in tensile direction grows as reported in
Sect. 2.5.6. Cold compacted specimens show a low resistance/yield stress in tensile
direction and the parameter I0 is set to 1MPa. In the tensile yield stress hardening,
Eq. (4.166), the parameter bt has to be identified. This parameter is fitted with the
help of the tensile experiments, and the fit is shown in Fig. 5.15 with bt = 5.01. The
parameter cβ defines the slope of the sintering variable β t. This sintering variable
controls the tensile stress evolution and ranges from 0 to 1. Below the sintering
temperature ΘS, there is no evolution of β t. The tensile specimens were produced
at a dwell temperature of 500 ◦C. Due to this reason, the parameter cβ cannot be
identified and is set to a small value of 7× 10−5 K−1. Future research work could
focus on investigating the yield stress for specimens produced under the same axial
force but with different dwell temperatures. A summary of all identified parameters
is given in Tab. 5.5.
5.3 Predictions
It is of interest to investigate the material model behavior beyond the experiments





























Figure 5.15: Fit of tensile hardening to experiments
Table 5.5: Identified parameter for the thermo-mechanical behavior of copper
K G αΘ βk γk aξ
MPa MPa K−1 - - MPa
4.00× 104 2.40× 104 1.51× 10−5 0.01 26.71 1.41
bξ cξ bt I0 ΘS cβ
- MPa - MPa K K−1
2.45 38.91 5.01 1.00 151.36 7.00× 10−5
mk mξ Ac c∞ ρsolid
K−1 K−1 MPa - kgm−3
3.55× 10−3 4.65× 10−3 3.50× 10−6 0.90 8920
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compared to different experiments. First, the force-rate dependence is investigated.
In a second step, the instationary creep experiments are compared, where first
the force and then the temperature is applied. Furthermore, creep experiments at
500 ◦C and 700 ◦C are investigated.
5.3.1 Force-Rate Dependence
The force-rate experiments are described in Sect. 2.5.2. In Fig. 5.16a, the ex-
periments at Θc = 300 ◦C show a larger force-rate dependence than the material
model. At Θc = 700 ◦C, the material model shows a smaller force-rate dependence
than in the experiments. A possibility to improve the material model would be
a Perzyna-type viscoplasticity model, where F > 0 is admissible and the plastic
multiplier is calculated by Λ = 1/η〈F/σ0〉r. The drawback in this case would be
the separation between the rate effects given by the creep deformation and the
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(b) Axial stress over relative density at Θc =
700 ◦C
Figure 5.16: Force-rate experiments at different temperatures
5.3.2 Instationary Creep
In these experiments, the force is increased first – followed by an increase in
temperature with a temperature rate of Θ˙ = 50 ◦Cmin−1, Fig. 5.17. Four different
force levels are investigated: 2.5 kN, 5 kN, 15 kN and 25 kN. Here 2.5 kN is the
lowest possible axial force in the FAST-machine. Fig. 5.18 shows the predictions of
the material model. The prediction for the experiment with Fc = 2.5 kN shows an
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(b) Prescribed axial stress
Figure 5.17: Loading path of experiments for the identification of the temperature
dependent yield function
the material model for the experiment with Fc = 5 kN shows an underestimation.
In general, the predictions indicate a good agreement – especially at the higher
forces Fc = 15 kN and Fc = 25 kN. The cold compaction part of the experiment
and prediction is shown in Fig. 5.18a, also with a very good agreement.
5.3.3 Creep
The creep evolution equations are fitted to experiments for temperatures between
Θc = 25 ◦C and Θc = 300 ◦C with a dwell force of 25 kN. For prediction, creep
experiments at Θc = 300 ◦C and different dwell force values are used, Fc=5 kN
and 15 kN. The loading conditions are the same as shown in Fig. 5.11. First, the
temperature is raised, followed by applying the axial force. The material model
underestimates the creep behavior for these experiments, which is shown in Fig. 5.19.
For further predictions, creep experiments at Θc = 500 ◦C and Θc = 700 ◦C are
used at different force levels. The loading path for these experiments is shown in
Fig. 5.20. First, the temperature is raised and kept constant, while the force is
increased up to its constant level where it is held for 2h. The predictions of the
material model show a good agreement for the axial stress over the relative density
in Fig. 5.21a. The relative density is underestimated for Fc = 5 kN in Fig. 5.21b.
For higher force values, the material model shows a very good agreement with the
experiments. For the same axial stress, the material model predictions of the creep
experiments at Θc = 700 ◦C show a higher relative density than the experiment in
Fig. 5.21c.
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(b) Relative density vs. temperature
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Exp. Fc = 15 kN
Exp. Fc = 5 kN
(b) Relative density over time
Figure 5.19: Comparison of creep experiments at Θc = 300 ◦C and Fc=5 kN, 15 kN





































Exp. Fc = 25 kN
Exp. Fc = 15 kN
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Exp. Fc = 25 kN
Exp. Fc = 15 kN
Exp. Fc = 5kN
(b) Θc = 700 ◦C
Figure 5.20: Loading path for creep experiments at Θc = 500 ◦C and Θc = 700 ◦C
The predicted relative density for all different force values reaches a maximum
value of one. In the experiments, the relative density lies between 0.94 and 0.99
and, thus, also shows a good agreement.
5.4 Summary
In general, the parameter identification shows that the material model is able to
give a very good representation of the material behavior of the copper powder
during sintering. The elasticity parameters are identified by experiments described
in Carnavas [1996] and are assumed to be constant. Process-dependent elasticity
parameters can be a further improvement for the model – but for the investigated
sintering experiments, the constant parameters are sufficient. The linear thermal
expansion behavior is identified with the help of the dilatometer experiments,
see Fig. 5.5. The cold compaction experiments are used to identify the inelastic
parameters, which describes the evolution of the yield surface. The model represents
the experiments very well, see Fig. 5.7. The shrinkage behavior of the yield
function with increasing temperature is adapted to sintering experiments at different
temperatures. The material model also offers a good description of this specific
behavior and of the vanishing deformation at ρrel ≈ 1, Fig. 5.9.
The material model can be conveniently adapted to the creep experiments at
different temperatures and the same axial force, see Fig. 5.12. Further improvements
can be made for the radial stress identification, see Fig. 5.13a. It should be mentioned
that the radial stresses cannot be measured and are thus computed by a model.
Besides, the tensile stress hardening is identified by tensile tests with sintered
specimens, and the model is able to represent the experiments very well.
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l Exp. Fc = 25 kN
Exp. Fc = 15 kN
Exp. Fc = 5 kN
(d) Relative density over at Θc = 700 ◦C
Figure 5.21: Prediction of creep experiments at Θc = 500 ◦C and Θc = 700 ◦C
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5.5 Parameter Identification of Thermo-Electrical Properties
The predictions show how the material model behaves beyond the experiments
used for the parameter identification. As the force-rate experiments cannot be
represented by the model very well, this would be a point for further improvement
of the model. Instead, the instationary creep experiments can be represented in
an acceptable manner by the material model. Moreover, the model shows a good
agreement with the creep experiments at 500 ◦C and 700 ◦C. Except for low forces
with Fc = 5 kN and Θc = 500 ◦C, the model behavior can be improved.
Keeping in mind the complex nature of the thermo-electro-mechanical sintering
process, the material model generally reflects the experimental data very well.
5.5 Parameter Identification of Thermo-Electrical
Properties
On the one hand, the information about the thermo-electrical properties of the
copper powder is required for the simulation of the FAST-process. On the other
hand, the tool system, which is made out of graphite, has to be considered. The
required quantities are the heat capacity as well as the thermal and electrical
conductivity. For the copper powder, the last two quantities depend not only on
the temperature but also on the relative density as reported in Sect. 2.6.
5.5.1 Copper Powder
For the heat capacity, a linear dependence on the temperature is given in Sect. 4.7,
and the equation reads
cp(Θ) = cp0 (1 + cpS(Θ−Θ0)) , (4.232)
where the material parameters cpS, cp0 and the initial temperature Θ0 have to be
determined. cp0 describes the heat capacity at room temperature. The final fit is
shown in Fig. 5.22a, and the parameters are specified in Tab. 5.6.
The thermal conductivity defined by the parameters aΘ, bΘ, cΘ, dΘ and eΘ is given
by






Fig. 5.22c shows the thermal conductivity over the relative density and the fit –
also with a good agreement to the experimental data.1 The thermal conductivity
1At lower relative densities, the thermal conductivity is assumed to be nearly constant. This
ensures positive thermal conductivity values at higher temperatures. The thermal conductivity
decreases, but should remain positive.
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decreases at higher temperatures, and the surface fit is shown in Fig. 5.22d while
the identified parameters are listed in Tab. 5.6.
The constitutive equation for the electrical conductivity is proposed in Sect. 4.6.6
and reads
κel(Θ, ρrel) = ρ2relκ˜el(Θ) = ρ2rel(aϕΘ−bϕ − cϕ). (4.220)
The material parameters to be identified are aϕ, bϕ and cϕ. The model is fitted to
the measured electrical conductivity for ρrel = 1.0 with the parameters specified in
Tab. 5.7. For the prediction at ρrel = 0.85, the model shows an excellent agreement
with the experimental curve. The model predicition is also shown for relative
density values of 0.7 and 0.5, where no further measurements are available.
Table 5.6: Identified copper powder material parameters Eq. (4.232) and Eq. (4.218)
cp κth
cp0 cpS aΘ bΘ cΘ dΘ eΘ
J kg−1 K−1 K−1 Wm−1 K−2 Wm−1 K−1 - - Wm−1 K−1
397.83 2.07× 10−4 0.05 214.60 0.83 0.17 259.80




2.69× 1010 1.08 1.21× 106
5.5.2 Graphite
As the powder is surrounded by the graphite tool system, the simulation of the
temperature distribution as well as the electrical field distribution requires the
heat capacity as well as the thermal and electrical conductivity. Additionally, the
thermal expansion coefficient is determined. The tool system consists of graphite
named R8510, produced by the SGL Carbon GmbH. For the heat capacity, again,
the same linear dependence as for copper is assumed. For the thermal and electrical
conductivity, a power-law dependence is proposed
cp(Θ) = cp0 (1 + cpS(Θ−Θ0)) , κth(Θ) = aΘΘbΘ , κel(Θ) = aϕΘbϕ . (5.12)
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Figure 5.22: Fit of thermo-electrical properties of sintered copper
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The parameters cp0, cpS, Θ0, aΘ, bΘ, aϕ and bϕ have to be identified from the
experiments in Sect. 2.7. The identified parameters are specified in Tab. 5.8 and
Fig. 5.23 shows the fit as well as the experimental data. The fit of the thermal
expansion behavior leads to αΘ = 4.554 56× 10−6 K−1 – and the function that is
fitted to the experimental data shows a good agreement.
Table 5.8: Identified graphite material parameters for Eq. (5.12)
cp κth κel
cp0 cpS aΘ bΘ aϕ bϕ
J kg−1 K−1 K−1 Wm−1 K−1 - Sm−1 -
8.96× 102 1.62× 10−3 1.13× 103 −4.25× 10−1 1.49× 104 3.04× 10−1
5.5.3 Electrical Contact Conductance
If two parts are in contact, the electric potential shows a drop across the interface.
This effect, which is known as electric contact resistance, is measured for graphite-
copper and graphite-graphite contact in Sect. 2.8. The resistance originates from the
surface roughness of the two parts in contact and depends on the contact pressure
between the parts. The measured electrical contact resistance has to be converted
to the contact conductance for the use in Abaqus. The total resistance is shown
in Fig. 2.60b, and the contact resistance has to be computed. Due to the scatter
of the specific resistance for graphite at room temperature, different resistance
values are subtracted. These are 0µΩm, 2µΩm, 4 µΩm and 6µΩm. Higher
values would lead to unphysical negative contact resistances. Fig. 5.24a lists the
computed values of electrical contact conductance of the experiments. In addition,
the electrical contact conductance is compared to data from the literature. In
[Zavaliangos et al., 2004], the resistance is separated into an vertical and horizontal
part, where the values are given by κHC,el,GG = 7.5× 106 Sm−2 as the horizontal and
κVC,el,GG = 1.25× 107 Sm−2 as the vertical electrical contact conductance.
For the fit of the contact conductance of graphite-graphite, κC,el,GG (in dependence
of the pressure), the following function is proposed
κC,el(p) = αϕpγϕ , (5.13)
with the material parameters αϕ and γϕ. The identified parameters for the different
curves are listed in Tab. 5.9, while Fig. 5.24b shows the fit together with the
experimental data. A good agreement can be observed.
The same function, (5.13), is used for the fit of the contact conductance κC,el,GC
between graphite and copper. The identified parameters are reported in Tab. 5.10.
The fit of the function (5.13), which is shown in Fig. 5.25, coincides well with the
experimental data.
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Figure 5.23: Fit of thermo-electrical properties of graphite
Table 5.9: Identified graphite material parameters for Eq. (5.12) with graphite-
graphite contact
κC,el,GG0(p) κC,el,GG2(p) κC,el,GG4(p) κC,el,GG6(p)
µΩm 0 2 4 6
αϕ in Sm−2 2.07× 106 1.92× 106 1.58× 106 7.99× 105
γϕ 0.39 0.46 0.58 0.87
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Table 5.10: Identified graphite material parameters for Eq. (5.12) with graphite-
copper contact
κC,el,GC0(p) κC,el,GC2(p) κC,el,GC4(p) κC,el,GC6(p)
µΩm 0 2 4 6
αϕ in Sm−2 2.83× 106 2.56× 106 2.12× 106 1.42× 106































































(b) Electrical conductance for graphite-
graphite contact
Figure 5.24: Fit of electric contact conductance (solid lines) to experimental data
































Figure 5.25: Fit of electric contact conductance for graphite-copper contact
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5.5.4 Thermal Contact Conductance
Thermal contact resistance represents another kind of contact resistance. If two
parts are in contact, a temperature drop across the interface due to the surface
roughness of the two parts is possible. Due to the lack of experimental data for
graphite-copper contact, the values for copper-copper contact are used. The thermal
contact conductance of oxygen-free high conductivity (OFHC) copper in dependence
of the contact pressure is measured in [Rao et al., 2004] and compared to the data
of Fried and Kelley [1966]. Again, a power function is used for the fit of the thermal
contact conductance to the experimental data from Rao et al. [2004]
κC,th,CC(p) = βΘpγΘ . (5.14)
The final fit with the identified parameters βΘ = 63.14× 103 Wm−2 K−1 and
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Figure 5.26: Fit of thermal contact conductance of OFHC copper contacts in




6 Numerical Solution of Initial
Boundary Value Problems
The aim of this chapter is to solve the initial boundary value problem, which consists
of the balance relations of thermo-electro-mechanics together with constitutive
relations, initial values and boundary conditions. Thus, the first step is to recap
the thermo-electro-mechanical equations that form a system of partial differential
equations together with the constitutive model. The solution strategy includes a
clear application of the vertical method of lines (MOL). In this sense, this chapter
offers the mathematical description of the thermo-electro-mechanical problem and
its solution procedure. Starting from the variational forms of the balance relations,
the spatial discretization with the finite element method is treated in a second step,
leading to a system of differential-algebraic equations (DAE). This DAE-system
is solved with the backward Euler method in the temporal domain. The resulting
nonlinear equation systems are solved with the Multilevel-Newton algorithm in
each time step. The MLNA is commonly applied in the finite element context
with constitutive equations of evolutionary type. On the local level of the MLNA,
a nonlinear system of equations originating from the material model has to be
solved to compute the internal variables at the next time step. This nonlinear
system is commonly solved with the Newton-Raphson method. Furthermore, the
consistent tangent operator has to be calculated on the local level. This so-called
stress algorithm is also explained in this chapter.
6.1 Local Form of Initial Boundary Value Problem
The three-field coupled problem consists of the equilibrium condition, Eq. (3.48),
~0 = Div TR + ρ0~k
the heat conduction equation, Eq. (4.234),
cpΘ˙ = − 1
ρ0
Div ~qR + rel, rel = − 1
ρ0
Gradϕ ·~jR
and the stationary charge equation, Eq. (3.78),
~0 = Div~jR.
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Constitutive equations are required to complete these balance relations. The stress
state is given by the elasticity relation
T˜( ~X, t) = h(C( ~X, t),Θ( ~X, t),q( ~X, t)), (6.1)
described by the second Piola-Kirchhoff stress tensor T˜, depending on the displace-
ment field, the temperature field and on internal variables. The internal variables
characterizing the model in Chap. 4 are the plastic strains, the yield stress, the
sintering variable and the creep deformation q = {Cp, kM, β t, fc}, see Tab. 4.3.
These evolution equations are ordinary differential equations of first order. They
can be written in the general form as
Aq˙( ~X, t) = r˜(C( ~X, t),Θ( ~X, t),q( ~X, t)). (6.2)
The material model proposed in Chap. 4 is a compressible thermo-elastoplasticity
model, featuring a case distinction between an elastic and a plastic part. The model
is based on a yield function, and the internal variables evolve according to ordinary
differential equations under the constraint of the yield function. The yield condition
F˜ = 0 is an algebraic constraint acting on the evolution equations.
In order to complete the problem, initial values and boundary conditions are
required. This means that the temperature, the electric potential and the motion
have to be specified in the material body B.
In this work, the influence of inertia is neglected. This means that the acceleration
term in the balance of momentum is omitted and that quasistatic conditions are
assumed. In this case, the problem still depends on the time due to transient
boundary conditions and time-dependent internal processes, resulting in time-
dependent partial differential equations, [Fritzen, 1997].
Since a DAE-system is present and the fields are coupled with each other, the
initial values for the displacement, temperature, electrical field as well as for the
internal variables have to be prescribed
~u( ~X, t0) = ~u0( ~X), ∀ ~X ∈R [B] , (6.3)
Θ( ~X, t0) = Θ0( ~X), ∀ ~X ∈R [B] , (6.4)
ϕ( ~X, t0) = ϕ0( ~X), ∀ ~X ∈R [B] , (6.5)
q( ~X, t0) = q0( ~X), ∀ ~X ∈R [B] , (6.6)
expressed in material representation.
For the application of the boundary conditions, three different kinds can be
classified. The Dirichlet boundary condition1 ∂DR [B] describes the actual field
variables, which are the displacement, temperature and the electric potential. The
1Also known as geometric boundary condition.
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∂R [B]
∂DR [B]∂NR [B]
Figure 6.1: Dirichlet and Neumann boundary conditions
Neumann boundary condition2 ∂NR [B] describes the directional derivative of the
field variable. The third kind of boundary condition is a combination of the first
two. Convective heating or cooling are examples for this kind of boundary condition,
see [Incropera et al., 2007, p. 78].
The material surface is split into subsets for the application of the prescribed
Dirichlet and Neumann boundary conditions, see Fig. 6.1. In summary, the condi-
tions for the subsets read
∂R [B] = ∂uR [B] ∪ ∂sR [B] = ∂ΘR [B] ∪ ∂qR [B] = ∂ϕR [B] ∪ ∂jR [B] (6.7)
with
∂uR [B] ∩ ∂sR [B] = ∅, ∂ΘR [B] ∩ ∂qR [B] = ∅, ∂ϕR [B] ∩ ∂jR [B] = ∅.
(6.8)
This means that it is possible to apply either a Dirichlet boundary condition
for example displacements or the Neumann boundary condition-like tractions,
but not both at the same position and with the same direction. For example, a
combination of Dirichlet and Neumann boundary conditions occurs for convection or
displacement-dependent surface tractions at the surface. In this case, the boundary
reads
∂NR [B] = ∂ΘR [B] ∪ ∂qR [B] ∪ ∂ΘqR [B] , ∂ΘR [B] ∩ ∂qR [B] ∩ ∂ΘqR [B] = ∅
(6.9)
The Dirichlet boundary conditions over a certain time interval with t ∈ R+ and
t ∈ ]t0, te[ can be defined on the subsets as
~u( ~X, t) = ~¯u( ~X, t), ∀ ~X ∈ ∂uR [B] (6.10)
Θ( ~X, t) = Θ¯( ~X, t), ∀ ~X ∈ ∂ΘR [B] (6.11)
ϕ( ~X, t) = ϕ¯( ~X, t), ∀ ~X ∈ ∂ϕR [B] (6.12)
2Also called natural or dynamic boundary condition.
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The prescribed Neumann boundary conditions over the time are given by
~tR = TR~nR = ~s( ~X, t), ∀ ~X ∈ ∂sR [B] (6.13)
qR = ~qR · ~nR = fq( ~X, t), ∀ ~X ∈ ∂qR [B] (6.14)
jR = ~jR · ~nR = fj( ~X, t), ∀ ~X ∈ ∂jR [B] (6.15)
and in the case of mixed boundary conditions, the prescribed heat flux reads
qR = ~qR · ~nR = fc( ~X,Θ, t), ∀Θ, ~X ∈ ∂ΘqR [B] . (6.16)
The water cooling system in the FAST-machine will be modeled by convective cool-
ing. In this case, mixed boundary conditions are present and the linear temperature
dependence is assumed
qcon = hc(Θ(~x)−Θf), for ~x ∈ ∂Θqχt [B] and t ∈ ]ti, te[, (6.17)
with the heat transfer coefficient hc and the absolute temperature of the surrounding
fluid Θf (in K). Another possibility would be to use fluid-structure interaction to
determine the heat flux, see [Hartmann et al., 2009b; Birken et al., 2010].
Radiation occurs inside the vacuum chamber, meaning that the graphite die
system emits energy. This radiative heat flux can be described by
qrad = σ(Θ4(~x)−Θ4∞), for ~x ∈ ∂Θqχt [B] and t ∈ ]ti, te[, (6.18)
where σ is the Stefan-Boltzmann constant (σ = 5.67× 10−8 Wm−2 K−4), and Θ∞
is the absolute temperature of the surroundings. The emissivity  depends on the
surface material and is between zero and one.
The boundary conditions Eq. (6.13), Eq. (6.14) and Eq. (6.15) are deformation
dependent because the surface changes due to the deformation. This can be shown
by the definition of the stress vector Eq. (3.35), the heat flux and the current density
vector Eq. (3.39)
TR~nR dA = T~n da, ~qR · ~nR dA = ~q · ~n da, ~jR · ~nR dA = ~j · ~n da, (6.19)
and with the help of Eq. (3.8) leading to
da =
√
d~a · d~a = (det F)
√
~nR · (F−1F−T~nR) dA. (6.20)
With the definition of the initial values and boundary conditions, the IBVP
is completed. The equations describing the thermo-electro-mechanical problem
are summarized in Tab. 6.1. In general, this nonlinear IBVP cannot be solved
analytically. Thus, it is necessary to perform a solution based on variational
principles and to apply the finite element method.
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Table 6.1: Local form of initial boundary value problem
On the region R [B]× ]t0, te[ the displacement field ~u( ~X, t), the temper-
ature field Θ( ~X, t) as well as the electric potential field ϕ( ~X, t) have
to be determined by
~0 = Div TR + ρ0~k, (3.48)
cpΘ˙ = − 1
ρ0
Div ~qR + rel, rel = − 1
ρ0
Gradϕ ·~jR (4.234, 4.235)
~0 = Div~jR, (3.78)
Aq˙ = r˜(C,Θ,q) (6.2)
with the constitutive relations
T˜ = h(C,Θ,q), T˜ = F−1TR (6.1)
~qR = −κRth Grad Θ, κRth = κth(Θ, ρrel)(det F)C−1 (4.216, 4.217)
~jR = −κRel Gradϕ, κRel = κel(Θ, ρrel)(det F)C−1 (4.221, 4.222)
as well as the initial values and the boundary conditions
~u( ~X, t0) = ~u0( ~X), Θ( ~X, t0) = Θ0( ~X), (6.3,6.4)
ϕ( ~X, t0) = ϕ0( ~X), q( ~X, t0) = q0( ~X), (6.5,6.6)
~u( ~X, t) = ~¯u( ~X, t), TR~nR = ~s( ~X, t), (6.10, 6.13)
Θ( ~X, t) = Θ¯( ~X, t), ~qR · ~nR = fq( ~X, t) + fc( ~X,Θ, t), (6.11, 6.14, 6.16)
ϕ( ~X, t) = ϕ¯( ~X, t), ~jR · ~nR = fj( ~X, t). (6.12, 6.15)
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The balance relations consisting of the balance of momentum, the heat conduction
equation and the steady-state charge equation are coupled with each other, see
Fig. 6.2. The temperature field and the mechanical field are coupled by the
thermal expansion and the temperature dependence of the mechanical behavior
– the temperature-dependent yield function, for example. The mechanical field
is coupled to the temperature field by the relative density dependence of the
thermal conductivity, see Fig. 5.22c. The heat due to the mechanical work will be
neglected because it is assumed that the main heating comes from the electrical
field due to Joule heating. The electrical field is coupled to the temperature field
by the temperature-dependent electrical conductivity, see Fig. 5.22b. Between the
mechanical and the electrical field, a one-way coupling exists. All other fields are
connected by a two-way coupling. The mechanical field influences the electrical field
by the relative density dependence of the electrical conductivity and the deformation
dependence of the current flow over surfaces. The deformation dependence also
holds for the heat flux over surfaces.
Figure 6.2: Thermo-Electro-Mechanical coupling
6.2 Variational Form of Initial Boundary Value
Problem
The finite element method is based on a variational formulation of the IBVP, which
will be derived from the local form of the thermo-electro-mechanical problem stated
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in Tab. 6.1 in the following. The variational formulation is also known as the weak
form. In order to derive this form, the equations are multiplied with test functions
and integrated over the whole domain. Additionally, the divergence theorem is
applied to reduce the derivative by one order and to enlarge the space of admissible
functions.
6.2.1 Weak Form of the Balance of Momentum
For the transformation of the local balance of momentum into its weak form, a test
function out of the set
Vu :=
{
δ~u : R [B]→ R3
∣∣∣ δ~u( ~X) = ~0 for ~X ∈ ∂uR [B] } (6.21)
is defined, where δ~u( ~X) ∈ Vu are the virtual displacements, which vanish for Dirich-
let boundary conditions. The Neumann boundary conditions are automatically
satisfied by the weak form, see [Jeltsch-Fricker, 2007, p. 209] and the literature
cited therein.
The multiplication with the virtual displacements and the integration over the
volume results in∫
R[B]
Div TR( ~X, t) · δ~u( ~X) dV +
∫
R[B]
ρ0( ~X)~k( ~X, t) · δ~u( ~X) dV = 0. (6.22)
With the help of the relation
Div TR · δ~u = Div(TTRδ~u)−TR ·Grad δ~u, (6.23)
the divergence theorem3 and the Cauchy-theorem (3.35) ~tR = TR~nR, one obtains∫
R[B]
TR ·Grad δ~u dV =
∫
R[B]
ρ0~k · δ~u dV +
∫
∂sR[B]
~tR · δ~u dA. (6.24)
Due to the relation between the first and the second Piola Kirchhoff stress tensor,
TR = FT˜, and the symmetry of the second Piola Kirchhoff stress tensor, the
identity
T˜ · (FT Grad δ~u) = T˜ · 12 [FT Grad δ~u+ (Grad δ~u)T F] = T˜ · δE (6.25)
holds – leading to∫
R[B]
T˜ · δE dV =
∫
R[B]
ρ0~k · δ~u dV +
∫
∂sR[B]
~tR · δ~u dA, (6.26)
3The divergence theorem relates surface integrals with volume integrals:
∫
Div(TTRδ~u) dV =∫
(TTRδ~u) · ~nR dA
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where the virtual work can be derived with the definition of the Green strain tensor
Eq. (3.13) and the Gateaux derivative




FT Grad δ~u+ (Grad δ~u)TF
)
. (6.27)
The weak form of the balance of momentum in the current configuration reads∫
χt[B]
T (~x, t) · grad δ~u dv =
∫
χt[B]
ρ (~x, t)~k (~x, t) · δ~u dv +
∫
∂sχt[B]
~t (~x, t) · δ~u da (6.28)
with the Cauchy stress tensor T = (det F)−1FT˜FT and the relation Grad δ~u =
(grad δ~u)F.
6.2.2 Weak Form of the Heat Conduction Equation
Again, test functions δΘ ∈ VΘ are introduced, which can be interpreted as virtual
temperatures that automatically fulfill the Dirichlet boundary conditions
VΘ :=
{
δΘ: R [B]→ R
∣∣∣ δΘ( ~X) = 0 for ~X ∈ ∂ΘR [B] } . (6.29)
The multiplication with the test functions and the application of the divergence






~qR ·Grad δΘ dV = −
∫
∂qR[B]
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6.2.3 Weak Form of the Electrical Equation
Based on the conservation of charge,
Div~jR = ~0, (3.78)
again, the equation is multiplied with virtual electric potentials δϕ and integrated
over the volume. If Gauss’s theorem is applied, this leads to∫
R[B]
~jR ·Grad δϕ dV =
∫
∂jR[B]
~jR · ~nRδϕ dA, (6.33)
where the test functions are given by
Vϕ :=
{
δϕ : R [B]→ R
∣∣∣ δϕ( ~X) = 0 for ~X ∈ ∂ϕR [B] } . (6.34)
Inserting Ohm’s model (4.221) leads to the weak formulation∫
R[B]
κRel Gradϕ ·Grad δϕ dV +
∫
∂jR[B]
~jR · ~nRδϕ dA. (6.35)
The weak formulations of the thermo-electro-mechanical problem are summarized
in Tab. 6.2.
6.3 Numerical Solution Procedure
The weak form of the initial boundary value problem stated in Tab. 6.2 cannot be
solved analytically in general. Therefore, a numerical solution with the method
of lines is performed. The method of lines is a solution technique for partial
differential equations where, for example, the spatial discretization is performed
first, leaving the time undiscretized, see [Schiesser, 1991] and [Schiesser and Griffiths,
2009]. Commonly, the spatial discretization is performed in the first step and the
discretization of the time domain is done in the second step, which is known as
the vertical method of lines. The spatial discretization in Abaqus, which will be
used in the following, draws on the h-version of the finite element method. Another
possibility would be the p-version of finite elements, whereas hierarchical ansatz
functions and Legendre-polynominals are used, leading to a high-order element
formulation, see [Szabó and Babuška, 1991]. For high-order finite elements, see
also [Szabo et al., 2004; Düster, 2001; Düster et al., 2003; Düster et al., 2001]. For
elastoplasticity, see [Düster et al., 2002; Düster and Rank, 2002; Düster and Rank,
2001] and for powder compaction, see [Heisserer et al., 2008]. Finite hyperelasticity
is considered in [Düster et al., 2003]. A comparison between low-order mixed
elements and high-order finite elements can be found in [Netz et al., 2013a] and for
the case of finite strain thermo-viscoelasticity, see [Netz, 2013].
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Table 6.2: Summary of the weak form of the coupled problem
Determining the displacement field ~u( ~X, t), temperature field Θ( ~X, t)








T˜ · δE dV −
∫
∂sR[B]






















fcδΘ dA = 0, for all δΘ ∈ VΘ
piϕ(ϕ,Θ, δϕ) = −
∫
R[B]
~jR ·Grad δϕ dV +
∫
∂jR[B]
fjδϕ dA, for all δϕ ∈ Vϕ
(6.38)
with the prescribed initial values and boundary conditions
~u( ~X, t0) = ~u0( ~X), Θ( ~X, t0) = Θ0( ~X), (6.3,6.4)
ϕ( ~X, t0) = ϕ0( ~X), q( ~X, t0) = q0( ~X), (6.5,6.6)
~u( ~X, t) = ~¯u( ~X, t), ~tR = TR~nR = ~s( ~X, t), (6.10, 6.13)
Θ( ~X, t) = Θ¯( ~X, t), qR = ~qR · ~nR = fq( ~X, t) + fc( ~X,Θ, t), (6.11, 6.14, 6.16)
ϕ( ~X, t) = ϕ¯( ~X, t), jR = ~jR · ~nR = fj( ~X, t), (6.12, 6.15)
and the constitutive relations
~qR = −κRth Grad Θ, ~jR = −κRel Grad Θ, (4.216, 4.221)
T˜ = h(C,Θ,q), Aq˙ = r˜(C,Θ,q). (6.1, 6.2)
are fulfilled.
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6.3.1 Monolithic Solution
In the case of a monolithic solution procedure, the fully coupled system of equations
is solved simultaneously at each time-step. Due to the full coupling, the tangent
matrix is unsymmetric – and it can be quite costly to calculate all derivatives. The
main advantage of this solution technique lies in the superior stability properties and
the good convergence. If the Newton-Raphson method is applied, the convergence
rate is quadratic close to the solution. For strongly coupled problems, the monolithic
solution technique is recommended.
The monolithic finite element solution of the nonlinear transient heat conduction
can be found in [Quint et al., 2011], while the thermo-electrical coupling within
finite elements is considered in [Pérez-Aparicio et al., 2006; Palma et al., 2012;
Pérez-Aparicio et al., 2012]. For the solution of Maxwell problems with hp-adaptive
finite elements, see the work of Demkowicz [2006] concerning one or two dimensions.
For the three-dimensional case, see [Demkowicz, 2008]. The monolithic solution
of the electro-thermo-mechanical coupling at small strains compared to analytical
solutions can be found in [Rothe et al., 2014].
6.3.2 Partitioned Solution
Another possibility for solving the equation system is the partitioned approach,
which divides the problem into an iteration of coupled single field problems, see
[Farhat et al., 1991], [Simo et al., 1991], [Armero and Simo, 1992], [Miehe, 1995b],
[Miehe, 1995a]. The main advantage of this method is its flexibility to couple
different programs or solvers. This method is widely used in the field of fluid
structure interaction, for example to couple a fluid and a solid solver. Furthermore,
different spatial discretizations, time increments and different solvers can be utilized
for each single field. Generally, it is possible to differentiate between two different
coupling schemes. If a loosely coupled problem exists, an explicit (single staggered)
coupling scheme can be applied. Here, only one iteration is performed, assuming
that the tolerance is then fulfilled. Strongly coupled problems require an implicit
(multiple staggered) procedure with several iterations between the separate fields to
achieve a sufficient accuracy. In the case of strong coupling, numerical instabilities
can occur resulting from the isothermal split. In [Erbts and Düster, 2012] and [Erbts
et al., 2012], these stabilization problems can be solved by dynamic relaxation and
Quasi-Newton methods. Additionally, the convergence rate can be improved by
these numerical acceleration procedures, thus reducing the number of iterations.
Different spatial discretizations can lead to greater efficiency – but it is important
to consider the interpolation of field or internal variables from one mesh to another.
The partitioned solution of the thermo-electro-mechanical coupled problem is shown
in [Erbts et al., 2014].
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6.3.3 Spatial Discretization using Finite Elements
Ωe
(a) Mesh of complete domain V consist-











Figure 6.3: Spatial discretization with finite elements, taken from [Quint, 2012]
Within the finite element method, the body B is discretized into a region Bh,
which consists of ne subsets Ωe ⊂ Bh called finite elements, see Fig. 6.3a. Typical
shapes of three-dimensional finite elements are tetrahedra and hexahedra, see
Figs. 6.3b to 6.3e. The terms linear or quadratic for the element are connected to
the order of the shape functions. If linear shape functions are used, the element
is called linear. For more information about the finite element method, see the
standard textbooks of Hughes [2000], Wriggers [2009], Bathe [1996] and Zienkiewicz
and Taylor [2005]. In Abaqus, there exist different element formulations. On the one
hand, it is possible to use isoparametric finite elements – while, on the other hand,
there are also mixed finite elements available. Additionally, one can decide between
"full" spatial integration and "reduced" integration. In the case of full integration,
the Gauss integration is used.4 The following passage gives a description of the
spatial discretization with isoparametric finite elements.
For the finite element discretization, all field variables have to be discretized.
These are scalar variables v ∧= {Θ, ϕ} or the displacements ~u. The approximation –
with the help of the shape functions Na connected to the node a – is given by
v ≈ vh(x, t) =
nen∑
a=1




4For second-order elements with reduced integration, the so-called Barlow points are used if
the coordinate lines remain orthogonal. For first-order elements with reduced integration, the
uniform strain formulation is to be chosen. For more information, see the Abaqus manual.
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Figure 6.4: Transformation of linear hexahedral element e from the normed param-
eter space V into the reference Ωe and the current ωe configurations,
modified from [Quint, 2012]. The stars symbolize the Gauss-points.
The transformation of a linear hexahedral element from the normed parameter
space V into the reference Ωe and current configuration ωe is shown in Fig. 6.4.
The connection between the coordinates x and the local coordinates ξ = {ξ, η, ζ}T
with ξ ∈ [−1, 1], η ∈ [−1, 1] and ζ ∈ [−1, 1] is given by the mapping
x = χe(ξ)⇔ ξ = φe (x) , X = χeR(ξ)⇔ ξ = φeR (X) (6.40)
The coordinates in the reference and the current configuration can be directly
defined by the ansatz Eq. (6.46)
x = χe(ξ) = xh(ξ, t), X = χeR(ξ) = Xh(ξ) (6.41)
The discretized equations are transferred to the normed parameter space ξ. For
this purpose, a transformation of the line elements is performed
dx = je dξ, dX = Je dξ, dx = Fe dX with Fe = jeJe−1, (6.42)











= Gradξ X. (6.43)
The transformation between the normed element space and the reference config-
uration is given by the Jacobian matrix Je and its determinant det Je > 0. The
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transformation to the current configuration can be obtained by je and det je > 0.
As a result, the transformation between the volume elements reads
dωe = (detFe) dΩe, dωe = (det je) dV, dΩe = (det Je) dV. (6.44)
The shape function Na has the property to be 1 at the node a and 0 for the
other nodes, which means that at a specific node a, only one shape function has
the value one. Additionally, the sum of the shape function within an element is
one, see [Schwarz and Köckler, 2004]. These properties are known as partition of
unity. The shape functions for a linear hexahedral element (also known as a brick
element consisting of eight nodes), see Fig. 6.3d, are given by
Na(ξ) = 18(1 + ξaξ)(1 + ηaη)(1 + ζaζ), (6.45)
Here, ξa denotes the nodal coordinates in the ξ -space.
Due to the isoparametric element concept, the same shape functions are used for
the discretizations of the geometry in the reference configuration and in the current
configuration
~X = Xh(ξ) =
nen∑
a=1




Accordingly, the shape functions for the displacements ~u, virtual displacements
δ~u, temperatures Θ, virtual temperatures δΘ, electrical potential ϕ and the virtual
electrical potential δϕ are introduced within the element e for x ∈ ωe
uh(x, t) = Neu(φe(x))ue(t) = Neu(φe(x))Z euaua = Neu(φe(x))
{
Z euu + Z euu(t)
}
(6.47)
δuh(x) = Neu(φe(x))δue = Neu(φe(x))Z euaδua = Neu(φe(x))Z euδu (6.48)
Θh(x, t) = Ne TΘ (φe(x))Θe(t) = Ne TΘ (φe(x))Z eΘaΘa = Ne TΘ (φe(x))
{
Z eΘΘ + Z eΘΘ(t)
}
(6.49)
Θ˙h(x, t) = Ne TΘ (φe(x))Θ˙
e(t) = Ne TΘ (φe(x))Z eΘaΘ˙a = Ne TΘ (φe(x))
{
Z eΘΘ˙ + Z eΘΘ˙(t)
}
(6.50)
δΘh(x) = Ne TΘ (φe(x))δΘe = Ne TΘ (φe(x))Z eΘaδΘa = Ne TΘ (φe(x))Z eΘδΘ (6.51)
ϕh(x, t) = Ne Tϕ (φe(x))Φe(t) = Ne Tϕ (φe(x))Z eϕaΦa = Ne Tϕ (φe(x))
{
Z eϕΦ + Z eϕΦ(t)
}
(6.52)
δϕh(x) = Ne Tϕ (φe(x))δΦe = Ne Tϕ (φe(x))Z eϕaδΦa = Ne Tϕ (φe(x))Z eϕδΦ (6.53)
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Here, uh ∈ R3 and δuh ∈ R3 hold for the three-dimensional case. Accordingly, the
matrix and vector of the shape functions are given as Neu ∈ R3×n
e





ϕ , where neu, neΘ, and neϕ are the displacement, temperature, and electrical
potential element degrees of freedom (DOF). ue ∈ Rneu , Θe ∈ RneΘ and Φe ∈ Rneϕ
are element DOF concerned, whereas ua ∈ Rnua , Θa ∈ RnΘa and Φa ∈ Rnϕa are all
displacement, temperature and electrical potential DOF of the entire mesh. Each
is decomposed into unknown and known DOF, where the known, i.e. prescribed
quantities are overlined. u ∈ Rnuu , Θ∈ RnΘu , and Φ∈ Rnϕu are the unknowns
and u ∈ Rnup , Θ∈ RnΘp , and Φ∈ Rnϕp are the prescribed DOF. Obviously, nua =
nuu + nup for uTa = {uTu T} holds. The same decomposition can be carried out for
the temperature and electrical potential DOF, ΘTa = {ΘTΘT} with nΘa = nΘu+nΘp,
and ΦTa = {ΦTΦT} with nϕa = nϕu + nϕp.
The incidence matrices of global and local degrees of freedom Z eu ∈ Rn
e
u×nuu ,
Z eu ∈ Rn
e
u×nup , Z eΘ ∈ Rn
e
Θ×nΘu , Z eΘ ∈ Rn
e
Θ×nΘp , Z eϕ ∈ Rn
e
ϕ×nϕu , and Z eu ∈ Rn
e
ϕ×nϕp rep-





[Wriggers, 2009] and [Hughes, 2000]. Of course, the incidence matrices themselves
are not programmed. However, the notation provides the possibility to develop new
finite element schemes, see [Hartmann, 2005] or [Hartmann and Hamkar, 2010].
The second Piola Kirchhoff stress tensor reads in Voigt notation
T˜ =
{
T˜11 T˜22 T˜33 T˜12 T˜23 T˜31
}T
. (6.54)
The virtual strain tensor can be expressed as
δE =
{




with nen as the number of nodes per element. The reason for the factor two in
the shear components is to be seen in the scalar product T˜ · δE. Based on this
definition, the scalar product in tensor and vector notation is equal, T˜ · δE = δETT˜.
The matrix B˜ua is called strain-displacement matrix for each node a and is given by
Eq. (36) in the appendix. The matrix contains the derivative of the shape functions
with respect to the material (referential) coordinates. The discretized weak form of
Eq. (6.28) can be obtained with the ansatz for the displacements (6.47) and for the
virtual displacements (6.48) leading to








B˜eTu (ue(t),X)he(Ce(X, t),Θe(X, t),qe(X, t))︸ ︷︷ ︸
T˜e
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with the strain displacement matrix B˜eu(ue(t),X) =
[




∈ R6×3neu and the vector containing the volume distributed loads and the tractions







NeT(X)s(X, t) dΓe. (6.57)
Since the virtual displacements, δ~u, are arbitrary, the discretized principle of virtual








e(X, t) dΩe − p(X, t) = 0. (6.58)
The discretized principle of virtual displacements related to the current configuration







BeTu (x)Se(x, t) dΩe − p(x, t) = 0, (6.59)
with Se as the weighted Cauchy stress, which can be computed by the second Piola
Kirchhoff stress by Se = Fe23T˜
e. The push-forward operator in matrix notation Fe23








e(X, t) dΩe − p(X, t) = 0, (6.60)
The strain displacement matrix Beu consists of the shape function derivatives with













N eua,x 0 0
0 N eua,y 0




0 N eua,z N eua,y
N eua,z 0 N eua,x
 , a = 1, . . . , n
e
u (6.62)
with the shape funcion N ea(ξ) defined at the node a within the domain V with the
local coordinates ξ. neu represents the displacement degree of freedom, which – in
this formulation – is equal to the number of nodes per element nen.
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Within the finite element discretization, a volume integral is approximated by
an integral over the volume V h and split in a sum of integrals over the elements.
This is followed by a coordinate transformation into the local coordinate space





































Additionally, the Gauss quadrature, see [Dhatt and Touzot, 1985] and [Schwarz
and Köckler, 2004], is applied with the Gauss coordinates ξl = {ξ, η, ζ}Tl . The



























Figure 6.5: Assembly of internal variables element vector qe(ξl, t) into global vector
q(t) for a two-dimensional finite element mesh
The internal variables are computed by the evolution equations Eq. (6.2), which
are calculated at the spatial integration points ξl
Aq˙e(ξl, t) = r˜e (Ce(ξl, t),Θe(ξl, t),qe(ξl, t), t) , qe ∈ Rnq . (6.65)
These internal variables can be assembled formally into a global vector q(t) with
the length nQ, q(t)∈ RnQ . The number of internal variables is given by the product
between the integration points of the entire mesh ne × nGP with the number of
internal variables per Gauss point nq, leading to nQ = ne×nGP×nq. The assembly
procedure is illustrated in Fig. 6.5.
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According to [Hartmann, 2005], see also [Hamkar, 2013], a coincidence matrix
Z eql ∈ Rnq×nQ for the internal variables can be introduced, which selects the internal
variables q at the Gauss point ξl for the element e out of the global vector q.
qe(ξl, t) = Z eql q(t), qe(ξl, t)∈ Rnq . (6.66)
The assembly in the global vector is possible because the internal variables and their







Z eTql qe(ξl, t). (6.67)
As a result, the evolution equations are formally assembled into a global system of
ordinary differential equations
Aq˙(t)− rq(t,u(t),Θ(t),q(t)) = 0, q(t)∈ RnQ . (6.68)
In the following, the discretization of the heat equation is performed. The tempera-
ture field is determined with the discretization of the weak form (6.37)



























The gradient of the temperature and the virtual temperature are approximated
within the element e by
grad Θh = BeΘ(φe(x))Θe(t) = BeΘ(φe(x))
{
Z eΘΘ + Z eΘΘ(t)
}
(6.70)
grad δΘh = BeΘ(φe(x))δΘe = BeΘ(φe(x))Z eΘδΘ (6.71)
The temperature-gradient matrix is given by
BeΘ(φe(x)) =
[





In this matrix, the derivatives of the shape functions with respect to the spatial







 , a = 1, . . . , neΘ (6.73)
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The heat capacity is discretized by chp = c˜hp(t,Θe(t)) and depends on the temperature.
The thermal conductivity κ hth = κ˜ hth(t,ue(t),Θe(t)) is a function of the temperature
and the deformation by the relative density dependence. The volumetric heat source
given by the Joule heating rhel = r˜hel(t,ue(t),Θe(t),Φe(t)) depends on the electrical
potential and on the temperature as well as on the deformation by the electrical
conductivity, which is affected by the relative density and the temperature.
Since the virtual temperatures are arbitrary, one obtains a system of ordinary
differential equations of first order
Cp (t,u(t),Θ(t)) Θ˙(t) = rΘ(t,u(t),Θ(t),Φ(t)), (6.74)
















Z eΘ ∈ RnΘu×nΘp . (6.76)
The right hand side in Eq. (6.74) is given by the integrals in Eq. (6.69)
rΘ (t,u(t), u˙(t),Θ(t)) := −CκΘ + p volΘ − p extΘ − pΘ, (6.77)







κ hthBeTΘ BeΘ dΩe, (6.78)
and the volumetric heat source p volΘ as well as the heat flux over the surface denoted
by p extΘ













(fq + fc)NeΘ dΓe. (6.80)
The surface heat flux also depends on the deformation by the geometrical nonlin-
earity, which means that the surface changes due to the large deformations and
influences the heat flux per unit surface. The discretized Joule heating term reads
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The known and prescribed temperatures are abbreviated by
pΘ(t,u(t),Θ(t)) = −Cp (t,u(t),Θ(t)) Θ˙(t). (6.82)
The electrical field is now discretized from its weak formulation (6.38)














 = 0. (6.83)
The gradient of the electrical potential and the virtual electrical potential are
approximated within the element e by
gradϕh = Beϕ(φe(x))Φe(t) = Beϕ(φe(x))
{
Z eϕΦ + Z eϕΦ(t)
}
(6.84)
grad δϕh = Beϕ(φe(x))δΦe = Beϕ(φe(x))Z eϕδΦ (6.85)
The potential-gradient matrix decomposes into the submatrices
Beϕ(φe(x)) =
[




∈ R3×neϕ . (6.86)
In this matrix, the derivatives of the shape functions with respect to the spatial







 , a = 1, . . . , neϕ (6.87)
The virtual electrical potentials are arbitrary and, accordingly, the discretized
stationary electrical charge equation yields a system of non-linear equations
gϕ(t,u,Θ,Φ) = 0 (6.88)
with
gϕ(t,u,Θ,Φ) := Kϕ(t,Θ,u)Φ(t) + pϕ(t,u) + Kϕ(t,Θ,u)Φ(t). (6.89)







κ hel BeTϕ (x)Beϕ(x) dΩe







κ hel BeTϕ (x)Beϕ(x) dΩe
Z eϕ ∈ Rnϕu×nϕp (6.91)
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are introduced. The last term in Eq. (6.88) stems from the prescribed known
electrical potentials Φ. The electrical conductivity κ hel = κ˜el(t,ue(t),Θe(t)) in
Eqns. (6.90) and (6.91) depends on the relative density and on the temperature.
In summary, this leads to a DAE-system consisting of the balance of momentum,
the evolutionary equations, the heat conduction equation and the electrical field
















































Figure 6.6: Assembly of the element degree of freedom into global vectors for the
electrical potential Φ , the displacement u, the internal variables q and
the temperatures Θ
Remark 3 The idea of interpreting non-linear finite element procedures as differen-
tial-algebraic equations goes back to Wittekindt [1991], Fritzen [1997] and Ellsiepen
and Hartmann [2001]. The global DAE-system can be derived by arranging the
nodal degrees of freedom as well as the internal variables into global vectors, see
Fig. 6.6. The advantage of this interpretation is the application of efficient time
integration schemes developed in Numerical Mathematics. These can be diagonally
implicit Runge-Kutta (DIRK) methods with efficient time step-size control, see
[Hartmann et al., 2008a; Hartmann et al., 2008b; Hartmann and Bier, 2008]. For
thermal problems, see [Quint et al., 2011], while thermo-mechanically coupling
with DIRK-methods is investigated in [Quint, 2012; Birken et al., 2010; Hartmann
et al., 2009a; Hartmann and Rothe, 2013]. Rosenbrock methods, which yield an
iteration-free procedure, are applied within the finite element context in [Hamkar,
2013; Hartmann and Hamkar, 2010; Hamkar et al., 2012; Netz et al., 2013b].
High-order space and time discretization can be found in [Netz, 2013; Netz et al.,
2013b]. For a comparison of different time integration methods, see [Rothe et al.,
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2012]. The classical finite element implementations are based on the Multilevel
Newton algorithm, [Rabbat et al., 1979]. Based on insight into the global structure
of current finite elements, the Newton-Raphson method can be applied too – as
shown in [Hartmann, 2005].
Table 6.3: Semi-discretized system of the thermo-electro-mechanical coupled prob-
lem
For the computation of u(t), Θ(t), Φ(t) and q(t) in the interval t ∈
[t0, te] it is necessary to solve the semi-discretized DAE-system
Aq˙(t) = rq(t,u(t),Θ(t),q(t)), q(t0) = q0 (6.68)
Cp Θ˙(t) = rΘ(t,u(t),Θ(t),Φ(t)), Θ(t0) = Θ0 (6.74)
0 = gϕ(t,u(t),Θ(t),Φ(t)), Φ(t0) = Φ0 (6.88)
0 = gu(t,u(t),Θ(t),q(t)), u(t0) = u0 (6.59)
The semi-discretized DAE-system in Tab. 6.3 has to be discretized in the time
according to the vertical method of lines, which will be done in the following.
6.3.4 Temporal Discretization using Backward Euler Method
The temporal discretization in Abaqus Implicit is performed with the backward
Euler method – here applied to the DAE-system. According to Hairer and Wanner
[2002], the ε-embedded method can be applied to DAE-systems. This procedure
serves to transform the DAE-system assembled in Tab. 6.3 into an ODE-system
in order to apply the backward Euler method. By introducing a small parameter
0 < ε 1, one obtains
Aq˙(t) = rq(t,u(t),Θ(t),q(t)) (6.93)
Cp Θ˙(t) = rΘ(t,u(t),Θ(t),Φ(t)) (6.94)
εΦ˙ = gϕ(t,u(t),Θ(t),Φ(t)) (6.95)
εu˙ = gu(t,u(t),Θ(t),q(t)) (6.96)
The application of the backward Euler method yields
Aqn+1 = Aqn + ∆trq(tn+1,un+1,Θn+1,qn+1) (6.97)
Cp Θn+1 = Cp Θn + ∆trΘ(tn+1,un+1,Θn+1,Φn+1) (6.98)
εΦn+1 = εΦn + ∆tgϕ(tn+1,un+1,Θn+1,Φn+1) (6.99)
εun+1 = εun + ∆tgu(tn+1,un+1,Θn+1,qn+1) (6.100)
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where vn+1 = v(tn+1) denotes the value at the next time tn+1, whereas vn = v(tn)
represents the value at the last time tn. With the limit ε→ 0, one obtains
0 = Aqn+1 − qn∆t − rq(tn+1,un+1,Θn+1,qn+1) (6.101)
0 = Cp
Θn+1 −Θn
∆t − rΘ(tn+1,un+1,Θn+1,Φn+1) (6.102)
0 = gϕ(tn+1,un+1,Θn+1,Φn+1) (6.103)
0 = gu(tn+1,un+1,Θn+1,qn+1) (6.104)
This means that for every time-step tn+1, it is required to solve a system of non-
linear equations for the unknown nodal displacements, nodal temperatures, nodal
electrical potentials as well as the unknown internal variables
Lq(u,Θ,q) := A
qn+1 − qn
∆t − rq(tn+1,un+1,Θn+1,qn+1) = 0 (6.105)
GΘ(u,Θ,Φ) := Cp
Θn+1 −Θn
∆t − rΘ(tn+1,un+1,Θn+1,Φn+1) = 0 (6.106)
Gϕ(u,Θ,Φ) := gϕ(tn+1,un+1,Θn+1,Φn+1) = 0 (6.107)
Gu(u,Θ,q) := gu(tn+1,un+1,Θn+1,qn+1) = 0 (6.108)




:= Θn+1 −Θn∆t . (6.109)
6.3.5 Solution of Nonlinear Systems by Means of the
Multilevel-Newton Algorithm
In the finite element method, the iterative solution of internal variables is connected
to the Multilevel-Newton algorithm (MLNA), which has the advantage of local
quadratic convergence. The solution of the non-linear system (6.105) - (6.108) in
Abaqus can also be interpreted as the solution with the MLNA, which is investigated
in [Hartmann, 2005] for isothermal problems. Concerning the mathematical basis
of the MLNA, see [Rabbat et al., 1979; Hoyer and Schmidt, 1984]. The Newton-
Raphson method (NRM) is applied, for example, in the case of hyperelasticity if
no iterations occur on Gauss-point level. Due to the evolution equations for the
internal variables arranged in Eq. (6.105), the MLNA is used instead, as described
in the following. In general, it is also possible to use an NRM-implementation in
the context of finite elements by the formulation of a Newton-Schur scheme, see
[Hartmann, 2005]. A similar approach is to be found in [Kulkarni et al., 2007], but
this line of thought is not followed here.
Instead, the MLNA is decomposed into a global level – where the equilibrium
condition, the heat equation and the electrical equation are solved – and a local
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level (Gauss-point level), where the internal variables are computed iteratively.
According to Quint [2012], the “global” equations GT = {GTu GTΘ GTϕ} and the
global variables vT = {uT ΘT ΦT} are decomposed. In this case, the system of






 = 0 (6.110)
L(v ,q) = Lq(u,Θ,q) = 0 (6.111)
The MLNA is based on the implicit function theorem, i.e. there exists a solution
q = qˆ(v). This solution is inserted into Eq. (6.110),
G(v , qˆ(v)) = 0. (6.112)
If the classical Newton-Raphson scheme is applied to this equation, a linear system









∆v (m) = −G(v (m),q (m+1)). (6.113)
The matrix on the left-hand side can be interpreted as the consistent tangent
operator for the coupled thermo-electro-mechanical system, see also [Simo and
Taylor, 1985]. In Eq. (6.113), two quantities are unknown. First, q (m+1) = qˆ(v)
must be provided. Secondly, the derivative dqˆ/ dv is not known – due to the fact
that the function qˆ(v) exists – but its representation is unknown. In the first
step, the internal variables are computed by Eq. (6.111) for given displacement,
temperature and electric potential DOF v (m)
L(v (m),q (m+1)) = 0  q (m+1). (6.114)
This can be done on element level, see for details Sect. 6.3.6 and [Hartmann, 2005].
The iteration number (m) is omitted for brevity in the following. The derivative
dqˆ/ dv is computed in the second step by the chain-rule applied to Eq. (6.111) if
the unknown function qˆ(v) is inserted





dv = 0. (6.115)














6.3 Numerical Solution Procedure
Table 6.4: Multilevel-Newton algorithm
Given: starting vector estimation v (0), q(0) and ∆tn, tn+1
Repeat m = 0, . . .
local (Gauss-point) level
given: v (m), y =
(
u (m),Θ (m),Φ (m),q (m)
)
local integration step
L(v (m),q (m+1)) = 0  q (m+1)
consistent linearization (y =
(

































∆v = −G(v (m),q (m+1))  ∆v
update of global variables
v (m+1) ← v (m) + ∆v  v (m+1)
until the convergence criterion is fulfilled
The matrices ∂L/∂v and ∂L/q are known. The entire procedure is compiled in




































For the coupling between the three fields, see Fig. 6.2. In more detail, the system
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for which the concrete representations are required.
6.3.6 Stress Algorithm
It is necessary to perform the local integration step for the computation of the
internal variables for the Multilevel-Newton algorithm on local level. Furthermore,
a consistent linearization has to be addressed.
In the following, the connection to the material model from Chap. 4 is de-
scribed. The non-linear system L contains all evolution equations for the internal
variables, which will be shown in detail. The vector of internal variables reads
q = {Cp, kM, β t, fc}. Cp ∈ R6 is the plastic Cauchy-Green tensor, kM represents
the isotropic hardening variable, β t describes the sintering effect and is connected
to the hydrostatic tensile hardening It, while fc indicates the creep behavior.
Within the element, the temperatures Θn+1, the electrical potentials ϕn+1 and
the Cauchy-Green tensor components Cn+1 are given at each Gauss-point, see
Eq. (6.114). In order to determine the stress state Eq. (4.187), which is required
in Eq. (6.58), the internal variables have to be computed by Eq. (6.105). With
the computed internal variables, it is possible to evaluate the elasticity relation
and to compute the new stress values. Therefore, this procedure is known as stress
algorithm, although the scheme describes the computation of the internal variables.
The elasticity relation for the material model in Chap. 4 reads











C−1i CC−1i − 13 tr(CC−1i )C−1i
)
. (4.187)
The constitutive model consists of four evolution equations. The creep variable fc
evolves continuously, whereas the sintering variable emerges only above the sintering
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temperature ΘS. The evolution equations for these two internal variables read
β˙ t = hβ(β t,Θ) = cβ(1− β t)〈Θ−ΘS〉 (4.167)
f˙c(t) = hc(fc,Θ) =
2





, Iˇ1c = fc tr T˜ (4.197,4.196)
with the material parameters cβ, ΘS, Ac and c∞.
The evolution equation for the plastic Cauchy-Green tensor Cp, (4.207) and the
isotropic hardening variable kM, (4.210) are subjected to a case distinction due to
the yield function. Thus, the evolution equations are given by
F˜ < 0























































These evolution equations change depending on the yield function. If the stress
state reaches the yield function, the plastic multiplier can be computed out of the
yield condition F˜ = 0. Otherwise, the plastic multiplier is zero – and Cp as well as
kM evolve due to the influence of the creep variable fc.
To incorporate the case distinctions in the numerical algorithm, the elastic-
predictor/plastic-corrector scheme is applied, which is described in detail in the
work of Simo and Hughes [2000]. The use of the elastic predictor scheme means that
the yield function is evaluated with the new strains Cn+1 and internal variables qn
from the last time-step. If the yield function F˜ (Cn+1,Θn+1,qn) ≥ 0 is greater or
equal to zero, the plastic corrector scheme has to be applied and the new internal
variables qn+1 are computed in such a way that F˜ = 0 holds. The plastic multiplier
Λ is computed by F˜ = 0. For an elastoplasticity model with nonlinear kinematic
hardening, the work of Hartmann and Haupt [1993] offers a possibility to reduce
the computational effort by analytical considerations. This implies a reduction
to one equation with one unknown, called problem-adapted stress-algorithm, see
[Lührs et al., 1997] as well as [Hartmann et al., 1997] for details.
The time integration is performed with the backward Euler method, see Sect. 6.3.4,
195
6 Numerical Solution of Initial Boundary Value Problems
leading for Eqns. (4.167), (4.197), (4.207) and (4.210) to
0 = Cn+1p − Cnp −∆t hp(C,Cn+1p , k n+1M ,Θn+1, fn+1c ,Λn+1) (6.120)
0 = k n+1M − k nM −∆t hk(C,Cn+1p , k n+1M ,Θn+1, fn+1c ,Λn+1) (6.121)
0 = β n+1t − β nt −∆t hβ(β n+1t ,Θn+1) (6.122)
0 = fn+1c − fnc −∆t hc(C,Θn+1,Cn+1p , fn+1c ) (6.123)
0 = F˜ n+1(C,Cn+1p , k n+1M ,Θn+1,Λn+1, It(β t)) (6.124)
Due to the symmetry of C and Cp, they are arranged as vectors in the finite element
program, see [Hartmann, 2003] for more details about the matrix notation. These
discretized equations form a non-linear system of equations
Lp(C,Θ,Cp, kM, fc,Λ) = 0 (6.125)
Lk(C,Θ,Cp, kM, fc,Λ) = 0 (6.126)
Lβ(Θ, β t) = 0 (6.127)
Lc(C,Θ,Cp, fc) = 0 (6.128)
Lf (C,Θ,Cp, kM, fc,Λ) = 0 (6.129)
where the time index n+ 1 is omitted. All these equations can be formally written
as a single equation system, leading to
L(C,Θ,q) = 0 (6.130)





∆q(k) = −L(C,Θ,q(k)) (6.131)
with the iteration index k. If the solution ∆q(k) of this linear system is computed,
the internal variables for the next iteration read
q(k+1) = q(k) + ∆q(k). (6.132)
This iterative procedure is continued until a certain convergence criterion is fulfilled,
for example
‖L(C,Θ,q (k))‖ < tolL and ‖∆q (k)‖ < tolq (6.133)
with the abort tolerance tolL and tolq. In [Hartmann and Bier, 2008], it turned
out that a Newton method with line-search can stabilize the numerical algorithm –
which is the reason for the use of this approach in this work instead of the classical
Newton-Raphson method. For more information about the line-search algorithm,
see [Hartmann and Bier, 2008], [Pérez-Foguet and Armero, 2002] as well as [Armero
and Perez-Foguet, 2002].
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The follwing passage focuses on a detailed description of the equation systems that
are required for the computation of the new internal variables and the consistent
tangent matrix on the local level.
If the yield function is negative, β t can be computed by
∂Lβ
∂β t
∆β t = −Lβ(Θ, β t). (6.134)




















































































has to be solved in every iteration k to obtain the new internal variables. This
system can be reduced by static condensation. Therefore, the system is written with
the remaining nonlinear equations Lr = {Lp Lk Lc Lf} and the remaining internal












The second equation can be written as
∂Lβ
∂β t
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∆β t = −Lr. (6.139)


































and the unknowns are ∆qr. The only non-linear equation depending on the variable
β t out of the remaining equations Lr is Lf , which stems from the yield condition.






















































For the consistent linearization, the derivatives of the elasticity relation Eq. (4.187)


























Here, the derivative of h with respect to the internal variables Cp, fc and the
temperature Θ can be computed directly by the elasticity relation Eq. (4.187). For
the derivative of the internal variables with respect to the right Cauchy-Green
tensor and the temperature, the system of non-linear equations (6.125) - (6.129)
198
6.3 Numerical Solution Procedure
is used. At local level, the strains and the temperature are known – and with the
implicit function theorem, see Eq. (6.112), the equation system can be written as
Lp(C,Θ,Cp(C,Θ), kM(C,Θ), fc(C,Θ),Λ(C,Θ)) = 0 (6.145)
Lk(C,Θ,Cp(C,Θ), kM(C,Θ), fc(C,Θ),Λ(C,Θ)) = 0 (6.146)
L(C,Θ, qˆ(C,Θ))⇔Lβ(Θ, β t(Θ)) = 0 (6.147)
Lc(fc(C,Θ),Θ) = 0 (6.148)
Lf (C,Θ,Cp(C,Θ), kM(C,Θ), fc(C,Θ),Λ(C,Θ), β t(Θ)) = 0
(6.149)









































































































































for the computation of the derivatives with respect to the right Cauchy-Green tensor.
The same system with a different right-hand side has to be solved to determine the
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There are several possibilities to determine the required derivatives ∂L/∂q, ∂L/∂C
and ∂L/∂Θ. For example, it is possible to apply analytical, numerical or automatic
differentiation. For the analytical calculation of the consistent tangent operator,
one has to compute the Gateaux derivative of the stress with respect to the strain
increment, see [Braudel et al., 1986] and [Hartmann et al., 1997]. This can lead to
a time-consuming derivation and implementation. It can also be tedious and error-
prone. Due to the high effort of analytical manual computations, an alternative
could be seen in an approach based on finite differences. This, however, can lead to
a significant slowdown or even failure as a result of truncation errors. With the
help of automatic (also known as algorithmic) differentiation, derivatives (AD) can
be computed efficiently and accurately, see the works of Griewank and Walther
[2008] and Naumann [2012] as well for further information about AD. The tangent
is computed with machine accuracy and truncation errors are avoided.
In [Korelc, 2002; Korelc, 2009], use is made of symbolic programs such as
Mathematica [Wolfram, 2003]. Korelc developed a program that automatically
generates suitable element formulations, stress algorithms and tangent computations
on the basis of Mathematica and the offered program itself. The program often yields
very efficient implementations. Unfortunately, the approach has the disadvantage
that one has to purchase the program and to become accustomed to its programming
language.
200
6.3 Numerical Solution Procedure
In this work, an alternative is proposed – using Automatic Differentiation (AD),
here by applying OpenAD, see [Utke et al., 2008]. In this case, a program translates
the Fortran code of the programmed function into a new code that contains the
derivative or the entire functional matrix in the case of multi-dimensional functions.
Thus, only the functions, e.g. the stress algorithm, need to be provided. The
resulting code of the “consistent tangent” is generated automatically.
A different robust numerical calculation procedure for the tangent operators
is reported in [Tanaka et al., 2014]. A comparison of analytical, numerical and
Automatic Differentiation applied to non-linear finite elements can be found in





In this chapter, the thermo-electro-mechanical numerical simulations of the FAST-
process are investigated and compared to experiments. All simulations are performed
within the commercial finite element program Abaqus. The unit system used in all
Abaqus simulations can be found in App. 7. In a first step, different element types
and spatial discretizations are compared in order to choose an appropriate finite ele-
ment mesh with a small error. The second step is to analyze the time integration and
the time-step control and to determine appropriate control parameters. Afterwards,
simulations of the graphite tool system without any powder are performed. The
aim of these simulations is to compute the temperature distribution and to obtain a
better understanding of the various modeling parameters and their influence on the
process simulation. In addition, the simulated temperatures at the thermocouple
position and the pyrometer measurement point are compared to experimental data.
Then, based on this information, the numerical model is discussed. Furthermore,
a PID-controller is introduced and implemented into Abaqus for the temperature
control at the thermocouple position. This controller changes the current boundary
condition in such a way that it follows a prescribed temperature path. Then, as
the current does not have to be taken from experiments anymore, it is possible to
make predictions based on the Abaqus model.
In the second part of this chapter, the numerical simulations of the FAST-process
are performed. For this purpose, the developed material model in Chap. 4 is
implemented into Abaqus. In these simulations, the fully coupled thermo-electro-
mechanical sintering process of the copper powder at finite strains is treated. These
simulations render the temperature as well as the relative density distribution inside
the powder.
7.1 Simulation of Experiments without Powder
The following simulations are performed to obtain a better understanding of the
graphite tool system, see Fig. 2.5, especially focusing on the simulated temperature
field. At first, the boundary conditions are explained. Subsequently, a mesh
convergence study for choosing an appropriate mesh is performed and the influence
of the time integration parameters on the simulation is studied. Afterwards, a
parameter study is carried out in Sect. 7.1.4. In this study, the model complexity
will be increased step by step, analyzing whether the simulation is capable to predict
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the temperature at certain measurement points. Furthermore, a sensitivity analysis
serves to investigate the influence of the convection coefficient used for the modeling
of the water cooling as well as the thermal and electric contact resistance on the
temperature distribution. In these simulations, the measured current is applied as
a boundary condition. Due to this reason, the simulations are limited to reproduce
existing experiments. In order to make predictions, a PID-controller is implemented
into the finite element program. With this controller, the prescribed temperature














































(d) Contact surfaces and
Radiation
Figure 7.1: Boundary conditions
The geometry of the graphite tool system is shown in Fig. 2.6. Due to the axial
symmetry, only one-fourth is modeled. In Abaqus, there are no axisymmetric
elements available for the three-field coupled problem. Therefore, volume (brick)
elements are used.
It is necessary to prescribe boundary conditions for the three different fields –
namely the mechanical, thermal and electrical field. The boundary conditions of
the mechanical field are depicted in Fig. 7.1a. The bottom surface is loaded with
a time-dependent pressure p(t) or force F (t), whereas the upper surface is fixed.
Additionally, symmetry boundary conditions are applied.
The water cooling inside the FAST-machine is modeled by convection at the
top and the bottom surface of the tool system, see Fig. 7.1b. Radiation occurs on
the outer surfaces, see Fig. 7.1b and Fig. 7.1d. The convection and radiation are
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modeled by
qconv = hc(Θs −Θf), qrad = σ(Θ4s −Θ4∞), (7.1)
where Θs is the surface temperature, Θf the water, Θ∞ the chamber temperature
and hc the heat transfer coefficient. The water temperature in the FAST-machine
is assumed to be Θf = 25 ◦C. The chamber temperature may change during the
process, but the chamber walls are cooled. Thus, a constant chamber temperature
of Θ∞ = 25 ◦C is assumed. σ denotes the Stefan Boltzmann constant and  = 0.8
is the emissivity, which is taken from [Zavaliangos et al., 2004].
The boundary conditions of the electrical field are shown in Fig. 7.1c. At the
top surface, the electric current density j(t) or the current I(t) is prescribed as a
function of time. At the bottom surface, the electrical potential is set to zero.
Furthermore, contact resistances are present due to the non-perfect contact
between the graphite punch, the die and the cone part. There are two different
kinds of resistances: the thermal and the electrical contact resistance. These
resistances lead to a temperature and voltage drop at the interfaces, as illustrated
in Fig. 7.2. Moreover, heat is produced at the interfaces, due to the electrical








Figure 7.2: Temperature and voltage drop at interface due to contact resistances
In Abaqus, the heat conduction qc as well as the electric current density flow jc
between two surfaces are modeled by
qc = κC,th(p)(Θ1 −Θ2), jc = κC,el(p)(ϕ1 − ϕ2), (7.2)
where Θ1 or ϕ1 and Θ2 or ϕ2 are the temperatures or electrical potentials of the
points on the surfaces, see Fig. 7.2. κC,th is the thermal contact conductance and
κC,el denotes the electrical contact conductance. Both quantities can depend on
the contact pressure p.
The heat due to the electrical resistance at the interfaces is calculated by
qe = κC,el(p)(ϕ1 − ϕ2)2 = κC,el(p)∆ϕ2. (7.3)
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7.1.2 Mesh Convergence Study
For the finite element simulations, an adequate mesh with a small error is desired.
Therefore, a mesh convergence study is performed to compare two different element
types in Abaqus. The investigated elements are a linear eight-noded (Q3D8)
and a quadratic twenty-noded (Q3D20) hexahedral element. Different spatial
discretizations are investigated according to the resulting error in the temperature
and the electrical potential. As the error in the displacements is not in the focus of
these simulations, it is not investigated. Four different meshes are investigated for
each element type, see Tab. 7.1 and Fig. 7.3. The reference solution is performed
with a mesh consisting of 14 739 quadratic elements and a total number of degrees
of freedom, ndof = 213 546, see Fig. 7.3d. For the pressure and the electric
Table 7.1: Number of degrees of freedom ndof and number of elements ne for different
spatial discretizations
Q3D8 Q3D20
M1 M2 M3 M4 M5 M6 M7 M8
ne 3168 5501 12 819 41 644 1356 2399 3805 6598










Figure 7.3: Spatial discretizations
current density, the following boundary conditions are used: The pressure p(t)
is raised linearly from 0MPa to 10MPa in 1000 s, whereas the current density
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j(t) is increased linearly from 0Am−2 to 4× 105 Am−2 in 1000 s. For the time
integration, the backward Euler method is used with a constant time step-size of
10 s (100 time-steps). For the graphite material, a linear thermo-elastic behavior
is assumed. The model parameters are specified in Tab. 7.2, where E denotes
the Young’s modulus, ν the Poisson ratio, η the friction coefficient, hc the heat
transfer coefficient for convection,  the emissivity, ρ the density, αΘ the thermal
expansion coefficient and Θ0 the initial temperature. For the heat capacity cp(Θ),
the thermal κth(Θ) and the electrical conductivity κel(Θ), the identified functions
from Sect. 5.5.2 are used.
Table 7.2: Parameters used in the mesh and time study
E ν η hc  ρ αΘ Θ0
MPa - - Wm−2 K−1 - kgm−3 K−1 ◦C
11500 0.2 0.1 880 0.8 1850 4.55× 10−6 25
For the comparison of the eight different meshes, the error of the temperature and










with ΘTC(tend) as the temperature at the thermocouple position at the end of the
simulation. ΘTCref (tend) is the temperature at the same position for the simulation
with the reference mesh. The error of the electrical potential is computed with
the potential at the pyrometer measurement point ϕPyro(tend) at the end of the
simulation, while ϕPyroref (tend) denotes the reference solution. The position of the
thermocouple and the pyrometer measurement point is shown in Fig. 7.11a.
Fig. 7.4 shows the computed relative error in % over the number of degrees of
freedom for the entire mesh. It can be seen that the error in the temperature
reduces slightly for the linear elements, whereas the error for the quadratic elements
shows a large decrease with an increasing number of degrees of freedom. As can
be seen in Fig. 7.4b, the error of the electric potential remains nearly constant. In
contrast, the error of the quadratic elements increases at first – and then decreases
again. The mesh M8 with quadratic elements shows the best results, with error
values of less than 1% for the temperature and less than 0.1% for the electrical
















(a) Error of temperature over degrees of free-















(b) Error of electrical potential over degree of
freedom at pyrometer measurement point
Figure 7.4: Comparison of a linear hexahedral (Q3D8) and a quadratic hexahedral
element (Q3D20) in Abaqus
7.1.3 Time Integration
Apart from the spatial discretization, the time integration is important for the
accuracy and the overall computational time too. Therefore, the following passage
focuses on the step-size control of Abaqus with the backward Euler method. The
same boundary conditions as in the previous section are applied, also using the
mesh M8. A reference solution with ∆t = 1 s (1000 steps) is performed. The
results are shown in Fig. 7.5a (for the electrical potential) and in Fig. 7.5b (for the
temperature). This reference solution is compared to simulations with a controlled
time-step. In Abaqus, one has to prescribe the maximum temperature change
and the minimum and maximum time step-size ∆t. The minimum step-size is set
to ∆tmin = 1× 10−4 s and the maximum temperature change is set to 10 ◦C per
time-step. Two different maximum step-sizes are investigated, ∆tmax = 100 s and
∆tmax = 25 s. The computation with a maximal step-size of ∆tmax = 100 s shows
a kink in the potential over the time, see Fig. 7.5a, which cannot be observed in
the reference solution. The simulation with ∆tmax = 25 s shows a difference to
the reference solution below 300 s, but a good agreement after that and no kink.
The temperature is shown in Fig. 7.5b. Here, the different solutions show a good
agreement with the reference solution.
The time-step over the time is shown in Fig. 7.6. At the beginning of the
simulation using ∆tmax = 100 s, the time-step grows up to 70 s and decreases again
after that. This large time-step is probably what causes the kink in the solution.
In the simulation with ∆tmax = 25 s, the time-step is limited, showing a plateau
at the beginning and the same decreasing behavior after that. In the following
simulations, the maximum time-step is set to ∆tmax = 25 s.
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(b) Temperature over time at thermocouple
position
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Here, the aim is to study the influence of the thermo-electrical properties as well
as the thermal and electrical contact resistance on the temperature evolution. For
this reason, data of a FAST-experiment without any powder is used. The measured
current, as shown in Fig. 7.7a, is applied as a boundary condition. The applied axial
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(b) Axial force over time
Figure 7.7: Prescribed current I and prescribed axial force F
Tab. 7.3. The model complexity is increased step by step. In the first set, a constant
heat capacity, thermal and electrical conductivity are chosen. The values represent
the parameters at room temperature, see Sect. 5.5.2. In the second set, the thermal
and electrical contact resistance is taken into account. The values are taken from
[Zavaliangos et al., 2004]. In the work of Zavaliangos et al. [2004], the resistance is
separated into a vertical and horizontal part, where the values are given by κHC,th,GG =
1.32× 103 Wm−2 K−1 as the horizontal, κVC,th,GG = 2.4× 103 Wm−2 K−1 as the
vertical thermal conductance as well as κHC,el,GG = 7.5× 106 Sm−2 as the horizontal
and κVC,el,GG = 1.25× 107 Sm−2 as the vertical electrical contact conductance. In the
third set, the identified temperature-dependent functions for the graphite material
cp(Θ), κth(Θ) and κel(Θ) are used, see Sect. 5.5.2. The electrical resistance is added
in set 4, and the thermal resistance is included additionally in set 5. Further, it is
necessary to prescribe the electrical as well as the thermal contact conductance in
the thermo-electro-mechanical contact simulations. Therefore, the thermal contact
conductance κHC,th,GG and κVC,th,GG is set to 1× 106 Wm−2 K−1 for the sets 1, 3 and
4. It can be regarded as a perfect contact. The electrical contact conductance
κHC,el,GG and κVC,el,GG is set to 1× 1010 Sm−2 in set 1 and 3.
In Sect. 2.8, the electrical resistance between graphite and graphite is measured
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as a function of the applied pressure. For the use in Abaqus, the thermal contact
conductance is required – and a power function is fitted to the experimental data,
see Sect. 5.5.3. In set 6, the fitted function κC,el,GG6 is used.
Table 7.3: Definition of sets
Set Thermal Heat Electrical Thermal Electrical
Conductivity Capacity Conductivity Resistance Resistance
Wm−1 K−1 J kg−1 K−1 Sm−1 Wm−2 K−1 Sm−2
1 100 896 8.45× 104 - -




3 κth(Θ) cp(Θ) κel(Θ) - -
4 κth(Θ) cp(Θ) κel(Θ) - κHC,el,GG
κVC,el,GG




6 κth(Θ) cp(Θ) κel(Θ) κHC,th,GG κC,el,GG6(p)
κVC,th,GG
The temperature is measured at two positions in the experiment, see Fig. 7.11a.
These positions are the thermocouple position and the pyrometer measurement
point. A simulation is performed for each set defined in Tab. 7.3. The simulated
temperature at the thermocouple position is compared to the temperature measured
in the experiment in Fig. 7.8a. The simulated temperature of set 1 shows a lower
heating rate than the measured temperature. At 1000 s, the simulated temperature
is approximately 500 ◦C in contrast to the measured temperature of 700 ◦C. In
the following, the simulated temperature decreases to below 500 ◦C and shows an
oscillating behavior, which is probably due to the oscillating prescribed current,
Fig. 7.7a. The simulated temperature at the pyrometer measurement point, see
Fig. 7.8b, shows a large deviation to the temperature in the experiment. For the
second set, the thermal and electrical resistance is taken into account. In Fig. 7.8a,
the simulation overestimates the experimental temperature. The temperature at
the pyrometer position is overestimated as well, Fig. 7.7a. The higher simulated
temperature can be connected to the resistances. On the one hand, the electrical
resistances lead to higher temperatures at the interfaces – while, on the other hand,
there are thermal barriers due to the thermal resistances that lead to temperature
differences between the different graphite parts. This shows that the temperature
field is strongly influenced by the contact resistance.
In the third set, the measured temperature-dependent heat capacity, thermal con-













 0  1000  2000  3000  4000  5000
























 0  1000  2000  3000  4000  5000












(b) Pyrometer measurement point
Figure 7.8: Temperature evolution at the thermocouple position and the pyrometer
measurement point for the different sets defined in Tab. 7.3
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are assumed. The simulated temperature curves in Fig. 7.8a and Fig. 7.8b for this
set of parameters have the lowest temperature of all the sets under consideration.
Taking into account the electrical resistance in set 4 leads to a higher temperature
and a smaller deviation to the measured temperature. If, in set 5, the thermal
resistance is added too, the temperature coincides very well with the measured
temperature during the heating phase in Fig. 7.8a and Fig. 7.8b. The simulated
temperature for set 5 at the thermocouple position, see Fig. 7.8a, shows a difference
at 1000 s of approximately 50 ◦C and an increasing oscillating behaviour after that,
whereas the experimental temperature remains nearly constant at 700 ◦C. The
cooling rate between the experimental temperature and the simulated temperature
for set 5 shows a deviation. In set 6, the measured pressure-dependent electrical con-
tact resistance is considered. The simulated temperature for this set of parameters
shows the best agreement with the experimental data.









Figure 7.9: Temperature distribution for different sets
The temperature distributions for set 3-6 around t = 2000 s are depicted in
Fig. 7.9. For set 3, it can be observed that the temperature is nearly the same in
the punches and the die. For set 4, where the electrical resistance is added, this
leads to a higher temperature in this region. Still, the temperature can be assumed
as homogeneous. If the thermal resistance is considered, which is done in set 5 and
set 6, an inhomogeneous temperature distribution is observed between the punches
and the die. Due to the small punch area, the highest electrical resistance can be
observed in these parts. This can be proved by the dissipated energy, as shown




Figure 7.10: Total electrical energy dissipated into heat due to flow of current at
4748 s
Furthermore, the thermal resistance creates a thermal barrier so that the heat
flux between the interfaces is not perfect anymore. The heat in the tool system
is produced by Joule heating, which volumetrically heats the parts. The thermal
resistance leads to a reduced heat transport to the water cooling. As a result, the
punches show a higher temperature than the cone part or the die.
In summary, it can be stated that the contact resistances play a major role for
the correct temperature distribution. Furthermore, the temperature-dependent
material properties – such as the heat capacity, the thermal and the electrical
conductivity – are important to obtain a better agreement with the experiments.
For a deeper study of the temperature and electrical distribution, two paths
are defined in Fig. 7.11b. The temperature along the horizontal path is shown
in Fig. 7.12a around 2000 s. The temperature over the radius is nearly constant
for set 3 and 4, which can be explained by the missing thermal resistance. The
temperature for set 4 is higher due to the electrical contact resistance. Set 5 and 6
show a jump in temperature between the punch and the die due to the thermal
resistance.
Fig. 7.12b illustrated the temperature versus the z-coordinate around 2000 s.
Again, the temperature for set 3 and 4 shows a smooth transition at the interfaces
between the cone and the punches. In contrast, the temperature for set 5 and 6
shows a large jump in the cone-punch interface. Additionally, the temperature is
symmetric according to the symmetry plane.
The magnitude of the electrical current density is shown in Fig. 7.13a for the
horizontal path around 2000 s. For set 3, where a perfect contact is assumed, no
jump at the interface can be observed. For set 4 and 5, the jump at the interface
between the die and the punch is small. For set 6, however, the magnitude of the
electrical current density shows a large jump from approximately 550mAmm−2 to
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(a) Temperature measurement points
8.6
(b) Path definition
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(b) Temperature vs. z-coordinate
Figure 7.12: Temperature along the paths defined in Fig. 7.11b for different sets
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920mAmm−2. For the vertical path, the magnitude of the electrical current density
is plotted in Fig. 7.13b around 2000 s. The highest values appear in the punches
near to the punch-cone interface. The values drop down towards the middle and
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(b) Magnitude of electrical current density vs.
z-coordinate
Figure 7.13: Magnitude of electrical current density along the paths defined in
Fig. 7.11b for different sets
7.1.5 Sensitivity Analysis
This analysis focuses on the influence of the convection coefficient, the thermal
as well as the electric contact resistance parameters on the temperature evolution
in the thermocouple and at the pyrometer measurement point. All performed
simulations are based on the parameters used for set 6, see Sect. 7.1.4.
Convection Study
The water cooling in the FAST-machine is modeled by convection. The convection
coefficient hc = 880Wm−2 K−1 is taken from [Vanmeensel et al., 2005], where the
temperature distribution of a FAST-machine produced by FCT is modeled. The
experiments in this work are performed with a machine from the same company, a
FCT HP D5, see Sect. 2.2.
The purpose of this study is to check the validity of the chosen coefficient and
the influence on the temperature evolution. The investigated convection coeffi-
cients are: 300Wm−2 K−1, 500Wm−2 K−1, 700Wm−2 K−1 and 1000Wm−2 K−1.
In Fig. 7.14a, the temperature at the thermocouple position is plotted over the
time. It is found that a lower convection coefficient leads to a higher temperature
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and to a larger deviation to the experimental temperature curve. At the pyrometer
measurement position, the temperature evolution shows a larger deviation for the
different convection coefficients. In conclusion, the chosen convection coefficient










 0  1000  2000  3000  4000  5000























 0  1000  2000  3000  4000  5000











(b) Pyrometer measurement point
Figure 7.14: Influence of convection coefficient on the temperature evolution
Thermal Contact Resistance Parameter Study
For the thermal contact conductance, there are no measurements for the graphite-
graphite contact. For this reason, the parameters for the horizontal and vertical
thermal contact resistance are taken from Zavaliangos et al. [2004]. Here, the
aim is to investigate the fundamental influence on the temperature field. For this
purpose, the same parameters are used for the vertical and the horizontal thermal
conductances. The following thermal conductances are used: 300 Sm−2, 500 Sm−2,
700Sm−2 and 1000Sm−2. A higher thermal contact conductance leads to an
overheating at the thermocouple position at 1000 s in Fig. 7.15a. Subsequently,
the temperature shows an oscillating behavior with a higher thermal contact
conductance, where higher conductances lead to increased oscillations. At the
pyrometer measurement point, the temperature is strongly influenced by the thermal
contact conductance, while the maximum temperature difference between the
different curves is approximately 300 ◦C, see Fig. 7.15b. As mentioned before,
the thermal contact conditions are important for the simulation of the correct
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(b) Pyrometer measurement point
Figure 7.15: Temperature evolution for different thermal contact conductances
Electrical Contact Resistance Parameter Study
The electrical contact resistance produces heat at the interfaces and, accordingly,
increases the interface temperature. In Sect. 5.5.3, the electrical contact conductance
was derived out of the experiments in Sect. 2.8. Due to the scatter in the experiments,
different functions for the pressure-dependent electrical contact conductance were
derived in Sect. 5.5.3. As the influence of these different functions on the temperature
evolution is to be analyzed here, Fig. 7.16 shows the temperature evolution at the
thermocouple position and the pyrometer measurement point.
The different functions mainly influence the temperature evolution between 1000 s
and 3000 s, where the influence at the pyrometer measurement point is larger than
at the thermocouple position. In summary, the simulated temperature with κC,el,GG6
agrees well with the experimental temperature. Therefore, this function is used in
the following sintering experiments.
7.1.6 PID-Controller
One possibility to prescribe the boundary conditions of the simulation is to apply
values for the current that are taken from an experiment. This is done in the
parameter study, see Sect. 7.1.4 and Fig. 7.7a. The current in the FAST-machine
is not prescribed. Rather, the process is temperature-controlled by placing a
thermocouple into a borehole in the die, see Fig. 7.11a for the thermocouple
position. The temperature at this position is prescribed – and a PID-controller
serves to control the current in the machine. In order to make predictions instead of
relying on the measured current, a PID-controller is implemented into Abaqus for
the simulations. A PID-controller is used also in the work of Munoz and Anselmi-
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(b) Pyrometer measurement point
Figure 7.16: Temperature evolution for different electrical contact conductances
Tamburini [2010] and Mondalek et al. [2011]. The implementation aspects and the
theory are explained in App. 8. Except for the boundary condition of the electrical
field, the parameters of set 6 and the same conditions as in the parameter study
are used. Here, the temperature at the thermocouple position is prescribed and
the controller changes the current. The three controller parameters KP , KI , KD
identified by this experiment are listed in Tab. 7.4. The measured current over the
time in the experiment is compared to the computed current by the PID-controller
in the simulation in Fig. 7.17b. The temperature in the thermocouple position over
the time is plotted in Fig. 7.17a. A very good agreement between the simulated and
the measured current can be observed. Also, the controlled temperature agrees very
well with the prescribed temperature. Between 1000 s and 2500 s, the simulated
temperature shows a higher but acceptable oscillation compared to the experiment.
The temperature at the pyrometer measurement position is shown in Fig. 7.18
for the experiment and the simulation. During the heating and cooling phase, the
simulated temperature agrees well with the temperature of the experiment. The
maximum temperature in the simulation is lower than the experimental tempera-
ture. Between 1000 s to 2500 s, the oscillating behavior of the temperature in the
simulation differs from the behavior in the experiment, which can be explained by
the uncertainties in the contact conditions. Nevertheless, the deviation is in an
acceptable range.
For validation purposes, an experiment with Θc = 600 ◦C is simulated in order
to test the PID-controller. Fig. 7.19a shows the temperature at the thermocouple
position in the simulation and the experiment. The simulated temperature shows
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(a) Comparison of temperature in the ex-
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(b) Comparison between controlled current
from experiment and the simulation
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Figure 7.18: Temperature evolution at pyrometer position for the controller identi-
fication experiment
Table 7.4: PID-controller parameters identified with Exp. 7.17
KP KI KD
A ◦C−1 A ◦C−1 s−1 As ◦C−1
4.00 0.02 6.00
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temperature. The current shown in Fig. 7.19b oscillates more in the experiment
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(b) Current, controlled by the PID-controller
Figure 7.19: Simulation of an experiment with Θc = 600 ◦C
In summary, the PID-controller works quite well and offers the possibility to
directly prescribe the temperature in the thermocouple position. Hence, it is
possible to make predictions, and the simulated conditions are closer to the actual
conditions in the experiment.
7.2 Simulation of Sintering Experiments
The following section focuses on a simulation of the fully coupled thermo-electro-
mechanical sintering at finite strains. For this purpose, two materials have to
be considered. These are the copper powder, which is sintered, and the graphite
material, which is used for the tool system. The finite element simulations are
performed with the commercial program Abaqus. For this reason, the material
model for the copper powder, see Tab. 4.3, is implemented via a user subroutine in
Abaqus. During the sintering process, the powder is compressed from approximately
12mm to 5mm. Due to these large deformations, it is necessary to perform contact
simulations at large strains. Furthermore, the thermal and electrical resistances at
the interfaces are crucial to match the conditions in the real process, see Sect. 7.1.4,
and thus have to be incorporated in the simulation.
First of all, the boundary conditions and the parameters used in the simulation
are described – followed by the simulation of an instationary creep experiment that
was not used for the parameter identification. In this experiment, the heating rate is
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Θ˙ = 50 ◦Cmin−1. In the second simulation, an instationary creep experiment with
a heating rate of Θ˙ = 200 ◦Cmin−1 is investigated. For the last simulation, a creep















Figure 7.20: Set-up and temperature measurement points for the FAST tool system
Fig. 7.20 shows the graphite tool system with the copper powder. The FAST-
machine features two temperature measurement points. The temperature, which
is measured at the thermocouple, is used as a basis to control the current. In
addition, the temperature at the upper punch is measured by a pyrometer. The
PID-controller introduced in the previous section is used in these simulations too.
Therefore, the temperature at the thermocouple is used as the desired value for the
controller. The temperature at the pyrometer is used for comparison.
Fig. 7.20c shows the mesh used in the sintering simulations. According to the
Abaqus manual, linear elements are more suitable than quadratic elements when
it comes to contact simulations. No convergence could be obtained with a mesh
consisting of quadratic hexahedral elements (Q3D20). Hence, linear brick elements
are used in the simulation. The mesh contains ne = 3627 linear hexahedral elements
(Q3D8) and a total number of unknowns ndof = 24590.
7.2.1 Boundary Conditions
The geometry of the graphite tool system is shown in Fig. 2.6. Due to the axisym-
metry, only one-fourth is modeled. Due to the fact that the lower punch moves
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(d) Contact surfaces and ra-
diation
Figure 7.21: Boundary conditions
during the process and the upper punch is fixed, there is no further symmetry in
the horizontal plane.
For the multi-field simulation, various boundary conditions have to be applied.
The mechanical boundary conditions are shown in Fig. 7.21a. Symmetry boundary
conditions are used for the side surfaces. The top surface is fixed, whereas a force
is applied over the time at the bottom surface. As in the experimental set-up, the
die is not fixed and can therefore move in vertical/axial direction.
The water cooling for the FAST tool system is modeled by convection at the top
and the bottom surface, see Fig. 7.21b. Due to the vacuum chamber, radiation
only takes place at the outer surfaces, Fig. 7.21b. The convection and radiation
is modeled by Eq. (7.1). The temperature of the water in the cooling circuit is
assumed to be Θf = 25 ◦C. The convection coefficient hc = 880Wm−2 K−1 is taken
from [Vanmeensel et al., 2005], where a FAST-machine from the same manufacturer
is modeled. A constant chamber temperature of Θ∞ = 25 ◦C is used as a first
attempt. σ denotes the Stefan Boltzmann constant and  = 0.8 the emissivity for
graphite, which is taken from [Zavaliangos et al., 2004]. The initial temperature for
the FAST-tool system with the powder is set to 25 ◦C.
For the electrical field, the current at the top surface is prescribed by the PID-
controller, see Fig. 7.21c. At the bottom surface, the electrical potential is set to
zero.
Furthermore, two different contact pairs are present in the model. The graphite-
graphite contact and the graphite-powder contact conditions have to be inserted.
The electrical contact conductance is identified in Sect. 5.5.3 out of the experiments
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in Sect. 2.8 for the graphite-graphite contact κC,el,GG6(p) and the graphite-copper
contact κC,el,GC6(p). The contact conductances depend on the applied pressure p.
For the thermal contact conductance between graphite and graphite, the according
values are taken from Zavaliangos et al. [2004]. In this work, the contact conduc-
tance is separated into a vertical and horizontal part, where the values are given by
κHC,th,GG = 1.32× 103 Wm−2 K−1 as the horizontal, κVC,th,GG = 2.4× 103 Wm−2 K−1
as the vertical thermal conductance. There are no values available for the graphite-
copper contact, which is the reason for the use of the thermal contact conductance
κC,th,CC(p) for copper-copper contact as a first attempt. The data from the pub-
lication of Rao et al. [2004] is used, and a power function is fitted to this data
in Sect. 5.5.4. The according contact conductances are summarized in Tab. 7.5.
For the mechanical contact, the simulation is based on a friction coefficient of
η = 0.1 – and a finite sliding node-to-surface formulation is chosen for the contact
discretization. For the curved surfaces, a smoothing technique offered in Abaqus is
used for the simulations. Furthermore, the tolerance for the slave surface adjustment
is chosen to be 0.01. The relative density dependence of the thermal and electrical
conductivity can be incorporated via a user defined field. Therefore, the relative
density is set as a field variable. The maximum number of equilibrium iterations is
increased from 5 to 25.
Table 7.5: Contact parameters used in the sintering simulations
κC,el κC,th κC,th
Sm−2 Wm−2 K−1 Wm−2 K−1
Graphite-Graphite
contact




Moreover, two materials have to be considered. The copper powder is charac-
terized by the constitutive model developed in Chap. 4. The identified material
parameters are listed in Tab. 5.5. For the thermal field, the temperature-dependent
heat capacity cp(Θ) and the temperature as well as relative density-dependent
thermal conductivity κth(ρrel,Θ) are incorporated. The electrical conductivity
κel(ρrel,Θ) of the copper powder is a function of the temperature and the relative
density as well. All functions determined by the experiments are reported in
Sect. 5.5.
The second material to be characterized is graphite R8510, produced by the
SGL Carbon GmbH. For this material, a thermo-elastic behavior is assumed. The
Young’s modulus is given by E = 11 500MPa and the Poisson ratio reads ν = 0.2.
Graphite has a density of 1850 kgm−3. The identified thermal expansion coefficient
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is defined by αΘ = 4.55× 10−6 K−1, see Sect. 5.5.2. For the thermal and the
electrical field, the temperature-dependent heat capacity cp(Θ), the thermal κth(Θ)
as well as the electrical conductivity κel(Θ) are incorporated in the finite element
model. These functions are fitted to the experiments in Sect. 5.5.2.
7.2.2 Instationary Creep Simulation with Θ˙ = 50 ◦Cmin−1
First, an instationary creep experiment, which was not used for the identification of
the constitutive model, is simulated. The loading conditions are shown in Fig. 7.22.
The force is applied up to the constant value of approximately 24.5 kN. Subsequently,
the temperature is raised up to 560 ◦C with a heating rate of Θ˙ = 50 ◦Cmin−1.
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(b) Prescribed temperature at the thermo-
couple position
Figure 7.22: Prescribed axial force F and temperature Θ
PID-controller. As can be seen in Fig. 7.22b, the simulated temperature shows
a good agreement with the experimental temperature. Thus, the PID-controller
apparently works well for the sintering experiments too. The simulated temperature
at the pyrometer measurement point is shown in Fig. 7.23a. The pyrometer in the
FAST-machine measures temperatures above 400 ◦C. The simulated temperature
matches the experiment perfectly. As can be seen in Fig. 7.23b, the current that
is governed by the PID-controller shows an oscillating behavior between 400 s and
800 s. This can be explained by the various non-linearities in the model, which
originate from the contact conditions as well as the materials.
The temperature distribution for the whole FAST-tool system, including the
powder, is shown for different times in Fig. 7.24. At 200 s, there is no heating –
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(b) Computed current by the PID-
controller
Figure 7.23: Temperature at pyrometer measurement point and controller current
Subsequently, the current is applied, see Fig. 7.23b, and the temperature increases
especially in the punches and the die at 398 s. The cone parts are cooler because of
the water cooling. In addition, the contact resistances lead to different temperature
distributions between the parts, see Sect. 7.1.4. The temperature distribution
at 600 s is homogeneous in the punches, the die and the powder. At the end of
the sintering simulation, at 862 s, the punches and the powder have the highest
temperature. The die is cooler than the punches, which can be explained by the
radiation over the surface and the thermal resistance at the interfaces between the
punch and the die.
For a deeper study, the temperature is plotted over a horizontal and a vertical
path defined in Fig. 7.20b. The temperature over the radius is plotted in Fig. 7.25a.
There is no large temperature gradient between the copper powder and the graphite
die to be observed during the process. Thus, the temperature measured at the
thermocouple position represents the powder temperature for this FAST set-up
with copper powder. In contrast, the temperature along the axial/z-direction shows
a big difference between the cone, the punch and the powder (P). At 200 s, where no
heating took place, the temperature is 25 ◦C. The temperature increases during the
process, and the highest temperature is always found in the punches. Furthermore,
the temperature is approximately symmetric, although the lower punch and cone are
moving and the upper part is fixed. The cone parts are much cooler than the rest of
the tool system. At the end of the process, the difference is about 300 ◦C, which can
be explained by the contact resistances and the connection to the remaining system.
The thermal resistance creates a barrier for the heat transport, and the heat flux
is low due to the fact that the contact area between the punch and the cone part
is fairly small. The powder region is a heat sink over the axial direction, and the
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(a) 200 s (b) 398 s (c) 600 s (d) 862 s
Figure 7.24: Simulated temperature distribution at different times
temperature is lower than in the punch area. This can be explained by the electrical
energy1 dissipated into heat, as shown in Fig. 7.26. Most of the energy is dissipated
in the punch and the cone area. In contrast, only little energy is dissipated in the
die and the powder. The punch has the smallest area and, accordingly, the highest
resistance. Other than that, copper is a good conductor and has a low resistance.
The relative density is an appropriate measure to evaluate the stage of sintering.
Therefore, it is of interest to understand the relative density distribution in the
powder region and to determine whether there are any gradients. Furthermore,
the question is whether the powder is fully sintered and what the value of relative
density is at the end of the process. The relative density distribution for different
simulation times is shown in Fig. 7.27. At the beginning of the process, the relative
density is approximately 0.4 – increasing up to approximately 1 at the end. During
the whole process, the relative density is homogeneous inside the powder region.
Also, one can observe the decreasing height, which is around 12mm at the beginning
and 5mm at the end. The relative density over the time is shown in Fig. 7.28.
The simulated relative density is in good agreement with the relative density from
the experiment. For a better understanding of the relative density evolution, it
is plotted together with the axial force and the temperature at the thermocouple
position in Fig. 7.29. First, the force is increased, followed by an increase in relative
density from 0.41 to 0.6. Subsequently, the temperature is raised. Here, the relative
density remains nearly constant because the temperature is below the sintering
temperature ΘS = 151.36 ◦C. For higher temperatures above this value, the relative
density increases up to approximately 1.
1The energy is given in tmm2 s−2 according to the unit system defined in Tab. 3. The energy in









































(b) Temperature vs. z-coordinate
Figure 7.25: Temperature along different paths defined in Fig. 7.20b at different
simulation times
Figure 7.26: Total electrical energy dissipated into heat due to flow of current at
862 s
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(a) 0 s (b) 200 s (c) 398 s (d) 600 s (e) 862 s
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(b) Temperature at thermocouple position and
relative density vs. time
Figure 7.29: Relative density, axial force and temperature over the time
7.2.3 Instationary Creep Simulation with Θ˙ = 200 ◦Cmin−1
In the second sintering simulation, another instationary creep experiment is in-
vestigated – but with a higher heating rate of about Θ˙ = 200 ◦Cmin−1. This
experiment was again not utilized in the identification procedure for the consti-
tutive model in Chap. 5. First, the force is raised up to 25 kN, followed by an
increase in temperature, see Fig. 7.30. The temperature in the simulation has an
offset towards the experimental desired temperature, meaning that the controlled
system cannot follow the prescribed temperature due to the high heating rate. The
simulated temperature at the pyrometer measurement point coincides well with
the temperature in the experiment, see Fig. 7.31a. The relative density in the
powder region is again homogeneous in the simulations and shown versus the time
in Fig. 7.31b. For the cold compaction, the relative density in the simulation agrees
perfectly with the density from the experiment. Afterwards, the simulated relative
density remains constant while the relative density in the experiment still increases.
For time values higher than 300 s, the deviation becomes smaller. Also, there is
a very good agreement between the simulation and the experiment. This FAST
sintering experiment and its simulation is of interest to save production time and
to accelerate the process of sintering. The developed model represents a suitable
approach to conduct detailed sintering experiments with high heating.
7.2.4 Creep Simulation
It turns out that the creep behavior of the copper powder at elevated temperatures
largely contributes to the increase of the relative density, as can be observed in
the experiments in Sect. 2.5.4. As it is important to incorporate this effect in the
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(b) Prescribed temperature at the thermo-
couple position
Figure 7.30: Prescribed axial force F and temperature Θ for the instationary creep
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(b) Relative density vs. time
Figure 7.31: Temperature at pyrometer measurement point and relative density
over time for the instationary creep simulation with Θ˙ = 200 ◦Cmin−1
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model, the simulation performed in this chapter demonstrates that the model is
suitable for creep experiments with a holding time of 2 h. The loading conditions
are shown in Fig. 7.32. In this simulation, first the temperature is increased up
to the constant value of 300 ◦C. Afterwards, the axial force is increased up to
approximately 24.5 kN where it is held constant for 2h. The simulated temperature
in Fig. 7.32b shows a very good agreement with the temperature in the experiment.
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(b) Prescribed temperature at the thermocou-
ple position
Figure 7.32: Prescribed axial force F and temperature Θ for the creep simulation
at 300 ◦C
current, as shown in Fig. 7.33a, exhibits an oscillating behavior during the loading
period and remains nearly constant afterwards. The relative density over the time
is plotted in Fig. 7.33b, showing a perfect agreement during the loading period and
an acceptable agreement during the creep period.
7.3 Summary
The underlying physical problem of the FAST-process is a coupled multi-field
problem involving the electrical, thermal and mechanical field. In addition, the
thermal, electrical and mechanical contact conditions have to be incorporated. This
complex problem is studied starting with the graphite tool system without any
powder. The performed parameter study reveals the significance of the contact
conditions as well as the temperature-dependent heat capacity, the thermal and
the electrical conductivity. To determine the correct temperature, it is especially
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(b) Relative density vs. time
Figure 7.33: Temperature at pyrometer measurement point and controlled current
for the creep simulation at 300 ◦C
importance. This is emphasized by the sensitivity analysis, which confirms the
significant effect of the thermal contact resistance on the temperature at the
pyrometer measurement point. A further possibility for improvement would be the
measurement of the thermal contact conductance for the graphite-graphite and the
graphite-copper contact depending on the contact pressure.
In order to make predictions, a PID-controller is implemented into Abaqus.
Otherwise, it would only be possible to perform simulations by drawing on current
values from conducted experiments. The current that is controlled by means of the
PID-controller shows a very good agreement with the current from the experiments.
Apart from that, the controller is also used for the sintering simulations in which
the fully coupled thermo-electro-mechanical sintering process of the copper powder
at finite strains is treated. The finite element simulations show a good agreement
with the experiments. The model is capable to reproduce the sintering process.
Furthermore, the simulation delivers a greater insight into the FAST-process because
it enables to examine an entire temperature field instead of having to depend on
only a few measuring points in actual experiments. Further, it is possible to analyze
the homogeneity of the temperature field as well as the relative density. According
to the simulations in this work, the copper powder showed no large gradients –
which is probably related to the good thermal and electrical conductivity of copper.
As a result, the finite element model including the constitutive model for the copper




8 Conclusions and Outlook
The focus of this thesis lies on the development of a numerical model to simulate
the FAST-process, which is a new production process for the sintering of powders.
The sintering experiments are performed inside a closed vacuum chamber, and
the temperature is measured by a thermocouple or a pyrometer – whereby the
actual temperature distribution in the powder is not known. Moreover, it is of
interest to minimize the sintering time and to ensure a homogeneous distribution
of the thermal, the mechanical as well as the electrical field, leading to a sintering
product with homogeneous properties. Therefore, an essential goal is to gain a
deeper insight into the process by means of numerical simulations. With these
simulations at hand, it is possible to predict the temperature during the process,
the relative density as well as the shape of the powder product. However, primarily
due to the underlying thermo-electro-mechanical problem, the modeling process is
a complex and challenging task.
Chapter 2 focuses on a description of the experiments, starting with an investiga-
tion of the material behavior of copper powder. Various experiments are conducted
for that purpose. The FAST experiments are performed at the group of our research
collaborator, Prof. Frage, while the specifics of the loading paths are defined by our
group. Monotonic sintering experiments at different temperature levels serve to
investigate the rate dependence, and the force-rate as well as the temperature-rate
dependence are studied. It turns out that the copper powder is dependent on the
force-rate, but it shows no significant temperature-rate dependence. Instead, the
creep experiments reveal that the creep behavior has significant influence on the
sintering of the powder. The dilatometer experiments show a negligible volumetric
deformation for free sintering without any applied force. An increasing yield stress
with increasing relative density is discovered by tensile tests with sintered specimens.
Unfortunately, the radial stresses of the powder cannot be measured inside the
FAST-machine during the sintering process. For this reason, cold compaction
experiments with applied strain gauges are performed to get an information about
the radial stresses. Based on the experiments, it is possible to make assumptions
for the computation of the radial stresses.
For the numerical simulation the thermo-electrical properties for the copper
powder as well as for the graphite material are required. The specific heat capacity
in dependence of the temperature is determined for both the graphite material as
well as the copper powder. The electrical and the thermal conductivity for the
copper powder depend on the temperature and also on the relative density. These
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properties are determined for the graphite material as well.
Furthermore, the electrical contact resistance, which arises due to the surface
roughness between the parts in contact, is measured for the graphite-graphite and
the graphite-copper contact.
In Chapter 3, the fundamentals of Continuum Mechanics are introduced in
order to provide a basis for the underlying thermo-electro-mechanical problem. A
phenomenological material model for the copper powder is formulated with the
help of Continuum Mechanics in Chapter 4. Here, the work of Bier [2008] serves as
an important basis for this model – see also [Bier and Hartmann, 2006], where a
new pressure dependent yield function is developed to address the cold compaction
of metal powders. The respective convex single surface yield function is also used in
this work, but modified in regard of its evolution. The constitutive model developed
in this work is based on a multiplicative decomposition of the deformation gradient
into an elastic, thermal, plastic and a creep part. A thermo-dynamically consistent
compressible thermo-viscoplasticity model is obtained with the help of the Clausius-
Duhem inequality. The evolution equations describing the yield surface are derived
from this inequality with proposed free energy functions. In the compression range,
the yield function evolves according to the kinematic and isotropic hardening
variables. Moreover, the powder turns into a solid material during the sintering
process, and the evolution of the tensile yield stress is included in the model by a
tensile hardening variable. As a limit case, the von Mises yield function is reached.
Creep consolidation is one main effect that leads to sintering. This creep behavior
is mainly related to the change of relative density and, accordingly, to the change
of volume. Hence, a new volumetric creep flow rule is proposed. Furthermore, an
associative flow rule is used for the plastic part. The temperature dependence of
the copper powder is incorporated by an exponential decrease of the yield function
with increasing temperature. The final constitutive model has to be adapted to the
experiments, which is done in Chapter 5. In the parameter identification procedure,
the three-dimensional material model is reduced to a homogeneous constrained
compression case – and a least-square method serves to minimize the residuals
between the material model response and the experimental data, leading to the
identified parameters.
Modeling the sintering process includes the numerical solution of the thermo-
electro-mechanical problem. Starting from the variational forms of the balance
relations, a spatial discretization with isoparametric finite elements is performed in a
second step, leading to a differential-algebraic equation system. The differential part
stems from the evolution equations, from the flow rules for the internal variables and
the time-dependent thermal field. The algebraic part originates from the quasistatic
balance of linear momentum and the stationary electrical charge equation. This
DAE-system is solved with the backward Euler method in the temporal domain.
The resulting nonlinear equation systems are solved with the Multilevel-Newton
algorithm in each time step.
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The last chapter addresses fully coupled thermo-electro-mechanical numerical
simulations of the FAST-process with the help of Abaqus. For this purpose, the
developed compressible finite strain thermo-viscoplasticity is implemented in Abaqus
via a user subroutine. First, the complex problem is considered for a graphite tool
system without any powder. The performed parameter study reveals the significance
of the contact conditions as well as the temperature-dependent heat capacity as well
as the thermal and electrical conductivity. It is especially the incorporation of the
thermal and electrical contact resistance that is of main importance to retrieve the
correct temperature. In order to make predictions, a PID-controller is implemented
into Abaqus. Without this controller, it would only be possible to draw on current
values taken from conducted experiments to define the boundary conditions of the
simulations. The current that is controlled by the PID-controller shows a very good
agreement with the current from the experiments. These simulations reproduce the
fully coupled thermo-electro-mechanical sintering process of the copper powder at
finite strains, revealing the temperature as well as the stress distribution inside the
powder and the relative density evolution. The finite element simulations are in a
good agreement with the experiments, and the model is capable of reproducing the
sintering process. As a result, the finite element model including the constitutive
model for the copper powder can be seen as a tool to improve and to understand
the FAST-process in its details.
A further improvement for the constitutive model would be to incorporate the
microstructure evolution, which should be considered in future work. Another
aspect would be to measure the radial stresses of the powder material during
sintering. For a better material characterization, triaxial tests would be desirable –
which are, however, difficult to perform because of the thermo-electro-mechanical
sintering process at high mechanical loads. Moreover, the elasticity parameters
can be assumed as process-dependent, meaning that they would have to adapt
to the relative density or, respectively, the sintering variables. Another approach
would be to investigate steel powder instead of copper powder and to adapt the
constitutive model to steel, which is used for many industrial products. Beyond
that, the mechanical behavior of the graphite material could be investigated in order
to develop a more sophisticated model for graphite. A further aspect to improve the
finite element model would be the measurement of the pressure-dependent thermal
contact conductance of the graphite-graphite as well as the copper-graphite contact.
Moreover, the reflection of the radiative heat transport between the graphite surfaces











~B · ~H dv, Wel = 12
∫
v
~E · ~D dv (1)












~˙B · ~H + ~B · ~˙H
)
dv. (2)
Using the linear material relation ~B = µ ~H with the permeability coefficient µ,




























~E · ~D dv. (4)
With the linear material model ~D =  ~E, where  denotes the dielectric coefficient,




~E · ~˙D dv. (5)




~S · d~a = −W˙el − W˙magn − Pheat. (6)
With this equation, the power flow inside a volume can be connected to the temporal
change of the electrical energy Wel and the magnetic energy Wmagn. The remaining
part is transferred into heat.
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2 Arguments for the Steady-State Charge Equation
This section provides arguments for neglecting the time dependence of the charge
equation. The procedure is reported in [Zohdi, 2014]. This means that if ρ˙ϕ = 0,
div~j = 0 holds. By using the constitutive relations ~j = κel ~E and ~D =  ~E as well as
Gauss’s law (3.69), the divergence of the electric current density can be formulated
as
div~j = κeldiv ~E =
κel

div ~D = κel

ρϕ, (7)
with the constant material parameters κel and . Inserting this equation into the




This initial value problem is a homogenous first order linear differential equation –
and its solution, see [Meyberg and Vachenauer, 2001], reads

















The electrical conductivity for copper is approximately κel = 6× 107 AV−1 m.
The ratio κel/ is very large for metals. In this case, the charge density rate




) ≈ 0 can be assumed as zero. For small time values,
the charge density rate can be non-zero, but with an exponential decrease. As
the experiments presented in this work take minutes or hours, the charge density
rate can be neglected. Additionally, it is shown in [Klingbeil, 2010, p. 75] that the
charge density rate can be neglected in metal conductors.
Compared to the mechanical deformations, the propagation of electricity is
considered to be instantaneous. Additionally, a non-pulsed direct current is used in
all the sintering experiments.
3 Load Cases for the Characterization of the Yield
Function
Fig. 4.5 shows the different load cases in the I1-J2-plane.
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Simple Shear
The deformation gradient and the stress tensor for simple shear reads
F =
1 λ 00 1 0
0 0 1
 , C =
1 λ 0λ λ2 + 1 0
0 0 1
 , T =
0 τ 0τ 0 0
0 0 0
 . (11)
For this loading case, the first invariant is zero because no volume change occurs.
Only the stress deviator is present
I1 = tr T = 0, J2 =
1
2T
D ·TD = τ 2. (12)
Uniaxial Tension
For the uniaxial tensile loading with loading in x-direction, the quantities are given
by
F =
λ 0 00 λl 0
0 0 λl
 , C =
λ2 0 00 λ2l 0
0 0 λ2l
 , T =
σaxial 0 00 0 0
0 0 0
 (13)
The stress deviator reads
TD =
23σaxial 0 00 −13σaxial 0
0 0 −13σaxial
 (14)
leading to the invariants
I1 = tr T = σaxial, J2 =
1
2T
D ·TD = 13σ
2
axial. (15)
Uniaxial Laterally Constrained Compression
The sintering experiments can be seen as uniaxial constrained compression exper-
iments, where the die deformation is negligible and the main deformation is in
axial/z-direction. In this case, axial and radial stresses occur. The stress state is
derived in App. 4.
F =
1 0 00 1 0
0 0 λ
 , C =
1 0 00 1 0
0 0 λ2
 , T =





The stress deviator is given by
TD =
23σaxial − 23σradial 0 00 −13σaxial + 13σradial 0
0 0 −13σaxial + 13σradial
 . (17)
The invariants can be calculated by
I1 = tr T = σaxial + 2σradial, J2 =
1
2T
D ·TD = 13 (σaxial − σradial)
2 . (18)
Hydrostatic Compression
For the hydrostatic compression, the pressure and the deformation is the same in
all directions.
F =
λ 0 00 λ 0
0 0 λ
 , C =
λ2 0 00 λ2 0
0 0 λ2
 , T =
−p 0 00 −p 0
0 0 −p
 (19)
In this case, only volumetric deformations occur, and the second stress deviator
invariant is zero
I1 = tr T = −3p, J2 = 12T
D ·TD = 0. (20)
4 Stress State of Uniaxial Laterally Constrained
Compression
The equilibrium condition neglecting the body forces reads
div T = 0. (21)
The balance of angular momentum leads to a symmetry of the stress tensor,
T = TT. The stress tensor in a cylindrical coordinate system, see Fig. 1, is defined
by
T =
σrr σrφ σrzσrφ σφφ σφz
σrz σφz σzz
~ei ⊗ ~ej (22)









































Figure 1: Cylindrical coordinate system
The powder compaction is performed in a cylindrical die – and due to the axial




Furthermore, it is assumed that the stresses are constant over the height and do

















It is assumed that the powder compaction is a homogeneous deformation and that
the radial stress is constant over the radius, leading to
σφφ = σrr (30)
Furthermore, it is assumed that no shear stresses occur in the powder compaction.
The final stress tensor with σradial = σrr and σaxial = σzz reads
T =
σradial 0 00 σradial 0
0 0 σaxial
 (31)
5 Isothermal Compressible Viscoplasticity
The isothermal compressible viscoplasticity for the cold compaction of metal powders
is based on the multiplicative decomposition of the deformation gradient into an
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elastic and a plastic part F = FˆeFp, see also [Bier and Hartmann, 2006] and [Bier,
2008]. This work draws on a different elasticity relation and internal variables as
well as evolution equations. Instead of the ellipse aspect ratio α, the height k is
used for the isotropic hardening behavior. In this case, k can be connected to the
yield stress in the von Mises plasticity. Additionally, the hydrostatic kinematic
hardening is modified to incorporate the vanishing deformation at ρrel = 1.0. The
same yield function as in the work of Bier [2008] is used, and the flow rule remains
unchanged.
The elastic free energy is given by
ρ0ψe(Cˆe) = U(Je) + v(Ie¯) (32)





J5e + J−5e − 2
)
, and v(Ie¯) =
G
2 (Ie¯ − 3) , (33)
The isochoric part is a Neo-Hooke type, and the volumetric part is proposed by
















e−bξrv − cξ2 r
2
v + ln(erv − ρrel). (35)
The final material model is summarized in Tab. 1, formulated with quantities relative
to the intermediate configuration and with quantities relative to the reference
configuration in Tab. 2.
6 Matrix Representation






F11Na,Y + F12Na,X F21Na,Y + F22Na,X F31Na,Y + F32Na,X
F12Na,Z + F13Na,Y F22Na,Z + F23Na,Y F32Na,Z + F33Na,Y
F13Na,X + F11Na,Z F23Na,X + F21Na,Z F33Na,X + F31Na,Z
 (36)
with the index a = 1, . . . , nen ranging from 1 up to the number of nodes per element
nen. For further information, see [Hartmann, 2003].
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condition Fˆ < 0 Fˆ ≥ 0
Strain




















































kin. hard. ξM = −aξe
−bξrv + cξrv − 11− ρrel
Abbrev. I1 = tr Pˆ, J2 =
1
2Pˆ
D · PˆD, Je = (det Ce) 12















e − J−5e ) C−1 +GJ−2/3e
(
C−1p − 13 tr(C−1p C)C−1
)























kin. hard. ξM = −aξe
−bξrv + cξrv − 11− ρrel
Abbrev. I1 = tr(T˜C), J2 = (CT˜ · T˜C− I21/3)/2, Je = ((det C)/(det Cp))1/2



















For the transformation of the second Piola Kirchhoff stress tensor into the weighted
Cauchy stresses in matrix representation, Se = Fe23T˜
e the tensor [F⊗ F]T23 in matrix
representation reads, see [Hartmann, 2003],
Fe23 =

F11F11 F12F12 F13F13 2F11F12 2F12F13 2F13F11
F21F21 F22F22 F23F23 2F21F22 2F22F23 2F23F21
F31F31 F32F32 F33F33 2F31F32 2F32F33 2F33F31
F11F21 F12F22 F13F23 F11F22 + F12F21 F12F23 + F13F22 F13F21 + F11F23
F21F31 F22F32 F23F33 F21F32 + F22F31 F22F33 + F23F32 F23F31 + F21F33




In Abaqus, there are no predefined units. The user has to make sure that the
quantities are self-consistent. This means that a consistent unit system for the
material parameters as well as for the geometry has to be considered. The SI-
unit system consists out of seven basis units. These are: m, kg, s, A, K, mol,
cd. With these basis units, all other physical units can be derived in a consistent
manner. Here, five basis units for the thermo-electro-mechanical simulations are
used – which are: mm, t, s, K and mA. This leads to the stress in MPa, which is
commonly used in engineering. The conversion from the SI unit system into the
mm, t, s, K, mA-system for the used quantities is shown in Tab. 3.
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Table 3: Unit system
Measure Dim SI Factor Units
Length L m 103 mm
Mass M kg 10−3 t
Time T s 1 s
Temperature Θ K 1 K
Electric current I A 103 mA
Density M/L3 kgm−3 10−12 tmm−3
Force ML/T2 N 1 tmms−2 ∧= N
Stress M/L T2 Pa 10−6 tmm−1 s−2 ∧= MPa
Energy ML2/T2 J 103 tmm2 s−2
Power ML2/T3 W 103 tmm2 s−3
Voltage ML2/T3I V 1 tmms−3 mA−1 ∧= V
Heat capacity L2/T2Θ J kg−1 K−1 106 mm2 s−2 K−1
Thermal
conductivity
ML/T3Θ Wm−1 K−1 1 tmms−3 K−1
Thermal contact
conductance
M/T3Θ Wm−2 K−1 10−3 t s−3 K−1
Electrical
conductivity
T3I2/ML3 Sm−1 1 mAV−1 mm−1
Electric contact
conductance
T3I2/ML4 Sm−2 10−3 mAV−1 mm−2
Heat transfer
coefficient
M/T3Θ Wm−2 K−1 10−3 t s−3 K−1
Current density I/L2 Am−2 10−3 mAmm−1
Stefan-Boltzmann
constant











Figure 2: Temperature control loop inside the FAST-machine
The sintering process in the FAST-machine is temperature-controlled. In the
experiments in Chapter 2, a thermocouple (placed in a borehole in the graphite
die) is used for the temperature measurement. At this measurement point, the
temperature ΘTC(t) is prescribed, and a proportional-integral-derivative (PID)
controller inside the machine serves to adapt the applied current according to
the prescribed temperature path. The idea is to implement a PID-controller into
Abaqus too, as a prerequisite to make predictions. Without a controller, it would
only be possible to prescribe the measured current drawing on experiments, and
these values would have to suffice to determine the current as a boundary condition
for the simulation. For any predictions, it is of interest to prescribe the temperature
in the same manner as in the FAST-machine. PID-controllers are also used in the
context of FAST-processes in the work of Munoz and Anselmi-Tamburini [2010]
and Mondalek et al. [2011]. The general control theory can be found e.g. in [Lutz
and Wendt, 2007], [Lunze, 2012] and [Unbehauen, 2008]. Fig. 3 shows the closed
+
-





Figure 3: Closed loop control
loop control, where ΘTC(t) is the set value over the time. The actual temperature
at the thermocouple position in the simulation is given by ΘTC,actual(t). The control
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deviation e(t) := ΘTC(t)−ΘTC,actual(t) can be calculated out of these two quantities.
With the help of the controller, the current or, respectively, the current density1 is
computed and applied as a boundary condition in the FAST model. Due to the
loop control, the deviation between the actual and the set value is permanently
computed and reduced. In this work, a PID-controller is chosen. It is given by
I(t) = KP e(t) +KI
t∫
0
e(τ) dτ +KDe˙(t). (38)
The control parameters are KP for the proportional, KI for the integral and KD for



















Figure 4: Closed loop control with PID-controller
implementation into Abaqus, Eq. (38) is discretized. The equations can be found
in the work of Lutz and Wendt [2007]. The integral can be approximated by the
trapezoidal rule, and the time derivative is replaced by backward differences
t∫
0
e(τ) dτ ≈ 12
n∑
i=1
∆ti (ei + ei−1) , e˙(t) ≈ en − en−1∆tn (39)
Inserting these approximations into Eq. (38) yields





∆ti(ei + ei−1) +
KD
∆tn
(en − en−1) (40)
In the same way, the current In−1 at the previous time can be determined





∆ti(ei + ei−1) +
KD
∆tn−1
(en−1 − en−2) (41)
1The current density is applied as the boundary condition in the simulation, see Fig. 7.1c and
Fig. 7.21c. The current density can be calculated by the current divided by the area.
249
Appendix
In order to minimize the computational effort and save memory, the new current
will be computed by the current from the last time step and the difference. The
current at tn can be calculated by
In = In−1 + ∆In ⇔ ∆In = In − In−1 (42)
Thus, the current increment ∆In can be obtained by














The current used as a boundary condition in order to follow the temperature is
given by














Here, the advantage is that only the previous values In−1, en−1 and en−2 have to be
saved for the sum – not the entire history, as in Eq. (40). Rearranging leads to





















In = In−1 + b0en + b1en−1 + b2en−2 (46)
with
















For the practical implementation, the controller output has to be limited according
to the machine properties. The maximum applied current for the used FAST-
machine, see Tab. 2.1, is 5500A. This is set as an upper limit for the applied
current. The lower limit is set to zero and no negative values are allowed.
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List of Symbols
The notation used in this work is defined in the following manner: geometrical
vectors are symbolized by ~a, second order tensors A by bold-faced Roman letters.
Furthermore, matrices at global level are denoted by bold-faced italic letters A and
matrices on local level are given by bold-faced Roman letters A. Local level in the
sense of finite elements means the element level. Global matrices are quantities
related to the whole domain.
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Symbol Description Page
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DAE differential-algebraic equations 169
DC direct current 2
DSC differential scanning calorimetry 51
ECAS Electric Current Activated/Assisted Sintering 4
FAST Field Assisted Sintering Technology iii, 4
HIP hot isostatic pressing iii
MLNA Multilevel-Newton algorithm 9, 169
MOL method of lines 169
ODE ordinary differential equation 127
PECS Pulsed Electric-Current Sintering 4
PID controller proportional-integral-derivative controller 2, 6
SPS Spark Plasma Sintering 4
2nd order tensors
Symbol Description Page
A Almansi strain tensor 69
B Left Cauchy-Green tensor 67
Cc Creep right Cauchy-Green strain tensor 108
C˘e Elastic right Cauchy-Green strain tensor 113




C Right Cauchy-Green tensor 67
D Strain rate tensor 70
E Green strain tensor 68
Ec Creep part of Green strain tensor 108
Ee Elastic part of Green strain tensor 108
Ep Plastic part of Green strain tensor 108
EΘ Thermal part of Green strain tensor 108
δE Virtual Green strain tensor 176
F Deformation gradient 66
Fc Creep part of deformation gradient 106
F˘e Elastic part of deformation gradient 106
Fi Inelastic part of deformation gradient 106
Fˇp Plastic part of deformation gradient 106
Fr Reversible part of deformation gradient 106
FˆΘ Thermal part of deformation gradient 106
Γˇ Strain tensor in intermediate configuration χˇt 108
εˆ Strain tensor in intermediate configuration χˆt 112
γ˘ Strain tensor in intermediate configuration χ˘t 113
κRel Electrical conductivity formulated in the reference
configuration
136
κRth Thermal conductivity formulated in the reference
configuration
136
L Spatial velocity gradient 69
Lc Creep velocity gradient 112
LΘpc Thermal-inelastic velocity gradient 113
Pˆ Mandel stress tensor in plastic configuration 118
R Rotation tensor of polar composition of F 67
S Weighted Cauchy stress tensor 71
T Cauchy stress tensor 70
TR First Piola-Kirchhoff stress tensor 71, 175
T˜ Second Piola-Kirchhoff stress tensor 71
U Right stretch tensor 67
V Left stretch tensor 67
W Spin or vorcity tensor 70
Scalars
Symbol Description Page




A2 (Abbreviation) parameter in yield function 98
A3 (Abbreviation) parameter in yield function 98
Ac Creep material parameter 131
A0 Cross section area of the powder compact 21
αT Diffusivity 52
αΘ Coefficient of linear thermal expansion 113
aξ Material parameter connected to the hydrostatic
kinematic hardening
124
bξ Material parameter connected to the hydrostatic
kinematic hardening
124
cβ Material parameter connected to the sintering vari-
able β t
127
c Interpolation parameter that controls the sharp-
ness at the intersection point
99
c∞ Creep material parameter 131
cξ Material parameter connected to the hydrostatic
kinematic hardening
124
E Young’s modulus 22
εϕϕ Circumferential strains 19
εpowderϕϕ Powder induced circumferential strains 19
εpunchϕϕ Punch induced circumferential strains 19
εΘ Thermal strain 45
U Volumetric part of elastic free energy ψe 129
v Isochoric part of elastic free energy ψe 129
fc Creep variable 130
f1 Ellipse yield function 97
f2 Exponential yield function 98
fk Exponential temperature dependence for yield
function parameter k
101
fξ Exponential temperature dependence for yield
function parameter ξ
101
F˜ Single surface yield function 100
G Shear modulus 129
g1 Reformulated ellipse yield function 99
g2 Reformulated exponential yield function 99
wl Weighting factor of numerical quadrature rule 185




ρ Density in the current configuration 21, 73
ρrel Relative density in the current configuration 21
Qel Total charge over the volume 76
ρ0 Density in the reference configuration 73
ρ0,rel Relative density in the reference configuration 119
h Current height of the powder 21
hc Heat transfer coefficient 172
H0 Initial height of the powder 21
I Electric current 53, 77
I1 First invariant of stress tensor T 93
βk Material parameter connected to the isotropic
hardening
126
Iˇ1c First invariant of stress tensor Sˇ 123
γk Material parameter connected to the isotropic
hardening
126
Iˆ1i First invariant of stress tensor Sˆ 121
I0 Intersection point of yield function with the hy-
drostatic axis in tensile direction for isothermal
conditions
104
It Intersection point of yield function with hydro-
static axis I1
97
J2 Second invariant of stress deviator TD 93
Jˆ2i Second invariant of stress deviator Sˆ
D 121
K Bulk modulus 129
κC,el,GC Electrical contact conductance for graphite-copper
contact
164
κC,el,GG Electrical contact conductance for graphite-
graphite contact
164
κC,th,CC Thermal contact conductance for copper-copper
contact
167
κel Electrical conductivity 53, 136
k Height of the ellipse function 97
kM Mechanical part of isotropic hardening variable 101
κth Thermal conductivity 51, 136
λ Stretch 21




ne Number of finite elements of given mesh 22, 180
neq Number of equations/unknowns 22
nQ Number of internal variables of complete structure 185
nϕa Number of electrical potential degrees of freedom
of the entire mesh
183
neϕ Number of electrical potential element degrees of
freedom
183
nϕp Number of prescribed electrical potential degrees
of freedom
183
nϕu Number of unknown electrical potential degrees
of freedom
183
nΘa Number of temperature degrees of freedom of the
entire mesh
183
neΘ Number of temperature element degrees of freedom 183
nΘp Number of prescribed temperature degrees of free-
dom
183
nΘu Number of unknown temperature degrees of free-
dom
183
nua Number of displacement degrees of freedom of the
entire mesh
183
neu Number of displacement element degrees of free-
dom
183
nup Number of prescribed displacement degrees of free-
dom
183
nuu Number of unknown displacement degrees of free-
dom
183
ψ Helmholtz free energy 83
αk Parameter of radial stress computation model 32
C Parameter of radial stress computation model 32
c1 Parameter of radial stress computation model 31
c2 Parameter of radial stress computation model 31
c3 Parameter of radial stress computation model 31
ψe Elastic part of free energy 115
Pelec Electrical power 82
δϕ Virtual electric potential 177






ψk Part of free energy connected to hydrostatic kine-
matic hardening
115
k∞ Parameter of radial stress computation model 32
Pmech Power of external forces 82
ψ i Plastic part of free energy 115
ψ t Part of free energy connected to hydrostatic tensile
hardening
115
ψΘ Thermal part of free energy 115
Q Resultant heat supply 82
qcon Convective heat flux 172
qel Electrical charge 75
qrad Radiative heat flux 172
qt Test charge 75
RRad/Ax Radial-axial stress ratio 30
Rcontact Contact resistance 60
R2 Coefficient of determination 48, 144
cp Specific heat capacity 51
ρsolid Density of the pore free bulk material 21
ρCopper Density of copper 53
e Specific internal energy 81
rel Electrical energy dissipated into heat 138
ρϕ Charge density 76, 78
nen Number of nodes per element 180, 183
r Parameter of yield function 98
r Thermal energy production due to radiation or
internal processes
82
s Specific entropy 83
Rtotal Total resistance 60
rv Internal variable coupled to the inelastic volume
deformation
115
sΘ Temperature arclength 31
σradial Radial stress 22
Θ0 Initial temperature 114







Θf Absolute temperature of surrounding fluid 172
t Time 65
ΘS Sintering temperature, material parameter 101
mk Material parameter in yield function describing
the temperature shrinkage for k
101
mξ Material parameter in yield function describing
the temperature shrinkage for ξ
101
δΘ Virtual temperature 176
U Voltage 53, 76
upowderaxial Axial powder displacement 19
uaxial Axial punch displacement 19
usystemaxial Axial displacement due to system compliance 19
α Aspect ratio of the ellipse function 97
ft Decoupling (function) between kinematic and ten-
sile hardening
104
ξ Center of the ellipse function 97





~E Electrical field 53, 75
~B Magnetic field or magnetic field density 78
~χR Motion of material body 65
~D Electric displacement field or electric induction 78
~H Magnetic field intensity 78
~j Electrical current density 53, 72
~k Body force density in the current configuration 73
d ~A Material surface element in the reference configu-
ration
66
d~a Material surface element in the current configura-
tion
66
~ei Cartesian base vectors in the current configuration 65
~Ek Cartesian base vectors in the reference configura-
tion
65
~nR Unit normal vector in the reference configuration 71




~q Cauchy heat flux vector 72, 133
~t Cauchy stress vector 70
~v Velocity vector 69
~S Poynting vector 79
~u Displacement of material point 65
δ~u Virtual displacement 175
Matrices
Symbol Description Page
δE ∈ R6, Virtual strain tensor in matrix notation 183
Gϕ Nonlinear equations (electrical part of DAE-
system)
191
gϕ Discretized stationary electrical charge equation 188
Lq Nonlinear equations (differential part of DAE-
system)
191
Gu Nonlinear equations (mechanical part of DAE-
system)
191
GΘ Nonlinear equations (thermal part of DAE-system) 191
gu Discretized principle of virtual displacements 184
Φ ∈ Rnϕu , Vector of unknown nodal electric poten-
tials
183
Φa ∈ Rnϕa , Electrical potential degree of freedom of
the entire mesh
183
Φ ∈ Rnϕp , Vector of prescribed nodal electric poten-
tials
183
q ∈ Rnq , Internal variables at a Gauss point 186
q ∈ RnQ , Internal variables of the whole structure 186
r Evolution equation functions 186
Θ ∈ RnΘu , Vector of unknown nodal temperatures 183
Θa ∈ RnΘa , Temperature degree of freedom of the
entire mesh
183
Θ ∈ RnΘp , Vector of prescribed nodal temperatures 183
u ∈ Rnuu , Vector of unknown nodal displacements 183






u ∈ Rnup , Vector of prescribed nodal displacements 183
Z eu ∈ Rn
e
ϕ×nϕp , Incidence matrix for the prescribed
electrical potential degree of freedom
183
Z eϕ ∈ Rn
e
ϕ×nϕu , Incidence matrix for the unknown elec-
trical potential degree of freedom
183
Z eΘ ∈ Rn
e
Θ×nΘp , Incidence matrix for the prescribed
temperature degree of freedom
183
Z eΘ ∈ Rn
e
Θ×nΘu , Incidence matrix for the unknown tem-
perature degree of freedom
183
Z eu ∈ Rn
e
u×nup , Incidence matrix for the prescribed
displacement degree of freedom
183
Z eu ∈ Rn
e
u×nuu , Incidence matrix for the unknown dis-
placement degree of freedom
183
κ∗ Identified material parameters 141
κ Vector containing the material parameters 141
Beu ∈ R6×3n
e
u , Strain displacement matrix on element
level with respect to the current configuration
184
Beua ∈ R6×3, Strain displacement matrix on element




ϕ , Potential-gradient matrix on element
level
188





u , Strain displacement matrix on element
level with respect to the reference configuration
184
BeΘa ∈ R3×1, Temperature-gradient matrix on element




Θ , Temperature-gradient matrix on ele-
ment level
186
R Correlation matrix 143
Je Jacobian matrix of transformation from paramet-
ric ξ-space into the initial configuration
181
je Jacobian matrix of transformation from paramet-





T˜ ∈ R6, second Piola Kirchoff stress tensor in matrix
notation
183
ξl Quadrature point of numerical integration rule 185
ξ Local coordinates 181
Miscellaneous
Symbol Description Page
χt Current configuration of material body 65
χ Arbitrary configuration of material body 64
χˇt Creep intermediate configuration of material body 106
χˆt Inelastic intermediate configuration of material
body
106
χ˘t Thermal intermediate configuration of material
body
106
piϕ Weak form of electric field equation 178
piΘ Weak form of heat conduction 178
piu Weak form of moment of momentum 178
B Material body 64
dV Material volume element in the reference configu-
ration
66
dv Material volume element in the current configura-
tion
66
d ~X Material line element in the reference configuration 66
d~x Material line element in the current configuration 66
P Material point or particle 64
R Set of real numbers 64
Vϕ Set of electrical potential test functions, variations 177
VΘ Set of temperature test functions, variations 176




f ′(x) Derivative of f with respect to x
∂y
∂x
Partial derivative of y with respect to x
dy





AD Deviator of a tensor
Grad Gradient with respect to coordinates in the refer-
ence configuration
A ·B Inner product between two second order tensors
A−1 Inverse of a tensor
〈x〉 Macaulay brackets
A˙ Material time derivative
Div Divergence operator with respect to material co-
ordinates
div Divergence operator with respect to spatial coor-
dinates
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