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BOUNDARY BLOW-UP ANALYSIS OF GRADIENT ESTIMATES
FOR LAME´ SYSTEMS IN THE PRESENCE OF M-CONVEX
HARD INCLUSIONS
HAIGANG LI AND ZHIWEN ZHAO
Abstract. In high-contrast elastic composites, it is vitally important to inves-
tigate the stress concentration from an engineering point of view. The purpose
of this paper is to show that the blowup rate of the stress depends not only on
the shape of the inclusions, but also on the given boundary data, when hard
inclusions are close to matrix boundary. First, when the boundary of inclusion
is partially relatively parallel to that of matrix, we establish the gradient esti-
mates for Lame´ systems with partially infinite coefficients and find that they
are bounded for some boundary data ϕ while some ϕ will increase the blow-up
rate. In order to identify such novel blowup phenomenon, we further consider
the general m-convex inclusion cases and uncover the dependence of blow-up
rate on the inclusion’s convexity m and the boundary data’s order of growth
k in all dimensions. In particular, the sharpness of these blow-up rates is also
presented for some prescribed boundary data.
1. Introduction and main results
In high-contrast fiber-reinforced composites the densely packed fibers usually
cause various of physical field concentration during use, such as the electric field
and the stress field. Here we consider the stress concentration in the context of
linear elasticity. The closeness of fibers complicates the problem much more. Even
numerical computation of the concentrated field is difficult, since the numerical
difficulties come from singularities in the derivative. So, understanding and con-
trolling such singularity phenomenon become a significant challenge in theoretical
and numerical analysis. In the past two decades, especially since Babus˘ka et al’s
famous work [7], it has attracted a lot of interest in the engineering and mathemat-
ical literature. It is well known that the high concentration of extreme mechanical
loads or extreme electric field may appear not only in the gaps between inclusions
but also in between inclusion and the matrix boundary.
In the context of electrostatics (or anti-plane elasticity), the field is the gradient
of a solution to the Laplace equation and the singularities of the gradient were
captured accurately. In order to investigate the important role of the closeness in
such blow-up analysis, we assume the distance between two inclusions is ε. It is
verified that when the conductivity of the inclusions degenerates to∞, the blow-up
rate of the gradient is ε−1/2 in two dimensions [5, 8, 13, 36, 37], and it is |ε ln ε|−1
in three dimensions [13, 32]. While these works are related to the estimate of the
blow-up rate of the gradient, there is another direction of research to characterize
the singular behavior of the gradient [2, 24–26, 30, 33] by introducing an explicit
singularity function. For more related literature, see [1, 6, 9, 14–20,22, 27–29,34].
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Even though much progress has been made for the Laplace equation of the
anti-plane elasticity as mentioned above, not much is known about the gradient
blow-up in the context of the full elasticity, for example, the Lame´ system. Because
the maximum principle does not hold for the system, the known methods for scalar
equations can not be directly applied to Lame´ system. Recently, the first author
[11,12], collaborated with Bao and Li, obtains a pointwise upper bound of∇u in the
narrow region, by making use of an iteration technique with respect to the energy
to overcome this difficulty. They prove that for 2-convex inclusions, the optimal
blow-up rate of |∇u| is ε−1/2 in dimension two, (ε| ln ε|)−1 and ε−1 in dimensions
n = 3 and n ≥ 4, respectively, by a lower bound estimate established in [31].
We here would like to remark that Kang and Yu [23] introduce singular functions
constructed by nuclei of strain, which characterize precisely the singularities of the
stress in the narrow region between two hard inclusions in dimension two.
These results mentioned above can be regarded as interior estimates on the
interaction between two close inclusions. In this paper, we establish the boundary
gradient estimates of solutions to Lame´ when hard inclusions approach the matrix
exterior boundary. Our results give the optimal blow-up rates of the stress in all
dimensions for inclusions of arbitrary shape, including the m-convex inclusions,
the precise definition given below, and the “relatively flat” inclusions. This is a
continuation of [10, 21], where in [21] the boundedness of the interior gradient for
two nearly touching inclusions with the “flat” boundaries is derived while in [10]
the boundary estimates for 2-convexity inclusions close to boundary are studied.
Besides the free boundary value feature of this problem, due to the interaction
from given boundary data on the exterior boundary, solutions will become more
irregular near the boundary. In fact, even the boundary and boundary value are
both smooth, it may cause a definite increase of the blow-up rate of the gradient
comparing with the known interior estimates [21]. The objectives of this paper
are to investigate the influence on the blow-up rate from two kinds of parameters:
(a) m, the order of domains convexity, namely, the order of the relative convexity
between inclusions and matrix’s exterior boundary; (b) k, the order of growth of
boundary data ϕ. These estimates allow us to understand completely the underly-
ing mechanism of such stress concentration phenomenon in high-contrast composite
materials.
To formulate our main results precisely, we first describe our domain and nota-
tions. Let D ⊂ Rn (n ≥ 2) be a bounded open set with C2,α (0 < α < 1) boundary,
having a subdomain D∗1 ⊆ D with C2,α boundary as well. We assume that D and
D∗1 have a part of common boundary Σ
′, that is, by a translation and rotation of
the coordinates, if necessary,
∂D∗1 ∩ ∂D = Σ′ ⊂ Rn−1.
Here Σ′ is a bounded convex domain with the origin as its mass center or Σ′ = {0′}.
Throughout the paper, we use superscript prime to denote (n − 1)-dimensional
domains and variables, such as Σ′ and x′. After a translation, we set
Dε1 := D
∗
1 + (0
′, ε).
For the sake of simplicity, denote
D1 := D
ε
1, and Ω := D \D1.
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Assume that Ω and D1 are occupied, respectively, by two different isotropic and
homogeneous materials with different Lame´ constants (λ, µ) and (λ1, µ1). Then the
elasticity tensors for the background and the inclusion, C0 and C1, respectively are
C0ijkl = λδijδkl + µ(δikδjl + δilδjk),
and
C1ijkl = λ1δijδkl + µ1(δikδjl + δilδjk),
where i, j, k, l = 1, 2, · · · , n and δij is the kronecker symbol: δij = 0 for i 6= j,
δij = 1 for i = j.
Let u = (u1, u2, · · · , un)T : D → Rn be the displacement field, χΩ be the charac-
teristic function of Ω ⊂ Rn. Given a vector-valued function ϕ = (ϕ1, ϕ2, · · · , ϕn)T ,
we consider the Dirichlet problem for the Lame´ system{
∇ · ((χΩC0 + χD1C1)e(u)) = 0, in D,
u = ϕ, on ∂D,
(1.1)
where
e(u) =
1
2
(∇u + (∇u)T )
is the strain tensor. Under the assumption of the standard ellipticity condition for
(1.1), that is,
µ > 0, nλ+ 2µ > 0, µ1 > 0, nλ1 + 2µ1 > 0,
for a given ϕ ∈ H1(D;Rn), it is well know that there is a unique solution u ∈
H1(D;Rn) for the Dirichlet problem (1.1), which minimizes the following energy
functional
J1[u] :=
1
2
∫
Ω
(
(χΩC
0 + χD1C
1)e(u), e(u)
)
dx
in the admissible function spaceH1ϕ(D;R
n) :=
{
u ∈ H1(D;Rn)
∣∣ u− ϕ ∈ H10 (D;Rn)} .
Let
Ψ := {ψ ∈ C1(Rn;Rn) | ∇ψ + (∇ψ)T = 0}
be the linear space of rigid displacement in Rn. We know that{
ei, xkej − xjek
∣∣ 1 ≤ i ≤ n, 1 ≤ j < k ≤ n }
forms a basis of Ψ, where {e1, · · · , en} is the standard basis of Rn. We number this
basis as
{
ψα
∣∣α = 1, 2, · · · , n(n+1)2 }.
For fixed λ and µ, we denote by uλ1,µ1 the solution of (1.1). Similar to the
appendix in [11], it follows that
uλ1,µ1 → u in H1(D;Rn), as min{µ1, nλ1 + 2µ1} → ∞,
where u ∈ H1(D;Rn) verifies the following free boundary value problem
Lλ,µu := ∇ · (C0e(u)) = 0, in Ω,
u = Cαψα, on ∂D1,∫
∂D1
∂u
∂ν0
∣∣∣
+
· ψα = 0, α = 1, 2, · · · , n(n+1)2 ,
u = ϕ, on ∂D,
(1.2)
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where the free constants Cα are determined later by the third line and
∂u
∂ν0
∣∣∣
+
:= (C0e(u))ν = λ(∇ · u)ν + µ(∇u+ (∇u)T )ν,
and ν is the unit outer normal of D1. Here and throughout this paper the subscript
± shows the limit from outside and inside the domain, respectively. There has
established the existence, uniqueness and regularity of weak solutions to (1.2) in
[11]. The H1 weak solution of (1.2) is proved in C1(Ω;Rn) ∩ C1(D1;Rn) and u is
also the unique function minimizing the energy functional as follows:
I∞[u] := min
v∈A
1
2
∫
Ω
(C0e(v), e(v)) dx,
where
A :=
{
v ∈ H1ϕ(D;Rn)
∣∣∣ e(v) = 0 in D1} .
Now we assume that there exists a small constant R > 0, independent of ε, such
that Σ′ ⊂ B′R and the top and bottom boundaries corresponding to the narrow
region between D1 and D can be described as follows:
xn = ε+ h1(x
′) and xn = h(x′), x′ ∈ B′2R.
Let d(x′) := dist(x′,Σ′), and h1 and h satisfy
(H1) h1(x
′) = h(x′) ≡ 0, if x′ ∈ Σ′,
(H2) κ1d
m(x′) ≤ h1(x′)− h(x′) ≤ κ2dm(x′), if x′ ∈ B′2R \ Σ′,
(H3) |∇x′h1(x′)|, |∇x′h(x′)| ≤ κ3dm−1(x′), if x′ ∈ B′2R,
(H4) ‖h1‖C2,α(B′2R) + ‖h‖C2,α(B′2R) ≤ κ4,
where κi, i = 1, 2, 3, 4, are four positive constants independent of ε. When Σ
′ is a
bounded convex region, we consider m > 2; when Σ′ = {0′}, we consider m ≥ 2.
For z′ ∈ B′R, 0 < t ≤ 2R, let
Ωt(z
′) :=
{
x ∈ Rn
∣∣ h(x′) < xn < ε+ h1(x′), |x′ − z′| < t} .
We will use the abbreviated notation Ωt for the domain Ωt(0
′). For the simplicity
of notations, for i = 0, 2, and i = k, k + 1, k is a positive integer, we denote
ρi(n,m; ε) =

ε
n+i−1
m −1, m > n+ i− 1,
| ln ε|, m = n+ i− 1,
1, m < n+ i− 1.
Before stating the main results, we introduce a family of linear functionals of ϕ,
Qβ[ϕ] :=
∫
∂D1
∂u0
∂ν0
∣∣∣
+
· ψβ , β = 1, 2, · · · , n(n+ 1)
2
,
where u0 ∈ C1(Ω;Rn) ∩ C2(Ω;Rn) solves the following problem:
Lλ,µu0 = 0, in Ω,
u0 = 0, on ∂D1,
u0 = ϕ(x), on ∂D,
(1.3)
where ϕ ∈ C2(∂D;Rn). Let
Qβ;I[ϕ] = max
1≤β≤n
|Qβ[ϕ]|, Qβ;II[ϕ] = max
n+1≤β≤n(n+1)2
|Qβ[ϕ]|. (1.4)
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In addition, assume that for some δ0 > 0,
δ0 ≤ µ, nλ+ 2µ ≤ 1
δ0
.
Unless otherwise stated, in what following C denotes a constant, whose values may
vary from line to line, depending only on κ1, κ2, κ3, κ4, δ0, R and an upper bound
of the C2,α norms of ∂D1 and ∂D, but not on ε. We also call a constant having
such dependence a universal constant. Without loss of generality, we let ϕ(0) = 0.
Otherwise, we replace u by u − ϕ(0) throughout this paper. For simplicity of
discussion, we assume that convexity index m and growth order index k are all
positive integers in the following.
Theorem 1.1. Assume that D1 ⊂ D ⊆ Rn (n ≥ 2) are defined as above, conditions
(H1)–(H4) hold with Σ′ = B′r(0
′) for some 0 < r < R, and ϕ ∈ C2(∂D;Rn). Let
u ∈ H1(D;Rn) ∩ C1(Ω,Rn) be the solution of (1.2). Then for a sufficiently small
ε > 0, for x ∈ ΩR,
|∇u(x)| ≤ C
(
Qβ;I[ϕ]
ε+ dm(x′)
ε
|Σ′|+ ερ0(n,m; ε) +
|ϕ(x′, h(x′))|
ε+ dm(x′)
+
Qβ;II[ϕ]
ε+ dm(x′)
(ε+ |x′|)ε
|Σ′| n+1n−1 + ερ2(n,m; ε)
+ ‖ϕ‖C2(∂D)
)
, (1.5)
and
‖∇u‖L∞(Ω\ΩR) ≤ C‖ϕ‖C2(∂D),
where d(x′) := dist(x′,Σ′).
Remark 1.2. If ϕ = C on ∂D, then u ≡ C. So Theorem 1.1 is trivial. Thus, we
only consider the case that ϕ 6≡ C in the following. Denote the bottom boundary
of Ωr by
Γ−r =
{
x ∈ Rn∣∣xn = h(x′), |x′| < r} , 0 < r ≤ 2R.
In Theorem 1.1, if we assume additionally
|ϕ(x)| ≤ η dk(x′), on Γ−R, for k > 2, η ≥ 0,
then by using the proof of Proposition 1.4 below with minor modification, in par-
ticular, we can obtain that if m < k + 1,
|Qβ[ϕ]| ≤C
(
η(1 + |Σ′|n−2n−1 ) + ‖ϕ‖C2(∂D)
)
, for β = 1, 2, · · · , n,
and
|Qβ[ϕ]| ≤C
(
η(1 + |Σ′|) + ‖ϕ‖C2(∂D)
)
, for β = n+ 1, · · · , n(n+ 1)
2
.
Consequently, the upper bound in (1.5) is bounded provided |Σ′| > 0,
‖∇u‖L∞(Ω) ≤C
(
η(1 + |Σ′|n−2n−1 ) + ‖ϕ‖C2(∂D)
|Σ′|+ ερ0(n,m; ε) +
η(1 + |Σ′|) + ‖ϕ‖C2(∂D)
|Σ′| n+1n−1 + ερ2(n,m; ε)
)
,
which means that there is no blow-up for |∇u|.
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Remark 1.3. We would like to point out that here Qβ[ϕ] play more roles than
in [21] for interior estimates. As shown in [21], there Qβ [ϕ] is bounded and it is
only a blow-up factor to determine whether blow-up occurs or not. While, in our
boundary estimate case, Qβ[ϕ] will increase singularity for some ϕ and make the
blowup rate larger than before. We can see this from the following simple example.
For i = 1, 2, · · · , n, let
ϕi(x) =η|x′|k on Γ−R, for k ≥ 2, η > 0,
and
h1(x
′)− h(x′) =dm(x′) in B′R.
Then, it follows from the proof of Lemma 5.1 below with minor modification that
for β = 1, 2, · · · , n,
η(|Σ′|n+k−1n−1 + ερk(n,m; ε))
Cε
≤ |Qβ[ϕ]| ≤Cη(|Σ
′|n+k−1n−1 + ερk(n,m; ε))
ε
.
In the following we explore the singularities of Qβ[ϕ] arising from different classes
of the boundary data ϕ. For simplicity, we consider the case that Σ′ = {0′}.
In order to classify the effect of ϕ = (ϕ1, ϕ2, · · · , ϕn) on the singularities of the
stress, we further assume that
(H5) h1(x
′)−h(x′) is even with respect to each xj, j = 1, · · · , n−1, for |x′| < R.
We now classify the given boundary data ϕ according to its parity as follows. Unless
otherwise stated, in the following we let ϕi(x) 6= 0 on Γ−R, i = 1, 2, · · · , n. Assume
that for x ∈ Γ−R,
(A1) for i = 1, 2, · · · , n, j = 1, · · · , n− 1, ϕi(x) is an even function of each xj;
(A2) if n = 2, for i = 1, 2, ϕi(x) is odd with respect to x1; if n ≥ 3, for
i = 1, · · · , n− 1, ϕi(x) is odd with respect to some xji , ji ∈ {1, · · · , n− 1},
and ϕn(x) is odd with respect to x1 and even with respect to each xj, j =
2, · · · , n− 1;
(A3) if n = 2, ϕ1(x) is odd with respect to x1, and ϕ
2(x) = 0; if n ≥ 3, for
i = 1, · · · , n − 1, ϕi(x) is odd with respect to xi, and ϕn(x) is odd with
respect to x1 and x2, respectively.
Then, we have
Proposition 1.4. Assume that D1 ⊂ D ⊆ Rn (n ≥ 2) are defined as above and
conditions (H1)–(H5) hold with Σ′ = {0′}. Let u0 ∈ C1(Ω;Rn) ∩ C2(Ω;Rn) is
the solution to (1.3). Assume that (A1), (A2) or (A3) holds. If ϕ ∈ C2(∂D;Rn)
satisfies the k-order growth condition,
|ϕ(x)| ≤ η |x|k, on Γ−R, (1.6)
for some integer k > 0 and a positive constant η. Then, for a sufficiently small
ε > 0, we obtain that
|Qβ[ϕ]| ≤C(ηρ0(n,m; ε)ρA(ε) + ‖ϕ‖C2(∂D)), β = 1, 2, · · · , n, (1.7)
and
|Qβ[ϕ]| ≤C(ηρ2(n,m; ε)ρB(ε) + ‖ϕ‖C2(∂D)), β = n+ 1, · · · ,
n(n+ 1)
2
, (1.8)
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where
ρA(ε) =
{
ρk(n,m; ε)/ρ0(n,m; ε), for case (A1),
1/ρ0(n,m; ε), otherwise,
(1.9)
ρB(ε) =
{
ρk+1(n,m; ε)/ρ2(n,m; ε), for case (A2),
1/ρ2(n,m; ε), otherwise.
(1.10)
Remark 1.5. If we only assume condition (1.6) holds with respect to ϕ, we can
obtain
|Qβ[ϕ]| ≤C(ηρk(n,m; ε) + ‖ϕ‖C2(∂D)), β = 1, 2, · · · , n,
and
|Qβ[ϕ]| ≤C(ηρk+1(n,m; ε) + ‖ϕ‖C2(∂D)), β = n+ 1, · · · ,
n(n+ 1)
2
.
In light of decomposition (2.6) for |∇u|, it follows from Proposition 1.4, Corollary
3.1, Lemma 3.2 and Proposition 3.6 below that
Corollary 1.6. Assume as in Proposition 1.4. Let u ∈ H1(D;Rn) ∩C1(Ω,Rn) be
the solution of (1.2). Then for a sufficiently small ε > 0, we obtain that
|∇u(x)| ≤ C
ε+ |x′|m
[
ηρA(ε) +
‖ϕ‖C2(∂D)
ρ0(n,m; ε)
+ |x′|
(
ηρB(ε) +
‖ϕ‖C2(∂D)
ρ2(n,m; ε)
)]
+
η|x′|k
ε+ |x′|m + C‖ϕ‖C2(∂D), x ∈ ΩR. (1.11)
where ρA(ε) and ρB(ε) are defined by (1.9) and (1.10), respectively.
Remark 1.7. Under assumption (A1), the upper bound in (1.11) implies that
(1) if m < n for any k > 0 or if m = n for k = 1, then it achieves its maximum
only at the shortest line {x′ = 0′} ∩Ω;
(2) if m = n for k > 1 or if m ≥ n+ 1 for k < m− n+ 1, then the maximum of
the upper bound achieves at {x′ = 0′} ∩Ω and {|x′| = ε 1m } ∩ Ω simultaneously;
(3) if m ≥ n+1 for k ≥ m−n+1, then the maximum attains at {|x′| = ε 1m }∩Ω.
Remark 1.8. Under assumption (A2) or (A3), the upper bound in (1.11) shows
that for any k > 0,
(1) if m < n, then its maximum achieves only at {x′ = 0′} ∩ Ω;
(2) if m = n, then the maximum achieves at both {x′ = 0′} ∩ Ω and {|x′| =
ε
1
m } ∩ Ω;
(3) if m > n, then the maximum attains at {|x′| = ε 1m } ∩ Ω.
Remark 1.9. When k ≥ m− n and m > n+ 1, (1.11) becomes
|∇u(x)| ≤C
(
η + ‖ϕ‖C2(∂D)
εn/m
+
|x′|k
ε+ |x′|m
)
, for x ∈ ΩR. (1.12)
Letting m, k → ∞ simultaneously, condition (1.6) implies ϕ(x) ≡ ϕ(0) on Γ−R and
estimate (1.12) becomes |∇u(x)| ≤ C in ΩR.
Finally, we establish the lower bounds of |∇u| to show that the blow-up rates
obtained in Corollary 1.6 are optimal, for some explicit ϕ. Denote Ω∗ := D \D∗1 .
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Similarly as before, we introduce a family of linear functionals with respect to ϕ,
Q∗β [ϕ] :=
∫
∂D1
∂u∗0
∂ν0
∣∣∣
+
· ψβ, β = 1, 2, · · · , n(n+ 1)
2
,
where u∗0 is a solution of the following problem:
Lλ,µu∗0 = 0, in Ω,
u∗0 = 0, on ∂D
∗
1 ,
u∗0 = ϕ(x), on ∂D.
(1.13)
Under the following assumptions:
(Φ1) for m ≥ n+ 1, 2 ≤ k < m− n+ 1, if
h1(x
′)− h(x′) = |x′|m, in B′R, (1.14)
and
ϕi(x) = η|x′|k, on Γ−R, for i = 1, 2, · · · , n; (1.15)
(Φ2) for m ≥ n, k = 1, if
h1(x
′)− h(x′) = (1 + x1)|x′|m, in B′R,
and
ϕi(x) = x1, on Γ
−
R, for i = 1, 2, · · · , n;
(Φ3) for m = n and k > 1, if (1.6) holds and there exists some integer 1 ≤ k0 ≤ n
such that Q∗k0 [ϕ] 6= 0;
(Φ4) for n − 1 ≤ m < n, there exists some integer 1 ≤ k0 ≤ n such that
Q∗k0 [ϕ] 6= 0;
(Φ5) for m < n − 1, there exists some integer 1 ≤ k0 ≤ n such that Q∗k0 [ϕ] 6= 0
and Q∗β[ϕ] = 0 for all β 6= k0,
we obtain the lower bound of |∇u| at the shortest line {x′ = 0′} ∩ Ω between D
and D1 as follows.
Theorem 1.10. Assume that D1 ⊂ D ⊆ Rn (n ≥ 2) are defined as above and
conditions (H1)–(H5) hold with Σ′ = {0′}. Let u ∈ H1(D;Rn) ∩C1(Ω;Rn) be the
solution of (1.2). Among (Φ1)–(Φ5), if one of them holds, then for a sufficiently
small ε > 0,
|∇u(x)| ≥ ηρk;0(n,m; ε)
Cε
, for x ∈ {x′ = 0′} ∩ Ω, (1.16)
where ρk;0(n,m; ε) = ρk(n,m; ε)/ρ0(n,m; ε).
For the lower bound of |∇u| on the cylinder surface {|x′| = m√ε}∩Ω, see Theorem
6.1 below.
Our paper is organized as follows. Section 2 provides a decomposition of the
solution u of (1.2) as a linear combination of uα, α = 0, 1, · · · , n(n+1)2 , defined by
(1.3) and (2.5), which reduces the proof of Theorem 1.1 to estimates of |∇uα| and
Cα, α = 1, 2, · · · , n(n+1)2 . Section 3 presents the proof of Theorem 1.1. In section
4 we give a classification for the given boundary data ϕ according to its parity
and then identify the singularities of blowup factors Qβ [ϕ], β = 1, 2, · · · , n(n+1)2 , as
shown in Proposition 1.4. The lower bound of |∇u| at the shortest line {x′ = 0′}∩Ω
between D and D1 in Theorem 1.10 is proved in Section 5. In Section 6 we also
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show the lower bound of |∇u| on the cylinder surface {|x′| = m√ε} ∩Ω in Theorem
6.1.
2. Preliminary
2.1. Properties of the tensor C. For the isotropic elastic material, set
C := (Cijkl) = (λδijδkl + µ(δikδjl + δilδjk)), µ > 0, nλ+ 2µ > 0.
The components Cijkl possess symmetry property:
Cijkl = Cklij = Cklji, i, j, k, l = 1, 2, ..., n. (2.1)
For n× n matrices A = (Aij), B = (Bij), denote
(CA)ij =
n∑
k,l=1
CijklAkl, and (A,B) ≡ A : B =
n∑
i,j=1
AijBij ,
Thus,
(CA,B) = (A,CB).
For an n× n real symmetric matrix ξ = (ξij), it follows from (2.1) that
min{2µ, nλ+ 2µ}|ξ|2 ≤ (Cξ, ξ) ≤ max{2µ, nλ+ 2µ}|ξ|2, (2.2)
where |ξ|2 =∑
ij
ξ2ij . That is, C satisfies the ellipticity condition. In particular,
min{2µ, nλ+ 2µ}|A+AT |2 ≤ (C(A+AT ), (A +AT )). (2.3)
Besides, it is known that for any open set O and u, v ∈ C2(O;Rn),∫
O
(C0e(u), e(v)) dx = −
∫
O
(Lλ,µu) · v +
∫
∂O
∂u
∂ν0
∣∣∣
+
· v. (2.4)
2.2. Solution split. As in [10], the solution u of (1.2) can be split as follows
u =
n(n+1)
2∑
α=n
Cαuα + u0, in Ω,
where Cα, α = 1, 2, · · · , n(n+1)2 , are some free constants to be determined later
by the forth line in (1.2), and uα ∈ C1(Ω;Rn) ∩ C2(Ω;Rn), α = 1, 2, · · · , n(n+1)2 ,
respectively, verifies 
Lλ,µuα = 0, in Ω,
uα = ψα, on ∂D1,
uα = 0, on ∂D,
(2.5)
and u0 is defined by (1.3). Therefore
∇u =
n(n+1)
2∑
α=1
Cα∇uα +∇u0, in Ω. (2.6)
Thus, in order to estimate |∇u|, it suffices to establish the following two aspects of
estimates:
(i) estimates of |∇uα|, α = 0, 1, · · · , n(n+1)2 ;
(ii) estimates of Cα, α = 1, 2, · · · , n(n+1)2 .
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2.3. A general boundary value problem. To estimate |∇uα|, α = 1, 2, · · · , n(n+1)2 ,
we begin with considering the following general boundary value problem:
Lλ,µv := ∇ · (C0e(v)) = 0, in Ω,
v = ψ(x), on ∂D1,
v = 0, on ∂D,
(2.7)
where ψ(x) = (ψ1(x), ψ2(x), · · · , ψn(x)) ∈ C2(∂D1;Rn) is a given vector-valued
function.
Note that the solution of (2.7) can be split into
v =
n∑
i=1
vi,
where vi = (v
1
i , v
2
i , · · · , vni )T , i = 1, 2, · · · , n, with vji = 0 for j 6= i, and vi solves
the following boundary value problem
Lλ,µvi := ∇ · (C0e(vi)) = 0, in Ω,
vi = (0, · · · , 0, ψi, 0, · · · , 0)T , on ∂D1,
vi = 0, on ∂D.
(2.8)
Then
∇v =
n∑
i=1
∇vi. (2.9)
We next estimate |∇vi| one by one. For this purpose, we define a scalar auxiliary
function v¯ ∈ C2(Rn) satisfying v¯ = 1 on ∂D1, v¯ = 0 on ∂D and
v¯(x) =
xn − h(x′)
ε+ h1(x′)− h(x′) , in Ω2R, (2.10)
and
‖v¯‖C2(Ω\ΩR) ≤ C. (2.11)
Extend ψ ∈ C2(∂D1;Rn) to ψ ∈ C2(Ω;Rn) such that ‖ψi‖C2(Ω\ΩR) ≤ C‖ψi‖C2(∂D1),
for i = 1, 2, · · · , n. Construct a cutoff function ρ ∈ C2(Ω) satisfying 0 ≤ ρ ≤ 1,
|∇ρ| ≤ C on Ω, and
ρ = 1 on Ω 3
2R
, ρ = 0 on Ω \ Ω2R. (2.12)
For x ∈ Ω, we define
v˜i(x) =
(
0, · · · , 0, [ρ(x)ψi(x′, ε+ h1(x′)) + (1 − ρ(x))ψi(x)]v¯(x), 0, · · · , 0
)T
.
In particular,
v˜i(x) = (0, · · · , 0, ψi(x′, ε+ h1(x′))v¯(x), 0, · · · , 0)T in ΩR
and in light of (2.11),
‖v˜i‖C2(Ω\ΩR) ≤ C‖ψi‖C2(∂D1).
For (x′, xn) ∈ Ω2R, denote
δ(x′) := ε+ h1(x′)− h(x′).
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A direct calculation yields that for x ∈ ΩR,
|ψi(x′, ε+ h1(x′))|
C(ε+ dm(x′))
≤ |∇v˜i| ≤ C|ψ
i(x′, ε+ h1(x′))|
ε+ dm(x′)
+ C‖∇ψi‖L∞(∂D1). (2.13)
Similarly as in [10, 21], we can obtain pointwise gradient estimates for problem
(2.8).
Theorem 2.1. Assume as above. Let v ∈ H1(Ω;Rn) be a weak solution of (2.7).
Then for a sufficiently small ε > 0,
|∇(vi − v˜i)(x)| ≤ C|ψ
i(x′, ε+ h1(x′))|
m
√
ε+ dm(x′)
+ C‖ψi‖C2(∂D1), in ΩR. (2.14)
Consequently, (2.14), together with (2.13) yields that for x ∈ ΩR,
|ψi(x′, ε+ h1(x′))|
C(ε+ dm(x′))
≤ |∇vi| ≤ C|ψ
i(x′, ε+ h1(x′))|
ε+ dm(x′)
+ C‖ψi‖C2(∂D1). (2.15)
Finally,
|∇v| ≤ C|ψ(x
′, ε+ h1(x′))|
ε+ dm(x′)
+ C‖ψ‖C2(∂D1), in ΩR,
and
‖∇v‖L∞(Ω\ΩR) ≤ C‖ψ‖C2(∂D1).
We remark that (2.14) is an improvement of that in [21], where the denominator√
ε+ dm(x′) is improved to m
√
ε+ dm(x′). The sketched proof of Theorem 2.1 is
given in the appendix.
3. Proof of Theorem 1.1
3.1. Estimates of |∇uα|. For α = 1, 2, · · · , n(n+1)2 , set
ψ = ψα, u˜α := ψαv¯.
Applying Theorem 2.1 to uα, we obtain
Corollary 3.1. Assume as in Theorem 1.1. Let uα, α = 1, 2, · · · , n(n+1)2 , be the
weak solutions of (2.5), respectively. Then for a sufficiently small ε > 0, x ∈ ΩR,
|∇(uα − u˜α)(x)| ≤ C
m
√
ε+ dm(x′)
, α = 1, 2, · · · , n, (3.1)
|∇(uα − u˜α)(x)| ≤ C|x
′|
m
√
ε+ dm(x′)
, α = n+ 1, · · · , n(n+ 1)
2
. (3.2)
Thus, combining with the definition of u˜α, we have
1
C(ε+ dm(x′))
≤ |∇uα| ≤ C
ε+ dm(x′)
, α = 1, 2, · · · , n, (3.3)
|∇uα| ≤C(ε+ |x
′|)
ε+ dm(x′)
, α = n+ 1, · · · , n(n+ 1)
2
, (3.4)
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and
|∇x′uα| ≤ C
m
√
ε+ dm(x′)
, α = 1, 2, · · · , n, (3.5)
|∇x′uα| ≤ C|x
′|
m
√
ε+ dm(x′)
, α = n+ 1, · · · , n(n+ 1)
2
, (3.6)
and for α = 1, 2, · · · , n(n+1)2 ,
‖∇uα‖L∞(Ω\ΩR) ≤ C. (3.7)
For problem (1.3), the solution u0 can be split as
u0 =
n∑
l=1
u0l,
where u0l, l = 1, 2, · · · , n, satisfy
Lλ,µu0l = 0, in Ω,
u0l = 0 on ∂D1,
u0l = (0, · · · , 0, ϕl(x), 0, · · · , 0)T , on ∂D.
(3.8)
For x ∈ Ω, define
u˜0l(x) := (0, · · · , 0, [ρ(x)ϕl(x′, h(x′)) + (1 − ρ(x))ϕl(x)](1 − v¯(x)), 0, · · · , 0)T ,
where ρ ∈ C2(Ω) is defined by (2.12). Then,
u˜0l(x) := (0, · · · , 0, ϕl(x′, h(x′))(1 − v¯(x)), 0, · · · , 0)T , in ΩR.
Likewise, applying Theorem 2.1, we derive the following estimates of |∇u0k| for
the problem (3.8).
Lemma 3.2. Assume as in Theorem 1.1. Let u0l, l = 1, 2, · · · , n be the weak
solution of (3.8). Assume that ‖ϕ‖C2(∂D) > 0. Then for a sufficiently small ε > 0,
l = 1, 2, · · · , n,
|∇(u0l − u˜0l)(x)| ≤ C|ϕ
l(x′, h(x′))|
m
√
ε+ dm(x′)
+ C‖ϕl‖C2(∂D), in ΩR. (3.9)
Consequently, for x ∈ ΩR,
|∇x′u0l| ≤ C|ϕ
l(x′, h(x′))|
m
√
ε+ dm(x′)
, (3.10)
and
|ϕl(x′, h(x′))|
C(ε+ dm(x′))
≤ |∂nu0l| ≤C|ϕ
l(x′, h(x′))|
ε+ dm(x′)
+ C‖ϕl‖C2(∂D), (3.11)
and
‖∇u0l‖L∞(Ω\ΩR) ≤ C‖ϕl‖C2(∂D). (3.12)
The proof is similar to previous one and thus omitted.
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3.2. Estimates of Cα, α = 1, 2, · · · , n(n+1)2 . For α, β = 1, 2, · · · , n(n+1)2 , denote
aαβ := −
∫
∂D1
∂uα
∂ν0
∣∣∣
+
· ψβ , Qβ [ϕ] :=
∫
∂D1
∂u0
∂ν0
∣∣∣
+
· ψβ .
Multiplying the first line of (1.3) and (2.5) by uβ , respectively, and integrating by
parts over Ω yields
aαβ =
∫
Ω
(C0e(uα), e(uβ)) dx, Qβ[ϕ] = −
∫
Ω
(C0e(u0), e(uβ)) dx. (3.13)
For 0 < r ≤ 2R, denote the top boundary of Ωr by
Γ+r =
{
x ∈ Rn∣∣ xn = ε+ h1(x′), |x′| < r} .
Before estimating aαα, α = 1, 2, · · · , n(n+1)2 , we state a Lemma, its proof referred
to [10].
Lemma 3.3. There exists a positive universal constant C, independent of ε, such
that
n(n+1)
2∑
α,β=1
aαβξαξβ ≥ 1
C
, ∀ ξ ∈ Rn(n+1)2 , |ξ| = 1.
Lemma 3.4. For n ≥ 2, we obtain that for α = 1, 2, · · · , n,
|Σ′|+ ερ0(n,m; ε)
Cε
≤aαα ≤ C(|Σ
′|+ ερ0(n,m; ε))
ε
; (3.14)
for α = n+ 1, · · · , n(n+1)2 ,
|Σ′| n+1n−1 + ερ2(n,m; ε)
Cε
≤aαα ≤ C(|Σ
′| n+1n−1 + ερ2(n,m; ε))
ε
; (3.15)
and, for α, β = 1, 2, · · · , n(n+1)2 , α 6= β,
|aαβ | ≤Cρn(ε, |Σ′|), (3.16)
where
ρn(ε, |Σ′|) =
{ |Σ′|
m
√
ε
+ | ln ε|, n = 2,
|Σ′|
m
√
ε
+ |Σ′|n−2n−1 | ln ε|+ 1, n ≥ 3. (3.17)
Proof. Step 1. Estimate of aαα, α = 1, 2, · · · , n. If Σ′ = B′r(0′), on one hand, it
follows from (2.2) and (3.7) that
aαα =
∫
Ω
(C0e(uα), e(uα)) dx ≤ C
∫
Ω
|∇uα|2dx
≤C
(∫
B′r
dx′
ε
+
∫
B′R\B′r
dx′
ε+ (|x′| − r)m
)
+ C
≤C(|Σ
′|+ m√ε|Σ′|n−2n−1 + ερ0(n,m; ε))
ε
. (3.18)
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On the other hand, from the definition of u˜α and (3.1), we have
aαα ≥ 1
C
∫
Ω
|e(uα)|2dx ≥ 1
2C
∫
ΩR
|e(u˜α)|2dx− C
∫
ΩR
|e(uα − u˜α)|2dx
≥ 1
2C
∫
ΩR
|∂nv¯|2dx− C
≥|Σ
′|+ m√ε|Σ′|n−2n−1 + ερ0(n,m; ε)
Cε
.
If Σ′ = {0′}, by using Lemma 3.3 and (3.18), for m < n− 1, we have
1
C
≤ aαα ≤ C,
The case for m ≥ n− 1 is the same as before. Therefore, (3.14) is established.
Step 2. Estimate of aαα, α = n+ 1, · · · , n(n+1)2 . If Σ′ = B′r(0′), then
|aαα| ≤ C
∫
Ω
|∇uα|2dx ≤C
(∫
B′r
|x′|2
ε
dx′ +
∫
B′R\B′r
|x′|2
ε+ (|x′| − r)m
)
+ C
≤C(|Σ
′| n+1n−1 + m√ε|Σ′| nn−1 + ερ2(n,m; ε))
ε
. (3.19)
On the other hand, it is easy to see that there exist two indexes j and k such
that 1 ≤ j < k ≤ n and u˜kα = xj v¯. Then, utilizing (3.2), we obtain
|aαα| ≥ 1
C
∫
Ω
|e(uα)|2dx ≥ 1
2C
∫
ΩR
|e(u˜α)|2dx− C
∫
ΩR
|e(uα − u˜α)|2dx
≥ 1
2C
∫
ΩR
|xj∂nv¯|2dx− C
≥|Σ
′| n+1n−1 + m√ε|Σ′| nn−1 + ερ2(n,m; ε)
Cε
.
If Σ′ = {0′}, in light of Lemma 3.3 and (3.19), for m < n+ 1,
1
C
≤ aαα ≤ C.
The case for m ≥ n+ 1 is the same as above. Thus, (3.15) holds.
Step 3. Estimate of aαβ , α, β = 1, 2, · · · , n, α 6= β.
By symmetry, we only need to consider the case of α = 1, 2, · · · , n, β = 1, · · · , n−
1, provided that α 6= β.
aαβ = −
∫
∂D1
∂uα
∂ν0
∣∣∣
+
· ψβ =− λ
∫
Γ+R
n∑
k=1
∂ku
k
ανβ − µ
∫
Γ+R
n−1∑
j=1
(
∂ju
β
α + ∂βu
j
α
)
νj
− µ
∫
Γ+R
∂nu
β
ανn − µ
∫
Γ+R
∂βu
n
ανn +O(1),
= : λI1αβ + µ(I
2
αβ + I
3
αβ + I
4
αβ) +O(1),
where
ν =
(∇x′h1(x′),−1)√
1 + |∇x′h1(x′)|2
.
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In view of (H3), we know that for i = 1, · · · , n− 1,
|νi| ≤ Cdm−1(x′), |νn| ≤ 1. (3.20)
Thus, using (3.3) and (3.20),
|I1αβ | ≤
∫
Γ+R
∣∣∣∣∣
n∑
k=1
∂ku
k
ανβ
∣∣∣∣∣ ≤
∫
Γ+R
Cdm−1(x′)
ε+ dm(x′)
≤ Cρn(ε, |Σ′|),
where ρn(ε, |Σ′|) is defined by (3.17). It follows from (3.5) and (3.20) that
|I2αβ | ≤
∫
Γ+R
n−1∑
j=1
∣∣(∂juβα + ∂βujα) νj∣∣ ≤ ∫
B′R
Cdm−1(x′)
(ε+ dm(x′))
1
m
≤ C,
and
|I4αβ | ≤
∫
Γ+R
|∂βunανn| ≤
∫
B′R
C
(ε+ dm(x′))
1
m
≤ Cρn(ε, |Σ′|),
while, by using (3.1) and u˜βα = 0, we obtain
|I3αβ | ≤
∣∣∣∣∣
∫
Γ+R
∂nu
β
α
∣∣∣∣∣ ≤
∣∣∣∣∣
∫
Γ+R
∂n(uα − u˜α)β
∣∣∣∣∣ ≤
∫
B′R
C
(ε+ dm(x′))
1
m
≤ Cρn(ε, |Σ′|).
Consequently,
|aαβ | ≤ Cρn(ε, |Σ′|). (3.21)
Step 4. Estimate of aαβ , α = 1, 2, · · · , n, β = n+ 1, · · · , n(n+1)2 , α 6= β.
We here take the case when α = 1, β = n + 1 for example. Since ψn+1 =
(x2,−x1, 0, · · · , 0)T , making use of the boundedness of |∇uα| on ∂D1 \ Γ+R, we
obtain
a1,n+1 =−
∫
Γ+R
(
λ
n∑
k=1
∂ku
k
1ν1 + µ
n∑
j=1
(
∂1u
j
1 + ∂ju
1
1
)
νj
)
x2
+
∫
Γ+R
(
λ
n∑
k=1
∂ku
k
1ν2 + µ
n∑
j=1
(
∂2u
j
1 + ∂ju
2
1
)
νj
)
x1 +O(1),
= : −I1,n+1 + II1,n+1 +O(1).
As for I1,n+1, we split it into three parts
I11,n+1 =−
∫
Γ+R
(
λ
n∑
k=1
∂ku
k
1ν1 + µ
n−1∑
j=1
(
∂1u
j
1 + ∂ju
1
1
)
νj
)
x2,
I21,n+1 =− µ
∫
Γ+R
∂1u
n
1νnx2,
I31,n+1 =− µ
∫
Γ+R
∂nu
1
1νnx2.
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It follows from (3.3) and (3.20) that
|I11,n+1| ≤
∫
Γ+R
∣∣∣∣(λ n∑
k=1
∂ku
k
1ν1 + µ
n−1∑
j=1
(
∂1u
j
1 + ∂ju
1
1
)
νj
)
x2
∣∣∣∣
≤
∫
B′R
Cdm−1(x′)
ε+ dm(x′)
≤ Cρn(ε, |Σ′|),
while, in view of u˜n1 = 0 and (3.1),
|I21,n+1| ≤µ
∫
Γ+R
|∂1(u1 − u˜1)nνnx2| ≤
∫
B′R
C
m
√
ε+ dm(x′)
≤ Cρn(ε, |Σ′|).
Note that
|xn| = |ε+ h1(x′)| ≤ C(ε+ dm(x′)). (3.22)
Then it follows from (3.1), (3.22) and the symmetry of B′R that
|I31,n+1| ≤µ
∫
Γ+R
∣∣∂n(u1 − u˜1)1νnx2∣∣+ µ ∣∣∣ ∫
B′R
x2
δ
∣∣∣
≤
µ
∫
B′R
Cdm(x1)
m
√
ε+dm(x1)
+ µ
∫
B′R
Cdm(x1)
ε+dm(x1)
, n = 2,
µ
∫
B′R
C|x′|
m
√
ε+dm(x′)
, n ≥ 3
≤Cρn(ε, |Σ′|).
Thus,
|I1,n+1| ≤ Cρn(ε, |Σ′|).
By the same argument, we get |II1,n+1| ≤ Cρn(ε, |Σ′|). So
|a1,n+1| ≤ Cρn(ε, |Σ′|). (3.23)
Step 5. Estimate of aαβ , α, β = n+ 1, · · · , n(n+1)2 , α 6= β, n ≥ 3.
Take the case that α = n + 1, β = n + 2 for example. The other cases are the
same. Note that u˜n+1 = (v¯x2,−v¯x1, 0, · · · , 0)T and ψn+2 = (x3, 0,−x1, 0, · · · , 0)T .
Similarly as before, we have
an+1,n+2 =−
∫
Γ+R
(
λ
n∑
k=1
∂ku
k
n+1ν1 + µ
n∑
j=1
(
∂1u
j
n+1 + ∂ju
1
n+1
)
νj
)
x3
+
∫
Γ+R
(
λ
n∑
k=1
∂ku
k
n+1ν3 + µ
n∑
j=1
(
∂3u
j
n+1 + ∂ju
3
n+1
)
νj
)
x1 +O(1)
= : −In+1,n+2 + IIn+1,n+2 +O(1).
With regard to In+1,n+2, it can be split
I1n+1,n+2 =
∫
Γ+R
(
λ
n∑
k=1
∂ku
k
n+1ν1 + µ
n∑
j=1
∂1u
j
n+1νj + µ
n−1∑
j=1
∂ju
1
n+1νj
)
x3,
and
I2n+1,n+2 =
∫
Γ+R
µ∂nu
1
n+1νnx3.
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Utilizing (3.6) and (3.20), we have
|I1n+1,n+2| ≤
∫
B′R
C
m
√
ε+ dm(x′)
≤ Cρn(ε, |Σ′|),
while, by the symmetry and (3.2),
|I2n+1,n+2| ≤
∫
Γ+R
µ
∣∣∂n(un+1 − u˜n+1)1νnx3∣∣+ µ
∣∣∣∣∣
∫
B′R
x2x3
δ
∣∣∣∣∣ ≤ Cρn(ε, |Σ′|).
Thus,
|In+1,n+2| ≤ Cρn(ε, |Σ′|).
Similarly, we obtain |IIn+1,n+2| ≤ Cρn(ε, |Σ′|). Hence,
|an+1,n+2| ≤ Cρn(ε, |Σ′|). (3.24)
Combining Step 3, 4 and 5, (3.16) holds.

Before estimating Cα, α = 1, 2, · · · , n(n+1)2 , we first state a result. Its proof is a
slight modification of that in [12].
Lemma 3.5. For n ≥ 1, let A,D be n × n invertible matrices and B and C be
n× n matrices satisfying, for some 0 < θ < 1, γ1, γ3 > 1, and 0 < γ2 ≤ 1,
‖A−1‖ ≤ 1
θγ1
, ‖B‖+ ‖C‖ ≤ 1
θγ2
, ‖D−1‖ ≤ 1
θγ3
.
Then there exist γ¯ = γ¯(n) > 1 and C(n) > 1, such that if γ1γ
2
2 ≥ γ¯(n)θ4 ,(
A B
C D
)
is invertible. Moreover,(
E11 E12
ET12 E22
)
:=
(
A B
C D
)−1
−
(
A−1 0
0 D−1
)
satisfies
‖E11‖ ≤ C(n)
θ5γ21γ
2
2
, ‖E12‖ ≤ C(n)
θ3γ1γ2
, and ‖E22‖ ≤ C(n)
θ5γ1γ22γ
2
3
.
Proposition 3.6. Let Cα and ϕ be defined as before, α = 1, 2, · · · , n(n+1)2 . Then,
for a sufficiently small ε > 0,
|Cα| ≤ Cε|Σ′|+ ερ0(n,m; ε)Qβ;I[ϕ], α = 1, 2, · · · , n, (3.25)
and
|Cα| ≤ Cε
|Σ′| n+1n−1 + ερ2(n,m; ε)
Qβ;II[ϕ], α = n+ 1, · · · , n(n+ 1)
2
, (3.26)
where Qβ;I[ϕ] and Qβ;II[ϕ] are defined by (1.4).
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Proof. Utilizing decomposition (2.6) of |∇u| and recalling the fourth line of (1.2),
we derive that
n(n+1)
2∑
α=1
Cαaαβ = Qβ [ϕ], β = 1, 2, · · · , n(n+ 1)
2
. (3.27)
Define
X1 =
(
C1, · · · , Cn)T , X2 = (Cn+1, · · · , C n(n+1)2 )T
Y 1 =(Q1[ϕ], Q2[ϕ], · · · , Qn[ϕ])T , Y 2 =
(
Qn+1[ϕ], · · · , Qn(n+1)
2
[ϕ]
)T
and
A =

a11 · · · a1n
...
. . .
...
an1 · · · ann
 , B =

a1,n+1 · · · a1,n(n+1)2
...
. . .
...
an,n+1 · · · an,n(n+1)2
 ,
D =

an+1,n+1 · · · an+1,n(n+1)2
...
. . .
...
an(n+1)
2 ,n+1
· · · an(n+1)
2 ,
n(n+1)
2
 .
Therefore, in light of the symmetry of aαβ, (3.27) can be rewritten as(
A B
BT D
)(
X1
X2
)
=
(
Y 1
Y 2
)
.
If Σ′ = {0′}, by utilizing Lemma 3.3, we deduce that the matrix(
A B
BT D
)
is positive definite, thus invertible. For m < n− 1, it follows from Lemma 3.4 that
|X1| ≤ C.
As for m ≥ n − 1, matrices A,B,D satisfy the assumptions of Lemma 3.5 with
γ1 = ρ0(n,m; ε), γ2 =
1
ρn(ε,|Σ′|) , γ3 = ρ2(n,m; ε), and θ =
1
C . Then
X1 =
1
detA
A∗Y 1 +O
((
ρn(ε, |Σ′|)
ρ0(n,m; ε)
)2)
, (3.28)
and
X2 =
1
detD
D∗Y 2 + O
(
[ρn(ε, |Σ′|)]2
ρ0(n,m; ε)[ρ2(n,m; ε)]2
)
, (3.29)
where A∗ and D∗ are the adjoint matrix of A and D, respectively. Thus, in view
of (3.28) and (3.29), we complete the proof of (3.25) and (3.26) if Σ′ = {0′}.
By the same argument, we also obtain that (3.25) and (3.26) hold if Σ′ = B′r(0
′).

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3.3. Proof of Theorem 1.1. Recalling decomposition (2.6) for |∇u| and making
use of the results derived in Corollary 3.1, Lemma 3.2 and Proposition 3.6, we
deduce that for x ∈ ΩR,
|∇u(x)| ≤C
(
Qβ;I[ϕ]
ε+ dm(x′)
ε
|Σ′|+ ερ0(n,m; ε) +
|ϕ(x′, h(x′))|
ε+ dm(x′)
+
Qβ;II[ϕ]
ε+ dm(x′)
(ε+ |x′|)ε
|Σ′| n+1n−1 + ερ2(n,m; ε)
+ ‖ϕ‖C2(∂D)
)
.
This completes the proof of Theorem 1.1.
Remark 3.7. We remark that Theorem 1.1 also holds for a bounded convex and
axisymmetric region Σ′ ⊂ Rn−1, such as Σ′ = {x′ ∈ Rn−1|∑n−1i=1 ( |xi|ai )m ≤ 1, ai >
0, m ≥ 2}. The detailed proof is left to the interested readers.
4. Proof of Proposition 1.4
4.1. Proof of Proposition 1.4. Step 1. Proof of (1.7) under (A1). In light
of (3.13), it follows from assumption (A1), Corollary 3.1 and Lemma 3.2 that for
β = 1, 2, · · · , n,
|Qβ [ϕ]| =
∣∣∣∣∫
Ω
(C0e(u0), e(uβ)) dx
∣∣∣∣ ≤ ∫
Ω
C|∇u0||∇uβ| dx
≤
∫
ΩR
C|ϕ(x′, h(x′))|
(ε+ |x′|m)2 dx+ C‖ϕ‖C2(∂D)
≤Cη
∫
|x′|<R
|x′|k
ε+ |x′|m + C‖ϕ‖C2(∂D),
≤C(ηρk(n,m; ε) + ‖ϕ‖C2(∂D)).
Similarly, in light of assumption (A2), we obtain that for β = n+1, · · · , n(n+1)2 ,
|Qβ[ϕ]| ≤
∫
ΩR
C|ϕ(x′, h(x′))||x′|
(ε+ |x′|m)2 dx+ C‖ϕ‖C2(∂D)
≤Cη
∫
|x′|<R
|x′|k+1
ε+ |x′|m dx+ C‖ϕ‖C2(∂D)
≤C(ηρk+1(n,m; ε) + ‖ϕ‖C2(∂D)),
Then (1.8) under (A2) is proved.
Step 2. Proof of (1.8) under (A1). Take β = n+ 1 for instance. Denote
Qn+1[ϕ] =
n∑
j=1
∫
∂D1
∂u0j
∂ν0
∣∣∣
+
· ψn+1 =:
n∑
j=1
Qn+1,j[ϕ],
where u0j, j = 1, 2, · · · , n, are defined by (3.8). By definition,
Qn+1,j [ϕ] =
∫
∂D1
[
λ
n∑
k=1
∂ku
k
0jν1 + µ
n∑
i=1
(∂iu
1
0j + ∂1u
i
0j)νi
]
x2
−
∫
∂D1
[
λ
n∑
k=1
∂ku
k
0jν2 + µ
n∑
i=1
(∂iu
2
0j + ∂2u
i
0j)νi
]
x1.
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Step 2.1. If n = 2, for j = 1, we split Q3,1[ϕ] as follows:
Q13,1[ϕ] =
∫
∂D1
[
λ
2∑
k=1
∂ku
k
01ν1 + µ
2∑
i=1
(∂iu
1
01 + ∂1u
i
01)νi
]
x2,
Q23,1[ϕ] =−
∫
∂D1
(
λ∂1u
1
01ν2 + µ(∂1u
2
01 + ∂2u
1
01)ν1
)
x1,
and
Q33,1[ϕ] =− (λ+ 2µ)
∫
∂D1
∂2u
2
01ν2x1.
Due to the fact that |x2| = |ε+h1(x1)| ≤ C(ε+ |x1|m) and |ν1| ≤ C|x1|m−1 on Γ+R,
it follows from Lemma 3.2 that
|Q13,1[ϕ]| ≤ C(η + ‖ϕ‖C2(∂D)), |Q23,1[ϕ]| ≤ C(η + ‖ϕ‖C2(∂D)),
while, in light of u˜201 = 0, we have
|Q33,1[ϕ]| =|λ+ 2µ|
∣∣∣ ∫
Γ+R
∂2(u
2
01 − u˜201)ν2x1
∣∣∣+ C‖ϕ‖C2(∂D) ≤ C(η + ‖ϕ‖C2(∂D)).
Thus
|Q3,1[ϕ]| ≤C(η + ‖ϕ‖C2(∂D)). (4.1)
For j = 2, Q3,2[ϕ] can be divided into two parts in the following.
Q13,2[ϕ] =
∫
∂D1
[
λ
2∑
k=1
∂ku
k
02ν1 + µ
2∑
i=1
(∂iu
1
02 + ∂1u
i
02)νi
]
x2
−
∫
∂D1
(
λ∂1u
1
02ν2 + µ(∂1u
2
02 + ∂2u
1
02)ν1
)
x1,
and
Q23,2[ϕ] =− (λ+ 2µ)
∫
∂D1
∂2u
2
02ν2x1.
Similarly as before, making use of Lemma 3.2, we have
|Q13,2[ϕ]| ≤ C(η + ‖ϕ‖C2(∂D)).
In view of (A1), we obtain
|Q23,2[ϕ]| ≤|λ+ 2µ|
∣∣∣∣∣
∫
Γ+R
∂2u˜
2
02ν2x1 +
∫
Γ+R
∂2(u
2
02 − u˜202)ν2x1
∣∣∣∣∣+ C‖ϕ‖C2(∂D)
≤|λ+ 2µ|
∣∣∣∣∣
∫
|x1|<R
ϕ2(x1, h(x1))x1
ε+ h1(x1)− h(x1)
∣∣∣∣∣+ C‖ϕ‖C2(∂D)
≤C‖ϕ‖C2(∂D). (4.2)
Then
|Q3,2[ϕ]| ≤ C(η + ‖ϕ‖C2(∂D)).
This, together with (4.1), yields that
|Q3[ϕ]| ≤ C(η + ‖ϕ‖C2(∂D)).
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Step 2.2. If n ≥ 3, for j = 1, Qn+1,1[ϕ] can be split as follows:
Q1n+1,1[ϕ] =
∫
∂D1
[
λ
n∑
k=1
∂ku
k
01ν1 + µ
n−1∑
i=1
(∂iu
1
01 + ∂1u
i
01)νi + µ∂1u
n
01νn
]
x2
−
∫
∂D1
[
λ
n∑
k=1
∂ku
k
01ν2 + µ
n∑
i=1
(∂iu
2
01 + ∂2u
i
01)νi
]
x1,
Q2n+1,1[ϕ] =
∫
∂D1
µ∂nu
1
01νnx2.
In view of the fact that u˜201 = u˜
n
01 = 0, it follows from Lemma (3.2) that
|Q1n+1,1[ϕ]| ≤C(η + ‖ϕ‖C2(∂D)).
Combining (H5), (A1) and Lemma 3.2, we have
|Q2n+1,1[ϕ]| ≤µ
∣∣∣∣∣
∫
|x′|<R
ϕ1(x′, h(x′))x2
ε+ h1(x′)− h(x′)
∣∣∣∣∣+ C‖ϕ‖C2(∂D) ≤ C‖ϕ‖C2(∂D). (4.3)
By the same argument, we deduce that for j = 2, · · · , n, |Qn+1,j[ϕ]| ≤ C(η +
‖ϕ‖C2(∂D)). Then,
|Qn+1[ϕ]| ≤C(η + ‖ϕ‖C2(∂D)).
Step 3. Proof of (1.7) under (A2). Take β = 1 for example. The other cases
are the same. Denote
Q1[ϕ] =
n∑
j=1
∫
∂D1
∂u0j
∂ν0
∣∣∣
+
· ψ1 =:
n∑
j=1
Q1j [ϕ],
where u0j, j = 1, 2, · · · , n, are defined by (3.8). By definition,
Q11[ϕ] =
∫
∂D1
[
λ
n∑
k=1
∂ku
k
01ν1 + µ
n∑
i=1
(∂1u
i
01 + ∂iu
1
01)νi
]
.
To estimate Q11[ϕ], we first split it into two parts in the following.
Q111[ϕ] =
∫
∂D1
[
λ
n∑
k=1
∂ku
k
01ν1 + µ
n−1∑
i=1
(∂1u
i
01 + ∂iu
1
01)νi + µ∂1u
n
01νn
]
,
Q211[ϕ] =µ
∫
∂D1
∂nu
1
01νn.
Utilizing Lemma 3.2, we derive
|Q111[ϕ]| ≤
∫
∂D1∩Γ+R
Cη|x′|k−1 + C‖ϕ‖C2(∂D) ≤ C(η + ‖ϕ‖C2(∂D)). (4.4)
As for Q211[ϕ], we can split it as follows:
Q211[ϕ] =µ
∫
∂D1∩Γ+R
∂n(u
1
01 − u˜101)νn + µ
∫
∂D1∩Γ+R
∂nu˜
1
01νn +O(1)‖ϕ‖C2(∂D),
= : Q2,111 [ϕ] +Q
2,2
11 [ϕ] + O(1)‖ϕ‖C2(∂D).
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It follows from (3.9) that
|Q2,111 [ϕ]| ≤
∫
∂D1∩Γ+R
Cη|x′|k−1 ≤ Cη. (4.5)
Making use of (H5) and (A2), we obtain
|Q2,211 [ϕ]| =µ
∣∣∣∣∣
∫
|x′|<R
ϕ1(x′, h(x′))
ε+ h1(x′)− h(x′)
∣∣∣∣∣ = 0. (4.6)
Next, due to the fact that u˜10j = 0, j = 2, · · · , n, we have
Q1j [ϕ] =
∫
∂D1
[
λ
n∑
k=1
∂ku
k
0jν1 + µ
n∑
i=1
(∂1u
i
0j + ∂iu
1
0j)νi
]
=
∫
∂D1
[
λ
n∑
k=1
∂ku
k
0jν1 + µ
n−1∑
i=1
(∂1u
i
0j + ∂iu
1
0j)νi
+ µ∂1u
n
0jνn + µ∂n(u
1
0j − u˜10j)νn
]
.
Making use of Lemma 3.2 again, we derive that for j = 2, · · · , n,
|Q1j [ϕ]| ≤ C(η + ‖ϕ‖C2(∂D)).
This, together with (4.4)–(4.6), leads to |Q1[ϕ]| ≤ C(η + ‖ϕ‖C2(∂D)).
Step 4. Proof of (1.7) and (1.8) under (A3). Due to assumptions (H5) and
(A3), we deduce that for i, j = 1, · · · , n − 1, i 6= j, ϕi(x′, h(x′))xj is odd with
respect to xi, and ϕ
n(x′, h(x′))xj is odd with respect to x1 or x2. Then (4.2), (4.3)
and (4.6) also hold. We thus obtain
|Q1[ϕ]| ≤C(η + ‖ϕ‖C2(∂D)), |Qn+1[ϕ]| ≤ C(η + ‖ϕ‖C2(∂D)).
By the same argument, we derive that |Qβ[ϕ]| ≤ C(η + ‖ϕ‖C2(∂D)) for β =
1, 2, · · · , n(n+1)2 .
5. Proof of Theorem 1.10
Similarly as before, we can obtain
Lemma 5.1. Assume as in Theorem 1.10. Then,
(a) If (Φ1) or (Φ2) holds, for β = 1, 2, · · · , n,
ηρk(n,m; ε)
C
− C‖ϕ‖C2(∂D) ≤ |Qβ [ϕ]| ≤ C(ηρk(n,m; ε) + ‖ϕ‖C2(∂D)), (5.1)
and, for β = n+ 1, · · · , n(n+1)2 , if (Φ1) holds,
|Qβ[ϕ]| ≤ C(η + ‖ϕ‖C2(∂D)), (5.2)
while, if (Φ2) holds,
|Qβ[ϕ]| ≤ C(ηρ2(n,m; ε) + ‖ϕ‖C2(∂D)); (5.3)
(b) If (Φ3), (Φ4) or (Φ5) holds, for β = 1, 2, · · · , n(n+1)2 ,
|Qβ[ϕ]| ≤ C(η + ‖ϕ‖C2(∂D)). (5.4)
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Proof. Step 1. Proofs of (5.1), (5.2) and (5.3). We only prove (5.1) under (Φ1).
The proof of (5.1) under (Φ2) is similar and thus omitted. To estimate |Qβ[ϕ]| for
β = 1, 2, · · · , n, we take β = 1 for example. Similarly as in the proof of Proposition
1.4, we denote
Q1[ϕ] =
n∑
j=1
Q1j[ϕ],
where
Q1j [ϕ] =
∫
∂D1
[
λ
n∑
k=1
∂ku
k
0jν1 + µ
n∑
i=1
(∂1u
i
0j + ∂iu
1
0j)νi
]
.
For j = 1, Q11[ϕ] can be split in the following.
Q111[ϕ] =
∫
∂D1
[
λ
n∑
k=1
∂ku
k
01ν1 + µ
n−1∑
i=1
(∂1u
i
01 + ∂iu
1
01)νi + µ∂1u
n
01νn
+ µ∂n(u
1
01 − u˜101)νn
]
,
Q211[ϕ] =µ
∫
∂D1
∂nu˜
1
01νn.
By using Lemma 3.2, we have
|Q111[ϕ]| ≤
∫
∂D1∩Γ+R
Cη|x′|k−1 + C‖ϕ‖C2(∂D) ≤ C(η + ‖ϕ‖C2(∂D)). (5.5)
As for Q211[ϕ], on one hand,
|Q211[ϕ]| ≤
∣∣∣∣∣µ
∫
∂D1∩Γ+R
ϕ1(x′, h(x′))
ε+ h1(x′)− h(x′)νn
∣∣∣∣∣+ C‖ϕ‖C2(∂D)
≤µ
∫
|x′|<R
η|x′|k
ε+ |x′|m dx
′ + C‖ϕ‖C2(∂D)
≤C(ηρk(n,m; ε) + ‖ϕ‖C2(∂D)). (5.6)
On the other hand,
|Q211[ϕ]| ≥
∣∣∣∣∣µ
∫
∂D1∩Γ+R
ϕ1(x′, h(x′))
ε+ h1(x′)− h(x′)νn
∣∣∣∣∣− C‖ϕ‖C2(∂D)
≥µ
∫
|x′|<R
η|x′|k
ε+ |x′|m dx
′ − C‖ϕ‖C2(∂D)
≥ηρk(n,m; ε)
C
− C‖ϕ‖C2(∂D). (5.7)
Thus, combining with (5.5)–(5.7), we have
ηρk(n,m; ε)
C
− C‖ϕ‖C2(∂D) ≤ |Q11[ϕ]| ≤ C(ηρk(n,m; ε) + ‖ϕ‖C2(∂D)), (5.8)
For Q1j[ϕ], j = 2, · · · , n, by the same argument as before, in view of the fact
that u˜10j = 0, it follows from Lemma 3.2 that
|Q1j [ϕ]| ≤ C(η + ‖ϕ‖C2(∂D)).
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This, together with (5.8), yields that (5.1) holds.
(5.2) and (5.3) can be proved by the same argument as Step 1 and Step 2 in
the proof of Proposition 1.4 and thus their proofs are omitted here.
Step 2. Proof of (5.4). Under condition (Φ3), (Φ4) or (Φ5), we deduce that
for β = 1, · · · , n(n+1)2 ,
|Qβ[ϕ]| ≤
∫
|x′|<R
C|ϕ(x′, h(x′))|
ε+ |x′|m dx+ C‖ϕ‖C2(∂D) ≤ C(η + ‖ϕ‖C2(∂D)).
Then (5.4) holds.

We next estimate |Qβ[ϕ] − Q∗β[ϕ]|, β = 1, 2, · · · , n(n+1)2 under condition (Φ3),
(Φ4) or (Φ5).
Lemma 5.2. Assume m ≤ n. Then, for β = 1, 2, · · · , n,
|Qβ[ϕ]−Q∗β[ϕ]| ≤ C
{
ε
k−1
(m+k−1)(m+1) , m = n, k > 1
ε
n−m
n(m+1) , m < n.
Consequently,
Qβ [ϕ]→ Q∗β [ϕ], as ε→ 0, for β = 1, 2, · · · , n.
Proof. Take the case β = 1 for example. The other cases are the same. Recalling
the definition of u0 and u1 and utilizing (2.4), we deduce that
Q1[ϕ] =
∫
∂D
∂u1
∂ν0
∣∣∣
+
· ϕ(x).
Likewise,
Q∗1[ϕ] =
∫
∂D
∂u∗1
∂ν0
∣∣∣
+
· ϕ(x),
where u∗1 solves 
Lλ,µu∗1 = 0, in Ω∗,
u∗1 = ψ1, on ∂D
∗
1 \ {0},
u∗1 = 0, on ∂D.
(5.9)
Therefore,
Q1[ϕ]−Q∗1[ϕ] =
∫
∂D
∂(u1 − u∗1)
∂ν0
∣∣∣
+
· ϕ(x).
To estimate u1 − u∗1, we first introduce two auxiliary functions
u˜1 = (v¯, 0, · · · , 0), and u˜∗1 = (v¯∗, 0, · · · , 0),
where v¯ is defined in Section 2, and v¯∗ satisfies v¯∗ = 1 on ∂D∗1 \ {0}, v¯∗ = 0 on ∂D,
and
v¯∗ =
xn − h(x′)
h1(x′)− h(x′) , in Ω
∗
2R, ‖v¯∗‖C2(Ω∗\Ω∗R) ≤ C,
where Ω∗r := Ω
∗ ∩ {|x′| < r}, 0 < r ≤ 2R. In light of (H3), we derive that for
x ∈ Ω∗R,
|∇x′(u˜11 − u˜∗11 )| ≤
C
|x′| , (5.10)
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and
|∂n(u˜11 − u˜∗11 )| ≤
Cε
|x′|m(ε+ |x′|m) . (5.11)
Applying Corollary 3.1 to (5.9), it follows that for x ∈ Ω∗R,
|∇(u∗1 − u˜∗1)| ≤
C
|x′| , (5.12)
and
|∇x′u∗1| ≤
C
|x′| , |∂nu
∗
1| ≤
C
|x′|m . (5.13)
For 0 < r < R, denote
Cr :=
{
x ∈ Rn
∣∣∣ |x′| < r, 1
2
min
|x′|≤r
h(x′) ≤ xn ≤ ε+ 2 max|x′|≤r h1(x
′)
}
. (5.14)
We now divide into two steps to estimate |Q1[ϕ]−Q∗1[ϕ]|.
STEP 1. Note that u1 − u∗1 solves
Lλ,µ(u1 − u∗1) = 0, in D \ (D1 ∪D∗1),
u1 − u∗1 = ψ1 − u∗1, on ∂D1 \D∗1 ,
u1 − u∗1 = u1 − ψ1, on ∂D∗1 \ (D1 ∪ {0}),
u1 − u∗1 = 0, on ∂D.
To start with, we estimate |u1 − u∗1| on ∂(D1 ∪D∗1) \ Cεγ , where 0 < γ < 1/2 to be
determined later. Recalling the definition of u∗1, we know that
|∂nu∗1| ≤ C, in Ω∗ \ Ω∗R.
Thus,
|u1 − u∗1| ≤ Cε, for x ∈ ∂D1 \D∗1 . (5.15)
And making use of (3.3), we have
|u1 − u∗1| ≤ Cε1−mγ , on ∂D∗1 \ (D1 ∪ Cεγ ). (5.16)
It follows from (3.1), (5.11) and (5.12) that for x ∈ Ω∗R ∩ {|x′| = εγ},
|∂n(u1 − u∗1)| ≤|∂n(u1 − u˜1)|+ |∂n(u˜1 − u˜∗1)|+ |∂n(u∗1 − u˜∗1)|
≤C
(
1
ε2mγ−1
+
1
εγ
)
.
Then, in view of the fact that u˜1 − u˜∗1 = 0 on ∂D, we obtain
|(u1 − u∗1)(x′, xn)| =|(u1 − u∗1)(x′, xn)− (u1 − u∗1)(x′, h(x′))|
≤C(ε1−mγ + ε(m−1)γ). (5.17)
Take γ = 1m+1 . Then combining with (5.15), (5.16) and (5.17), we obtain
|u1 − u∗1| ≤ Cε
1
m+1 , on ∂
(
D \ (D1 ∪D∗1 ∪ Cε 1m+1 )).
Utilizing the maximum principle for Lame´ system in [35], we deduce
|u1 − u∗1| ≤ Cε
1
m+1 , on D \ (D1 ∪D∗1 ∪ Cε 1m+1 ).
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Thus it follows from the standard interior and boundary estimates for Lame´ system
that, for any m−1m(m+1) < γ˜ <
1
m+1 ,
|∇(u1 − u∗1)| ≤ Cεmγ˜−
m−1
m+1 , on D \ (D1 ∪D∗1 ∪ Cε 1m+1−γ˜),
which indicates that
|Bout| :=
∣∣∣∣∣∣
∫
∂D\C
ε
1
m+1
−γ˜
∂(u1 − u∗1)
∂ν0
∣∣∣
+
· ϕ(x)
∣∣∣∣∣∣ ≤ Cεmγ˜−m−1m+1 , (5.18)
where m−1m(m+1) < γ˜ <
1
m+1 will be determined later.
STEP 2. we next estimate
Bin :=
∫
∂D∩C
ε
1
m+1
−γ˜
∂(u1 − u∗1)
∂ν0
∣∣∣
+
· ϕ(x)
=
∫
∂D∩C
ε
1
m+1
−γ˜
∂(u˜1 − u˜∗1)
∂ν0
∣∣∣
+
· ϕ(x) +
∫
∂D∩C
ε
1
m+1
−γ˜
∂(w1 − w˜∗1)
∂ν0
∣∣∣
+
· ϕ(x)
= : Bu˜ + Bw˜,
where w1 = u1 − u˜1, w∗1 = u∗1 − u˜∗1. First,
Bu˜ =
∫
∂D∩C
ε
1
m+1
−γ˜
{
λ
n∑
i=1
∂1(u˜
1
1 − u˜∗11 )νiϕi(x)+
+ µ
n−1∑
i=1
∂i(u˜
1
1 − u˜∗11 )[ν1ϕi(x) + νiϕ1(x)] + µ∂n(u˜11 − u˜∗11 )ν1ϕn(x)
}
+
∫
∂D∩C
ε
1
m+1
−γ˜
µ∂n(u˜
1
1 − u˜∗11 )νnϕ1(x)
= : B1u˜ + B2u˜.
According to (5.10), (5.11) and the Taylor expansion of ϕi(x), we deduce that
|B1u˜| ≤ Cε(
1
m+1−γ˜)(n+k−2), (5.19)
and, for m = n and k > 1, we derive
|B2u˜| ≤ Cε(
1
m+1−γ˜)(k−1); (5.20)
for m < n,
|B2u˜| ≤ C|∇x′ϕ(0)|ε(
1
m+1−γ˜)(n−m) + C‖∇2ϕ‖L∞(∂D)ε(
1
m+1−γ˜)(n−m+1). (5.21)
Then it follows from (5.19)–(5.21) that if m = n and k > 1,
|Bu˜| ≤ Cε( 1m+1−γ˜)(k−1); (5.22)
if m < n,
|Bu˜| ≤ C
(|∇x′ϕ(0)|+ ‖∇2ϕ‖L∞(∂D))ε( 1m+1−γ˜)(n−m). (5.23)
Next, we estimate Bw. Using Corollary 3.1, we obtain that for 0 < |x′| ≤ R,
|∇w1| ≤ C
m
√
ε+ |x′|m , |∇w
∗
1 | ≤
C
|x′| . (5.24)
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By definition,
Bw =
∫
∂D∩C
ε
1
m+1
−γ˜
{
λ
n∑
i,j=1
∂i(w
i
1 − w∗i1 )νjϕj(x)
+ µ
n∑
i,j=1
[∂j(w
i
1 − w∗i1 ) + ∂i(wj1 − w∗j1 )]νjϕi(x)
}
.
It follows from (5.24) and the Taylor expansion of ϕj(x) that
|Bw| ≤ C
(|∇x′ϕ(0)|+ ‖∇2ϕ‖L∞(∂D))ε( 1m+1−γ˜)(n−1). (5.25)
Utilizing (5.18), (5.22) and (5.25) and picking γ˜ = m+k−2(m+k−1)(m+1) , we deduce that
for m = n and k > 1,
|Q1[ϕ]−Q∗1[ϕ]| ≤ Cε
k−1
(m+k−1)(m+1) .
For m < n, taking γ˜ = n−1n(m+1) , it follows from (5.18), (5.23) and (5.25) that
|Q1[ϕ]−Q∗1[ϕ]| ≤ Cε
n−m
n(m+1) .
Thus, Lemma 5.2 is established. 
5.1. Proof of Theorem 1.10. In view of assumptions (Φ1)-(Φ5) in Theorem 1.10,
it follows from Lemma 5.1 and Lemma 5.2 that there exists a universal constant
C0 > 0 such that for a sufficiently small ε > 0,
|Qk0 [ϕ]| >
ρk(n,m; ε)
C0
. (5.26)
Denote A∗ = (a∗αβ)n×n, where a
∗
αβ is the cofactor of aαβ . Utilizing Lemma 3.4, we
obtain
a∗αα ∼ (ρ0(n,m; ε))
n−1, α = 1, 2, · · · , n; a∗αβ ∼ (ρ0(n,m; ε))n−2, α 6= β. (5.27)
Recalling the definition of Ck0 and utilizing Lemma 3.4, Lemma 5.1, (3.28) and
(5.26)–(5.27), we obtain that for a sufficiently small ε > 0,
|Ck0 | ≥ 1
2 detA
a∗k0k0 |Qk0 [ϕ]| ≥
ρk(n,m; ε)
Cρ0(n,m; ε)
. (5.28)
Here we used the assumption that Q∗β [ϕ] = 0 for all β 6= k0, 1 ≤ β ≤ n when
m+ 1 < n.
Due to Corollary 3.1, we deduce that for x ∈ ΩR,
|∂nuk0k0 | ≥ |∂nu˜k0k0 | − |∂n(uk0k0 − u˜k0k0)| ≥
1
C(ε+ |x′|m) , (5.29)
and in light of u˜k0α for α 6= k0,
|∂nuk0α | = |∂n(uk0α − u˜k0α )| ≤
C
m
√
ε+ |x′|m . (5.30)
On one hand, it follows from (5.28)–(5.30) that for x ∈ ΩR ∩ {x′ = 0′},∣∣∣∣∣
n∑
α=1
Cα∇uα
∣∣∣∣∣ ≥
∣∣∣∣∣
n∑
α=1
Cα∂nu
k0
α
∣∣∣∣∣ ≥ ρk(n,m; ε)Cερ0(n,m; ε) . (5.31)
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On the other hand, combining with Corollary 3.1, Lemma 3.2 and Lemma 5.1,
we derive that for x ∈ ΩR ∩ {x′ = 0′},∣∣∣∣∣∣
n(n+1)
2∑
α=n+1
Cα∇uα
∣∣∣∣∣∣ ≤ C, |∇u0| ≤ C. (5.32)
Consequently, making use of (5.31)–(5.32) and (2.6), we obtain
|∇u(0′, xn)| ≥ ρk(n,m; ε)
Cερ0(n,m; ε)
, 0 < xn < ε.
Then, (1.16) is proved.
6. The lower bound on the cylinder surface {|x′| = m√ε} ∩ Ω
Similarly as before, to establish the lower bound on the cylinder surface {|x′| =
m
√
ε} ∩ Ω, we assume that m > n,
(Φ˜1) for k > m− n, if (1.6) holds and Q∗2n−1[ϕ] 6= 0;
(Φ˜2) for k = m− n and m > n+ 1, if (1.14) holds and
ϕi(x) = ηx1|x1|k−1, x ∈ Γ−R, for i = 1, 2, · · · , n, (6.1)
and we additionally assume λ+ 2µ 6= 0;
(Φ˜3) for k = 1, m = n+ 1 or for k < m− n, if (1.14) holds, and
ϕi(x) = ηxi|xi|k−1, ϕn(x) = 0, x ∈ Γ−R, i = 1, · · · , n− 1, (6.2)
where η is a positive constant independent of ε.
Theorem 6.1. Assume that D1 ⊂ D ⊆ Rn (n ≥ 2) are defined as above and
conditions (H1)–(H5) hold with Σ′ = {0′}. Let u ∈ H1(D;Rn) ∩ C1(Ω;Rn) be a
solution of (1.2). Assume m > n. Then for a sufficiently small ε > 0, we obtain
that if (Φ˜1) or (Φ˜2) holds, then
|∇u(x)| ≥ ηρk+1;2(n,m; ε)
Cε1−
1
m
, for x ∈ {x′ = ( m√ε, 0, · · · , 0)} ∩ Ω, (6.3)
while, if (Φ˜3) holds,
|∇u(x)| ≥ η
Cε1−
k
m
, for x ∈ {x′ = ( m√ε, 0, · · · , 0)} ∩Ω, (6.4)
where ρk+1;2(n,m; ε) = ρk+1(n,m; ε)/ρ2(n,m; ε).
Remark 6.2. Note that the main singularity of |∇u| arises from |∇un+1| under
(Φ˜1) or (Φ˜2), while it comes from |∇u0| under (Φ˜3).
Before proving Theorem 6.1, we first estimate |Qβ[ϕ]|, β = 1, 2, · · · , n(n+1)2 .
Lemma 6.3. Assume as in Theorem 6.1. Then,
(a) if (Φ˜1) holds, then
|Qβ[ϕ]| ≤C(ηρk(n,m; ε) + ‖ϕ‖C2(∂D)), β = 1, 2, · · · , n, (6.5)
and
|Qβ [ϕ]| ≤ C(η + ‖ϕ‖C2(∂D)), β = n+ 1, · · · ,
n(n+ 1)
2
; (6.6)
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(b) if (Φ˜2) holds, then
|Qβ [ϕ]| ≤ C(η + ‖ϕ‖C2(∂D)), β = 1, 2, · · · , n, (6.7)
and
ηρk+1(n,m; ε)
C
≤ |Q2n−1[ϕ]| ≤ Cηρk+1(n,m; ε); (6.8)
(c) if (Φ˜3) holds, then
|Qβ[ϕ]| ≤ C(η + ‖ϕ‖C2(∂D)), β = 1, 2, · · · ,
n(n+ 1)
2
. (6.9)
Proof. STEP 1. Proofs of (6.5), (6.6), (6.7) and (6.9). The proofs of (6.5), (6.6),
(6.7) and (6.9) are contained in the proof of Proposition 1.4 and thus omitted.
STEP 2. Proof of (6.8). Denote
Q2n−1[ϕ] =
n∑
j=1
∫
∂D1
∂u0j
∂ν0
∣∣∣ · ψ2n−1,
where u0j, j = 1, 2, · · · , n, are defined by (3.8). By definition, we split Q2n−1[ϕ]
into two parts in the following.
Q12n−1[ϕ] =
n∑
j=1
∫
∂D1
[
λ
n∑
k=1
∂ku
k
0jν1 + µ
n∑
i=1
(∂iu
1
0j + ∂1u
i
0j)νi
]
xn
−
n∑
j=1
∫
∂D1
[
λ
n−1∑
k=1
∂ku
k
0jνn + µ
n−1∑
i=1
(∂iu
n
0j + ∂nu
i
0j)νi
]
x1
−
n−1∑
j=1
(λ+ 2µ)
∫
∂D1
∂nu
n
0jνnx1,
and
Q22n−1[ϕ] = −(λ+ 2µ)
∫
∂D1
∂nu
n
0nνnx1.
In view of the fact that |xn| = |ε+ h1(x1)| ≤ C(ε+ |x1|m) and |νi| ≤ C|x′|m−1 on
Γ+R, i = 1, · · · , n− 1, it follows from u˜n0j=0, j 6= n, and Lemma 3.2 that
|Q12n−1[ϕ]| ≤ C(η + ‖ϕ‖C2(∂D)). (6.10)
As for Q22n−1[ϕ], in view of (6.1), on one hand, we have
|Q22n−1[ϕ]| ≤|λ+ 2µ|
∣∣∣∣∣
∫
|x′|<R
ϕn(x′, h(x′))x1
ε+ h1(x′)− h(x′)
∣∣∣∣∣+ C‖ϕ‖C2(∂D)
=|λ+ 2µ|
∫
|x′|<R
η|x1|k+1
ε+ |x′|m + C‖ϕ‖C2(∂D)
≤C(ηρk+1(n,m; ε) + ‖ϕ‖C2(∂D)). (6.11)
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On the other hand, we have
|Q22n−1[ϕ]| ≥|λ+ 2µ|
∣∣∣∣∣
∫
|x′|<R
ϕn(x′, h(x′)x1
ε+ h1(x′)− h(x′)
∣∣∣∣∣− C‖ϕ‖C2(∂D)
=|λ+ 2µ|
∫
|x′|<R
η|x1|k+1
ε+ |x′|m − C‖ϕ‖C2(∂D)
≥ηρk+1(n,m; ε)
C
− C‖ϕ‖C2(∂D). (6.12)
Then combining with (6.10)–(6.12), we obtain that (6.8) holds.

Lemma 6.4. Assume as in Theorem 6.1. Then, if (Φ˜1) holds,
|Q2n−1[ϕ]−Q∗2n−1[ϕ]| ≤ Cε
n+k−m
m(n+k) .
Consequently,
Q2n−1[ϕ]→ Q∗2n−1[ϕ], as ε→ 0.
Proof. Similarly as in Lemma 5.2, we have
Q2n−1[ϕ]−Q∗2n−1[ϕ] =
∫
∂D
∂(u2n−1 − u∗2n−1)
∂ν0
∣∣∣
+
· ϕ(x).
where u∗n+1 solves 
Lλ,µu∗2n−1 = 0, in Ω∗,
u∗2n−1 = ψ2n−1, on ∂D
∗
1 \ {0},
u∗2n−1 = 0, on ∂D.
(6.13)
Similarly, we introduce two auxiliary functions
u˜2n−1 = (xnv¯, 0, · · · , 0,−x1v¯), and u˜∗2n−1 = (xnv¯∗, 0, · · · , 0,−x1v¯∗),
where v¯ and v¯∗ are defined as before. It follows from (H3) that for x ∈ Ω∗R,
|∇x′(u˜2n−1 − u˜∗2n−1)| ≤ C, (6.14)
and
|∂n(u˜2n−1 − u˜∗2n−1)| ≤
Cε
|x′|m−1(ε+ |x′|m) . (6.15)
Applying Corollary 3.1 to (6.13), we derive that for x ∈ Ω∗R,
|∇(u∗2n−1 − u˜∗2n−1)| ≤ C, (6.16)
and
|∇x′u∗2n−1| ≤ C, |∂nu∗2n−1| ≤
C
|x′|m−1 . (6.17)
We now divide into two steps to estimate |Q2n−1[ϕ]−Q∗2n−1[ϕ]|.
STEP 1. Note that un+1 − u∗2n−1 satisfies
Lλ,µ(u2n−1 − u∗2n−1) = 0, in D \ (D1 ∪D∗1),
u2n−1 − u∗2n−1 = ψ2n−1 − u∗2n−1, on ∂D1 \D∗1 ,
u2n−1 − u∗2n−1 = u2n−1 − ψ2n−1, on ∂D∗1 \ (D1 ∪ {0}),
u2n−1 − u∗2n−1 = 0, on ∂D.
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We first estimate |u2n−1−u∗2n−1| on ∂(D1∪D∗1)\Cεγ , where Cεγ is defined by (5.14)
and 0 < γ < 1/2 to be determined later.
Similarly as before, for x ∈ ∂D1 \D∗1 ,
|u2n−1 − u∗2n−1| ≤ Cε. (6.18)
Utilizing (3.4), it follows that for x ∈ ∂D∗1 \ (D1 ∪ Cεγ ),
|u2n−1 − u∗2n−1| ≤ Cε1−(m−1)γ . (6.19)
Similarly, combining with (3.2), (6.15) and (6.16), we deduce that for x ∈ Ω∗R ∩
{|x′| = εγ},
|∂n(u2n−1 − u∗2n−1)| ≤
C
ε(2m−1)γ−1
.
Thus, due to the fact that u˜2n−1 − u˜∗2n−1 = 0 on ∂D, we have
|(u2n−1 − u∗2n−1)(x′, xn)| ≤ Cε1−(m−1)γ , for x ∈ Ω∗R ∩ {|x′| = εγ}. (6.20)
Choose γ = 1m . Then it follows from (6.18), (6.19) and (6.20) that
|u2n−1 − u∗2n−1| ≤ Cε
1
m , on ∂
(
D \ (D1 ∪D∗1 ∪ Cε 1m )).
In view of the maximum principle for Lame´ system in [35], we have
|u2n−1 − u∗2n−1| ≤ Cε
1
m , on D \ (D1 ∪D∗1 ∪ Cε 1m ).
Then using the standard interior and boundary estimates for Lame´ system, we
deduce that, for any m−1m2 < γ˜ <
1
m ,
|∇(u2n−1 − u∗2n−1)| ≤ Cεmγ˜−
m−1
m , on D \ (D1 ∪D∗1 ∪ Cε 1m−γ˜),
which implies that
|Bout| :=
∣∣∣∣∣∣
∫
∂D\C
ε
1
m
−γ˜
∂(u2n−1 − u∗2n−1)
∂ν0
∣∣∣
+
· ϕ(x)
∣∣∣∣∣∣ ≤ Cεmγ˜−m−1m , (6.21)
where m−1m2 < γ˜ <
1
m will be determined later.
STEP 2. we next estimate
Bin :=
∫
∂D∩C
ε
1
m
−γ˜
∂(u2n−1 − u∗2n−1)
∂ν0
∣∣∣
+
· ϕ(x)
=
∫
∂D∩C
ε
1
m
−γ˜
∂(u˜2n−1 − u˜∗2n−1)
∂ν0
∣∣∣
+
· ϕ(x)
+
∫
∂D∩C
ε
1
m
−γ˜
∂(w2n−1 − w˜∗2n−1)
∂ν0
∣∣∣
+
· ϕ(x) =: Bu˜ + Bw˜,
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where w2n−1 = u2n−1− u˜2n−1, w∗2n−1 = u∗2n−1− u˜∗2n−1. First, we split Bu˜ into two
parts as follows.
B1u˜ =
∫
∂D∩C
ε
1
m
−γ˜
{
λ
n∑
k=1
∂1(u˜
1
2n−1 − u˜∗12n−1)νkϕk + λ
n−1∑
k=1
∂n(u˜
n
2n−1 − u˜∗n2n−1)νkϕk
+ µ
n∑
k=1
∂k(u˜
1
2n−1 − u˜∗12n−1)[νkϕ1 + ν1ϕk]
+ µ
n−1∑
k=1
∂k(u˜
n
2n−1 − u˜∗n2n−1)[νnϕk + νkϕn]
}
,
and
B2u˜ =
∫
∂D∩C
ε
1
m
−γ˜
(λ+ 2µ)∂n(u˜
n
2n−1 − u˜∗n2n−1)νnϕn.
Making use of (1.6) and (6.14)–(6.15), we obtain
|B1u˜| ≤
∫
∂D∩C
ε
1
m
−γ˜
C|x′|k ≤ Cε( 1m−γ˜)(n+k−1), (6.22)
and
|B2u˜| ≤
∫
∂D∩C
ε
1
m
−γ˜
C|x′|k+1−m ≤ Cε( 1m−γ˜)(n+k−m). (6.23)
Then it follows from (6.22) and (6.23) that
|Bu˜| ≤Cε( 1m−γ˜)(n+k−m). (6.24)
We now estimate Bw˜. Applying Corollary 3.1, we derive that for 0 < |x′| ≤ R,
|∇w2n−1(x)| ≤ C, |∇w∗2n−1(x)| ≤ C. (6.25)
By definition,
Bw˜ =
∫
∂D∩C
ε
1
m
−γ˜
{
λ
n∑
i,j=1
∂i(w
i
2n−1 − w∗i2n−1)νjϕj(x)
+ µ
n∑
i,j=1
[∂j(w
i
2n−1 − w∗i2n−1) + ∂i(wj2n−1 − w∗j2n−1)]νjϕi(x)
}
.
Then utilizing (1.6) and (6.25), we derive
|Bw˜| ≤ Cε( 1m−γ˜)(n+k−1).
This, together with (6.24), yields that
|Bin| ≤ Cε( 1m−γ˜)(n+k−m). (6.26)
Thus, in light of (6.21), (6.26) and picking γ˜ = n+k−1m(n+k) , we obtain
|Q2n−1[ϕ]−Q∗2n−1[ϕ]| ≤ Cε
n+k−m
m(n+k) .

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Proof of Theorem 6.1. STEP 1. Proof of (6.3). Similarly as (5.26), it follows
from assumptions (Φ˜1) and (Φ˜2) in Theorem 6.1, Lemma 6.3 and Lemma 6.4 that
there exists a universal constant C0 > 0 such that for a sufficiently small ε > 0,
|Q2n−1[ϕ]| > ρk+1(n,m; ε)
C0
, (6.27)
Denote D∗ = (a∗αβ)n(n−1)
2 ×
n(n−1)
2
, where a∗αβ is the cofactor of aαβ, α, β = n +
1, · · · , n(n+1)2 . Then it follows from Lemma 3.4 that for n ≥ 3,
a∗αα ∼(ρ2(n,m; ε))
n(n−1)
2 −1, α = n+ 1, · · · , n(n+ 1)
2
, (6.28)
a∗αβ ∼(ρ2(n,m; ε))
n(n−1)
2 −2, α 6= β, α, β = n+ 1, · · · , n(n+ 1)
2
. (6.29)
Recalling the definition of C2n−1, it follows from Lemma 3.4, Lemma 6.3, (3.29)
and (6.27)–(6.29) that for a sufficiently small ε > 0,
|C2n−1| ≥ 1
2 detD
a∗2n−1,2n−1|Q2n−1[ϕ]| ≥
ρk+1(n,m; ε)
Cρ2(n,m; ε)
. (6.30)
In view of the definition of u˜2n−1, we obtain that u˜n2n−1 = −x1v¯. Thus, by
Corollary 3.1, we deduce that for x′ = ( m
√
ε, 0, · · · , 0),
|∂nun2n−1| ≥|∂nu˜n2n−1| − |∂n(un2n−1 − u˜n2n−1)| ≥
x1
C(ε+ |x′|m) ≥
1
Cε1−
1
m
, (6.31)
and for n+ 1 ≤ α ≤ n(n+1)2 , α 6= 2n− 1,
|∂nunα| ≤|∂nu˜nα|+ |∂n(unα − u˜nα)| ≤ C, for x′ = ( m
√
ε, 0, · · · , 0). (6.32)
It follows from (6.30)–(6.32) that for x′ = ( m
√
ε, 0, · · · , 0),
∣∣∣ n(n+1)2∑
α=n+1
Cα∇uα
∣∣∣ ≥ ∣∣∣ n(n+1)2∑
α=n+1
Cα∂nu
n
α
∣∣∣ ≥ ∣∣C2n−1∂nun2n−1∣∣− ∣∣∣
n(n+1)
2∑
α=n+1,α6=2n−1
Cα∂nu
n
α
∣∣∣
≥ ρk+1(n,m; ε)
Cε1−
1
m ρ2(n,m; ε)
, (6.33)
while, by means of Corollary 3.1, Lemma 3.2, Proposition 3.6 and Proposition 1.4,
we obtain that
|∇u0| ≤ C
ε1−
k
m
, (6.34)
and
(i) if (Φ˜1) holds,∣∣∣∣∣
n∑
α=1
Cα∇uα
∣∣∣∣∣ ≤Cρk(n,m; ε)εn−1m , k > m− n, m > n; (6.35)
(ii) if (Φ˜2) holds,∣∣∣∣∣
n∑
α=1
Cα∇uα
∣∣∣∣∣ ≤ Cεn−1m , k = m− n, m > n+ 1. (6.36)
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Then it follows from (2.6) and (6.33)–(6.36) that for x′ = ( m
√
ε, 0, · · · , 0),
|∇u(x)| ≥ ρk+1(n,m; ε)
Cε1−
1
m ρ2(n,m; ε)
.
That is, we prove (6.3).
STEP 2. Proof of (6.4). It follows from Lemma 3.2 that for x′ = ( m
√
ε, 0, · · · , 0),
|∇u0(x)| ≥ |ϕ
1(x′, h(x′))|
C(ε+ |x′|m) ≥
|x1|k
C(ε+ |x1|m) ≥
1
Cε1−
k
m
, (6.37)
while, in light of Corollary 3.1, Proposition 3.6 and Lemma 6.3, we deduce that if
condition (Φ˜3) in Theorem 6.1 holds,∣∣∣∣∣
n∑
α=1
Cα∇uα(x)
∣∣∣∣∣ ≤ Cεn−1m , and
∣∣∣∣∣∣
n(n+1)
2∑
α=n+1
Cα∇uα
∣∣∣∣∣∣ ≤ Cερ2(n,m; ε) .
This, combining with (6.37), completes the proof of (6.4).
Remark 6.5. If conditions (1.14) and (6.1) hold in Theorem 6.1 for k = 1, m =
n + 1 or for k < m − n, we don’t give the lower bound due to the fact that
terms |x
′|
ε+|x′|m
ρk+1(n,m;ε)
ρ2(n,m;ε)
and |x
′|k
ε+|x′|m simultaneously attain the greatest blow-up
rate at |x′| = m√ε. Similarly, if conditions (1.14) and (6.2) hold in Theorem 6.1 for
k = m−n, m > n+1, there also appears the same phenomenon as before for terms
|x′|
ε+|x′|m
1
ρ2(n,m;ε)
and |x
′|k
ε+|x′|m .
7. Appendix: The proof of Theorem 2.1
Recalling assumptions (H1) and (H2), we obtain
1
C
(ε+ dm(x′)) ≤ δ(x′) ≤ C(ε+ dm(x′)).
A direct calculation gives that for i = 1, 2, · · · , n, j = 1, · · · , n− 1, x ∈ Ω2R,
|∂j v˜i| ≤C|ψ
i(x′, ε+ h1(x′))|
m
√
ε+ dm(x′)
+ C‖∇ψi‖L∞(∂D1), (7.1)
|∂nv˜i| = |ψ
i(x′, ε+ h1(x′))|
δ(x′)
, ∂nnv˜i = 0, (7.2)
and
|Lλ,µv˜i| ≤C|∇2v˜i|
≤C|ψ
i(x′, ε+ h1(x′))|
(ε+ dm(x′))1+
1
m
+
C‖∇ψi‖L∞(∂D1)
ε+ dm(x′)
+ C‖∇2ψi‖L∞(∂D1). (7.3)
Here and throughout this section, in order to simplify notations, we use ‖∇ψi‖L∞ ,
‖∇2ψi‖L∞ and ‖ψ‖C2 to denote ‖∇ψi‖L∞(∂D1), ‖∇2ψi‖L∞(∂D1) and ‖ψi‖C2(∂D1),
respectively.
Define
wi := vi − v˜i, i = 1, 2, · · · , n. (7.4)
STEP 1. Let vi ∈ H1(Ω;Rn) be a weak solution of (2.8). Then∫
Ω
|∇wi|2dx ≤ C‖ψi‖2C2(∂D1), i = 1, 2, · · · , n. (7.5)
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For simplicity, we denote
w := wi, and v˜ := v˜i.
Then, w satisfies {
Lλ,µw = −Lλ,µv˜, in Ω,
w = 0, on ∂Ω.
(7.6)
Multiplying the equation in (7.6) by w and integrating by parts, we have∫
Ω
(
C
0e(w), e(w)
)
dx =
∫
Ω
w (Lλ,µv˜) dx. (7.7)
Using the Poincare´ inequality, we have
‖w‖L2(Ω\ΩR) ≤ C‖∇w‖L2(Ω\ΩR), (7.8)
while, in light of the Sobolev trace embedding theorem,∫
|x′|=R,
h(x′)<xn<ε+h1(x
′)
|w| dx ≤ C
(∫
Ω\ΩR
|∇w|2dx
) 1
2
, (7.9)
where the constant C is independent of ε. Utilizing (7.1), we get∫
ΩR
|∇x′ v˜|2dx ≤C
∫
|x′|<R
δ(x′)
( |ψi(x′, ε+ h1(x′))|2
(ε+ dm(x′))
2
m
+ ‖∇ψi‖2L∞
)
dx′
≤C‖ψi‖2C1(∂D1). (7.10)
Combining with (2.3)–(2.4), (7.8) and the first Korn’s inequality, we deduce that∫
Ω
|∇w|2dx ≤ 2
∫
Ω
|e(w)|2dx
≤C
∣∣∣∣∫
ΩR
w(Lλ,µv˜)dx
∣∣∣∣+ C
∣∣∣∣∣
∫
Ω\ΩR
w(Lλ,µv˜)dx
∣∣∣∣∣
≤C
∣∣∣∣∫
ΩR
w(Lλ,µv˜)dx
∣∣∣∣+ C‖ψi‖C2(∂D1) ∫
Ω\ΩR
|w|dx
≤C
∣∣∣∣∫
ΩR
w(Lλ,µv˜)dx
∣∣∣∣+ C‖ψi‖C2(∂D1)‖∇w‖L2(Ω\ΩR),
while, according to (7.2), (7.9) and (7.10),∣∣∣∣∫
ΩR
w(Lλ,µv˜)dx
∣∣∣∣ ≤ C ∑
k+j<2n
∣∣∣∣∫
ΩR
w∂kj v˜dx
∣∣∣∣
≤C
∫
ΩR
|∇w‖∇x′ v˜|dx+
∫
|x′|=R,
h(x′)<xn<ε+h1(x
′)
C|∇x′ v˜‖w|dx
≤C‖∇w‖L2(ΩR)‖∇x′ v˜‖L2(ΩR) + C‖ψi‖C1(∂D1)‖∇w‖L2(Ω\ΩR)
≤C‖ψi‖C1(∂D1)‖∇w‖L2(Ω).
Thus,
‖∇w‖L2(Ω) ≤ C‖ψi‖C2(∂D1).
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STEP 2. Proof of∫
Ωδ(z′)
|∇w|2dx ≤ Cδn− 2m
(
|ψi(z′, ε+ h1(z′))|2 + δ 2m ‖ψi‖2C2(∂D1)
)
. (7.11)
As seen in [10], we have the iteration formula as follows:∫
Ωt(z′)
|∇w|2dx ≤ C
(s− t)2
∫
Ωs(z′)
|w|2dx+ C(s− t)2
∫
Ωs(z′)
|Lλ,µv˜|2dx.
We now divide into two cases to get (7.11).
Case 1. If z′ ∈ Σ′m√ε := {x′ ∈ B′R | dist(x′,Σ′) < m
√
ε}, 0 < s < m√ε, we get
ε ≤ δ(x′) ≤ Cε in Ω m√ε(z′). Using (7.3), we obtain∫
Ωs(z′)
|Lλ,µv˜|2
≤ C|ψi(z′, ε+ h1(z′))|2 s
n−1
ε
m+2
m
+ C‖∇ψi‖2L∞
sn−1
ε
+ Cεsn−1‖∇2ψi‖2L∞ , (7.12)
while, in view of the fact that w = 0 on Γ−R := {x ∈ Rn|xn = h(x′), |x′| < R},∫
Ωs(z′)
|w|2 ≤ Cε2
∫
Ωs(z′)
|∇w|2. (7.13)
Denote
F (t) :=
∫
Ωt(z′)
|∇w1|2.
It follows from (7.12) and (7.13) that for 0 < t < s < m
√
ε,
F (t) ≤
(
c1ε
s− t
)2
F (s) + C(s− t)2sn−1
( |ψi(z′, ε+ h1(z′))|2
ε1+
2
m
+
‖ψi‖2C2
ε
)
, (7.14)
where c1 and C are universal constants, independent of |Σ′|.
Take k =
[
1
4c1 m
√
ε
]
+1 and ti = δ+2c1iε, i = 0, 1, 2, · · · , k. Then, (7.14) together
with s = ti+1 and t = ti leads to
F (ti) ≤ 1
4
F (ti+1) + C(i + 1)
n−1εn−
2
m
[
|ψi(z′, ε+ h1(z′))|2 + ε 2m ‖ψi‖2C2
]
.
It follows from k iterations and (7.5) that for a sufficiently small ε > 0,
F (t0) ≤ Cεn− 2m
(
|ψi(z′, ε+ h1(z′))|2 + ε 2m ‖ψi‖2C2
)
. (7.15)
Case 2. If z′ ∈ B′R \Σ′m√ε and 0 < s <
2d(z′)
3 , we have
dm(z′)
C ≤ δ(x′) ≤ Cdm(z′)
in Ω 2d(z′)
3
(z′). Like (7.12) and (7.13), we have∫
Ωs(z′)
|Lλ,µv˜|2 ≤ C|ψi(z′, ε+ h1(z′))|2 s
n−1
dm+2(z′)
+ C‖ψi‖2C2
sn−1
dm(z′)
,
and ∫
Ωs(z′)
|w|2 ≤ Cd2m(z′)
∫
Ωs(z′)
|∇w|2.
Further, for 0 < t < s < 2d(z
′)
3 , estimate (7.14) turns into
F (t) ≤
(
c2d
m(z′)
s− t
)2
F (s) + C(s− t)2sn−1
( |ψi(z′, ε+ h1(z′))|2
dm+2(z′)
+
‖ψi‖2C2
dm(z′)
)
,
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where c2 and C are universal constants, independent of |Σ′|.
Similarly as before, choose k =
[
1
4c2d(z′)
]
, ti = δ + 2c2id
m(z′), i = 0, 1, 2, · · · , k
and set s = ti+1, t = ti. Then, we have
F (ti) ≤ 1
4
F (ti+1) + C(i + 1)
n−1dmn−2(z′)
(|ψi(z′, ε+ h1(z′))|2 + d2(z′)‖ψi‖2C2) .
Likewise, via k iterations, we obtain
F (t0) ≤ Cdmn−2(z′)
(|ψi(z′, ε+ h1(z′))|2 + d2(z′)‖ψi‖2C2) . (7.16)
Thus, combining with (7.15) and (7.16), we obtain (7.11).
STEP 3. Proof of that for i = 1, 2, · · · , n,
|∇wi(x)| ≤ C|ψ
i(x′, ε+ h1(x′))|
m
√
ε+ dm(x′)
+ C‖ψi‖C2(∂D1), in ΩR. (7.17)
As in [11] and [10], utilizing the rescaling argument, Sobolev embedding theorem,
W 2,p estimate and bootstrap argument, we derive
‖∇w‖L∞(Ωδ/2(z′)) ≤
C
δ
(
δ1−
n
2 ‖∇w‖L2(Ωδ(z′)) + δ2‖Lλ,µv˜‖L∞(Ωδ(z′))
)
.
Case 1. For z′ ∈ Σ′m√ε. Due to (7.3), (7.11) and ε ≤ δ(z′) ≤ Cε, we obtain
δ‖Lλ,µv˜‖L∞(Ωδ(z′)) ≤
C|ψi(z′, ε+ h1(z′))|
m
√
δ
+ C‖ψi‖C2,
and
δ−
n
2 ‖∇w‖L2(Ωδ(z′)) ≤
C|ψi(z′, ε+ h1(z′))|
m
√
δ
+ C‖ψi‖C2 .
Consequently, for h(z′) < zn < ε+ h1(z′),
|∇w(z′, zn)| ≤ C|ψ
i(z′, ε+ h1(z′))|
m
√
δ
+ C‖ψi‖C2.
Case 2. For z′ ∈ B′R \ Σ′m√ε. Similar to Case 1, based on the fact that
dm(z′)
C ≤ δ(x′) ≤ Cdm(z′) in Ωδ(z′), it follows from (7.3) and (7.11) that for h(z′) <
zn < ε+ h1(z
′),
|∇w1(z′, zn)| ≤ C|ψ
i(z′, ε+ h1(z′))|
m
√
δ
+ C‖ψi‖C2 .
Therefore, estimate (7.17) is established. On the other hand, it follows from the
standard interior estimates and boundary estimates for elliptic systems (2.7) (see
Agmon et al. [3] and [4]) that
‖∇v‖L∞(Ω\ΩR) ≤ C‖ψ‖C2(∂D1).
Thus, Theorem 2.1 is proved.
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