Abstract. In this paper we consider an example of a Maass waveform which was constructed by Cohen from a function σ, studied by Andrews, Dyson and Hickerson, and it's companion σ * . We put this example in a more general framework.
Introduction
In [1] Andrews, Dyson and Hickerson consider the following two q-hypergeometric functions, the first given in Ramanujan's "Lost" Notebook and the second, its "partner", discovered later σ(q) := .
In that paper they find several identities for σ and σ * which involve indefinite quadratic forms. Using these identities they are able to explain some amazing properties of the coefficients of these functions. Typical examples of identities they find are These are equations (1.5) and (5.1) in [1] , rewritten for the purpose of this paper. Note that the right hand sides can be viewed as theta functions attached to an indefinite quadratic form, or indefinite theta functions for short. Further note that the right hand side of the first equation closely resembles a function which is related to one of Ramanujan's sixth order mock theta functions. In [8] we find a general theory for indefinite theta functions of this second type, that is, sums of the form ν∈a+Z r {sgn(l 1 (ν)) − sgn(l 2 (ν))} q Q(ν) e 2πil 3 (ν) ,
where Q is a quadratic form of signature (r − 1, 1) on R r , a ∈ R r and l 1 , l 2 and l 3 are suitable linear functions. For special choices of Q, a and l i this indefinite theta function is a holomorphic modular form of weight r/2 (on some subgroup of SL 2 (Z) with some multiplier system). In general, however, we get a more complicated object, namely the "holomorphic part" of a real-analytic modular form. For σ and σ * the relation with automorphic forms is more subtle: in [3] , Cohen interprets the identities for σ and σ * in terms of the theory of Maass waveforms. For this he defines the coefficients T (n) by n∈Z n≡1 mod 24 T (n)q |n|/24 = q 1/24 σ(q) + q −1/24 σ * (q), and uses them to construct
where τ = x + iy ∈ H and K 0 is a modified Bessel function of the second kind. Cohen then shows that ϕ 0 is a weight 0 Maass form: it transforms as a modular form of weight 0 on Γ 0 (2), with some (explicit) multiplier, but instead of being holomorphic on H the function satisfies
∂τ ∂τ is the weight 0 Laplace operator. The differential equation satisfied by ϕ 0 follows immediately from the differential equation satisfied by K 0 , which is x
The hard part is to show that it also transforms like a modular function. For this he uses the Mellin transform and L-series.
The question that we address here is: what if we change the quadratic form and/or the linear restrictions in the right hand sides of equation (1.1) and do the same construction, will the resulting function still be a Maass waveform? The precise definition of the functions we consider is given in Definition 2.1 below. From the construction it is immediately clear that these functions again are eigenfunctions of ∆ 0 with eigenvalue 1/4, but do they also transform like modular functions? The answer is that in general they do not and we get interesting, more general, objects. In certain special cases we will again get a Maass waveform.
The outline of the paper is as follows: in the next section we will state some definitions and the main results. In section 3 we will give technical details for some of the definitions and in section 4 we will prove the main results. In section 5 we will consider the action of Aut + (Q, Z 2 ), which will be used in sections 6 and 7 to give some nice examples: in section 6 we consider Cohen's ϕ 0 function and in section 7 we will obtain a family of cases where our construction gives a Maass waveform.
Definitions and statement of results
Let Q be a binary quadratic form of signature (1, 1) . Let A be the symmetric 2 × 2-matrix such that Q(ν) = 1 2 ν t Aν. Throughout we assume that A has integer coefficients. Further let B be the associated bilinear form B(ν, µ) = ν t Aµ = Q(ν + µ) − Q(ν) − Q(µ).
The set of vectors c ∈ R 2 with Q(c) = −1 has two components. If B(c 1 , c 2 ) < 0 then c 1 and c 2 belong to the same component, while if B(c 1 , c 2 ) > 0 then c 1 and c 2 belong to opposite components. Let C Q denote one of the two components. If c 0 is in that component, then C Q is given by
Since Q is of signature (1, 1), it splits over R as the product of two linear functions, that is, we can write Q(ν) = Q 0 (P ν) with P ∈ GL 2 (R) and Q 0 (ν) = ν 1 ν 2 . Note that P is such that
Further note that the choice of P is not unique, since we can multiply by
on the left. We take the choice of the sign such that
We see that Q(c(t)) = −1, Q(c ⊥ (t)) = 1 and B(c(t), c ⊥ (t)) = 0. In fact c gives us a parametrization of C Q . If we have c i ∈ C Q then we let t i be such that
and we denote c ⊥ (t i ) by c ⊥ i . If we make a different choice for r, that means that we shift the parameter t by r.
The function that we wish to study is given by
To see that the function is well defined we have to show convergence of the sums, which will be done in the next section.
Remark 2.2. With a little bit of rewriting we see that for A = 3 0 0 −2 , c 1 = However, in general this function does not transform like a modular function. We also consider Definition 2.3. Let c 1 , c 2 ∈ C Q and a, b ∈ R 2 . For τ = x + iy ∈ H we define
where
This definition is independent of the choice of r. Again convergence of the sum is shown in the next section. From the following theorem we see that this function does transform like a modular function, but in general it is not an eigenfunction of ∆ 0 (as we will later see).
and the modular transformation properties
where A * is the vector of diagonal elements of A.
Remark 2.5. From these modular transformation properties we get that if a, b ∈ Q 2 then Φ a,b transforms like a modular function on some subgroup of SL 2 (Z). For convenience we only consider the case that A has integer coefficients. More generally, if we allow the coefficients of A to be rational, we still get that Φ a,b transforms like a modular function on some subgroup of SL 2 (Z), but we omit the details.
So far we have introduced the two functions Φ a,b and Φ a,b . The first is an eigenfunction of the Laplace operator, but in general not modular. The second is modular, but in general not an eigenfunction of the Laplace operator. We would like to get functions which are both eigenfunctions of the Laplace operator and modular. We will be able to do that in special cases, using the following relation between Φ a,b and Φ a,b . Theorem 2.6. Let c 1 , c 2 ∈ C Q , b ∈ R 2 and let a ∈ R 2 be such that Q is non-zero on a + Z 2 . Then As remarked before, Φ c 1 ,c 2 a,b is in general not an eigenfunction of the Laplace operator, but instead Theorem 2.7. We have
Remark 2.8. We see that ϑ c a,b "almost" splits as the product of a unary theta function of weight 3/2 with the complex conjugate of a unary theta function of weight 3/2. To make this a bit more precise: if c is such that there is an l ∈ R for which lc ∈ Z 2 , then from B(c, c ⊥ ) = 0 and the assumption that A has integer coefficients we get that there is an l ⊥ ∈ R for which l ⊥ c ⊥ ∈ Z 2 . Let α ∈ R then be the smallest positive number such that α c c ⊥ t A has integer coefficients. If we now make the change of variables
We leave the details to the interested reader. a,b are zero and so we can assume that t 1 = t 2 . We can easily verify that
and so
where in the last step we have used that AP −1 = P t ( 0 1 1 0 ) and Q(ν) = (P ν) 1 (P ν) 2 . To get the convergence of the first sum in the definition of Φ a,b , we first observe that 1 − sgn (B(ν, c 1 )B(ν, c 2 ) ) is only non-zero if B(ν, c 1 )B(ν, c 2 ) ≤ 0, in which case we get from equation (3.1)
and the right hand side is a positive definite quadratic form. Together with
this shows that the sum converges absolutely.
Completely analogous to equation (3.1) we can show that
from which we see that on the support of 1
which again is positive definite. Using this together with equation (3.2) we see that the second sum in the definition of Φ a,b also converges absolutely.
3) which is easy to check, we find 4) which shows that for all t ∈ R the quadratic form ν → Q(ν) + 1 2 B(ν, c(t)) 2 is positive definite, and so
for all t ∈ R. If we take t 1 ≤ t ≤ t 2 we get that there is an r ∈ R >0 (which depends on t 1 and t 2 ), such that
So we find that for
and similarly for
which shows the absolute convergence of the sum in the definition of Φ a,b .
Proof of Theorems 2.4, 2.6 and 2.7
Proof of Theorem 2.4. The first two equations are completely trivial and for the modular transformation property with respect to τ → τ + 1 we observe that y doesn't change and so
Using that A has integer coefficients we can easily show that for ν ∈ a + Z 2 e 2πiQ(ν) = e −2πiQ(a)−πiB(A −1 A * ,a) e 2πiB(ν,a+
from which the result follows.
For the modular transformation property with respect to τ → −1/τ we would like to use a theorem by Vignéras, found in [7] , which gives a nice general result for indefinite theta functions. However, we can't use the theorem directly, because we need a slightly more general result. The main point is that the function
(shown below), where F(f ) is the Fourier transform of f , given by
Note that our normalization of the Fourier transform is different from that used by Vignéras. We then use the Poisson summation formula
From equation (4.1) we then get
If we replace τ by −1/τ we get the desired result. What remains to be shown is that (4.1) holds. For this we could use part of the proof of Vignéras, by checking that p(ν) = t 2 t 1 e −πB(ν,c(t)) 2 dt satisfies a certain differential equation. However, it's fairly easy to get the result directly: we consider
where the second identity follows from (3.3). If we make the change of variables
we find
.
we get
Equation ( follows from the estimate for α t 0 given in the lemma, together with equation (3.4) with t = t 0 .
and
Proof of Lemma 4.1. Throughout we assume that Q(ν) = 0. First we will show that
and if B(ν, c 0 )B(ν, c ⊥ 0 ) = 0 then
For equation (4.2) we observe that
Now using sinh 2 t = 1 2 (−1 + cosh 2t) and cosh 2 t = 1 2 (1 + cosh 2t) we see that
where in the last step we used the integral representation
which follows directly from (see formula 9.6.24 in [6] )
To prove (4.3) we first observe that c(t 0 + t) = c 0 cosh t + c ⊥ 0 sinh t, and so
If B(ν, c ⊥ 0 ) = 0 this equals
and if B(ν, c 0 ) = 0 we get
In both cases we obtain (4.3) by using equation (3.3) with t = t 0 . Let α t 0 be as defined in the Theorem 2.6. Using equations (4.2) and (4.3) we rewrite it as
If we can show that for ν = 0 (note that Q(ν) = 0)
then the result follows. We will prove (4.5) for t 1 < t 2 . The result for t 1 > t 2 then follows if we interchange c 1 and c 2 . We observe that
(4.6)
If ν = 0 then B(ν, c 1 ) and B(ν, c ⊥ 1 ) are not both zero, and since both sides in equation (4.5) are even, it suffices to check it for the case that B(ν, c 1 ), B(ν, c ⊥ 1 ) ≥ 0 (not both with equality) and the case that B(ν, c 1 ) > 0 and B(ν, c ⊥ 1 ) < 0. In the first case we get from equation (4.6) and t 1 < t 2 that B(ν, c 2 ), B(ν, c ⊥ 2 ) > 0 and we can verify that equation (4.5) holds. In the second case we get from B(ν, c 1 )
) that we can't have both B(ν, c 2 ) ≤ 0 and B(ν, c ⊥ 2 ) ≥ 0, since that would mean that B(ν, c 1 ) ≤ 0, and so we have that B(ν, c 2 ) > 0 or B(ν, c ⊥ 2 ) < 0. If both cases we can verify that equation (4.5) holds. To finish the proof we establish the estimate for α t 0 : assuming B(ν, c 0 )B(ν, c ⊥ 0 ) ≥ 0 and t ≥ 0 we have sinh t ≥ t and
and so we get from equation (4.4)
Similarly, we find that if B(ν, c 0 )B(ν, c ⊥ 0 ) ≤ 0 then
which finishes the proof.
Proof of Theorem 2.7. Using equation (3.3) and
it is straightforward to check that
If we use this in the definition of Φ c 1 ,c 2 a,b we find
, where in the last step we split the sum into two parts, which is justified, because each part converges individually. This follows from
5.
Properties of ϕ c a,b and the action of Aut
We consider the group of matrices that leave both the quadratic form and the lattice
Let γ be an element of this group and let c ∈ C Q , then Q(γc) = Q(c), so γC Q is either C Q or −C Q . Similarly, γ can send one of the components of the set of vectors c ∈ R 2 with Q(c) = 1 either to itself or the opposite component. We consider only matrices γ that leave C Q invariant, i.e. B(γc, c) < 0 for all c ∈ C Q , and have determinant 1, so that they also fix the components of {c ∈ R 2 | Q(c) = 1}.
The group of such matrices we denote by Aut for all γ ∈ Aut + (Q, Z 2 ).
Proof of the lemma. The relations given in the first two equations are completely analogous to those given in Theorem 2.4 and are again trivial. The last part follows directly if we replace ν by γν in the definition of ϕ c a,b and use that α γt 0 (γν) = α t 0 (ν), (5.1) where γt 0 denotes the value of the parameter t such that c(γt 0 ) = γc(t 0 ). To prove (5.1) we note that c ⊥ (γt 0 ) = γc ⊥ 0 and so B(ν, c 0 )B(ν, c ⊥ 0 ) doesn't change if we replace both ν by γν and t 0 by γt 0 . Therefore it suffices to show
The first follows directly if we use (4.4) on both sides and the proof of the second is similar.
6. An example: σ revisited
As an example we take A = 3 0 0 −2 and c 1 = where ζ n := e 2πi/n . Note that if we use the theorem for the transformation τ → −1/τ , we get the sum of 6 terms (because A has determinant −6), but using the relations given in the theorem, together with the extra relation (which we will prove below)
we can see that some of those terms are zero and that the others are multiples of each other. We can take c(t) = we can easily verify that for the first component of Φ we have In for example [2, 4, 5] we find more examples where functions like σ and σ * show up. We could consider the corresponding function Φ a,b and determine its modular transformation behaviour explicitly, like we did here for σ and σ * . We leave the details to the reader.
A family of Maass waveforms
We now construct a family of examples were we get Maass waveforms. To get a nice formulation we consider a slightly different version of Φ. For this we consider periodic functions on Z 2 , that is, functions m for which there is an L ∈ Z such that m(ν + µ) = m(ν) for all ν ∈ Z 2 and µ ∈ LZ 2 .
Definition 7.1. Let c 1 , c 2 ∈ C Q and let m be a periodic function on Z 2 . For τ = x + iy ∈ H we define Then we have Theorem 7.2. Let c ∈ C Q and suppose we have a finite collection {(m j , γ j )}, where m j is a periodic function on Z 2 such that Q is non-zero on its support, and γ j ∈ Aut + (Q, Z 2 ), such that 
