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Background
Twitter’s public and open nature provides great opportunities for its users to actively 
participate in sharing their opinions and produce high quality content that is reflec-
tive of their tendencies and preferences in their day-to-day life [1]. This vast amount of 
publicly available user-generated content is applied to many applications ranging from 
tracking human social behavior [2–4], detecting events of interest [5–7], to smart busi-
ness [8] where domain knowledge is collected through social media. These studies are 
either concerned with pulling Twitter and aggregating tweets as bulk or tracking histori-
cal tweets over time in order to find meaningful patterns for targeted events. The main 
challenge of the former studies is the limitation of the Twitter API in accessing only 1% 
of all existing tweets. However, despite this limitation, the latter studies are concerned 
with retrieving historical timelines of users.
To tackle the above issues of retrieving more tweets beyond the 1% threshold and 
obtaining historical timelines, topic-based sampling and REST API are both shown to 
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be more effective [9, 10]. In topic-based sampling [11], a set of specific keywords or 
hashtags are applied to collect tweets through the search API. A very substantial prob-
lem with this group of sampling is that it is limited to the studies around the content 
of shared topics, which is not scalable to many applications. In contrast to topic-based 
models, the REST API can be a user-based scenario, which provides access to user his-
tory. In the case of the REST API, a set of Twitter users are needed in order to retrieve 
historical tweets. However, the issue of selecting a credible subset of users still remains. 
Nevertheless, many network-based sampling approaches were studied, which focus on 
sampling a subset of users from their networks [12] or sampling users based on their 
popularity [13]. The drawback behind the network-based sampling is that, a set of users 
are sampled from a static network while ignoring the availability of their posts over time. 
In fact, there is no guarantee that sampled users are active on a daily basis, which is nec-
essary for temporal models.
In this study, we sample Twitter wherein, we propose an activity-based sampling 
method to retrieve a selection of users for the REST API. In activity-based sampling, 
we leverage user profiles to extract their historical activities. The most active users are 
assumed as “credible” users for employing in a temporal prediction model. We address 
two main characteristics in our sampling model: (a) obtaining the most active users, (b) 
avoiding missing content or activity gaps over time. The term active users does not refer 
to celebrities, news agencies, or major companies whose corporate accounts in social 
media are normally managed by a group of employees.
We gathered two samples of Twitter users using our proposed sampling approach and 
random users. The random users refer to users who post in real-time, which are col-
lected using streaming API. Since streaming API is widely used approach in many topical 
and user-based models [14–16], it is important to assess the effectiveness of the activity-
based sampling proposed in this study compared with random sampling. The selected 
users from both approaches are employed in the REST API to collect their historical 
tweets. We compare the content of users, selected from both sampling approaches in 
different aspects, including statistical properties and predictability in temporal models.
We employ the collected historical content in two temporal prediction models; user-
centric and content-based—they both aim to discover conclusions from user-generated 
content. In the user-centric model, the content of a set of selected users is aggregated 
based on user timelines, to extract meaningful patterns [17], while in the content-based 
approach, the content of all individuals are combined together with respect to the event 
of interest [18]. Both of the aforementioned approaches are considered to be temporal 
models, which suffer from the challenge of retrieving tweets over time. In a temporal 
model where content is tracked to detect a set of patterns, the availability of tweets over 
time significantly effect the model performance. This approach suffers from activity gaps 
or missing data. Therefore, we can evaluate the effectiveness of our proposed sampling 
compared with the random approach in providing more credible content while mitigat-
ing the effect of missing content. Overall, the data gathered from the activity-based and 
random sampling are compared in three main aspects:
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(a) Timelines Do the samples provide enough data for the consideration period of time?
(b) User activity How the samples covered the period of interest. Do we observe missing 
posts over time?
(c) Content credibility How retrieved content is effective for the temporal user-centric 
and content-based models?
The rest of the paper is organized as follows: “Related works” section presents a back-
ground of existing Twitter sampling approaches.  “Sampling approaches” section 
describes the proposed method for Twitter sampling. We present two prediction mod-
els to evaluate the data collected from the proposed sampling approaches in “Temporal 
classification model” section. In “Dataset” section, we discuss the characteristics of data 
collected by two sampling approaches along with the results obtained for the prediction. 
The conclusion and the limitations of the current study along with our future works are 
presented in “Experimental results” section.
Related works
With the increasing number of Twitter users, the size of tweets have become over-
whelming and Twitter sampling, the selection of subset of tweets or users, is particu-
larly relevant. Many sampling techniques were studied ranging from topical [11, 19] to 
user-based approaches [12]. The first set of techniques is topic-based sampling, where 
specific keywords or hashtags are applied to collect tweets through Twitter API [6, 20]. 
As an example, Kumar and Geethakumari [19] used different keywords to collect tweets 
related to natural calamities and political event for the purpose of detecting misinforma-
tion in Twitter. This group of sampling limits the study around the content of shared top-
ics, which are not scalable to many applications. The second group focuses on sampling 
a subset of users from their networks [21]. The drawback behind the latter approach is 
that, the availability of user posts over time is not considered. In fact, there is no guaran-
tee that sampled users are active on a daily basis, which is necessary for temporal models 
where content (content-based) [18] or user timelines (user-centric) are aggregated con-
sidering their timestamps [17].
The most common sampling approach is random sampling using streaming API, 
which allows retrieving 1% of real-time data with some specific parameters. There have 
been many empirical studies dealing with the evaluation of the data sampled from ran-
dom sampling with other approaches, including random versus firehouse [22]. This 
study discusses the situations in which random sampling has less coverage compared to 
firehouse. However, when there is more specific parameters such as keywords, random 
sampling can provide “enough” data as firehouse. In another study [11] streaming API 
is compared with expert sampling. The expert users are the users with high number of 
followers. In this study, content of expert users were compared with random users in 
terms of trustworthy of their content. It is revealed that expert content contains more 
divers and popular topics and includes less spam, which has application in many topical 
extraction models such as breaking news detection. Therefore, we can conclude from 
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previous studies and the recent ones [23] that expert sampling is rich in content and is 
more valuable for content-based models such as topical models. In fact, Twitter stream-
ing preserves the statistics of the sample size as the whole representative sample, but 
for content-based models which can benefit from the context, expert sampling is more 
superior. Hence, streaming API is highly depend on the type of coverage and the tar-
geted problem.
Although, many empirical studies evaluated the effectiveness of expert sampling in 
many dimensions such as trustworthy, diversity of discussion topics, statistic representa-
tive of samples, or sentiment. However, there are many challenges in utilizing content 
of experts, whose corporate accounts in social media are normally managed by a group 
of employees, compared to random users. In many applications, ranging from content-
based [24] to user-centric [17], opinions of crowds collectively provide predictive signals 
for prediction models. In fact, by filtering experts we ignore the valuable content com-
ing from crowd and we neglected the vast amount of information contributed by the 
citizens.
A vast amount of studies prefers network sampling rather than selection of experts 
based on popularity. In network sampling, a subset of users are chosen from the entire 
network of collected users for perfect sampling. Different techniques have been applied 
in recent years, of which Random Walk and Breadth-First Search (BFS) [25] are well-
known. However, the major problem with the mentioned techniques is that, these tech-
niques are biased toward high degree nodes similar to expert sampling. A solution to 
this problem is the traditional Monte Carlo Markov Chain (MCMC), which was pro-
posed by White et  al. [12]. They applied a technique based on MCMC and Coupling 
From The Past (CFTP) to have better convergence in sampling. These methods ignore 
the activity of users over time, whereas in temporal models, the presence of users over 
time is mostly needed.
In temporal models such as detecting target events [26], discovering spatio-temporal 
topics [27, 28], or tracking user behavior over time [29], user activity or content shared 
over time is tracked to extract meaningful signals. Therefore, activity gaps or missing 
opinions can significantly degrade the performance of both content-based and user-cen-
tric models. Although many sampling approaches were presented to select a subset of 
users and content in static mode, there is a significant need for a sampling approach to 
address the temporal aspect of data. In this study, we investigate how to retrieve users to 
decrease the activity gaps. We also investigate how much retrieved content from sam-
pled users are effective for a temporal prediction model. In fact, we leverage user profiles 
to estimate their activities in the past and to determine the most active users as opposed 
to expert users.
Sampling approaches
The objective of this study is to present a sampling approach to collect the best repre-
sentative users for the REST API. In contrast to often used Streaming API, the REST 
API can be a user-based approach with less limitation to access Twitter data. Given a set 
of users, the REST API provides access to historical timelines, with the limitation of at 
most 3200 recent tweets for a single user. The main challenge is how to sample Twitter 
users to avoid the absence of data in historical tweets. Nevertheless, absent data could 
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be inevitable, users do not necessarily share posts on a daily basis. However, as far as 
possible, to avoid missing opinions in historical tweets, we address some characteristics 
for the selection of users. In this method, the interest is to find a set of the most active 
users while showing no bias toward individuals with a high or low number of tweets. We 
collect users selected by two different sampling strategies; a random approach using the 
streaming API and an activity-based sampling which is based on the historical activity 
of a user. The use of the network-based sampling is not considered in this study due to 
the nature of the targeted problem. In this study, we are looking for independent opin-
ions, while the network sampling (users and their networks) is biased toward the same 
opinions.
Random sampling
As discussed earlier, random sampling is the most common approach to access data 
streams. In order to obtain random users, we gathered 1% of tweets using streaming 
API. The historical timeline of the randomly selected Twitter users are retrieved using 
the REST API.
Activity‑based sampling
In this method, the interest is to find a set of active users while being unbiased to indi-
viduals with very high or low numbers of tweets. In our sampling approach, two fac-
tors are considered: the period of time a user is active and its daily number of tweets. 
Since these specifications are not available, we retrieve them from user profiles. For each 
tweet, user profile of its author is retrieved, which includes some fields such as: status_
count and created_at. For each user, two main specifications are calculated as follows:
1. The number of days a users is active (days). In order to understand for how many 
days a user is active, we calculate the number of days the user’s profile was generated 
till the current time. A longer period of activity is a primary criteria for the selection. 
As we track the content of users over time, users who recently became members are 
ignored.
2. The average number of tweets per day (tweets_day): As this parameter is irretriev-
able, we leverage the total number of tweets for the user and the number of days a 
user is active 
 where we assume a user has uniform activity behavior. A user is considered active 
if it has a high number of active days (days) and a high number of tweets per day 
(tweets_day). The active users are classified by using the numbr of followers to filter 
out accounts belonging to celebrities, news agencies or major companies.
Temporal classification model
In this section, we introduce two temporal prediction models: content-based and user-
centric. In both models, historical content shared by Twitter users are applied for pre-
diction. In the content-based approach, the prediction model employs data, aggregated 
across all users, as bulk. However, in the user-centric model, the content of the selected 
users is aggregated based on user timelines for a selected task. The task is crime trend 
(1)tweets_day = total_tweets/days
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prediction by leveraging Twitter data. Historical tweets have shown to be successful 
in predicting the directions of crime rates [17, 18]. The problem of trend prediction is 
converted to a binary classification problem where the objective is to detect the direc-
tions of the targeted trends (in our case, crime trends). Previous studies [30] shown that 
the classification approach is effective in predicting the occurrence of different crimes. 
However, in this study, we address the changes of crime rates. In fact, the prediction 
problem is transformed into a supervised classification task that predicts whether crime 
rates increase or decrease for the prospective timeframe.
Prior to classification, a set of N training documents of the form {(x1, l1), (x2, l2), . . . , (xN , lN )} 
are generated in which xi is the feature vector of the i-th document and li is its assigned label. 
For the purpose of creating documents X =
⋃N
i=1 xi , two different approaches are applied; 
concatenation of the content for the content-based approach and the aggregation of user opin-
ions for the user-centric model. The generated documents are then associated with a set of 
labels. The labels are inferred from the knowledge obtained from the targeted problem (here 
crime index), which is the directions of rates in the prospective timeframe. Although the labels 
are inferred in a same manner for both models (content-based and user-centric), they have dif-
ferent strategy of generating documents. Figure 1 shows the framework of the data generation 
for both models as well as the timeline. After Twitter users were sampled, they are fed to the 
REST API to retrieve historical timelines of the selected users. The collected data along with 
the crime rate directions are employed in the content-based and user-centric predictions, 
which are discussed in the following subsections. Table 1 presents the notations being used in 
this section.
Content‑based model
As discussed earlier, in the content-based model, documents are generated based on 
timestamps of tweets posted by all users without consideration of filtering any users. In 
fact, this model captures collective patterns from the crowd rather than a selected group 
Fig. 1 The framework of the temporal model for the user-centric (see 1) and content-based (see 2) predic-
tion models
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of users. All observed users are considered as crowd, as opposed to the user-centric 
approach. In order to generate training examples a set of temporal document are gener-
ated. Let di = {p�i�1 , p
�i�
2 , . . . , p
�i�
m } denotes a document, which consist of a set of posts 
shared at time t(i). Let D = {d1, d2, . . . , dn} be a set of temporal documents or in general 
temporal data, which is defined as a state in time. The state is represented by vector of 
features di = (f1, f2, . . . , f|V |), where V is the global vocabulary. Since each state di is sam-
pled at time t(i), then D =
⋃n
i=1 di is the result of n consecutive sampling. One important 
pre-processing task in time-series data, is smoothing to increase the predictability and to 
reduce the noise and outliers. Hypothetically, temporal data which is a high-dimensional 
time-series data can be also smoothed. In our model, each state is represented by a docu-
ment and a naive smoothing is a rolling averaging algorithm over the temporal documents;
where q is the size of aggregation window and di is an example in t(i) or in our case the 
day i, which is represented by a single document. All relevant tweets are aggregated into 
a signal document without targeted filtering. As a result X is an n× |V | document-term 
matrix (Eq. 3) where V is the global vocabulary. The vocabulary V is simply a set of all dis-
tinct words appeared in all collected, relevant tweets. Although, no keyword search is con-
ducted, a blind filtering including stopword reduction and low-frequent term reduction 
is applied to the vocabulary. As a result, xi is defined as the average of a set of documents 
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Table 1 Notations of variables and their corresponding description
Notations Descriptions
N Total number of documents
M Total number of users, 1 < m < M
V Global vocabulary
w Word in vocabulary
ui ith user out of m
su Sentiment score belongs to user (u)
q Aggregation window
yi Crime rate at time t(i)
r Lag between a document and a target trend
pi A post tweeted at time t(i)
di A document sampled at time t(i)
X 〈c〉 Document term matrix of size N ∗ |V | sparse matrix
X 〈u〉 Document sentiment matrix of size N ∗M sparse matrix
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Several preprocessing tasks such as low frequent term and stopword removal may be 
applied to xi. In the content-based approach, documents are represented with terms as 
features, which are referred to N-gram model without filtering any specific keywords. 
One might speculate that we must collect keywords to emphasize on offensive language 
implying a rough context. Nevertheless, content is a rich data which contains valuable 
hidden variables including activities, topic of discussions, public interests, and senti-
ments, which might not be necessarily carried by offensive language.
User‑centric model
In the second model, instead of data aggregation across all users, documents are gen-
erated from the individual opinions in different time slots [17]. If a user u1 has a post 
at time t and user u2 also posted something at the same time, the content of each is 
employed as a unique feature or an user-dependent feature rather than combining them 
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jk  is a global vocabulary, k ∈ [1,K
�u�
j ]. In order to aggregate tweets based on 
user timelines, we assume an aggregation window in which user timelines are concate-
nated as follows:
where q is the size of aggregation window, M is the total number of users, dm is a timelines 
of a user after aggregation, and xi is a document consist of a series of user timelines. There-
fore, features vectors are represented as follows:
where si,m is the sentiment of the user m, which belongs to document i. Since the idea of 
this model is considering a sample of users representative of the sentiments of ll users, 
we used LIWC [31] to detect the sentiment. We extract the positiveness and negativeness 
scores. Each user is defined by the normalized mentioned scores.
Generating labels
Let Y = {y1, y2, . . . , yn} be the target time series whose future values are to be predicted. 
The time series Y is sampled in time steps t(i), 1 ≤ i ≤ n. To convert regression-based 
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set which is called the set of labels. There are several techniques to infer labels from a 
continuous variable such as quantization or direction of changes in rates. Due to the 
nature of the research, we adopt trend analysis of the continuous rates for labeling:
where r is the lead or lag from current state (xi) and target label, li is the label at t = i 
and L is the sequence of labels in n consecutive time steps. After inferring labels, a set of 
annotated examples is generated by associating high dimensional temporal data to one 
dimensional target labels inferred from time series of interest,
The objective of the proposed method is to predict whether the trend of interest 
increases or decreases for the perspective time-frame. Therefore, a set of training data 
(D) is given to a binary classifier as follow:
where in our target problem (crime trend prediction) zi is learning documents and the 
label (li) is derived from the changes in crime index when comparing the current index 
(i) with the index of (i +r), where r is the time interval such as one day or 1 week:
where rate (i) and rate (i +r) are crime index at i and i +r according to our histori-
cal data.
Dataset
In this study we tackle crime prediction as a case study. The idea is how to predict crime 
rate changes from the tweets posted earlier. We collected Twitter data and crime rates 
from Chicago, Illinois between January 2014 and October 2015. Chicago has been tar-
geted due to its importance as the third populous city in U.S as well as being among top 
three cities, which attracted the highest number of visitors during 2012.1 It has been also 
ranked as the first in the number of murders, second in robbery, and third in the number 
of property crimes based on FBI report during 2013.2
Crime data
The criminal records were extracted from Chicago Data Portal.3 This Data Portal is a 
rich resource providing all reported incidents on a daily basis, which are retrieved from 
Chicago Police Department system. Information of frequent crimes that have been 
reported between January 2014 and October 2015 were collected. Each record contains 
(6)li = sgn(yi+�r − yi), if
{
�r > 0 : lag





(7)∀xi ∈ X , xi → li,D =
{
(x1, l1), (x2, l2), . . . , (xN−�r , lN−�r)
}
.
(8)D = {(xi, li)|xi ∈ R, li ∈ {−1, 1}}, 1 ≤ i ≤ N −�r
(9)li =
{
1 if rate(i) < rate(i +�r)
−1 otherwise
1 http://en.wikipedia.org/wiki/Chicago.
2 S. Department of Justice, FBI: http://www.fbi.gov.
3 City of Chicago Data Portal: https://data.cityofchicago.org.
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its timestamps, exact location, and crime type. The dates refer to the time of primary 
investigation, and crime type derived based on the FBI classification system. Figure  2 
presents the crime rate time series (aggregated rates of all different crime types). A major 
decrease of overall crime rates observed during the entire period of time which is started 
in US in 1990s [32]. The significant changes in the number of incidents are coincided 
with important holidays such as New Year’s day and Christmas. However, they might be 
the result of missing data. A major decrease of overall crime rates is observed during the 
entire period of time which is started in US in 1990s [32].
Twitter data
In order to retrieve historical Twitter data, two sets of Twitter users were collected using 
the random and activity-based sampling as discussed in “Sampling approaches” section. 
Historical timelines of the selected users were retrieved and restricted to the same time-
frame—between January 1, 2014 and October 1, 2015.
Figure  3 presents the number of selected active users over 30  days for the activity-
based sampling. The figure indicates two different trends: “Unseen” stands for the num-
ber of active users who are selected each day (d), and “ Seen” represents the number of 
users labeled as active but already selected for d. As can be observed, the number of new 
active users who are not detected decreases over time. Due to the increase of repeated 
users, the process of collecting active users was terminated after almost 1  month 
(d = 30 ). We applied the REST API to retrieve their historical timelines of the selected 
users. Historical timelines of the users were restricted to the same timeframe of crime 
rates—between January 2014 and October 2015.
Experimental results
In this section, we evaluate how much the proposed sampling approaches can mini-
mize the lack of data and deliver more informative content. The historical timelines of 
the selected users from two different approaches; activity-based and random sampling 
are retrieved using the REST API. We evaluate the feasibility of our sampling approach 
Fig. 2 Daily number of crime rates
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compared with the random sampling in retrieving historical tweets. We begin with com-
paring statistical characteristics of data collected from both approaches. The intention is 
to understand how well data are distributed over time for both sampling approaches. We 
then evaluate the credibility of the content in the proposed prediction temporal models.
Comparing timelines
We compare the number of posts (see Fig. 4) and users (see Fig. 5) observed on a daily 
basis from both datasets. The historical tweets obtained from the active and random 
users are mapped between our consideration period of time using their timestamps, we 
did not go back more than 600 days because of the low number of activities. As a result, 
we reached tweets during January 2014–October 2015. Figure 4 presents that the daily 
number of tweets from the active users are higher than tweets of the random users. This 
Fig. 3 Daily number of users over 30 days
Fig. 4 Daily number of tweets captured from activity-based and random datasets
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can be an asset for content-based models where availability of content is crucial for the 
performance of a temporal topical model. For topical models where a set of parameters 
such as: keywords or hashtags is retrieved from the collected content, this way a sam-
pling approach with more coverage might be able to extract more data over time. Fig-
ure 5 shows the daily number of unique users, defined as those who post at least once 
per day. From Fig. 5 we can observe that the daily number of active users obtained from 
the activity-based is higher than the number of users from the random sampling. For 
each day, a higher number of users were active for the activity-based sampling compared 
to the random. In user-centric models, the number of available active users plays an 
important role in providing interesting patterns for targeted problems [33, 34]. The sta-
tistics of historical tweets and users show that the activity-based sampling compared to 
the random has better coverage in terms of number of tweets and users. In fact, One of 
the key question of this paper was how to efficiently capture historical tweets which then 
is applied for content-based and user-centric temporal models. Content-based models 
are challenged with the number of tweets available on daily basis and in user-centric 
approaches, the number of available active users plays an important role.
In more details we are also interested to know how many tweets each individual has 
posted. In general, the REST API has a limitation of providing only 3200 (or slightly 
higher) number of tweets of a specific user. However, if the targeted user did not post 
more than 3200 tweets, we can retrieve entire timelines of the selected user. Figures 6 
and 7 show the distribution of overall posts between users for the random and activity-
based sampling respectively. The Figures capture very interesting pattern that most of 
the users (5350) in the activity-based approach are active and have more than 3000 num-
ber of tweets. Surprisingly, many users in the random sampling were not active during 
the selected period of time. They were mostly active only during the time data were col-
lected and has no contributions during the past. More than 3000 users from the random 
users had <100 tweets during the past. The selected users in the random sampling do not 
have long time contribution in posting tweets. They were mostly active during data col-
lection, therefore, the numbers of historical tweets were not significant.
Fig. 5 Daily number of active users captured from activity-based and random datasets
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Comparing activity gaps
We also investigate the presence of user activity over time, which is the key element in 
user-centric approaches. Models directly working with user streams are prone to vast 
amounts of missing opinions. The absent data are related to the errors occurring during 
data collection or simply users are not active during a specific period of time. Although 
activity gaps are inevitable, it is crucial to retrieve the most active users while avoid-
ing activity gaps in their timelines. While random sampling ignores the activity of the 
selected users during the past, the activity-based sampling selects users based on their 
historical timelines. Figures 8 and 9 show the daily activity of the 100 most active users 
during 632 days for the activity-based and random sampling respectively. In this figures, 
The indexes of the users (y axis) were plotted against the period of time (x axis). The ver-
tical black bar indicates a user has at least one tweet in that specific days where the white 
space shows the absence of the user. In fact, the figures indicate the activity of each user 
Fig. 6 Distribution of overall posts between users for random sampling
Fig. 7 Distribution of overall posts between users for activity-based sampling
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over the consideration period of time. Although the top 100 active users, who posted the 
highest number of tweets, were selected from both approaches; the activity gaps in ran-
dom sampling (Fig. 9) is inevitable. It can be due to the selection of users based on their 
activity in the streaming time not based on their history. However, from the Fig. 8, we 
can observe that the activity-based significantly reduces the absent data, which are more 
applicable in user-centric approaches.
Comparing credibility
We evaluated the credibility of the datasets in prediction models. The predictability 
of the content extracted from active users was compared with the content retrieved 
from random users in two models: the content-based and user-centric approaches. As 
discussed before (“Temporal classification model” section), both models are tempo-
ral classification models with different document generation approaches. The classifier 
Fig. 8 Rastergram of daily activity by 100 most active users for activity-based sampling
Fig. 9 Rastergram of daily activity by 100 most active users for random sampling
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is linearSVC, which is the implementation of liblinear [35]. LinearSVC is faster com-
pared with LinearSVM, since kernel transforms are not used and it scales better for large 
datasets in a linear classification problem. The evaluation was processed by calculating 
the Macro-averaged F1-score and using rolling origin [36] as the common method for 
training and evaluating the performance of the model for series observations. In this 
approach, the training set is the first i (80% of the dataset) and it is tested on the i + 1th 
document. In the second iteration, the training set is moved one document forward (the 
first i + 1) and it is tested on the i + 2th document. This process is continued until all the 
test data is classified.
The predictability is compared when the content is applied to predict crime trends 
with different lags. In this regard, document xi which has been generated at time ti, is 
labeled with crime trend li with different lags (see Eq. 4). The lag does not stand for a 
week or a day, it is a window of time in which crime rate directions are captured. As an 
example, if lag = 1 (r = 1), each document is labeled with the direction of the crime 
trend in a day later. In each different lags, the classifier is fed with the generated train-
ing data separately. For instance, Figures  10 and 11 show the crime trend of BATTERY 
between a period of 14 days and the generated labels (either +1 or −1) for lag = 1 and 
lag = 2 respectively. In the case of these two different lags, documents are labeled as 
Fig. 10 The labeling approach based on lag = 1
Fig. 11 The labeling approach based on lag = 2
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presented in Table 2, where x1 is a document aggregated at time t(1) and l1 is its assigned 
label. The performance of the classifier in lag = 1 and 2 are evaluated separately.
Prediction performance: content‑based
As discussed before, the content-based model is based on generating documents from 
aggregating content as bulk with regards to the tweet timestamps. For pre-process-
ing, we removed stop-word, and low and high frequent words. We also employed chi-
squared for feature selection. The documents were examined with binary and tf-idf 
representations, however, the best results were achieved using binary representation. 
Table 3 illustrates the F-measure of the prediction for the content-based model where 
Table 2 Labeling approach for lag = 1 and lag = 2
Lag = 1 Lag = 2
z1 → l1 : sgn|y2 − y1| = +1 z1 → l1 : sgn|y3 − y1| = +1
z2 → l2 : sgn|y3 − y2| = +1 z2 → l2 : sgn|y4 − y2| = +1
z3 → l3 : sgn|y4 − y3| = +1 z3 → l3 : sgn|y5 − y3| = −1
z4 → l4 : sgn|y5 − y4| = −1 z4 → l4 : sgn|y6 − y4| = −1
z5 → l5 : sgn|y6 − y5| = −1 z5 → l5 : sgn|y7 − y5| = −1
z6 → l6 : sgn|y7 − y6| = −1 z6 → l6 : sgn|y8 − y6| = −1
z7 → l7 : sgn|y8 − y7| = +1 z7 → l7 : sgn|y9 − y7| = +1
Table 3 The prediction performance for content-based over 7 lags
The italic emphasizes show in which experiments the activity‑based or random sampling performed better
Lag = 1 Lag = 2 Lag = 3 Lag = 4 Lag = 5 Lag = 6 Lag = 7
Activity-based
 Narcotics 0.51 0.54 0.52 0.53 0.58 0.53 0.67
 Deceptive 0.65 0.52 0.57 0.64 0.65 0.62 0.51
 Criminal damage 0.43 0.6 0.7 0.65 0.6 0.56 0.54
 Burglary 0.52 0.58 0.56 0.56 0.56 0.54 0.52
 Battery 0.61 0.7 0.62 0.72 0.67 0.66 0.6
 Assault 0.46 0.47 0.57 0.52 0.5 0.54 0.56
 Prostitution 0.57 0.59 0.7 0.68 0.68 0.58 0.68
 PublicViolation 0.46 0.51 0.47 0.51 0.55 0.55 0.53
 Robbery 0.55 0.56 0.47 0.55 0.52 0.52 0.56
 Theft 0.65 0.55 0.52 0.6 0.62 0.58 0.62
 All 0.77 0.74 0.7 0.86 0.76 0.7 0.73
Random
 Narcotics 0.5 0.51 0.57 0.55 0.55 0.55 0.65
 Deceptive 0.63 0.56 0.55 0.55 0.68 0.67 0.60
 Criminal damage 0.42 0.62 0.69 0.68 0.65 0.56 0.51
 Burglary 0.53 0.5 0.52 0.53 0.57 0.54 0.52
 Battery 0.46 0.67 0.65 0.71 0.7 0.7 0.57
 Assault 0.46 0.54 0.56 0.54 0.53 0.52 0.55
 Prostitution 0.62 0.62 0.67 0.67 0.68 0.64 0.54
 PublicViolation 0.44 0.47 0.46 0.46 0.47 0.53 0.49
 Robbery 0.5 0.54 0.51 0.56 0.5 0.49 0.44
 Theft 0.57 0.57 0.56 0.53 0.61 0.58 0.55
 All 0.5 0.59 0.6 0.59 0.54 0.58 0.61
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both the content of active and random users were employed over 7 lags. The highlighted 
results indicate which content (activity-based or random) is more credible with respect 
to a specific lag. As an example, the content of activity-based sampling is more predic-
tive (0.67) compared to the content of random users (0.65) for NARCOTICS when the 
lag = 7. The results demonstrate that the performance of the activity-based sampling 
for most of the lags are higher than the random sampling. The activity-based has higher 
predictability in accumulation of all crime types. The predictability of the activity-based 
content is 27% higher than the random sampling, which indicates the effectiveness of the 
activity-based sampling for the content-based model where the objective is to predict 
the directions of indexes without considering the type of crime. However, in some cases 
such as BURGLARY and PUBLIC VIOLATION, the difference between the predictabil-
ity of the two datasets is not considerable. Overall, the results indicate that the proposed 
activity-based sampling generates more predictive content for ALL and most of the 
crime types, such as BATTERY, NARCOTICS, and PROSTITUTION, with F-measure 
up to 0.86.
Prediction performance: user‑centric
The same sets of experiments were conducted for the user-centric model in which the 
intention is to leverage individual timelines for document generation. The documents 
were presented with normalized sentiment scores as discussed in “Temporal classifica-
tion model” section. We examined the credibility of documents with different labels. 
The results were presented in Fig. 12 for all users as well as the top 500 users (Fig. 13). 
From the results we can observe that in most cases (lags), the content obtained from the 
activity-based has higher predictability compared with the random sampling. In the best 
case, “All” crime with lag = 6, the activity-based sampling has achieved the F-measure 
up to 0.85, which is 35% higher than the random sampling. Overall, the content of active 
users was shown to be more credible for the proposed user-centric model, which can 
be the result of having fewer activity gaps compared with the random sampling. In fact, 
Fig. 12 Predictability for user-centric approach over 7 lags for “All users”
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according to the results, the importance of the activity-based sampling for the user-cen-
tric is more significant compared with the content-based model.
Conclusions
Identifying credible sources of content or users are important in many research prob-
lems aiming to drive a meaningful conclusion from the source of information. Perfor-
mance of the prediction models can be degraded from the missing data or the choice 
of the collected content. This study has argued the importance of the selection of data 
for the targeted problem. In this work, we focused on sampling Twitter users to retrieve 
their historical tweets for temporal prediction models. We presented an activity-based 
approach that leverages user profiles to estimate historical activities in the past for 
the selection of the most active users as opposed to expert users. In this approach, we 
selected users based on two factors: the number of days a user is active and the average 
number of user’s tweet per day. Both factors were calculated using user profile elements 
such as “created_at” and “status_count”. In addition to the activity-based sampling, we 
also gathered another set of users by random sampling, which is widely used to collect 
users for the REST API.
The historical timelines of the selected users were also retrieved using the REST API. 
The timelines of the collected tweets from both groups of users were limited to our 
period of time consideration. We compared the primary statistical differences between 
two datasets in terms of historical timelines and user activity. Regarding the number 
of tweets and users, the activity-based approach has better coverage compared to the 
random samples. We also compared the overall number of tweets for each user. Most 
of the users were active (3000 tweets) for the activity-based sampling, and the random 
users had low activity during the selected period of time. In addition, the activity gap of 
both sets of users were compared. The results indicate that active users had more con-
tributions in the past, while activity gaps in the random sampling are inevitable. In fact, 
the activity-based sampling significantly reduces the absent data because users were 
selected based on their history. Overall, the activity-based approach identifies users 
Fig. 13 Predictability for user-centric approach over 7 lags for “Top 500 users”
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who are more historically active, whereas in the random sampling high activity gaps are 
observed.
In addition, we also studied the credibility of the content captured from both data-
sets in the proposed temporal prediction models. We presented two temporal prediction 
models (user-centric and content-based) to compare the credibility of the content gath-
ered from the selected users. While, in the content-based model, documents are gener-
ated based on historical tweets of all collected users, in the user-centric, documents are 
created based on individual timelines. Both models were applied to predict the direc-
tions of crime rates. The prediction models leverage historical tweets to predict crime 
rate increases or decreases for the prospective timeframe.
The results of the content-based model indicate that the content of active users is more 
credible in predicting the trend of interest. In the best case, the results is 27% higher 
when using the content of active users. Overall, in 10 crime types out of 11 the activity-
based approach achieved the best results compared to the random sampling. This is due 
to the fewer activity gaps observed in the collected tweets of the active users compared 
to the random users. For temporal content-based models such as our proposed model, 
the availability of content over time plays a crucial role. In the user-centric model, the 
same performance was observed. The content of active users has higher predictability. In 
fact, the user-centric model relies on the availability of timelines of users, which is highly 
affected by the activity gaps. As the results indicated, the performance was significantly 
higher in some cases (PUBLIC VIOLATION, ALL) compared to the random sampling.
Prior to this research, the properties of different Twitter sampling approaches in dif-
ferent aspects were studied. However, the effectiveness of the collected samples in the 
targeted domain is less explored. This research has shown the importance of a target-
oriented data sampling for prediction models. In addition to the timeline properties and 
the credibility, we would like to further investigate the quality of the content in terms of 
discussion topics and sentiments to semantically analyze textual content and the differ-
ences in content level. Future work could also address the effectiveness of the proposed 
sampling approach for other temporal prediction models.
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