Abstract. The numerical approximation of dissipative initial value problems by fixed timestepping Runge-Kutta methods is considered and the asymptotic features of the numerical and exact solutions are compared. A general class of ordinary differential equations, for which dissipativity is induced through an inner product, is studied throughout. This class arises naturally in many finite dimensional applications (such as the Lorenz equations) and also from the spatial discretization of a variety of partial differential equations arising in applied mathematics.
RUNCE-KUTTA METHODS FOR DISSIPATIVE AND GRADIENT DYNAMICAL SYSTEMS* A. R. HUMPHRIES AND A. M. STUART$
Abstract. The numerical approximation of dissipative initial value problems by fixed timestepping Runge-Kutta methods is considered and the asymptotic features of the numerical and exact solutions are compared. A general class of ordinary differential equations, for which dissipativity is induced through an inner product, is studied throughout. This class arises naturally in many finite dimensional applications (such as the Lorenz equations) and also from the spatial discretization of a variety of partial differential equations arising in applied mathematics.
It is shown that the numerical solution defined by an algebraically stable method has an absorbing set and is hence dissipative for any fixed step-size h > 0. The numerical solution is shown to define a dynamical system on the absorbing set if h is sufficiently small and hence a global attractor '4h exists; upper-semicontinuity of '4h at h 0 is established, which shows that, for h small, every point on the numerical attractor is close to a point on the true global attractor '4. Under the additional assumption that the problem is globally Lipschitz, it is shown that if h is sufficiently small any method with positive weights defines a dissipative dynamical system on the whole space and upper semicontinuity of '4h at h 0 is again established.
For gradient systems with globally Lipschitz vector fields it is shown that any Runge-Kutta method preserves the gradient structure for h sufficiently small. For general dissipative gradient systems it is shown that algebraically stable methods preserve the gradient structure within the absorbing set for h sufficiently small. Convergence of the numerical attractor is studied and, for a dissipative gradient system with hyperbolic equilibria, lower semicontinuity at h 0 is established.
Thus, for such a system, '4h converges to .4 in the Hausdorff metric as h 0.
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1. Introduction. Many interesting problems in physics and engineering are modeled by dissipative dynamical systems. These systems are characterized by the property of possessing a bounded absorbing set which all trajectories enter in a finite time and thereafter remain inside. In the study of dissipative systems it is often the asymptotic behaviour of the system that is of interest, and so it is highly desirable to have numerical methods that retain the dissipativity of the underlying system. We make the additional structural assumption on f that (1.2) <f(y), y> < c llyll 2 for some a > 0 and > 0 and some inner product on IRm. The system (1.1)-(1.2) has an absorbing set B that can be any ball of radius larger than x/--/. Except where explicitly stated, the norm in this paper is the norm defined by the inner product used in assumption (1.2) . Dissipativity is defined precisely in 2, where we show that (1.1)-(1.2) defines a dissipative dynamical system.
Systems of the form (1.1)-(1.2) arise in many applications and indeed the class defined by (1.1)-(1.2) contains many well-known problems. The Cahn-Hilliard equation that models the process of coarsening in solid phase separation, the NavierStokes equations in two dimensions, the complex Ginzburg-Landau equation, and the Kuramoto-Sivashinsky equation all satisfy an infinite dimensional analogue of (1.2) [26] . Under suitable spatial discretization they generate systems of the form (1.1)- (1.2) . In Appendix A it is shown that the Lorenz equations also define a dissipative system of the form (1.1)-(1.2).
We approximate the solution of (1. We will denote the entries of M by (1.7) mij {M}ij.
Many authors have made systematic studies of the numerical solution of (1.1) under structural assumptions on f different from (1.2). Dahlquist [6] [7] generalized (1.8) , and considered the solution of (1.1) for nonlinear f satisfying
If u(t) and v(t) are two solutions of (1.1), (1.9) with different initial conditions then
It is natural to ask which numerical methods retain this contractivity property. Such methods are often referred to as dissipative in the numerical analysis literature, but this conflicts with the dynamical systems terminology and we will only use the term "dissipative" in its dynamical systems context, made precise by Definition 2.3.
Dahlquist [7] considered linear multistep methods in their one-leg formulation and defined such a method to be G stable if a certain norm associated with the difference of two solution sequences of the method applied to (1.1), (1.9) is nonincreasing. Remarkably Dahlquist [8] proved that for one-leg methods A-stability and G-stability are equivalent.
Butcher [4] first considered the solution of (1.1), (1.9) by Runge-Kutta methods, and Burrage and Butcher [2] [9] . Algebraic stability will play a crucial role in our study of dissipative problems.
Although great insight into the behaviour of numerical methods was gained by studying (1.8) and (1.1), (1.9), it should be emphasised that the practical applications of either class of systems is very limited. The linear system (1.8) clearly has a unique stable fixed point at the origin which attracts all trajectories, whilst for (1.1), (1.9) it is shown in Stuart and Humphries [25] In 3 we consider the numerical approximation of (1.1)-(1.2). We study the solubility of (1.3) and show in particular that for a DJ-irreducible algebraically stable method [15] with invertible A a solution sequence always exists using a combination of techniques from [9] , [12] , and [13] . To show that solution sequences need not be unique, we construct an example where the backward Euler method has multiple solutions for h arbitrarily small when applied to a problem satisfying (1.2) (see Appendix B).
The existence of an absorbing set often requires step-size bounds that are dependent on initial data; however, Foias et al. [12] have constructed absorbing sets with step-size bounds independent of initial data for certain discretizations of the Kuramoto-Sivashinsky equations, and Elliott and Stuart [11] have derived similar results for reaction-diffusion equations. The main result in 3 is to employ techniques similar to [11] and [12] [16] , [17] and Temam [26] both give upper semicontinuity results for perturbations of an evolution operator on a Banach space and our approach is to follow their method of proof. Kloeden and Lorenz [23] It should be noted that our definition of the generalized evolution operator is analogous to the usual definition of negative orbits for discrete dynamical systems. Since the map defining a discrete dynamical system need not be one-to-one, negative orbits need not be unique, and it is usual to define the negative orbit of a point to be the union of all possible such orbits (see, for example, Hale [16] ).
The generalized evolution map allows us to extend the concept of dissipativity to cover multivalued maps in a natural way by replacing S by G in the definition of dissipativity. We will use this generalized concept in the next section, which will allow us to consider the approximation of dissipative systems by both explicit and implicit numerical maps without making any assumption as to whether or not the numerical method defines a unique solution sequence.
3. Runge-Kutta methods for dissipative systems. In this section we will discuss the dynamics of solution sequences of Runge-Kutta methods applied to (1.1)-(1.2). First we will establish that for certain implicit methods a solution sequence always exists.
The use of implicit Runge-Kutta methods was first proposed by Butcher [3] , and he proved the following existence and uniqueness result for solutions of the Runge- 7) be the set of positive diagonal s s matrices and define o(A) by (3.5) 0(A)-sup D(A).
The following lemma will be needed in the proof of the existence of solutions to (1.3).
To prove the lemma we need the fact that for a DJ-irreducible algebraically stable
Runge-Kutta method, bi > 0 for all i, so that B is positive definite (see [9] , [15] The idea for the proof of the following proposition comes from Foias et al. [12] , who used a similar technique to show the existence of solutions to an implicit method for the Kuramoto-Sivashinsky equation; see also French and Jensen [13] . The proof also uses ideas from the study of existence of solutions to (1.3) when f satisfies a one-sided Lipschitz condition (1.10) (see [9] ). Using this D we have that
Consider the terms on the right-hand side of (3.8) individually. For the first term it is known that (3.9) yT(DA- [9] or Hairer and Wanner [15] . To deal with the second term consider
Finally, we bound the last term by using the dissipativity of the system. By scaling we can assume without loss of generality that -i=l di 1. Then using (1.2) we have
Substituting all these inequalities into (3.8) Although we cannot derive a global uniqueness result, and to prove global existence we needed to assume that A is invertible, we can prove a local existence and uniqueness result for (1.3) which will enable us to prove that the numerical method defines a dynamical system on the absorbing set.
In the following proposition, reproduced from Humphries [22] (3.3) and thus the conclusions of Theorem 3.10 will hold for any reasonable implementation of (1.3)-(1.4).
We now prove upper semicontinuity of the global attractor for the numerical approximation to the dissipative system (1.1)-(1.2). The basic idea for the proof of Theorem 3.11 can be found in both Hale, Lin, and Raugel [17] and Temam [26] . In both of those works upper semicontinuity was proved for certain perturbations Sx (t) of an infinite dimensional evolution operator Sx o (t). In addition to straightforward perturbations of the infinite dimensional system, the theory in [17] , [26] (3.30) IlYn y(nh)ll < e/2 if nh < 2t0.
Such an error bound is proved for Lipschitz J' in [21] . Since 4. Gradient systems. In this section we consider the special case where the dissipative initial value problem (1.1)-(1.2) is in gradient form. We will assume throughout that f CI(U,Im). It is straightforward to show [19] that if (4.2) holds for some F then (iii) and (iv) of Definition 4.1 follow automatically, and hence that if F satisfies (i) and (ii) then (1.1), (4.2) define a gradient system. The following theorem shows that the dynamics of a gradient system must be relatively simple. Let E {y: f(y) 0}. Then we have the following theorem.
THEOREM 4.2 [19] . If (1.1) is a gradient system then w(y(O)) c_ E. Furthermore, if the zeros of f are isolated then w(y(O)) x for some x E. Let Eh {y: h(Y) Y}. An analogous result to Theorem 4.2 holds for gradient mappings; related results may be found in [10] and [13] . This completes the proof. [3 Before we consider the dissipative gradient system (1.1)-(1.2), (4.2) we will consider the gradient system (1.1), (4.2) under the assumption that f is globally Lipschitz.
For this system we will be able to show that every Runge-Kutta method preserves the underlying gradient structure for h sufficiently small. Whilst this result is not surprising, it will allow us to show that in the case of a gradient system where (1.2) is also satisfied then a dissipative numerical method preserves the gradient structure on the absorbing set. We can then show that the numerical attractor 4h is both upper and lower semicontinuous at h 0. We begin with two lemmas needed to prove that the numerical method preserves the gradient structure. Recalling that i=1 bi 1 [1] considers the numerical approximation of the local stable and unstable manifolds in the neighbourhood of a hyperbolic fixed point. He shows that for both one-step and linear multistep methods, the numerical local stable and unstable manifolds converge to the local stable and unstable manifolds of the underlying system as h -, 0. The following lemma shows that near to the fixed point we can obtain numerical approximations to the unstable manifold of arbitrary accuracy. It is a special case of a result of Beyn, see [1] for the full generality.
LEMMA 4.9 [1] . If x U is a hyperbolic equilibrium of (1.1), where f ca(u, U) and (1.1) defines a dynamical system on U, then for any Runge-Kutta method (1.3)- (1.4) , where the solution of (1.3) constructed in Proposition a.9 is used, there exists A > 0 such that for 0 < < A and any > 0 there exists H(5, ) > 0 such that (4.11) dist(W'5(x), W'5(x)) < ifh<U.
We will now prove that the numerical approximation to ,4 is lower semicontinuous at h 0. The basic idea for the proof comes from Hale [16] , [18] , where the result is proved for certain perturbations of a gradient system with hyperbolic equilibria on a Banach space. In the sequel we will make use of the following Morse decomposition of 4 as in Hale [16] . Let the set of fixed points of the system be E {x1,..., X M}. 
