Incoherent imaging and analysis techniques in the scanning transmission electron microscope (STEM) provide the potential to map changes in structure, composition and bonding that occur at materials interfaces and defects on the fundamental atomic scale. Such comprehensive characterization capabilities permit a detailed analysis of the structure-property relationships of interfaces and defects to be performed. In this paper, we discuss the resolution limits of such techniques in the JEOL 2010F STEM/ TEM operating both under standard conditions and at elevated temperatures. Examples of the use of such techniques to quantify the atomic scale defect chemistry at interfaces and defects in perovskite oxides, the growth and structure of II-VI and III-V quantum dots and the electronic structure of threading dislocations in GaN will also be presented.
Introduction
Internal interfaces and atomic scale defects have long been known to be the key to the mechanical and electrical properties of many bulk materials [1, 2] . Investigating the exact role of these interfaces and defects is now almost exclusively within the realm of transmission electron microscopy (TEM). Extensive micro-structural evaluations have been performed recently on, for example, metal-oxide interfaces [3] [4] [5] , semiconductor-oxide interfaces [6, 7] , semiconductor-metal interfaces [8, 9] and grain boundaries [10] [11] [12] [13] [14] important for a wide variety of technological applications. While there are many techniques in TEM that can be used to analyse interfaces and defects [15] , it is perhaps the combination of atomic resolution Z-contrast imaging [16] and electron energy-loss spectroscopy (EELS) [17] in the scanning transmission electron microscope (STEM) that offers the greatest potential to unravel the complexities of the structure-property relationships. The incoherent nature of the Z-contrast imaging technique [18] provides a direct image of the structure of interfaces and defects that can also be used to position the probe precisely for EELS. As the energy-loss spectrum can have the same atomic spatial resolution as the image, this combination of techniques permits the structure, composition and bonding to be correlated on precisely the scale critical to determining the materials properties. In this paper, we will describe the requirements to obtain the atomic scale information from the JEOL 2010F STEM/TEM both under standard operating conditions [19, 20] and at elevated temperatures [21] . In addition, we will also present several examples demonstrating materials problems where these techniques have provided key insights to the atomic scale structure-property relationships [22] [23] [24] [25] [26] .
Methods
The key to high-resolution STEM is the formation of an electron probe of atomic dimensions. Although the general principles of aligning and optimizing the probe are the same for all STEMs, we only discuss here the specifics of probe formation in the JEOL 2010F STEM/TEM [19] [20] [21] [22] [23] [24] [25] [26] . Figure 1 shows the electron optical arrangement of the probe-forming system in the JEOL 2010F. The de-magnification of the Schottky field emission source in this microscope is achieved by an electrostatic gun lens and a twin condenser lens system. One difference in the 2010F, compared to the cold field emission source traditionally used in a dedicated STEM, is that the Schottky electron source has a much larger emission area. Each element of the source is assumed to emit incoherently and, therefore, leads to an incoherent broadening of the probe. However, this is overcome by a large de-magnification factor between source and probe. The drawback in terms of instrument performance is that this is at the expense of decreasing the amount of current in the probe. In particular, by using the C1 lens near maximum excitation, a crossover is formed between the two condensers and a large source de-magnification can then be achieved (probably a factor of ten greater than is necessary in the cold field emission STEM). C2 and the gun lens can then be used to tune the probe coherence further, depending on the probe size that is required.
This tuning and optimizing of the electron probe can be achieved most readily with the electron 'Ronchigram', or 'shadow image ' [19,27,28] . When the excitation of each illumination electron optical component (i.e. lens, stigmator) is slightly changed, very small misalignments become apparent by translations in the pattern that depart from circular symmetry. Furthermore, the presence or absence of interference fringes in the pattern indicates the amount of incoherent probe broadening due to instabilities and the effect of a finite source size. The details of using the Ronchigram to align the 2010F column are described elsewhere [19, 29] . Here we simply show a typical Ronchigram from a thin region of Si <110> at slight defocus to illustrate the key features of the pattern (Fig. 2) . Diffraction effects are clearly present in the pattern and lattice fringes are observed if the probe coherence is great enough. Also, at large defocus, when a shadow image at low magnification is visible, the crystal Kikuchi lines are seen [19] . Since the coma-free axis position is already accurately defined during the alignment process [19] , it simple to adjust the specimen tilt so that the desired zone axis is aligned precisely, for the sub-micron specimen area that is of interest in the experiment. The microscope and the specimen are now in the optimum conditions to perform experiments at the highest spatial resolution available. It is now only necessary to define the type of scattered signal that will be collected as a function of the probe position to form the experimental image.
The Z-contrast image Z-contrast images [16, 18, [30] [31] [32] are formed by collecting the high-angle scattering (40-100 mrad at 200 kV [19] ) on an annular detector. Detecting the scattered intensity at these high-angles and integrating over a large angular range effectively averages coherence effects between neighbouring atomic columns in the specimen. Thermal vibrations reduce the coherence between atoms in the same column to residual correlations between near neighbours [33, 34] , a second order effect. This allows each atom to be considered as an independent scatterer. Scattering factors may be replaced by cross sections, and these approach a Z 2 dependence on atomic number. This cross section effectively forms an object function that is strongly peaked at the atom sites, so for very thin specimens where there is no dynamical diffraction, the detected intensity consists of a convolution of this object function with the probe intensity profile. The small width of the object function (~0.02 nm) means that the spatial resolution is limited only by the probe size of the microscope (which is 0.13 nm for the UIC 2010F STEM equipped with the ultra-high resolution polepiece). For a crystalline material in a zone-axis orientation, where the atomic spacing is greater than the probe size, the atomic columns are illuminated sequentially as the probe is scanned over the specimen. An atomic resolution compositional map is thus generated, in which the intensity depends on the average atomic number of the atoms in the columns.
This result also holds true for thicker specimens. It has previously been noted that for specimens in zone-axis orientations, the STEM probe forms narrow spikes around the atomic columns as it propagates [35] . This effect is caused by the coherent nature and large angular spread of the STEM probe, which leads to the tightly bound s-type Bloch states adding constructively and the less localized states interfering destructively [18] . This effect is enhanced for scattering processes such as high-angle thermal diffuse scattering that are localized at the atomic cores, causing a great reduction in beam broadening. With only one dominant Bloch state, dynamical diffraction effects are largely removed and manifest only as a columnar channelling effect, thus maintaining the thin specimen description of the image as a convolution of the probe intensity profile and an object function, strongly peaked at the atom sites. The phase problem associated with the interpretation of conventional high-resolution TEM images is therefore eliminated. In thin specimens, the dominant contribution to the intensity of a column is always its composition, although due to the higher absorption of the heavy strings, the contrast does decrease with increasing specimen thickness and in very thick crystals there is no longer a high-resolution image. The effect of changing focus is also intuitively understandable as the focus control alters the probe intensity profile on the surface of the specimen. For defocus less than the optimum Scherzer condition, the probe broadens causing the individual columns not to be resolved. For higher defocus values the probe narrows with the formation of more intense tails, causing sharper image features but compositional averaging over several columns. The optimum focus condition therefore represents a compromise between high resolution (narrow probe profile) and the desire for a highly local image (no significant tails to the probe). This also corresponds to the optimum probe for microanalysis [17, 36, 37] .
Electron energy-loss spectroscopy (EELS)
The annular detector used for Z-contrast imaging does not interfere with the low-angle scattering used for EELS [38] . This means that the Z-contrast image can be used to position the electron probe over a particular structural feature for acquisition of a spectrum [17, 36] . The physical principle behind EELS relates to the interaction of the fast electron with the sample to cause either collective excitations of electrons in the conduction band, or discrete transitions between atomic energy levels, e.g. 1s ® 2p transitions [38] . The ability to observe discrete atomic transitions allows compositional analysis to be performed by EELS (the transitions occur at characteristic energy losses for a given element). Furthermore, the transitions to unoccupied states above the Fermi level allows the degree of hybridization between atomic orbitals to be determined, i.e. information on local electronic structure (bonding) changes can be ascertained. Of particular relevance for the analysis to be performed here, the degree of hybridization between the oxygen ions and the transition metals can be interpreted in terms of the transition metal atom valence [39, 40] . Hence, EELS measurements can be correlated with existing models for charge ordering and defect chemistry.
A key aspect of this research is the necessity to be able to correlate the spectrum with a particular structural feature, which requires that the spectrum has the same atomic resolution as the Z-contrast image. In order to achieve this atomic resolution, the range over which a fast electron can cause an excitation event must be less than the interatomic spacing. Hydrogenic models [41, 42] show that for the majority of edges accessible by conventional energy-loss spectrometers (DE < 2 keV), the object functions are localized within 0.1 nm of the atom cores [43] [44] [45] . Hence, like the Z-contrast image, we have an object function localized at the atom cores and an experimental probe of atomic dimensions. For crystalline materials in zone-axis orientations, providing we maintain a large collection angle (15-30 mrad), coherent effects will be averaged and the description of the spectrum in terms of a convolution of the probe with an object function is valid. An important aspect of this experimental approach is that the probe channelling discussed for Z-contrast imaging will also preserve the spatial resolution of the spectrum, thereby allowing atomic resolution analysis of the electronic structure to be achieved.
Results
The techniques described in the preceding section can be applied to a wide range of materials interface and defect problems. In this paper we highlight their use by discussing their application to specific materials systems, namely, vacancy ordering and segregation in perovskite oxides, the formation of II-VI and III-V quantum dots and the local electronic structure of dislocation cores in GaN.
Atomic scale defect chemistry in perovskite oxides
Perovskite oxides are currently being developed to take advantage of such diverse properties as ionic conductivity, high-T c superconductivity, colossal magneto-resistance, ferroelectricity and grain boundary layer capacitance. In all of these cases, the properties of the particular perovskite involved are dominated by the defect chemistry surrounding the presence of oxygen vacancies. In the analysis performed here, we will use the combination of Z-contrast imaging and EELS in the STEM to investigate the atomic scale defect chemistry in bulk perovskite oxides used for ionic conductors and at grain boundaries in the model perovskite system SrTiO 3 . As an aid to observing the formation and ordering/segregation of oxygen vacancies within the structure, experiments have been performed both at room temperature and at 700 K.
The in situ heating experiments utilize the Gatan Model 652 double tilt heating stage. The specimen furnace contains a miniature, encapsulated heater, which is attached to the two terminal posts in the specimen tip. In this heating stage the furnace body, the anti-welding washers, and the hexring to mount the sample, are all made of tantalum. A SmartSet Hot Stage Controller is used for temperature control of the heating stage, which gives us a variable temperature range between 293 K and 1273 K. If the holder is operated above 723 K, a water re-circulation must be connected to prevent heat transfer through the rod of the stage. Turbulent flow of water through the re-circulation system makes it impossible to achieve atomic resolution for temperatures higher than 723 K. The furnace suspension system has been designed to minimize thermal expansion of the stage, so that the total specimen movement while heating or cooling to 723 K is 5 mm whereas the drift rate at operating conditions is less than 5 nm min -1 . This means that for each desired temperature the sample needs to stabilize for at least one hour before measurement can be achieved and in situ time-resolved atomic scale measurements are nearly impossible. However, after stabilization the experiments shown here indicate that the drift rate is even lower than expected, being less than 1 nm min -1 at times. The oxygen partial pressure in the microscope column is ~5 × 10 -8 Pa during the experiment, which means that at 723 K the oxide samples are in a highly reducing environment.
Vacancy ordering in ceramic membranes
The first material system we will discuss is SrCoO 3 -@ , a simple model system for oxygen deficient perovskite oxides [46] . Various phases with different crystal structures, compositions and electronic states of cobalt exist [47] [48] [49] [50] . SrCoO 3 -@ is not stable in air at elevated temperatures and looses oxygen to approximately SrCoO 2.5 , which during slow cooling in air oxidizes to SrCoO 2.5 + @ . In the sample studied here, a phase transformation from hexagonal to a cubic perovskite structure was observed at ~973 K. After the oxidation/reduction cycling process designed to introduce oxygen vacancies, the sample showed two prominent features; cobalt oxide precipitates at grain boundaries and in triple junctions and the presence of ordered micro-domains within the grains [51] .
To investigate the formation of ordered domains, grains aligned along the [001] axis were examined. Z-contrast images of such a grain and a boundary between domains are shown in Fig. 3 . The strontium (brightest) columns, which form approximately square frames, can be distinguished from darker columns (cobalt and oxygen) at the centre of the square frame of strontium columns. It is clear from the image that there is a periodical sharp decrease in the intensity of every alternate Co-O plane, indicating that there is less highangle scattering at that point. This change can be interpreted as being due to a loss of oxygen atoms from the column. While the change in contrast is a little larger than would be expected solely from oxygen vacancies, the resulting relaxation of the lattice is also expected to give rise to a decrease in the intensity. Regardless of whether the composition or the relaxation has the dominant effect on the contrast, this suggests a difference in atomic structures around bright and dark columns. It is also noted that distance between strontium atoms across darker Co-O plane is slightly larger than that across brighter Co-O plane. The image of the domain boundary shows that there is an additional distortion in this region that is periodically repeated (as can be observed at the intersection of two dark columns). It should be noted that the area of the intersection of the dark columns is enlarged as a result of the distortion of the lattice.
EEL spectra were separately acquired from the two distinct Co-O columns in a unit cell, i.e. one from the bright and the other from dark columns as shown in Fig. 3 . Figure 4 shows O K-edge (532 eV) and Co L-edge (778.1 eV) spectra acquired from these columns. Each spectrum is the sum of 7 individual P O gas 2 Fig. 4 Electron energy-loss spectra acquired from the bright and dark columns in the domain and the domain boundary.
5 s acquisitions to enhance the signal-to-noise ratio and background subtracted. The effect of plural scattering was removed by Fourier-ratio method [38] and the spectra are normalized to the continuum 50 eV after the oxygen K-edge. There are clear differences between the spectra acquired from bright and dark columns. These are a change in the pre-edge shape of the oxygen K-edge and energy shifts and changes in L 3 / L 2 intensity ratio of the cobalt L-edges. The measured Co L 3 / L 2 ratios implies to a decrease of cobalt valence from 3.92 ± 0.31 to 2.24 ± 0.24 from the bright to the dark columns, respectively, by comparing these experimental ratios with those in the literature [52] . This is consistent with the presence of an increased number of oxygen vacancies in the treated sample. The spectra that showed a high valence state of Co (from the L 3 / L 2 ratios) also show a shift of the Co L-edges towards higher energy losses, again characteristic for a higher valence state of 3d transition metal oxides. Furthermore, the measured Co:O ratio in the dark columns is doubled with respect to the bright columns, also indicating a loss of oxygen in these columns. Spectra taken from the domain boundary by placing the probe over the 'bright' and 'dark ' intersections at the boundary (Fig.  3b) show that there are further oxygen vacancies present. The cobalt L 3 / L 2 ratio from the bright columns indicates that the valence in the boundary states is decreased to 2.99 ± 0.26. In domain boundaries the Co:O ratio is further increased by 13% with respect to the dark columns.
Having established that it is possible to quantify the transition metal valence and the number of oxygen vacancies on the atomic scale, we can now move on to analyse a system with more practical applications as an oxygen transporting ceramic membrane; (La x ,Sr 1 -x )(Fe y ,Cr 1 -y )O 3 -@ . Perovskite compositions of this form are targeted in basic solid oxide fuel cells materials research aiming to develop ceramic oxygen separation membranes at elevated temperature, with high oxygen and negligible electronic conductivity. The characteristic behaviours these materials exhibit are (1) a high point defect acceptance, (2) high oxygen and low electronic conductivity, therefore (3) high temperature stability and (4) low thermal expansion coefficient at operating temperatures [53] . In the case of (La x ,Sr 1 -x )(Fe y ,Cr 1 -y )O 3 -@ , its oxygen permeability is controlled by the number of free ions and pointdefects (oxygen vacancies) in the bulk. As any ordering of these unbound particles will restrict their mobility, one key issue for tuning the membranes efficiency is the suppression of the formation of ordered oxygen vacancies (i.e. ordered domains).
To investigate this ordered microstructure we acquired data from two different samples; one as sintered and the second one was previously heated to 1123 K and then exposed to a partial oxygen pressure on one side, thus, simulating practical operating conditions. During this cycle the material was reduced and a 2% expansion was measured. Figure 5 shows the micrographs of the sintered and treated samples in the [001] orientation. The brighter spots represent the (La,Sr) columns, whereas the darker spots are the (Fe,Cr)-O columns. Figure 6 shows two EEL spectra obtained with a broad electron beam that were taken in the treated and the untreated samples at a low magnification. These spectra show the oxygen K-edge and the chromium L 3 ,L 2 -edges normalized to the continuum between the peaks. The most obvious changes in the spectra are the different oxygen K-edge fine structure (ELNES) and the lower intensity Cr L 3 -edge in the treated material. The drastic reduction of the peaks at 532 eV and fewer counts under the oxygen K-edge confirm the overall oxygen reduction of the membrane. The results of the columnby-column EELS are displayed in Fig. 7 . The spectra contain the oxygen, chromium, iron and lanthanum peak in the dark and bright columns. Comparison of different positions in the sample showed that the intensity of the La L 3 ,L 2 -peaks is constant all over the sample, so that normalization of the spectra to these peaks seems reasonable. The spectra exhibit all the features that indicate lower oxygen content in the dark columns: reduction of the Fe-and Cr-L 3 , a change in the oxygen fine structure and a reduction of the pre-peak.
In situ heating of the already treated sample should give us further evidence of the kind of ordering in different columns. Apart from the broadening of the atomic columns, due to thermal vibration at 724 K, the bulk (Fig. 8) exhibits the same structural composition as the room temperature one. The superstructure is still visible at this temperature and atomic resolution EELS (Fig. 8b) , normalized as described before, shows even larger differences. The pre-peak of the oxygen edge is further reduced and decrease of the B-site metal L 3 / L 2 ratio is also enhanced. To calibrate the spectra in terms of formal valence states we acquired a series of spectra from iron oxides with varying iron valence under exactly the same conditions. The line intensity ratio of the different spectra is used to calculate a fit function for all the possible iron valence states. With this method we are able to determine directly the valence of the B-site in the material and relate this to the Fig. 7 Column-by-column EELS acquired from the bright and dark lines observed in the superstructure of the treated (La x ,Sr 1 -x ) (Fe y ,Cr 1 -y )O 3 -@ sample. Notice that the individual spectra are different from the overall spectrum shown in Fig. 8 . As the spectra are acquired from the same position this is not a specimen preparation artefact and illustrates the different contributions from the different planes in the structure. The main changes are in the relative intensities of the Fe and Cr L 2 / L 3 edges as marked on the figure. 
Vacancy segregation to grain boundaries in SrTiO 3
In this section, we show direct experimental evidence that oxygen vacancies gather at the grain boundary and form a highly n-type doped layer. We first present experimental data from a 58° [001] tilt grain boundary in SrTiO 3 at room temperature. Then we present the in situ heating experiment results, showing that the oxygen depletion in the bulk is increased at elevated temperatures. Finally, we report that the newly created vacancies stay at their position in the material after the completion of the heating cycle and therefore increase the potential barrier at the grain boundary. To determine the geometrical structure of the grain boundary, we obtained Z-contrast STEM images. Figure 9 shows Zcontrast images of the bicrystal grain boundary obtained at room and elevated (724 K) temperatures. The brighter spots represent the Sr columns, whereas the darker spots are the Ti-O columns. This symmetric grain boundary exhibits the same structural units as seen previously [14, 54, 55] . Apart from the broadening of the atomic columns, due to thermal vibration at 724 K, the grain boundary exhibits the same structural cation arrangement as at room temperature.
Figures 10 and 11 show the differences between the bulk and the grain boundary spectra at different temperatures. All the spectra are normalized to the continuum interval 30 eV before the onset of the oxygen K-edge (532 eV). At room temperature, the most obvious change (Fig. 10) is the lower intensity of the boundary oxygen K-edge spectrum. Additionally, there is a small change in the fine-structure, with peak C being much more visible than peaks A and B in the boundary. The reduction of peaks A and B and fewer counts under the oxygen K-edge suggests a destruction of long range order and the presence of excess oxygen vacancies at the SrTiO 3 grain boundary [56] . Additional evidence for the presence of oxygen vacancies comes from a shift in the Ti L-edge of 1.4 ± 0.6 eV down in energy and an increase in the L 3 / L 2 intensity ratio by 3.5% (both indicative of a lowering of the Ti valence to compensate for oxygen vacancies). The integrated Ti:O intensity ratio is also increased by 25% at the grain boundary, again suggesting oxygen vacancies. After heating the SrTiO 3 bicrystal for 3 h at 724 K, we measured the same series of images and spectra at similar locations in the bulk and boundary. The fine structure of the grain boundary spectrum in this case shows a much greater change than in the unheated sample, and now resembles the hydrogenic edge expected for an isolated atom. In this case, the Ti:O intensity ratio and the Ti L 3 / L 2 intensity ratio both show an increase of 30% with respect to the bulk. This is a larger effect than is observed at room temperature and strongly suggests that we are increasing the number of vacancies in the boundary plane. There is again a Ti-edge shift down in energy of ~1 ± 0.6 eV. Interestingly, but maybe not all that surprising, there is an increase in the Ti:O ratio in the bulk by 3.5% over the unheated case, indicating that there are also oxygen vacancies introduced into the bulk of the grains by this experiment. Such vacancies may explain the smaller shift in the edge onset of the Ti L-edge as we would now expect Ti 3+ to also be present in the bulk of the grains.
The final set of measurements was performed at room temperature after the sample had been heated at 724 K for 5 h and then allowed to cool down in the microscope column. The atomic structure of the boundary was the same as shown in Fig. 11 , and the fine-structure of the energy loss spectra is consistent with the pre-heating room temperature and elevated temperature results. The shift of the Ti-edges is again ~1 ± 0.6 eV and although the absolute value for the Ti:O ratio in the bulk is further increased, its value at the grain boundary is 23% higher than in the bulk. Also the Ti L 3 / L 2 ratio at the grain boundary is 17% higher. The fact that the Ti:O ratio in the bulk is further increased after cooling and yet the Ti:O ratio at the boundary is less than at elevated temperatures suggests that upon cooling there is some diffusion of oxygen atoms back into the boundary. This would also account for the reduction in the Ti L 2 / L 3 ratio that is now observed and the fact that the Ti L-edge shift is less than observed originally (as there is now Ti 3+ in the bulk of the grains).
These experimental results from SrTiO 3 show that the grain boundary contains an excess of oxygen vacancies that are compensated by a decrease in the Ti valence (this is in good agreement with the theoretical models showing it to be energetically favourable for this structure to be oxygen deficient [57] ). As the reducing conditions are increased in the microscope, the number of oxygen vacancies at the boundary is increased. However, the reduction process does not change the cation arrangement of the boundary plane significantly. Such results suggest that the formation of the electrical barrier at the grain boundary can be related to an excess of oxygen vacancies (relative to the bulk) rather than the formation of an amorphous phase or cation interstitials (which are not observed in the image or in the integrated intensity of the EEL spectra). The formation of this n-type layer in the boundary plane would naturally lead to the segregation of excess acceptors in the space charge region, that is observed in experiments on SrTiO 3 under equilibrium conditions.
Quantum dots
Quantum dot structures offer the potential for many novel electronic and optical applications [58] . The key to realizing these properties is the formation of ordered arrays of quantum dots with uniform size and shape distributions [58, 59] . One of the proposed mechanisms by which this array of dots can be achieved is through a self-assembly process during heteroepitaxial growth on lattice mismatched substrates [60] . The underlying principle is that during the initial stages of growth a wetting layer would form and then as part of a strain reduction mechanism, 3-D islands would be generated, i.e. the standard Stranski-Krastanow growth mode. In order to investigate the initial stages of growth, a series of CdSe on ZnSe samples were grown by MBE [61] with coverages expected to be around the level of the wetting layer thickness (1-2 monolayers). In this case the lattice mismatch is ~7% (practically the same as the much more widely studied InAs/GaAs combination [60] ). Figure 12 shows a Z-contrast image of the structure of the CdSe/ZnSe interface for a 1.5 monolayer deposition of CdSe. The Z-contrast image is less sensitive to strain effects than conventional TEM imaging allowing the morphology of the dots to be observed directly. As can be seen from the image, although the amount of CdSe should be below the level required to form 3-D structures, 3-D dots are in fact present. There also appear to be 2-D platelets present at the interface. Furthermore, the line of the substrate surface can be clearly discerned from the image and shows that there is significant diffusion of Cd below the substrate surface during growth. The formation of 2-D and 3-D structures therefore takes place without the formation of a wetting layer, indicating that the growth process here is not the standard Stranski-Krastanow mode [25] . Such results are in good agreement with photoluminescence data, which shows 2 distinct quantum features even for coverages as low as 0.5 monolayers. As the coverage is increased, the density of the quantum dot structures is found to remain the same, but there are fewer 2-D platelets observed in the image and in the photoluminescence data. Such results indicate that the 2-D platelets are nucleated directly and act as precursors for the formation of the 3D quantum dots [25] .
As the image in Fig. 12 shows a Cd distribution that is obviously in excess of the 1.5 monolayers that was deposited, the quantum dot structures cannot be 100% pure CdSe. In fact, one explanation for the shift in energy in the photoluminescence data as the coverage increases is that there is a change in the Cd concentration in the dots [25] . This indicates that controlling the microstructure of the dots is a lot more difficult than previously thought as when the dots grow, they also change their composition. These changes in composition can be in the form of a random distribution of the Cd atoms in the crystal structure, the formation of regions within a dot with varying composition or, as shown in Fig. 13 , the formation of an ordered alloy [62] . The analysis of the Fourier transform of this particular agglomerate indicates an ordering in successive ± (111) planes. Agglomerates with different types of internal compositional modulations on the atomic scale and with sizes of the order of magnitude 5-10 nm were also observed in atomic resolution Z-contrast images. Selected area electron diffraction patterns showed ± (½-½ ½), ± (-½ ½ ½), ± (½ -½ 3 / 2 ), ± ( 3 / 2 -½ ½), ± (0 -1 1), ± (0 -3 / 2 3 / 2 ), ± ( 2 / 3 -2 / 3 0), and ± ( 1 / 3 -1 / 3 1) reflections, strongly suggesting the coexistence of atomic arrangements in close proximity that have not been reported before in the literature on either III-V [63] and II-VI compound semiconductors [64] . This atomic scale ordering appears to be a general phenomenon for self-assembled quantum dots, also being observed in Z-contrast images of InSb/ InAs structures (Fig. 13) . 
Electronic structure of threading dislocation in GaN
As another example of the use of correlated STEM techniques to investigate atomic scale phenomena, we describe the analysis of edge dislocations in metal-organic vapour phase epitaxy (MOVPE) grown GaN thin films [26] . In these structures, a high density of threading dislocations appears to have a benign effect on the efficiency of light emitting diodes. The origin of this effect remains unclear as although early work [65, 66] suggested that threading dislocations are not nonradiative recombination centres, the increase in optical properties that is achieved [67] by reducing the threading dislocation density [68] , provides circumstantial evidence that dislocations do in fact have a deleterious effect. Furthermore, recent, more direct evidence indicates that threading dislocations can be optically and electrically active [69] [70] [71] [72] [73] [74] [75] .
The Z-contrast image of an edge-dislocation core (Fig. 14) , clearly shows an eight-fold ring structure [76] . On the basis of the prior theoretical calculations, this n-type sample grown under N-rich growth conditions is expected to show a Gavacancy core structure. Since atoms contribute to the image according to their mean square atomic number (Z), the light N atoms contribute only 5% of the image contrast in a full GaN atomic column. Thus, it is immediately apparent from this and other images that the Ga vacancy concentration must be much less than 100%. In fact, given that the statistical variations in column intensities close to the dislocation core are only ~15%, this implies a significantly lower line charge than previously assumed for dislocations in GaN [76] .
The local electronic structure in the core can be investigated using the nitrogen K-edge EELS spectrum. This absorption edge gives information on transitions from the 1s core level to the unoccupied density of states in the conduction band with 2p symmetry. Figure 14 also shows the experimental nitrogen K-edge spectra obtained from several pure edge dislocation cores as well as from nearby perfect regions of the film for comparison. It can be clearly seen that there are dramatic changes in the fine structure of the nitrogen K-edge spectra on and off the dislocation core. In particular, the first peak 2.2 eV above edge onset (398 eV) rises significantly relative to the second peak [26] .
To understand the origins of these spectral features we can simulate the nitrogen K-edge spectrum using the multiple scattering (MS) methodology [77] . Here we use the Feff8 set of programs that implements an ab initio code that is based on Fig. 14 (a) Z-contrast image of an edge dislocation core in GaN and (b) nitrogen K-edge spectra taken from the core and bulk. a self-consistent real-space multiple-scattering (RSMS) theory for X-ray-absorption near-edge structure (XANES) calculations. The calculations make use of the single-particle Green's function, which is common to both XANES and electronic structure calculations. An advantage of the method is that calculations for large clusters may be attained in a relatively short time period because it uses full MS calculations to obtain the contribution to the Green's function from a small cluster of less than 100 atoms, and a high-order MS expansion for important paths that extend outside the cluster. Furthermore, a basic interpretation of multiple scattering is that the excited photoelectron is emitted from the atom as a spherical wave, which is reflected on interaction with the surrounding atoms and interferes with the outgoing wave and the subsequent interference pattern maps out the local density of unoccupied states. The advantage of this type of analysis is that it is a real space analysis, and the dimensions and composition of the cluster can be constructed one atom at a time. Therefore, a lack of symmetry does not seriously affect the calculation, unlike more complex density functional calculations. Furthermore, the effects of vacancies and dopant atoms may simply be investigated by the removal or addition of the desired atoms. Hence, MS allows the spectral changes to be interpreted directly in terms of the structural changes. Figure 15 shows the multiple scattering simulations obtained from 3 different types of dislocation cores (edge, screw and mixed) and the bulk structure. The coordinates for the edge dislocation were taken from the Z-contrast image, the screw dislocation from ab initio calculations [74] and the mixed dislocation from a linear elasticity/bond valence calculation [78] . These results indicate that increase in the intensity of the first peak in the spectrum appears to be related to a screw component of the Burgers vector (i.e. it is prominent in the screw and the mixed dislocation). As the (0001) projection of both the edge and the mixed dislocations shows the same atomic arrangement, we propose that the spectra shown in Fig. 14 originate from a mixed dislocation. This is contrary to our original supposition that the spectra originated from an edge dislocation [66] , which was due to an identification of the structure being made from the local strain field. Such strain field analysis is difficult in the Z-contrast image and the results shown in Fig. 13 indicate the local electronic structure is a more readily observable distinguishing feature. It is interesting to note that in none of the dislocations are there indicated any local states in the band gap, indicating that the intrinsic structure of the cores is not electrically active. This is consistent with ab initio results [79] and implies that the activity observed experimentally is derived from vacancies and impurities at the dislocation cores.
Concluding remarks
The combination of atomic resolution Z-contrast imaging and EELS in the STEM provides unprecedented capabilities to investigate the structure-property relationships at materials interfaces and defects. In particular, the results presented in this paper show that an image alone, be it a phase contrast TEM image or Z-contrast image, is only the starting point and identifies the structural framework onto which the important composition and bonding changes must be incorporated. The recent development of in situ heating capabilities that preserve the atomic spatial resolution opens up a pathway to study the dynamics of vacancy/impurity interactions with extended defects such as dislocation cores and grain boundaries. Through such analysis, coupled with extensive first principles simulations, an understanding of how to tailor the properties of materials on the atomic scale can be developed. 
