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1. Introduction
In 1970, A.D. Alexandrov [1] posed the following question: “Whether or not a mapping with distance one preserving
property is an isometry?” Some results about this problem can be seen in [2–8].
Let (X,dX ) and (Y ,dY ) be metric spaces. A mapping f : X → Y is called an isometry if f satisﬁes dY ( f (x), f (y)) =
dX (x, y) for all x, y ∈ X . For some ﬁxed number r > 0, suppose that f preserves distance r i.e. for all x, y ∈ X with
dX (x, y) = r, we have dY ( f (x), f (y)) = r. Then r is called a conservative distance for the mapping f .
In [2] H.Y. Chu, C.G. Park and W.G. Park introducing some new concepts provided a proof of the Rassias and S˘emrl’s
theorem in linear 2-normed spaces.
Deﬁnition 1.1. (See [2].) Let X be a real linear space with dim X > 1 and a function ‖ · , · ‖ : X2 → R satisﬁes:
(1) ‖x, y‖ = 0 ⇔ x and y are linearly dependent,
(2) ‖x, y‖ = ‖y, x‖,
(3) ‖αx, y‖ = |α|‖x, y‖,
(4) ‖x, y + z‖ ‖x, y‖ + ‖x, z‖,
for α ∈ R and x, y, z ∈ X . The function ‖ · , · ‖ is called the 2-norm on X , and (X,‖ · , · ‖) is called the linear 2-normed space.
Deﬁnition 1.2. (See [2].) Let X and Y be real linear 2-normed spaces and f : X → Y a mapping, for all x, y, z ∈ X , we call
the value ‖y − x, z − x‖ the area of x, y, z, we call f satisﬁes the area one preserving property (AOPP) if ‖y − x, z − x‖ = 1
implies ‖ f (y) − f (x), f (z) − f (x)‖ = 1.
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We call f a 2-Lipschitz mapping if there is a k  0 such that ‖ f (y) − f (x), f (z) − f (x)‖ k‖y − x, z − x‖. The smallest
such k is called the 2-Lipschitz constant.
Theorem 1.3. (See [2].) Let f be a 2-Lipschitz mapping with the 2-Lipschitz constant k 1. Assume that if x, y and z are colinear, then
f (x), f (y) and f (z) are colinear, and that f satisﬁes (AOPP). Then f is a 2-isometry.
In this paper, the author provides some remarks on the Alexandrov problem in linear 2-normed spaces, and introduces
the concept of linear (2, p)-normed spaces and solve the corresponding Alexandrov problem in the spaces.
2. Notes on the Alexandrov problem in linear 2-normed spaces
Deﬁnition 2.1. We call a mapping f : X → Y locally 2-Lipschitz mapping if there is a k 0 such that
∥∥ f (y) − f (x), f (z) − f (x)∥∥ k‖y − x, z − x‖
whenever ‖y − x, z − x‖ 1.
We only consider in this paper the 2-Lipschitz constant k 1.
Lemma 2.2. If a mapping f : X → Y is locally 2-Lipschitz, then f is a 2-Lipschitz mapping.
Proof. We may assume that ‖y − x, z − x‖ > 1, then there is n0 ∈ N such that n0 − 1 < ‖y − x, z − x‖  n0. Let xi =
x+ in0 (y − x) where i = 0,1, . . . ,n0. Then
‖xi − xi−1, z − xi−1‖ = ‖xi − xi−1, z − x‖ = ‖y − x, z − x‖
n0
 1
and
∥∥ f (xi) − f (xi−1), f (z) − f (x)∥∥= ∥∥ f (xi) − f (xi−1), f (z) − f (xi−1)∥∥ ‖xi − xi−1, z − x‖ = ‖y − x, z − x‖
n0
.
Hence
∥∥ f (y) − f (x), f (z) − f (x)∥∥=
∥∥∥∥∥
n0∑
i=1
(
f (xi) − f (xi−1)
)
, f (z) − f (x)
∥∥∥∥∥
n0∑
i=1
∥∥ f (xi) − f (xi−1), f (z) − f (x)∥∥

n0∑
i=1
‖y − x, z − x‖
n0
= ‖y − x, z − x‖. 
Remark 1. Assume that f is locally 2-Lipschitz and x, y, z are colinear, then f (x), f (y) and f (z) are colinear.
Indeed x, y and z are colinear if and only if ‖y − x, z − x‖ = 0. Since ‖ f (y) − f (x), f (z) − f (x)‖ ‖y − x, z − x‖, thus
‖ f (y) − f (x), f (z) − f (x)‖ = 0, it follows that f (x), f (y) and f (z) are colinear.
So Theorem 1.1 [2] can be simpliﬁed as follows:
Theorem 2.3. Assume that f is locally 2-Lipschitz and satisﬁes (AOPP), then f is a 2-isometry.
Lemma 2.4. Assume that if x, y and z are colinear, then f (x), f (y) and f (z) are colinear and that f satisﬁes (AOPP). Then f is
preserving the area 1n for each n ∈ N.
Proof. If ‖y − x, z − x‖ = 1n , let
uk = x+ k(y − x), vk = x+ k(z − x)
where k = 0,1, . . . ,n. It is easy to see that x,uk and uk−1 are colinear, so f (x), f (uk) and f (uk−1) are colinear by assump-
tion. Then
‖uk − uk−1, vn − uk−1‖ = ‖uk − uk−1, vn − x‖ = 1, k = 1, . . . ,n,∥∥ f (uk) − f (uk−1), f (vn) − f (x)∥∥= ∥∥ f (uk) − f (uk−1), f (vn) − f (uk−1)∥∥= 1.
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Therefore
f (uk) = f (x) + k ·
(
f (y) − f (x)), k = 0,1, . . . ,n.
Similarly we have
f (vk) = f (x) + k ·
(
f (z) − f (x)), k = 0,1, . . . ,n.
Since ‖un − x, vn − x‖ = n, we get
n = ∥∥ f (un) − f (x), f (vn) − f (x)∥∥= ∥∥n( f (y) − f (x)),n( f (z) − f (x))∥∥= n2∥∥ f (y) − f (x), f (z) − f (x)∥∥.
Thus ‖ f (y) − f (x), f (z) − f (x)‖ = 1n . 
Lemma 2.5. Assume that if x, y and z are colinear, then f (x), f (y) and f (z) are colinear and that f preserves this order, and that f
satisﬁes (AOPP). Then f is a 2-Lipschitz mapping.
Proof. We only need to show that if
‖y − x, z − x‖ m
n
, ∀m,n ∈ N,
then
∥∥ f (y) − f (x), f (z) − f (x)∥∥ m
n
.
Let pk = x+ kn 1‖y−x,z−x‖ (y − x) where k = 1, . . . ,m. Then
‖pk − pk−1, z − pk−1‖ = ‖pk − pk−1, z − x‖ = 1n .
Hence
∥∥ f (pk) − f (pk−1), f (z) − f (x)∥∥= ∥∥ f (pk) − f (pk−1), f (z) − f (pk−1)∥∥= 1n .
Since y = pm−1 + α(pm − pm−1) for some α ∈ (0,1], we obtain that f (y) = f (pm−1) + β( f (pm) − f (pm−1)) for some
β ∈ (0,1] by the hypothesis. Then
∥∥ f (y) − f (pm−1), f (z) − f (x)∥∥= ∥∥β( f (pm) − f (pm−1)), f (z) − f (x)∥∥ β∥∥ f (pm) − f (pm−1), f (z) − f (x)∥∥

∥∥ f (pm) − f (pm−1), f (z) − f (x)∥∥= 1
n
.
Hence
∥∥ f (y) − f (x), f (z) − f (x)∥∥=
∥∥∥∥∥
(
f (y) − f (pm−1)
)+
m−1∑
i=1
f (pi) − f (pi−1), f (z) − f (x)
∥∥∥∥∥

m∑
i=1
∥∥( f (pi) − f (pi−1)), f (z) − f (x)∥∥= m
n
. 
A direct application of Theorem 2.3 and Lemma 2.5 yield the following result.
Theorem 2.6. Assume that if x, y and z are colinear, then f (x), f (y) and f (z) are colinear and that f preserves this order, and that f
satisﬁes (AOPP). Then f is a 2-isometry.
Lemma 2.7. If there exist ρ > 0, N > 1 with ρ ∈ R, N ∈ N and a mapping f : X → Y satisﬁes the following conditions:
(1) ‖y − x, z − x‖ = ρ ⇒ ‖ f (y) − f (x), f (z) − f (x)‖ ρ;
(2) ‖y − x, z − x‖ = Nρ ⇒ ‖ f (y) − f (x), f (z) − f (x)‖ Nρ ,
then f satisﬁes the area ρ preserving property.
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‖wN − x, z − x‖ = Nρ, ‖wi − wi−1, z − x‖ = ρ (i = 0,1, . . . ,N),
and
∥∥ f (wi) − f (wi−1), f (z) − f (x)∥∥ ρ (i = 0,1, . . . ,N).
Hence
Nρ 
∥∥ f (wN ) − f (x), f (z) − f (x)∥∥
N∑
i=1
∥∥ f (wni ) − f (wni−1 ), f (z) − f (x)∥∥ Nρ.
It follows that
∥∥ f (y) − f (x), f (z) − f (x)∥∥= ∥∥ f (wi) − f (wi−1), f (z) − f (x)∥∥= ρ. 
Theorem 2.8. Let X , Y be linear 2-normed spaces. If there exist ρ ∈ R with ρ > 0, and N ∈ N with N > 1 and a mapping f : X → Y
satisﬁes the following conditions:
(1) ‖y − x, z − x‖ = ρ ⇒ ‖ f (y) − f (x), f (z) − f (x)‖ ‖y − x, z − x‖;
(2) ‖y − x, z − x‖ = Nρ ⇒ ‖ f (y) − f (x), f (z) − f (x)‖ Nρ .
Then f is a 2-isometry.
Proof. It is easy to see that f is locally 2-Lipschitz and satisﬁes area ρ preserving property. Hence f is a 2-isometry by
Theorem 2.3. 
3. The Alexandrov problem in linear (2, p)-normed spaces
Deﬁnition 3.1. Let X be a real linear space with dim X > 1 and a function ‖ · , · ‖ : X2 → R satisﬁes:
(1) ‖x, y‖ = 0⇔ x and y are linearly dependent,
(2) ‖x, y‖ = ‖y, x‖,
(3) ‖αx, y‖ = |α|p‖x, y‖,
(4) ‖x, y + z‖ ‖x, y‖ + ‖x, z‖,
for α ∈ R, 0 < p < 1 and x, y, z ∈ X . The function ‖ · , · ‖ is called the (2, p)-norm on X , and (X,‖ · , · ‖) is called the linear
(2, p)-normed space.
Deﬁnition 3.2. (X,‖ · , · ‖) is said to be p-strictly convex linear (2, p)-normed space if for any x, y, z ∈ X , z = αx + β y,
α,β ∈ R, ‖x+ y, z‖ 1p = ‖x, z‖ 1p + ‖y, z‖ 1p implies x = λy for some λ > 0.
Lemma 3.3. If (X,‖ · , · ‖) is a p-strictly convex linear (2, p)-normed space, then (X,‖ · , · ‖ 1p ) is a linear 2-normed space.
Proof. It is easy to see that ‖ · , · ‖ 1p satisﬁes the conditions (1)–(3) in the deﬁnition of 2-norm. We only need to prove that
‖ · , · ‖ 1p satisﬁes the condition (4). Firstly we will show that for a ﬁxed z ∈ X the set O X = {x ∈ X: ‖x, z‖ < 1} is convex, it
is suﬃce to show that for any x = y ∈ X , ‖x, z‖ = 1, ‖y, z‖ = 1 we have ‖λx+ (1− λ)y, z‖ < 1, where 0 < λ < 1.
(I) ‖λx+ (1− λ)y, z‖ = 1.
Otherwise 1 = ‖λx + (1 − λ)y, z‖ 1p = ‖λx, z‖ 1p + ‖(1 − λ)y, z‖ 1p . It follows that x = y by the deﬁnition, which is a con-
tradiction.
(II) It is also impossible that ‖λx+ (1− λ)y, z‖ > 1. Otherwise let
w = λx+ (1− λ)y
‖λx+ (1− λ)y, z‖ 1p
, x1 = x
‖λx+ (1− λ)y, z‖ 1p
, y1 = y
‖λx+ (1− λ)y, z‖ 1p
.
Then w = λx1 + (1− λ)y1, ‖w, z‖ = 1. Let φ(t) = ‖tx1 + (1− t)y1‖, t ∈ R, since φ(t) is continuous on R and φ(0),φ(1) < 1,
let t → +∞ or t → −∞, by the theorem of middle value we can ﬁnd x′, y′ and 0 < μ < 1 such that ‖x′, z‖ = 1, ‖y′, z‖ = 1
and w = μx′ + (1− μ)y′ which contradicts with (I).
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O X = {x ∈ X: p(x) < 1} and {x ∈ X: ‖x, z‖ 1} = {x ∈ X: p(x)  1}. Therefore {x ∈ X: ‖x, z‖ = 1} = {x ∈ X: p(x) = 1}. For
any x ∈ X we have ‖ x
‖x,z‖ 1p
, z‖ = 1 hence p(x) = ‖x, z‖ 1p . It follows that ‖ · , · ‖ 1p is a 2-norm. 
Theorem 3.4. (X,‖ · , · ‖) is a p-strictly convex linear (2, p)-normed space if and only if (X,‖ · , · ‖ 1p ) is a strictly convex linear
2-normed space.
Proof. It is clear by the lemma and deﬁnition above. 
The following gives examples and counter examples of strictly (p-strictly) convex linear 2-normed ((2, p)-normed)
spaces.
Example 3.5. (See [9].) Let E3 denote Euclidean vector three-dimensional space, x = x1i + x2 j + x3k, y = y1i + y2 j + y3k
and ‖x, y‖ = abs
∣∣∣∣
i j k
x1 x2 x3
y1 y2 y3
∣∣∣∣. Then (E3,‖ · , · ‖) is a strictly convex 2-normed space, and (E3,‖ · , · ‖p) is a p-strictly convex
(2, p)-normed space correspondingly.
Example 3.6. (See [9].) Let Pn denote the set of real polynomials of degree  n on the interval [0,1]. Deﬁne vector addition
and scalar multiplication in the usual manner. Let {xi}2ni=0 ∈ [0,1] be 2n+ 1 arbitrary but distinct ﬁxed points. Let f , g ∈ Pn ,
‖ f , g‖ =
{
0 if f and g are linearly dependent,∑2n
i=0 | f (xi)g(xi)| if f and g are linearly independent.
Then (Pn,‖ · , · ‖) is not a strictly convex 2-normed space, and (Pn,‖ · , · ‖p) is not a p-strictly convex (2, p)-normed space
correspondingly.
Lemma 3.7. Let X , Y be linear (2, p)-normed spaces, assume that if x, y and z are colinear then f (x), f (y) and f (z) are colinear and
that f satisﬁes (AOPP). Then f preserves the area 2np for each n ∈ N.
Proof. The proof is carried out by means of an induction on n.
For ‖y − x, z − x‖ = 1 we have ‖ f (y) − f (x), f (z) − f (x)‖ = 1 by assumption.
Assume that for ‖y− x, z− x‖ = 2(n−1)p , the conclusion ‖ f (y)− f (x), f (z)− f (x)‖ = 2(n−1)p is established. We will show
that ‖ f (y) − f (x), f (z) − f (x)‖ = 2np for ‖y − x, z − x‖ = 2np . Let w = x+y2 , it is easy to see x, y and w are colinear, which
implies f (x), f (y) and f (w) are colinear, that is f (w) − f (x) = α( f (w) − f (x)). We also have
‖w − x, z − x‖ = 2(n−1)p, ‖y − w, z − w‖ = ‖y − w, z − x‖ = 2(n−1)p
and
∥∥ f (w) − f (x), f (z) − f (x)∥∥= 2(n−1)p,∥∥ f (y) − f (w), f (z) − f (x)∥∥= ∥∥ f (y) − f (w), f (z) − f (w)∥∥= 2(n−1)p .
Hence α = 1, f (w) − f (x) = f (w) − f (x),
∥∥ f (y) − f (x), f (z) − f (x)∥∥= ∥∥2( f (w) − f (x)), f (z) − f (x)∥∥= 2p∥∥ f (w) − f (x), f (z) − f (x)∥∥= 2np .
This completes the proof. 
Theorem 3.8. Assume that X be a linear 2-normed space and Y be a linear p-strictly convex (2, p)-normed space and f : X → Y is
locally 2-Lipschitz and satisﬁes (AOPP). Then f is a 2-isometry.
Proof. (I) If ‖y − x, z − x‖ 1, we claim that
∥∥ f (y) − f (x), f (z) − f (x)∥∥= ‖y − x, z − x‖.
If ‖ f (y) − f (x), f (z) − f (x)‖ < ‖y − x, z − x‖, let w = x+ y−x
‖y−x,z−x‖ 1p
. We have ‖w − x, z − x‖ = 1 and
‖y − w, z − w‖ 1p = ‖y − w, z − x‖ 1p = 1− ‖y − x, z − x‖ 1p < 1.
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f (w)‖ 1p  1− ‖y − x, z − x‖ 1p . It follows that
1 = ∥∥ f (w) − f (x), f (z) − f (x)∥∥ 1p = ∥∥ f (w) − f (x)), f (z) − f (x)∥∥ 1p

∥∥ f (w) − f (y), f (z) − f (x)∥∥ 1p + ∥∥ f (y) − f (x), f (z) − f (x)∥∥ 1p
< ‖y − x, z − x‖ 1p + (1− ‖y − x, z − x‖ 1p )
= 1,
which is a contradiction.
(II) Assume that for ‖y − x, z − x‖ 2(n−1)p , the conclusion ‖ f (y) − f (x), f (z) − f (x)‖ = ‖y − x, z − x‖ is established.
If ‖y − x, z − x‖ 2np , let w = x+y2 , so x, y and w are colinear, which implies f (x), f (y) and f (w) are colinear, that is
f (y) − f (w) = α( f (w) − f (x)). We also have
‖w − x, z − x‖ = 2−p‖y − x, z − x‖ 2(n−1)p,
‖y − w, z − w‖ = ‖y − w, z − x‖ = 2−p‖y − x, z − x‖ 2(n−1)p,
by the inductive hypothesis
∥∥ f (w) − f (x), f (z) − f (x)∥∥= ‖w − x, z − x‖,∥∥ f (y) − f (w), f (z) − f (x)∥∥= ∥∥ f (y) − f (w), f (z) − f (w)∥∥= ‖y − w, z − w‖,
hence α = 1, f (y) − f (w) = f (w) − f (x). Therefore
∥∥ f (y) − f (x), f (z) − f (x)∥∥= ∥∥2( f (w) − f (x)), f (z) − f (x)∥∥= 2p∥∥ f (w) − f (x), f (z) − f (x)∥∥
= 2p‖w − x, z − x‖ = ‖y − x, z − x‖. 
Lemma 3.9. Let X , Y be linear (2, p)-normed spaces, assume that if x, y and z are colinear then f (x), f (y) and f (z) are colinear and
that f satisﬁes (AOPP). Then f preserves the area np and 1np for each n ∈ N.
Proof. If ‖y − x, z − x‖ = np , let wk = x + kn (y − x), k = 0,1, . . . ,n, then ‖wk − wk−1, z − wk−1‖ = ‖wk − wk−1, z − x‖ = 1
and ‖ f (wk) − f (wk−1), f (z) − f (x)‖ = ‖ f (wk) − f (wk−1), f (z) − f (wk−1)‖ = 1. Since wk+1, wk and wk−1 are colinear, we
have f (wk+1) − f (wk) = f (wk) − f (wk−1) by the assumption. Hence
∥∥ f (y) − f (x), f (z) − f (x)∥∥=
∥∥∥∥∥
n∑
k=1
(
f (wk) − f (wk−1)
)
, f (z) − f (x)
∥∥∥∥∥=
∥∥n( f (w1) − f (w0)), f (z) − f (x)∥∥= np .
If ‖y − x, z − x‖ = 1np let uk = x+ k(y − x), vk = x+ k(z − x), k = 0,1, . . . ,n, then ‖un − x, z − x‖ = 1,‖uk − uk−1, vn − x‖ =‖uk −uk−1, vn −uk−1‖ = 1 and ‖ f (un)− f (x), f (z)− f (x)‖ = 1, ‖ f (uk)− f (uk−1), f (vn)− f (x)‖ = ‖ f (uk)− f (uk−1), f (vn)−
f (uk−1)‖ = 1. Since uk+1, uk and uk−1 are colinear, we have f (uk+1) − f (uk) = f (uk) − f (uk−1) by the assumption. Hence
∥∥ f (un) − f (x), f (z) − f (x)∥∥=
∥∥∥∥∥
n∑
k=1
(
f (uk) − f (uk−1)
)
, f (z) − f (x)
∥∥∥∥∥=
∥∥n( f (y) − f (x)), f (z) − f (x)∥∥
= np∥∥ f (y) − f (x), f (z) − f (x)∥∥.
Therefore ‖ f (y) − f (x), f (z) − f (x)‖ = 1np 
Lemma 3.10. Let X , Y be linear (2, p)-normed spaces, assume that if x, y and z are colinear then f (x), f (y) and f (z) are colinear
and that f preserves this order, and that f satisﬁes (AOPP). Then f is a 2-Lipschitz mapping.
Proof. We need only to prove that if
‖y − x, z − x‖
(
m
n
)p
, ∀m,n ∈ N,
then
∥∥ f (y) − f (x), f (z) − f (x)∥∥
(
m
)p
.
n
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(‖y−x,z−x‖) 1p
(y − x) where k = 1, . . . ,m. Then
‖pk − pk−1, z − pk−1‖ = ‖pk − pk−1, z − x‖ = 1np .
Hence
∥∥ f (pk) − f (pk−1), f (z) − f (x)∥∥= ∥∥ f (pk) − f (pk−1), f (z) − f (pk−1)∥∥= 1np .
Since y = pm−1 + α(pm − pm−1) for some α ∈ (0,1], we obtain that f (y) = f (pm−1) + β( f (pm) − f (pm−1)) for some
β ∈ (0,1] by the hypothesis. Hence
∥∥ f (y) − f (x), f (z) − f (x)∥∥=
∥∥∥∥∥
(
f (y) − f (pm−1)
)+
m−1∑
i=1
f (pi) − f (pi−1), f (z) − f (x)
∥∥∥∥∥
= ∥∥(m − 1+ β)( f (p1) − f (p0)), f (z) − f (x)∥∥
=
(
m − 1+ β
n
)p

(
m
n
)p
. 
A direct application of Theorem 3.8 and the above two lemmas yield the following results.
Theorem 3.11. Let X be a linear (2, p)-normed space and Y be a linear p-strictly convex (2, p)-normed space, assume that if x, y and
z are colinear then f (x), f (y) and f (z) are colinear and that f preserves this order, and that f satisﬁes (AOPP). Then f : X → Y is a
2-isometry.
Lemma 3.12. Assume that X be a linear 2-normed space and Y be a linear p-strictly convex (2, p)-normed space, if there exist
r > 0,N > 1 with ρ ∈ R, N ∈ N, and a mapping f : X → Y satisﬁes the following conditions:
(1) ‖y − x, z − x‖ = r ⇒ ‖ f (y) − f (x), f (z) − f (x)‖ r;
(2) ‖y − x, z − x‖ = r · 2Np ⇒ ‖ f (y) − f (x), f (z) − f (x)‖ r · 2Np ,
then f satisﬁes the area r preserving property.
Proof. We will show that if ‖y − x, z − x‖ = 2kp · r, then ‖ f (y) − f (x), f (z) − f (x)‖  2kp · r, k = 0,1, . . . ,N , by means of
inductive method.
For ‖y − x, z − x‖ = r we have ‖ f (y) − f (x), f (z) − f (x)‖ r by assumption.
Assume that for ‖y − x, z − x‖ = 2(k−1)p · r, we have ‖ f (y) − f (x), f (z) − f (x)‖ 2(k−1)p · r. If ‖y − x, z − x‖ = 2kpr, let
w = y+x2 . We obtain
‖w − x, z − x‖ = 2(k−1)pr, ‖y − w, z − w‖ = ‖y − w, z − x‖ = 2(k−1)p · r
and
∥∥ f (w) − f (x), f (z) − f (x)∥∥ 2(k−1)pr, ∥∥ f (y) − f (w), f (z) − f (x)∥∥ 2(k−1)p · r.
Hence
∥∥ f (y) − f (x), f (z) − f (x)∥∥ 1p  ∥∥ f (w) − f (x), f (z) − f (x)∥∥ 1p + ∥∥ f (y) − f (w), f (z) − f (x)∥∥ 1p  2kr 1p
that is ‖ f (y) − f (x), f (z) − f (x)‖ 2kp · r. Therefore
2Npr 
∥∥ f (y) − f (x), f (z) − f (x)∥∥ 2Np · r.
It follows that each inequality above is actually an equation. In particular f satisﬁes the area r preserving property. 
Theorem 3.13. Assume that X be a linear 2-normed space and Y be a p-strictly convex linear (2, p)-normed space, if there exist r ∈ R
with r > 0, and N ∈ N with N > 1 and a mapping f : X → Y satisﬁes the following conditions:
(1) ‖y − x, z − x‖ = r ⇒ ‖ f (y) − f (x), f (z) − f (x)‖ ‖y − x, z − x‖;
(2) ‖y − x, z − x‖ = 2Np · r ⇒ ‖ f (y) − f (x), f (z) − f (x)‖ 2Np · r.
Then f is a 2-isometry.
Proof. It is easy to see that f is locally 2-Lipschitz and satisﬁes area r preserving property. Hence f is a 2-isometry by
Theorem 3.6. 
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