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ALUTHGE TRANSFORMS, TRIDIAGONAL KERNELS, AND LEFT
INVERTIBLE OPERATORS
SUSMITA DAS AND JAYDEB SARKAR
Dedicated to Carl Pearcy on the occasion of his 85th birthday
Abstract. We study Aluthge transforms of left invertible shift operators on reproducing
kernel Hilbert spaces (RKHS), and in particular, on tridiagonal spaces. The Aluthge trans-
form of a bounded linear operator T on a Hilbert space is defined by T˜ = |T | 12U |T | 12 , where
T = U |T | is the polar decomposition of T . A RKHS Hk of analytic functions on the open
unit disc is called tridiagonal space if there exist scalars an(6= 0) and bn, n ≥ 0, such that
{(an + bnz)zn}∞n=0 is an orthonormal basis of Hk. It is easy to see that k is a band kernel
with bandwidth 1, and
k(z, w) =
∞∑
n=0
(
(an + bnz)z
n
)(
(a¯n + b¯nw¯)w¯
n
)
.
We consider bounded shift operators Mz on tridiagonal spaces. In the case when bn = 0,
n ≥ 0, k becomes a diagonal kernel and Mz becomes a weighted shift.
We prove that the shift on Hk is left invertible whenever the sequence
{∣∣∣ an
an+1
∣∣∣}
n≥0
is
bounded away from zero. We employ two different approaches to compute Aluthge transforms
of shifts on Hk (or, more general RKHS): the first is based on Shimorin’s analytic model;
and the second approach is rather direct and based on RKHS techniques. In either case, the
resulting Aluthge transforms are shifts on some RKHS.
On the other hand, unlike the case of weighted shifts, we find that Shimorin models fail to
bring to the foreground the tridiagonal structure of shifts. In fact, the tridiagonal structure of
a kernel k, as above, is preserved under Shimorin model if and only if b0 = 0 or thatMz onHk
is a weighted shift. We prove a number of concrete classification results concerning invariance
of tridiagonality of kernels under the action of Aluthge transforms, Shimorin models and
positive operators. We also give explicit algorithms to compute Aluthge transforms of shifts
on truncated tridiagonal spaces. Curiously, in contrast to direct RKHS techniques, often (but
not always) Shimorin models fails to yield tridiagonal Aluthge transforms of shifts defined on
tridiagonal spaces.
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1. Introduction
This paper deals with the merge of three operator and function theoretic concepts, namely,
reproducing (or tridiagonal) kernels, Aluthge transforms, and left invertible operators. There
have been several motivations for our paper. However, our original motivation was to compute
Aluthge transforms of shifts on “concrete analytic Hilbert spaces”, and this is where the
notion of tridiagonal kernels emerged. Indeed, after the classical weighted shifts (also known
as diagonal kernels), tridiagonal kernels are the “next best” concrete examples of analytic
kernels.
It is “fairly easy” (/trivial) to prove that, up to unitary equivalence (/similarity), the
Aluthge transform of a left invertible shift on a reproducing kernel Hilbert space is again a
shift on some (explicit) reproducing kernel Hilbert space (note that a weighted shift is left
invertible so long as the weight sequence is bounded away from zero). This formulation can be
obtained (so far) in two different ways, either by using the reproducing kernel Hilbert space
techniques (see Theorem 2.8), or by employing Shimorin’s analytic models for left invertible
operators (see Theorem 2.4). This is how the idea of Shimorin models emerges in our study.
After all, many researchers have put this forth as a key model for left invertible operators.
The main concern here, however, is to develop flexible and effective method of computation
of Aluthge transforms. This brings us to examine and compare more closely the aforemen-
tioned methods, and subsequently we find that computing Aluthge transforms in the case
of tridiagonal kernels is a quite subtle yet fruitful problem. In particular, our results, from
a computational point of view, seem to indicate that Shimorin models are less effective and
satisfying, in sharp contrast to its role in diagonal kernels. We also derive explicit formulas
by employing the Shimorin model as well as the direct model of Aluthge transforms for some
classes of tridiagonal kernels (which we call truncated tridiagonal kernels). Definite compu-
tations verifies that the direct reproducing kernel Hilbert space technique is more powerful
than Shimorin models. We also prove a number of results concerning concrete representa-
tions of left inverses (see Theorem 2.6), left invertible properties of shifts on tridiagonal spaces
(Theorem 3.4 and Proposition 3.5), new tridiagonal spaces from the old (see Theorem 4.2),
truncated tridiagonal spaces where the Shimorin model coincides with the direct reproducing
kernel Hilbert space model (see Theorem 6.3), a complete classification of quasinormal oper-
ators (see Theorem 7.2) etc. We also provide a family of instructive examples and supporting
counterexamples.
We believe that some of our results may be of independent interest in respective stud-
ies and may find additional applications. To demonstrate these relationships and the main
contribution of this paper, it is now necessary to disambiguate central concepts.
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We begin with reproducing kernel Hilbert spaces. Reproducing kernel Hilbert space theory
is an interdisciplinary subject of pure and applied mathematics. Leaving aside the prehistory,
the classical reference is N. Aronszajn [6]. Briefly stated, the essential idea of this theory is
to single out the role of positive definiteness of inner products, multipliers and bounded point
evaluations of function Hilbert spaces (here all Hilbert spaces are assumed to be separable
and over C). For instance, let E be a Hilbert space and H be a Hilbert space of E-valued
analytic functions on D, where D denote the open unit disc of C. Suppose the evaluation
operator (evaluation functional if E = C) ew : H → E , defined by
ew(f) = f(w) (f ∈ H),
is bounded for all w ∈ D. Then there exists a function (we call it a kernel) k : D×D→ B(E)
(or k : D × D → C if E = C), analytic in the first variable, such that k is positive definite,
that is,
n∑
i,j=1
〈
k(zi, zj)ηj , ηi
〉
E
≥ 0,
for all {zi}ni=1 ⊆ D, {ηi}ni=1 ⊆ E and n ∈ N. Throughout this paper, B(E) will denote the
linear space of all bounded linear operators on E . Note that if E = C, then the above positivity
condition becomes
∑n
i,j=1 c¯icjk(zi, zj) ≥ 0 and ci ∈ C. It is well known that the set
{k(·, w)η : w ∈ D, η ∈ E},
is a total set in H and satisfies the reproducing property〈
ew(f), η
〉
E
=
〈
f(w), η
〉
E
=
〈
f, k(·, w)η
〉
H
,
for all f ∈ H, w ∈ D and η ∈ E . In particular, if E = C, then
ew(f) = f(w) =
〈
f, k(·, w)
〉
H
.
Often we say that k is an analytic kernel and denote the Hilbert space H by Hk and call it
analytic reproducing kernel Hilbert space (analytic Hilbert space, in short). In this case
k(z, w) =
∞∑
n,m=0
Cmnz
mw¯n (z, w ∈ D),
for some Cmn ∈ B(E), m,n ≥ 0. As usual we say that k is a diagonal kernel if
Cmn = 0 (|m− n| ≥ 1).
Following Adams and McGuire [3] (also see the motivating paper Adams, McGuire and
Paulsen [4]), we say that k is a tridiagonal kernel (or band kernel with band-width 1) if
Cmn = 0 (|m− n| ≥ 2).
Typical examples of diagonal kernels are the Szego¨ kernel, Bergman kernel, weighted Bergman
kernels and Dirichlet kernel [31].
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One of the basic ideas in analytic Hilbert spaces is to study the analytic properties of shift
operators. The shift operator Mz on Hk is defined by
(Mzf)(w) = wf(w) (f ∈ Hk, w ∈ D).
Now let {an}n≥0 be a sequence of non-zero scalars and {bn}n≥0 ⊆ C. Set
fn(z) = (an + bnz)z
n (n ≥ 0).
Assume that {fn}n≥0 is an orthonormal basis of an analytic Hilbert space Hk. The well known
fact from reproducing kernel Hilbert space theory then implies
(1.1) k(z, w) =
∞∑
n=0
fn(z)fn(w) (z, w ∈ D),
and hence Hk is a tridiagonal space (rearrangement of the series follows from [3, Theorem 1]).
We now turn to Aluthge transforms. The theory of Aluthge transforms was introduced by
A. Aluthge [5] in 1990 in his study of p-hyponormal operators. Let H be a Hilbert space,
T ∈ B(H), and let T = U |T | be the polar decomposition of T . Here, and throughout this
note, |T | = (T ∗T ) 12 and U is the unique partial isometry such that kerU = ker T . The Aluthge
transform of T is the bounded linear operator
T˜ = |T | 12U |T | 12 .
In an appropriate sense, the Aluthge transform of an operator is closer to being normal, where,
on the other hand, T has a nontrivial invariant subspace if and only if T˜ does. Evidently, the
main difficulty associated with Aluthge transform T˜ of T is to compute or to represent the
positive part |T | (even when T =Mz on Hk). This is certainly not true, as we shall see later,
for weighted shifts.
Finally, we turn to left invertible operators. Analytic model of a left invertible operator
was introduced by Shimorin [33] to study wandering subspaces of shift invariant subspaces of
a class of (mostly diagonal) reproducing kernel Hilbert spaces. His model theory says that if
a bounded linear operator T on a Hilbert space H is a left invertible operator such that
∞⋂
n=0
T nH = {0},
then there exists a (vector-valued and analytic) reproducing kernel Hilbert space Hk such
that T and the shift Mz on Hk are unitarily equivalent. In this case, the kernel k is ex-
plicit (see(2.2)) and useful in studying wandering subspace property of invariant subspaces of
weighted shifts [32, 33]. We refer the reader to [29] and the extensive list of references therein
for recent developments and implementations of Shimorin models.
Let us now briefly recall the concept of weighted shifts (see the classic by Shields [31]). Let
H be a Hilbert space, {en}n≥0 an orthonormal basis of H, and let α = {αn}n≥0 a bounded
sequence of positive real numbers. Then Sαen = αnen+1, n = 0, 1, 2, . . ., defines a weighted
shift with weights {αn}n≥0. In this case, Sα is bounded if and only if
‖Sα‖ := sup
n
βn+1
βn
<∞,
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where βn = α0α1 · · ·αn−1 for all n > 1. Moreover, in this case, S∗αe0 = 0 and S∗αen = α¯n−1en−1
for all n = 1, 2, . . .. In particular, if the sequence {αn}n≥0 is bounded away from zero, then
Sα is a left invertible but non-invertible operator. A simple computation also shows that (or
see the proof of Proposition 2.10) |Sα| = diag(α0, α1, α2, . . .), and hence, S˜α = S√α, where
√
α := {√α0α1,√α1α2, . . .}.
Therefore, the Aluthge transform of the weighted shift Sα is also a weighted shift, namely S√α.
Moreover, if we apply Shimorin’s model to left invertible Sα, then the shift on the Shimorin’s
reproducing kernel Hilbert space is also a weighted shift (a well-known fact, however, see
Proposition 2.10). In other words, weighted shifts behaves well under Aluthge transforms
and Shimorin’s analytic models.
Several natural questions emerge out of the above discussion.
• Here is perhaps the most basic: Consider the shift Mz on an analytic reproducing
kernel Hilbert space Hk. Is the Aluthge transform M˜z of Mz is a shift on some
(explicit) reproducing kernel Hilbert space? Is there a simple/computable formula for
M˜z? What properties does M˜z have as an operator?
• And, here is perhaps the most concrete: What are the answers to the above questions
for a tridiagonal kernel k?
We prove the following set of results:
In Section 2, we employ two natural approaches to prove that, up to unitary equivalence,
the Aluthge transform of a left invertible shift Mz on a vector-valued analytic Hilbert space
Hk ⊆ O(D, E) (here E is a Hilbert space and O(D, E) denote the space of all E-valued analytic
functions on D) is also a left invertible shift on some vector-valued analytic Hilbert space
Hk˜ ⊆ O(D,W). The kernel k˜ is given by either
(1.2)
〈
k˜(z, w)η, ζ
〉
E
=
〈
|Mz|−1(k(·, w)η), k(·, z)ζ)
〉
Hk
(z, w ∈ D, η, ζ ∈ E),
(which we call the standard Aluthge kernel of Mz) or, defined by
k˜(z, w) = PW(I − zL)−1(I − w¯L∗)−1|W (z, w ∈ D),
(which we call the Shimorin-Aluthge kernel of Mz) where W = kerM∗z , PW is the orthogonal
projection from Hk onto W, and
L = |Mz| 12
(
(LMz |Mz|Mz)−1LMz
)
|Mz| 12 ,
and LMz is the Shimorin left inverse of Mz. This is the content of Theorems 2.4 and 2.8. In
Theorem 2.6, we prove that if Hk ⊆ O(D) and C[z] ⊆ Hk, then the left inverse LMz ofMz and
the left inverse LM˜z of M˜z (defined on the space corresponding to the Shimorin-Aluthge kernel
of Mz) are similar up to the perturbation of an operator of rank at most one. Moreover, in
this setting the Shimorin-Aluthge transforms are somewhat more explicit. This is the content
of Theorem 2.7.
In Section 3, we present certain basic properties and constructions of tridiagonal spaces and
study analytic tridiagonal spaces. An analytic tridiagonal kernel is a scalar tridiagonal kernel
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k as in (1.1) such that
C[z] ⊆ Hk,
and
sup
n≥0
∣∣∣ an
an+1
∣∣∣ <∞ and lim sup
n≥0
∣∣∣ bn
an+1
∣∣∣ < 1,
(which ensures that Mz on Hk is bounded) and∣∣∣ an
an+1
∣∣∣ > ǫ (n ≥ 0),
for some ǫ > 0. The latter condition means that the sequence
{∣∣∣ anan+1
∣∣∣}
n≥0
is bounded
away from zero, and as we will see in Theorem 3.4, this also ensures that Mz on Hk is left
invertible. This assumption is natural as it is also a necessary and sufficient condition for left
invertibility of weighted shifts (that is, bn = 0 for all n ≥ 0 case). In fact, the weighted shift
Sα corresponding to the weight sequence {αn}∞n=0 is left invertible if and only if the sequence
{αn}n≥0 is bounded away from zero (cf. Proposition 2.10). A scalar-valued analytic Hilbert
space is called analytic tridiagonal space if the kernel function is an analytic tridiagonal
kernel. We compute representations of Shimorin left inverses of shifts on analytic tridiagonal
spaces (see Proposition 3.3 and Theorem 3.6). In Proposition 3.5 we prove that the shift on
an analytic tridiagonal space Hk is analytic in the sense of Shimorin. Example 3.7 shows
that Shimorin-Aluthge kernel of shifts do not necessarily preserve the structure of tridiagonal
kernels.
Consider the shift Mz on a tridiagonal space Hk. We are specifically interested in the tridi-
agonal structure of the standard Aluthge kernel k˜ (the scalar version of (1.2)). Thus, if we
wish the kernel k˜ to be a tridiagonal one, then we are reduced to prove that
(z, w) 7→
〈
|Mz|−1k(·, w), k(·, z)
〉
Hk
,
defines a tridiagonal kernel on D. Note that |Mz|−1 is a positive operator on Hk. From this
point of view, the main result of Section 4, namely Theorem 4.2, classifies positive operators
P on a tridiagonal space Hk such that
K(z, w) :=
〈
Pk(·, w), k(·, z)
〉
Hk
(z, w ∈ D),
defines a tridiagonal kernel on D. More specifically, if
P =


c00 c01 c02 c03 . . .
c¯01 c11 c12 c13
. . .
c¯02 c¯12 c22 c23
. . .
c¯03 c¯13 c¯23 c33
. . .
...
...
...
. . .
. . .


,
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represent the matrix representation of P with respect to the basis {(an + bnz)zn}n≥0 of the
tridiagonal spaceHk, then the positive definite scalar kernel K, defined as above, is tridiagonal
if and only if
c0n = (−1)n−1 b¯1 · · · b¯n−1
a¯2 · · · a¯n ,
for all n ≥ 2, and
cmn = (−1)n−m+1 b¯m+1 · · · b¯n−1
a¯m+2 · · · a¯n cm,m+1,
for all 1 ≤ m ≤ n− 2.
In Section 5, we discuss tridiagonal representations of Shimorin-Aluthge kernels. It is easy to
see that if k, as defined in (1.1), is a diagonal kernel (that is, if bn = 0 for all n ≥ 0), then the
Shimorin-Aluthge kernel is also a diagonal kernel (cf. Proposition 2.10). However (as already
pointed out), Shimorin models do not necessarily preserve the structure of tridiagonal kernels.
We are nevertheless able to prove in Theorem 5.1 that it does for an analytic tridiagonal kernel
k if and only if
b0 = 0,
or that Mz on Hk is a weighted shift.
In Section 6 we consider truncated spaces (subclass of analytic tridiagonal spaces) in order
to pinpoint more definite results, instructive examples and counterexamples on Shimorin-
Aluthge kernels of shifts. A truncated space of order r(> 2) is an analytic tridiagonal space
Hk such that
bn = 0 (n 6= 2, 3, . . . , r).
The computational advantage of a truncated space is that it annihilate a rank one operator
(see (2.7)) associated with the Shimorin left inverse of the corresponding shift Mz. As a
result, in this case we are able to prove a complete classification of tridiagonal Shimorin-
Aluthge kernels of shifts. This is the content of Theorem 6.3. Curiously, the classification
criterion of Theorem 6.3 is also the classification criterion of tridiagonality of standard Aluthge
kernels. That is, in this case (see Corollary 6.4), tridiagonality of Shimorin-Aluthge kernels
implies and implied by tridiagonality of standard Aluthge kernels of Theorem 6.3. On the
other hand, if we consider a tridiagonal kernel k with
b0 = b1 = 1 or b0 = 1,
and all other bi’s are equal to 0, then the corresponding standard Aluthge kernel of Mz is a
tridiagonal kernel but the corresponding Shimorin-Aluthge kernel of Mz is not a tridiagonal
kernel. This is the main content of Example 6.5.
In the theory of Aluthge transforms, quasinormal operators have played an important role.
In Theorem 7.2, we prove that Mz on an analytic tridiagonal space Hk (here we do not need
left invertibility of shifts) is quasinormal if and only if there exists a positive number r such
that
M∗zMz −MzM∗z = rPCf0,
where PCf0 denote the orthogonal projection of Hk onto the one dimensional space Cf0 and
Cf0 = kerM
∗
z . This is the main content of Section 7.
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Finally, we come to some of the important contributions to the theory of Aluthge trans-
forms and related areas. For a thorough analysis of Aluthge transforms we refer the reader
to the series of papers by Jung, Ko and Pearcy [21, 22, 23, 24] (also see Ito, Yamazaki and
Yanagida [20], Furuta [18] and Furuta and Yanagida [17]). Ando [7] exploited Aluthge trans-
forms to study the relation between numerical ranges and the convex hull of spectrums of
linear operators. We also point out another important and related notion, namely, Duggal
transforms, and refer the reader to Foias, Jung, Ko and Pearcy [16] on complete contractivity
of algebra homomorphisms of Aluthge and Duggal transforms in the sense of Riesz-Dunford
functional calculus.
The theory of iterations of Aluthge transforms ({T˜ (n)}n≥0, where T˜ (0) = T and T˜ (n) = T˜ (n−1),
n ≥ 1) is intricate. Dykema and Schultz [14] proved that the iterated Aluthge transform
of an operator T converges to a normal operator whose Brown measure agrees with that
of T . Also see Jung, Kim and Ko [25] in the context of iteration of Aluthge transforms of
composition operators, Benhida and Zerouali [10] in the context of backward Aluthge iterates
of hyponormal operators. In the setting of finite dimensional Hilbert spaces, iterations of
Aluthge transforms is also a challenging problem. See Ando and Yamazaki [9] on 2 × 2
matrices, and most notably Antezana, Pujals and Stojanoff [8] on convergency of iterations of
matrices. Also see Exner [15] on Aluthge transforms and Agler contractivity. For the study
of Aluthge transforms in the setting of multivariable weighted shifts, we refer the reader to
Curto and Yoon [13] and the references therein. We refer Abu and Kittaneh [1] and Chabbabi
and Mbekhta [12] for spectral radius and numerical radius of Aluthge transforms. We also
refer [11, 27, 30] and the references therein for more on Aluthge transforms.
2. Aluthge transforms of shifts
In this section, we prove that the Aluthge transform of a left invertible shift on an analytic
Hilbert space is again a shift on some analytic Hilbert space. We present two approaches to
this problem, one based on Shimorin’s analytic models of left invertible operators and one is
based on rather direct reproducing kernel Hilbert space techniques.
We begin with a brief introduction to the construction of Shimorin’s analytic models of
left invertible operators. Let H be a Hilbert space, and let T ∈ B(H). We say that T
is left invertible if there exists X ∈ B(H) such that XT = IH. It is easy to check that
this equivalently means that T is bounded below, that is, there exists M > 0 such that
‖Tf‖ ≥M‖f‖ for all f ∈ H, which is also equivalent to the invertibility of T ∗T . A bounded
linear operator X ∈ B(H) is said to be analytic [33] if
(2.1)
∞⋂
n=1
XnH = {0}
Note that from the viewpoint of shifts on analytic reproducing kernel Hilbert spaces, analyt-
icity is a natural condition (cf. Proposition 3.5). Let T ∈ B(H) be a bounded below operator.
Then
LT = (T
∗T )−1T ∗,
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is an left inverse of T . We call LT the Shimorin left inverse, to distinguish it from other left
inverses of T . Set
W = ker T ∗ = H⊖ TH,
and Ω = {z ∈ C : |z| < r(T )}, where r(T ) is the spectral radius of T . Then it follows from
Shimorin [33, Corollary 2.14] that
(2.2) kT (z, w) = PW(I − zLT )−1(I − w¯L∗T )−1|W (z, w ∈ Ω),
defines a B(W)-valued analytic kernel kT : Ω×Ω→ B(W), which we call the Shimorin kernel
(of T ). We lose no generality by assuming, as we shall do, that Ω = D. If, in addition, T is
analytic, then we have the following (see Shimorin, [33]):
Theorem 2.1. Let T ∈ B(H) be an analytic left invertible operator. Then T on H and Mz
on HkT are unitarily equivalent.
It is easy to see that
(2.3) PW = IH − TLT ,
where PW denotes the orthogonal projection onto W = ker T ∗. This plays an important role
in the proof of the above theorem.
Now we observe the following simple fact concerning Aluthge transforms of left invertible
operators:
Lemma 2.2. Let T be a left invertible operator on H. Then
T˜ = |T | 12T |T |− 12 ,
and
ker T˜ ∗ = |T |− 12 ker T ∗.
In particular, T˜ is similar to T .
Proof. Indeed, T˜ = |T | 12U |T | 12 = |T | 12 (U |T |)|T |− 12 = |T | 12T |T |− 12 , as T ∗T is invertible. The
second equality follows from the first.
However, from reproducing kernel Hilbert space point of view, if we assume that T is a
shift on an analytic Hilbert space, then T˜ , up to unitary equivalence, is also a shift on an
explicit analytic Hilbert space. We will get back to this in Theorem 2.8, and continue our
discussion of Shimorin models.
Proposition 2.3. Let T be an analytic left invertible operator on H. Then
LTL
∗
T = |T |−2,
and the Shimorin left inverse LT˜ of the Aluthge transform T˜ is given by
LT˜ = |T |
1
2
(
(LT |T |T )−1LT
)
|T | 12 = |T | 12
(
(T ∗|T |T )−1T ∗
)
|T | 12 .
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Proof. The first equality follows from
LTL
∗
T = (T
∗T )−1T ∗T (T ∗T )−1 = (T ∗T )−1.
To prove the second one, note that by Lemma 2.2, we have T˜ ∗T˜ = |T |− 12 (T ∗|T |T )|T |− 12 . Since
T ∗|T |T is invertible, it follows that
(T˜ ∗T˜ )−1 = |T | 12 (T ∗|T |T )−1|T | 12 .
Then
LT˜ = (T˜
∗T˜ )−1T˜ ∗ = (|T | 12 (T ∗|T |T )−1|T | 12 )|T |− 12T ∗|T | 12 = |T | 12
(
(T ∗|T |T )−1T ∗
)
|T | 12 .
On the other hand, since T ∗ = |T |2LT , we have T ∗|T |T = |T |2LT |T |T , and hence
(T ∗|T |T )−1 = (LT |T |T )−1|T |−2.
Therefore
(T˜ ∗T˜ )−1 = |T | 12 (LT |T |T )−1|T |− 32 ,
which gives
LT˜ = (T˜
∗T˜ )−1T˜ ∗ = |T | 12 (LT |T |T )−1|T |−2(T ∗|T | 12 ) = |T | 12 (LT |T |T )−1LT |T | 12 ,
and completes the proof.
The above equality LTL
∗
T = |T |−2 will be useful in what follows. As a consequence of the
above and Theorem 2.1, we easily derive the following:
Theorem 2.4. Let E be a Hilbert space, and let k : D × D → B(E) be an analytic kernel.
Assume that Mz is an analytic left invertible operator on Hk. Then the Aluthge transform
M˜z of Mz on Hk is unitarily equivalent to the multiplication operator Mz on Hk˜ ⊆ O(D,W),
where
k˜(z, w) = PW˜(I − zL)−1(I − w¯L∗)−1|W˜ (z, w ∈ D),
W˜ = ker M˜∗z , and
L = |Mz| 12
(
(LMz |Mz|Mz)−1LMz
)
|Mz| 12 .
Definition 2.5. The kernel k˜ is called the Shimorin-Aluthge kernel of Mz.
Under some additional assumptions on scalar-valued analytic kernels, we now prove that,
up to similarity and a perturbation of an operator of rank at most one, LM˜z and LMz are the
same. As far as concrete examples are concerned, and as we will see in the case of tridiagonal
spaces, these assumptions are indispensable and natural (see for instance Lemma 3.2).
Theorem 2.6. Let k : D× D→ C be an analytic kernel, C[z] ⊆ Hk, and let {fn} ⊆ C[z] be
an orthonormal basis of Hk. Assume that Mz is an analytic left invertible operator on Hk,
kerM∗z = Cf0, and
fn ∈ span{zm : m ≥ 1} (n ≥ 1).
Then LM˜z and LMz are similar up to the perturbation of an operator of rank at most one.
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Proof. Since kerM∗z = Cf0, by the definition of Shimorin left inverse, LMzf0 = 0 and
LMzz
n = LMzMz(z
n−1) = zn−1,
that is
(2.4) LMzz
n = zn−1 (n ≥ 1).
In particular, LMzfn ∈ C[z] for all n ≥ 0. Moreover, for each n ≥ 1, we have
LM˜z(|Mz|
1
2 zn) = |Mz| 12
(
(LMz |Mz|Mz)−1LMz
)
|Mz|zn
= |Mz| 12 (LMz |Mz|Mz)−1(LMz |Mz|Mz)zn−1
= |Mz| 12 zn−1.
Therefore, we have (
|Mz|− 12LM˜z |Mz|
1
2
)
zn = LMzz
n = zn−1 (n ≥ 1).
Then (
|Mz|− 12LM˜z |Mz|
1
2 − LMz
)
fn = 0,
that is (
|Mz|− 12LM˜z |Mz|
1
2 − LMz
)
|span{fn:n≥1} = 0.
Finally, we have clearly(
|Mz|− 12LM˜z |Mz|
1
2 − LMz
)
f0 =
(
|Mz|− 12LM˜z |Mz|
1
2
)
f0,
and hence
(2.5) F :=
(
|Mz|− 12LM˜z |Mz|
1
2 − LMz
)∣∣∣
Cf0
,
is of rank at most one, and consequently LM˜z |Mz|
1
2 = |Mz| 12 (LMz + F ). This completes the
proof of the theorem.
The following analysis of the finite rank operator F , defined as in (2.5), will be useful. Note
that
(2.6) LM˜z |Mz|
1
2 = |Mz| 12 (LMz + F ).
Let g ∈ Hk. Clearly, since LMzf0 = 0, we have
Fg =
〈
g, f0
〉
Hk
(
|Mz|− 12LM˜z |Mz|
1
2f0
)
Then Proposition 2.3 implies that
(2.7) Fg =
〈
g, f0
〉
Hk
(
(M∗z |Mz|Mz)−1M∗z |Mz|f0
)
(g ∈ Hk).
The appearance of the finite rank operator F causes severe computational difficulties for
Aluthge transforms in the setting of Shimorin-Aluthge kernels of shifts (see the examples and
the main theorem in Section 6). On the other hand, combining Theorem 2.1, Proposition 2.3
and (2.6), we have:
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Theorem 2.7. In the setting of Theorem 2.6, the Aluthge transform M˜z of Mz on Hk is
unitarily equivalent to the shift Mz on Hk˜, where
k˜(z, w) = PW(I − zL)−1(I − w¯L∗)−1|W ,
W = |Mz|− 12 kerM∗z = C(|Mz|−
1
2f0), and
L = |Mz| 12 (LMz + F )|Mz|−
1
2 ,
and
Fg =
〈
g, f0
〉
Hk
(
(M∗z |Mz|Mz)−1M∗z |Mz|f0
)
(g ∈ Hk).
We now revisit Theorem 2.4 from a direct reproducing kernel Hilbert space standpoint.
Indeed, there is a rather simpler and more direct proof of Theorem 2.4 which avoids using
the analytic model of left invertible operators. In this case, also, the reproducing kernel of
the corresponding Aluthge transform is explicit.
Theorem 2.8. Let E be a Hilbert space, k : D × D → B(E) be an analytic kernel. Assume
that Mz is an analytic left invertible operator on Hk. Then〈
k˜(z, w)η, ζ
〉
E
=
〈
|Mz|−1(k(·, w)η), k(·, z)ζ)
〉
Hk
(z, w ∈ D, η, ζ ∈ E),
defines a kernel k˜ : D × D → B(E), Mz on Hk˜ defines a bounded linear operator, and there
exists a unitary U : Hk → Hk˜ such that UM˜z =MzU .
Proof. First note that k˜, as defined in the statement, is a B(E)-valued analytic kernel. Indeed〈
|Mz|−1(k(·, w)η), k(·, z)ζ)
〉
Hk
=
〈
|Mz|− 12 (k(·, w)η), |Mz|− 12 (k(·, z)ζ))
〉
Hk
,
for all z, w ∈ D and η, ζ ∈ E , and k is a B(E)-valued analytic kernel. Then
Hk˜ = |Mz|−
1
2Hk = Hk,
and
{|Mz|− 12 (k(·, w)η) : w ∈ D, η ∈ E},
is a total set in Hk˜. Moreover〈
|Mz|− 12 f, |Mz|− 12 g
〉
H
k˜
=
〈
f, g
〉
Hk
(f, g ∈ Hk).
Clearly, h ∈ Hk 7→ |Mz|− 12h defines a unitary map U : Hk → Hk˜. Now by Lemma 2.2, we
have
M˜∗z = |Mz|−
1
2M∗z |Mz|
1
2 ,
which implies that
M˜∗z
(
|Mz|− 12 (k(·, w)η)
)
= |Mz|− 12M∗z (k(·, w)η) = w¯
(
|Mz|− 12 (k(·, w)η)
)
,
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for all w ∈ D and η ∈ E . Then
M˜∗zU(k(·, w)η) = M˜∗z
(
|Mz|− 12 (k(·, w)η)
)
= |Mz|− 12 (w¯k(·, w)η)
= |Mz|− 12M∗z (k(·, w)η)
= UM∗z (k(·, w)η),
that is UM˜z =MzU .
Definition 2.9. The kernel k˜ is called the standard Aluthge kernel of Mz.
In particular, if k is a scalar-valued kernel, then
k˜(·, w) = |Mz|− 12k(·, w),
and
k˜(z, w) =
〈
|Mz|−1k(·, w), k(·, z)
〉
Hk
(z, w ∈ D).
Therefore, if Hk is a tridiagonal space, then there are two ways to compute the Aluthge kernel
k˜: use Theorem 2.4, or use the one above. However, it is curious to note that, from a general
computational point of view, neither approach is completely satisfactory and definite. On
the other hand, often the standard Aluthge kernel approach (and sometimes both standard
Aluthge kernel and Shimorin-Aluthge kernel approaches) lead to satisfactory results. We will
discuss this in the computational part of this paper.
In the setting of left invertible weighted shifts, it is well known that the shift on the analytic
Hilbert space HkS corresponding to the Shimorin kernel kS (see the definition in (2.2)) is also
a weighted shift. Nonetheless, we sketch the proof here for the sake of completeness and the
reader’s convenience.
Proposition 2.10. Let Sα be the weighted shift with weight sequence {αn}n≥0. If the sequence
{αn}n≥0 is bounded away from zero, then Sα is left invertible, and the Shimorin kernel kSα is
a diagonal kernel.
Proof. Let {en}n≥0 be an orthonormal basis of a Hilbert space H, and let Sαen = αnen+1 for
all n ≥ 0. Observe that W = ker S∗α = Ce0 and
S∗αen =
{
0 if n = 0
αn−1en−1 if n ≥ 1.
Then
S∗αSαen = α
2
nen (n ≥ 0).
Since {αn}n≥0 is bounded away from zero, it follows that S∗αSα is invertible, and hence Sα is
left invertible. Then the Shimorin left inverse LSα := (S
∗
αSα)
−1S∗α is given by
LSαen =
{
0 if n = 0
1
αn−1
en−1 if n ≥ 1.
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Therefore, LSα is the backward shift, and
LmSαen =


0 if m > n
1
α0···αn−1 e0 if m = n
1
αn−1···αn−m en−m if m < n.
Moreover L∗mSα en =
1
αnαn+1···αn+m−1 en+m for all n,m ≥ 0. In particular
L∗mSα e0 =
1
α0α1 · · ·αm−1 em (m ≥ 1).
Therefore we have
PWL
m
Sα
L∗nSαe0 =
{
0 if m 6= n
1
(α0···αn−1)2 e0 if m = n,
and thus we have clearly
kSα(z, w) =
∞∑
n=0
1
(α0 · · ·αn−1)2 (zw¯)
n (z, w ∈ D).
Notice in the above
LSα =


0 1
α0
0 0 . . .
0 0 1
α1
0
. . .
0 0 0 1
α2
. . .
0 0 0 0
. . .
...
...
...
. . .
. . .


,
that is, LSα is the backward shift corresponding to the weight sequence { 1αn}n≥0. As pointed
out earlier, this is a well known fact. However, we will see in Example 3.7 that this property
does not hold for tridiagonal kernels.
3. Tridiagonal kernels and left invertibility
We now turn to tridiagonal reproducing kernel Hilbert spaces. The main contribution
of this section is the left invertibility and representations of Shimorin left inverses of shifts
on tridiagonal reproducing kernel Hilbert spaces, and a counterexample relating tridiagonal
kernels and Shimorin models.
The notion of a tridiagonal reproducing kernel Hilbert space was introduced by Adams
and McGuire [3] (also see Adams, McGuire and Paulsen [4] for motivation). Here we avoid
finer technicalities and introduce only the necessary features of tridiagonal reproducing kernel
Hilbert spaces. Let E be a Hilbert space, k be a B(E)-valued analytic kernel on D, and let
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Hk ⊆ O(D, E) be the corresponding reproducing kernel Hilbert space of analytic functions on
D. Then there exists a sequence {Cmn}m,n≥0 ⊆ B(E) such that
k(z, w) =
∞∑
m,n=0
Cmnz
mw¯n (z, w ∈ D).
We say that k is a tridiagonal kernel if
Cmn = 0 (|m− n| ≥ 2).
In this case, we say that Hk is a tridiagonal space corresponding to the tridiagonal kernel k.
We now introduce analytic tridiagonal spaces. A tridiagonal space Hk is said to be analytic
tridiagonal space if E = C, C[z] ⊆ Hk and there exist a pair of sequences of complex numbers
{an}n≥0 and {bn}n≥0, an 6= 0 for all n ≥ 0, such that {fn}n≥0 is an orthonormal basis of Hk,
where
fn(z) = (an + bnz)z
n (n ≥ 0),
and
(3.1) sup
n≥0
∣∣∣ an
an+1
∣∣∣ <∞ and lim sup
n≥0
∣∣∣ bn
an+1
∣∣∣ < 1,
and the sequence
{∣∣∣ anan+1
∣∣∣}
n≥0
is bounded away from zero. The latter condition means that
there is a number ǫ > 0 such that
(3.2)
∣∣∣ an
an+1
∣∣∣ > ǫ (n ≥ 0).
A positive definite kernel k : D × D → C is called analytic tridiagonal kernel if the corre-
sponding reproducing kernel Hilbert space Hk is an analytic tridiagonal space.
Note that the conditions in (3.1) ensure that the shift Mz is a bounded linear operator
on Hk [3, Theorem 5]. On the other hand, as we will see in Theorem 3.4, condition (3.2)
ensures thatMz is left invertible. We refer the reader to [3, Theorem 2] for the containment of
polynomials in tridiagonal reproducing kernel Hilbert spaces. Also, it is worthwhile recalling
that a weighted shift Sα is bounded if and only if
sup
n≥0
αn <∞.
In this case, Sα is left invertible if and only if {αn}n≥0 is bounded away from zero (cf.
Proposition 2.10). By translating this into the setting of reproducing kernel Hilbert spaces
[31, Proposition 7], it is clear that the conditions of analytic tridiagonal kernels are natural.
In particular, if bn = 0, n ≥ 0, then (3.2) is a necessary and sufficient condition for left
invertibility of shifts on diagonal kernels.
Suppose k is an analytic tridiagonal kernel. It is well known and a general fact [6] that
(3.3) k(z, w) =
∞∑
n=0
fn(z)fn(w),
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and hence
k(z, w) = |a0|2 +
∑
n≥1
(|an|2 + |bn−1|2)znw¯n +
∑
n≥0
anb¯nz
nw¯n+1 +
∑
n≥0
a¯nbnz
n+1w¯n,
for all z, w ∈ D (see [3, Theorem 1] on rearrangement of the above series). Now, for each
n ≥ 0, we write [3, Section 3]
zn =
∞∑
m=0
αmfm,
for some αm ∈ C, m ≥ 0. Then
zn = α0a0 +
∞∑
m=1
(αm−1bm−1 + αmam)zm.
Thus comparing coefficients, we have
α0 = α1 = · · · = αn−1 = 0 and αn = 1
an
,
as am’s are non-zero scalars. Moreover, αn+j−1bn+j−1 + αn+jan+j = 0, and hence
αn+j = −αn+j−1bn+j−1
an+j
,
and thus
αn+j =
(−1)j
an
bnbn+1 · · · bn+j−1
an+1 · · ·an+j ,
for all j ≥ 1. This implies
(3.4) zn =
1
an
∞∑
m=0
(−1)m
( ∏m−1
j=0 bn+j∏m−1
j=0 an+j+1
)
fn+m (n ≥ 0),
where
−1∏
j=0
xn+j := 1. With this, we now proceed to compute Mz. Let n ≥ 0. Then
Mzfn = anz
n+1 + bnz
n+2
=
an
an+1
fn+1 + (bn − anbn+1
an+1
)zn+2
=
an
an+1
fn+1 + an+2
( bn
an+2
− an
an+1
bn+1
an+2
)
zn+2,
that is
(3.5) Mzfn =
an
an+1
fn+1 + an+2cnz
n+2,
where
(3.6) cn =
an
an+2
( bn
an
− bn+1
an+1
)
(n ≥ 0).
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Then (3.4) implies that
(3.7) Mzfn =
( an
an+1
)
fn+1 + cn
∞∑
m=0
(−1)m
(∏m−1
j=0 bn+2+j∏m−1
j=1 an+3+j
)
fn+2+m (n ≥ 0).
Hence, the matrix representation [Mz] ofMz on the analytic tridiagonal space Hk with respect
to the orthonormal basis {fn}n≥0 is given by (also see [3, Page 729])
(3.8) [Mz ] =


0 0 0 0 . . .
a0
a1
0 0 0
. . .
c0
a1
a2
0 0
. . .
−c0b2
a3
c1
a2
a3
0
. . .
c0b2b3
a3a4
−c1b3
a4
c2
a3
a4
. . .
−c0b2b3b4
a3a4a5
c1b3b4
a4a5
−c2b4
a5
c4
. . .
...
...
...
. . .
. . .


.
In particular, Mz is a weighted shift if and only if cn = 0 for all n ≥ 0. Moreover, by (3.6),
we have
cn = 0 if and only if
bn+1
an+1
=
bn
an
(n ≥ 0).
Therefore, we have the following useful observation:
Lemma 3.1. The shift Mz on an analytic tridiagonal space Hk is a weighted shift if and only
if cn = 0 for all n ≥ 0, or, equivalently,
{
bn
an
}
n≥0
is a constant sequence.
Next, we note that the matrix representation of the conjugate of Mz is given by
(3.9) [M∗z ] =


0 a¯0
a¯1
c¯0
−c¯0b¯2
a¯3
−c¯0b¯2 b¯3
a¯3a¯4
. . .
0 0 a¯1
a¯2
c¯1
−c¯1b¯3
a¯4
. . .
0 0 0 a¯2
a¯3
c¯2
. . .
0 0 0 0 a¯3
a¯4
. . .
...
...
...
...
. . .
. . .


.
It will be useful to record here the following fact. The proof uses the assumption that
C[z] ⊆ Hk.
Lemma 3.2. If Hk is an analytic tridiagonal space, then
kerM∗z = Cf0.
Proof. Clearly, (3.9) implies that f0 ∈ kerM∗z . On the other hand, from C[z] ⊆ Hk we deduce
that
fn = Mz(anz
n−1 + bnzn) ∈ ranMz,
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for all n ≥ 1, and hence
span{fn : n ≥ 1} ⊆ ranMz.
The result now follows from the fact that
Cf0 =
(
span{fn : n ≥ 1}
)⊥
⊇ kerM∗z .
Recall that the conditions in (3.1) on {fn}n≥0 (or on the tridiagonal kernel k) ensures that
the shift Mz is a bounded linear operator on Hk. We now use condition (3.2) to prove that
Mz is left invertible.
Before we state and prove the result, we need to construct a specific bounded linear operator.
The choice of this operator is not accidental, as we will see in Theorem 3.6 that it is nothing
but the Shimorin left inverse of Mz. For each n ≥ 1, set
(3.10) dn =
bn
an
− bn−1
an−1
.
Proposition 3.3. Let k be an analytic tridiagonal kernel corresponding to the orthonormal
basis {fn}n≥0, where fn(z) = (an + bzz)zn, n ≥ 0. Then the linear operator L defined by
[L] =


0 a1
a0
0 0 0 . . .
0 d1
a2
a1
0 0
. . .
0 −d1b1
a2
d2
a3
a2
0
. . .
0 d1b1b2
a2a3
−d2b2
a3
d3
a4
a3
. . .
0 −d1b1b2b3
a2a3a4
d2b2b3
a3a4
−d3b3
a4
d4
. . .
...
...
...
...
. . .
. . .


,
with respect to the orthonormal basis {fn}n≥0 defines a bounded linear operator on Hk.
Proof. For each n ≥ 1, we have clearly dn = bnan −
bn−1
an−1
= an+1
an
bn
an+1
− an
an−1
bn−1
an
, and hence
|dn| ≤
∣∣∣an+1
an
∣∣∣∣∣∣ bn
an+1
∣∣∣+ ∣∣∣ an
an−1
∣∣∣∣∣∣bn−1
an
∣∣∣.
Since the sequence
{∣∣∣ anan+1
∣∣∣}
n≥0
is bounded away from zero (see (3.2)), we have that
sup
n≥0
∣∣∣an+1
an
∣∣∣ <∞.
This and the second assumption then imply that {dn} is a bounded sequence.
Let S denote the matrix obtained from [L] by deleting all but the superdiagonal elements
of [L]. Similarly, L0 denote the matrix obtained from [L] by deleting all but the diagonal
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elements of [L], and in general, assume that Li denote the matrix obtained from [L] by
deleting all but the i-th subdiagonal of [L], i = 0, 1, 2 . . .. Since
L = S +
∑
i≥0
Li,
it clearly suffices to prove that S and {Li}i≥0 are bounded linear operators, and S +
∑
i≥0 Li
is absolutely convergent. Note that
‖S‖ = sup
n≥0
∣∣∣an+1
an
∣∣∣ <∞.
Moreover, our assumption lim supn≥0
∣∣∣ bnan+1
∣∣∣ < 1 implies that∣∣∣ bn
an+1
∣∣∣ < r (n ≥ n0),
for some r < 1 and n0 ∈ N. Set
M = sup
n≥1
{∣∣∣ bn
an+1
∣∣∣, |dn|}.
Then ‖Li‖ ≤M i+1 for all i = 0, . . . , n0, and
‖Li‖ ≤M i+1ri−n0 (i > n0),
from which it follows that
‖S‖+
∑
i≥0
‖Li‖ = sup
n≥0
∣∣∣an+1
an
∣∣∣+ ∑
0≤i≤n0
‖Li‖+
∑
i≥n0+1
‖Li‖
≤ sup
n≥0
∣∣∣an+1
an
∣∣∣ + ∑
0≤i≤n0
‖Li‖+Mn0+1
( ∑
i≥n0+1
ri−n0
)
≤ sup
n≥0
∣∣∣an+1
an
∣∣∣ + ∑
0≤i≤n0
‖Li‖+Mn0+1 r
1− r ,
and completes the proof of the theorem.
We are now ready to prove that Mz is left invertible.
Theorem 3.4. In the setting of Proposition 3.3, we have
LMz = IHk .
In particular, Mz is left invertible.
Proof. We consider the matrix representations of Mz and L as in (3.8) and Proposition 3.3,
respectively. Let [L][Mz] = (αmn)m,n≥0. Clearly it suffices to prove that αmn = δmn. It is easy
to see that αn,n+k = 0 for all k ≥ 1. Now by (3.6), we have
(3.11) cn = − an
an+2
dn+1 (n ≥ 0).
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Note that the r-th column, r ≥ 0, of [Mz ] is the transpose of(
0, . . . , 0,
ar
ar+1
, cr,−crbr+2
ar+3
, . . . , (−1)n−r−2 crbr+2 · · · bn−1
ar+3 · · · an , (−1)
n−r−1 crbr+2 · · · bn
ar+3 · · · an+1 , . . .
)
,
and the n-th row, n ≥ 0, of [L] is given by
(
0,(−1)n−1d1b1 · · · bn−1
a2 · · · an , (−1)
n−2d2b2 · · · bn−1
a3 · · · an , (−1)
n−3d3b3 · · · bn−1
a4 · · · an , . . .
. . . ,
−dn−1bn−1
an
, dn,
an+1
an
, 0, 0, . . .
)
Now, if r ≤ (n− 2), then the αnr (the (n, r)-th entry of [L][Mz ]) is given by
αnr = (−1)n−r−1dr+1br+1 · · · bn−1
ar+2 · · · an
ar
ar+1
+ (−1)n−r−2dr+2br+2 · · · bn−1
ar+3 · · · an cr
+ (−1)n−r−3dr+3br+3 · · · bn−1
ar+4 · · ·an (−cr
br+2
ar+3
) + · · ·+ (−dn−1bn−1
an
)(−1)n−r−3cr br+2 · · · bn−2
ar+3 · · · an−1
+ dn(−1)n−r−2cr br+2 · · · bn−1
ar+3 · · · an +
an+1
an
(−1)n−r−1cr br+2 · · · bn
ar+3 · · · anan+1 ,
and hence, using (3.11), we obtain
αnr = (−1)n−r−1dr+1 arbr+1 · · · bn−1
ar+1ar+2 · · · an + (−1)
n−r−2(− ar
ar+2
dr+1)
dr+2br+2 · · · bn−1
ar+3 · · · an +
(−1)n−r−2(− ar
ar+2
dr+1)(
br+2
ar+3
)(
dr+3br+3 · · · bn−1
ar+4 · · · an ) + · · ·
+ (−1)n−r−2(− ar
ar+2
dr+1)
dnbr+2 · · · bn−1
ar+3 · · · an + (−1)
n−r−1(− ar
ar+2
dr+1)(
br+2 · · · bn
ar+3 · · · a2n
)
= (−1)n−r−1dr+1
( arbr+1 · · · bn−1
ar+1ar+2 · · · an +
arbr+2 · · · bn−1
ar+2ar+3 · · · andr+2 +
arbr+2 · · · bn−1
ar+2ar+3 · · · andr+3+
· · ·+ arbr+2 · · · bn−1
ar+2ar+3 · · · andn−1 +
arbr+2 · · · bn−1
ar+2ar+3 · · · andn −
arbr+2 · · · bn
ar+2ar+3 · · ·a2n
)
= (−1)n−r−1dr+1 arbr+2 · · · bn−1
ar+2ar+3 · · · an
(
br+1
ar+1
+ (dr+2 + dr+3 + · · ·+ dn−1 + dn)− bn
an
)
.
Using dn =
bn
an
− bn−1
an−1
(see (3.10)), we have
αnr = (−1)n−r−1dr+1 arbr+2 · · · bn−1
ar+2ar+3 · · · an
(
(
br+1
ar+1
− bn
an
) + (
bn
an
− br+1
ar+1
)
)
= 0.
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For the case r = n− 1, we have
αn,n−1 = dn
(an−1
an
)
+
an+1
an
(cn−1)
=
(an−1
an
)
dn +
an+1
an
(
− an−1
an+1
dn
)
= 0,
and finally
αnn =
(an+1
an
)( an
an+1
)
= 1,
completes the proof.
We now consider Shimorin’s analyticity property of shifts (see (2.1)) on analytic tridiagonal
spaces.
Proposition 3.5. If k is an analytic tridiagonal kernel, then Mz is an analytic left invertible
operator on Hk.
Proof. The fact that Mz is left invertible follows from Theorem 3.4. It remains to show that
Mz is analytic. For any subset X ⊆ Hk, we denote by
∨
X the norm closed linear span of X
in Hk. By (3.7), for all m,n ≥ 0, we have
Mmz fn ∈
∞∨
j=m+n
fj ,
which implies
Mmz Hk ⊆
∞∨
j=m
fj,
and hence ∞⋂
m=0
Mmz Hk ⊆
∞⋂
m=0
[ ∞∨
j=m
fj
]
= {0}.
This completes the proof of the proposition.
Now let Hk be an analytic tridiagonal space. Our aim is to compute the Shimorin left
inverse LMz = (M
∗
zMz)
−1M∗z of Mz on Hk. What we prove in fact is that L in Proposition
3.3 is the Shimorin left inverse of Mz . First note, for each n ≥ 1, that
LMzz
n = (M∗zMz)
−1M∗zMzz
n−1 = (M∗zMz)
−1(M∗zMz)z
n−1,
and hence (or see (2.4))
(3.12) LMzz
n = zn−1,
for all n ≥ 1, that is, LMz is the backward shift on Hk (a well known fact about Shimorin
left inverses). On the other hand, by Lemma 3.2 we have LMzf0 = (M
∗
zMz)
−1M∗z f0 = 0, and
hence LMzf0 = 0, which in particular yields
(3.13) LMz1 = −
b0
a0
.
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Using (3.10), we have
LMzfn = LMz(anz
n + bnz
n+1)
= anz
n−1 + bnzn
=
an
an−1
(an−1zn−1 + bn−1zn) + (bn − anbn−1
an−1
)zn
=
an
an−1
fn−1 + dnanz
n
=
an
an−1
fn−1 + dn(anzn + bnzn+1)− dnbnzn+1,
and hence by (3.4)
LMzfn =
an
an−1
fn−1 + dnfn − dn
( ∞∑
m=0
(−1)m
∏m
j=0 bn+j∏m
j=0 an+1+j
fn+1+m
)
.
This is the left inverse L of Mz as in Proposition 3.3. Whence the next statement:
Theorem 3.6. Let Hk be an analytic tridiagonal space. If L is as in Proposition 3.3, then
the Shimorin left inverse LMz of Mz is given by
LMz = L.
In particular
LMzf0 = 0,
and
LMzfn =
an
an−1
fn−1 + dnfn − dn
( ∞∑
m=0
(−1)m
∏m
j=0 bn+j∏m
j=0 an+1+j
fn+1+m
)
(n ≥ 1),
and the matrix representation of LMz with respect to the orthonormal basis {fn}n≥0 is given
by
[LMz ] =


0 a1
a0
0 0 0 . . .
0 d1
a2
a1
0 0
. . .
0 −d1b1
a2
d2
a3
a2
0
. . .
0 d1b1b2
a2a3
−d2b2
a3
d3
a4
a3
. . .
0 −d1b1b2b3
a2a3a4
d2b2b3
a3a4
−d3b3
a4
d4
. . .
...
...
...
...
. . .
. . .


.
Recall from Theorem 2.1 that, if Mz is left invertible on an E-valued analytic reproducing
kernel Hilbert space Hk, thenMz on Hk is unitarily equivalent to the shiftMz on HkMz , where
kMz(z, w) =
∞∑
m,n=0
(
PWLmMzL
∗n
Mz
|W
)
zmw¯n (z, w ∈ D),
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(see (2.2)) and LMz is the Shimorin left inverse of Mz on Hk. As emphasized already in
Proposition 2.10 that if k is a diagonal kernel, then kMz is also a diagonal kernel, that is,
if Mz on Hk is a weighted shift, then Mz on HkMz is also a weighted shift. However, the
following example says that Shimorin models are not compatible with tridiagonal kernels.
Example 3.7. Let an = 1 for all n ≥ 0, b0 = 12 , and let bn = 0 for all n ≥ 1. Let Hk denote the
tridiagonal reproducing kernel Hilbert space corresponding to the orthonormal basis {fn}n≥0,
where fn = (an + bnz)z
n for all n ≥ 0. Since f0 = 1+ 12z and fn = zn for all n ≥ 1, by (3.8),
we have
[Mz ] =


0 0 0 0 . . .
1 0 0 0
. . .
1
2
1 0 0
. . .
0 0 1 0
. . .
...
...
...
. . .
. . .


.
By Theorem 3.6, the Shimorin left inverse LMz = (M
∗
zMz)
−1M∗z is given by
LMz =


0 1 0 0 0 . . .
0 −1
2
1 0 0
. . .
0 0 0 1 0
. . .
0 0 0 0 1
. . .
...
...
...
...
. . .
. . .


.
Recall, in this case, that W = Cf0. It is easy to check that
LMzf1 = f0 −
1
2
f1,
and
L∗Mzf0 = f1, L
∗
Mz
f1 = −1
2
f1 + f2, and L
∗
Mz
f2 = f3.
Then
L∗3Mzf0 = −
1
2
L∗Mzf1 + L
∗
Mz
f2 =
1
4
f1 − 1
2
f2 + f3,
and hence
PWLMzL
∗3
Mz
f0 =
1
4
PW(LMzf1),
as PWLMzfj = 0 for all j 6= 1. Consequently
PWLMzL
∗3
Mz
f0 =
1
4
f0 6= 0,
and hence, the Shimorin kernel k˜, as defined in (2.2), is not a tridiagonal kernel.
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This example motivates one to ask: How to determine whether or not the Shimorin kernel
kMz of a tridiagonal kernel k is also tridiagonal? We have a completely satisfactory answer
to this question: kMz is tridiagonal if and only if b0 = 0 or that Mz is a weighted shift on Hk.
However, its detailed proof is somewhat lengthy and involved. We postpone this discussion
till Section 5. Along the way, we will consider a similar (and practical) question.
4. Positive operators and tridiagonal kernels
In the present section, our aim is to classify positive operators P on tridiagonal spaces Hk
such that
D× D ∋ (z, w) 7→
〈
Pk(·, w), k(·, z)
〉
Hk
,
is also a tridiagonal kernel. While this problem is of independent interest, the motivation for
our interest in this question comes from Theorem 2.8 (see the paragraph preceding Corollary
4.3). We start with a simple example.
Example 4.1. We consider the same example as in Example 3.7. Note that Mz is left
invertible and not a weighted shift with respect to the orthonormal basis {fn}n≥0 of Hk. Then
by Proposition 2.3, we have
|Mz|−2 = LMzL∗Mz =


1 −1
2
0 0 . . .
−1
2
5
4
0 0
. . .
0 0 1 0
. . .
0 0 0 1
. . .
...
...
...
...
. . .


.
Let
|Mz|−1 =


α β 0 0 . . .
β γ 0 0
. . .
0 0 1 0
. . .
0 0 0 1
. . .
...
...
...
...
. . .


,
where B =
[
α β
β γ
]
is the positive square root of
[
1 −1
2−1
2
5
4
]
. Define K : D× D→ C by
K(z, w) =
〈
|Mz|−1k(·, w), k(·, z)
〉
Hk
(z, w ∈ D).
A simple calculation then shows that
α
2
+ β 6= 0,
and
K(z, w) = α + (
α
2
+ β)w¯ + (
α
2
+ β)z + (
α
4
+ β + γ)zw¯ +
∑
n≥2
znw¯n,
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that is, K is also a tridiagonal kernel.
Now we prove the main result of this section.
Theorem 4.2. Let Hk be a tridiagonal space corresponding to the orthonormal basis fn(z) =
(an + bnz)z
n, n ≥ 0, and let P be a positive operator on Hk. Suppose
P =


c00 c01 c02 c03 . . .
c¯01 c11 c12 c13
. . .
c¯02 c¯12 c22 c23
. . .
c¯03 c¯13 c¯23 c33
. . .
...
...
...
. . .
. . .


,
represent the matrix representation of P with respect to the basis {fn}n≥0. Then the positive
definite scalar kernel K, defined by
K(z, w) =
〈
Pk(·, w), k(·, z)
〉
Hk
(z, w ∈ D),
is tridiagonal if and only if
c0n = (−1)n−1 b¯1 · · · b¯n−1
a¯2 · · · a¯n (n ≥ 2),
and
cmn = (−1)n−m+1 b¯m+1 · · · b¯n−1
a¯m+2 · · · a¯n cm,m+1,
for all 1 ≤ m ≤ n− 2. Equivalently, K is tridiagonal if and only if
P =


c00 c01 − b¯1a¯2 c01 b¯1 b¯2a¯2a¯3 c01 . . .
c¯01 c11 c12 − b¯2a¯3 c12
. . .
− b1
a2
c¯01 c¯12 c22 c23
. . .
b1b2
a2a3
c¯01 − b2a3 c¯12 c¯23 c33
. . .
...
...
...
. . .
. . .


.
Proof. Note, for each w ∈ D, by (3.3), we have
k(·, w) =
∞∑
m=0
fm(w)fm,
and thus
Pk(·, w) =
∞∑
m=0
(m−1∑
n=0
c¯nmfn(w) +
∞∑
n=m
cmnfn(w)
)
fm,
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where
−1∑
n=0
xn := 0. Then
〈
Pk(·, w), k(·, z)
〉
Hk
=
∞∑
m=0
fm(z)
(m−1∑
n=0
c¯nmfn(w) +
∞∑
n=m
cmnfn(w)
)
=
∞∑
m=0
(amz
m + bmz
m+1)
(m−1∑
n=0
c¯nm(a¯nw¯
n + b¯nw¯
n+1)
+
∞∑
n=m
cmn(a¯nw¯
n + b¯nw¯
n+1)
)
=
∑
m,n≥0
αmnz
mw¯n,
where αmn denotes the coefficient of z
mw¯n, m,n ≥ 0. Our interest here is to compute αmn,
|m− n| ≥ 2. Clearly, αmn = α¯nm for all m,n ≥ 0, and
(4.1) α0n = a0(a¯nc0n + b¯n−1c0,n−1) (n ≥ 2),
and
(4.2) αmn = am
(
a¯ncmn + b¯n−1cm,n−1
)
+ bm−1
(
a¯ncm−1,n + b¯n−1cm−1,n−1
)
(1 ≤ m < n).
Suppose n ≥ 2. By (4.1), α0n = 0 if and only if
c0n = − b¯n−1
a¯n
c0,n−1.
In particular, if n = 2, then
c02 = − b¯1
a¯2
c01,
and hence, by (4.1) again, we have
c0n = (−1)n−1
∏n−1
i=1 b¯i∏n
i=2 a¯i
c01 (n ≥ 2).
Therefore, α0n = 0 for all n ≥ 2 if and only if the above identity hold for all n ≥ 2.
Next we want to consider the case m,n 6= 0 and |m−n| ≥ 2. Assume that n ≥ 3. Then (4.2)
along with (4.1) implies
α1n = a1(a¯nc1n + b¯n−1c1,n−1) + bm−1(a¯nc0n + b¯n−1c0,n−1)
= a1(a¯nc1n + b¯n−1c1,n−1) +
bm−1
a0
α0n.
Therefore, if α0n = 0 for all n ≥ 3, then α1n = a1(a¯nc1n + b¯n−1c1,n−1). Hence α1n = 0 if and
only if
a¯nc1n + b¯n−1c1,n−1 = 0,
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which is equivalent to
c1n = − b¯n−1
a¯n
c1,n−1.
Therefore, under the assumption that α1n = 0 and n ≥ 4, (4.2) along with (4.1) implies
α2n = a2(a¯nc2n + b¯n−1c2,n−1) + bm−1(a¯nc1n + b¯n−1c1,n−1)
= a2(a¯nc2n + b¯n−1c2,n−1).
Then α2n = 0, n ≥ 4, if and only if
c2n = − b¯n−1
a¯n
c2,n−1.
Consequently, by induction, for all m,n 6= 0 and |m − n| ≥ 2, we have that αmn = 0 if and
only if
a¯ncmn + b¯n−1cm,n−1 = 0,
or equivalently
cmn = − b¯n−1
a¯n
cm,n−1.
Finally, observe that
cmn = (−1)n−m+1 b¯n−1 · · · b¯m+1
a¯n · · · a¯m+2 cm,m+1,
for all 1 ≤ m ≤ n− 2. This completes the proof of the theorem.
Let Hk ⊆ O(D) be a reproducing kernel Hilbert space. Suppose Mz on Hk is left invert-
ible and analytic. Then Theorem 2.8 says that M˜z and Mz on Hk˜(⊆ O(D)) are unitarily
equivalent, where
k˜(z, w) :=
〈
|Mz|−1k(·, w), k(·, z)
〉
Hk
=
(
|Mz|−1k(·, w)
)
(z),
for all z, w ∈ D. In the following, as a direct application of Theorem 4.2, we address the issue
of tridiagonal representation of the shift Mz on Hk.
Corollary 4.3. In the setting of Theorem 2.8, assume in addition that E = C and Hk˜ is a
tridiagonal space with respect to the orthonormal basis {fn}n≥0, where fn(z) = (an + bnz)zn,
n ≥ 0. Then Hk is a tridiagonal space if and only if
U |Mz|U∗ =


c00 c01 − b¯1a¯2 c01 b¯1 b¯2a¯2a¯3 c01 . . .
c¯01 c11 c12 − b¯2a¯3 c12
. . .
− b1
a2
c¯01 c¯12 c22 c23
. . .
b1b2
a2a3
c¯01 − b2a3 c¯12 c¯23 c33
. . .
...
...
...
. . .
. . .


,
with respect to the basis {fn}n≥0.
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Proof. Recall from Theorem 2.8 that Hk˜ = |Mz|−
1
2Hk and Uh = |Mz|− 12h, h ∈ Hk, defines
the intertwining unitary. Set P := U |Mz|U∗. Then P ∈ B(Hk˜) is a positive operator, and for
any z, w ∈ D, we have〈
P k˜(·, w), k˜(·, z)
〉
H
k˜
=
〈
|Mz|U∗k˜(·, w), U∗k˜(·, z)
〉
Hk
=
〈
|Mz||Mz|− 12k(·, w), |Mz|− 12k(·, z)
〉
Hk
=
〈
k(·, w), k(·, z)
〉
Hk
,
as Uk(·, w) = |Mz|− 12k(·, w). Hence
k(z, w) =
〈
P k˜(·, w), k˜(·, z)
〉
H
k˜
(z, w ∈ D).
The result now follows from Theorem 4.2.
In particular, if k˜ is a tridiagonal kernel, then for k to be a tridiagonal kernel, it is necessary
(as well as sufficient) that U |Mz|U∗ is of the form as in the statement of Corollary 4.3.
5. Shimorin models and tridiagonal kernels
Throughout this section, Hk will be an analytic tridiagonal space corresponding to the
orthonormal basis {fn}n≥0, where
fn(z) = (an + bnz)z
n (n ≥ 0).
Recall that the Shimorin kernel kMz of Mz on Hk is the operator-valued kernel function (see
(2.2) and also Theorem 2.1) kMz : D× D→ C defined by
kMz(z, w) = PW(I − zLMz)−1(I − w¯L∗Mz)−1|W (z, w ∈ D).
Here, of course, W = Cf0, the one-dimensional space generated by the vector f0. So one
may regard kMz as a scalar kernel. The purpose of this section is to prove the following
characterization:
Theorem 5.1. The Shimorin kernel kMz of Mz is tridiagonal if and only if Mz on Hk is a
weighted shift or
b0 = 0.
Proof. We split the proof into several steps.
Step 1: We first denote LMz = L and
Xmn = PWLmL∗n|W (m,n ≥ 0),
for simplicity. First observe that Theorem 3.6 implies that
Lmf0 = 0 (m ≥ 1),
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and hence, Xm0 = 0 = X
∗
m0 = X0m for all m ≥ 1. Then the formal matrix representation of
the Shimorin kernel kMz is given by
(5.1) [kMz ] =


IW 0 0 0 . . .
0 X11 X12 X13 . . .
0 X∗12 X22 X23 . . .
0 X∗13 X
∗
23 X33 . . .
...
...
...
. . .
. . .

 .
Clearly, in view of the above, kMz is tridiagonal if and only if
Xmnf0 = 0,
for all m,n 6= 0 and |m− n| ≥ 2.
Step 2: In this step we aim to compute matrix representations of Lp and L∗p, p ≥ 1, with
respect to the orthonormal basis {fn}n≥0. The matrix representation of [L] in Theorem 3.6
is instructive. It also follows that
(5.2) [L∗] =


0 0 0 0 0 . . .
a¯1
a¯0
d¯1
−d¯1 b¯1
a¯2
d¯1 b¯1b¯2
a¯2a¯3
−d¯1 b¯1 b¯2 b¯3
a¯2a¯3a¯4
. . .
0 a¯2
a¯1
d¯2
−d¯2 b¯2
a¯3
d¯2 b¯2 b¯3
a¯3a¯4
. . .
0 0 a¯3
a¯2
d¯3
−d¯3 b¯3
a¯4
. . .
0 0 0 a¯4
a¯3
d¯4
. . .
0 0 0 0 a¯5
a¯4
. . .
...
...
...
...
. . .
. . .


.
Here we redo the construction taking into account the general p ≥ 1, and proceed as in the
proof of Theorem 3.6. However, the proofs are by no means the same and the general case is
quite involved. Assume that n ≥ 1. We need to consider two cases: n ≥ p and n ≤ p − 1.
Suppose n ≥ p. By (3.12) and (3.13), we have
Lpfn = anL
pzn + bnL
pzn+1
= anz
n−p + bnzn−p+1
=
an
an−p
(an−pzn−p + bn−pzn−p+1) + (bn − an
an−p
bn−p)zn−p+1
=
an
an−p
fn−p + d(p)n z
n−p+1,
where
(5.3) d(p)n = bn −
an
an−p
bn−p (n ≥ p).
Hence by (3.4)
Lpfn =
an
an−p
fn−p +
d
(p)
n
an−p+1
(
fn−p+1 − bn−p+1
an−p+2
fn−p+2 +
bn−p+1bn−p+2
an−p+2an−p+3
fn−p+3 + · · ·
)
,
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that is
Lpfn =
an
an−p
fn−p +
d
(p)
n
an−p+1
∞∑
m=0
(−1)m
(∏m−1
j=0 bn−p+j+1∏m−1
j=0 an−p+j+2
)
fn−p+m+1,
for all n ≥ p.
We now let p = 1 and n = 1. Then by Theorem 3.6, we have
(5.4) Lf1 =
a1
a0
f0 + d1f1 + (−d1b1
a2
)f2 + (
d1b1b2
a2a3
)f3 + · · · .
Finally, let 1 ≤ n ≤ p− 1. Then p > 1, and again by (3.12) and (3.13), we have
Lpfn = L
p(anz
n + bnz
n+1)
= anL
p−n1 + bnLp−n−11
= an
(−b0
a0
)p−n
+ bn
(−b0
a0
)p−n−1
= an
(−b0
a0
)p−n−1[ bn
an
− b0
a0
]
.
We set
(5.5) βn =
bn
an
− b0
a0
(n ≥ 1),
and
(5.6) β(p)n = an
(−b0
a0
)p−n−1
βn (1 ≤ n ≤ p− 1).
Then
Lpfn = β
(p)
n (1 ≤ n ≤ p− 1).
This and (3.4) implies that
Lp(fn) =
β
(p)
n
a0
∞∑
m=0
(−1)m
( Πm−1j=0 bj
Πm−1j=0 aj+1
)
fm,
for all 1 ≤ n ≤ p− 1. Then
(5.7) [L2] =


0
β
(2)
1
a0
a2
a0
0 0 . . .
0 −β
(2)
1 b0
a0a1
d
(2)
2
a1
a3
a1
0
. . .
0
β
(2)
1 b0b1
a0a1a2
−d
(2)
2 b1
a1a2
d
(2)
3
a2
a4
a2
. . .
0 −β
(2)
1 b0b1b2
a0a1a2a3
d
(2)
2 b1b2
a1a2a3
−d
(2)
3 b2
a2a3
d
(2)
4
a3
. . .
...
...
...
...
. . .
. . .


,
ALUTHGE TRANSFORMS, TRIDIAGONAL KERNELS, AND LEFT INVERTIBLE OPERATORS 31
and in general, for each p ≥ 2, we have
(5.8) [Lp] =


0
β
(p)
1
a0
β
(p)
2
a0
· · · β
(p)
p−1
a0
ap
a0
0 0 · · ·
0 −β
(p)
1 b0
a0a1
−β
(p)
2 b0
a0a1
· · · −β
(p)
p−1b0
a0a1
d
(p)
p
a1
ap+1
a1
0
. . .
0
β
(p)
1 b0b1
a0a1a2
β
(p)
2 b0b1
a0a1a2
· · · β
(p)
p−1b0b1
a0a1a2
−d
(p)
p b1
a1a2
d
(p)
p+1
a2
ap+2
a2
. . .
0 −β
(p)
1 b0b1b2
a0a1a2a3
−β
(p)
2 b0b1b2
a0a1a2a3
· · · −β
(p)
p−1b0b1b2
a0a1a2a3
d
(p)
p b1b2
a1a2a3
−d
(p)
p+1b2
a2a3
d
(p)
p+2
a3
. . .
...
...
...
...
...
...
...
. . .
. . .


.
Hence, for each p ≥ 2, we have
(5.9) [L∗p] =


0 0 0 0 . . .
β¯
(p)
1
a¯0
− β¯
(p)
1 b¯0
a¯0a¯1
β¯
(p)
1 b¯0 b¯1
a¯0a¯1a¯2
− β¯
(p)
1 b¯0 b¯1 b¯2
a¯0a¯1a¯2a¯3
. . .
β¯
(p)
2
a¯0
− β¯
(p)
2 b¯0
a¯0a¯1
β¯
(p)
2 b¯0 b¯1
a¯0a¯1a¯2
− β¯
(p)
2 b¯0 b¯1 b¯2
a¯0a¯1a¯2a¯3
. . .
...
...
...
...
. . .
β¯
(p)
p−1
a¯0
− β¯
(p)
p−1 b¯0
a¯0a¯1
β¯
(p)
p−1 b¯0b¯1
a¯0a¯1a¯2
− β¯
(p)
p−1 b¯0 b¯1b¯2
a¯0a¯1a¯2a¯3
. . .
a¯p
a¯0
d¯
(p)
p
a¯1
− d¯
(p)
p b¯1
a¯1a¯2
d¯
(p)
p b¯1b¯2
a¯1a¯2a¯3
. . .
0
a¯p+1
a¯1
d¯
(p)
p+1
a¯2
− d¯
(p)
p+1 b¯2
a¯2a¯3
. . .
0 0
a¯p+2
a¯2
d¯
(p)
p+2
a¯3
. . .
...
...
...
...
. . .


.
Step 3: We now identify condition on the sequence {β(n+2)n }n≥1 implied by the requirement
that
Xm,m+2 = 0 (m ≥ 1).
Before proceeding further, we record here the following crucial observation: Suppose β
(p)
n = 0
for some p and n such that 1 ≤ n ≤ p− 1. Then by (5.6), we have
(5.10) β(q)n = 0 (q ≥ p).
Now assume m ≥ 1. The matrix representation in (5.9) implies
(5.11) L∗m+2f0 =
1
a¯0
(
β¯
(m+2)
1 f1 + β¯
(m+2)
2 f2 + · · ·+ β¯(m+2)m+1 fm+1 + a¯m+2fm+2
)
.
Observe that, by Theorem 3.6, we have
PWL(fi) =
{
a1
a0
f0 if i = 1
0 if i 6= 1.
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Let us now assume m ≥ 2. Then (5.8) implies
(5.12) PWL
m(fi) =


β
(m)
i
a0
f0 if 1 ≤ i ≤ m− 1
am
a0
f0 if i = m
0 i ≥ m+ 1.
Since Xm,m+2 = PWLmL∗m+2|W , this yields
(5.13) Xm,m+2f0 =
1
|a0|2
(
β¯
(m+2)
1 β
(m)
1 + β¯
(m+2)
2 β
(m)
2 + · · ·+ β¯(m+2)m−1 β(m)m−1 + β¯(m+2)m am
)
f0.
In particular, if m = 1, then we have
X13f0 =
1
a¯0
(
β¯
(3)
1
a1
a0
)
f0,
and hence, from (5.6) we have
X13 = 0 if and only if β
(3)
1 = 0.
By (5.13), applied with m = 2 we have
X24f0 =
1
|a0|2
(
β¯
(4)
1 β
(2)
1 + β¯
(4)
2 a2
)
f0.
Assume that β
(3)
1 = 0. By (5.10)
β
(4)
1 = 0,
and, consequently
X24f0 = β¯
(4)
2
a2
a0
f0.
Hence
X24 = 0 if and only if β
(4)
2 = 0.
Therefore, if Xm,m+2 = 0 for all m ≥ 1, then by induction, it follows that β(m+2)m = 0 for all
m ≥ 1. The converse also follows from the above computation.
Thus we have proved: Xm,m+2 = 0 for all m ≥ 1 if and only if β(m+2)m = 0 for all m ≥ 1.
Step 4: Our aim is to prove the following claim: Suppose Xi,i+2 = 0 for all i = 1, . . . , m.
Then Xmn = 0 for all n = m+ 3, m+ 4, . . ..
To this end, let n = m + j and j ≥ 3. Then the matrix representation in (5.9) (or the
equality (5.11)) implies
L∗nf0 =
1
a¯0
(
β¯
(n)
1 f1 + β¯
(n)
2 f2 + · · ·+ β¯(n)n−1fn−1 + a¯nfn
)
,
and then
PWLmL∗nf0 =
( 1
a¯0
n−1∑
i=1
β¯
(n)
i PWL
m(fi)
)
+
a¯n
a¯0
PWLmfn
=
1
a¯0
m∑
i=1
β¯
(n)
i PWL
m(fi),
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since
PWL
mfi = 0 (i > m),
by the matrix representation of Lm in (5.8). Hence by (5.12) (or directly from (5.8)), we have
PWLmL∗nf0 =
1
|a0|2
(
β¯
(n)
1 β
(m)
1 + β¯
(n)
2 β
(m)
2 + · · ·+ β¯(n)m−1β(m)m−1 + amβ¯(n)m
)
.
Now note that Xi,i+2 = 0, that is
β
(i+2)
i = 0 (i = 1, . . . , m),
by assumption. Since i+ 2 ≤ m+ j for all i = 1, . . . , m, by (5.10), we have
β
(n)
i = β
(m+j)
i = 0 (i = 1, . . . , m).
Hence PWLmL∗nf0 = 0, that is
Xm,m+i = 0 (i = 3, 4, . . .),
which proves the claim.
Step 5: So far all we have proved is that Xmn = 0 for all |m−n| ≥ 2 if and only if β(m+2)m = 0
for all m ≥ 1. Now, by (5.6) and (5.5), we have
β(n+2)n = an
(
− b0
a0
)
βn,
where
βn =
bn
an
− b0
a0
,
for all n ≥ 1. Thus β(n+2)n = 0 for all n ≥ 1 if and only if b0 = 0 or βn = 0 for all n ≥ 1. On
the other hand, Lemma 3.1 implies that βn = 0 for all n ≥ 1 if and only if Mz is a weighted
shift.
Finally, by Proposition 2.10, we know that if Mz is a left invertible weighted shift, then the
Shimorin kernel is also a diagonal kernel. This completes the proof of Theorem 5.1.
6. Truncated tridiagonal kernels
In this section, we introduce a (perhaps both deliberate and accidental) class of analytic
tridiagonal kernels from a computational point of view. Let Hk be an analytic tridiagonal
space corresponding to the kernel
k(z, w) =
∞∑
n=0
fn(z)fn(w) (z, w ∈ D),
where fn = (an + bnz)z
n, n ≥ 0. Suppose r > 2 is a natural number. We say that k is a
truncated tridiagonal kernel of order r (in short, truncated kernel of order r) if
bn = 0 (n 6= 2, 3, . . . , r).
We say that an analytic tridiagonal space Hk is truncated space of order r if k is a truncated
kernel of order r. Note that there are no restrictions imposed on the scalars b2, . . . , br.
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LetHk be a truncated space of order r. Then M˜z is unitarily equivalent toMz onHk˜, where
k˜ is either the Shimorin-Aluthge kernel or the standard Aluthge kernel of Mz as in Theorem
2.4 and Theorem 2.8, respectively. Here our aim is to compute the Shimorin-Aluthge kernel
of Mz . More specifically, we classify all truncated kernels k such that the Shimorin-Aluthge
kernel k˜ of Mz is tridiagonal. We begin by computing |Mz|−1.
Lemma 6.1. If Hk is a truncated space of order r, then
[
|Mz|−1
]
=


|a1
a0
| 0 0 · · · 0 0 0 · · ·
0 c11 c12 · · · c1,r+1 0 0 . . .
0 c¯12 c22 · · · c2,r+1 0 0 . . .
...
...
... · · · ... ... ... . . .
0 c¯1,r+1 c¯2,r+1 · · · cr+1,r+1 0 0 . . .
0 0 0 · · · 0 |ar+3
ar+2
| 0 . . .
0 0 0 · · · 0 0 |ar+4
ar+3
| . . .
...
...
... · · · ... ... . . . . . .


,
with respect to the orthonormal basis {fn}n≥0.
Proof. For each n ≥ 1, by the definition of dn from (3.10), we have dn = bnan −
bn−1
an−1
, and hence
d1 = dr+i = 0 (i = 2, 3, . . .).
Then Theorem 3.6 tells us that
[LMz ] =


0 a1
a0
0 · · · 0 0 0 0 · · ·
0 0 a2
a1
· · · 0 0 0 0 . . .
0 0 d2 · · · 0 0 0 0 . . .
...
...
...
...
...
...
...
...
. . .
0 0 (−1)r−2 d2b2···br−1
a3···ar · · · dr
ar+1
ar
0 0
. . .
0 0 (−1)r−1 d2b2···br
a3···arar+1 · · · − drbrar+1 dr+1
ar+2
ar+1
0
. . .
0 0 0 · · · 0 0 0 ar+3
ar+2
. . .
...
...
...
...
...
...
...
. . .
. . .


.
Now, by Proposition 2.3, |Mz|−2 = LMzL∗Mz , which implies
[
|Mz|−2
]
=

|a1a0 |2 0 00 A2r+1 0
0 0 D2

 ,
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where A2r+1 is a positive definite matrix of order r + 1 and
D2 = diag
(∣∣∣ar+3
ar+2
∣∣∣2, ∣∣∣ar+3
ar+2
∣∣∣2, . . .).
Using this, one easily completes the proof.
Recall (Theorem 2.7) that the Shimorin-Aluthge kernel of Mz is given by
k˜(z, w) = PW˜(I − zLM˜z)−1(I − w¯L∗M˜z)−1|W˜ (z, w ∈ D),
where W˜ = |Mz|− 12 kerM∗z , and
(6.1) LM˜z = |Mz|
1
2 (LMz + F )|Mz|−
1
2 ,
and
Fg =
〈
g, f0
〉
Hk
(
(M∗z |Mz|Mz)−1M∗z |Mz|f0
)
(g ∈ Hk).
We now come to the key point.
Lemma 6.2. If k is a truncated kernel, then F = 0 and
LM˜z |Mz|
1
2 = |Mz| 12LMz .
Proof. The matrix representation of |Mz|−1 in Lemma 6.1 implies that
|Mz|f0 =
∣∣∣a0
a1
∣∣∣f0,
and hence
M∗z |Mz|f0 =
∣∣∣a0
a1
∣∣∣M∗z f0 = 0,
by Lemma 3.2. Therefore, the proof follows from the definition of F and (6.1).
From the computational point of view, it is useful to observe that A2r+1 = Lr+1L
∗
r+1, where
Lr+1 =


a2
a1
0 0 0 0
d2
a3
a2
0 0 0
...
...
...
...
...
(−1)r−2 d2b2···br−1
a3···ar (−1)r−3
d3b3···br−1
a4···ar · · ·
ar+1
ar
0
(−1)r−1 d2b2···br
a3···arar+1 (−1)r−2 d3b3···bra4···arar+1 · · · dr+1
ar+2
ar+1

 .
In other words, A2r+1 admits a lower-upper triangular factorization. This is closely related
to the Cholesky factorizations/decompositions of positive-definite matrices in the setting of
infinite dimensional Hilbert spaces (see [4] and [28]).
Theorem 6.3. Let Hk be a truncated space of order r. Then the Shimorin-Aluthge kernel is
tridiagonal if and only if
cmn = (−1)n−m+1 b¯m+1 · · · b¯n−1
a¯m+2 · · · a¯n cm,m+1,
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for all 1 ≤ m ≤ n − 2 and 3 ≤ n ≤ r + 1, where cmn are the entries of the middle block
submatrix of order r + 1 of
[
|Mz|−1
]
in Lemma 6.1.
Proof. We split the proof into several steps.
Step 1: We first observe that
k˜(z, w) =
∞∑
m,n=0
X˜mnz
mw¯n (z, w ∈ D),
where X˜mn = PW˜L
m
M˜z
L∗n
M˜z
|W˜ for all m,n ≥ 0. Now Lemma 6.2 implies that
L˜m
M˜z
L˜∗n
M˜z
= |Mz| 12LmMz |Mz|−1L∗nMz |Mz|
1
2 .
Observe that PW˜ = I − M˜zL˜M˜z (see (2.3)), and hence
PW˜ = I −
(
|Mz| 12Mz|Mz|− 12
)(
|Mz| 12LMz |Mz|−
1
2
)
= |Mz| 12 (I −MzLMz)|Mz|−
1
2
= |Mz| 12PW |Mz|− 12 ,
that is
PW˜ |Mz|
1
2 = |Mz| 12PW ,
which implies
(6.2) X˜mn = |Mz| 12PWLmMz |Mz|−1L∗nMz |W (m,n ≥ 0).
As a passing remark, we note that the above equality holds so long as the finite rank operator
F = 0 (this observation also will be used in Example 6.4).
Step 2: Now we compute the matrix representation of LpMz , p ≥ 2. So let p ≥ 2. Recall from
(5.5) the definition
β(p)n = an
(−b0
a0
)p−n−1
βn (1 ≤ n ≤ p− 1),
where βn =
bn
an
− b0
a0
. Since b0 = 0, we have
β(p)n = 0 (1 ≤ n < p− 1),
and
β
(p)
p−1 = ap−1βp−1 = ap−1
( bp−1
ap−1
− b0
a0
)
,
that is
β
(p)
p−1 = bp−1 (p ≥ 2).
In particular, since b1 = 0, we have
β
(2)
1 = b1 = 0.
Also recall from (5.3) the definition
d(p)n = bn −
an
an−p
bn−p (n ≥ p).
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Therefore, by (5.7), the associated matrix of L2Mz is given by
[L2Mz ] =


0 0 a2
a0
0 0 · · ·
0 0
d
(2)
2
a1
a3
a1
0
. . .
0 0 0
d
(2)
3
a2
a4
a2
. . .
...
...
...
. . .
. . .

 ,
and in general, by (5.8), we have
(6.3) [LpMz ] =


0 · · · 0 bp−1
a0
ap
a0
0 0 · · ·
0 · · · 0 0 d
(p)
p
a1
ap+1
a1
0
. . .
0 · · · 0 0 0 d
(p)
p+1
a2
ap+2
a2
. . .
0 · · · 0 0 0 −d
(p)
p+1b2
a2a3
d
(p)
p+2
a3
. . .
...
...
...
...
...
...
. . .
. . .


(p ≥ 2).
Then
(6.4) [L∗pMz ] =


0 0 0 0 · · ·
...
...
...
...
. . .
0 0 0 0
. . .
b¯p−1
a¯0
0 0 0
. . .
a¯p
a¯0
d¯
(p)
p
a¯1
0 0
. . .
0
a¯p+1
a¯1
d¯
(p)
p+1
a¯2
− d¯
(p)
p+1 b¯2
a¯2a¯3
. . .
...
...
...
. . .
. . .


(p ≥ 2).
Step 3: We prove that X˜0n = |Mz| 12PW |Mz|−1L∗nMz |W = 0 for all n ≥ 1. In what follows, the
above matrix representations and the one of |Mz|−1 in Lemma 6.1 will be used repeatedly.
By (5.2), we have L∗Mzf0 =
a¯1
a¯0
f1, and hence
X˜01f0 = |Mz| 12PW |Mz|−1L∗Mzf0 = |Mz|
1
2PW
( a¯1
a¯0
[c11f1 + c¯12f2 + · · · ]
)
= 0.
On the other hand, if n ≥ 2, then
L∗nMzf0 =
b¯n−1
a¯0
fn−1 +
a¯n
a¯0
fn,
and hence |Mz|−1f0 ⊥ L∗nMzf0. This implies that X˜0n = 0 for all n ≥ 2. Therefore, all entries
in the first row (and hence, also in the first column) of the formal matrix representation of
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k˜(z, w) are zero except the (0, 0)-th entry (which is IW). Hence (see also (5.1))
[
k˜(z, w)
]
=


IW˜ 0 0 0 · · ·
0 X˜11 X˜12 X˜13
. . .
0 X˜∗12 X˜22 X˜23
. . .
0 X˜∗13 X˜
∗
23 X˜33
. . .
...
...
...
. . .
. . .


.
Step 4: Our only interest here is to analyze the rank one operator X˜m,m+k, m ≥ 1, k ≥ 2.
The matrix representation in (6.4) implies
(6.5) L∗m+kMz f0 =
1
a¯0
(
b¯m+k−1fm+k−1 + a¯m+kfm+k
)
,
and hence
(6.6) |Mz|−1L∗m+kMz f0 =
1
a¯0
(
b¯m+k−1|Mz|−1fm+k−1 + a¯m+k|Mz|−1fm+k
)
.
There are three cases to be considered.
Case I (m+ k = r + 2): Note that br+1 = 0. Then (6.6) implies
|Mz|−1L∗r+2Mz f0 =
1
a¯0
(
a¯r+2|Mz|−1fr+2
)
,
and then
LmMz |Mz|−1L∗r+2Mz f0 =
a¯r+2
a¯0
LmMz |Mz|−1fr+2 =
a¯r+2
a¯0
∣∣∣ar+3
ar+2
∣∣∣LmMzfr+2.
By (6.3), we have PWLmMzfr+2 = PWL
m
Mz
fm+k = 0 (note that k ≥ 2), and hence
PWLmMz |Mz|−1L∗r+2Mz f0 = 0,
that is, X˜m,m+k = 0.
Case II (m+ k − 1 ≥ r + 2): In this case
|Mz|−1fm+k−1 =
∣∣∣ am+k
am+k−1
∣∣∣fm+k−1, and |Mz|−1fm+k = ∣∣∣am+k+1
am+k
∣∣∣fm+k.
Again, by (6.3), we have
PWLmMzfm+k−1 = PWL
m
Mz
fm+k = 0,
and hence in this case also X˜m,m+k = 0.
Case III (m+ k < r + 2): We again stress that m ≥ 1 and k ≥ 2. It is useful to observe, by
virtue of (6.3), that
PWLmMzfj =


bm−1
a0
f0 if j = m− 1
am
a0
f0 if j = m
0 otherwise.
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Now set s = m+ k − 1. The matrix representation of |Mz|−1 in Lemma 6.1 implies that
|Mz|−1fs = c1sf1 + c2sf2 + · · ·+ cssfs + c¯s,s+1fs+1 + · · ·+ c¯s,r+1fr+1.
By (6.3) and the above equality, we have
PWLmMz |Mz|−1fs =
(
cm−1,s
bm−1
a0
+ cm,s
am
a0
)
f0.
Next, set t = m+ k. Again, the matrix representation of |Mz|−1 in Lemma 6.1 implies that
|Mz|−1ft = c1tf1 + c2tf2 + · · ·+ cttft + c¯t,t+1ft+1 + · · ·+ c¯t,r+1fr+1,
and, again, by (6.3) and the above equality, we have
PWLmMz |Mz|−1ft =
(
cm−1,t
bm−1
a0
+ cm,t
am
a0
)
f0.
The equality in (6.5) becomes
|Mz|−1L∗m+kf0 = 1
a¯0
(
b¯s|Mz|−1fs + a¯t|Mz|−1ft
)
,
and hence, the one in (6.6) implies
PWLmMz |Mz|−1L∗m+kf0 =
1
|a0|2
[
b¯s
(
cm−1,sbm−1 + cm,sam
)
+ a¯t
(
cm−1,tbm−1 + cm,tam
)]
f0.
This shows that PWLmMz |Mz|−1L∗m+kf0 = 0 if and only if
b¯s
(
cm−1,sbm−1 + cm,sam
)
+ a¯t
(
cm−1,tbm−1 + cm,tam
)
= 0.
Step 5: So far all we have proved is that k˜ is tridiagonal if and only if
(6.7) bm−1
(
b¯m+k−1cm−1,m+k−1 + a¯m+kcm−1,m+k
)
+ am
(
b¯m+k−1cm,m+k−1 + a¯m+kcm,m+k
)
= 0,
for all m ≥ 1, k ≥ 2 and m+ k < r + 2.
If m = 1, then using the fact that b0 = 0, we have
c1,k+1 = − b¯k
a¯1+k
c1,k (2 ≤ k < r + 1),
and hence
c1n = (−1)n
∏n−1
i=2 b¯i∏n
i=3 a¯i
c12 (3 ≤ n ≤ r + 1).
Similarly, if m = 2, then (6.7) together with the assumption that b1 = 0 implies that
(6.8) c2n = (−1)n−1
∏n−1
i=3 b¯i∏n
i=4 a¯i
c23 (4 ≤ n ≤ r + 1).
Next, if m = 3, then (6.7) again implies
b2(b¯k+2c2,k+2 + a¯k+3c2,k+3) + a3(b¯k+2c3,k+2 + a¯k+3c3,k+3) = 0 (k < r − 1).
40 DAS AND SARKAR
On the other hand, by (6.8), we have c2,k+3 = − b¯k+2a¯k+3 c2,k+2, and hence
b¯k+2c3,k+2 + a¯k+3c3,k+3 = 0,
that is
c3,k+3 = − b¯k+2
a¯k+3
c3,k+2 (k < r − 1).
Now, evidently the recursive situation is exactly the same as that of the proof of Theorem
4.2 (more specifically, see (4.2)). This completes the proof of the theorem.
As is clear by now, by virtue of Theorem 4.2, the classification criterion of the above theorem
is also a classification criterion of tridiagonality of standard Aluthge kernels. Therefore, we
have the following:
Corollary 6.4. If Hk is a truncated space, then the Shimorin-Aluthge kernel of Mz is
tridiagonal if and only if the standard Aluthge kernel of Mz is tridiagonal.
Now we comment on the assumptions in the definition of truncated kernels. The main
advantage of the truncated space corresponding to an analytic tridiagonal kernel is that
F = 0, where F is the finite rank operator as in (2.7). In this case, as already pointed out,
we have LM˜z = |Mz|
1
2LMz |Mz|−
1
2 . This brings a big cut down in computation. On the other
hand, quite curiously, if
b0 = b1 = 1 or b0 = 1,
and all other bi’s are equal to 0, then the corresponding standard Aluthge kernel of Mz is
tridiagonal kernel but the corresponding Shimorin-Aluthge kernel of Mz is not a tridiagonal
kernel. Since computations are rather complicated, we only present the result for the following
(convincing) case:
Example 6.5. Let an = b0 = b1 = 1 and bm = 0 for all n ≥ 0 and m ≥ 2. Let Hk denote the
tridiagonal space corresponding to the basis {(an + bnz)zn}n≥0. By (3.8) and Theorem 3.6,
we have
[Mz] =


0 0 0 0 0 · · ·
1 0 0 0 0
. . .
0 1 0 0 0
. . .
0 1 1 0 0
. . .
0 0 0 1 0
. . .
...
...
...
...
. . .
. . .


and [LMz ] =


0 1 0 0 0 0 · · ·
0 0 1 0 0 0
. . .
0 0 −1 1 0 0 . . .
0 0 0 0 1 0
. . .
...
...
...
...
...
. . .
. . .


,
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respectively. Hence, applying LMzL
∗
Mz
= |Mz|−2 (see Proposition 2.3) to this, we obtain
|Mz|−2 =


1 0 0 0 0 · · ·
0 1 −1 0 0 . . .
0 −1 2 0 0 . . .
0 0 0 1 0
. . .
...
...
...
. . .
. . .


.
Set α = 3+
√
5
2
, β = 3−
√
5
2
(note that 1 + (1− α)(1− β) = 0) and[
a b
b c
]
=
[
1 −1
−1 2
] 1
2
,
where
a =
1√
5
[
√
α(1−β)−
√
β(1−α)], b = 1√
5
[−√α+
√
β] and c =
1√
5
[−√α(1−α)+
√
β(1−β)].
Then
|Mz|−1 =


1 0 0 0
0 a b 0
0 b c 0
0 0 0 I

 .
From this it follows that
|Mz|f0 = f0,
and hence the finite rank operator F , as in (2.7), is given by
Fg =
〈
g, f0
〉
Hk
(
(M∗z |Mz|Mz)−1M∗z |Mz|f0
)
= 0 (g ∈ Hk).
Then F = 0, and hence (2.6) implies that
LM˜z = |Mz|
1
2LMz |Mz|−
1
2 .
By (6.2) (and also see Step 1 in the proof of Theorem 6.3), the coefficient of zmw¯n of the
Shimorin-Aluthge kernel k˜ is given by
X˜mn = |Mz| 12PWLmMz |Mz|−1L∗nMz |W (m,n ≥ 0).
We compute the coefficient of zw¯3 of the Shimorin-Aluthge kernel function as
PWLMz |Mz|−1L∗3Mzf0 = PWLMz |Mz|−1L∗2Mzf1
= PWLMz |Mz|−1L∗Mzf2
= PWLMz |Mz|−1(−f2 + f3)
= PWLMz(−bf1 − cf2 + f3)
= PWLMz(−bf1)
= −bf0.
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But
b =
1√
5
[−√α +
√
β] 6= 0,
and hence
PWLMz |Mz|−1L∗3Mz 6= 0.
This implies that the Shimorin-Aluthge kernel is not tridiagonal. On the other hand, the
matrix representation of |M−1z | implies right away that the standard Aluthge transform is
tridiagonal (see Theorem 4.2).
7. Quasinormal operators and tridiagonal spaces
A bounded linear operator T ∈ B(H) is said to be quasinormal if T ∗T and T commutes,
that is
[T ∗, T ]T = 0,
where [T ∗, T ] = T ∗T − TT ∗ is the commutator of T . Quasinormal operators plays a crucial
role in the theory of Aluthge transforms. In [23], Bong, Ko and Pearcy proved that fixed
points of Aluthge transforms are quasinormal operators. On the other hand, the class of
normal operators are related with the strong operator topology limit of iterations of Aluthge
transforms. See [22] for the issue of convergency of iterated Aluthge transforms, and also
see Antezana, Pujals and Stojanoff [8] and Yamazaki [34] in the context of convergence of
iterated Aluthge transforms of matrices.
In this section, we present a complete classification of quasinormality of Mz on analytic
tridiagonal spaces. Here, however, we do not need to assume that Mz is left invertible. So,
our main classification result, Theorem 7.2, is valid without the assumption (3.2).
To motivate our result on quasinormality, we first consider the known case of weighted
shifts. Recall that the weighted shift Sα corresponding to the weight sequence (of positive
real numbers) {αn}n≥0 is given by Sαen = αnen+1 for all n ≥ 0. Then (see the proof of
Proposition 2.10)
SαS
∗
αen+1 = α
2
nen+1,
and hence (S∗αSα − SαS∗α)Sα = 0 if and only if
(S∗αSα − SαS∗α)Sαen = 0,
for all n ≥ 0, which is equivalent to
αn(α
2
n+1 − α2n) = 0,
for all n. Thus, we have proved [19, Problem 139]:
Lemma 7.1. The weighted shift Sα is quasinormal if and only if the weight sequence {αn}n≥0
is a constant sequence.
Now we turn to Mz on an analytic tridiagonal space Hk. We first assume that
[M∗z ,Mz] = rPf0,
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where r is a non-negative real number and Pf0 denote the orthogonal projection of Hk onto
the one dimensional space Cf0. Then [M
∗
z ,Mz]Mz = rPf0Mz implies that
([M∗z ,Mz]Mz)fn = rPf0(zfn).
Now by (3.7) we have
zfn =
∞∑
i=n+1
βifi,
for some scalar βi ∈ C, i ≥ n+ 1. Note that
βn+1 =
an
an+1
6= 0.
This shows that Pf0(zfn) = 0, and hence
([M∗z ,Mz]Mz)fn = 0 (n ≥ 0),
that is,Mz is quasinormal. Conversely, assume thatMz is quasinormal. Then [M
∗
z ,Mz]Mz = 0
implies that
ranMz ⊆ ker[M∗z ,Mz],
and therefore, by Lemma 3.2, we have
Cf0 = kerM
∗
z ⊇ ran[M∗z ,Mz].
Clearly this implies
[M∗z ,Mz] = rPf0,
for some scalar r ∈ C. Then
r‖f0‖2 = 〈rPf0f0, f0〉Hk = 〈[M∗z ,Mz]f0, f0〉Hk = ‖Mzf0‖2 − ‖M∗z f0‖2 = ‖Mzf0‖2,
as M∗z f0 = 0, which implies
r =
‖Mzf0‖2
‖f0‖2 > 0.
Thus, we have proved:
Theorem 7.2. Let Hk be an analytic tridiagonal space. Then Mz on Hk is quasinormal if
and only if there exists a non-negative real number r such that
M∗zMz −MzM∗z = rPf0,
where Pf0 denote the orthogonal projection of Hk onto the one dimensional space Cf0.
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In more algebraic terms this result can be formulated as follows: First we recall the matrix
representation of Mz (see (3.8))
[Mz ] =


0 0 0 0 . . .
a0
a1
0 0 0
. . .
c0
a1
a2
0 0
. . .
−c0b2
a3
c1
a2
a3
0
. . .
c0b2b3
a3a4
−c1b3
a4
c2
a3
a4
. . .
−c0b2b3b4
a3a4a5
c1b3b4
a4a5
−c2b4
a5
c4
. . .
...
. . .
. . .
. . .
. . .


.
For each n ≥ 0, we denote by Rn and Cn the n-th column and n-th row, respectively, of
[Mz]. We then identify each of these column and row vectors with elements in Hk. Then
Rn, Cn ∈ Hk, n ≥ 0. Using the matrix representation [M∗z ] (see (3.9)) and [Mz], we get〈
R0, Rn
〉
Hk
= 0,
for all n ≥ 0, and, consequently
[
[M∗z ,Mz]
]
=


〈C0, C0〉Hk 〈C0, C1〉Hk 〈C0, C2〉Hk · · ·
〈C1, C0〉Hk 〈C1, C1〉Hk − 〈R1, R1〉Hk 〈C1, C2〉Hk − 〈R1, R2〉Hk · · ·
〈C2, C0〉Hk 〈C2, C1〉Hk − 〈R2, R1〉Hk 〈C2, C2〉Hk − 〈R2, R2〉Hk · · ·
...
...
...
. . .

 .
Therefore [M∗z ,Mz] = αPf0 if and only if
〈C0, C0〉Hk = r, 〈C0, Ci〉Hk = 0,
for all i ≥ 1, and
〈Cm, Cn〉Hk − 〈Rm, Rn〉Hk = 0,
for all 1 ≤ m ≤ n.
It is easy to see that a quasinormal operator is always subnormal [19]. However, a complete
classification of subnormality of Mz on tridiagonal spaces is rather more subtle and not quite
as clear-cut as in the quasinormal situation. In fact the general classification of subnormality
of Mz on tridiagonal spaces is not known (however, see [2] and the related work [26]).
Concluding remarks: Evidently, the main inconvenience of Aluthge transforms results from
the representations of the positive part |T | of the polar decompositions of a bounded linear
operator T . Broadly speaking, this paper discusses some definite problems and constraints in
Aluthge transforms, Shimorin’s analytic models of left invertible operators and (tridiagonal)
analytic reproducing kernel Hilbert spaces. This also discusses the use of techniques drawn
from the aforementioned concepts in the setting of “simple” shifts on function Hilbert spaces.
Part of the main contributions of this paper also lies perhaps in detecting more concrete
problems in operator theory and function theory. We are interested, for instance, in the
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following further questions: What is the limit of iterations of Aluthge transforms of shifts
on analytic tridiagonal spaces? What is the invariant subspace lattice of shifts on analytic
tridiagonal spaces. What is the several variable analogue of Aluthge transforms in the setting
of tridiagonal spaces (cf. [13] on weighted shifts). We intend to return to some of these issues
in a future paper.
Acknowledgement: The research of the second named author is supported in part by
NBHM grant NBHM/R.P.64/2014, and the Mathematical Research Impact Centric Sup-
port (MATRICS) grant, File No: MTR/2017/000522 and Core Research Grant, File No:
CRG/2019/000908, by the Science and Engineering Research Board (SERB), Department of
Science & Technology (DST), Government of India.
References
1. O. Abu and F. Kittaneh, A numerical radius inequality involving the generalized Aluthge transform, Studia
Math. 216 (2013), 6975.
2. G. T. Adams, N. S. Feldman and P. J. McGuire, Tridiagonal reproducing kernels and subnormality, J.
Operator Theory 70 (2013), 477-494.
3. G. T. Adams and P. J. McGuire, Analytic tridiagonal reproducing kernels, J. Lond. Math. Soc. 64 (2001)
722738.
4. G. T. Adams, P. J. McGuire and V. I. Paulsen, Analytic reproducing kernels and multiplication operators,
Illinois J. Math. 36 (1992) 404419.
5. A. Aluthge, On p-hyponormal operators for 0 < p < 1, Integral Equations Operator Theory, 13 (1990),
307315.
6. N. Aronszajn, Theory of reproducing kernels, Trans. Am. Math. Soc. 68 (1950) 337404.
7. T. Ando, Aluthge transforms and the convex hull of the spectrum of a Hilbert space operator, Recent
advances in operator theory and its applications, 2139, Oper. Theory Adv. Appl., 160, Birkha¨user, Basel,
2005.
8. J. Antezana, E. Pujals and D. Stojanoff, The iterated Aluthge transforms of a matrix converge, Adv Math.
226 (2011), 15911620.
9. T. Ando and T. Yamazaki, The iterated Aluthge transforms of a 2-by-2 matrix converge, Linear Algebra
Appl. 375 (2003), 299309.
10. C. Benhida and E. H. Zerouali, Backward Aluthge iterates of a hyponormal operator and scalar extensions,
Studia Math. 195 (2009), 110.
11. F. Botelho and J. Jamison, Elementary operators and the Aluthge transform, Linear Algebra Appl. 432
(2010), 275282.
12. F. Chabbabi and M. Mbekhta, New formulas for the spectral radius via λ-Aluthge transform, Linear
Algebra Appl. 515 (2017), 246254.
13. R. Curto and J. Yoon, Toral and spherical Aluthge transforms of 2-variable weighted shifts, C. R. Math.
Acad. Sci. Paris 354 (2016), 12001204.
14. K. Dykema and H. Schultz, Brown measure and iterates of the Aluthge transform for some operators
arising from measurable actions, Trans. Amer. Math. Soc. 361 (2009), 65836593.
15. G. Exner, Aluthge transforms and n-contractivity of weighted shifts, J. Operator Theory 61 (2009), 419438.
16. C. Foias, I. Jung, E. Ko and C. Pearcy, Complete contractivity of maps associated with the Aluthge and
Duggal transforms, Pacific J. Math. 209 (2003), 249259.
17. T. Furuta and M. Yanagida, Further extensions of Aluthge transformation on p-hyponormal operators,
Integral Equations Operator Theory. 29 (1997), 122125.
46 DAS AND SARKAR
18. T. Furuta, Generalized Aluthge transformation on p-hyponormal operators, Proc. Amer. Math. Soc. 124
(1996), 30713075.
19. P. Halmos, A Hilbert space problem book, Second edition. Graduate Texts in Mathematics, 19. Encyclo-
pedia of Mathematics and its Applications, 17. Springer-Verlag, New York-Berlin, 1982.
20. M. Ito, T. Yamazaki and M. Yanagida, On the polar decomposition of the Aluthge transformation and
related results, J. Operator Theory. 51 (2004), 303319.
21. I. Jung, E. Ko and C. Pearcy, Spectral pictures of Aluthge transforms of operators, Integral Equations
Operator Theory. 40 (2001), 5260.
22. I. Jung, E. Ko and C. Pearcy, The Iterated Aluthge Transform of an operator, Integral Equations Operator
Theory. 45 (2003), 375-387.
23. I. Jung, E. Ko and C. Pearcy, Aluthge transforms of operators, Integral Equations Operator Theory. 37
(2000), 437448.
24. I. Jung, E. Ko and C. Pearcy, Operators: their Aluthge transforms and invariant subspaces, Operator in-
equalities and related topics (Japanese) (Kyoto, 1998). Su¯rikaisekikenkyu¯sho Ko¯kyu¯roku No. 1080 (1999),
15.
25. S. Jung, Y. Kim and E. Ko, Iterated Aluthge transforms of composition operators on H2, Internat. J.
Math. 26 (2015), 1550079, 31 pp.
26. S. Lee, H. Lee and J. Yoon, Subnormality of Aluthge transforms of weighted shifts, Integral Equations
Operator Theory. 72 (2012), 241251.
27. A. Oloomi and M. Radjabalipour, Operators with normal Aluthge transforms, C. R. Math. Acad. Sci.
Paris. 350 (2012), 263266.
28. V. Paulsen and H. Woerdeman, Reverse Cholesky factorization and tensor products of nest algebras, Proc.
Amer. Math. Soc. 146 (2018), 16931698.
29. P. Pietrzycki, A Shimorin-type analytic model on an annulus for left-invertible operators and applications,
J. Math. Anal. Appl. 477 (2019), 885911.
30. D. Rose and I. Spitkovsky, On the stabilization of the Aluthge sequence, International Journal of Informa-
tion and Systems Sciences. 4 (2008), 178-189.
31. A. Shields, Weighted shift operators and analytic function theory, Topics in Operator Theory, Math.
Surveys Monographs, vol. 13, Amer. math. Soc., Providence, RI 1974, 49-128.
32. S. Shimorin, On Beurling-type theorems in weighted l2 and Bergman spaces, Proc. Amer. Math. Soc. 131
(2003), 17771787.
33. S. Shimorin,Wold-type decompositions and wandering subspaces for operators close to isometries, J. Reine
Angew. Math. 531 (2001), 147189.
34. T. Yamazaki, An expression of spectral radius via Aluthge transformation, Proc. Amer. Math. Soc. 130
(2002), 11311137.
Indian Statistical Institute, Statistics and Mathematics Unit, 8th Mile, Mysore Road,
Bangalore, 560059, India
E-mail address : susmita.das.puremath@gmail.com
Indian Statistical Institute, Statistics and Mathematics Unit, 8th Mile, Mysore Road,
Bangalore, 560059, India
E-mail address : jay@isibang.ac.in, jaydeb@gmail.com
