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ABSTRACT: For the last decades vibration based damage detection of engineering structures 
has become an important issue for maintenance operations on transport infrastructure. Research 
in vibration based structural damage detection has been rapidly expanding from classic modal 
parameter estimation to modern operational monitorig. Since structures are subject to unknown 
ambient excitation in operation conditions, all estimates from the finite data measurements are of 
statistical nature. The intrinsic uncertainty due to finite data length, colored noise, non-stationary 
excitations, model order reduction or other operational influences needs to be considered for 
robust and automated structural health monitoring methods. In this paper, two subspace-based 
methods are considered that take these statistical uncertainties into account, first modal parame-
ter and their confidence interval estimation for a direct comparison of the structural states, and 
second a statistical null space based damage detection test that completely avoids the identifica-
tion step. The performance of both methods is evaluated on a large scale progressive damage test 
of a prestressed concrete road bridge, the S101 Bridge in Austria. In an on-site test, ambient vi-
bration data of the S101 Bridge was recorded while diff rent damage scenarios were introduced 
on the bridge as a benchmark for damage identification. It is shown that the proposed damage 
detection methodology is able to clearly indicate th presence of structural damage, if the dam-
age leads to a change of the structural system. 
 
KEYWORDS: Subspace methods; Operational modal analysis; Uncertainty bounds; Damage 
detection; Prestressed concrete bridge. 
 
1. INTRODUCTION 
The main objective of research work on Structural Health Monitoring (SHM) systems is to de-
velop or improve methodologies for an effectual identification and handling of risk implying 
deficiencies of dynamic systems on the base of automated monitoring. Damages lead to changes 
in the modal parameters of a structure (natural frequencies, damping ratios, mode shapes), hence 
one eminent component of a decision support framework is the adequate processing of meas-
urement data to reliably detect such changes in the systems under observation [1]. The detection 
of damages is the first and essential step for automated SHM methods, before further levels in 
the whole damage identification process – consisting of damage detection, localization, quantifi-
cation and prediction of remaining service life time [2] – can be treated.  
Within the last 30 years a vast literature on vibration-based damage identification methods 
has emerged. An introduction to the subject as wellas an overview of many methods can be 
found in [3–5]. Many of the currently used vibration-based methods for early damage detection 
performs modal system identification and compare the obtained modal parameter of the actual 
state with those of the undamaged state [6–10]. However, the sensitivity of modal damage indi-
cators is often not satisfying for a lot of real applications in civil engineering with ambient exci-
tation and a limited number of sensors. Varying operational or environmental influences may 
have a greater impact on the dynamic properties of a system than structural damage in early 
stages [10, 11]. Besides, civil structures differ from many other mechanical structures by their 
size and their uniqueness and therefore cannot undergo any kind of prototype testing, as it is 
common for products from e.g. automotive and aeronautic industry [12]. Also, they are subject 
to operational and environmental loading of mostly large variances and are designed for an ex-
ceptional life span compared to mechanical structures. For these reasons, civil structures are pro-
vided with a high safety margin, which implies in general a high rigidity. These facts make the 
development of vibration based strategies for damage det ction in an early stage a complex and 
challenging task for civil structures. Methods that are successfully run on mechanical structures 
in a certain deterministic environment might not at all be applicable on civil structures.  
For the detection of damages in an early stage it is important to take the uncertainty of  dam-
age related parameter estimates into account to distinguish small (physical) changes from statis-
tical variability. Since usually only unknown ambient excitation and no artificial excitation is 
available and practical for continuous and automated monitoring of structures, all parameters that 
are estimated from the output-only vibration measurements are afflicted with statistical uncer-
tainty. This uncertainty results from the operation c ditions, such as finite number of data sam-
ples, measurement noises, non-stationary excitations, nonlinear structure, model order reduction 
and further sources.  
Subspace methods have been proven to be very well-suited for the output-only vibration anal-
ysis of civil structures in operation due to their xcellent theoretical properties [13, 14, 15]. In 
this paper two subspace-based methods for vibration m itoring are considered that take the sta-
tistical uncertainties into account. First, we use th covariance-driven subspace-based system 
identification [16, 17] together with their confidence interval estimation [18, 19] for the opera-
tional modal analysis. Thanks to this uncertainty quantification, the significance of the modal 
parameters and their changes during the monitoring period can be evaluated. Second, we perform 
the actual damage detection with a null space based statistical damage detection test [11, 21-23], 
where new data from a possibly damaged state is directly compared to a reference state in a test 
statistic. Like this, the entire structural response is compared without computing any modal pa-
rameters. Comparing the test value to a threshold indicates if the structure is damaged. 
Both approaches are dealing with the SHM problem from the identification and detection 
points of view. They are nonetheless related by the principles of subspace methods and the same 
fundamental uncertainty quantification computation from the output-only measurement data.  
Our contribution to these methods concerns their applicability: Being elaborate methods but 
lacking some feasibility in practice, both methods were recently enhanced with a strongly de-
creased computational burden, feasibility of high model orders and a more numerically robust 
computation [17, 19, 23]. The results are fast algorithms that can be applied easily to vibration 
data from civil, mechanical or aeronautical structures. In this paper, they are demonstrated on the 
large scale progressive damage test of a prestressed concrete road bridge, the S101 Bridge in 
Austria [25]. In an on-site test, ambient vibration data of the S101 Bridge was recorded while 
different damage scenarios were introduced on the bridge as a benchmark for damage identifica-
tion. The verification of the effectiveness of SHM is particularly important on such structures, 
especially since the effort for maintenance and repai  of the prestressed concrete road bridges 
increased dramatically in the last decades [26]. It is shown that the proposed methodology is able 
to clearly indicate the presence of structural damage, if the damage leads to a change of the 
structural system. Small damages which do not result in a system change when not activated by 
loading, do not lead to a modification of the dynamic response behavior and for that cannot be 
detected with the proposed global monitoring method. 
This paper is organized as follows. In Section 2, the basics of stochastic subspace identifica-
tion are given. In Section 3, the confidence interval computation of modal parameters is de-
scribed and in Section 4, the damage detection strategy is summarized. These algorithms are 
applied to S101 Bridge in Section 5, before finishing with some concluding remarks in Section 6. 
 
2. STOCHASTIC SUBSPACE IDENTIFICATION (SSI) 
Stochastic Subspace Identification methods are among the state of the art methods for modal 
parameter estimation [14, 15]. In this section, an overview of the covariance-driven identification 
algorithm is given, whose properties are also the foundation of the subsequent damage detection 
algorithm. 
 
2.1 Models and Parameters 
The behaviour of a mechanical system is assumed to be described by a stationary linear  
dynamical system 
( ) ( ) ( ) ( ),t t z t vz z t+ + =ɺɺ ɺM C K  (1) 
where t denotes continuous time, , , d d×∈ ℝM C K  are the mass, damping and stiffness matrices, 
high-dimensional vector dz ∈ ℝ  collects the displacements of the degrees of freedom of the 
structure and the external force v is unmeasured and considered as noise. The eigenstructure of  
(1) with the modes µi and mode shapes (observed eigenvectors) ri ∈ ℝψ  is a solution of  
2 2det( ) 0, ( ) 0,i ii i i i iM C K M C K L+ + = + + = =µ µ µ ψµ φ φ , (2) 
where matrix r dL ×∈ ℝ  maps the r sensor locations to the d degrees of freedom of the structure. 
Observing model (1) at the r sensor locations (e.g. by acceleration, velocity or displacement 








where n nA ×∈ ℝ  is the state transition matrix, r nC ×∈ ℝ  is the observation matrix, nkx ∈ ℝ  are the 
states of the system and rky ∈ ℝ  the output measurements at the discrete times t k= τ , where n is 
the system order. The vectors vk and wk are the unmeasured input and output disturbances. The 
eigenstructure of system (3) is given by 
det( ) 0, ( ) 0,i i i i iA I A I C− = − = =λ λ φ ϕ φ . (4) 
Then, the eigenstructure of the continuous system (1) is related to the eigenstructure of the dis-
crete system (3) by 
e ,i i i i= =
τµ ψλ ϕ . (5) 
From the eigenvalues λ i, the natural frequencies fi and damping ratios iξ  of the system are direct-
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2.2 Covariance-Driven SSI 
To obtain the eigenstructure of system (3) from measurements (yk)k=1,…,N, the stochastic subspace 
identification algorithm is used in its covariance-driven form [13, 16]. In the case of a high num-
ber of available sensors , a subset of 0r r≤  sensors can be chosen as reference sensors (or so-
called projection channels) in the output vector rky ∈ ℝ , defining the reference output vectors 
0(ref ) r
ky ∈ ℝ . Selecting reference sensors increases the computation ime and improves the quality 










×∈= ∑ ℝ   (7) 
are computed for the lags i = 1, ..., p + q, where the parameters p and q are chosen such that 





















H  (8) 
is filled, which possesses the factorization property H = O C into observability matrix O and the 
stochastic controllability matrix C. The observability matrix O is obtained from H by a singular 
value decomposition (SVD) and truncation at the desired model order n 


































O . (9) 
From the observability matrix O the matrices C in the first block row and A from a least squares 
solution of  

























O  (10) 
are obtained. The eigenstructure (λi,φi) of the system (3) and the modal parameters are finally 
obtained from (4)-(6). 
In Operational Modal Analysis, the model order n in (9) is unknown and spurious modes ap-
pear due to the unknown noise characteristics in the ambient excitation. Based on the observation 
that physical modes remain quite constant when estimated at different over-specified model or-
ders, while spurious modes vary, they can be distinguished using so-called stabilization dia-
grams. The system is identified truncating in (9) at multiple model orders, and frequencies from 
this multi-order system identification are plotted against the model order [16, 17]. From the 
modes common to many models and using further stabiliz tion criteria, such as threshold on 
damping values, low variation between modes and mode shapes of successive orders etc., the 
final estimated model is obtained. Like this, stabilization diagrams provide a GUI where the user 
is assisted in selecting the identified modes of an investigated structure. 
 
 
3. CONFIDENCE INTERVALS OF MODAL PARAMETERS 
The uncertainty quantification of the estimated modal parameters that are obtained from sub-
space identification in the previous section is necessary to assess the confidence one can have in 
these values, e.g. when comparing the modal parameters of different states of a structure. Modal 
parameters with little confidence (and hence large confidence intervals) are little useful for com-
paring structural states.  
The uncertainties of the modal parameters at a chosen system order can be computed from the 
uncertainty of the Hankel matrix H by doing a sensitivity analysis. Since the modal parameters 
are functions of the Hankel matrix, it holds 
(vec ), (vec ), (vec ),
i iiii f i
f∆ = ∆ ∆ = ∆ ∆ = ∆ϕξξ ϕJ J JH H H  (11) 
for (theoretical) first-order perturbations of the fr quencies fi, damping ratios ξi and mode shapes 
ϕi, where J  denotes their sensitivity with respect to the stacked Hankel matrix vec H, as de-
tailed in [18, 19, 20]. The uncertainty of the stacked Hankel matrix is quantified by its covari-
ance ΣH, which can be easily evaluated by splitting the avail ble sensor data into blocks on 
which instances of the Hankel matrix are obtained. Then, ΣH is computed from their sample co-
variance. It follows 
cov( ) , cov( ) , cov( ) ,
i ii i i ii
T T T
i f f if = Σ = Σ = Σξ ϕξ ϕξ ϕH H HJ J J J J J  (12) 
from where the standard deviations of the modal parameters are obtained. This offers a possibil-
ity to compute confidence intervals on the modal parameters directly in a fully automated way, 
without repeating the system identification step. In [19] an efficient and fast computation scheme 
of the uncertainty computation laid out in (12) is described in detail, where confidence bounds 
up to high model orders can be computed within reason ble computation times. The efficient 
computation at multiple model orders for stabilization diagrams is also addressed in [19].  
 
 
4. STATISTICAL SUBSPACE-BASED DAMAGE DETECTION 
Instead of performing damage detection by comparing the modal parameters from a new data set 
to a reference state, the statistical subspace-based damage detection algorithm [21, 22] compares 
different structural states by using a χ2 test on a residual function. This residual confronts the left 
null space of a subspace matrix H0 in the reference state with a subspace matrix H of a new, pos-
sibly damaged state. This algorithm has the advantage that no modal parameter extraction is nec-
essary, while the χ2 test checks for changes implicitly. Furthermore, the whole system response 
is compared implicitly and not only the first modes as it is often the case when monitoring modal 
parameters. 
The algorithm consists of the following steps. In the reference state, a subspace matrix H0 is 
computed from the output data of the system as in (8). Note that reference scenarios with differ-
ent environmental conditions can be mixed when computing H0, see [11], such that the damage 
detection test will be robust to these environmental conditions. Then, the left null space S of H0 
is computed and the characteristic property of a system in the reference state writes STH = 0. The 
null space S can be obtained with an SVD ofH0 as in (9) from S = U0. The associated residual 
vector [11, 21, 22] writes 
vec( )TN N Sζ = H , (13) 
where N is the number of samples, on which H is computed. Furthermore, compute the residu-
al’s covariance Σ = E[ζNζNT] in the reference state, where E denotes the expectation operator. 
This is done by cutting the data into blocks and computing the residual on each of the data 
blocks, analogous to ΣH in the previous section, and it holds Σ = N (I ⊗  ST) ΣH (I ⊗  S), where I is 
the identity matrix and ⊗  denotes the Kronecker product. The covariance of the null space S is 
not computed, since it was neglected in the derivation of the original detection methods [21, 22], 
where S is assumed to be model-based and not data-based. Note that while case studies (e.g. in 
[11, 23]) performed well without using the covariance of S, it should be taken into account in 
future research to increase the robustness of the detection method, requiring a non-trivial exten-
sion of the approach (see e.g. [24]). 
The residual vector ζN is asymptotically Gaussian with mean zero in the ref rence state. It 
manifests itself to damage by a change in its mean value, corresponding to an increase of the χ2 
test  
2 1T
N Nχ ζ ζ
−= Σ . (14) 
The monitoring of the system is achieved by calculating the residual vector ζN in (13) on the 
Hankel matrices estimated from newly recorded output data and subsequently the χ2 test value in 
(14), which is compared it to a threshold. Such a treshold is obtained empirically from the χ2 
test values of several data sets in the reference stat  of the structure for a desired type I error. A 
significant increase in the χ2 value indicates that the system is no more in the reference state. 
The residual covariance matrix Σ is usually high-dimensional and its inversion Σ–1 costly and 
numerically fragile. In [23] the authors proposed an efficient and numerically robust computa-
tion. To further increase the robustness of the computation, while decreasing the computation 
time, so-called reference sensors or projection channels [16] are used in the computation of the 
subspace matrix as indicated in Section 2.2, reducing the size of the involved matrices signifi-
cantly. With these improvements a fast and robust computation of the damage indicator (14) was 
made. 
 
5. MONITORING OF S101 BRIDGE DURING PROGRESSIVE DAMAGE TEST 
5.1 Progressive Damage Test of S101 Bridge  
Within the European research project “Integrated European Industrial Risk Reduction System 
(IRIS)” a prestressed concrete bridge was artificially damaged [25]. The intention was to provide 
a complete set of monitoring data during a defined loss of structural integrity for testing and 
evaluation of various SHM methods and applications. Therefore, the static and dynamic behavior 
of the structure was measured permanently during the 3-day damaging process. The progressive 
damage campaign was planned and organized by the Austrian company VCE. The characteristics 
of the structure under observation, the measurement campaign and the introduced damages are 
presented briefly. 
 
5.1.1 The S101 Bridge 
The S101 Bridge was a prestressed concrete bridge from the early 1960s and therefore a charac-
teristic representative of the partly invalid highway infrastructure asset in Europe. Despite a gen-
eral lack of experience in the time of their design, prestressed concrete was a very popular con-
struction type in those days. Retrospectively, some f the major design assumptions proofed to 
be erroneous and after short periods of operation significant and characteristic damage patterns 
occurred at the structure [26, 27]. The load bearing capacity and especially the durability of the 
bridges remained mostly limited despite costly retrofitting activities [28, 29]. In addition, an in-
crease of heavy load vehicle traffic has been ongoing since the start of operation. Thus, pre-
stressed bridge structures in central Europe and other countries have been exposed to degradation 
processes initiated by poor design, while the operation l loading and the associated dynamic 
stressing increases steadily in the same time [30, 31]. 
 
 
Figure 1. Bridge S101 during damage test [25]. 
 
5.1.2 Damage Description 
The progressive damage test took place from 10-13 December 2008. During the test the highway 
beneath the bridge was open in one direction. The second direction was closed for traffic because 
of construction works which in addition took place n ar the bridge.  
Two major damage scenarios were artificially induced. First, a damage of one of the four col-
umns was inserted by cutting through the column on its lower end. With this action a change in 
the global structural system was implemented since an extra hinge was formed just above the 
foundation. During the cutting process no signs of extra cracking (noise emission) were ob-
served. After a second cut a 5 cm thick slice of the column was removed and the column was 
lowered for altogether 3 cm, while moderate noising was noticed. At the neighboring column a 
horizontal crack occurred. Additional cracking in the bridge deck was not observed. The column 
was settled until reaching elastic limits of the bridge deck. Because of the hydraulic jack there 
was no complete loss of support. The column was secured in its location by inserted steel plates. 
Afterwards the column was uplifted again to its original position and secured there again by steel 
plates.  
Second, prestressing tendons of one of the beams were cut successively for a further damage 
scenario. All in all three and a quarter of a wire bundle were cut through. Between each intersec-
tion pauses of several hours were kept to let the sructural system change into a new state of 
equilibrium, while no indication of changing structral conditions like cracking was observed. 
Since the bridge was not loaded by traffic, it is as umed that cutting the limited number of ten-
dons reduced only the extra prestressing margin. 
Pictures of both scenarios of the progressive damaging are shown in Figure 2. In Table 1 all 










Figure 2. Progressive damage of column and tendons on bridge S101 [25]. 
 
Table 1. Notation of consecutive damage actions and their effects with time index after start of 
the measurements. 
 Time Index Damage Action Damage Effect 
A 14h 52m Begin of cutting through 
column 
•  no signs of extra cracking (noise) or in-
crease of existing cracks 
•  formation of an extra hinge just above the 
foundation, which itself is a constructive 
fixed support 
B 16h 15m 
End of second cut through 
column 
C 17h 43m Lowering of column – 1st 
step (10mm) 
•  moderate noise 
D 18h 44m Lowering of column – 2nd 
step (20mm) 
•  horizontal crack in neighboring column 
•  settling of bridge deck until reaching the 
elastic limits, no complete loss of support 
because of hydraulic jack 
E 20h 45m Lowering of column – 3rd 
step (27mm) 
F 21h 40m Inserting steel plates  
G 1d 15h 15m 
Uplifting column 
•  closing of occurred cracks 
•  hinge from cutting remains 
H 1d 19h 45m Exposing cables and cut-
ting of 1st cable 
•  reduction of prestressing without indica-
tion of changing conditions 
•  no influence of structural behavior since 
bridge is not loaded by traffic 
•  the extra prestressing reservoir is depleted 
I 1d 22h 25m Cutting through 2nd cable 
J 2d 15h 02m Cutting through 3rd cable 
K 2d 17h 14m Partly cutting of 4th cable 
 
5.1.3 Measurement Description 
For the vibration measurements a BRIMOS® measurement system with a permanent sensor grid 
was used. The grid consisted of 15 sensor locations on the bridge deck (see Figure 3), in each 
location three sensors for measurements in the bridge deck’s vertical, longitudinal and transver-
sal direction. Altogether, 45 acceleration sensors were applied. The sensor layout was motivated 
by the symmetry of the bridge, so that 14 locations were set only on one side of the bridge deck, 
while the 15th location on the other side has the purpose to distinguish between bending and tor-
sional modes. 
The data were recorded permanently with a sampling frequency of 500 Hz. During the three 
days measurement campaign 714 data files each containing 45 channels with 165 000 data points 
were produced, corresponding to 5.5 min of measurements each. Note that there were hardly any 
temperature changes during the measurement period, where misty winter weather just below 
freezing was dominant, so nuisance from temperature changes can be excluded in the measure-
ments.  
 
Figure 3. Location of the sensors on the bridge deck. 
 
5.2 Modal Parameters and their Confidence Intervals 
Being interested in the identification of the first modes in a frequency range [0-18 Hz], the data 
was downasampled and decimated from sampling rate 500 Hz by factor 5. System identification 
and the covariance computation was done with the covariance-driven subspace identification 
detailed in Section 2 with parameters p + 1 = q = 35 at model orders n = 1,…,100. All r = 45 
sensors were used and r0 = 3 reference sensors were chosen. The covariance computation on all 
identified modes at the different model orders was accomplished with the strategy explained in 
Section 3. For the covariance estimate on the Hankel matrix, the data was cut into 100 blocks. 
 
5.2.1 System Identification Results in Reference State 
First, a modal analysis of the structure in the refr nce state with the computation of the uncer-
tainty bounds of the modal parameters as in Section 3 was performed. In Figure 4(a), the stabili-
zation diagram of the natural frequencies vs. the model order is presented, where a confidence 
interval (± one standard deviation σf) of each frequency is plotted as a horizontal bar.
In Figure 4(a) it can be seen that the (true) structu al modes seem to have much lower uncer-
tainty bounds than spurious modes. With this observation, a threshold of 1% was put on the vari-
ation coefficient of the frequencies (standard deviation divided by frequency), which leads to a 
much clearer diagram in Figure 4(b). Such a cleaned diagram is also easier to evaluate for an 
automated modal parameter extraction.  
 
 
(a) all modes 
 
(b) with threshold on uncertainty bounds 
Figure 4. Stabilization diagrams containing the natural frequencies of the first five modes with 
their ±σf confidence intervals (horizontal bars). 
 
In Figure 5, the frequency and damping ratio of first mode identified at the different model or-
ders is magnified for a better visibility of the confidence bounds. Using the information from 
these confidence bounds, values for the frequency ad the damping ratio of a mode can be cho-
sen that are optimal for different model orders, as the true model order is unknown.  
 
  
Figure 5. Zoom on first mode: estimated natural frequencies (left) and corresponding damping 
ratios (right) at different model orders. 
 
Table 2: Overview of the estimated first 5 modes with natural frequencies f , their variation coef-
ficient / 100f f f= ⋅ɶσ σ , the damping ratios ξ and their variation coefficient / 100= ⋅ɶξ ξ ξσ σ  
mode f  (Hz) fɶσ  ξ (%) ɶξσ  
1 4.036 0.12 0.78 15 
2 6.281 0.08 0.56 20 
3 9.677 0.18 1.3 14 
4 13.27 0.13 1.5 13 
5 15.72 0.37 1.3 17 
 
From the stabilization diagrams, the modal parameters are chosen. In Table 2, the system identi-
fication results with their variation coefficients are summarized. As expected, the variation coef-
ficients of the frequency estimates are very low (lower than 0.5%), while the estimates of the 
damping ratios show much higher variation coefficients (up to 20% in this case). 
In Figure 6, the real parts of the obtained mode shapes in the vertical direction at the 14 sen-
sors of one side of the bridge deck are displayed with their uncertainty bounds (±2 standard de-
viations). From the 15th sensor on the other side of the bridge deck, whose c ntribution is marked 
as the red point in Figure 6, information about the kind of the mode is obtained: Modes 1, 3 and 
5 are vertical bending modes and modes 2 and 4 are torsional modes. Since the 15th sensor was 
very close to the middle of the bridge, the distinction of the mode shapes 3 and 4 was not easy 
due to symmetry. However there is a small but significant shape difference of more than the two 
standard deviations at the 15th sensor between modes 3 and 4, where the former is negative and 
the latter is positive, while the mode shape at the ot r sensor in the middle of the bridge deck is 
negative in both cases in Figure 6. 
 
 
mode 1, 4.036 Hz, 0.78% 
 
mode 2, 6.281 Hz, 0.56% 
 
mode 3, 9.677 Hz, 1.3% 
   
 
 
mode 4, 13.27 Hz, 1.5% 
 
mode 5, 15.72 Hz, 1.3% 
 
 
Figure 6. First five mode shapes in vertical direction on one side of the span (line) and the sensor 
on the other side of the bridge deck (red point) wih their uncertainty bounds. 
 
5.2.2 System Identification Results in Maximal Damaged State 
In the next step, the modal analysis with the confidence interval computation was performed in 
the maximal damaged state on an example record after the settling of the column and the inser-
tion of the steel plates, corresponding to damage event F in Table 1. The analysis is performed 
with the confidence interval computation analogously to the previous section and the results are 
presented in Table 3 and Figure 7. 
 
Table 3: Overview of the first modes in the damaged state F (notation see Table 2).  
mode f  (Hz) fɶσ  ξ (%) ɶξσ  
1 4.017 0.29 1.0 36 
2 5.891 0.27 1.2 25 
3a 9.347 0.28 0.97 29 
3b 10.89 0.33 2.1 29 
4 14.25 0.56 1.9 22 




mode 1, 4.017 Hz, 1.0% 
 
mode 2, 5.891 Hz, 1.2% 
 
mode 3a, 9.347 Hz, 0.97% 
   
 
mode 3b, 10.89 Hz, 2.1% 
 
mode 4, 14.25 Hz, 1.9% 
 
mode 5, 16.25 Hz, 2.7% 
 
Figure 7. Mode shapes in range [0-18 Hz] in vertical direction on one side of the span (line) and 
the sensor on the other side of the bridge deck (red point) with their uncertainty bounds. 
 
 
Figure 8. MAC values between the mode shapes from the reference and damaged states. 
 
In comparison to the modes in the reference state in he previous section, it can be noted that the 
mode shapes have changed significantly especially at the location of the bridge that was settled 
(see Figure 3). These changes are higher than the associ ted confidence bounds. They are also 
confirmed by a comparison of the modal assurance crit rion (MAC) between the modes in Fig-
ure 8. Mode 3, which was a vertical bending mode in the reference state, is not present anymore. 
Instead, two torsional modes appear that are denoted as 3a and 3b, where mode 3b has no simi-
larity to any of the modes from the reference state as can be seen in Figure 8. Note that modes 3 
and 4 from the reference state are hardly distinguishable in the comparison of MAC values. This 
is because they are bending and torsion modes that only show a difference at the one sensor on 
the other side of the bridge deck, where however th deflection is close to zero for these modes. 
Torsional mode 4 and bending mode 5 in the damaged state show similar behavior as in the ref-
erence state with changes around the settled column. Concerning the natural frequencies in com-
parison to the reference state, it can be observed that modes 1 and 2 show a frequency drop 
(0.5% and 6%, respectively), while the frequencies of modes 4 and 5 show an increase (7% and 
3%, respectively). The damping ratios of the modes 1, 2, 4 and 5 have increased. 
Results on system identification during all damage sc narios are presented in the next section. 
 
5.2.3 Frequency Monitoring During Progressive Damage Test 
During the progressive damage test of the S101 Bridge, more than 700 datasets were available. 
Some of them contained erroneous data due to destruction work on the bridge or other influences 
that were excluded from the analysis. On the left 680 datasets, an automated monitoring proce-
dure was applied, which did the system identification and confidence interval computation auto-
matically for each dataset. This means that a stabiliz tion diagram was built for each dataset. In 
the diagrams, only modes in accordance with reasonable thresholds for the damping estimates 
and confidence interval bounds were preselected. The automatic mode selection was then per-
formed based on a simple statistic clustering algorithm, where each cluster contains modes with 
small deviations of the frequency, damping and MAC values between successive model orders. 
Clusters with a minimal number of modes were chosen and the cluster centers were used as the 
final results. Note that it was not our purpose to develop refined automated Operational Modal 
Analysis algorithms (as e.g. in [10, 32]), but to demonstrate the confidence interval computation 
of the modal parameters during the progressive damage test. In this context, no tracking of the 
individual modes was realized, which would also prove to be difficult given the strong changes 
in the modes and even in the number of modes, as describ d in the previous section.  
The results of the frequency monitoring of all datasets during the progressive damage test are 
shown in Figure 9, where the respective damage scenarios were explained in Table 1. Especially 
the frequency change can be clearly seen when one column of the bridge was lowered before it 
was lifted up again (between A and G). This affected mainly the second, third and fourth mode, 
while the frequency changes in the first mode were l ss significant. An evaluation of the changes 
in the fifth mode is difficult due to its high uncertainty in the automated evaluation, but its 
change was shown on a dataset in the damaged condition in the previous section. The change in 
the third mode is remarkable, as it was replaced by two modes during the lowering of the col-
umn, with one lower and one higher frequency than before.  
The change in the frequencies when cutting the tendons (between G and K) is not significant. 
Only after the uplifting of the column and before cutting the first tendon (between G and H), 
some of the frequencies are dropping, probably due to the settling of the structural system after 
the uplifting. However, no significant frequency change can be observed afterwards. 
 
 
Figure 9. Natural frequencies with confidence bounds during progressive damage test of S101 
Bridge. The color bar indicates the confidence bound in percent of the obtained frequency. 
 
5.3 Damage Detection  
5.3.1 Data Analysis 
The vibration measurements were recorded throughout the whole three day long damage test, 
including the nights. The measurement campaign started approximately 12 hours before the 
damage of the column was executed to monitor the undamaged state for an adequate time period. 
The reference state of the undamaged structure was set up by computing and averaging the 
reference matrices from several datasets. With this approach [11], a possible disturbance by sin-
gle excitation events or different environmental conditions is minimized. The size of the Hankel 
matrix depends on the number of chosen output channels as well as on the time lags, to be ac-
counted for computing the output covariance matrices.  
The size of the analyzed null space S depends on the order of the system and can be generally 
determined by the rank of the matrix. Because of noise, the singular values will not drop to ex-
actly zero and the system order must be chosen. The measured response signals of S101 Bridge 
were dominated by around ten modes, which led us to a choice of n = 20 as the system order. 
For calculation of the residual covariance matrix Σ it is important to use as much data sets as are 
required for the matrix to have full rank and a precis  estimation. It is convenient to divide avail-
able datasets into subsets to provide the necessary amount of data sets, whereas the number of 
data points for one residual vector should not be too small to be significant.  
In the test stage, the χ2 test statistics in (14) is computed for every data set, which in real time 
means an indicator of damage for every 5.5 min. Note that no modal parameter estimation or 
tracking is necessary for this damage detection appro ch. 
 
5.3.2 Results of Damage Detection 
Figure 10 shows a bar plot of values as damage indicators of all consecutive tests within the 
three days campaign, where all 45 sensors (r = r0 = 45) were used. For the computation of the 
residual covariance matrix 100 datasets of the undamaged state were used. The abscissa of the 
plot describes the chronological sequence of the damage activities as noted in Table 1 as well as 
the 6am and 6pm points of time for orientation.  



















Figure 10. Course of the damage indicator over the 3-day damage test. 
 
The reaction of the damage detection test at the main d mage events can be easily observed. 
From the measurements in the reference state (before damage event A) a threshold of the damage 
indicator can be set easily, such that all the subsequent scenarios after damage event B would be 
correctly classified as damaged. This qualifies the proposed method for damage detection and in 
the following the obtained results are analyzed in more detail.  
It can be seen that the damage indication is interfer d by noise in the ambient excitation of the 
bridge. The χ2 values periodically swell up in the morning and ebb away in the evening. It is 
assumed that the traffic going underneath the bridge and/or the construction work nearby are the 
source of the noise. Since the measurements in the reference state were only taken during 
12 hours in the night, an extension of the measurement time period of the undamaged state to a 
whole day circle might reduce these disturbances significantly when taken into account in the 
residual covariance matrix. Influences by solar radiation and/or temperature alternation can be 
excluded, since during the 3-days campaign misty winter weather with only moderate tempera-
ture changes just below freezing was dominant. 
 
5.3.3 Detection of Column Damage 
Figure 11 shows the damage indicator during the sevral steps of the first damage scenario, the 
cutting and settling of one of the four bridge columns. With exception of the time periods of the 
direct mechanical destruction processes, the displayed sequence of damage indicators has a con-
secutive course. 
As can be seen in Figure 11, the three steps of the column settlement action are very distinc-
tive in their influence on the computed damage indicator. Obviously, the dynamic system has 
changed to quite some extent and the elastic settlement of altogether 27mm can be clearly de-
tected. Although not that strongly visible, the cutting of the column (A+B) also caused an in-
crease of the indicator of approximately 75%. However it has to be mentioned that the absolute 
effect is superimposed by noise effects. The inlet i  Figure 11 shows a detail of that time period. 
 
Figure 11. Damage indicator for cutting and settling of one bridge column, detail of damage in-
dicator for cutting through one bridge column. 
 
The column remained in the settled condition for approximately one day and was then uplift-
ed again in its former position (event G). The effect of the uplifting is again clearly visible in 
Figure 10 by a drop of the damage indicator. However, the indicator did not drop completely to 
its original value, which is certainly due to the fact that the lowering of one column has led to 
cracking within the concrete structure to some extent and hence to a change of the dynamic sig-
nature of the system.  
 
5.3.4 Detection of Tendon Damage 
As one can see in Figure 10 the cutting of the prestres ing tendons did not lead to a significant 
change in the damage indicator after the single cutting steps. Nevertheless, a distinctive increase 
of the indicator could be observed at the end of the measurement. Figure 12 shows the last time 
period in detail. It is possible that a change of the bridge’s structural system took place with a 
time delay after cutting partly the fourth tendon. 




























































Figure 12. Detail of damage indicator at the end of the tendon cutting process. 
 
For a prestressed concrete structure the loss of prestressing is a major damage which comes 
along with a significant loss of its load bearing capacity.  
One reason that the cutting of the tendons does not affect the proposed damage indicator 
might be that the overall prestressing is designed for combinations of dead and traffic loads. 
Since the bridge deck of S101 has a quite slender cross section, the dead load is not that high in 
comparison with the maximum design traffic loading. An additional dead load reduction comes 
from the removal of the asphalt surface before the damage test. Furthermore it has to be recalled 
that the prestressing was designed with adequate safety margins. Also, the cutting results only in 
local loss of prestressing because of the bound between tendons and concrete. For these specified 
reasons it is assumed that the cutting of the tendons uring the damage test did not lead to a sig-
nificant change of the global structural system, since the loading of the structure was not high 
enough to activate the damage right after its insertion.  
The increase of the indicator at the end of the test s ries might be the result of a delayed rear-
rangement of the structural system by a reduction of stresses under generation of cracks in the 
concrete of the bridge deck. Though, an evidence of that assumption, for instance by an increase 
of the measured bridge deck deflection, could not be found. 
 
5.3.5 Projection Channels 
With the application of so-called reference sensors or projection channels (see Section 2.2) the 
computation costs of the analysis of the damage indicators was reduced massively. The full anal-
ysis of all 45 channels required an extent of memory space which commonly is not provided on 
desktop computers.  
On S101 several numbers and constellations of projecti n channels were analyzed. Figure 13 
shows a χ2 value plot for only r0 = 4 well-chosen projection channels (the fifth sensor from the 
right with all three directions and the 15th sensor on the other side of the bridge deck in the verti-
cal direction, see also Figure 3). As one can see, almost equal information about the damage in-
dication could be achieved compared to Figure 10, and at the same calculation the computing 
time was cut to a fifth compared to a complete sensor analysis. 





















Figure 13. Damage indicator on S101 with four projection channels. 
 
6. CONCLUSION  
In this work, two approaches have been presented for the monitoring of dynamic systems. Both 
are based on Stochastic Subspace Identification and take the uncertainties in the output-only vi-
bration data into account. With the first approach, modal parameter estimates and their confi-
dence intervals are computed, which are essential for knowing the significance of the obtained 
estimates. With the second approach, a statistical damage indicator is computed to automatically 
evaluate changes in the structural response. Both appro ches represent in fact the same para-
digm, with the difference that the first approach evaluates the uncertainty in each modal parame-
ter individually to be able to compare them directly, and the comparison is still to be done by the 
engineer, while in the second approach the change in the modal parameters is automatically as-
sessed and quantified by the implicit use of these uncertainties in a damage detection index. 
Newly developed improvements and extensions of the basic methodologies are integrated to 
increase numerical robustness, decrease computation eff rts as well as to refine results. With 
these improvements, both theoretically profound methods can be easily used in practical applica-
tions. They were successfully applied to output-only vibration data from the progressive damage 
test of the S101 Bridge, where it was shown how confide ce intervals of the modal parameters 
improve the assessment of system identification results. With the recent improvements made on 
the method, confidence intervals can now be efficiently computed up to high model orders. To-
gether with an automated modal analysis (e.g. as in [10]) the confidence intervals provide a sup-
plementary tool to analyze the structural condition individually. In the progressive damage test, a 
clear link between the change in the modal parameters and the destruction states can be made. 
With the statistical damage detection test, the change in the system response of the entire 
structure is evaluated without the need for an individual modal analysis. The link between the 
structural changes due to the artificially introduced damage cutting/lowering of one column and 
the behavior of the damage indicator at each test sage was clearly shown. For a second damage 
scenario, the cutting of single prestressing tendons, a  early stage change of the dynamic re-
sponse behavior could not be indicated. It is presumed that the locally acting damage did not 
activate a significant change of the overall structural system due to the absence of operational 
loading during the test. Under the assumption of an adequate preliminary monitoring of the un-
damaged structure and taking into consideration the preceding assertion about damage activa-
tion, the statistical damage detection method proves to be feasible for structural health monitor-
ing of civil engineering structures.  
In our case study no relevant temperature or other environmental changes were present, so the 
robustness of the presented methods to such changes could not be shown. Note that the rejection 
of environmental influences in the modal parameters wa  e.g. done in [10], and the confidence 
interval computation in the context of such a rejection approach would be an interesting exten-
sion of the presented approach for health monitoring through operational modal analysis. The 
rejection of environmental influences for the statitical damage detection approach was already 
described and successfully performed in [11]. Thus, o r presented statistical methods provide a 
powerful basis for Structural Health Monitoring tools that can be efficiently and reliably used on 
civil engineering structures. 
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