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Universal Scheduling for Networks with Arbitrary
Traffic, Channels, and Mobility
Michael J. Neely
Abstract— We extend stochastic network optimization theory
to treat networks with arbitrary sample paths for arrivals,
channels, and mobility. The network can experience unexpected
link or node failures, traffic bursts, and topology changes, and
there are no probabilistic assumptions describing these time
varying events. Performance of our scheduling algorithm is
compared against an ideal T -slot lookahead policy that can
make optimal decisions based on knowledge up to T -slots into
the future. We develop a simple non-anticipating algorithm that
provides network throughput-utility that is arbitrarily close to (or
better than) that of the T -slot lookahead policy, with a tradeoff
in the worst case queue backlog kept at any queue. The same
policy offers even stronger performance, closely matching that of
an ideal infinite lookahead policy, when ergodic assumptions are
imposed. Our analysis uses a sample path version of Lyapunov
drift and provides a methodology for optimizing time averages
in general time-varying optimization problems.
Index Terms— Queueing analysis, opportunistic scheduling,
internet, routing, flow control, wireless networks, optimization
I. INTRODUCTION
Networks experience unexpected events. Consider the net-
work of Fig. 1 and focus on the session that sends a stream of
packets from node A to node D. Suppose that several paths
are used, but due to congestion on other links, the primary
path that can deliver the most data is the path A,B,C,D.
However, suppose that there is a failure at node B in the
middle of the session. An algorithm with perfect knowledge of
the future would take advantage of the path A,B,C,D while
it is available, and would switch to alternate paths before the
failure occurs. The algorithm would also be able to predict
the traffic load on different links at different times, and would
optimally route in anticipation of these events.
The above example holds if the network of Fig. 1 is a
wireline network, a wireless network, or a mixture of wired
and wireless connections. As another example, suppose the
network contains an additional mobile wireless node E, and
that the following unexpected event occurs: Node E moves
into close proximity to node A, allowing a large number of
packets to be sent to it. It then moves into close proximity to
node D, providing an opportunity to transmit packets to this
destination node. If this event could be anticipated, we could
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Fig. 1. A primary path from A to D, with alternative paths shown in the
event of a failure at node B.
take advantage of it and improve the short term throughput by
routing many packets over the relay E.
These examples illustrate different types of unexpected
events that can be exploited to improve performance. There are
of course even more complex sequences of arrival, channel,
and mobility events that, if known in advance, could be
exploited to yield improved performance. However, because
realistic networks do not have knowledge of the future, it is
not clear if these events can be practically used. Surprisingly,
this paper shows that it is possible to reap the benefits of these
time varying events without any knowledge of the future. We
show that a simple non-anticipating policy can closely track
the performance of an ideal T -slot lookahead policy that has
perfect knowledge of the future up to T slots. Proximity to
the performance of the T -slot lookahead policy comes with a
corresponding tradeoff in the worst case queue backlog stored
in any queue of the network, which also affects a tradeoff in
network delay.
Specifically, we treat networks with slotted time with nor-
malized slots t ∈ {0, 1, 2, . . .}. We measure network utility
over an interval of timeslots according to a concave function of
the time average throughput vector achieved over that interval.
We show that for any positive integer frame size T , and
any interval that consists of R frames of T slots, the utility
achieved over the interval is greater than or equal to the utility
achieved by using the T -slot lookahead policy over each of
the R frames, minus a “fudge factor” that has the form:
fudge factor = B1T
V
+
B2V
RT
where B1 and B2 are constants, and V is a positive parameter
that can be chosen as desired to make the term B1T/V
arbitrarily small, with a tradeoff in the worst case queue
backlog that is O(V ). This shows that we reap almost the
same benefits of knowing the future up to T slots if we
2choose V suitably large and if we wait for the completion
of R frames of size T , where R is sufficiently large to make
B2V/(RT ) small. Remarkably, the constants B1 and B2 can
be explicitly computed in advance, without any assumptions
on the underlying stochastic processes that describe the time
varying events.
This establishes a universal scheduling paradigm that shows
a single network algorithm can provide strong mathemati-
cal guarantees for any network and for any time varying
sample paths. The algorithm that we use is not new: It is
a modified version of the backpressure based “drift-minus-
reward” algorithms that we previously developed and used
in different contexts in our prior work [1][2][3][4]. These
algorithms were originally developed for the case when new
arrivals and new channel states are independent and identically
distributed (i.i.d.) over slots, and were analyzed using a
Lyapunov drift defined as an expectation over the underlying
probability distribution. However, it is known that Lyapunov
based algorithms that are designed under i.i.d. assumptions
yield similar performance under more general ergodic (but
non-i.i.d.) probability models. This is shown for network
stability using a T -slot Lyapunov drift in [5][6], and using
a related delayed-queue analysis (that often provides tighter
delay bounds) in [7]. Further, such algorithms are known
to be robust to non-ergodic situations such as when traffic
yields “instantaneous rates” that can vary arbitrarily inside the
capacity region [8][4][1], and when “instantaneous capacity
regions” can vary arbitrarily but are assumed to always contain
the traffic rate vector [9]. However, the prior non-ergodic
analysis [8][4][1][9] still assumes an underlying probability
model, and makes assumptions about traffic rates and network
capacity with respect to this model.
The analysis in this paper is new and uses a sample path
version of Lyapunov drift, without any probabilistic assump-
tions. This framework allows treatment of realistic channels
and traffic traces. Because arbitrary sample paths may not
have well defined time averages, typical equilibrium notions of
network capacity and optimal time average utility cannot be
used. We thus use a new metric that measures performance
with respect to ideal T -slot lookahead policies. This is a
possible framework for treating the important open questions
identified in [10] concerning non-equilibrium network theory.
Further, our results provide universal techniques for optimizing
time averages that are useful for other types of time-varying
systems.
A. Comparison to Related Work
We note that universal algorithms are important in other
fields. For example, the universal Lempel-Ziv data compres-
sion algorithm operates on arbitrary files [11], and univer-
sal stock portfolio allocation algorithms hold for arbitrary
price sample paths [12][13][14][15]. Our work provides a
universal approach to network scheduling. It is important to
note that prior work in the area of competitive ratio analysis
[16][17][18][19] and adversarial queueing theory [20] also
considers network scheduling problems with arbitrary sample
paths, albeit in a different context. Work in [17] considers a
large class of admission control problems for networks with
random arrivals that earn revenue if accepted. An algorithm
is developed that yields revenue that differs by a factor
of Θ(log(N)) from that of an ideal algorithm with perfect
knowledge of the future, where N is the number of network
nodes. Further, this asymptotic ratio is shown to be optimal,
in the sense that there is always a worst case sequence of
packet arrivals that can reduce revenue by this amount. Related
Θ(log(N)) competitive ratio results are developed for energy
optimization in [18] and for wireless admission control in [19].
The works [16][17][18][19] do not consider networks with
time varying channels or mobility, and do not treat (or exploit)
network queueing. An adversarial queueing theory example in
[20] shows that, if channels are time varying, the competitive
ratio can be much worse than logarithmic, even for a simple
packet-based network with a single link.
Our work treats the difficult case of multi-hop networks
with arbitrary time varying channels, mobility, and penalty
constraints. However, rather than pursuing a competitive ratio
analysis, we measure performance against a T -slot lookahead
metric. We show that we can closely track the performance of
an ideal T -slot lookahead policy, for any arbitrary (but finite)
T . This does not imply that the algorithm has an optimal
competitive ratio, because the utility of a T -slot lookahead
policy for finite T may not be as good as the performance
of an infinite lookahead policy. However, it turns out that
our policy indeed approaches an optimal competitive ratio
(measured with respect to an infinite lookahead policy) under
the special case when the time varying events are ergodic.
Finally, we note that a frame-based metric, similar to our
T -slot lookahead metric, was used in [20] to treat static
wireline networks with arbitrary arrivals but fixed topology and
channel states. There, an algorithm that queues all packets that
arrive in a frame, solves a network-wide utility maximization
problem for these packets based on knowledge of the static
link capacities, and implements the solution in the next frame,
is shown to achieve revenue that is close to that of a policy
that a-priori knows the packet arrival times over one frame. In
our context, we do not have the luxury of solving a network-
wide utility maximization problem based on known static link
capacities, because the network itself is changing with time.
Our solution strategy is thus completely different from that
of [20]. Rather than a frame-based approach, our algorithm
makes simple “max-weight” decisions every slot based on a
quadratic Lyapunov function. It is interesting to note that this
imposes a “cost” associated with each decision that depends
on the current network queue state, which is similar in spirit to
the cost functions used in the algorithms of [16][17][18][19]
for competitive ratio analysis.
B. Outline of Paper
The next section describes the general problem of con-
strained optimization of time varying systems. Section III pro-
vides a universal solution technique that measures performance
against a T -slot lookahead policy. Section IV applies the
framework to a simple internet model, and Section V applies
the framework to a more extensive class of time varying
networks.
3II. GENERAL TIME VARYING OPTIMIZATION PROBLEMS
Here we provide a framework for universal constrained
optimization for a general class of time varying systems.
The framework is applied in Sections IV and V to solve the
network problems of interest.
Consider a slotted system with normalized timeslots t ∈
{0, 1, 2, . . .}. The system contains K queues with current
backlog given by the vector Q(t) = (Q1(t), . . . , QK(t)).
Let ω(t) denote a random event that occurs on slot t. The
random event ω(t) represents a collection of current system
parameters and takes values in some abstract event space Ω.
We treat ω(t) as a pre-determined function of t ∈ {0, 1, 2, . . .},
although each value ω(t) is not revealed until the beginning
of slot t. Every slot, a system controller observes the current
value of ω(t) and chooses a control action α(t), constrained to
some action space Aω(t) that can depend on ω(t). The random
event ω(t) and the corresponding control action α(t) ∈ Aω(t)
produce a service vector b(t) = (b1(t), . . . , bK(t)), an arrival
vector a(t) = (a1(t), . . . , aK(t)), and two attribute vectors
x(t) = (x1(t), . . . , xM (t)), y(t) = (y0(t), y1(t), . . . , yL(t))
(for some non-negative integers M and L). These vectors are
general functions of ω(t) and α(t):
ak(t) = aˆk(α(t), ω(t)) ∀k ∈ {1, . . . ,K}
bk(t) = bˆk(α(t), ω(t)) ∀k ∈ {1, . . . ,K}
xm(t) = xˆm(α(t), ω(t)) ∀m ∈ {1, . . . ,M}
yl(t) = yˆl(α(t), ω(t)) ∀l ∈ {0, 1, . . . , L}
The queue dynamics are determined by the arrival and
service variables by:
Qk(t+ 1) = max[Qk(t)− bk(t), 0] + ak(t) (1)
Let xm be the time average of xm(t) under a particular
control policy implemented over a finite number of slots tend:
xm
△
=
1
tend
tend−1∑
τ=0
xm(τ) (2)
Define ak, bk, yl similarly. Define x△=(x1, . . . , xM ). The goal
is to design a policy that solves the following time average
optimization problem:
Minimize: y0 + f(x) (3)
Subject to: yl + gl(x) ≤ 0 ∀l ∈ {1, . . . , L} (4)
ak ≤ bk ∀k ∈ {1, . . . ,K} (5)
x ∈ X (6)
α(t) ∈ Aω(t) ∀t ∈ {0, . . . , tend − 1} (7)
where f(x), gl(x) are convex cost functions of the vector x =
(x1, . . . , xM ), and X is a general convex subset of RM . The
above problem is of interest even if there are no underlying
queues Qk(t) (so that the constraints (5) are removed), and/or
if X = RM (so that the constraint (6) is removed), and/or if
f(·) = gl(·) = 0.
The above problem is stated in terms of a finite horizon
of size tend. The minimum cost in (3) is defined for a given
ω(t) function over t ∈ {0, . . . , tend − 1}, and considers all
possible control actions that can be implemented over the
time horizon, including actions that have full knowledge of the
future values of ω(t). However, we desire a non-anticipating
control policy that only knows the current ω(t) value on each
slot t, and has no knowledge of the future. We note that a
theory for solving stochastic network optimization problems
similar to (3)-(7) (without the set constraint (6)) is developed
in [1] for an infinite horizon context under the assumption
that ω(t) is i.i.d. over slots with some (possibly unknown)
probability distribution, and related problems are treated in a
fluid limit sense in [21][22]. Here, we do not consider any
probability model for ω(t), so that it is not possible to use
law of large number averaging principles, or to achieve the
optimum performance in an “expected” sense. Rather, we shall
deterministically achieve an “approximate” optimum for large
tend values, to be made precise in future sections.
A. Boundedness and Feasibility Assumptions
Here we present assumptions concerning the functions
aˆk(·), bˆk(·), xˆm(·), yˆl(·) that ensure the problem (3)-(7) is
feasible with a bounded infimum cost.
Assumption A1: The functions aˆk(·), bˆk(·), xˆm(·), yˆl(·)
are bounded, so that for all ω ∈ {ω(0), . . . , ω(tend − 1)},
all α ∈ Aω, and all k ∈ {1, . . . ,K}, m ∈ {1, . . . ,M},
l ∈ {0, 1, . . . , L} we have:
0 ≤ aˆk(α, ω) ≤ amaxk
0 ≤ bˆk(α, ω) ≤ bmaxk
xminm ≤ xˆm(α, ω) ≤ xmaxm
yminl ≤ yˆl(α, ω) ≤ ymaxl
for some finite constants amaxk , bmaxk , xminm , xmaxm , yminl ,
ymaxl . Further, the cost functions f(x) and gl(x) are defined
over all vectors (x1, . . . , xM ) that satisfy xminm ≤ xm ≤ xmaxm
for all m ∈ {1, . . . ,M}, and have finite upper and lower
bounds fmin, fmax, gminl , gmaxl over this region.
Assumption A2: For all ω ∈ {ω(0), . . . , ω(tend − 1)}, there
is at least one control action α′ω ∈ Aω that satisfies:
yˆl(α
′
ω , ω) + gl(xˆ(α
′
ω, ω)) ≤ 0 ∀l ∈ {1, . . . , L} (8)
aˆk(α
′
ω, ω) ≤ bˆk(α′ω , ω) ∀k ∈ {1, . . . ,K} (9)
xˆ(α′ω, ω) ∈ X (10)
where xˆ(α, ω) is defined:
xˆ(α, ω)△=(xˆ1(α, ω), . . . , xˆM (α, ω))
For a given {ω(0), . . . , ω(tend − 1)}, we say that the
problem (3)-(7) is feasible if there exist control actions
{α(0), . . . , α(tend − 1)} that satisfy the constraints (4)-(7).
Assumption A2 ensures that the problem is feasible (just
consider the control actions α(t) = α′
ω(t) for all t, and use
Jensen’s inequality to note that gl(x) ≤ gl(x)). Define F ∗
as the infimum value of the cost metric (3) over all feasible
policies. The value F ∗ is finite by Assumption A1. Then for
any ǫ > 0, there are control actions {α∗(0), . . . , α∗(tend−1)}
that satisfy the constraints (4)-(7) with a total cost that satisfies:
F ∗ ≤ y∗0 + f(x∗) ≤ F ∗ + ǫ
4Appendix B provides conditions that ensure the infimum F ∗
is achievable by a particular policy (i.e., with ǫ = 0). We note
that Assumption A2 can be relaxed to only require feasibility
over frames of T slots, although the resulting performance
bounds in Theorem 1a and 1b are slightly altered in this case.
B. Cost Function Assumptions
The cost functions f(x), gl(x) are assumed to be convex
and continuous over the region of all (x1, . . . , xM ) vectors
that satisfy:
xminm ≤ xm ≤ xmaxm for all m ∈ {1, . . . ,M} (11)
In addition, we assume that the magnitude of the mth left and
right partial derivatives of f(x) with respect to xm are upper
bounded by finite constants νm ≥ 0 for all x that satisfy (11)
and such that xminm < xm < xmaxm .1 Similarly, the magnitude
of the right and left partial derivatives of gl(x) are upper
bounded by finite constants βl,m ≥ 0. This implies that:
f(x+ y) ≤ f(x) +∑Mm=1 νm|ym| (12)
gl(x+ y) ≤ gl(x) +
∑M
m=1 βl,m|ym| (13)
for all x, y such that x and x+ y are in the region specified
by (11).
An example of a non-differentiable cost function that satis-
fies all of the above assumptions is:
f(x1, . . . , xM ) = max[x1, . . . , xM ]
In this case, we have νm = 1 for all m. Another example is
a separable cost function:
f(x1, . . . , xM ) =
M∑
m=1
fm(xm) (14)
where functions fm(x) are continuous and convex with deriva-
tives bounded in magnitude by νm over xminm ≤ x ≤ xmaxm .
C. Applications of This Optimization Framework
We show in Section V that this problem applies to gen-
eral dynamic networks. There, the ω(t) value represents a
collection of channel conditions for all network links on slot
t. This includes the simple model where link conditions are
either in the ON or OFF state, representing connections or
disconnections that can vary from slot to slot due to fading
channels and/or user mobility. Each node can discover the state
of its links by probing to find existing neighbors on the current
slot. The α(t) value represents a collection of routing, resource
allocation, and/or flow control decisions that are taken by the
network in reaction to the current ω(t) value.
In addition to dynamic networks and queueing systems,
the problem (3) has applications in many other areas that
involve optimization over time varying systems. For example,
our recent work in [15] presents applications to stock market
trading problems. There, ω(t) represents a vector of current
stock prices, and the constraints ak ≤ bk ensure that the
1All convex functions have well defined right and left partial derivatives.
average amount of stock k sales cannot exceed the average
amount of stock k purchases.
We note that Assumption A2, which assumes that for any ω
there exists an action α′ω that satisfies aˆk(α′ω , ω) ≤ bˆk(α′ω, ω),
often holds for systems that have a physical “idle” control
action that reduces the inequality to 0 ≤ 0. For example, in
network problems, the values of aˆk(·) and bˆk(·) often represent
transmission rates, power expenditures, or newly accepted
jobs, and the idle action is the one that accepts no new arrivals
into the network and transmits no data over any link of the
network. For stock market problems, the idle action is often
the action that neither buys nor sells any shares of stock on
the current slot.
D. T -Slot Lookahead Policies
Rather than consider the optimum of the problem (3)-(7)
over the full time interval t ∈ {0, . . . , tend − 1}, we consider
the minimum cost that can be incurred over successive frames
of size T , assuming that the time average constraints (4)-(6)
must be achieved over each frame. Specifically, let T be a
positive integer, representing a frame size. For a non-negative
integer r, define F ∗r as the infimum value associated with the
following problem (where γ △=(γ1, . . . , γM )):
Minimize: h0 + f(γ) (15)
Subject to: hl + gl(γ) ≤ 0 ∀l ∈ {1, . . . , L}
γ ∈ X
γm =
1
T
∑(r+1)T−1
τ=rT xˆm(α(τ), ω(τ)) ∀m ∈ {1, . . . ,M}
hl =
1
T
∑(r+1)T−1
τ=rT yˆl(α(τ), ω(τ)) ∀l ∈ {0, 1, . . . , L}
1
T
∑(r+1)T−1
τ=rT [aˆk(α(τ), ω(τ)) − bˆk(α(τ), ω(τ))] ≤ 0 ∀k
α(τ) ∈ Aω(τ) ∀τ ∈ {rT, . . . , (r + 1)T − 1}
The value of F ∗r represents the infimum of the cost metric that
can be achieved over the frame, considering all policies that
satisfy the constraints and that have perfect knowledge of the
future ω(τ) values over the frame. Our new goal is to design a
non-anticipating control policy that is implemented over time
tend = RT (for some positive integer R), and that satisfies
all constraints of the original problem while achieving a total
cost that is close to (or smaller than) the value of:
1
R
R−1∑
r=0
F ∗r (16)
For R = 1, it is clear that the value in (16) is the same as the
optimal cost associated with the problem (3) with tend = T .
For R ≥ 1, it can be shown that the value in (16) is greater
than or equal to the optimal cost associated with the problem
(3) for tend = RT . The reason that the problem (3)-(7) might
have a strictly smaller cost is that it only requires the time
average constraints to be met over the full time interval, rather
than requiring them to be satisfied on each of the R frames.
Nevertheless, when T is large, it is not trivial to achieve the
cost value of (16), as this cost is defined over policies that
have T -slot lookahead, whereas an actual policy does not have
future lookahead capabilities.
5III. SOLUTION TO THE GENERAL PROBLEM
First note that the problem (3)-(7) is equivalent to the fol-
lowing problem, which introduces auxiliary variables γ(t) =
(γ1(t), . . . , γM (t)) for t ∈ {0, . . . , tend − 1}:
Minimize: y0 + f(γ) (17)
Subject to: yl + gl(γ) ≤ 0 ∀l ∈ {1, . . . , L} (18)
ak ≤ bk ∀k ∈ {1, . . . ,K} (19)
γm = xm ∀m ∈ {1, . . . ,M} (20)
α(t) ∈ Aω(t) ∀t ∈ {0, . . . , tend − 1} (21)
γ(t) ∈ X ∀t ∈ {0, . . . , tend − 1} (22)
xminm ≤ γm(t) ≤ xmaxm ∀t ∈ {0, . . . , tend − 1} (23)
where f(γ) is defined:
f(γ)△=
1
tend
tend−1∑
τ=0
f(γ(τ))
and where gl(γ) is defined similarly.
To see that the above problem (17)-(23) is equivalent to the
original problem (3)-(7), note that any optimal solution of (3)-
(7) also satisfies the constraints (18)-(23), with the same value
of the cost metric (17), provided that we define γm(t) = xm
for all t, with xm being the time average of xm(t) under
the solution to the problem (3)-(7). Thus, the minimum cost
metric of the new problem (17)-(23) is less than or equal to
that of (3)-(7). On the other hand, by Jensen’s inequality and
convexity of f(γ), gl(γ), we have for any solution of the new
problem (17)-(23):
f(γ) ≥ f(γ) = f(x)
gl(γ) ≥ gl(γ) = gl(x)
From this it easily follows that the minimum cost metric of
the new problem (17)-(23) is also greater than or equal to that
of the original problem (3)-(7).
Such auxiliary variables are introduced in [2] and [1] to
optimize functions of time averages, which is very different
from optimizing time averages of functions. Note that if
f(·) = gl(·) = 0 for all l, then M = 0 and we do not
need any auxiliary variables.2 Following the framework of [2]
[1], which solves problems similar to the above under ergodic
assumptions on ω(t), in addition to the actual queues Qk(t) we
define virtual queues Zl(t) and Hm(t) for each l ∈ {1, . . . , L}
and m ∈ {1, . . . ,M}, with Zl(0) = Hm(0) = 0 for all l and
m, and with update equation:
Zl(t+ 1) = max[Zl(t) + yl(t) + gl(γ(t)), 0] (24)
Hm(t+ 1) = Hm(t) + γm(t)− xm(t) (25)
Note that the queues Qk(t) and Zl(t) are non-negative for
all t, while the queues Hm(t) can be possibly negative. If
the queues Zl(t), Qk(t), Hm(t) are close to zero at time tend,
then the inequality constraints (18), (19), (20), respectively, are
close to being satisfied, as specified by the following lemma.
Lemma 1: (Approximate Constraint Satisfaction) For any
sequence {ω(0), ω(1), ω(2), . . .}, any designated end time
2Also, in this case M = 0, we do not need any queues of the type (25).
tend > 0, any non-negative initial queue states Zl(0), Qk(0),
any real valued initial queue states Hm(0), and any sequence
of control decisions α(0) ∈ Aω(0), α(1) ∈ Aω(1), α(2) ∈
Aω(2), etc., we have for all l ∈ {1, . . . , L}, k ∈ {1, . . . ,K}:
ak ≤ bk + Qk(tend)−Qk(0)
tend
(26)
yl + gl(x) ≤
Zl(tend)− Zl(0)
tend
+
M∑
m=1
βl,m|Hm(tend)−Hm(0)|
tend
(27)
x+ ǫ ∈ X (28)
where ǫ = (ǫ1, . . . , ǫM ) is a vector with components that
satisfy:
|ǫm| = |Hm(tend)−Hm(0)|
tend
∀m ∈ {1, . . . ,M}
where x = (x1, . . . , xM ) represents a time average over the
first tend slots, as defined in (2), as do time averages ak, bk,
yl.
Note that the inequalities (26)-(28) correspond to the desired
constraints (4)-(6), and show that these desired constraints
are approximately satisfied if the values of Qk(tend)/tend,
Zl(tend)/tend, |Hm(tend)|/tend are small. Recall that βl,m
are bounds on the partial derivatives of gl(x), and hence if
for a particular l we have gl(x) = 0 for all x, then βl,m = 0
for all m, which tightens the bound in (27). This is useful for
linear cost functions, as described in more detail in Section
III-D.
Proof: (Lemma 1) From the queueing update equation (1)
we have for any k ∈ {1, . . . ,K} and all t ≥ 0:
Qk(t+ 1) ≥ Qk(t)− bk(t) + ak(t)
Summing over τ ∈ {0, 1, . . . , t − 1} for a given t > 0, and
dividing by t gives:
1
t
t−1∑
τ=0
ak(τ) ≤ 1
t
t−1∑
τ=0
bk(τ) +
Qk(t)−Qk(0)
t
Plugging t = tend into the above inequality proves (26).
Similarly, the update equation (25) easily leads to the
following for all m ∈ {1, . . . ,M}:∣∣∣∣∣1t
t−1∑
τ=0
γm(τ) − 1
t
t−1∑
τ=0
xm(τ)
∣∣∣∣∣ = |Hm(t)−Hm(0)|t
Using t = tend in the above yields:
|γm − xm| =
|Hm(tend)−Hm(0)|
tend
(29)
Note that γ(τ) ∈ X for all τ ∈ {0, . . . , tend − 1}, and hence
(by convexity of X ) the time average γ is also in X . Defining
ǫ△=γ − x thus ensures that x + ǫ ∈ X . Noting that ǫm =
γm − xm and using (29) proves (28).
Finally, from (24) we have for any l ∈ {1, . . . , L} and for
all slots t ≥ 0:
Zl(t+ 1) ≥ Zl(t) + yl(t) + gl(γ(t))
6Summing over τ ∈ {0, . . . , t− 1} for any time t > 0 yields:
Zl(t)− Zl(0) ≥
t−1∑
τ=0
yl(τ) +
t−1∑
τ=0
gl(γ(τ))
Dividing by t and rearranging terms proves that:
1
t
t−1∑
τ=0
[yl(τ) + gl(γ(τ))] ≤ Zl(t)− Zl(0)
t
(30)
Using t = tend in the above inequality, together with Jensen’s
inequality for the convex function gl(·), yields:
yl + gl(γ) ≤
Zl(tend)− Zl(0)
tend
(31)
where γ is the time average of γ(τ) over the first tend slots.
However, by (13) we have:
gl(x) ≤ gl(γ) +
M∑
m=1
βl,m|xm − γm|
Using this and (29) in (31) proves (27).
A. Quadratic Lyapunov Functions and Sample Path Drift
Lemma 1 ensures the constraints (18)-(23) (and hence the
constraints (4)-(7)) are approximately satisfied if the final
queue states of all queues are small relative to tend. Define
Θ(t) as a vector of all current queue states:
Θ(t)△=[Z(t),Q(t),H(t)]
where Z(t), Q(t), H(t) are vectors with entries Zl(t), Qk(t),
Hm(t), respectively. As a scalar measure of queue size, define
the following quadratic Lyapunov function, as in [1]:
L(Θ(t))△=
1
2
L∑
l=1
Zl(t)
2+
1
2
K∑
k=1
Qk(t)
2+
1
2
M∑
m=1
Hm(t)
2 (32)
For a given positive integer T , let ∆T (t) represent the T -slot
sample path Lyapunov drift associated with particular controls
implemented over the interval {t, . . . , t + T − 1} when the
queues have state Θ(t) at the beginning of the interval:3
∆T (t)
△
=L(Θ(t+ T ))− L(Θ(t)) (33)
This notion of T -slot drift differs from that given in [1] in that
it does not involve an expectation. It is difficult to control the
T -slot drift, because it depends on future (and hence unknown)
ω(t) values. Thus, following the approach in [1], we design
a control policy that, every slot t, observes the current ω(t)
value and the current queue states Θ(t) and chooses a control
action α(t) ∈ Aω(t) to minimize a weighted sum of the 1-slot
drift and the current contribution to the cost metric (17):
Minimize: ∆1(t) + V yˆ0(α(t), ω(t)) + V f(γ(t))
Subject to: Constraints (21)-(23)
where V ≥ 0 is a control parameter chosen in advance that
affects a performance tradeoff. Rather than perform the exact
3Note that the value of ∆T (t) depends on the queue state Θ(t) at the start
of the T -slot interval, the random events {ω(t), . . . , ω(t+T − 1)}, and the
control actions {α(t), . . . , α(t + T − 1)} that are chosen over this interval.
minimization of the above problem, it suffices to minimize a
bound. The following lemma bounds ∆1(t).
Lemma 2: Under Assumption A1, the 1-slot drift ∆1(t)
satisfies:
∆1(t) ≤ B +
L∑
l=1
Zl(t)[yl(t) + gl(γ(t))]
+
K∑
k=1
Qk(t)[ak(t)− bk(t)]
+
M∑
m=1
Hm(t)[γm(t)− xm(t)]
where B is a finite constant that satisfies for all t:
B ≥ 1
2
L∑
l=1
(yl(t) + gl(γ(t)))
2 +
1
2
K∑
k=1
[bk(t)
2 + ak(t)
2]
+
1
2
M∑
m=1
(γm(t)− xm(t))2 (34)
Such a finite constant B exists by the boundedness assump-
tions A1, and a particular such B is given in Appendix E.
Proof: Squaring the Zl(t) update equation (24) and noting
that max[x, 0]2 ≤ x2 yields:
Zl(t+ 1)
2 ≤ Zl(t)2 + (yl(t) + gl(γ(t)))2
+2Zl(t)[yl(t) + gl(γ(t))] (35)
Similarly, from (1) we have:
Qk(t+ 1)
2 ≤ (Qk(t)− bk(t))2 + ak(t)2
+2ak(t)max[Qk(t)− bk(t), 0]
≤ (Qk(t)− bk(t))2 + ak(t)2 + 2ak(t)Qk(t)
= Qk(t)
2 + ak(t)
2 + bk(t)
2
+2Qk(t)[ak(t)− bk(t)] (36)
Finally, from (25) we have:
Hm(t+ 1)
2 = Hm(t)
2 + (γm(t)− xm(t))2
+2Hm(t)(γm(t)− xm(t)) (37)
Summing (35), (36), (37) and dividing by 2 yields the result.
The above lemma shows that:
∆1(t) + V yˆ0(α(t), ω(t)) + V f(γ(t)) ≤
B + V yˆ0(α(t), ω(t)) + V f(γ(t))
+
L∑
l=1
Zl(t)[yˆl(α(t), ω(t)) + gl(γ(t))]
+
K∑
k=1
Qk(t)[aˆk(α(t), ω(t)) − bˆk(α(t), ω(t))]
+
M∑
m=1
Hm(t)[γm(t)− xˆm(α(t), ω(t))] (38)
7B. The General Universal Scheduling Algorithm
Our universal scheduling algorithm is designed to minimize
the right hand side of (38) every slot, as described as follows:
Every slot t, observe the random event ω(t) and the current
queue backlogs Zl(t), Qk(t), Hm(t) for all l ∈ {1, . . . , L},
k ∈ {1, . . . ,K}, m ∈ {1, . . . ,M}, and perform the following.
• Choose γ(t) = (γ1(t), . . . , γM (t)) to solve the following:
Minimize: V f(γ(t)) +
∑L
l=1 Zl(t)gl(γ(t))
+
∑M
m=1Hm(t)γm(t)
Subject to: γ(t) ∈ X
xminm ≤ γm(t) ≤ xmaxm ∀m ∈ {1, . . . ,M}
• Choose α(t) ∈ Aω(t) to minimize:
V yˆ0(α(t), ω(t)) +
L∑
l=1
Zl(t)yˆl(α(t), ω(t))
−
M∑
m=1
Hm(t)xˆm(α(t), ω(t))
+
K∑
k=1
Qk(t)[aˆk(α(t), ω(t)) − bˆk(α(t), ω(t))] (39)
• Update the actual queues Qk(t) and the virtual queues
Zl(t), Hm(t) for all k ∈ {1, . . . ,K}, l ∈ {1, . . . , L},
m ∈ {1, . . . ,M} via (1), (24), and (25).
Note that the above selection of γ(t) minimizes a convex
function over a convex set, and decomposes into M decoupled
convex optimizations of one variable in the case when cost
functions f(x) and gl(x) have the separable structure of (14)
and when the set X is equal to RN or a hypercube in RN . The
optimization of α(t) in (39) may be more complex and is pos-
sibly a non-convex or combinatorial problem (depending on
the Aω(t) set and the xˆm(·), yˆl(·), bˆk(·), and aˆk(·) functions).
However, it is simple when the action space Aω(t) contains
only a finite (and small) number of options, in which case we
can simply compare the functional (39) for each option. A key
property of the above algorithm is that it is non-anticipating in
that it acts only on the current ω(t) value, without knowledge
of future values.
It can be shown that the expression (39) has a well defined
minimum value over the set Aω(t) whenever Assumption
A4 in Appendix B holds. However, the next theorem allows
for approximate minimization, where the choice of decision
variables γ(t) and α(t) lead to a value that is off by an additive
constant from achieving the minimum (or infimum) of the right
hand side in (38). This is similar to the approximation results
in [1] and references therein, developed for ergodic problems.
Specifically, we define an algorithm to be C-approximate if
every slot it makes decisions γ(t) and α(t) to satisfy the
constraints (21)-(23) and to yield either the infimum of the
expression on the right hand side of (38) (as described in the
algorithm above), or to yield a value on the right hand side
that differs from the infimum by at most an additive constant
C ≥ 0.
Theorem 1: Suppose Assumptions A1 and A2 hold. Con-
sider any C-approximate algorithm. Let the random event
sequence {ω(0), ω(1), ω(2), . . .} be arbitrary. Then:
(a) For any slot t > 0 we have:
L∑
l=1
Zl(t)
2 +
K∑
k=1
Qk(t)
2 +
M∑
m=1
Hm(t)
2 ≤ tV C20 + 2L(Θ(0))
where the constant C0 is defined:
C0
△
=
√
2[(B + C)/V + (ymax0 − ymin0 ) + (fmax − fmin)]
where B is the non-negative constant defined in (34). In
particular, all queues are bounded as follows:
Zl(t), Qk(t), |Hm(t)| ≤
√
tV C20 + 2L(Θ(0))
This bound becomes C0
√
tV if all queues are initially empty.
(b) If all queues are initially empty, then for any designated
time tend > 0 we have:
yl + gl(x) ≤ C0
√
V
tend
[
1 +
∑M
m=1 βl,m
]
∀l ∈ {1, . . . , L}
ak ≤ bk + C0
√
V
tend
∀k ∈ {1, . . . ,K}
x+ ǫ(t) ∈ X
where ǫ(t) = (ǫ1(t), . . . , ǫM (t)) has entries that satisfy:
|ǫm(t)| ≤ C0
√
V
tend
Thus, the constraints (7) of the original problem are satisfied,
and the constraints (4)-(6) of the original problem are approx-
imately satisfied, where the error term in the approximation
decays with tend according to a constant multiple of
√
V/tend.
(c) Consider any positive integer frame size T , any positive
integer R, and define tend = RT . Then the value of the system
cost metric over tend slots satisfies:
y0 + f(x) ≤
1
R
R−1∑
r=0
F ∗r +
B + C
V
+
D(T − 1)
V
+
L(Θ(0))
V RT
+
M∑
m=1
νm|Hm(RT )−Hm(0)|
RT
(40)
where ym, x are time averages over the first tend slots, and
where F ∗r is the optimal solution to the problem (15) and
represents the optimal cost achieved by an idealized T -slot
lookahead policy implemented over the rth frame of size T .
The constant D is a finite constant that satisfies for all t and
all possible control actions that can be implemented on slot t:
D ≥ 1
2
L∑
l=1
zdiffl |yl(t) + gl(γ(t))|
+
M∑
m=1
hdiffm |xm(t)− γm(t)|
+
1
2
K∑
k=1
qdiffk max[bk(t), ak(t)] (41)
where zdiffl , q
diff
k , h
diff
m represent the maximum change in
queues Zl(t), Qk(t), Hm(t) over one slot, given by:
zdiffl
△
= max[|ymaxl + gmaxl |, |yl,min + gminl |]
qdiffk
△
= max[b
max
k , a
max
k ]
hdiffm
△
= |xmaxm − xminm |
8Such a finite constant exists by the boundedness assumptions,
and a value of D that satisfies inequality (41) is given in
Appendix E.
Finally, if initial queue backlogs are 0, the final term in (40)
is bounded by:
M∑
m=1
νm|Hm(RT )−Hm(0)|
RT
≤
M∑
m=1
νmC0
√
V
RT
Proof: See Appendix A.
C. Discussion of Theorem 1
Consider the simple case when queues are initially 0,
gl(x) = 0 for all l (so that βl,m = 0), and where we use
a C-approximate algorithm for some constant C ≥ 0. Fix a
positive integer frame size T . Theorem 1 can be interpreted
as follows: The algorithm implemented over tend = RT slots
ensures that the desired constraints (4)-(6) are approximately
met to within a “fudge factor” given by:
Constraint fudge factor = C0
√
V
RT
where C0 is the constant defined in part (a) of Theorem 1. This
fudge factor is made arbitrarily small when RT is sufficiently
larger than V . Further, the achieved cost is either smaller
than the cost 1
R
∑R−1
r=0 F
∗
r associated with an ideal T -slot
lookahead policy implemented over R successive frames of
length T , or differs from this value by an amount no more
than a fudge factor that satisfies:
Cost fudge factor = C1T
V
+ C2
√
V
RT
The value of V can be chosen so that C1T/V is arbitrarily
small, in which case both the cost fudge factor and the
constraint fudge factor are arbitrarily small provided that R
is sufficiently large, that is, provided that we wait for a
sufficiently large number of frames.
The constants C1 and C2 are given by:
C1
△
= (B + C −D)/T +D
C2
△
= C0
M∑
m=1
νm
Note that C2 = 0 in the case when f(x) = 0 (so that νm = 0
for all m). Finally, note that the value of T does not need
to be chosen in order to implement the algorithm (we need
only choose a value of V ), and hence the above bounds can
be optimized over all positive integers T .
The above tradeoffs described by V and R hold for gen-
eral problems of the type (3)-(7), and can be tightened for
particular problems such as the network problem described
in the next section, which provides queue bounds that do not
grow with time. A similar strengthening due to constant queue
bounds can be shown for the general problem in the case when
Assumption A1 is strengthened to a “Slater-type” condition,
as described in Section VI.
D. Linear Cost Functions
The auxiliary variables are crucial for optimization of time
varying systems with non-linear cost functions f(x), gl(x).
However, they are not needed when cost functions are linear
(or affine). For example, let x(t) be a vector of attributes as
defined before, and consider the problem:
Minimize: h0(x)
Subject to: hl(x) ≤ 0 ∀l ∈ {1, . . . , L}
α(t) ∈ Aω(t) ∀t ∈ {0, . . . , tend − 1}
where hl(x) are affine functions (i.e., linear plus a constant),
so that hl(x) = hl(x). This can of course be treated using the
framework of (3)-(7) with h0(x) = f(x), and gl(x) = hl(x),
yl(x) = 0. However, it can also be treated using (3)-(7) with
f(x) = gl(x) = 0 for all l ∈ {1, . . . , L} and yl(x) = hl(x)
(noting that yl = hl(x)). This latter method is advantageous
because it has νm = βl,m = 0 for all l and m, which tightens
the constraint inequalities (27) and the cost guarantee (40).
Thus, it is useful to exploit linearity whenever possible.
E. Infinite Horizons and Ergodicity
Consider now the problem (3)-(7) over an infinite horizon,
so that time averages yl, x, ak, bk represent limiting averages
over the infinite horizon. Suppose that Assumptions A1 and
A2 hold, and that we use a C-approximate algorithm so that
Theorem 1 applies. By taking a limit as tend →∞, Theorem
1b implies that all required infinite horizon constraints are met.
Specifically, we have:
lim sup
t→∞
[yl(t) + gl(x(t))] ≤ 0 ∀l ∈ {1, . . . , L} (42)
lim sup
t→∞
[
ak(t)− bk(t)
] ≤ 0 ∀k ∈ {1, . . . ,K} (43)
lim
ti→∞
x(ti) ∈ X (44)
where yl(t), x(t), ak(t), bk(t) represent time averages over
the first t slots, and where {ti} is any subsequence of times
over which x(t) converges.4 Further, Theorem 1c implies that
the infinite horizon cost satisifes:
lim
R→∞
[y0(RT ) + f (x(RT ))] ≤ lim
R→∞
1
R
R−1∑
r=0
F ∗r
+
B + C
V
+
D(T − 1)
V
(45)
Consider now the special case when the random events
{ω(0), ω(1), ω(2), . . .} evolve according to a general ergodic
process with a well defined time average probability distribu-
tion. In this case and under some mild assumptions, it can be
shown that the optimal infinite horizon cost f∗ can be achieved
over the class of stationary and randomized algorithms, that
F ∗r is close to f∗ for each r whenever T is sufficiently large,
and that the term 1
R
∑R−1
r=0 F
∗
r converges to f∗ plus an error
term that is bounded by δ(T ), where δ(T ) is a function that
satisfies limT→∞ δ(T ) = 0. This is discussed in more detail
in Appendix C.
4Note that x(t) is an infinite sequence (with time index t) that takes values
in a compact set, and so it has a convergent subsequence.
9IV. A SIMPLE INTERNET MODEL
Here we apply the universal scheduling framework to a
simple flow based internet model, where we neglect the
actual network queueing and develop a flow control policy
that simply ensures the flow rate over any link is not more
than the link capacity (similar to the flow based models
in [23][24][25][26][27]). Section V treats a more extensive
network model that explicitly accounts for all queues.
Suppose there are N nodes and L links, where each link l ∈
{1, . . . , L} has a possibly time-varying link capacity Cl(t), for
slotted time t ∈ {0, 1, 2, . . .}. Suppose there are M sessions,
and let Am(t) represent the new arrivals to session m on slot
t. Each session m ∈ {1, . . . ,M} has a particular source node
and a particular destination node. Assume link capacities and
newly arriving traffic are bounded so that:
0 ≤ Cl(t) ≤ Cmaxl ∀t , 0 ≤ Am(t) ≤ Amaxm ∀t (46)
for some finite constants Cmaxl and Amaxm . The random
network event ω(t) is thus given by:
ω(t)△=[(C1(t), . . . , CL(t)); (A1(t), . . . , AM (t))] (47)
Recall that ω(t) is an arbitrary sequence with no probability
model. The control action taken every slot is to first choose
xm(t), the amount of type m traffic admitted into the network
on slot t, according to:
0 ≤ xm(t) ≤ Am(t)
Next, we must specify a path for this data, from a collection
of paths Pm(t) associated with path options of session m
on slot t (possibly being the set of all possible paths in the
network from the source of session m to its destination).5
Here, a path is defined in the usual sense, being a sequence
of links starting at the source, ending at the destination, and
being such that the end node of each link is the start node of
the next link. Let 1l,m(t) be an indicator variable that is 1 if
the data xm(t) is selected to use a path that contains link l.
The (1l,m(t)) values completely specify the chosen paths for
slot t, and hence the decision variable for slot t is given by:
α(t)△=[(x1(t), . . . , xM (t)); (1l,m(t))|l∈{1,...,L},m∈{1,...,M}]
Let x = (x1, . . . , xM ) be a vector of the infinite hori-
zon time average admitted flow rates, and let φ(x) =∑M
m=1 φm(xm) be a separable utility function. Assume that
each φm(x) is a continuous, concave, non-decreasing function
in x, with maximum right derivative νm <∞. Our goal is to
maximize the throughput-utility φ(x) subject to the constraints
that the time average flow over each link l is less than or equal
to the time average capacity of that link. The infinite horizon
utility optimization problem of interest is thus:
Maximize:
∑M
m=1 φm(xm)
Subject to: ∑Mm=1 1l,mxm ≤ Cl ∀l ∈ {1, . . . , L}
5Strictly speaking, if there are time varying path choices then we should
augment ω(t) in (47) to include Pm(t) for all m ∈ {1, . . . ,M}.
where the time averages are defined:
xm
△
= lim
t→∞
1
t
t−1∑
τ=0
xm(τ)
1l,mxm
△
= lim
t→∞
1
t
t−1∑
τ=0
1l,m(τ)xm(τ)
Cl
△
= lim
t→∞
1
t
t−1∑
τ=0
Cl(τ)
This is equivalent to minimizing the convex function f(x) =
−φ(x), and hence exactly fits our framework. There is no set
constraint (6), so that X = RM . As there are no actual queues
Qk(t) in this model, we use only virtual queues Zl(t) and
Hm(t), defined by update equations:
Zl(t+ 1) = max[Zl(t) +
M∑
m=1
1l,m(t)xm(t)− Cl(t), 0] (48)
Hm(t+ 1) = Hm(t) + γm(t)− xm(t) (49)
where γm(t) are auxiliary variables for m ∈ {1, . . . ,M}.
This is equivalent to the general framework with yl(t) =∑M
m=1 1l,m(t)xm(t)−Cl(t) and gl(·) = 0 for l ∈ {1, . . . , L}.
Note that Assumption A1 holds by the boundedness assump-
tions (46), and Assumption A2 holds because this system
has an “idle” control action that admits no new data (so that
yl(t) ≤ 0 for all l under this idle action). The general universal
scheduling algorithm for this problem thus reduces to:
• (Auxiliary Variables) Every slot t, each session m ∈
{1, . . . ,M} observes Hm(t) and chooses γm(t) as the
solution to:
Maximize: V φm(γm(t)) −Hm(t)γm(t) (50)
Subject to: 0 ≤ γm(t) ≤ Amaxm (51)
This is a simple maximization of a concave single vari-
able function over an interval.
• (Routing and Flow Control) For each slot t and each
session m ∈ {1, . . . ,M}, observe the new arrivals
Am(t), the queue backlog Hm(t), and the link queues
Zl(t), and choose xm(t) and a path to maximize:
Maximize: xm(t)Hm(t)− xm(t)
∑L
l=1 1l,m(t)Zl(t)
Subject to: 0 ≤ xm(t) ≤ Am(t)
The path specified by (1l,m(t)) is in Pm(t)
This reduces to the following: First find a shortest path
from the source of session m to the destination of session
m, using link weights Zl(t) as link costs. If the total
weight of the shortest path is less than or equal to Hm(t),
then choose xm(t) = Am(t) and route all of this data
over this single shortest path. Else, there is too much
congestion in the network, and so we choose xm(t) = 0
(thereby dropping all data Am(t)).
• (Virtual Queue Updates) Update the virtual queues ac-
cording to (48) and (49).
The shortest path routing in this algorithm is similar to
that given in [26], which treats a flow-based network stability
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problem in an ergodic setting under the assumption that
arriving traffic is admissible (so that flow control is not used).
Assume for simplicity that all queues are initially empty.
Then for any frame size T and any number of frames R, from
Theorem 1c, we know the utility of this algorithm satisfies:
φ(x) ≥ 1
R
R−1∑
r=1
Φ∗r −
B
V
− D(T − 1)
V
−
M∑
m=1
νm|Hm(RT )|
RT
(52)
where x represents a time average over the first RT slots,
and Φ∗r represents the utility achieved by the T -slot lookahead
policy implemented over slots {rT, . . . , rT +T −1}. Here we
are assuming we use an exact implementation of the algorithm
(a 0-approximation), so that C = 0. The constants B and D
given in (34) and (41) are simplified for this context without
queues Qk(t), and are provided in Appendix E.
Furthermore, the infinite horizon constraints are satisfied by
(42), and bounds on the virtual queue sizes for any time t > 0
are also given in Theorem 1. However, with this particular
structure we can obtain tighter bounds. Indeed, from the update
equation for Hm(t) in (49) and the auxiliary variable algorithm
defined in (50)-(51), it is easy to see that:
• If Hm(t) < 0, then γm(t) = Amaxm and hence Hm(t)
cannot decrease on the next slot.
• If Hm(t) > V νm, then γm(t) = 0 and hence Hm(t)
cannot increase on the next slot.
It easily follows that:
−Amaxm ≤ Hm(t) ≤ V νm +Amaxm ∀t ∈ {0, 1, 2, . . .} (53)
provided that this is true for Hm(0) (which is indeed the case if
Hm(0) = 0). Therefore, the final term in the utility guarantee
(52) is bounded by:
M∑
m=1
νm|Hm(RT )|
RT
≤
M∑
m=1
νm(V νm +A
max
m )
RT
which goes to zero as the number of frames R goes to infinity.
We further note that the utility guarantee (52) can be modified
to apply to any interval of RT slots, starting at any slot t0,
provided that we modify the equation to account for possibly
non-zero initial queue conditions according to (40).
Further, the fact that the queues Hm(t) are deterministically
bounded allows one to deterministically bound the queue sizes
Zl(t) as follows: For all l ∈ {1, . . . , L} we have:
0 ≤ Zl(t) ≤ V νmax + (M + 1)Amax ∀t (54)
where νmax and Amax are defined as the maximum of all νm
and Amaxm values:
νmax△= max
m∈{1,...,M}
νm , A
max △
= max
m∈{1,...,M}
Amaxm
The proof of this fact is simple: If a link l satisfies Zl(t) ≤
V νmax + Amax, then on the next slot we have Zl(t + 1) ≤
V νmax+(M+1)Amax, because the queue can increase by at
most MAmax on any slot (see update equation (48)). Else, if
Zl(t) > V ν
max + Amax, then any path that uses this link
incurs a cost larger than V νmax + Amax, which is larger
than Hm(t) for any session m. Thus, by the routing and flow
control algorithm, no session will choose a path that uses this
link on the current slot, and so Zl(t) cannot increase on the
next slot.
A. Delayed Feedback
We note that it may be difficult to use the exact queue
values Zl(t) when solving for the shortest path, as these values
change every slot. Hence, a practical implementation may use
out-of-date values Zl(t−τl,t) for some time delay τl,t that may
depend on l and t. Further, the virtual queue updates for Zl(t)
in (48) are most easily done at each link l, in which case the
actual admitted data xm(t) for that link may not be known
until some time delay, arriving as a process xm(t − τl,m.t).
However, as the virtual queue size cannot change by more than
a fixed amount every slot, the queue value used differs from
the ideal queue value by no more than an additive constant
that is proportional to the maximum time delay. In this case,
provided that the maximum time delay is bounded, we are
simply using a C-approximation and the utility and queue
bounds are adjusted accordingly. A more extensive treatment
of delayed feedback for the case of networks without dynamic
arrivals or channels is found in [27], which uses a differential
equation method.
B. Treating Wireless Networks with this Model
The above model can be applied equally to wireless net-
works. However, an important extension in this case is to
allow the link capacities (C1(t), . . . , CL(t)) to be functions
of a network resource allocation decision (this is treated more
extensively in Section V). This resource allocation can be
viewed as part of the network control action taken every
slot. It is not difficult to show from the general solution in
Section III-B that the optimal resource allocation decision
should observe Zl(t) values and choose capacities Cl(t) to
maximize the following weighted sum:
L∑
l=1
Cl(t)Zl(t)
Depending on the network model, this maximization can be
difficult, and is generally prohibitively complex for wireless
networks with interference. Fortunately, it is easy to show that
if the attempted max-weight solution comes within a factor
θ of the optimum max-weight decision every slot (for some
value θ such that 0 < θ ≤ 1), then the same utility guarantees
hold with Φ∗r re-defined as the optimal T -slot lookahead utility
in a network with link capacities that are reduced by a factor
θ from their actual values. This follows easily by noting that
such a θ-multiplicative-approximate algorithm yields a right-
hand-side in the drift bound (38) that is less than or equal
to the right-hand-side associated with the optimal max-weight
decisions implemented on a network with θ-reduced capacities
(see also [1] for a more detailed discussion of this for the case
of i.i.d. ω(t) events).
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C. Limitations of this Model
The deterministic bound on Zl(t) in (54) ensures that, over
any interval of K slots (for any positive integer K and any
initial slot t0), the total data injected for use over link l is no
more than V νmax + (M + 1)Amax beyond the total capacity
offered by the link:
t0+K−1∑
τ=t0
M∑
m=1
1l,m(τ)xm(τ) ≤
t0+K−1∑
τ=t0
Cl(τ)
+V νmax + (M + 1)Amax
While this is a very strong deterministic bound that says no
link is given more data than it can handle, it does not directly
imply anything about the actual network queues (other than
the links are not overloaded). The (unproven) understanding is
that, because the links are not overloaded, the actual network
queues will be stable and all data can arrive to its destination
with (hopefully small) delay.
One might approximate average congestion or delay on
a link as a convex function of the time average flow rate
over the link, as in [28][29][27]. This can be incorporated
using the general framework of Section II, which allows for
optimization of time averages or convex functions of time
averages. However, we emphasize that this is only an approx-
imation and does not represent the actual network delay, or
even a bound on delay. Indeed, while it is known that average
queue congestion and delay is convex if a general stream of
traffic is probabilistically split [30], this is not necessarily true
(or relevant) for dynamically controlled networks, particularly
when the control depends on the queue backlogs and delays
themselves. Most problems involving optimization of actual
network delay are difficult and unsolved. Such problems
involve not only optimization of rate based utility functions,
but engineering of the Lagrange multipliers (which are related
to queue backlogs) associated with those utility functions.
Finally, observe that the update equation for Zl(t) in (48)
can be interpreted as a queueing model where all admitted
data on slot t is placed immediately on all links l of its path.
Similar models are used in [24][25][27][31]. However, this is
clearly an approximation, because data in an actual network
will traverse its path one link at a time. It is assumed that
the actual network stamps all data with its intended path, so
that there is no dynamic re-routing mid-path. Section V treats
an actual multi-hop queueing network, and allows dynamic
routing without pre-specified paths.
V. UNIVERSAL NETWORK SCHEDULING
Consider a network with N nodes that operates in slot-
ted time. There are M sessions, and we let A(t) =
(A1(t), . . . , AM (t)) represent the vector of data that exoge-
nously arrives to the transport layer for each session on slot
t (measured either in integer units of packets or real units of
bits). We assume that arrivals are bounded by constants Amaxm ,
so that:
0 ≤ Am(t) ≤ Amaxm ∀t
Each session m ∈ {1, . . . ,M} has a particular source
node and destination node. Data delivery takes place by
transmissions over possibly multi-hop paths. We assume that a
transport layer flow controller observes Am(t) every slot and
decides how much of this data to add to the network layer at its
source node, and how much to drop (flow control decisions are
made to limit queue buffers and ensure the network is stable).
Let (xm(t))|Mm=1 be the collection of flow control decision
variables on slot t. These decisions are made subject to the
constraints:
0 ≤ xm(t) ≤ Am(t) ∀m ∈ {1, . . . ,M}, ∀t (55)
All data that is intended for destination node c ∈ {1, . . . , N}
is called commodity c data, regardless of its particular session.
For each n ∈ {1, . . . , N} and c ∈ {1, . . . , N}, let M(c)n
denote the set of all sessions m ∈ {1, . . . ,M} that have
source node n and commodity c. All data is queued according
to its commodity, and we define Q(c)n (t) as the amount of
commodity c data in node n on slot t. We assume that
Q
(n)
n (t) = 0 for all t, as data that reaches its destination is
removed from the network. Let Q(t) denote the matrix of
current queue backlogs for all nodes and commodities.
The queue backlogs change from slot to slot as follows:
Q(c)n (t+1) = Q
(c)
n (t)−
N∑
j=1
µ˜
(c)
nj (t)+
N∑
i=1
µ˜
(c)
in (t)+
∑
m∈M
(c)
n
xm(t)
where µ˜(c)ij (t) denotes the actual amount of commodity c data
transmitted from node i to node j (i.e., over link (i, j)) on slot
t. It is useful to define transmission decision variables µ(c)ij (t)
as the bit rate offered by link (i, j) to commodity c data, where
this full amount is used if there is that much commodity c data
available at node i, so that:
µ˜
(c)
ij (t) ≤ µ(c)ij (t) ∀i, j, c ∈ {1, . . . , N}, ∀t
For simplicity, we assume that if there is not enough data to
send at the offered rate, then null data is sent, so that:6
Q(c)n (t+ 1) = max[Q
(c)
n (t)−
N∑
j=1
µ
(c)
nj (t), 0]
+
N∑
i=1
µ
(c)
in (t) +
∑
m∈M
(c)
n
xm(t) (56)
This satisfies (1) if we relate index k (for Qk(t) in (1)) to
index (n, c) (for Q(c)n (t) in (56)), and if we define:
b(c)n (t)
△
=
N∑
j=1
µ
(c)
nj (t)
a(c)n (t)
△
=
N∑
i=1
µ
(c)
in (t) +
∑
m∈M
(c)
n
xm(t)
6All results hold exactly as stated if this null data is not sent, because
the drift bound in Lemma 2 holds exactly wen the update equation (56) is
replaced by an inequality ≤, see [1].
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A. Transmission Variables
Let S(t) represent the topology state of the network on slot
t, observed on each slot t as in [1]. The value of S(t) is an
abstract and possibly multi-dimensional quantity that describes
the current link conditions between all nodes under the current
slot. The collection of all transmission rates that can be offered
over each link (i, j) of the network is given by a general
transmission rate function C(I(t), S(t)):7
C(I(t), S(t)) = (Cij(I(t), S(t)))i,j∈{1,...,N},i6=j
where I(t) is a general network-wide resource allocation
decision (such as link scheduling, bandwidth selection, mod-
ulation, etc.) and takes values in some abstract set IS(t) that
possibly depends on the current S(t). We assume that the
transmission rate function Cij(I(t), S(t)) is non-negative and
bounded by a finite constant µmaxij for all (i, j), I(t), and S(t).
Every slot the network controller observes the current
S(t) and makes a resource allocation decision I(t) ∈ IS(t).
The controller then chooses µ(c)ij (t) variables subject to the
following constraints:
µ
(c)
ij (t) ≥ 0 ∀i, j, c ∈ {1, . . . , N} (57)
µ
(c)
ii (t) = µ
(i)
ij (t) = 0 ∀i, j, c ∈ {1, . . . , N} (58)
N∑
c=1
µ
(c)
ij ≤ Cij(I(t), S(t)) ∀i, j ∈ {1, . . . , N} (59)
B. The Utility Optimization Problem
This problem fits the general model of Section II by defining
the random event ω(t) as follows:
ω(t)△=[A(t);S(t)]
That is, the random event ω(t) is the collection of all new
arrivals together with the current topology state. The control
action α(t) is defined by:
α(t)△=[I(t); (µ
(c)
ij (t))|i,j,c∈{1,...,N}; (xm(t))|Mm=1]
representing the resource allocation, transmission, and flow
control decisions. The action space Aω(t) is defined by the set
of all I(t) ∈ IS(t), all (µ(c)ij (t)) that satisfy (57)-(59), and all
(xm(t)) that satisfy (55).
Define xm as the time average of xm(t) over the first tend
slots (as in (2)), and define x as the vector of these time
averages. Our objective is to solve the following problem:
Maximize: φ(x) (60)
Subject to: α(t) ∈ Aω(t) ∀t ∈ {0, . . . , tend − 1} (61)∑
m∈M
(c)
n
xm +
∑N
i=1 µ
(c)
in ≤
∑N
j=1 µ
(c)
nj
∀n, c ∈ {1, . . . , N}(62)
7It is worth noting now that for networks with orthogonal channels, our
“max-weight” transmission algorithm (to be defined in the next subsection)
decouples to allow nodes to make transmission decisions based only on
those components of the current topology state S(t) that relate to their own
local channels. Of course, for wireless interference networks, all channels
are coupled, although distributed approximations of max-weight transmission
exist in this case [1].
where φ(x) is a continuous, concave, and entrywise non-
decreasing utility function of the form:
φ(x)△=
M∑
m=1
φm(xm)
Define νm as the right partial derivative of φm(x) at x = 0,
and assume 0 ≤ νm < ∞ for all m. Thus, this problem fits
exactly into the general framework, satisfying Assumption A1
by our boundedness assumptions, and satisfying Assumption
A2 by the “idle” control action that admits no new data and
transmits over no links.
C. The Universal Network Scheduling Algorithm
To apply the general solution, note that the constraints
(62) are upheld by stabilizing the actual queues Q(c)n (t) with
updates (56). Because we have not specified any additional
constraints, there are no Zl(t) queues as used in the general
framework. However, we have auxiliary variables γm(t) for
each m ∈ {1, . . . ,M}, with virtual queue update:
Hm(t+ 1) = Hm(t) + γm(t)− xm(t) (63)
The algorithm is thus:
• (Auxiliary Variables) For each slot t, each session m ∈
{1, . . . ,M} observes the current virtual queue Hm(t),
and chooses auxiliary variable γm(t) as the solution to:
Maximize: V φm(γm(t)) −Hm(t)γm(t) (64)
Subject to: 0 ≤ γm(t) ≤ Amaxm
This is a maximization of a concave single variable
function over an interval, the same as in the internet
algorithm of Section IV.
• (Flow Control) For each slot t, each session m observes
Am(t) and the queue values Hm(t), Q(cm)nm (t) (where nm
denotes the source node of session m, and cm represents
its destination). Note that these queues are all local to the
source node of the session, and hence can be observed
easily. It then chooses xm(t) to solve:
Maximize: Hm(t)xm(t)−Q(cm)nm (t)xm(t) (65)
Subject to: 0 ≤ xm(t) ≤ Am(t)
This reduces to the “bang-bang” flow control decision
of choosing xm(t) = Am(t) if Q(cm)nm (t) ≤ Hm(t), and
xm(t) = 0 otherwise.
• (Resource Allocation and Transmission) For each slot t,
the network controller observes queue backlogs {Q(c)n (t)}
and the topology state S(t) and chooses I(t) ∈ IS(t) and
{µ(c)ij (t)} to solve:
Max:
∑
n,cQ
(c)
n (t)[
∑N
j=1 µ
(c)
nj (t)−
∑N
i=1 µ
(c)
in (t)] (66)
S.t.: I(t) ∈ IS(t) and (57)-(59)
• (Queue Updates) Update the virtual queues Hm(t) ac-
cording to (63) and the acutal queues Q(c)n (t) according
to (56).
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The exact decisions required to implement the resource
allocation and transmission component are described in Sub-
section V-D below. Before covering this, we state the per-
formance of the algorithm under a general C-approximate
implementation of the above algorithm. For simplicity, assume
all queues are initially zero. By Theorem 1c we have for any
integers R > 0, T > 0:
φ(x) ≥ 1
R
R−1∑
r=0
Φ∗r −
B + C
V
− D(T − 1)
V
−
M∑
m=1
νm|Hm(RT )|
RT
(67)
While Theorem 1 also provides a bound on the final term,
and bounds on all queue sizes, we can again provide tighter
constant queue bounds by taking advantage of the flow control
structure of the problem. Indeed, by the same argument that
proves (53) in Section IV, we have that Hm(t) cannot decrease
if it is already negative, and cannot increase if it is beyond
V νm, so that for all m ∈ {1, . . . ,M} we have:
−Amaxm ≤ Hm(t) ≤ V νm +Amaxm ∀t (68)
provided that these bounds are true for Hm(0) (which is
indeed the case if Hm(0) = 0). Therefore, |Hm(t)| ≤ V νm+
Amaxm , and the utility bound (67) becomes:
φ(x) ≥ 1
R
R−1∑
r=0
Φ∗r −
B + C
V
− D(T − 1)
V
−
M∑
m=1
νm(V νm +A
max
m )
RT
(69)
The values of B and D in (69) for this context are given in
Appendix E. Note that this yields a “utility fudge factor” of
the form as indicated in the introduction of this paper:
utility fudge factor = B1T
V
+
B2V
RT
where:
B1
△
=(B + C −D)/T +D , B2 △=
M∑
m=1
νm(νm +A
max
m /V )
The value of C used in the above bound is equal to 0 if
we use a 0-approximation, being an exact implementation of
the above algorithm. In the next subsections we purposefully
engineer a C-approximation for a nonzero but constant C so
that we can additionally provide deterministic bounds on all
actual queues Q(c)n (t).
D. Resource Allocation and Transmission
By switching the sums in (66), it is easy to show that the
resource allocation and transmission maximization reduces to
the following generalized “max-weight” algorithm (see [1]):
Every slot t, choose I(t) ∈ IS(t) to maximize:
N∑
i=1
N∑
j=1
Cij(I(t), S(t))Wij (t)
where Wij(t) are weights defined by:
Wij(t)
△
= max
c∈{1,...,N}
max[W
(c)
ij (t), 0]
where W (c)ij (t) are differential backlogs:
W
(c)
ij (t)
△
=Q
(c)
i (t)−Q(c)j (t)
The transmission decision variables are then given by:
µ
(c)
ij (t) =
{
Cij(I(t), S(t)) if c = c∗ij(t) and W
(c)
ij (t) ≥ 0
0 otherwise
where c∗ij(t) is defined as the commodity c ∈ {1, . . . , N}
that maximizes the differential backlog W (c)ij (t) (breaking ties
arbitrarily).
E. A C-Approximate Transmission Algorithm
Rather than implement the exact transmission algorithm
in the above subsection, we present here a useful C-
approximation that yields bounded queues (see also [9] [32]).
Define Wˆ (c)ij (t) as follows:
Wˆ
(c)
ij (t)
△
={
W
(c)
ij (t) + θ
(c)
i − θ(c)j if Q(c)j (t) ≤ Qmax − βj
−1 otherwise (70)
where for each n ∈ {1, . . . , N}, βn is defined as the largest
amount of any commodity that can enter node n, considering
both exogenous and endogenous arrivals (this is finite by
the boundedness assumptions on transmission rates and new
arrivals), and where Qmax is defined:
Qmax △=V ν
max +Amax + βmax (71)
where νmax, Amax, and βmax are given by:
νmax △= max
m∈{1,...,M}
νm
Amax △= max
m∈{1,...,M}
Amaxm
βmax △= max
n∈{1,...,N}
βn
Finally, the values θ(c)i are any non-negative weights that
represent some type of estimate of the distance from node i to
destination c (possibly being zero if there is no such estimate
available). Such weights are known to experimentally improve
delay by biasing routing decisions to move in directions closer
to the destination (see [6][1][9]). Then define Wˆij(t) as:
Wˆij(t)
△
= max
c∈{1,...,N}
max[Wˆ
(c)
ij (t), 0]
and choose I(t) ∈ Iω(t) to maximize:
N∑
i=1
N∑
j=1
Cij(I(t), S(t))Wˆij(t) (72)
and choose transmission variables:
µ
(c)
ij (t) =
{
Cij(I(t), S(t)) if c = cˆ∗ij(t) and Wˆ
(c)
ij (t) ≥ 0
0 otherwise
(73)
where cˆ∗(t) is the commodity c ∈ {1, . . . , N} that maximizes
Wˆ
(c)
ij (t).
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F. Bounded Queues
Lemma 3: (Bounded Q(c)n (t)) Suppose auxiliary variables
and flow control decisions are made according to (64) and (65),
with update equations (63) and (56). Suppose that I(t) ∈ IS(t)
is chosen in some arbitrary manner every slot t (not necessarily
according to (72)), but that transmission decisions are made
according to (73) with respect to the particular I(t) chosen.
Then for all t we have:
Q(c)n (t) ≤ Qmax = V νmax +Amax + βmax (74)
provided that this inequality holds at t = 0.
Proof: Suppose that Q(c)n (t) ≤ Qmax for all n, c for a
particular slot t (this is true by assumption on slot t = 0).
We prove it also holds for slot t + 1. First suppose that
Q
(c)
n (t) ≤ Qmax−βn. Then, because βn is the largest amount
of new arrivals to queue Q(c)n (t) over one slot (considering
both endogenous and exogenous arrivals), it must be that
Q
(c)
n (t+ 1) ≤ Qmax.
Consider now the opposite case when Qmax − βn <
Q
(c)
n (t) ≤ Qmax. Then from (70) we see that Wˆ (c)in = −1
for all links (i, n) over which new commodity c data could be
transmitted to node n from other nodes. Thus, by (73) we see
that no commodity c data will be transmitted to node n from
any other node. Further, We have:
Q(c)n (t) > Q
max − βn = V νmax +Amax ≥ Hm(t)
for all m ∈ {1, . . . ,M}, where the first equality follows by
definition of Qmax in (71) and the final inequality follows
by (68). It follows by the flow control decision (65) that
xm(t) = 0 for all sessions m that might deliver new data
to queue Q(c)n (t). Thus, no new commodity c data (exogenous
or endogenous) arrives to node n on slot t, and Q(c)n (t+1) ≤
Q
(c)
n (t) ≤ Qmax.
The queue bound (74) in the above lemma provides the
strong deterministic guarantee that all queues are bounded by
a constant that grows linearly with the V parameter. Thus,
while increasing V can improve the terms (B + C)/V and
D(T − 1)/V in the utility guarantee (69), a tradeoff is in the
linear growth with V in queue congestion (74), as well as the
increase in the number of frames R required for the final term
in the utility bound (69) to decay to near-zero.
While it is intuitive that the above algorithm produces a
C-approximation for some constant value C, we complete
the analysis below by formally showing this. Additionally,
we note that a θ-multiplicative-approximate solution to (72)
leads to utility guarantees where Φ∗r is re-defined as a T -
slot lookahead utility on a network where the C(I(t), S(t))
function is replaced by θC(I(t), S(t)), which holds for the
same reason as described in Section IV-B.
G. Computing the C value
Lemma 4: Using the modified weights Wˆ (c)ij (t) in (70)
results in a C-approximation of the max-weight resource
allocation and transmission scheduling problem (66), with:
C △=2Csum[β
max + θdiff ] (75)
where Csum is the largest possible sum of transmission rates∑
ij Cij(I(t), S(t)), summed over all links and considering
all possible S(t) states and I(t) decisions (being finite by
the boundedness assumptions on all links), and θdiff is the
maximum difference in θ(c)i and θ
(c)
j , maximized over all node
pairs (i, j) and all commodities c.
Proof: Because all queues Q(c)n (t) are upper bounded by
Qmax, if Q(c)j (t) > Qmax − βj , then max[W (c)ij (t), 0] =
max[Q
(c)
i (t)−Q(c)j (t), 0] ≤ βj . It follows that:
|max[W (c)ij (t), 0]−max[Wˆ (c)ij (t), 0]| ≤ βmax + θdiff
It follows that:
|Wij(t)− Wˆij(t)| ≤ βmax + θdiff
Therefore:
|
N∑
i=1
N∑
j=1
Cij(I(t), S(t))[Wij(t)− Wˆij(t)]|
≤
N∑
i=1
N∑
j=1
Cij(I(t), S(t))[β
max + θdiff ]
≤ Csum[βmax + θdiff ] = C/2
where Csum is the maximum sum rate over all links
on any slot. Now let I∗(t) be the maximum of∑
ij Cij(I(t), S(t))Wij(t) over IS(t), and let Iˆ(t) be the
maximum of
∑
ij Cij(I(t), S(t))Wˆij(t). Then:∑
ij
Cij(Iˆ(t), S(t))Wij(t)
≥
∑
ij
Cij(Iˆ(t), S(t))Wˆij(t)− C/2
≥
∑
ij
Cij(I
∗(t), S(t))Wˆij(t)− C/2
≥
∑
ij
Cij(I
∗(t), S(t))Wij(t)− C
It follows that the resource allocation Iˆ(t) (and the corre-
sponding transmission decisions given by (73)) yields a C-
approximation.
VI. APPROXIMATE SCHEDULING AND SLATER
CONDITIONS
Here we replace Assumption A2 with a stronger assumption
that states the constraints can be satisfied with δ slackness.
This is related to a Slater condition in classical static optimiza-
tion problems [33]. It allows all queues to be deterministically
bounded. It also allows performance analysis for implementa-
tions when the error in the attempted minimization of the right
hand side of (38) is off by more than just a constant C, such
as an amount that may be proportional to the queue backlog
(similar to the θ-multiplicative-approximations discussed in
Section IV-B).
Assumption A3: There exists a value δ > 0 such that for
all ω ∈ {ω(0), . . . , ω(tend − 1)}, there is at least one control
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action α′ω ∈ Aω that satisfies:
yˆl(α
′
ω , ω) + gl(xˆ(α
′
ω, ω)) ≤ −δ ∀l ∈ {1, . . . , L}
aˆk(α
′
ω, ω) ≤ bˆk(α′ω , ω)− δ ∀k ∈ {1, . . . ,K}
xˆ(α′ω, ω) + ǫ ∈ X
for all vectors ǫ = (ǫ1, . . . , ǫM ) with entries ǫm that satisfy
|ǫm| ≤ δ for all m ∈ {1, . . . ,M}. Further, assume that:
xminm + δ ≤ xˆm(α′ω , ω) ≤ xmaxm − δ ∀m ∈ {1, . . . ,M}
This final assumption is mild and can easily be engineered
to be true by convexly extending the range of the convex
functions f(·), gl(·) by δ in all directions (so that xminm is
decreased by δ and xmaxm is increased by δ), as in [34].
Define a C(t)-approximation as an algorithm that, every slot
t, observes the current queue states and choses a control action
that comes within C(t) of minimizing the right hand side of
(38), where C(t) is a value that can depend on t. Suppose that
we implement the universal scheduling algorithm of Section
III-B using a C(t)-approximation with C(t) that satisfies the
following for all t:
C(t) ≤ C + V ǫV +
L∑
l=1
Zl(t)ǫZ
+
K∑
k=1
Qk(T )ǫQ +
M∑
m=1
|Hm(t)|ǫH (76)
where C, ǫV , ǫZ , ǫQ, ǫH are non-negative constants. Note that
this is a C-approximation if ǫV = ǫZ = ǫQ = ǫH = 0, and is
the exact minimization of (38) if we additionally have C = 0.
Theorem 2: Suppose Assumptions A1 and A3 hold for
some δ > 0. Consider any C(t)-approximate algorithm that
satisfies (76) every slot t, and assume that:
ǫQ < δ , ǫH < δ
ǫZ + ǫH
M∑
m=1
βl,m < δ ∀l ∈ {1, . . . , L}
Let the random event sequence {ω(0), ω(1), . . .} be arbitrary.
Suppose all initial queue backlogs are zero. Then:
(a) All queue backlogs are bounded, so that for any slot
t ≥ 0 we have:
Qk(t), Zl(t), |Hm(t)| ≤ V C3
θ
where
C3
△
=
√
D1 +D2 +D3
where D1, D2, D3 are constants defined as:
D1
△
=
[
B + C
V
+ (ymax0 − ymin0 ) + (fmax − fmin) + ǫV
]2
D2
△
= 2Dθ
2/V 2
D3
△
=
2zmaxθ
V
√
D1
where D is defined in (41), zmax is the maximum over all
zdiffl , q
diff
k , and hdiffm constants, and where θ is defined:
θ△=min
[
δ − ǫQ, δ − ǫH , δ − ǫZ − ǫHβsum
1 + βsum
]
(77)
where βsum is defined:
βsum
△
= max
l∈{1,...,L}
M∑
m=1
βl,m
In the special case when ǫZ = ǫQ = ǫH = 0, we have θ =
δ/(1 + βsum).
(b) For any designated time tend > 0 we have:
yl + gl(x) ≤
V C3
θtend
[
1 +
M∑
m=1
βl,m
]
∀l ∈ {1, . . . , L}
ak ≤ bk + V C3
θtend
∀k ∈ {1, . . . ,K}
x+ ǫ(t) ∈ X
where ǫ(t) = (ǫ1(t), . . . , ǫM (t)) has entries that satisfy:
|ǫm(t)| ≤ V C3
θtend
c) Consider any positive integer frame size T , any positive
integer R, and define tend = RT . Then the value of the system
cost metric over tend slots satisfies:
y0 + f(x) ≤
(1− p)
R
R−1∑
r=0
F ∗r + ǫV + p(y
max
0 + f
max)
+
B + C + D˜(T − 1)
V
+
M∑
m=1
νmV C3
θRT
(78)
where p is defined:
p△=max
[
ǫZ
δ − (ǫH + θ)βsum ,
ǫQ
δ
,
ǫH
ǫH + θ
]
and where D˜ is a constant defined in (89), B is a constant
defined in (34), and C3 is a constant defined in part (a).
Proof: See Appendix D.
The cost bound (78) can be understood as follows: The last
term on the right hand side goes to zero as R increases (and
is equal to 0 for all R if f(·) = 0 so that νm = 0 for all
m). The second to last term can be made arbitrarily small
with a suitably large V . Finally, if ǫZ , ǫQ, ǫH , ǫV are small,
then p is small and the remaining terms on the right hand side
are close to the cost 1
R
∑R−1
r=0 F
∗
r which is associated with
implementing the T -slot lookahead policy over R frames.
VII. CONCLUSIONS
We have developed a framework for universal constrained
optimization of time averages in time varying systems. Our
results hold for any event sample paths and do not require a
probability model. It was shown that performance can closely
track the performance of an ideal policy with knowledge of the
future up to T slots, provided that we allow the number of T -
slot frames, denoted by R, to be large enough to ensure that the
error terms decay to a negligible value. This framework was
applied to an internet model and to a more extensive queueing
network model to provide utility guarantees with deterministic
queue bounds for arbitrary traffic, channels, and mobility.
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APPENDIX A — PROOF OF THEOREM 1
We first prove parts (a) and (b) of Theorem 1.
Proof: (Theorem 1 part (a)) Let γ(t) and α(t) represent
the decisions made by the C-approximate policy on slot t,
which necessarily satisfy constraints (21)-(23). Because these
decisions come within C of minimizing the right hand side of
(38) over all other possible decisions, we have from (38):
∆1(t) + V yˆ0(α(t), ω(t)) + V f(γ(t)) ≤
B + C + V yˆ0(α
∗(t), ω(t)) + V f(γ∗(t))
+
L∑
l=1
Zl(t)[yˆl(α
∗(t), ω(t)) + gl(γ
∗(t))]
+
K∑
k=1
Qk(t)[aˆk(α
∗(t), ω(t))− bˆk(α∗(t), ω(t))]
+
M∑
m=1
Hm(t)[γ
∗
m(t)− xˆm(α∗(t), ω(t))] (79)
where α∗(t) and γ∗(t) represent any alternative decisions that
could be made on slot t that satisfy (21)-(23).
Now choose α∗(t) = α′
ω(t), where α
′
ω(t) ∈ Aω(t) is the
decision known to exist by Assumption A2 that satisfies:
yˆl(α
∗(t), ω(t)) + gl(xˆ(α
∗(t), ω(t))) ≤ 0 ∀l ∈ {1, . . . , L}
aˆk(α
∗(t), ω(t)) ≤ bˆk(α∗(t), ω(t)) ∀k ∈ {1, . . . ,K}
xˆ(α∗(t), ω(t)) ∈ X
Further, choose γ∗(t) = xˆ(α∗(t), ω(t)). These decisions
satisfy (21)-(23), and plugging these decisions directly into
the right hand side of (79) yields:
∆1(t) + V yˆ0(α(t), ω(t)) + V f(γ(t)) ≤
B + C + V yˆ0(α
∗(t), ω(t)) + V f(γ∗(t))
Rearranging terms and using the bounds ymin0 , ymax0 and
fmin, fmax yields:
∆1(t) ≤ B + C + V (ymax0 − ymin0 ) + V (fmax − fmin)
Let the right hand side of the above inequality be denoted by
P . Using the definition of ∆1(t) thus gives:
L(Θ(t+ 1))− L(Θ(t)) ≤ P
The above holds for all t ≥ 0. Summing over τ ∈ {0, . . . , t−
1} (for some time t > 0) and dividing by t yields:
1
t
[L(Θ(t))− L(Θ(0))] ≤ P
Using the definition of L(Θ(t)) in (32) proves part (a).
Proof: (Theorem 1 part (b)) From part (a), if all queues are
initially empty (so that L(Θ(0)) = 0), we have for all slots
t > 0:
Zl(t), Qk(t), |Hm(t)| ≤ C0
√
tV (80)
Plugging (80) into (26), (27), (28) of Lemma 1 proves part
(b).
To prove part (c) of Theorem 1, we need the following
preliminary lemma.
Lemma 5: For any initial time t0, any queue values Θ(t0),
any integer T > 1, and any collection of C-approximate
decisions that are implemented over the T -slot interval τ ∈
{t0, . . . , t0 + T − 1}, we have:
∆T (t0) +
t0+T−1∑
τ=t0
[V yˆ0(α(τ), ω(τ)) + V f(γ(τ))] ≤
BT + CT +DT (T − 1)
+
t0+T−1∑
τ=t0
[V yˆ0(α
∗(τ), ω(τ)) + V f(γ∗(τ))]
+
L∑
l=1
Zl(t0)
t0+T−1∑
τ=t0
[yˆl(α
∗(τ), ω(τ)) + gl(γ
∗(τ))]
+
K∑
k=1
Qk(t0)
t0+T−1∑
τ=t0
[
aˆk(α
∗(τ), ω(τ)) − bˆk(α∗(τ), ω(τ))
]
+
M∑
m=1
Hm(t0)
t0+T−1∑
τ=t0
[γ∗m(τ) − xˆm(α∗(τ), ω(τ))]
for any alternative decisions α∗(τ), γ∗(τ) over τ ∈
{t0, . . . , t0 + T − 1} that satisfy (21)-(23). The constant B
is defined according to (34) and D is defined by (41).
Proof: (Lemma 5) Because our policy is C-approximate,
for all slots t it comes within C of minimizing the right hand
side of (38). Hence, for all τ ∈ {t0, . . . , t0+T − 1} we have:
∆1(τ) + V yˆ0(α(τ), ω(τ)) + V f(γ(τ)) ≤
B + C + V yˆ0(α
∗(τ), ω(τ)) + V f(γ∗(τ))
+
L∑
l=1
Zl(τ)[yˆl(α
∗(τ), ω(τ)) + gl(γ
∗(τ))]
+
K∑
k=1
Qk(τ)[aˆk(α
∗(τ), ω(τ)) − bˆk(α∗(τ), ω(τ))]
+
M∑
m=1
Hm(τ)[γ
∗
m(τ) − xˆm(α∗(τ), ω(τ))] (81)
However, by definition of zdiffl , q
diff
k , h
diff
m , the queues
Zl(t), Qk(t), Hm(t) can change by at most these values on
each slot, and hence for τ ∈ {t0, . . . , t0 + T − 1} we have:
|Zl(τ) − Zl(t0)| ≤ zdiffl · (τ − t0)
|Qk(τ) −Qk(t0)| ≤ qdiffk · (τ − t0)
|Hm(τ) −Hm(t0)| ≤ hdiffm · (τ − t0)
Using these in (81) gives:
∆1(τ) + V yˆ0(α(τ), ω(τ)) + V f(γ(τ)) ≤
B + C + 2D · (τ − t0) + V yˆ0(α∗(τ), ω(τ)) + V f(γ∗(τ))
+
L∑
l=1
Zl(t0)[yˆl(α
∗(τ), ω(τ)) + gl(γ
∗(τ))]
+
K∑
k=1
Qk(t0)[aˆk(α
∗(τ), ω(τ)) − bˆk(α∗(τ), ω(τ))]
+
M∑
m=1
Hm(t0)[γ
∗
m(τ) − xˆm(α∗(τ), ω(τ))]
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where D is defined in (41). Summing the above inequality
over τ ∈ {t0, . . . , t0 + T − 1} yields the result, where we use
the fact that:
t0+T−1∑
τ=t0
(τ − t0) = T (T − 1)/2
We can now prove Theorem 1 part (c).
Proof: (Theorem 1 part (c)) Fix integers r ≥ 0 and T > 0.
Fix ǫ > 0, and let α∗(τ) represent the decisions over the
interval τ ∈ {rT, . . . , (r + 1)T − 1} that solve the problem
(15) and yield cost that is no more than F ∗r + ǫ. Let γ∗(τ) be
constant over τ ∈ {rT, . . . , (r + 1)T − 1}, given by:
γ∗(τ) =
1
T
(r+1)T−1∑
t=rT
xˆ(α∗(t), ω(t))
Plugging these alternative decisions α∗(τ) and γ∗(τ) into the
result of Lemma 5 for t0 = rT yields:
∆T (rT ) +
(r+1)T−1∑
τ=rT
[V yˆ0(α(τ), ω(τ)) + V f(γ(τ))] ≤
BT + CT +DT (T − 1) + V T (F ∗r + ǫ)
The above holds for all ǫ > 0, and hence we can take a limit
as ǫ→ 0 to remove the ǫ in the final term. Define tend = RT
for some positive integer R. Summing the above over r ∈
{0, . . . , R− 1} and dividing by V RT yields:
y0 + f(γ) +
L(Θ(RT ))− L(Θ(0))
V RT
≤
1
R
R−1∑
r=0
F ∗r +
B + C
V
+
D(T − 1)
V
(82)
where y0 and γ represent time averages over the first tend
slots, and where we have used Jensen’s inequality in the
concave function f(γ).
However, we have by (12):
f(x) ≤ f(γ) +
M∑
m=1
νm|γm − xm|
= f(γ) +
M∑
m=1
νm|Hm(RT )−Hm(0)|
RT
where the final equality holds by (29). Using this in (82)
together with the fact that L(·) ≥ 0 yields the cost bound
(40) of part (c). Finally, if initial queue backlogs are 0, by
(80) applied to time t = RT we have:
|Hm(RT )−Hm(0)|
RT
=
|Hm(RT )|
RT
≤ C0
√
V√
RT
APPENDIX B — CONDITIONS FOR ACHIEVABILITY OF F ∗
Consider the following additional assumption.
Assumption A4: We have either one of the following two
conditions:
1) For all ω ∈ {ω(0), . . . , ω(tend − 1)}, the control action
space Aω contains a finite number of actions.
2) For all ω ∈ {ω(0), . . . , ω(tend − 1)}, the set Aω is a
compact subset of Rc for some dimension c, the functions
yˆl(α, ω), aˆk(α, ω) are lower semi-continuous over α ∈
Aω, the functions bˆk(α, ω) are upper semi-continuous
over α ∈ Aω, and the functions xˆm(α, ω) are continuous
over α ∈ Aω. Note that all continuous functions are both
upper and lower semi-continuous.8
Lemma 6: Suppose Assumptions A1, A2, A4 hold for
given values {ω(0), . . . , ω(tend − 1)}. Then the infimum
value F ∗ for the problem (3)-(7) can be achieved by a
particular (possibly non-unique) sequence of control actions
{α∗(0), . . . , α∗(tend − 1)}. That is, these actions satisfy the
feasibility constraints (4)-(7), and yield:
y0 + f(x1, . . . , xM ) = F
∗
where:
xm =
1
tend
tend−1∑
τ=0
xˆm(α
∗(τ), ω(τ)) ∀m ∈ {1, . . . ,M}
and where y0 is similarly defined as a time average over τ ∈
{0, . . . , tend − 1}.
Proof: We already know that Assumption A2 implies the
existence of a feasible sequence of control actions. Thus, the
infimum value F ∗ of the cost metric over all feasible policies
is well defined, and by Assumption A1 it must satisfy:
ymin0 + f
min ≤ F ∗ ≤ ymax0 + fmax
Consider now the case when the first condition of Assumption
A4 holds. Then there are only a finite number of possible
control sequences over the horizon {0, 1, . . . , tend − 1}, and
so there is one that achieves the minimum cost value F ∗.
The case when the second condition of Assumption A4 holds
can be proven using the Bolzano-Wierstrass Theorem together
with a simple limiting argument, and is omitted for brevity.
APPENDIX C – ERGODICITY
Consider the infinite horizon problem discussed in Section
III-E. Suppose that the random events {ω(0), ω(1), ω(2), . . .}
evolve according to a general ergodic process with a well
defined time average probability distribution. Specifically, let
Ω represent a finite (but arbitrarily large) outcome space for
ω(t), and for each ω ∈ Ω assume that there is a steady state
value π(ω), such that:
lim
t→∞
1
t
t−1∑
τ=0
1ω(τ) = π(ω) with probability 1
where 1ω(τ) is an indicator function that is 1 if ω(τ) = ω, and
zero else. Further, assume the limiting probability converges
8A function b(α) is upper semi-continuous over α ∈ A if for any
α ∈ A, we have b(α) ≥ limn→∞ b(βn) for all sequences βn ∈ A
such that limn→∞ βn = α. A function is lower semi-continuous if the
inequality is reversed. All bounded functions that are discontinuous only
on a set of measure zero can be easily modified to have the desired semi-
continuous property by appropriately re-defining the function value at points
of discontinuity. Most systems of practical interest have the desired semi-
continuity properties.
18
uniformly to the steady state value, regardless of past history,
so that:
|Pr[ω(t+ t0) = ω|History(t0)]− π(ω)| ≤ error(t)
where History(t0) represents the past history of the process
up to slot t0, and where error(t) is a function that decays to
0 as t → ∞, regardless of the past history. This is related to
the decaying memory property in [15] and the admissibility
assumptions in [4][1].
In this case, it can be shown that the optimal infinite horizon
cost, denoted f∗, can be achieved over the class of stationary
and randomized algorithms that make (possibly probabilistic)
decisions for control actions on each slot t based only on the
current state ω(t) (see [4][6][32] for related proofs).9 Further,
under mild conditions (such as the existence of a value δ > 0
for which the Slater condition of Assumption A3 in Section VI
is satisfied), the value of F ∗r , being the optimal time average
cost under the T -slot lookahead policy over the T -slot interval
starting at time rT , satisfies for any integer r ≥ 0:
lim
T→∞
F ∗r = f
∗ with probability 1
That is, regardless of the past history before time rT , the
T -slot lookahead policy over a very large T approaches the
optimal f∗. The reason the “mild” additional conditions, such
as the Slater condition, is needed, is that F ∗r requires all
constraints to be exactly satisfied by the end of the T slots,
whereas the infinite horizon problem does not require this.
Because of the uniform error decay, we have:
|E {F ∗r } − f∗| ≤ δ(T )
where δ(T ) is a function such that δ(T ) → 0 as T → ∞.
Therefore we can write:
F ∗r = f
∗ + δr
where δr is a random variable that satisfies |E {δr} | ≤ δ(T )
for all r.
Using the definition of δr, it follows from (45) that time
average cost satisfies for any integer T > 0:
lim
R→∞
[y0(RT ) + f(x(RT ))] ≤ f∗ +
B + C
V
+
D(T − 1)
V
+ lim
R→∞
1
R
R−1∑
r=0
δr
Under mild conditions, such as when {ω(t)} evolves according
to a finite state ergodic Markov chain, law of large number
averaging principles imply that the last term, being a time
average of the δr values, is bounded in absolute value with
probability 1 by δ(T ), a term that is negligibly small for
large values of T . We can choose a large T provided that
we also compensate with a large V to make the D(T − 1)/V
term neglibible. This demonstrates that, with probability 1, the
algorithm implemented over an infinite time horizon yields
9Similar results on optimality of stationary policies can typically be
achieved when the cardinality of the set Ω is infinite, although steady state
time averages and uniform convergence to a steady state are more awkward to
deal with in this case. The easiest such arguments for (possibly uncountably)
infinite sets Ω are for ω(t) processes that are i.i.d. over slots.
cost that can be pushed arbitrarily close to the optimal value
f∗ if V is suitably large.
APPENDIX D – PROOF OF THEOREM 2
Proof: (Theorem 2a) Define θ as the positive real number
that solves the following problem (it can be shown that the
solution is given by (77)):
Maximize: θ (83)
Subject to: θ ≤ δ − ǫQ
θ ≤ δ − ǫZ − (ǫH + θ)
∑M
m=1 βl,m ∀l
θ ≤ δ − ǫH
Following the proof of Theorem 1a and replacing C with C(t)
we have (compare with (79)):
∆1(t) + V yˆ0(α(t), ω(t)) + V f(γ(t)) ≤
B + C + V yˆ0(α
∗(t), ω(t)) + V f(γ∗(t)) + V ǫV
+
L∑
l=1
Zl(t)[ǫZ + yˆl(α
∗(t), ω(t)) + gl(γ
∗(t))]
+
K∑
k=1
Qk(t)[ǫQ + bˆk(α
∗(t), ω(t))− aˆk(α∗(t), ω(t))]
+
M∑
m=1
|Hm(t)|ǫH
+
M∑
m=1
Hm(t)[γ
∗
m(t)− xˆm(α∗(t), ω(t))] (84)
where α∗(t) and γ∗(t) represent any alternative decisions that
could be made on slot t that satisfy (21)-(23).
Now choose α∗(t) = α′
ω(t), where α
′
ω(t) ∈ Aω(t) is the
decision known to exist by Assumption A3. Further, choose
γ∗(t) = γ ′(t), where γ′(t) = (γ′m(t))|Mm=1 is defined such
that for all m ∈ {1, . . . ,M}:
γ′m(t)
△
=
{
xˆm(α
′
ω(t), ω(t))− ǫH − θ if Hm(t) ≥ 0
xˆm(α
′
ω(t), ω(t)) + ǫH + θ if Hm(t) < 0
(85)
This is feasible because of the last inequality in Assumption
A3 together with the fact that:
−δ ≤ −ǫH − θ ≤ ǫH + θ ≤ δ
With these choices, (84) becomes:
∆1(t) ≤
B + C + V (ymax0 − ymin0 ) + V (fmax − fmin) + V ǫV
−
L∑
l=1
Zl(t)[δ − ǫZ − (ǫH + θ)
M∑
m=1
βl,m]
−
K∑
k=1
Qk(t)[δ − ǫQ]
−
M∑
m=1
|Hm(t)|θ (86)
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where have used the fact that, from (13):
gl(γ
∗(t)) ≤ gl(xˆ(α′ω(t), ω(t))) + (ǫH + θ)
M∑
m=1
βl,m
Now define P as:
P △=B + C + V (y
max
0 − ymin0 ) + V (fmax − fmin) + V ǫV
Because the value θ is a bound on all the terms multiplying
queue values in (86), we have:
∆1(t) ≤ P − θ
L∑
l=1
Zl(t)− θ
K∑
k=1
Qk(t)− θ
M∑
m=1
|Hm(t)| (87)
It follows that the drift is non-positive whenever the sum of the
absolute value of queue size is greater than or equal to P/θ.
It is not difficult to show that the largest possible value of
L(Θ(t)) under the constraint that the sum of absolute queue
values is less than or equal to P/θ is (1/2)(P/θ)2. Hence,
if the Lyapunov function is larger than this value, it cannot
increase on the next slot. However, if the absolute sum on slot
t is less than or equal to P/θ we have:
L(Θ(t+ 1)) ≤ 1
2
L∑
l=1
(Zl(t) + z
diff
l (t))
2
+
1
2
K∑
k=1
(Qk(t) + q
diff
k (t))
2
+
1
2
M∑
m=1
(|Hm(t)| + hdiffm (t))2
≤ L(Θ(t)) +D + zmaxP/θ
≤ (1/2)(P/θ)2 +D + zmaxP/θ (88)
where zdiffl (t), q
diff
k (t), h
diff
m (t) represent the absolute value
of the change in Zl(t), Qk(t), Hm(t), respectively, over one
slot, having maximum absolute value given by zdiffl , q
diff
k ,
and hdiffm , D is defined in (41), and zmax is the maximum
over all zdiffl , q
diff
k , and hdiffm constants.
It follows that for all t we have:10
L(Θ(t)) ≤ (1/2)(P/θ)2 +D + zmaxP/θ
Therefore, all queues are bounded by:
Qk(t), Zl(t), |Hm(t)| ≤
√
(P/θ)2 + 2D + 2zmaxP/θ
This bound is given by:
V
√
P 2/V 2 + 2Dθ2/V 2 + 2zmaxθP/V 2
θ
=
V
√
D1 +D2 +D3
θ
10More precisely, the bound on L(Θ(t)) is clearly true for t = 0.
Supposing it is true for slot t, we show it is true for slot t+1: If the absolute
sum is greater than or equal to P/θ on slot t, then the Lyapunov value cannot
increase on the next slot and so the bound also holds for slot t+ 1. Else, if
the absolute sum is less than P/θ on slot t, then the bound again holds for
slot t+ 1 by the calculation (88).
where
D1
△
=
[
B + C
V
+ (ymax0 − ymin0 ) + (fmax − fmin) + ǫV
]2
D2
△
= 2Dθ
2/V 2
D3
△
=
2zmaxθ
V
√
D1
Proof: (Theorem 2b) The proof follows immediately by
applying the queue bounds of part (a) to the constraint bounds
(26), (27), (28) of Lemma 1, using initial queue values of 0.
Proof: (Theorem 2c) Fix integers T > 0 and r ≥ 0. Similar
to the proof of Lemma 5, we have by replacing C with C(t)
(compare with the bound in Lemma 5):
∆T (rT ) +
rT+T−1∑
τ=rT
[V yˆ0(α(τ), ω(τ)) + V f(γ(τ))] ≤
BT + CT + D˜T (T − 1)
+
rT+T−1∑
τ=rT
[V ǫV + V yˆ0(α
∗(τ), ω(τ)) + V f(γ∗(τ))]
+
L∑
l=1
Zl(rT )
rT+T−1∑
τ=rT
[ǫZ + yˆl(α
∗(τ), ω(τ)) + gl(γ
∗(τ))]
+
K∑
k=1
Qk(rT )
rT+T−1∑
τ=rT
ǫQ
+
K∑
k=1
Qk(rT )
rT+T−1∑
τ=rT
[
aˆk(α
∗(τ), ω(τ)) − bˆk(α∗(τ), ω(τ))
]
+
M∑
m=1
|Hm(rT )|ǫH
+
M∑
m=1
Hm(rT )
rT+T−1∑
τ=rT
[γ∗m(τ) − xˆm(α∗(τ), ω(τ))]
for any alternative decisions α∗(τ), γ∗(τ) over τ ∈
{rT, . . . , rT + T − 1} that satisfy (21)-(23). The constant B
is defined according to (34) and D˜ is defined by:
D˜△=D +
1
2
L∑
l=1
zdiffl ǫZ +
1
2
K∑
k=1
qdiffk ǫQ +
1
2
M∑
m=1
hdiffm ǫH
(89)
where D is defined in (41). Note that the above bound
holds deterministically for all possible alternative (possibly
randomized) policies. Hence, the bound also deterministically
holds when the right hand side is replaced by the expectation
over any particular randomized policy.11
Consider now the following randomized decisions for α∗(t)
and γ∗(t): With probability p (to be defined later), for all
slots τ ∈ {rT, . . . , rT + T − 1}, choose α∗(τ) = α′ω(τ) and
γ∗(τ) = γ′(τ), where α′
ω(τ) and γ ′(τ) are the policies from
the proof of part (a) associated with slot τ . Specifically, α′
ω(τ)
11Formally, this uses the fact that if b ≤ ψ(α1, . . . , αM ) for all vectors
(α1, . . . , αM ) ∈ A for some function ψ(·), some set A, and some constant
b, then b ≤ ψ(A1, . . . , AM ) for any random vector (A1, . . . , AM ) that
takes values in A, and hence b ≤ E {ψ(A1, . . . , AM )}.
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satisfies Assumption A3, and γ′(τ) is given by (85). Else (with
probability 1 − p), for all slots τ ∈ {rT, . . . , rT + T − 1}
choose α∗(t) = α′′ω(τ) and γ∗(τ) = γ′′, where the decisions
α′′ω(τ) and γ′′ solve (15) and yield cost F ∗r .12 Note from our
construction here that either all slots of the frame use the first
policy (which happens with probability p), or all slots of the
frame use the second. Considering the expectation of the right-
hand-side under this randomized policy, we have:
∆T (rT ) +
rT+T−1∑
τ=rT
[V yˆ0(α(τ), ω(τ)) + V f(γ(τ))] ≤
BT + CT + D˜T (T − 1) + V T ǫV
+(1− p)V TF ∗r + pT [V ymax0 + V fmax]
+
L∑
l=1
Zl(rT )
rT+T−1∑
τ=rT
[
ǫZ − p(δ − (ǫH + θ)
M∑
m=1
βl,m)
]
+
K∑
k=1
Qk(rT )
rT+T−1∑
τ=rT
[ǫQ − pδ]
+
M∑
m=1
|Hm(rT )|
rT+T−1∑
τ=rT
[ǫH − p(ǫH + θ)]
Now choose the probability p to make all of the above
queueing terms non-positive, as follows:
p△=max
[
ǫZ
δ − (ǫH + θ)βsum ,
ǫQ
δ
,
ǫH
ǫH + θ
]
where
βsum
△
= max
l∈{1,...,L}
M∑
m=1
βl,m
This is a valid probability (so that 0 ≤ p ≤ 1) by definition
of θ (being the solution of (83)). Therefore:
∆T (rT ) +
rT+T−1∑
τ=rT
[V yˆ0(α(τ), ω(τ)) + V f(γ(τ))] ≤
BT + CT + D˜T (T − 1) + V T ǫV
+(1− p)V TF ∗r + pTV [ymax0 + fmax]
Summing the above over r ∈ {0, 1, . . . , R − 1}, using non-
negativity of the Lyapunov function, all queues are initially
empty, convexity of f(·), and dividing by RTV yields:
y0 + f(γ) ≤ (1− p)
1
R
R−1∑
r=0
F ∗r + ǫV + p(y
max
0 + f
max)
+
(B + C + D˜(T − 1))
V
12For simplicity, we assume here that the optimum of problem (15) is
achievable by a single policy, else just take a policy that comes within ǫ of
F ∗r and let ǫ→ 0.
Finally, we have:
f(x) ≤ f(γ) +
M∑
m=1
νm|xm − γm|
≤ f(γ) +
M∑
m=1
νmH
max
m
RT
≤ f(γ) +
M∑
m=1
νmV C3
θRT
This proves Theorem 2c.
APPENDIX E — THE B AND D CONSTANTS
Values of B and D that satisfy (34) and (41) are given by:
B =
1
2
L∑
l=1
(zdiffl )
2 +
1
2
M∑
m=1
(hdiffm )
2
+
1
2
K∑
k=1
[(bmaxk )
2 + (amaxk )
2] (90)
D =
1
2
L∑
l=1
(zdiffl )
2 +
1
2
M∑
m=1
(hdiffm )
2
+
1
2
K∑
k=1
(qdiffk )
2 (91)
where constants zdiffl , hdiffm , q
diff
k are defined after equation
(41).
The Internet Model: For the internet model of Section IV,
there are no queues Qk(t) and so we have qdiffk = amaxk =
bmaxk = 0. We further have hdiffm = Amaxm , and
zdiffl = max
[
Cmaxl ,
M∑
m=1
1l,mA
max
m
]
where 1l,m is equal to 1 if it is possible for session m to
ever be routed over link l, and zero else. Using this value of
zdiffl in (90) and (91), the values of B and D for this internet
context, and in particular for the utility bound (52), are:
B = D =
1
2
L∑
l=1
(zdiffl )
2 +
1
2
M∑
m=1
(Amaxm )
2
The Dynamic Queueing Network Model: For the dynamic
queueing network of Section V, there are no Zl(t) queues and
so zdiffl = 0. Further, hdiffm = Amaxm . Because indices k of
queues Qk(t) in the general framework correspond to indices
(n, c) for queues Q(c)n (t) in the dynamic queueing network,
the values of B and D satisfy (34) and (41) whenever the
following holds for all t:
B ≥ 1
2
M∑
m=1
(Amaxm )
2 +
1
2
∑
n,c
[b(c)n (t)
2 + a(c)n (t)
2] (92)
D ≥ 1
2
∑
n,c
max[b(c),maxn , a
(c),max
n ] max[b
(c)
n (t), a
(c)
n (t)]
+
1
2
M∑
m=1
(Amaxm )
2 (93)
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We use this form, rather than the more explicit form (90), (91),
because this often allows a tighter bound when we incorporate
the structure of the network. Specifically, define constants
µmax,inn , µ
max,sum
n , x
(c),max
n as the maximum possible sum
transmission rate into node n, sum of transmission rates into
and out of node n, and exogenous arrivals to source node n of
commodity c, respectively, over one slot. Note that x(c),maxn
is given by:
x(c),maxn =
∑
m∈M
(c)
n
Amaxm
Then we have for each n ∈ {1, . . . , N}:∑
c
[b(c)n (t)
2 + a(c)n (t)
2]
≤
∑
c

b(c)n (t)2 +
(
N∑
i=1
µ
(c)
in (t) + x
(c),max
n
)2
=
∑
c

b(c)n (t)2 +
(
N∑
i=1
µ
(c)
in (t)
)2
+
∑
c
[
(x(c),maxn )
2 + 2
(
N∑
i=1
µ
(c)
in (t)
)
(x(c),maxn )
]
≤
(∑
c
[
b(c)n (t) +
(
N∑
i=1
µ
(c)
in (t)
)])2
+
∑
c
(x(c),maxn )
2 + 2µmax,inn max
c∈{1,...,N}
[x(c),maxn ]
≤ (µmax,sumn )2
+
∑
c
(x(c),maxn )
2 + 2µmax,inn max
c∈{1,...,N}
[x(c),maxn ]
Therefore a value of B that satisfies (92) is given by:
B =
1
2
N∑
n=1
[(µmax,sumn )
2 +
∑
c
(x(c),maxn )
2]
+
N∑
n=1
µmax,inn max
c∈{1,...,N}
[x(c),maxn ]
+
1
2
M∑
m=1
(Amaxm )
2
Finally, define en as follows:
en
△
= max
c∈{1,...,N}
max[b(c),maxn , a
(c),max
n ]
Then for each n ∈ {1, . . . , N} we have:∑
c
max[b(c),maxn , a
(c),max
n ] max[b
(c)
n (t), a
(c)
n (t)]
≤ en
∑
c
max[b(c)n (t), a
(c)
n (t)]
≤ en
∑
c
[b(c)n (t) + a
(c)
n (t)]
≤ en[µmax,sumn +
∑
c
x(c),maxn ]
Therefore a value of D that satisfies (93) is:
D =
1
2
M∑
m=1
(Amaxm )
2
+
1
2
N∑
n=1
en[µ
max,sum
n +
∑
c
x(c),maxn ]
For example, consider a wireless network where data is
measured in integer units of packets (assumed to have a fixed
length). Suppose that at most one packet can be transmitted
or received per node per slot, and that a packet cannot be
transmitted and received on the same slot at the same node.
Then we have µmax,sumn = µmax,inn = 1. Further, suppose
there is at most one source at any given node (so that M ≤ N ),
and no source can admit more than 1 packet per slot. Then∑
c x
(c),max
n = 1 if node n is a source, and zero else, and
en = 2 if node n is a source, and 1 else. There are M source
nodes and N −M non-source nodes, and so B and D are:
B = D = (N + 4M)/2
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