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Machine learning is becoming widely used in condensed matter physics. Inspired by the concept
of image super-resolution, we propose a method to increase the size of lattice spin configurations
using deep convolutional neural networks. Through supervised learning on Monte Carlo (MC)
generated spin configurations, we train networks that invert real-space renormalization decimations.
We demonstrate that super-resolution can reproduce thermodynamic observables that agree with
MC calculations for the one and two-dimensional Ising model at various temperatures. We find
that it is possible to predict thermodynamic quantities for lattice sizes larger than those used in
training by extrapolating the parameters of the network. We use this method to compute the critical
exponents of the 2D Ising model, finding good agreement with theory.
I. INTRODUCTION
A primary challenge in the field of quantum many-
body physics is the efficient computational simulation of
systems with a large number of particles. Such sim-
ulations are crucial for the investigation of strongly-
interacting systems, the discovery of exotic phases of
matter, and the design of new quantum materials and de-
vices. Recently, it has been proposed to treat the many-
body problem as data-driven, whereby the large dimen-
sionality of the data motivates the adoption of machine
learning algorithms.1–3
In condensed matter systems, neural networks were
first used as supervised classifiers that distinguish phases
and identify phase transitions, even in unconventional
cases when there is no underlying order parameter.1,4–7
Furthermore, unsupervised generative models have been
shown to successfully capture thermal distributions.8–10
In the quantum case, neural networks are being employed
as representations for many-body wavefunctions, with
broad applications such as variational ansatz2, guiding
functions11, or for quantum state tomography.12–15
Early connections between statistical physics and ma-
chine learning drew parallels to the renormalization
group16,17 (RG), a canonical paradigm in physics that
involves iteration through a series of coarse-graining and
rescaling procedures. The mathematical similarity of the
RG procedure to the processing of information in multi-
layer neural networks has driven interest in examining
the theoretical underpinnings of deep learning.18,19 Con-
versely, relations between the RG and machine learning
have proven useful for physics itself where neural net-
works have been proposed as generative models that as-
sist RG procedures,20 or for identifying relevant degrees
of freedom to decimate.21,22 Furthermore, direct applica-
tions of neural networks on physical configurations can
produce RG or inverse RG flows.22,23
Outside of physics, an area of expanding application
for machine learning is image super-resolution, where
the goal is to increase the number of pixels in an
image while (subjectively) maintaining the perceivable
quality.24–27 Remarkable progress has been made with
convolutional neural networks (CNNs), which can be
used to reconstruct high-resolution images to photo-
realistic quality.25,27
In this paper, we investigate whether super-resolution
methods may be useful in condensed matter and statis-
tical physics by allowing one to produce lattice config-
urations of larger sizes directly from those obtained for
smaller systems. For concreteness, we focus on the classi-
cal Ising model in one and two dimensions. Our method
takes a configuration of Ising spins on a lattice, and sub-
jects it to a majority rule block spin RG procedure.28
A CNN is then trained to invert this transformation by
being exposed to both the higher and lower resolution
lattices. Since some information is necessarily lost in the
RG step, the network output is interpreted as a proba-
bilistic image that is sampled to produce super-resolved
images.
We give numerical evidence that the trained super-
resolution network performs a probabilistic inverse of
the RG transformation and reproduces thermodynamic
quantities on a larger lattices starting only from smaller
ones. In addition, we propose a way to extrapolate the
weights of a trained CNN to apply it to sizes larger than
available in the training data. Using this idea iteratively,
we acquire configurations of increasing size that we then
use to estimate the critical exponents of the 2D Ising
universality class, obtaining agreement with known the-
oretical results.
II. SUPER-RESOLUTION AND RG
Super-resolution is defined as a mapping SR : ZL×L2 →
ZfL×fL2 from a low-dimensional space of L×L images to
a high-dimensional space of fL×fL images where f > 1
is the upscaling factor. We use Z2 to denote a binary
variable, with ZL×L2 denoting an L× L matrix of binary
values. The objective of image super-resolution in com-
puter vision is to achieve a high perceived quality on the
super-resolved image. This is generally a subjective cri-
terion. To give a more quantitative definition, quantities
like peak signal-to-noise ratio (PSNR) or structural sim-
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2ilarity (SIM) have been used.24,25 However, even such
quantities might not be a reliable estimator of the actual
quality as perceived by a human.25
In contrast, statistical physics provides a well-defined
objective for super-resolution of physical systems since
super-resolved configurations should follow a specific sta-
tistical ensemble. Basic thermodynamic quantities like
the magnetization or energy serve as an indicator of
whether a super-resolved image is consistent with this
ensemble.
We proceed by reviewing the real-space decimation of
the Ising model before discussing the relevant network
architecture.
A. Decimation of the Ising model
Let σ ∈ Z2L×2L2 be an Ising configuration of N spins
that follows the Boltzmann distribution
PK(σ) =
1
Z
e−H(σ)/T =
1
Z
eK
∑
〈ij〉 σiσj , (1)
where K ≡ 1/T and Z(K) = ∑{σ} e−H(σ)/T is the
partition function. We take periodic boundary condi-
tions (PBC) and include only nearest-neighbor interac-
tions throughout this paper.
Consider the real-space course-graining of the 2D Ising
model according to the majority rule.16 A 2L×2L lattice
is divided into 2 × 2 blocks where each block is trans-
formed to a spin with the same state as the majority
of spins in the block. If the total sign is zero, we take
the sign of the upper left spin to make the procedure
deterministic, instead of the more common probabilistic
approach of taking a random sign.29
A low-resolution configuration, s ≡ MR(σ) ∈ ZL×L2 ,
is obtained upon applying the deterministic majority
rule. Such a configuration follows the marginalized dis-
tribution:
P˜K˜(s) =
∑
{σ}
k(s,σ)PK(σ), (2)
where k(s,σ) is the kernel of the transformation.30 In
this way, the distribution of low-resolution configura-
tions, P˜K˜(s), is directly related to the distribution of
high-resolutions PK(σ). Evidently, any super-resolution
procedure must satisfy the identity relation
MR(SR(s)) = s . (3)
A stronger requirement, and the main challenge, is
to discover a map such that SR(MR(σ)) obeys the
correct Boltzmann distribution. We emphasize that
SR(MR(σ)) is not necessarily equal to σ since only the
distributions need to match, not each individual configu-
ration. Furthermore, in our majority rule decimation, we
have not rescaled the Hamiltonian couplings as required
in the conventional definition of a complete RG step. It
may be possible to learn the rescaling with a neural net-
work; however, in this paper we simply numerically fit
the couplings as needed for a consistent rescaling.
B. Network architecture
We now attempt to invert the majority rule proce-
dure using a supervised learning approach. The unknown
super-resolution mapping SR is parametrized with a
deep convolutional neural network (CNN). CNNs are
ideal for our problem due to their utility in image pro-
cessing tasks. Moreover, the weight-sharing property of
convolutions allows extrapolation to larger sizes.
The first layer of our network is an upsampling layer
that increases the resolution from L × L to 2L × 2L by
transforming each up (down) spin to a block of four up
(down) spins (Fig. 1a). At very low temperatures con-
figurations are fully polarized and we expect this upsam-
pling to be highly accurate. However, non-fully-polarized
blocks appear at higher temperatures, making naive up-
sampling insufficient. In order to alleviate this, the con-
volution layers that follow must add the required sta-
tistical fluctuations, similar to the Monte Carlo sweep
procedure in Ref. [28].
Each convolution layer takes a configuration x ∈
R2L×2L as input and applies the transformation f(W ∗
x + b), where ∗ denotes the convolution operation, W
is the so-called filter, b is a bias vector and f is a
non-linear differentiable function applied element-wise
(Fig. 1b). This function is known as an activation func-
tion and the typical choice is the rectified linear function
ReLU(x) = max(0, x). The effect of each convolution is
to combine local features within a nf × nf region (filter
size). A consequence of this is that each convolution layer
reduces the images size by eliminating the right-most and
bottom edges. To avoid truncating the image edge, we
surround the original configurations with additional spins
from the periodic boundary conditions (Fig. 1b). This
has the advantage of respecting the boundary conditions
of the underlying physical model.
In order to obtain a discrete Ising configuration, the
sigmoid activation σ(x) = 1/(1+e−x) is used in the final
layer, giving an output p ∈ [0, 1]2L×2L. This is treated
as the probability that the corresponding spin is up. A
discrete configuration is then obtained by sampling p for
each lattice site (Fig. 1c).
The network is characterized by parameters θ, which
include all the weights, W , and biases, b, from each
convolution layer. These are tuned to minimize a loss
function defined on a dataset of inputs si ∈ ZL×L2 and
targets σi ∈ Z2L×2L2 with i ∈ {1, 2, . . . , n}, where n is
the number of samples in the dataset. In contrast to
typical supervised learning applications (e.g. handwrit-
ten digit recognition), here the dimensionality of the out-
put is larger than the input. The loss quantifies the dis-
tance between predicted output SRθ(si) and the origi-
nal high-resolution σi. Minimization is done with back-
3(a)
(b)
(c)
↑ ↑
↓ ↑
↑ ↑ ↑ ↑
↑ ↑ ↑ ↑
↓ ↓ ↑ ↑
↓ ↓ ↑ ↑
W11 W12
W21 W22
↑ ↑ ↑ ↑ ↑
↑ ↑ ↑ ↑ ↑
↓ ↓ ↑ ↑ ↓
↓ ↓ ↑ ↑ ↓
↑ ↑ ↑ ↑ ↑
p
↑ ↑ ↑ ↓
↑ ↓ ↑ ↑
↓ ↑ ↑ ↑
↓ ↓ ↑ ↓
p
FIG. 1. (a) Upsampling by replacing each up (down) spin with
a block of four up (down) spins. (b) The weights W convolve
local regions together and add a bias bi. Applying a sigmoid
function elementwise gives the probabilities of each site being
up as p. Green sites correspond to the PBC padding. (c)
Sampling p gives discrete Ising spins on the super-resolved
2L× 2L lattice.
propagation31 which involves calculations of gradients,
and thus cannot be done using the final sampled (dis-
crete) output. To be consistent with the interpretation
of the continuous outputs p as probability we use the
cross-entropy loss function;
L({σi}, {pi}) = −
n∑
i=1
[σi · lnpi + (1− σi) · ln (1− pi)] ,
(4)
where i ∈ {1, 2, . . . , n} and · denotes the element-wise
product between matrices. Note, we are free to add ad-
ditional terms to Eq. (4) to assist training. For example,
as we will see, it is sometimes beneficial to introduce a
term proportional to |E(σi)− E(pi)|2.
C. Extrapolation to larger lattices
We approximate the super-resolution mapping SR as a
neural network SRθ with parameters θ. In order to train
the network SRθ, we need access to 2L × 2L configura-
tions. We obtain these with Monte Carlo simulations.
In this sense, the method does not allow us to access
sizes larger than the ones we have already simulated. It
would be useful if super-resolution could be used to ac-
cess sizes that cannot be obtained by other means. We
propose a simple method to do precisely this by exploit-
ing the weight sharing property of convolutions. Namely,
the size of the weight matrix W (and the bias vector b)
(a) 16×16 (b) 32×32 (c) 128×128 (d) 512×512
FIG. 2. Critical configurations obtained using the weight ex-
trapolation idea presented in Section II C. We show the origi-
nal Monte Carlo configuration in (a) and the results after (b)
one, (c) three and (d) five consecutive super-resolutions.
on a convolutional layer is independent of the input and
output size.
In order to apply the convolution to a larger image,
we only have to “slide” (Fig. 1b) the trained matrix W
over a larger surface. The first upsampling layer does not
contain any weights and can be trivially applied to any
size. Therefore, using the weights of the trained ZL×L2 →
Z2L×2L2 network, we can define a new Z
L′×L′
2 → Z2L
′×2L′
2
network that can be used to double any input size L′.
Accordingly, we can take the 2L×2L output of the first
super-resolution as the input of a new network Z2L×2L2 →
Z4L×4L2 . Doing this repeatedly, we can create a chain of
increasing sizes (Z16×162 → Z32×322 → Z64×642 → . . . ). In
this chain, only the smallest configurations are generated
with MC, while the rest are result of successive super-
resolutions with the same θ parameters. Figure 2a shows
a configuration of the 2D Ising model at criticality, while
Fig. 2b,c,d show the super-resolutions obtained from this
configuration.
In summary, we use configurations σi ∈ Z2L×2L2 to
generate decimated configurationsMR(σi) ∈ ZL×L2 . We
then train a CNN network SRθ to invert this transfor-
mation. If the network is trained correctly, new con-
figurations SRθ(MR(σ)), should obey the Boltzmann
distribution within reasonable error.
In the following sections, we test this procedure by
calculating observables in the 1D and 2D Ising models.
III. ONE-DIMENSIONAL ISING MODEL
In this section, we show the results of the super-
resolution scheme applied to the 1D Ising model. For this
model, the Hamiltonian is self-similar under RG steps
and the decimation is exactly solvable. This serves as
a useful benchmark to test the validity of our super-
resolution scheme before assessing the more interesting
2D case.
We begin with training the network with two lattice
sizes, N and 2N , before attempting extrapolation to
larger sizes. We use a dataset consisting of temperatures
ranging from T = 0.01 to T = 3.5 with N = 32 spins. At
each temperature, we create training and testing sets con-
sisting of n = 104 configurations generated via standard
Monte Carlo. Instead of the majority rule, we use real-
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FIG. 3. (a) Absolute magnetization and (b) energy per spin for the 1D Ising model. We denote Monte Carlo results at low
(N = 32) and high (N = 64) resolution with MC. The super-resolution (SR) results were obtained by using the N = 32 MC
data as input to an Z162 → Z322 network, and extrapolating new N = 64 configurations. SR temperatures are adjusted according
to the inverse of Eq. (5). This shrinks the temperature range as the inverse RG transformation flows towards T = 0. Inset plots
correspond to the error between SR predictions and MC results. (c) Two-point function of the 1D Ising model with j = N0.8/5.
Solid lines correspond to Eq. (6) and marked points to the super-resolution prediction. We use MC data for N = 32, while all
other sizes are obtained from consecutive super-resolutions.
space block-spin decimation to obtain a N = 16 chain.17
For each temperature, we implement a different network
and optimize using Adam,32 with a batch size of 103. In-
stead of training for a specific amount of epochs, we cease
training when the validation loss stops improving using
early stopping.
We find that the network achieves reasonable accuracy
at each temperature when evaluated in the test set (Fig. 7
in Appendix B). This shows that the network performs
an approximate inverse of the block-spin decimation. We
note that this inversion is demonstrated only at the level
of thermodynamic observables and not the whole statis-
tical ensemble. In the remainder of this section, we will
focus on generating larger sizes than present in the train-
ing set.
So far, we have not discussed the temperature of con-
figurations or the rescaling part of an RG step, but it
will be essential to obtaining larger configurations. Con-
veniently, in 1D we can exactly calculate the marginal-
ization of Eq. (2). The Hamiltonian is self-similar under
the RG decimation with the rescaled couplings
K˜ = f(K) =
1
2
ln cosh 2K . (5)
Thus, under successive RG steps, the temperature T of
a configuration flows towards infinity.
In effect, we train the network to take configurations si
at couplings K˜ (obtained by applying MR to σi at K)
and then super-resolve to a high-resolution configuration
SR(si) at K. If we use this configuration as the new
input to the network, we can generate new, larger config-
urations indefinitely, following the method described in
Section II C. After one super-resolving step, the new con-
figurations produced by the network are SR(SR(si)) at
f−1(K) = f−1(f−1(K˜)). Here we see that is important
to know how to apply the rescaling step (5).
To validate our extrapolation proposal, we compare
the magnetization and energy of super-resolved config-
urations with Monte Carlo results. Fig. 3 shows the
results of the network after adjusting the temperature
with Eq. (5). We stress that the network was trained
on Z162 → Z322 data, yet predicts N = 64 accurately by
extrapolation.
As another test of the super-resolving network, we re-
peat extrapolation up to N = 512 spins and calculate the
two-point function, GN (j) = 〈σ1σ1+j〉, for configurations
from each generated size. In 1D, the exact value for this
quantity is:33
GN (j;K) =
tanhj K + tanhN−j K
1 + tanhN K
. (6)
In Fig. 3c we plot the two-point function for the different
sizes with j = N0.8/5. We note that the choice j =
N0.8/5 does not have a particular physical significance
as it is possible to obtain similar accuracy for different
choices of j.
Generally, errors are expected to increase with each
super-resolution step. However, in the current case, the
temperature flows towards zero under the inverse Eq. (5),
so the extrapolation scheme remains stable even after
multiple super-resolutions.
We have demonstrated numerically with two different
methods that our super-resolution mapping can success-
fully capture thermodynamic quantities, as an approxi-
mate inverse RG transformation. The network param-
eter extrapolation is particularly effective in 1D where
we know exactly how to rescale the temperature from
Eq. (5).
IV. TWO-DIMENSIONAL ISING MODEL
Following the success of the 1D case, we proceed by
training a 2D, Z8×82 → Z16×162 network using Monte
Carlo generated datasets. The deterministic majority
rule is now used instead of simple decimation. We again
find success on the testing set (Appendix B) and seek to
explore extrapolation to larger sizes.
The main challenge in 2D is that the marginalization of
Eq. (2) cannot be done analytically and hence we cannot
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FIG. 4. (a) Absolute magnetization with the susceptibility and (b) energy with specific heat for the 2D Ising model. MC
denotes Monte Carlo results while SR is obtained by super-resolving the 16× 16 MC configurations using the extrapolation of
the Z8×82 → Z16×162 network. SR temperatures were rescaled using the numerical transformation, which shrinks temperature
range towards criticality. (c), (d) Probability distributions of magnetization at T = 2.2010 ' Tc for and T = 2.9313 > Tc, and
(e), (f) the probability distributions for energy.
simply rescale using Eq. (5). The 2D model is not self-
similar under the block-spin RG transformation, as the
Hamiltonian that corresponds to the decimated distribu-
tion contains interactions beyond nearest-neighbors.34
To obtain a 2D analogy of Fig. 3, we approximate the
temperature correction numerically for observables. In
order to numerically find the transformation f−1 : K˜ →
K we compare observables calculated on an 8 × 8 MC
configuration with those calculated on an 8 × 8 deci-
mated one. We require that the corresponding curves col-
lapse when the transformation is applied to the MC data.
This procedure is discussed in detail in Appendix C. We
note that this rescaling procedure has no direct physi-
cal interpretation since the 2D Ising Hamiltonian is not
self-similar after a block spin RG transformation, and
therefore temperature alone is not sufficient to describe
the coupling space of the RG configuration. Thus, here
we use this procedure only to demonstrate that our re-
sults are consistent with the inverse-RG nature of super-
resolution.
A. Thermodynamic observables
We proceed by extrapolating the parameters of the
trained Z8×82 → Z16×162 network and using it to super-
resolve 16×16 MC configurations to 32×32. We present
the results for magnetization and energy in Fig 4a,b. As
in 1D, we see that the rescaling makes predicted SR ob-
servables match the MC results, indicating again that
the network performs an approximate inversion of the
RG transformation as desired.
We note that at high temperatures, the noise is largely
random and difficult to learn. In contrast to 1D, we add a
regularization term in the loss function, which compares
the energy of the super-resolved configuration to that of
the original one. This does not use any more information
than already present in the training data, but results in
better convergence of the network for high temperatures.
To corroborate our findings, we calculate the probabil-
ity distributions of magnetization and energy in Fig. 4,
for T ' Tc and T > Tc. We see that super-resolution
captures not only the average values of magnetization
and energy, but their entire probability distribution.
We expect that by increasing the extrapolation to
larger sizes, any error in the original data or imperfec-
tions in the network will propagate. However, we suggest
that for a single extrapolation, the network does remark-
ably well. Even multiple extrapolations may serve as a
good starting point for large-scale simulations, e.g. pos-
sibly shortening equilibration time in a Monte Carlo pro-
cedure.
A natural question is how the accuracy in thermody-
namic observables scales with the extrapolation proce-
dure. In Fig. 5 we show the relative error in the energy
after repeating the upsampling. We see here that the
error grows with each successive upscaling as expected.
This does not hold for all thermodynamic quantities, as
the magnetization typically stays within 0.5% error at Tc
for up to three super-resolutions. Motivated in partic-
ular by the accuracy of the magnetization, we consider
extracting the critical exponents from finite-size scaling
with super-resolved configurations.
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FIG. 5. The relative error in the energy rel = |EMC −
ESR|/EMC as a function of number of SR steps. At T = Tc,
the algorithm is the most inaccurate, with around 6% error
after one step.
B. Critical Exponents
An interesting application of super-resolution is the
calculation of critical exponents. In principle, we can
avoid rescaling if we focus on the fixed point of the RG
transformation, where the Hamiltonian is self-similar.
Here we crudely approximate28 the fixed point with the
nearest-neighbor Hamiltonian precisely at the critical
temperature. We take 105 samples of 16 × 16 Monte
Carlo configurations and we repeatedly extrapolate to
reach sizes up to 128× 128. We stress that Monte Carlo
simulation is required only on the smallest size (in our
case 16× 16) as all larger sizes are obtained by extrapo-
lating.
We use the predicted configurations to calculate the
critical exponents for the 2D Ising universality class us-
ing the finite-size scaling hypothesis.35 According to this,
exactly at criticality χ ∝ Lγ/ν , where γ and ν are the sus-
ceptibility and correlation length critical exponents re-
spectively. We can estimate the γ/ν ratio from the slope
in a log-log (L, χ) plot (Appendix D). Similarly, the two-
point function vanishes algebraically G(r) ∼ 1/rd−2+η
at criticality, allowing us to estimate the anomalous di-
mension η from the slope of a log-log (r,G(r)) plot. The
magnetization exponent β can be calculated similarly.
The exponents found through this method are presented
in Table I, where we see the remarkable agreement with
analytical results.
Exponent Super-resolution Error
β 0.1234± 0.006 1.3%
γ 1.7544± 0.01 0.25%
η1 0.2460± 0.01 1.6%
η2 0.2459± 0.01 1.6%
TABLE I. Critical exponents of the 2D Ising universality
class. We give the mean and standard error of 60 independent
repetitions of training and critical exponent calculation from
16 × 16 to 128 × 128. The error is calculated in respect to
exact values in the thermodynamic limit.
V. DISCUSSION
We have investigated whether super-resolution tech-
niques can be used to successfully increase the size of
physical configurations sampled from the 1D and 2D
Ising Hamiltonian. Inspired by recent applications of
deep learning, we used a convolutional neural network for
this task. We performed supervised training with a set
of Monte Carlo configurations as output, and their cor-
responding RG-decimated counterparts as input. There-
fore, the network was essentially trained to double the
size of configurations by performing a transformation ap-
proximately equivalent to an inverse RG step.
Despite the challenge in rigorously defining the inverse
RG transformation due to the loss of information dur-
ing the decimation, we found that our super-resolution
scheme can accurately capture thermodynamic observ-
ables over a wide range of temperatures. We further pro-
posed a method to extrapolate the trained weights and
biases, and used them to access arbitrary lattice sizes
larger than those used for training. We found that the
extrapolation worked well for both 1D and 2D systems,
and we were able to compute critical exponents in the
2D case which show agreement with analytical results to
within 2%. To achieve this success, the method hinges
on knowing the rescaling of the couplings K˜ = f(K) at
each RG step. We expect that by modifying the network
architecture to include an auxiliary parameter, one could
learn this rescaling directly from the data, possibly with
more accuracy than the approximations here.
Looking forward, these techniques may be beneficial
to the large-scale simulation of complex physical systems.
For example, our extrapolation may provide approximate
initial configurations for further optimization procedures
such as Monte Carlo updates. Decimation and super-
resolution could be used to propose non-local updating
procedures in models that suffer from long autocorrela-
tion times, such as lattice quantum chromodynamics.36
Other interesting extensions of the current work could
involve systems with disordered couplings, where more
sophisticated RG techniques, such as the energy based
Ma-Dasgupta-Hu method, may be necessary.37,38
Ultimately, ideas analogous to the weight extrapola-
tion might allow one to generate approximate configura-
tions for lattice sizes that are inaccessible by other means.
A quantum generalization could prove particularly useful
as a way to generate approximate configurations that are
beyond reach of current quantum Monte Carlo or tensor
networks methods.
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8Appendix A: Importance of sampling
As mentioned in Section II, the continuous output af-
ter the last sigmoid layer is interpreted as the probability
that the spin in the corresponding site is up. Therefore,
the super-resolved configuration is obtained by sampling
this continuous output. The Fθ : ZL×L2 → Z2L×2L2 map-
ping consists of the convolutional network and the sam-
pling procedure.
This sampling procedure makes the SR mapping non-
deterministic. We believe that sampling is crucial for the
method to work. Here we give some numerical evidence
to corroborate this statement.
The loss of information in the majority rule RG is
associated with the different types of blocks that give
the same decimated spin. For example, consider a block
with 4-up/0-down spins and one with 3-up/1-down. Both
would lead to an up spin in the decimated configuration.
In order to capture the correct thermodynamics, the
inverse RG procedure should give these different block
types with the correct proportion at each temperature.
To investigate whether this happens, we observe that the
type of each block can be uniquely defined by the sum of
spins contained in the block. In the Z2 = {0, 1} conven-
tion, this sum is the number of up spins and goes from 0
to 4.
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FIG. 6. Histograms of the different 2× 2 block sums at three
different temperatures (a) T = 1.4706 (low), (b) T = 2.2010
(critical) and (c) T = 2.9313 (high). The first column corre-
sponds to MC configurations, while the second and third to
rounded and uniformly sampled network output respectively.
In Fig. 6 we give the number of appearances of each
block sum in the original MC configurations and different
interpretations of the network’s output (rounding or sam-
pling). The height of each bar is calculated by summing
the appearances of each block sum over each configura-
tion. At low temperatures, most configurations are fully
polarized with the value 0 (all down) and 4 (all up). In
this case, we do not have information loss during RG and
there is no significant difference between rounding and
sampling the output. At temperatures near and above
criticality, non-fully polarized blocks start to appear, in-
creasing the appearance of intermediate sums (1 to 3).
Rounding fails to capture the non-fully polarized blocks,
making the use of sampling imperative. Even sampling
cannot accurately capture the blocks with 2-up/2-down
spins, indicating a possible systematic inaccuracy in our
method that could be improved in further work.
Appendix B: Testing Data
In Sections III and IV we demonstrated that super-
resolution can capture the thermodynamics of sizes larger
than the ones used in training, simply by extrapolating
the network parameters. Before this step, it is impor-
tant to directly evaluate the network’s performance on
the objective that it was trained on, namely the super-
resolution of down-sampled configurations. We present
this evaluation here.
In Fig. 7 we test the 1D Z162 → Z322 network on super-
resolving down-sampled (DS) N = 16 configurations and
we show that it correctly captures the N = 32 MC re-
sults. Fig. 8 gives the same test for the 2D Z8×82 →
Z16×162 network. As in the main text, 2D results are cor-
roborated by the histograms of Fig. 8, which show that
the whole magnetization and energy distributions pre-
dicted by super-resolution match the corresponding MC
distributions. In each dimension, DS configurations are
obtained by applying the respective decimation transfor-
mation on the large MC samples. DS configurations are
then used as the network’s input for training. Therefore,
these results indicate directly that the network approxi-
mately inverts the down-sampling procedure, the caveat
being the underrepresentation of 2-up/2-down blocks.
Note that, unlike the main text, in the current appendix
we did not rescale the temperature of SR predictions.
Rescaling is not needed because the input is decimated
configurations that follow the marginalized distribution
in Eq. (2).
As expected, the errors are typically lower for the di-
rect testing case presented in the current Appendix, com-
pared to the extrapolation results of Section III. Also,
errors are generally larger at higher temperatures, where
thermal noise becomes more random and more difficult
to learn.
Appendix C: Approximate rescaling
As explained in Section IV, when extrapolating the
network parameters, the new larger configurations gen-
erated are SR(SR(si) at f−1(K). The rescaling function
f−1 was trivially found in 1D from the known analyti-
cal result. However such a result does not exist in the
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FIG. 7. (a) Magnetization and (b) energy of the 1D Ising model. The dashed line corresponds to observables computed with
the down-sampled (DS) configurations used as the network’s input.
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FIG. 8. (a) Magnetization (with susceptibility) and (b) energy (with specific heat) of the 2D Ising model. MC denotes Monte
Carlo results while SR is obtained by super-resolving the 8 × 8 downsampled (DS) configurations using the Z8×82 → Z16×162
network. Below: Probability distributions of magnetization and energy at T = 2.2010 ' Tc for (c, e) and T = 2.9313 > Tc for
(d, f). The observables are binned into 15 bins to obtain these histograms. Colors follow the convention of the plots (a, b).
2D case. Here we describe a method to approximate this
rescaling function numerically.
As in the main text, let si ∈ Z8×82 denote the configu-
rations obtained upon applyingMR to the 16×16 Monte
Carlo data σi. For the purpose of this Appendix we also
sample 8×8 Monte Carlo data denoted by τ i. To find the
rescaling, we compare the magnetization calculated on τ i
with that from si. We find the transformation T → T˜ by
requiring the corresponding M(T ) curves to collapse. An
easy way to do so is shown in Fig. 9(a). Starting from a
point at temperature T˜ in the τ i curve, one moves hori-
zontally towards the si curve and the intersection defines
T . By this construction, applying the rescaling to MC
data, makes them collapse to downsampled (upon ap-
plication of MR) data of the same size. Therefore this
rescaling is equivalent to an approximation of f−1 used
to rescale SR data points in Fig. 4.
We note that finding this rescaling is not related to
the super-resolution procedure and it is not used in the
critical exponent calculation, where we assume that we
are at the fixed point of the MR transformation.
Appendix D: Critical Exponents
We calculate the values of susceptibility χ and the two
point function G(r) at every level of the repeated inverse
RG procedure and give the corresponding log-log plots in
Fig. 10. The two-point function is calculated using two
different values of the corresponding distance r = L/4
and r = L/2, leading to the two estimates η1, η2 for
the anomalous dimension. To get an estimation of our
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FIG. 9. The method we use to find the T → T˜ rescaling.
Note that SR data are not needed here.
method’s error in the critical exponents, we repeat the
training and critical exponent calculation 60 times for
sizes up to 128 × 128 and we give predicted values and
percentage error in Table I.
The linearity of scaling can be confirmed from the cor-
relation coefficient of the regression which differs from
unity less than 10−4 in all cases and is also demonstrated
in Fig. 10. The linearity was confirmed for sizes up to
512× 512 using the repeated super-resolution procedure.
Moreover, the y-intercept in the χ fit agrees with the
Monte Carlo calculation in Fig. 14 of Ref. [35]. The
most important result is that we achieve less than 2%
error from the theoretical value of the exponents in all
cases.
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FIG. 10. Scaling of the (a) two-point function and (b) sus-
ceptibility at criticality. The smallest size is calculated with
Monte Carlo and the rest with repeated super-resolutions. Er-
rors are typically around 10−3 and too small to show in this
figure.
