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Introduccion
El siglo XX fue testigo de la aparicion de areas enteras de la geometra
y la topologa y de la formacion de toda una red de interacciones entre estas
areas con otras ramas de la matematica, algunas veces nutriendolas, y otras
veces sirviendose de ellas. Fue Riemann, hace ya mas de un siglo, quien por
primera vez intuyo el papel predominante que tendra la geometra como
lenguaje unicador en la fsica y las matematicas. Su vision fue conrmada
por primera vez con la teora de la relatividad de Albert Einstein, una teora
geometrica de la gravedad, y plenamente corroborada en las decadas de 1960
y 1970, cuando matematicos y fsicos dieron los primeros pasos hacia la
unicacion de todos los principios fsicos, usando el lenguaje de los brados
vectoriales.
Pero la inuencia de la geometra no iba a detenerse all. Areas de las
matematicas aparentemente tan distantes en espritu de la geometra, como
el algebra abstracta o la teora de numeros, tambien fueron \geometrizadas".
Cuestiones aparentemente muy alejadas de la geometra han sido reconocidas
y formuladas como problemas esencialmente geometricos, como es el caso
de las conjeturas de Weil y Mordell, y del ultimo teorema de Fermat. La
solucion de estos problemas exige mucha de la maquinaria de la moderna
geometra algebraica, en particular de la teora de cohomologa l-adica y
etale, desarrollada por Grothendieck y su escuela.
Un lenguaje geometrico comun a la fsica y a las matematicas hace posi-
ble una interaccion mucho mas fecunda entre ambas ciencias. Todo avance
en las matematicas posibilita nuevos desarrollos en la fsica, los que a su vez,
y no en pocas ocasiones, han arrojado nueva luz sobre fenomenos de la ge-
ometra y la topologa y han sugerido nuevos puntos de vista en otras ramas
de la matematica, como la teora de numeros y el algebra. Las teoras gauge
y la supersimetra, para citar solo dos ejemplos, han inspirado la formulacion
de nuevos y potentes invariantes en topologa de cuatro dimensiones, como
la teora de Donaldson y la teora de Seiberg-Witten, sin duda uno de los
avances mas grandes y revolucionarios en esta area. Otro ejemplo son las
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relaciones entre la serie de Poincare y sus analogos diofantinos [3].
Si la comprension de la teora general de la relatividad y la mecanica
cuantica ya exige una preparacion que incluye herramientas matematicas
avanzadas, como la teora de espacios de Hilbert, la teora de distribuciones,
el calculo tensorial, etc., la comprension de la fsica moderna exige un bagaje
matematico muchsimo mas amplio y complejo, que va mas alla del anali-
sis clasico, y que incluye buena parte de la topologa diferencial, la teora
de manifolds complejos, as como herramientas y tecnicas de la geometra
algebraica, como la teora de sheaves y su cohomologa. Esta situacion ha
forzado a que matematicos y fsicos se hayan visto obligados a \hablar varios
idiomas" y dominar distintas tecnicas analticas, topologicas y algebraicas.
Creemos por esto que una introduccion a la geometra y a la topologa dife-
rencial en el lenguaje de las sheaves y los espacios anillados le ofrece al estu-
diante la posibilidad de reconocer conceptos aparentemente dismiles como
manifestaciones de principios mas generales, a medida que su intuicion ge-
ometrica se va desarrollando con la manipulacion de objetos concretos, como
los manifolds y los brados vectoriales, y mientras que se va preparando el
terreno para afrontar mas adelante el estudio de objetos mas complejos, co-
mo las variedades algebraicas y los esquemas, usualmente presentados en un
lenguaje de una abstraccion formidable. Muchos de los resultados de la teora
de manifolds suaves, por ejemplo, resultan ser casos particulares de \teore-
mas categoricos" que tambien aparecen en geometra algebraica compleja o
en la teora de esquemas. Para dar un ejemplo, la cohomologa clasica y la de
De Rham, usualmente se construyen en forma independiente aunque pueden
derivarse de una unica teora general de cohomologa, como se mostrara en
el ultimo captulo de este libro. Por otro lado, y por razones pedagogicas, los
autores han tenido el cuidado de presentar simultaneamente el material en
forma clasica y en un lenguaje amigable para fsicos y matematicos. Con el
proposito de facilitar la comprension del texto, se han intercalado numerosos
ejemplos y ejercicios, que ademas cumplen la funcion de completar algunas
pruebas que solo aparecen esbozadas o se han omitido por completo.
El libro consta de seis captulos. En el primero, despues de desarrollar
algunos preliminares de algebra multilineal, se denen las sheaves y los espa-
cios anillados y se presentan las construcciones asociadas mas importantes.
Para su comprension basta poseer conocimientos basicos de algebra abs-
tracta y algebra lineal y no se requiere ninguna familiaridad previa con el
lenguaje de las sheaves. Tambien se ha incluido una seccion sobre categoras
y functores, con el proposito de denir los conceptos mas basicos y jar la
notacion y la terminologa que se usara a lo largo del libro.
En el segundo captulo se introducen los objetos basicos de estudio, los
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manifolds suaves y sus morsmos, y se presentan las construcciones mas
importantes. En el tercer captulo se hace un estudio de las propiedades
fundamentales de los brados vectoriales y de sus sheaves de secciones. Los
objetos clasicos de la geometra, como los campos vectoriales, los tensores,
formas, etc., se introducen como secciones del brado correspondiente.
En el cuarto captulo se hace un estudio de la integracion en manifolds y
se da una prueba del teorema de Stokes y sus aplicaciones. Se introduce la
cohomologa de De Rham, se discuten sus propiedades basicas y se muestra
su uso. Especcamente, se demuestra el teorema de la curva de Jordan, el
teorema del punto jo de Brouwer y el teorema de invarianza de dominio en
el plano.
En el quinto captulo se introducen los conceptos fundamentales de la
geometra riemanniana: la metrica, los campos tensoriales, las conexiones
anes, la nocion de transporte paralelo, de curvatura, etc., y se demuestran
algunos de los teoremas clasicos, como el teorema egregium de Gauss y el
teorema de Levi-Civita.
En el sexto captulo se construye la cohomologa de sheaves, como una
teora de functores derivados, a la Grothendieck, se derivan como casos par-
ticulares las cohomologas de De Rham y Cech, y se demuestra el teorema
de De Rham.
Para hacer mas facil la lectura del libro se han incluido cuatro apendices
que contienen deniciones y resultados basicos de topologa, algebra y calcu-
lo diferencial, as como un apendice en el que se hace un tratamiento com-
pleto de las particiones de la unidad.
Este libro esta concebido para estudiantes de posgrado en matematicas y
fsica y requiere, ademas de cierta madurez matematica por parte del lector,
una preparacion basica en analisis, algebra y topologa. Esperamos que el
libro sea util a estudiantes de fsica teorica y a estudiantes de matematicas
que pretendan incursionar en el difcil campo de la geometra algebraica.
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Captulo 1
Sheaves y espacios anillados
En este captulo desarrollaremos las herramientas basicas del algebra
multilineal e introduciremos el lenguaje de las sheaves y de los espacios ani-
llados. En lo que concierne a los preliminares algebraicos, supondremos solo
un mnimo de prerrequisitos: basicamente, el material de un primer curso
de algebra lineal. Hemos incluido un tratamiento completo de los produc-
tos tensoriales y los productos cu~na, que puede extenderse sin dicultad a
la categora de modulos sobre una anillo conmutativo y a la categora de
sheaves. Esto permitira al lector, sin ningun esfuerzo adicional, entender las
mismas construcciones en estas categoras.
Este libro ha sido escrito en el lenguaje de sheaves y espacios anillados. Es
difcil encontrar una buena referencia sobre el tema, ya que cada autor escoge
la presentacion y grado de generalidad que mas le conviene, dependiendo de
sus intereses y necesidades. Por esta razon hemos incluido un tratamiento
sucinto, pero completo, de los conceptos basicos y hemos desarrollado las
nociones en un grado de generalidad adecuado para nuestros propositos.
El lector no tendra ninguna dicultad en hacer los ajustes necesarios para
comprender una presentacion mas general, como, por ejemplo, aquella que
aparece en la categora de esquemas sobre anillos conmutativos arbitrarios.
1.1. Algebra multilineal
En esta seccion construiremos el producto tensorial y el producto cu~na
de espacios vectoriales sobre un campo k: Si el lector lo preere, puede
suponer que k es un campo de caracterstica cero, o que k son los numeros
reales o complejos. Hemos optado por una presentacion distinta a la que
aparece en la mayora de los textos de topologa diferencial y de geometra
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diferencial, y que, a pesar de ser mas abstracta, ofrece ventajas considerables,
ya que permite extender en forma casi automatica las mismas construcciones
a otras categoras. El lector podra encontrar la mayora de las deniciones y
demostraciones en cualquier texto estandar de algebra lineal. Un tratamiento
completo se puede consultar en [12].
1.1.1. Conceptos basicos de algebra lineal
Bases y matrices
Sean V y W espacios vectoriales de dimension nita sobre un campo k:
Cada escogencia de bases BV = fv1; : : : ; vng y BW = fw1; : : : ; wmg, para
V y W , da origen a una representacion de los elementos de V y W como
vectores columna con entradas en k: a cada v 2 V , v =
nP
i=1
aivi; le asociamos
el vector columna
[v]BV =
264 a1...
an
375
Si f : V !W es una transformacion lineal, denotaremos por F = [f ]BWBV la
matriz asociada a f en las bases BV y BW , denida de la siguiente manera:
la columna j-esima de F es el vector columna con entradas a1j ; : : : ; amj ,
que son los coecientes del vector f(vj) expresado en la base BW : Es decir,
f(vj) =
mP
i=1
aijwj : Como caso particular, si V = W; y f es la identidad, la
matriz [Id]BWBV es precisamente la matriz de cambio de base, de la base BV
a la base BW : Con esta notacion se ve facilmente que [v]BW = [Id]BWBV [v]BV :
Esta correspondencia entre transformaciones lineales y matrices se com-
porta bien con respecto a la composicion de funciones. Es decir, si f : V !W
y g : W ! U son transformaciones lineales y BV ;BW y BU son bases para
V;W y U , respectivamente, entonces, como se demuestra en los cursos ele-
mentales de algebra lineal [g  f ]BUBV = [g]BUBW [f ]BWBV : Si V y W son
espacios vectoriales, Homk(V;W ) denota al espacio vectorial de todas las
funciones lineales de V a W , con las operaciones naturales. Si la dimension
de V es n y la de W es m, este espacio tendra dimension mn. Ademas, cada
escogencia de bases BV y BW para V y W dene un isomorsmo entre el
espacio vectorial Matmn(k); de todas las matrices m  n con entradas en
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k; y Homk(V;W ); mediante la transformacion lineal
Homk(V;W )! Matmn(k)
f 7! [f ]BWBV :
Dual de un espacio vectorial
Recordemos que el dual de V; que denotaremos por V ; es el espacio
vectorial de todos los funcionales lineales a k, es decir, el espacio Homk(V; k):
Si f : V ! W es una transformacion lineal, f induce canonicamente una
transformacion lineal f : W  ! V ; que enva a cada funcional ! 2 W 
en !  f 2 V . En otras palabras, f es el morsmo que resulta de aplicar
a f : V ! W el functor Homk( ; k). Para cada base BV = fv1; : : : ; vng;
denotaremos por BV = fv1; : : : ; vng o por BV su base dual, donde vi toma
el valor 1 en vi y cero en cualquier otro vj ; con j 6= i: Es facil ver que
si F = [f ]BWBV representa a f en las bases BV y BW ; entonces la matriz
transpuesta de F (que se obtiene cambiando en F las por columnas), y que
denotaremos por F ; representa a f en las bases duales, es decir, F  =
[f]BV BW :
Funciones bilineales
Recordemos que una funcion B : V W ! k se llama bilineal si es lineal
en V y en W: Si jamos bases BV y BW para V y W , entonces B puede
representarse en forma unica como
B(v; w) = [v]BV A[w]BW ; (1.1)
donde la entrada (i; j) de la matriz A; aij ; esta dada por B(vi; wj) (como en
el parrafo anterior, hemos denotado por [v]BV a la transpuesta (vector la)
del vector [v]BV ): A esta matriz se le denomina la matriz asociada a B en
las bases BV y BW , y la denotaremos por [B]BWBV :
Un caso particularmente importante es cuando V =W: Supongamos que
B1 y B2 son dos bases para V . Como
[v]B2 = [Id]B2B1 [v]B1 y [w]B2 = [Id]B2B1 [w]B1 ;
vemos que
B(v; w) = [v]B2 [B]B2B2 [w]B2
=
 
[v]B1 [Id]

B2B1

[B]B2B2 ([Id]B2B1 [w]B1)
= [v]B1
 
[Id]B2B1 [B]B2B2 [Id]B2B1

[w]B1 :
4 CAPITULO 1. SHEAVES Y ESPACIOS ANILLADOS
De la unicidad de la representacion (1.1) se sigue que la matriz dada por el
producto en parentesis debe ser [B]B1B1 ; de lo cual se deduce que las matrices
que representan a B en las bases B1 y B2 estan relacionadas por la formula
[B]B1B1 = [Id]

B2B1 [B]B2B2 [Id]B2B1 : (1.2)
Recordemos que B se llama simetrica si B(v; w) = B(w; v), para todo v; w 2
V: Si jamos una base, y A es la matriz asociada a B, es facil ver que una
condicion necesaria y suciente para que B sea simetrica es que A = A:
Si k = R, la funcion bilineal B se dice denida positiva si B(v; v)  0; y
es cero, si y solo si v = 0: Si B es simetrica y denida positiva sobre los
numeros reales, B se denomina un producto interno en V y se acostumbra
escribir B(v; w) como hv; wiV :
Si V esta dotado de un producto interno h ; iV ; existe un isomorsmo
natural entre V y V  dado por la transformacion lineal que enva v 2 V en
el funcional v : V ! R, donde v(w) = hv; wiV : Ademas, si T : V !W es
una transformacion lineal y h ; iV y h ; iW son productos internos en
V y W; entonces cada w 2W induce un funcional w : V ! R; denido por
w(v) = hw; TviW : Por tanto, existe un unico vector en V , que denotaremos
por T a(w); tal que w(v) = hT a(w); viV : Es facil ver que T a(w1 + w2) =
T a(w1)+T
a(w2); y en consecuencia T
a :W ! V dene una transformacion
lineal, que llamaremos la adjunta de T:
Finalmente, recordemos que el proceso de Gram-Schmidt produce, a par-
tir de una base cualquiera B = fv1; : : : ; vng, una base ortonormal para
h ; iV , es decir, una base C = fe1; : : : ; eng; tal que hei; ejiV = 1, si i = j;
y hei; ejiV = 0; si i 6= j: El vector e1 se dene como e1 = v1=jv1j; donde
jvj =phv; viV denota la norma de v respecto a h ; iV , e inductivamente
se construyen e2; : : : ; en; con ek = ek= jekj, y
ek = vk  
k 1P
i=1
hvk; eiiV ei: (1.3)
1.1.2. Productos tensoriales
Sean V y W dos espacios vectoriales sobre k. Nuestro objetivo es cons-
truir un espacio vectorial V 
W y una funcion bilineal " : V W ! V 
W;
con la siguiente propiedad universal: dada cualquier funcion bilineal entre
espacios vectoriales B : V W ! Z; existe una unica transformacion lineal
LB : V 
W ! Z que hace conmutar el siguiente diagrama
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V W B! Z
" # % LB
V 
W
No es difcil ver que si (V 
W; ") existe, entonces debe ser unica, salvo iso-
morsmos. Esto quiere decir que si (U; "0) es otra pareja con esta propiedad,
existe un isomorsmo h : V 
W ! U; que hace conmutar el diagrama
V W
" # & "0
V 
W h! U
Para demostrarlo tomemos Z = U y B = "0. Entonces existe una transfor-
macion lineal L"0 : V 
W ! U; tal que L"0  " = "0: En forma similar, existe
L" : U ! V 
W tal que L"  "0 = ": Por tanto, (L"  L"0)  " = "; de donde
se sigue que (L"  L"0) hace conmutar el diagrama
V W "! V 
W
# " % L"  L"0
V 
W
Pero la funcion identidad Id : V 
W ! V 
W tambien hace conmutar este
diagrama, y esta funcion es unica, por hipotesis. Por tanto, L"L"0 = Id: En
forma similar se muestra que L"0 L" es la identidad, de lo cual se concluye
que L" es un isomorsmo con inversa L"0 :
Construccion del producto tensorial
Sean V y W espacios vectoriales sobre k y sea F el espacio vectorial que
tiene por base el conjunto B =fe(v; w) : v 2 V;w 2Wg: Es decir, F consiste
en todas las posibles combinaciones lineales nitas de elementos e(v; w); con
coecientes en k
F = ff : f = a1e(v1; w1) +   + ane(vn; wn); con vi 2 V , wj 2W; n  0g;
y en el cual dos elementos son iguales si y solo si sus coecientes son iguales.
El conjunto F puede dotarse de estructura de k-espacio vectorial en for-
ma natural: si f =
P
aie(vi; wi) y g =
P
bie(vi; wi) son elementos de F;
denimos
(f + g) =
P
(ai + bi)e(vi; wi)
(f) =
P
aie(vi; wi);  2 k:
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Es facil ver que F es un espacio vectorial y que B es una base de F: Sea
H el subespacio de F generado por todos los vectores de las cuatro formas
siguientes:
1. e(v1 + v2; w)  e(v1; w)  e(v2; w)
2. e(v;w)  e(v; w)
3. e(v; w1 + w2)  e(v; w1)  e(v; w2)
4. e(v; w)  e(v; w)
para todo v; vi 2 V; w;wi 2W y  2 k:
El espacio V 
W se dene como el espacio cociente F=H; es decir, como
el conjunto de clases de equivalencia de elementos de F , modulo la relacion
de equivalencia f1  f2 si y solo si f1  f2 2 H: Recordemos que si f denota
la clase de equivalencia de f; las operaciones de espacio vectorial en V 
W
son entonces
f1 + f2 = f1 + f2 y f = f:
Denotaremos la clase de equivalencia de e(v; w) por v 
 w. Como B es una
base de F , las imagenes de sus elementos generan el cociente, y por tanto,
todo elemento de V 
W es una suma nita de la formaPi vi
wi: Ademas,
como los vectores de tipo 1 estan enH; se deduce que la clase de e(v; w1+w2)
y la clase de e(v; w1) + e(v; w2) son la misma, y por tanto, el producto 

satisface v 
 (w1 + w2) = v 
 w1 + v 
 w2: En forma similar se ve que
(w1 + w2)
 v = w1 
 v + w2 
 v;
y que (v
w) = (v)
w = v
(w): Denamos ahora " : V W ! V 
W
como "(v; w) = v 
 w: Esta funcion es claramente bilineal. Mostremos que
(V 
W , ") satisface la propiedad universal mencionada. Supongamos que
V; W;Z son espacios vectoriales y que B : V  W ! Z es una funcion
bilineal. Mostremos que existe una unica transformacion lineal LB tal que
B = LB  ". Sea lB : F ! Z la unica transformacion lineal que satisface
lB(e(v; w)) = B(v; w), para cada elemento de la base B: Puesto que B es
bilineal, lB debe enviar cada elemento de H en cero, y por tanto, lB induce
una transformacion lineal LB : F=H ! Z; tal que LB(v
w) = B(v; w): De
la denicion de LB y " se sigue que
LB  "(v; w) = LB(v 
 w) = B(v; w):
La unicidad de LB es clara, ya que si LB y L
0
B satisfacen la igualdad anterior,
entonces coinciden en todos los elementos de la forma v 
 w; y como estos
generan a V 
W; coinciden en todo V 
W:
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Nota 1.1.1 Si L : V 
 W ! Z es una transformacion lineal cualquiera,
existe una funcion bilineal B : V W ! Z tal que L = LB. La funcion B
puede denirse como B(v; w) = L(v
w): De la discusion anterior, y de este
hecho, se sigue sin dicultad que el espacio vectorial de todas las transforma-
ciones bilineales de V W a Z es naturalmente isomorfo a Homk(V 
W;Z);
y el isomorsmo es precisamente la funcion que enva B en LB.
Proposicion 1.1.2 Sean V;W; V1; : : : ; Vn;W1; : : : ;Wm; Z espacios vectoria-
les. Existen isomorsmos naturales
1. V 
W 'W 
 V; donde v 
 w se enva en w 
 v:
2. V 
(W 
Z) ' (V 
W )
Z; donde v
(w
z) se enva en (v
w)
z:
3. k
V ' V; donde 
 v se enva en v:
4. (V1  V2      Vn) 
W ' (V1 
W )  (V2 
W )      (Vn 
W );
donde (v1; : : : ; vn)
 w se enva en (v1 
 w; : : : ; vn 
 w):
5. En forma mas general, existe un isomorsmo natural
(V1      Vn)
 (W1     Wm) ' V1 
W1      Vn 
Wm:
6. Sean BV = fv1; : : : ; vng y BW = fw1; : : : ; wmg bases para V y W .
Entonces
BV 
 BW = fv1 
 w1; : : : ; v1 
 wm; : : : ; vn 
 w1; : : : ; vn 
 wmg
es una base de V 
W; lo cual implica que dim(V 
W ) = mn:
Prueba. Demostraremos solo 4 y 6, y dejamos al lector la prueba de las
armaciones restantes, que siguen una lnea de razonamiento similar. Para
demostrar 4 denamos la funcion
B : (V1      Vn)W ! V1 
W      Vn 
W
B(v1; : : : ; vn; w) 7 ! (v1 
 w; : : : ; vn 
 w):
Es facil ver que B es bilineal. Por la propiedad universal del producto ten-
sorial existe una transformacion lineal
LB : (V1      Vn)
W ! V1 
W      Vn 
W
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que enva cada generador (v1; : : : ; vn)
w en (v1 
w; : : : ; vn 
w): Por otro
lado, para cada i denamos Bi como la funcion
Bi : Vi W ! (V1      Vn)
W
(vi; w) 7 ! (0;    ; vi;    ; 0)
 w:
Es facil ver que Bi es bilineal y por tanto, induce una transformacion lineal
i en Vi 
W: Ahora, sea
 = 1      n : V1 
W      Vn 
W ! (V1      Vn)
W
la suma directa de los i: Esta funcion enva cada generador
(v1 
 w;    ; vn 
 w)
en 1(v1
w)+   +n(vn
w): Un computo elemental muestra que LB y
LB   son la funcion identidad, y por tanto, LB es un isomorsmo.
Demostremos ahora 6. Sean BV = fv1; : : : ; vng y BW = fw1; : : : ; wmg
bases para los espacios V y W . Entonces
V 
W ' (hv1i      hvni)
 (hw1i      hwmi);
(hvii denota al subespacio generado por vi). De 5 se sigue que
V 
W ' hv1i 
 hw1i      hvni 
 hwmi :
Ahora, de 3 se deduce que hvii
hwji ' hvi 
 wji ; y en consecuencia V 
W
es isomorfo a la suma directa de los espacios hvi 
 wji, lo cual demuestra
que BV 
 BW es una base.
Proposicion 1.1.3 Sean f : V ! V 0 y g : W ! W 0 transformaciones
lineales.
1. f y g inducen f
g : V 
W ! V 0
W 0; una transformacion lineal que
enva los elementos de la forma v
w en (f
g)(v
w) = f(v)
g(w):
2. Ademas, si f 0 : V 0 ! V 00 y g0 : W 0 ! W 00 son transformaciones
lineales, se sigue que (f 0 
 g0)  (f 
 g) : V 
W ! V 00 
W 00 es igual
a (f 0  f)
 (g0  g) : V 
W ! V 00 
W 00:
3. Sean BV y BV 0 bases para V y V 0; y BW y BW 0 bases para W y W 0: Si
denotamos por F = [f ]BV 0BV y G = [g]BW 0BW las matrices asociadas a
f y g en estas bases, entonces la matriz H = [f 
 g](BV 0
BW 0 )(BV 
BW )
asociada a f 
 g en las bases BV 
BW y BV 0 
BW 0 ; es el producto de
Kronecker de F y G:
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Recordemos que si A = [aij ] y B = [bij ] son matrices de tama~no p  n
y qm , respectivamente, su producto de Kronecker, que denotaremos (por
abuso de notacion) por A
B; es la matriz pq mn; dada en bloques por
A
B =
264 a11B    a1nB... ...
ap1B    apnB
375
Prueba. Para demostrar 1, basta denir f  g : V W ! V 0 
W 0 como
la funcion que enva (v; w) en f(v)
 g(w): De las propiedades del producto
tensorial se sigue que fg es bilineal. Por la propiedad universal del producto
tensorial existe una transformacion lineal Lfg : V 
W ! V 0
W 0 que enva
cada generador v 
 w en Lfg(v 
 w) = f(v)
 g(w) y que es precisamente
la funcion cuya existencia se quera demostrar.
Para demostrar 2 basta ver que (f 0 
 g0)  (f 
 g) y (f 0  f) 
 (g0  g)
coinciden en cada elemento de la forma v 
 w: Pero esto es claro ya que
((f 0 
 g0)  (f 
 g))(v 
 w) = f 0(f(v))
 g0(g(w)):
Demostremos 3. Sean BV = fv1; : : : ; vng, BW = fw1; : : : ; wmg y BV 0 =
fv01; : : : ; v0pg; BW 0 = fw01; : : : ; w0qg bases para V;W; V 0 y W 0: Sabemos que
BV 
 BW = fvi 
 wj : 1  i  n; 1  j  mg
y
BV 0 
 BW 0 = fv0i 
 w0j : 1  i  p; 1  j  qg
son bases para V 
W y V 0 
W 0; y que (f 
 g)(vi 
 wj) = f(vi) 
 g(wj):
Ademas,
f(vi) = a1iv
0
1 +   + apiv0p; g(wj) = b1jw01 +   + bqjw0q:
En consecuencia, f(vi)
g(wj) =
pP
r=1
qP
s=1
aribsj(v
0
r
w0s): Por otro lado, F 
G
es una matriz cuya i-esima columna de bloques es264 a1iB...
apiB
375
A su vez, la columna j-esima de esta matriz es el vector264 a1ib1j...
apibqj
375
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cuyas entradas son precisamente los coecientes del vector f(vi)
g(wj); ex-
presado en la base BV 0 
BW 0 , lo cual demuestra el numeral 3 de la proposi-
cion.
Ejercicio 1.1.4 Demuestre que existe un isomorsmo lineal entre V 
W y
Homk(V;W ) que enva cada generador 
w 2 V 
W en la transformacion
lineal '
w : V ! W que enva v en (v)w: Demuestre que existe un
isomorsmo
 : V  
   
r

 V  ! Homk(V 
   
r

 V; k);
que enva cada generador !1 
    
 !r en el funcional
!1

!r(v1 
    
 vr) = !1(v1)   !r(vr):
Productos multitensoriales
Ejercicio 1.1.5 El producto tensorial de dos espacios vectoriales puede ge-
neralizarse en forma natural a r espacios V1; : : : ; Vr: Este producto puede
denirse como una pareja (V1
    
 Vr; "); donde V1
    
 Vr es un espa-
cio vectorial y " : V1V2  Vr ! V1
  
Vr es una funcion multilineal,
que satisface la siguiente propiedad universal: dada una funcion multilineal
T (es decir, lineal en cada factor), existe una unica transformacion lineal
LT que hace conmutar el siguiente diagrama:
V1      Vr T! Z
" # % LT
V1 
    
 Vr
1. Demuestre que la pareja (V1 
    
 Vr; ") existe y es unica, salvo
isomorsmos.
2. Denotemos por Mult(V      V
r
; Z) el espacio vectorial de las fun-
ciones multilineales de V      V a Z (con las operaciones de adi-
cion de funciones y multiplicacion de una funcion por un escalar).
Demuestre que este espacio es isomorfo a Homk(V 
    
 V
r
; Z):
3. Demuestre que si fi : Vi ! Wi son transformaciones lineales, existe
una transformacion lineal
f1 
    
 fr : V1 
    
 Vr !W1 
    
Wr;
que enva cada generador v1 
    
 vr en f1(v1)
    
 fr(vr):
1.1. ALGEBRA MULTILINEAL 11
4. Dena V12 = V1
V2: Si, inductivamente, el espacio V12r 1 ya ha sido
construido, dena a V12r como V12r = (V12r 1) 
 Vr: Demuestre
que existe un isomorsmo natural V12r ' V1 
    
 Vr:
5. Sean BVj=fvj1; : : : ; vjnjg y BWj = fwj1; : : : ; wjmjg bases para los espacios
Vj y Wj ; respectivamente. Demuestre que el conjunto B = BV1 
    

BVr de todos los productos
B = v1j1 
    
 vsjs 
    
 vrjr : vsjs 2 BVs	 ;
es una base de V1 
    
 Vr: Muestre que la matriz que representa a
f1 
 f2 
    
 fr en las bases B y
B0 = w1j1 
    
 wsjs 
    
 wrjr : wsjs 2 BWs	
es el producto de Kronecker A1
A2
  
Ar; donde Aj = [fj ]BWjBVj :
1.1.3. Tensores
Denicion 1.1.6 Sea V un espacio vectorial y V  su dual. Llamamos tensor
de tipo (p; q) a un elemento del espacio
T (p;q)(V ) = V 
    
 V| {z }
p

 V  
    
 V | {z }
q
:
Si f : V ! V es una transformacion lineal del espacio V en s mismo, f
induce en forma natural otra transformacion lineal que denotaremos por
T (p;q)(f); denida como
f 
    
 f| {z }
p

 f 
    
 f| {z }
q
 : T (p;q)(V )! T (p;q)(V );
que enva cada elemento T = v1 
    
 vp 
 !1 
    
 !q en
f(v1)
    
 f(vp)
 f(!1)
    
 f(!q):
Si V tiene dimension n, denotaremos por Jp = fj1; : : : ; jpg (en forma similar
Ip; Tq; etc.,) al p-multindice ordenado (con posibles repeticiones) de todas
las p-tuplas 1  j1      jp  n; y por eJp y eTq a los vectores
ej1 
    
 ejp 2 V 
py et1 
    
 etq 2 (V )
q:1
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Sean B = fe1; : : : ; eng y B0 = fe01; : : : ; e0ng dos bases cualesquiera para
V; y sean B = fe1; : : : ; eng y B0 = fe01; : : : ; e0ng las correspondientes bases
duales para V . Sabemos que
B(p;q) =
n
eJp 
 eTq : Jp y Tq; p y q-multindices
o
y
B0(p;q) = fe0Ip 
 e0Sq : Ip y Sq; p y q-multindicesg
son bases para T (p;q)(V ) (notemos que estas contiene np+q elementos). Sea
A = [Id]B0B la matriz de cambio de base de B a B0. Sabemos que A es la
matriz de cambio de base de B0 a B, es decir, A = [Id]BB0 : Veamos
ahora como computar la matriz de cambio de base de B(p;q) a B0(p;q); es
decir, la matriz A(p;q) = [Id]B0(p;q)B(p;q) : Por denicion, las entradas aij de la
j-esima columna de A satisfacen ej =
Pn
i=1 aije
0
i: Denotemos por B la matriz
(A) 1 = [Id]B0B : Si bij son las entradas de B entonces ej =
Pn
i=1 bije
0i:
Luego
eJp 
 eTq =
nX
i=1
aij1e
0
i 
    

nX
i=1
aijpe
0
i 

nX
i=1
bit1e
0i 
    

nX
i=1
bitqe
0i
=
X
Ip;Sq
ai1j1 : : : aipjpbs1t1 : : : bsqtqe
0
Ip

 e0Sq (1.4)
Sea T un elemento de T (p;q)(V ) y sean T =
P
Jp;Tq
T
j1;:::;jp
t1;:::;tq
eJp 
 eTq y
T =
P
Ip;Sq
T
i1;:::;ip
s1;:::;sqe
0
Ip

 e0Sq las escrituras de T en las bases B(p;q) y B0(p;q);
respectivamente. Se sigue entonces de la ecuacion (1.4) que los coecientes
de T en la base B(p;q) se relacionan con sus coecientes en la base B0(p;q)
mediante la formula
T
i1;:::;ip
s1;:::;sq =
X
Jp;Tq
ai1j1ai2j2 : : : aipjpbs1t1 : : : bsqtqT
j1;:::;jp
t1;:::;tq
:
1.1.4. Productos cu~na
Denicion y propiedades
Sean V y W espacios vectoriales sobre un campo k. Denotemos por
V (r) al producto cartesiano de r copias de V: Recordemos que una funcion
multilineal h : V (r) !W se llama alternante si h(v1; : : : ; vr) = 0; cuando al
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menos dos de los vi son iguales. Es facil ver que esta condicion es equivalente
a que
h(v(1); : : : ; v(r)) = sig()h(v1; : : : ; vr); (1.5)
donde  es una permutacion cualquiera de los smbolos f1; : : : ; rg; y sig()
denota al signo de la permutacion (+1, si  es par y  1, si  es impar).
Para demostrar la armacion anterior es suciente considerar el caso en
que  es una transposicion. Supongamos que  intercambia a i con j, es
decir,  = (i; j). Como h es alternante, se sigue que
h(v1; : : : ; vi + vj ; : : : ; vi + vj ; : : : ; vr) = 0;
lo cual implica que
h(v1; : : : ; vi; : : : ; vj ; : : : ; vr) =  h(v1; : : : ; vj ; : : : ; vi; : : : ; vr):
El recproco se demuestra en forma similar.
Denicion 1.1.7 El producto cu~na se dene como una pareja (^rV; );
donde ^rV es un espacio vectorial y  : V (r) ! ^rV es una funcion mul-
tilineal alternante, que satisface la siguiente propiedad universal: dada una
funcion multilineal alternante f : V (r) !W; existe una unica transformacion
lineal Lf que hace conmutar el siguiente diagrama:
V (r)
f!W
#  % Lf
^rV
(1.6)
Si la pareja (^rV; ) existe, es unica, salvo isomorsmos, como se deduce
sin dicultad de la propiedad universal. Si (Z;  0) fuera otra pareja con esta
misma propiedad, haciendo W = Z en el diagrama anterior, y f =  0,
existira L 0 : ^rV ! Z lineal, tal que L 0   =  0: En forma similar,
existira L : Z ! ^rV , tal que L   0 = : Por tanto, L  L 0   = ; de
donde se sigue que L  L 0 hace conmutar el diagrama
V (r)
! ^rV
#  % L  L 0
^rV
Pero la funcion identidad Id : ^rV ! ^rV tambien hace conmutar este
diagrama. De la condicion de unicidad en la propiedad universal se deduce
que L L 0 = Id: En forma similar se muestra que L 0 L es la identidad,
de lo cual se concluye que L es un isomorsmo con inversa L 0 :
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Construccion
Si r = 0; denimos ^0V = k; y a  como la identidad. Para r > 0;
recordemos que V 
r denota al producto V 
    
 V , r veces. Sea ArV el
subespacio vectorial de V 
r generado por los elementos de la forma
v1 
    
 vi    
 vi    
 vr;
donde al menos dos vi son iguales. Denimos ^rV como el cociente de es-
pacios vectoriales ^rV = V 
r=ArV ; y a  como a la compuesta  =   ";
V (r)
"! V 
r ! V 
r=ArV ; donde recordemos que " denota a la transforma-
cion lineal "(v1; : : : ; vr) = v1
  
vr;y  es la funcion canonica al cociente.
La clase de equivalencia de v1 
    
 vr se denotara por v1 ^    ^ vr: Es
claro de la denicion que si dos entradas en este producto son iguales, el
producto es cero. En forma similar a como vimos en (1.5)
v(1) ^    ^ v(r) = sig()(v1 ^    ^ vr);
para cualquier permutacion .
Sea h : V (r) !W una funcion multilineal alternante a un espacio vecto-
rial W; y sea Lh la transformacion lineal inducida en V

r: Como Lh toma el
valor cero en cada generador de ArV , Lh desciende al cociente, es decir, in-
duce una transformacion lineal que, por abuso, denotaremos nuevamente por
Lh : V

r=ArV ;!W: Como h = Lh  "; se sigue que h = Lh  (  ") = Lh  :
La unicidad de Lh es clara, ya que dos transformaciones lineales que ha-
gan conmutar a (1.6) coinciden en los generadores de ^rV; y por tanto, son
iguales. Esto muestra que (^rV; ) es un producto cu~na.
Notacion 1.1.8 Un r-multindice ordenado y sin repeticion,
(i1; : : : ; ir); 1  i1 < i2 <    < ir  n
sera denotado por Ir.
Si A es una matriz m  n, denotaremos por AIr ;Jr la matriz r  r que
se obtiene de A seleccionando las las i1; : : : ; ir y las columnas j1; : : : ; jr. Si
A es n r, AIr denotara la matriz r  r que se obtiene de A seleccionando
las las i1; : : : ; ir.
Ejercicio 1.1.9 Sean v1; : : : ; vr vectores en V y B = fw1; : : : ; wng; una base
de V: Si vj =
Pn
i=1 aijwi; y A = [aij ]nr, muestre que
v1 ^    ^ vr =
P
Ir
(detAIr)wi1 ^    ^ wir :
Deduzca que ^rB = fwi1 ^    ^ wir : 1  i1 <    < ir  ng; (ordenado
lexicogracamente) es una base de ^rV .
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Una transformacion lineal f : V !W induce otra transformacion lineal
f
r : V 
r ! W
r; que enva cada producto v1 
    
 vr en f(v1) 
    

f(vr): Obviamente, f(A
r
V )  ArW y por tanto, f
r desciende al cociente.
La transformacion lineal inducida sera denotada por ^rf : ^rV ! ^rW:
Claramente, si v1; : : : ; vr son vectores de V; entonces
(^rf)(v1 ^    ^ vr) = f(v1) ^    ^ f(vr):
Ejercicio 1.1.10 (Fuctorialidad del producto cu~na) Demuestre que el
producto cu~na es un functor. Es decir, que ^rId = Id; donde Id denota
la identidad, y que si f : V ! W y g : W ! Z son lineales, entonces
^r(g  f) = ^rg  ^rf: Sean
BV = fv1; : : : ; vng y BW = fw1; : : : ; wmg
bases para V y W: Sabemos por el ejercicio 1.1.9 que
^rBV = fvj1 ^    ^ vjr : 1  j1 <    < jr  ng
y
^rBW = fwi1 ^    ^ wir : 1  i1 <    < ir  mg
son bases para ^rV y ^rW . Denotemos por A = [aij ]mn a la matriz
[f ]BWBV ; y calculemos, en terminos de A, la matriz de la transformacion ^rf ,
en las bases ^rBV y ^rBW (de tama~no
 
m
r
 nr). Numeremos (en orden lex-
icograco) las las y las columnas de esta matriz usando los multindices Ir,
Jr. La columna Jr-esima puede calcularse de la siguiente manera. Sabemos
que
(^rf)(vj1 ^    ^ vjr) = f(vj1) ^    ^ f(vjr);
y como f(vjk) =
mP
i=1
aijkwi; el ejercicio 1.1.9 nos permite concluir que
^rf(vj1 ^    ^ vjr) =
X
Ir
det (AIr;Jr)wi1 ^    ^ wir :
Esto muestra que la entrada (Ir;Jr) de ^rA esta dada por el determinante
de AIr;Jr :
Ejemplo 1.1.11 Sean BV = fv1; v2; v3g y BW = fw1; w2; w3g bases para V
y W; y sea f : V ! W una transformacion lineal con matriz A = [f ]BWBV :
Entonces
^2BV = fv1 ^ v2; v1 ^ v3; v2 ^ v3g
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y
^2BW = fw1 ^ w2; w1 ^ w3; w2 ^ w3g;
son bases de ^2V y ^2W; y ^2f : ^2V ! ^2W tiene por matriz a
VrA =
266666666664
 a11 a12a21 a22
  a11 a13a21 a23
  a12 a13a22 a23

 a11 a12a31 a32
  a11 a13a31 a33
  a12 a13a32 a33

 a21 a22a31 a32
  a21 a23a31 a33
  a22 a23a32 a33

377777777775
en estas bases.
Ejercicio 1.1.12 Sea T (V ) =
L
r0
V 
r la suma directa de los espacios vec-
toriales V 
r; donde denimos V 
0 = k:
1. Muestre que T (V ) tiene una estructura de k-algebra asociativa N-
graduada, donde el producto de dos elementos u1 2 V 
r y u2 2 V 
s
se dene como u1 
 u2 2 V 
(r+s):
2. Sea AV =
L
r0
ArV  T (V ): Demuestre que AV es un ideal bilateral
y homogeneo de T (V ). Esto ultimo signica que AV es generado por
elementos homogeneos. El cociente T (V )=AV se denota por ^V; y se
llama el algebra alternante de V: Muestre que existe un isomorsmo
natural de espacios vectoriales
V
V ' Lr0VrV; y por tanto, ^V
tiene una estructura de k-algebra N-graduada, donde el producto de
dos elementos
1 = v1 ^    ^ vr 2 ^rV y 2 = w1 ^    ^ ws 2 ^sV
se dene como:
1 ^ 2 = v1 ^    ^ vr ^ w1 ^    ^ ws 2 ^r+sV:
3. Demuestre que el producto denido en 2 es asociativo y anticonmuta-
tivo, es decir, satisface 1 ^ 2 = ( 1)rs2 ^ 1:
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1.1.5. Otras construcciones del producto cu~na
Primera construccion
Sea B =fe1; : : : ; eng; una base de V: Denotemos por Altr(V ) al espacio
vectorial kN ; conN =
 
n
r

, y denotemos a los vectores de la base estandar por
eIr ; donde Ir recorre, en orden lexicograco, todos los posibles r-multindices
ordenados sin repeticion. Mostraremos como construir una funcion alter-
nante \alt" de tal forma que (Altr(V ); alt) sea un producto cu~na. Como
este producto es unico, se deduce que Altr(V ) es isomorfo a ^rV .
Denotemos por E a la base
E = feIr : Ir r-multindice ordenado sin repeticiong:
Dados r vectores v1; v2; : : : ; vr en V , sea A la matriz n  r cuya j-esima
columna es el vector con entradas a1j ; : : : ; anj . Denimos
alt (v1; : : : ; vr) =
X
Ir
det (AIr)eIr :
Proposicion 1.1.13 La pareja (Altr(V ); alt) satisface la propiedad univer-
sal de un producto cu~na.
Prueba. Es claro que alt es multilineal alternante por las propiedades
elementales de la funcion determinante. Dado un espacio vectorial W; y
una funcion f : V (r) ! W multilineal alternante, veamos que existe una
unica Lf lineal, de Alt
r(V ) en W; tal que f = Lf  alt: Es claro que
Lf debe satisfacer Lf (eIr ) = f(ei1 ; : : : ; eir); y por tanto, Lf debe ser la
unica extension lineal a Altr(V ): Por denicion, alt(ei1 ; : : : ; eir) = eIr ; y
Lf (alt(ei1 ; : : : ; eir)) = f(ei1 ; : : : ; eir): Veamos que la igualdad anterior im-
plica que Lf (alt(v1; : : : ; vr)) = f(v1; : : : ; vr): Si vj =
Pn
s=1 asjes, entonces
alt(v1; : : : ; vr) = alt(
nX
s=1
as1es; : : : ;
nX
s=1
asres)
=
X
1  t1<<tr  n
at11    atrr alt(et1 ; : : : ; etr):
Luego
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Lf (alt(v1; : : : ; vr)) =
X
1  t1<<tr  n
at11    atrr Lf (alt(et1 ; : : : ; etr))
=
X
1  t1<<tr  n
at11    atrr f(et1 ; : : : ; etr)
= f(v1; : : : ; vr);
ya que f es multilineal.
Corolario 1.1.14 Sea V un espacio vectorial de dimension n y sea B =
fe1; : : : ; eng una base de V . Las parejas (^rV; ) y (Altr(V ); alt) son iso-
morfas, bajo un isomorsmo que enva cada vector eIr de la base estandar
de Altr(V ); en ei1 ^    ^ eir : Por tanto, el conjunto
^rB =fei1 ^    ^ eir : 1  i1 < i2 <    < ir  ng
es una base de ^rV , y la dimension de este espacio es entonces igual a  nr:
Prueba. La demostracion se sigue del hecho de que ambas parejas satisfacen
la propiedad universal de un producto cu~na, y por tanto, son isomorfas, bajo
un isomorsmo natural. Se deja al lector vericar que este isomorsmo enva
eIr en ei1 ^    ^ eir :
Veamos que el producto vectorial de R3 esta relacionado con el producto
cu~na. Sea B =fe1; e2; e3g la base estandar de R3: Entonces
^2B = fe1 ^ e2; e1 ^ e3; e2 ^ e3g
es una base de ^2V: Sean
v1 = a1e1 + a2e2 + a3e3 y v2 = b1e1 + b2e2 + b3e3:
Si v denota al producto cu~na de v1 y v2; vemos que
v = v1 ^ v2 = a12(e1 ^ e2) + a13(e1 ^ e3) + a23(e2 ^ e3);
donde los coecientes aij estan dados por los menores
a12 =
a1 b1a2 b2
 ; a23 = a2 b2a3 b3
 ; a13 = a1 b1a3 b3

Existe un isomorsmo natural entre ^2R3 y R(32) = R3; que enva e1 ^ e2
en e3, e1 ^ e3 en  e2 y e2 ^ e3 en e1, y por tanto, a v1 ^ v2 en w =
a23e1   a13e2 + a12e3: El vector w es precisamente el producto vectorial
usual v1  v2; de v1 por v2. Esto justica la escogencia del signo \ " para
e2 y que algunas veces se denote a v1  v2 por v1 ^ v2.
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Ejercicio 1.1.15 Sea B =fe1; : : : ; eng la base estandar de Rn: Demuestre
que la transformacion lineal h : ^n 1Rn ! Rn; que enva
e1 ^    ^ ei 1 ^ ei+1 ^    ^ en 7! ( 1)i+1ei;
es un isomorsmo de espacios vectoriales.
Segunda construccion
La construccion que mostraremos a continuacion es la que aparece en
la mayora de los textos de geometra diferencial. Supongamos que k tiene
caracterstica cero, y denotemos por Sr al grupo simetrico de permutaciones
de los smbolos f1; 2; : : : ; rg. Denamos
alt(v1; : : : ; vr) =
1
r!
X
2Sr
sig() v(1) 
    
 v(r):
La expresion del lado derecho es un elemento de V 
r. Sea Altr(V ) =
him (alt)i  V 
r; el subespacio de V 
r generado por la imagen de la funcion
alt. El que alt sea multilineal se sigue sin dicultad de la denicion. Veamos
que es alternante. Si 1; : : : ; r! son los elementos de Sr en cualquier orden,
y  = (i; j) (i 6= j), es una transposicion, entonces l 6= s; si l 6= s; y
por tanto, 1; : : : r! son los elementos de Sr (escritos en otro orden), de
lo cual se sigue que
2 alt(v1; : : : ; vi|{z}
i
; : : : ; vi|{z}
j
; : : : ; vr) =
X
2Sr
(sig) v(1) 
    
 v(r) (1.7)
+
X
2Sr
(sig ())v(1) 
    
 v(r)
(1.8)
Para cada permutacion 
sigv(1) 
    
 v(r) =  sig ()v(1) 
    
 v(r);
ya que vi = vj y (k) = (k), para k 6= i; j. Por consiguiente, cada termino
en la suma 1.7 tiene un termino correspondiente en 1.8 que lo cancela. Por
tanto 2alt(v1; : : : ; vi; : : : ; vi; : : : ; vr) = 0; y como k tiene caracterstica cero,
se sigue que alt es alternante.
Ahora, dada f : V (r) ! W; una funcion multilineal alternante, por la
propiedad universal del producto tensorial existe una transformacion lineal
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Lf tal que Lf (v1 
    
 vr) = f(v1; : : : ; vr): Sea Tf = Lf jAltr(V ). Se sigue
entonces que
Tf (alt(v1; : : : ; vr)) =
1
r!
X
2Sr
(sig) f(v(1) : : : ; v(r))
=
1
r!
X
2Sr
(sig )2f(v1; : : : ; vr)
=
1
r!
r!f(v1; : : : ; vr) = f(v1; : : : ; vr):
Esto muestra que la pareja (Altr(V ); alt) satisface la propiedad universal de
un producto cu~na. En esta construccion es natural denotar a cada elemento
alt(v1; : : : ; vr) por v1 ^    ^ vr:
Para el dual de un espacio vectorial, el producto ^rV  admite una inter-
pretacion en terminos de objetos mas familiares. Veamos que este conjunto
es naturalmente identicable con el espacio vectorial Alternantes(V (r); k);
de todas las funciones r-multilineales alternantes de V (r) a k (este conjunto
tiene una estructura natural de espacio vectorial con las operaciones usuales
de suma de funciones y producto de una funcion por un escalar).
Sean !1; : : : ; !r elementos de V
. Notemos primero que, por el isomor-
smo natural
 : (V )r ! Homk(V 
r; k); (1.9)
denido en el ejercicio 1.1.4, que enva cada generador !1 
    
 !r en el
funcional
!1

!r(v1 
    
 vr) = !1(v1)   !r(vr);
cada termino en la suma
!1 ^    ^ !r = 1
r!
X
2Sr
sig()!(1) 
    
 !(r)
puede interpretarse como una funcion multilineal, denida como
!(1) 
    
 !(r)(v1; : : : ; vr) = !(1)(v1)!(2)(v2)   !(r)(vr): (1.10)
Por tanto, la sumatoria del lado derecho es precisamente el determinante
de la matriz [!i(vj)]rr. En consecuencia !1 ^    ^ !r puede identicarse
con la funcion multilineal alternante
!1 ^    ^ !r : V      V ! R
(v1; : : : ; vr) 7! 1
r!
det [!i(vj)] :
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Ejercicio 1.1.16 Por denicion, Altr(V ) = him (alt)i  (V )
r: De-
notemos nuevamente por  la restriccion de (1.9) al subespacio Altr(V ):
Por el ejercicio 1.1.5 el conjunto de las funciones multilineales,Mult(V (r); k);
es identicable con Homk(V

r; k): Usando esta identicacion, demuestre que
(Altr(V )) es precisamente el espacio vectorial
Alternantes(V (r); k)  Mult(V r; k):
Teorema 1.1.17 Sea BV = fe1; : : : ; eng una base de V y BV = fe1; : : : ; eng
su base dual. Entonces existe un isomorsmo natural
l : ^rV  ! Alternantes(V (r); k);
que enva cada elemento ej1 ^    ^ ejr de la base ^rBV en la funcion mul-
tilineal alternante
l(ej1 ^    ^ ejr)(v1; : : : ; vr) = 1
r!
det
264 e
j1(v1)    ej1(vr)
...
...
ejr(v1)    ejr(vr)
375
Prueba. Es consecuencia del ejercicio anterior.
Ejercicio 1.1.18 Sea r : ^rV ! Altr(V ) el isomorsmo que enva cada
producto v1 ^    ^ vr en r! alt(v1; : : : ; vr); y sea
c : ^rV 
 ^sV ! ^r+sV
la transformacion lineal que enva (v1 ^    ^ vr)
 (vr+1 ^    ^ vr+s) en
v1 ^    ^ vr ^ vr+1 ^    ^ vr+s:
Demuestre que el siguiente diagrama es conmutativo:
^rV 
 ^sV c! ^r+sV
# r 
 s # r+s
V 
r 
 V 
s s! V 
(r+s)
donde s enva cada elemento de la forma
(v1 
    
 vr)
 (vr+1 
    
 vr+s)
en
P
b
sig(b)v(1) 
    
 v(r) 
 v(r+1) 
    
 v(r+s); donde la suma se
toma sobre todas las \permutaciones de baraja", b, es decir, sobre todas las
permutaciones que preservan el orden de cada uno de los conjuntos f1; : : : ; rg
y fr + 1; : : : ; r + sg:
Ejercicio 1.1.19 Sea V = V1  V2. Demuestre que existe un isomorsmo
natural
L
p+q=n
(^pV1 
 ^qV2) ' ^nV:
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1.2. Sheaves y espacios anillados
1.2.1. Introduccion
La teora de sheaves fue desarrollada en la decada de 1940 por H. Cartan
y en forma independiente por J. Leray. Las sheaves son una herramienta fun-
damental para la descripcion y comprension de fenomenos globales denidos
a partir de datos locales. Esta teora proporciona un lenguaje comun en el
cual es posible desarrollar de manera unicada gran parte de los resultados
clasicos de la topologa diferencial, la geometra diferencial y la algebraica,
y extender las construcciones mas comunes que aparecen en estas teoras
a categoras mas amplias, como la categora de variedades algebraicas o la
de esquemas. La teora de sheaves juega ademas un papel central en el de-
sarrollo de la moderna teora de cohomologa, denida como los functores
derivados a derecha del functor tomar secciones globales de una sheaf, donde
la teora clasica corresponde a la cohomologa con coecientes en la sheaf de
funciones localmente constantes con valores en un anillo conmutativo, como
se vera en el ultimo captulo.
Para facilitar la lectura de las secciones restantes de este captulo y del
captulo 6, y con el proposito de jar la notacion, daremos a continuacion
algunas deniciones y construcciones basicas de la teora de categoras y
functores.
1.2.2. Categoras y functores
Denicion 1.2.1 Una categora C consta de una clase Ob(C); que llamare-
mos los objetos de la categora, para cada par de objetos A y B; un conjunto
Mor(A;B), llamado el conjunto de morsmos de A en B, y una funcion o
ley de composicion
Mor(A;B)Mor(B;C)! Mor(A;C) (1.11)
(g; f) 7 ! g  f
que satisfacen los siguientes axiomas.
1. Mor(A;B) y Mor(A0; B0) son iguales si y solo si A = A0 y B = B0:
2. Para cada objeto A existe un elemento IdA 2 Mor(A;A); que actua
como la identidad para (1.11), a derecha e izquierda en Mor(A;B) y
Mor(B;A); respectivamente.
3. La ley de composicion (1.11) es asociativa.
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Un morsmo f 2 Mor(A;B) se llama un isomorsmo, si existe otro
morsmo g 2 Mor(B;A) tal que g  f = IdA y f  g = IdB:
Por brevedad nos referiremos a una categora simplemente como C. En
este libro nos ocuparemos de categoras en las que Mor(A;B) tiene una
estructura de grupo abeliano, y en las cuales existen kerneles, cokerneles,
productos y coproductos nitos, llamadas categoras abelianas (ver por ejem-
plo [12], o [5] para un tratamiento exhaustivo). Limitaremos nuestro trabajo
a la categora de modulos sobre un anillo conmutativo con unidad, y co-
mo caso particular a la categora de grupos abelianos, y a las categoras
de sheaves y sheaves de OX -modulos, que deniremos mas adelante en este
captulo. Supondremos que el lector esta familiarizado con conceptos basicos
del algebra conmutativa, que se requeriran para la comprension de algunos
de los ejemplos de esta seccion, en particular con la denicion de modulo
(unitario) sobre un anillo conmutativo R con unidad, con HomR( ; ) y los
productos tensoriales de R-modulos. Estos conceptos se denen exactamente
de la misma manera como se hizo en las seccion 1.1.1, aunque el lector debe
tener presente que si R no es un campo, entonces no todos los R-modulos
son libres y algunas nociones del algebra lineal como \base" o \dimension"
no tienen, en general, sentido. El lector puede encontrar estas deniciones
en cualquier texto estandar de algebra, como por ejemplo [12] o [11].
Denicion 1.2.2 Si C1 y C2 son categoras, un functor covariante entre C1
y C2 es una funcion que enva cada objeto A 2 C1 en otro FA de C2; y a
cada morsmo h 2 Mor(C;D) de C1 en otro morsmo
Fh 2 Mor(FC;FD)
de C2; tal que
1. F (IdA) = IdF (A)
2. F (g  h) = Fg  Fh; para todo h 2 Mor(C;D) y g 2 Mor(D;E).
F se denomina un functor contravariante si reversa la direccion de los
morsmos, es decir, si Fh 2 Mor(FD;FC) y F (g  h) = Fh  Fg:
Ejemplo 1.2.3 Sea R un anillo conmutativo con unidad y denotemos por
ModR al conjunto de todos los R-modulos. Si el conjunto Mor(A;B) se
toma igual a HomR(A;B), entonces ModR es una categora, como puede
comprobarse sin ninguna dicultad.
Ejemplo 1.2.4 Sea Top la clase de todos los espacios topologicos, y tome-
mos Mor(A;B) como el conjunto de funciones continuas de A en B: Se sigue
sin ninguna dicultad que Top es una categora.
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Ejemplo 1.2.5 Sea SecR la clase de todas las secuencias exactas cortas de
R-modulos. Denamos un morsmo entre dos secuencias exactas como una
tripleta (a; b; c) que hace conmutar el siguiente diagrama:
0! A ! B ! C ! 0
a # b # # c
0! A0 ! B0 ! C 0 ! 0
Es facil ver que la composicion de dos tripletas (a; b; c) y (a0; b0; c0), denida
como (a0  a; b0  b; c0  c); satisface los axiomas de la denicion 1.2.2.
Ejemplo 1.2.6 Las sheaves de grupos abelianos en un espacio topologico
y sus morsmos son una categora (como se vera en la proxima seccion),
as como las sheaves de OX-modulos y sus morsmos (ver seccion 1.2.9).
Denicion 1.2.7 Sean C1 y C2 categoras, y sean F y G dos functores
covariantes de C1 a C2: Una transformacion natural o morsmo de F a G;
que denotaremos por ' : F ! G; es una coleccion de morsmos
f'A : FA! GAg; A 2 Ob(C1)
(uno por cada objeto A); tal que para todo morsmo h : A ! B en C1, el
siguiente diagrama conmuta:
FA
'A! GA
Fh # Gh #
FB
'B! GB
En el caso en el que F y G sean functores contravariantes, ' : F ! G es un
morsmo si se cumple la condicion anterior, pero con las echas verticales
apuntando hacia arriba.
La coleccion
IdF = fIdA : FA! FAg; A 2 C1;
se llama el morsmo identidad de F en s mismo. Si H es otro functor
covariante, y   : G! H es un morsmo de G en H; entonces la coleccion
 A  'A; para cada A 2 Ob(C1); es un morsmo entre F y H, llamado el
morsmo compuesto de  y ', que se denotara por   '. El morsmo '
se llama un isomorsmo si existe   tal que   ' = IdF y '   = IdG:
En este caso decimos que los functores F y G son isomorfos.
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Ejemplo 1.2.8 SeaModR la categora de modulos sobre un anillo conmuta-
tivo R, y jemos un R-moduloM . Denamos TM como el producto tensorial
TM (N) = N 
RM: Si f : N ! L es un R-homomorsmo, denamos TM (f)
como
TM (f) = f 
R IdM :
Si R es un campo, la proposicion 1.1.3 arma precisamente que TM es un
functor covariante de la categora ModR en ella misma. Esta proposicion es
cierta para cualquier anillo conmutativo y no hace uso del hecho de que R
sea un campo, como se verica facilmente.
Sea HM : ModR ! ModR denido como HM (N) = HomR(M;N); y
HM (f) denido como
HM (f) : HomR(M;N)! HomR(M;L)
h 7! f  h
es facil ver que HM es un functor covariante de ModR en ModR:
En forma similar, GM denido como GM (N) = HomR(N;M); y
GM (f) : HomR(L;M)! HomR(N;M)
h 7! h  f
es un functor contravariante de la categora ModR en ella misma.
Ejemplo 1.2.9 Si Modk es la categora de espacios vectoriales sobre un
campo k, la operacion cu~na (seccion 1.1.4) dene para cada entero r  0 un
functor covariante ^r que asigna a cada espacio vectorial V el espacio vec-
torial ^r(V ): El ejercicio 1.1.10 demuestra que ^r es, en efecto, un functor.
Ejemplo 1.2.10 Como veremos mas adelante en este captulo (proposicion
1.2.45), en la categora de sheaves (respectivamente, de sheaves deOX -modu-
los), tomar secciones globales dene un functor covariante a la categora de
grupos abelianos (respectivamente, a la categora de OX(X)-modulos).
1.2.3. Lmites directos
Denicion 1.2.11 Un conjunto I; dotado de un orden parcial ; con la
propiedad de que para cada par de ndices i; j 2 I, existe un entero k 2 I;
con i; j  k, se denomina un conjunto dirigido.
Sean R; un anillo conmutativo con elemento identidad y fMi : i 2 Ig
una familia de R-modulos, indizada por I. Supongamos que para cualquier
i; j 2 I; con i  j, existe un R-homomorsmo fji : Mi ! Mj , que satisface
las siguientes dos condiciones:
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1. fii es la funcion identidad de Mi:
2. Para i; j  k; fki = fkj  fji:
El conjunto de modulos y R-homomorsmos fMi; fjigi;j2I se denomina
un sistema dirigido.
Sobre la union disjunta
S
i2IMi
2 denamos la siguiente relacion de equi-
valencia: dos elementos vi 2Mi y vj 2Mj son equivalentes si y solo si existe
un entero k tal que i; j  k; y fki (vi) = fkj (vj). El conjunto de clases de
equivalencia, que denotaremos por
lm !Mi = f[vi] : vi 2Mi; i 2 Ig;
tiene estructura natural de R-modulo, donde la accion de R se dene como
r  [vi] = [r  vi] ; y la suma de dos elementos [vi] ; [vj ] 2 lm !Mi como
[vi] + [vj ] = [fki (vi) + fkj (vj)] ;
con k 2 I un ndice cualquiera, tal que i; j  k. Es facil ver que estas
operaciones estan bien denidas y que dotan a lm ! Mi de estructura de
R-modulo, llamado el lmite directo del sistema dirigido fMi; fjigi;j2I .
Para cada Mi hay un homomorsmo natural de R-modulos
fi :Mi ! lm !Mi;
que enva a vi en su clase de equivalencia [vi]. Estos homomorsmos satis-
facen fj  fji = fi:
El lmite directo, flm !Mi; fig; satisface la siguiente propiedad universal
(y por tanto, es un objeto unvocamente determinado, salvo isomorsmos):
dado un R-modulo W y una familia de R-homomorsmos hi :Mi !W que
satisfacen hj  fji = hi; para todo i  j, existe un unico R-homomorsmo
h : lm !Mi !W; tal que hi = h  fi; para todo i.
Ejercicio 1.2.12 Demuestre que flm !Mi; fig satisface la propiedad univer-
sal enunciada en el parrafo anterior.
2Sin perdida de generalidad podemos suponer que los conjuntosMi son disjuntos. Si no
fuese as, podramos reemplazar cada Mi por el producto Mi  fig, y dotar cada \nueva
copia" con la misma estructura de R modulo de Mi:
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Un morsmo entre sistemas dirigidos, fAi; ajigi;j2I y fBi; bjigi;j2I (sobre
el mismo conjunto indizante I) es una coleccion de R-homomorsmos h =
fhi : i 2 Ig; con hi : Ai ! Bi que hacen conmutar el siguiente diagrama:
Ai
hi! Bi
# aji # bji
Aj
hj! Bj
(1.12)
Un morsmo h induce un homomorsmo (que tambien denotaremos por h)
h : lm !Ai ! lm !Bi; que enva [vi] en [hi(vi)]. Esta funcion esta bien denida,
ya que si [vi] = [vj ], entonces vj = ajivi; y por la conmutatividad de (1.12)
se tiene que hj(vj) = bji(hi(vi)); y por tanto, [hi(vi)] = [hj(vj)].
Una secuencia de sistemas dirigidos
0! Ai fi! Bi gi! Ci ! 0
se llama exacta, si la correspondiente secuencia de R-modulos es exacta para
cada i:
Proposicion 1.2.13 Si
0! Ai fi! Bi gi! Ci ! 0
es una secuencia exacta de sistemas dirigidos de R-modulos, entonces
0! lm !Ai
f! lm !Bi
g! lm !Ci ! 0
es exacta.
Ejercicio 1.2.14 Demuestre la proposicion anterior.
Ejemplo 1.2.15 Supongamos queN = fNigi2I es una coleccion de submodu-
los de un R-modulo M tal que si Ni y Nj estan en N ; existe un Nk en
la coleccion, con Ni; Nj  Nk: Dotemos a I del orden parcial i  j; si
Ni  Nj : La condicion anterior implica que I es dirigido. Si i  j; denamos
ji : Ni  Nj como la inclusion de Ni en Nj : Claramente, fNi; jigi2I es
un sistema dirigido. El lmite directo de este conjunto se denomina la union
directa de los submodulos Ni; y puede identicarse naturalmente con un
submodulo de M que contiene a todos los Ni:
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Ejemplo 1.2.16 Sea X un espacio topologico y p 2 X. Denotemos por
Ep al conjunto de todos los entornos abiertos de p. Si U y V son entornos,
denamos U  V; si V  U: Es claro que Ep; con esta relacion de orden, es
un conjunto dirigido. Para cada U 2 Ep; sea C0(U) el conjunto de funciones
continuas con valores reales en U; y si U  V , denotemos por
V U : C0(U)! C0(V )
f 7! f jV ;
la funcion que enva a f 2 C0(U) en su restriccion a V . El lmite directo,
C0p = lm !U2EpC
0(U);
se denomina el conjunto de germenes de funciones continuas en el punto
p; y, a la clase de cada f 2 C0(U); el germen de la funcion f en p; que
se denotara por fp: Notemos que dos clases de equivalencia fp y gp, donde
f 2 C0(U) y g 2 C0(V ) son iguales si y solo si existe un entorno abierto de
p; W  U \ V; tal que f jW = gjW :
Ejercicio 1.2.17 Decimos que fp es cero en p si f(p) = 0; para un represen-
tante cualquiera del germen fp: Muestre que esta nocion esta bien denida
y que
mp = ffp : f(p) = 0g;
el conjunto de germenes de funciones continuas que se anulan en p es un
ideal maximal de C0p : Muestre que este ideal es el unico ideal maximal de C0p ;
es decir, este anillo es local.
Sugerencia: para demostrar que C0p es local, muestre que todo elemento
fp que no se anule en p es invertible.
1.2.4. Presheaves y sheaves
Denicion 1.2.18 Sea X un espacio topologico. Una presheaf de grupos
abelianos en X consta de los siguientes datos:
1. Para cada abierto U  X, un grupo abeliano F (U) :
2. Para cada inclusion V  U de abiertos de X, un homomorsmo de
grupos abelianos V U : F (U) ! F (V ) que satisface las siguientes
condiciones:
F (?) = 0, y para todo abierto U , UU es el homomorsmo identidad.
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Si W  V  U son abiertos, entonces WU = WV  V U :
Denotaremos una presheaf por fF ; g o simplemente por F . Los elemen-
tos de F (U) se denominan secciones de F en U , y los de F (X) secciones
globales. Llamaremos a los homomorsmos V U homomorsmos restriccion
y escribiremos sjV en lugar de V U (s) ; si s 2 F (U). Tambien es comun
denotar a F(U) por  (U;F).
La presheaf restriccion de F al abierto U se dene como la presheaf que
asigna a cada abierto V  U el grupo F(V ), con los mismos homomorsmos
restriccion de F ; y se denotara por FjU:
Si cada F (U) tiene una estructura adicional, por ejemplo de anillo, alge-
bra, modulo, espacio vectorial, etc., y cada V U es un morsmo en la cor-
respondiente categora, diremos que F es una presheaf de anillos, algebras,
modulos, espacios vectoriales, etc.
En el lenguaje de categoras y functores, la denicion de presheaf puede
expresarse como sigue. Para cualquier espacio topologico denamos la cat-
egora Top (X), cuyos objetos son los abiertos de X; y los morsmos las
funciones inclusion. Una presheaf de grupos abelianos es entonces un func-
tor contravariante de Top (X) a la categora Ab; de grupos abelianos. En
forma mas general, se puede denir una presheaf con valores en una cat-
egora C sustituyendo cada F (U) por un objeto de C y cada V U por un
morsmo de C.
Una presheaf cuyas secciones estan determinadas en forma unvoca por
sus restricciones locales se denomina una sheaf.
Denicion 1.2.19 Una presheaf F en un espacio topologico X es una
sheaf, si para cualquier abierto U  X y para cualquier cubrimiento abierto
fUg2A de U se satisface la siguiente condicion: si s 2 F (U) es una
coleccion de secciones tales que sjU\U = sjU\U ; para todo U y U ,
existe una unica seccion s 2 F (U) tal que s = sjU en cada U.
En otras palabras, si las secciones locales en los conjuntos U coinciden
en las intersecciones, podemos encontrar una unica seccion en U cuyas res-
tricciones son las secciones dadas. Los elementos de F(U) pueden pensarse
en forma intuitiva como funciones en U que satisfacen una cierta propiedad
de caracter local, como por ejemplo, la continuidad, la diferenciabilidad,
la propiedad de ser localmente constante, etc. Sin embargo, no todas las
sheaves que aparecen en la geometra algebraica son sheaves de funciones,
aunque, como veremos mas adelante, toda sheaf es isomorfa a una cierta
sheaf de funciones, con la restriccion usual.
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Observese que la condicion de ser sheaf equivale a decir que la secuencia
0! F (U) f!
Y

F (U) g!
Y
(;)
F (U \ U) ; (1.13)
sea exacta, donde
f (s) =
Q
 sjU ; g (
Q
s) =
Q
(;)

sjU\U   sjU\U

:
Ejemplo 1.2.20 Sea R un anillo conmutativo y X un espacio topologico.
Para cada abierto U  X; denotemos por F (U) al anillo de las funciones de
U en R (con la suma y multiplicacion de funciones). Si V  U , denamos
V U como la restriccion usual de funciones de U a V: Se puede vericar
facilmente que F es una sheaf de anillos en X.
Ejemplo 1.2.21 En el ejemplo anterior podemos tomar R como el cam-
po de los numeros reales o complejos, y F (U) como el conjunto de las
funciones continuas, con la restriccion usual. Como la continuidad es una
propiedad local, es facil ver que F es una sheaf de anillos en X. Esta sheaf
se denotara por C0X . De manera similar, si X es Rn (o en general cualquier
manifold-ver captulo 2-), y F (U) es el conjunto de las funciones suaves
en U con valores reales o complejos, la coleccion fF ; g es tambien una
sheaf, que se denota usualmente por C1X , y por C1X;C; si las funciones toman
valores complejos. As mismo, las funciones holomorfas (con la restriccion
usual) denidas en abiertos de un manifold complejo forman una sheaf, co-
mo tambien lo es la sheaf de funciones regulares en una variedad o en un
esquema. Otros objetos que aparecen naturalmente en geometra y topologa
pueden verse como secciones de ciertas sheaves, como por ejemplo las sec-
ciones de un brado vectorial o las formas diferenciales en un abierto de un
manifold, como se vera mas adelante.
Ejemplo 1.2.22 Si en el ejemplo 1.2.21 F (U) es el conjunto de todas las
funciones acotadas, entonces F no es una sheaf de anillos. Los axiomas de
presheaf se satisfacen, mas no la condicion de sheaf. Por ejemplo, sea U = R2
y
Un = fp 2 R2 : jpj < ng:
Denamos sn : Un ! R como sn (p) = jpj2. La unica funcion s cuyas res-
tricciones a cada Un coinciden con sn es la funcion s (p) = jpj2, para todo
p 2 R2; pero claramente esta funcion no es acotada.
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Ejemplo 1.2.23 Sea X un espacio topologico y G un grupo abeliano no
trivial. Sea GX la presheaf en X; denida por GX (U) = G; para todo U 6= ?
y GX (U) = f0g ; si U = ?; con homomorsmos restriccion V U = IdG;
si ? 6= V  U; y V U = 0; si V = ?: Supongamos que X contiene
un conjunto abierto disconexo U; representado como la union disjunta de
conjuntos abiertos no vacos U1 y U2: Sean a1; a2 2 G dos elementos dis-
tintos y s1 = a1 2 GX (U1) = G y s2 = a2 2 GX (U2) = G: La condi-
cion s1jU1\U2 = s2jU1\U2 se satisface trivialmente, ya que U1 \ U2 = ?.
Pero, como a1 6= a2, no existe ninguna seccion s 2 GX (U) = G tal que
sjU1 = s1 y sjU2 = s2.
Si G0X(U) es el conjunto de funciones localmente constantes en U con
valores en G, y 0V U la restriccion usual de funciones, entonces fG0X ; 0V Ug
es una sheaf, que se acostumbra denotar por G:
Ejercicio 1.2.24 Demuestre que la presheaf C0X de funciones continuas con
valores reales es una sheaf.
Denicion 1.2.25 Sea F una presheaf en X y sea p 2 X. En la union dis-
junta
S
p2UF (U) denimos la siguiente relacion de equivalencia: s 2 F (U)
y t 2 F (V ) son equivalentes si y solo si existe un entorno abierto de p,
W  U \ V; tal que sjW = tjW . La clase de equivalencia de s se deno-
tara por sp y se denominara el germen de s en p. Al conjunto Fp de clases
de equivalencia lo llamaremos el stalk de la presheaf F en p.
El stalk de F en p tiene estructura natural de grupo abeliano: si sp y
tp son elementos en Fp; con s 2 F (U) y t 2 F (V ), tomemos W; cualquier
entorno de p contenido en U \V . Denimos la suma sp+ tp de sp y tp como
la clase en Fp de WU (s)+WV (t) : Es claro que esta suma es independiente
de los representantes s 2 F (U) y t 2 F (V ) ; y de las clases sp y tp; as como
del entorno abierto W .
Por otro lado, para todo p 2 U existe pU : F (U) ! Fp; una funcion
restriccion, que enva cada seccion s en su germen sp, el cual es un homo-
morsmo de grupos abelianos. Como vimos en el ejemplo 1.2.16, si F es
una presheaf en X y p 2 X, la coleccion fF (U) ; V UgU2Ep ; es un sistema
dirigido, y es claro entonces que el stalk de F en p 2 X es precisamente el
lmite directo de los conjuntos F (U) ; Fp = lm !F (U) :
Notemos tambien que si F es una sheaf, entonces una seccion s de F en
U esta completamente determinada por sus imagenes en los stalks Fp; para
todo p 2 U . Es decir, dos secciones s y t en U son iguales, si y solo si sp = tp,
para todo p 2 U . En efecto, si sp = tp; para todo p 2 U , entonces para cada
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p existe un entorno Up  U tal que sjUp = tjUp , y como obviamente los Up
cubren a U; se deduce que s = t en F (U).
En la categora de las presheaves en un espacio topologico X la nocion
de morsmo es la siguiente.
Denicion 1.2.26 Sean F y G presheaves enX. Un morsmo ' : F ! G es
una coleccion de homomorsmos de grupos abelianos 'U : F (U) ! G (U) ;
(uno por cada abierto de X), tal que si V  U; el siguiente diagrama es
conmutativo
F (U) 'U! G (U)
#V U; F #V U; G
F (V ) 'V! G (V )
(1.14)
donde V U;F y V U;G denotan los homomorsmos restriccion de F y G:
Si F y G son sheaves, ' se denomina un morsmo, si lo es como morsmo
de presheaves. Si F y G son sheaves de anillos, algebras, espacios vectoriales,
etc., ' se denomina un morsmo de sheaves de anillos, algebras, espacios
vectoriales, etc., si 'U es un morsmo en la categora correspondiente.
Los morsmos pueden componerse en forma natural: si ' : F ! G y
 : G ! H son morsmos, el morsmo   ' se dene en cada U como
 U 'U ; y es facil ver que esta composicion es asociativa. ' se denomina un
isomorsmo si existe un morsmo  : G ! F , tal que '   y   ' es el
morsmo identidad en G y F :
Lo anterior nos muestra que las presheaves (respectivamente, las sheaves)
en X forman a su vez una categora. El conjunto de morsmos de presheaves
de F en G se denotara por HomX(F ;G) y es un grupo abeliano, con la
operacion ('+  )U = 'U +  U :
Proposicion 1.2.27 Un morsmo de presheaves ' : F ! G induce en
forma natural un morsmo en los stalks 'p : Fp ! Gp; para cada p 2 X.
Prueba. Para cada p 2 X denimos 'p : Fp ! Gp, como la funcion que
enva cada germen sp en Fp en el germen ('U (s))p; donde s es cualquier
representante de sp en un entorno abierto U de p. 'p esta bien denido,
pues si s1 2 F (U1) y s2 2 F (U2) tienen el mismo germen en p, entonces
por denicion existe un abierto V  U1 \ U2; tal que s1jV = s2jV : Luego
'V (s1jV ) = 'V (s2jV ) ; y por ser ' un morsmo de sheaves, 'U1 (s1)jV =
'U2 (s2)jV : Por tanto ('U1 (s1))p = ('U2 (s2))p; y en consecuencia el valor
de 'p sobre un germen no depende del representante escogido. Es claro que
'p es un homomorsmo, por la forma como fue denido.
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Ejercicio 1.2.28 Demuestre que todo morsmo de sheaves ' : F ! G
queda determinado por los morsmos inducidos en los stalks, es decir, si
'; son morsmos de sheaves tales que 'p =  p; para cada p 2 X, entonces
' =  .
Denicion 1.2.29 Una subsheaf de una sheaf fF ; g es una sheaf F 0 que
satisface las siguientes condiciones:
1. Para todo abierto U  X, F 0 (U) es un subgrupo de F (U).
2. Cada homomorsmo restriccion 0V U : F 0(U) ! F 0(V ) es igual a la
restriccion V U jF 0(U) :
Se sigue de esta denicion que, para todo punto p, el stalk F 0p es un
subgrupo de Fp.
Denicion 1.2.30 Sea ' : F ! G un morsmo de presheaves. La presheaf
kernel de ', cokernel de ', e imagen de ' se dene como la presheaf que
asigna a cada abierto U los grupos ker('U ), coker'U , e im('U ); respectiva-
mente.
Proposicion 1.2.31 Sea ' : F ! G un morsmo de sheaves. La presheaf
kernel de ' es una subsheaf de F :
Prueba. Sea fUg2A un cubrimiento abierto de U . Consideremos el si-
guiente diagrama conmutativo
ker('U )  F (U) 'U! G (U)
# # #
ker('U)  F (U)
'U! G (U)
donde las echas verticales denotan las funciones restriccion correspondien-
tes. Sea s 2 ker('U); tal que sjU\U = sjU\U : Como F es una sheaf
existe una seccion s 2 F (U) tal que s = sjU . Ademas, de la conmuta-
tividad del diagrama se sigue que 'U (s)jU = 'U (s) = 0: Como G es
una sheaf, se tiene que 'U (s) = 0; y por consiguiente s 2 ker('U ). Para
demostrar la unicidad de s basta ver que si s 2 ker('U )  F (U) es tal que
sjU = 0 2 ker('U)  F (U) ; entonces s = 0: Pero esto es claro ya que F
es una sheaf.
Nota 1.2.32 En general las presheaves cokernel e imagen no son sheaves,
como se muestra a continuacion.
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Ejemplo 1.2.33 Sea X = C = C f0g el plano complejo menos el origen,
y sean OX la sheaf de funciones holomorfas (con la operacion suma), y OX
la sheaf que a cada abierto U le asigna las funciones holomorfas en U que
no se anulan en ningun punto de U , con la operacion producto. Si
exp : OX ! OX
es el morsmo exponencial, denido por expU : f 7! ef ; f 2 OX (U) ;
entonces la presheaf denida como U 7! im(expU ); no es sheaf. En efecto, si
U1 = C  fx 2 R : x  0g
U2 = C  fx 2 R : x  0g ;
y hacemos f1 (z) = z en U1, f2 (z) = z en U2, entonces fi 2 im(expUi); ya
que U1 y U2 son simplemente conexos, y en consecuencia puede denirse en
cada uno de ellos una rama logi de la funcion logaritmo, y por consiguiente
funciones gi 2 OX(Ui); gi = logi(z); que satisfacen exp(gi) = fi en Ui. Sin
embargo, no existe una funcion f 2 im(expU1[U2); con f jUi = fi, ya que
esta funcion sera un logaritmo en X, que, como se demuestra en los cursos
elementales de analisis complejo, no puede denirse en C:
La siguiente proposicion muestra que siempre existe una sheaf asociada
(en forma natural) a una presheaf.
Proposicion 1.2.34 Dada una presheaf F , existe una sheaf F+ y un mor-
smo  : F ! F+, tal que para cualquier sheaf G y cualquier morsmo
' : F ! G, existe un unico morsmo '+ : F+ ! G; que satisface ' = '+.
El par (F+; ) es unico, salvo isomorsmos. F+ es llamada la sheacacion
de la presheaf F .
Prueba. Comencemos por construir a F+. Para cada abierto U  X, sea
F+ (U) el conjunto de todas las funciones s+ de U a la union disjuntaS
p2UFp de los stalks de F en los puntos de U , tales que:
1. para cada p 2 U , s+ (p) 2 Fp:
2. para cada p 2 U , existe un entorno V de p, contenido en U , y un
elemento t 2 F (V ), tal que para todo q 2 V , s+ (q) = tq:
De la naturaleza local de la denicion se sigue facilmente que F+; con
las restricciones naturales, es una sheaf. Sea  : F ! F+ el morsmo que
para cada U enva s 2 F(U) en la funcion s+; denida por s+ (p) = sp.
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Se ve sin ninguna dicultad que s+ 2 F+ (U), y que  es un morsmo de
presheaves.
Veamos que se satisface la propiedad universal descrita. Para ello, sea G
una sheaf y ' : F ! G un morsmo. Tomemos t 2 F+(U). Por la condicion
2, existe un cubrimiento abierto fUg2A de U; y elementos t 2 F (U)
tales que para todo p 2 U, (t)p = t (p). Como (t)p = (t)p ; para todo
p 2 U \ U; tenemos que ('U(t))p = ('U (t))p; ya que
('U(t))p = 'p((t)p) = 'p((t)p) = ('U (t))p:
Como G es una sheaf, se tiene que 'U (t)jU\U = 'U (t)

U\U ; de lo
cual se deduce que existe un unico v 2 G (U) ; tal que 'U (t) = vjU :
Denamos '+ : F+ ! G como '+U (t) = v. Note que si p 2 U entonces
p 2 U; para algun  y
vp = (vjU)p = ('U (t))p = 'p((t)p) = 'p (t (p)) :
Esto implica que la denicion de '+ no depende de la coleccion fU; tg
escogida, ya que si fU 0; t0g es otra coleccion, y v0 es tal que v0p = 'p (t (p)) ;
entonces v0p = vp; para todo p 2 U , de lo cual se deduce que v0 = v en G (U).
Queda por probar que si t = U (s) ; con s 2 F (U), entonces '+U (t) =
'U (s) : Pero esto se sigue de la denicion de '
+, tomando el cubrimiento
trivial fU1 = Ug, ya que '+U (t) y 'U (s) son ambas iguales a v:
La unicidad de '+ se sigue del hecho de que cualquier morsmo con las
propiedades de '+ coincide localmente con '.
Denicion 1.2.35 Si ' : F ! G es un morsmo de sheaves, denimos
la imagen de ' como la sheacacion de la presheaf imagen de ' y la
denotaremos tambien como im('). Denimos el cokernel de ', denotado
coker', como la sheacacion de la presheaf cokernel de '.
Para cada morsmo de sheaves ' : F ! G, la propiedad universal de
la sheacacion garantiza la existencia de un morsmo i+ : im(')! G; tal
que i+   = i, la inclusion de la presheaf im' en G.
Denicion 1.2.36 Un morsmo de sheaves ' : F ! G es inyectivo si
ker(') = 0; y sobreyectivo si i+ : im(')! G es un isomorsmo. Es costum-
bre escribir im(') = G cuando se quiere armar que ' es sobreyectivo.
Ejercicio 1.2.37 Demuestre que i+ es inyectivo y por tanto, im(') puede
identicarse como una subsheaf de G.
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Denicion 1.2.38 Diremos que una secuencia de sheaves
   ! F i 1 '
i 1
! F i '
i
! F i+1 '
i+1
!   
es exacta, si para cada i, ker('i) = im('i 1).
Lema 1.2.39 Sea ' : F ! G un morsmo de sheaves. Entonces para cada
punto p, (ker('))p = ker('p) e (im('))p = im('p). Mas aun,
0! (ker('))p ! Fp ! (im('))p ! 0
es una secuencia exacta.
Prueba. Para cada U las secuencias
0! (ker('))(U) iU! F(U) 'U! (im('))(U)! 0
son exactas. De la proposicion 1.2.13 se obtiene que
0! lm !Ep(ker('))(U)! lm !EpF(U)! lm !Ep(im('))(U)! 0;
es exacta, donde Ep denota el conjunto dirigido de entornos abiertos de p.
Pero esto signica precisamente que 0 ! (ker('))p ! Fp ! (im('))p ! 0
es exacta.
Proposicion 1.2.40 Sea ' : F ! G un morsmo de sheaves en X. En-
tonces las siguientes armaciones son equivalentes.
1. El morsmo ' es inyectivo.
2. El homomorsmo inducido en los stalks, 'p; es inyectivo, para todo
p 2 X:
3. 'U es inyectivo, para todo U:
Prueba. 1 ) 2. Supongamos que ' es inyectivo. Entonces ker(') = 0. Por
el lema 1.2.39, ker('p) = (ker('))p = 0; y por tanto, 'p es inyectivo.
2 ) 3. Supongamos que 'p es inyectivo, y probemos que 'U tambien lo
es. Sea s 2 F (U), y supongamos que 'U (s) = 0. Entonces, para todo p 2 U ,
la imagen 'p(sp) = ('U (s))p de 'U (s) en el stalk Gp es 0. Puesto que 'p es
inyectivo para cada p, se sigue que sp = 0 en Fp para cada p 2 U . Por tanto,
existe un entorno abierto Wp de p, con Wp  U , tal que sjWp = 0. Como los
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abiertos Wp forman un cubrimiento de U; y F es una sheaf, s tiene que ser
cero en U , y por tanto, 'U es inyectivo.
3 ) 1. Supongamos que 'U es inyectivo para todo U . Entonces
(ker') (U) = ker'U = 0;
para todo U . Por tanto ker(') = 0; y en consecuencia ' es inyectivo.
Proposicion 1.2.41 Sea ' : F ! G un morsmo de sheaves en X. En-
tonces ' es un isomorsmo, si y solo si el homomorsmo inducido en los
stalks, 'p; es un isomorsmo para todo p 2 X.
Prueba. Si ' es un isomorsmo, es claro que 'p tambien lo es.
Recprocamente, supongamos que 'p es un isomorsmo para todo p 2 X.
Para probar que ' es un isomorsmo, basta ver que 'U : F (U)! G (U) es
un isomorsmo, para todo U , ya que esto nos permite denir un morsmo
 ; como  U = '
 1
U ; para cada U , el cual es obviamente el inverso de ':
De la proposicion 1.2.40 se sigue que 'U es inyectivo. Veamos que 'U es
sobreyectivo. Sea s un elemento de G(U). Para cada p 2 U; de la sobreyec-
tividad de 'p se sigue que 'Up (t (p)) = sjUp ; para algun t (p) 2 F (Up). Si
p; q son dos puntos cualesquiera de U , se tiene que t (p)jUp\Uq y t (q)jUp\Uq
son dos secciones en F (Up \ Uq) que son enviadas en sjUp\Uq . Por la inyec-
tividad de ', estas secciones coinciden, y de los axiomas de sheaf, se deduce
que existe una seccion t 2 F (U) tal que tjUp = t (p) ; para cada p. Como
'U (t)jUp = sjUp , se deduce que 'U (t) = s.
Proposicion 1.2.42 Sea ' : F ! G un morsmo de sheaves en X. Las
siguientes armaciones son equivalentes.
1. ' es sobreyectivo.
2. El homomorsmo inducido en los stalks, 'p; es sobreyectivo, para todo
p 2 X
3. Para todo abierto U  X, y todo s 2 G (U), existe un cubrimiento
abierto fUg2A de U , y elementos t 2 F (U), tales que 'U (t) =
sjU ; para todo U.
Prueba. 1 ) 2. Supongamos que ' es sobreyectivo. Entonces im(') = G.
Por el lema 1.2.39, im('p) = (im('))p = Gp; y por tanto, 'p es sobreyectivo.
2 ) 3. Supongamos que 'p es sobreyectivo para todo p 2 X. Fijemos
s 2 G (U). Por la sobreyectividad, podemos encontrar tp 2 Fp; tal que
38 CAPITULO 1. SHEAVES Y ESPACIOS ANILLADOS
'p (tp) = sp. Supongamos que tp es representado por una seccion t (p) en un
entorno abierto Up de p. Entonces 'Up (t (p)) y sjUp son dos elementos de
G (Up), cuyo germen es el mismo, puesto que ('Up(t (p)))p = 'p (tp) = sp:
Por tanto, reemplazando Up por un entorno abierto mas peque~no, si fuera
necesario, podemos suponer que 'Up (t (p)) = sjUp : Esto proporciona un
cubrimiento abierto fUp : p 2 Ug de U; y secciones t (p) 2 F (Up) que
satisfacen las condiciones requeridas en 3.
3 ) 2. Se sigue claramente de las deniciones.
2 ) 1. Si se satisface 2, entonces 'p es sobreyectivo, y por tanto, tam-
bien lo es i+p ; donde i
+ : im(')! G es el morsmo canonico inducido por la
inclusion de la presheaf im(') en G: Como ya sabemos que este ultimo mor-
smo es inyectivo, se sigue de la proposicion 1.2.41 que i+ es un isomorsmo.
Corolario 1.2.43 Una secuencia
0! F 0 '! F  ! F 00 ! 0 (1.15)
es exacta si y solo si para cada p 2 X la correspondiente secuencia en los
stalks
0! F 0p
'p! Fp  p! F 00p ! 0 (1.16)
es exacta.
Prueba. De las proposiciones 1.2.40 y 1.2.42 se sigue que la exactitud en
los extremos de (1.15) y (1.16) son armaciones equivalentes.
La exactitud de (1.15) en el medio signica que im(') = ker( ), y como
(im('))p = im('p) y (ker( ))p = ker( p); se sigue que im('p) = ker( p), lo
cual demuestra la exactitud de (1.16) en el medio.
Para demostrar el recproco veamos primero que im(')  ker( ), lo que
equivale a demostrar que para cada abierto U , y s 2 F 0(U); el elemento
 '(s) es cero. Pero en cada p 2 U , ( '(s))p =  p'p(sp) = 0; por la ex-
actitud en el medio de (1.16). Como F 00 es una sheaf, se sigue que  '(s)
es cero. Luego ' : F 0 ! ker( ) es un morsmo bien denido. Nuevamente,
de la exactitud de (1.16), se sigue que ' es un isomorsmo en los stalks
y por la proposicion 1.2.41, es entonces un isomorsmo, y en consecuencia
im(') = ker( ).
La siguiente proposicion nos muestra que ' puede ser sobreyectivo sin
que 'U lo sea. El morsmo de sheaves exp es sobreyectivo, como se demuestra
a continuacion, y sin embargo, como se vio en el ejemplo 1.2.33,
expX : OX(X)! OX(X)
1.2. SHEAVES Y ESPACIOS ANILLADOS 39
no lo es.
Proposicion 1.2.44 Sea X = C y sean OX y OX las sheaves denidas
en el ejercicio 1.2.33. Entonces la secuencia de sheaves
0! 2iZ! OX exp! OX ! 0
es exacta. Aqu 2iZ denota la sheaf de funciones localmente constantes con
valores en 2iZ y la echa de la izquierda denota la inclusion.
Prueba. El unico punto no trivial es demostrar que el morsmo de sheaves
exp : OX ! OX es sobreyectivo. De acuerdo con la proposicion 1.2.42 basta
vericar que para cada z0 2 X el homomorsmo
expz0 : OX;z0 ! OX;z0 ;
es sobreyectivo.
Para cada punto z0 2 X y cada e 2 OX;z0 , existe un entorno abierto
simplemente conexo U de z0 tal que e es el germen de una funcion holomorfa
f : U ! C. Como f(z) 6= 0 para todo z 2 U; es posible construir una
funcion holomorfa g : U ! C tal que f = exp (g) : Basta denir
g(z) = w0 +
zZ
z0
f 0()
f()
d;
donde la integral se toma sobre cualquier camino  contenido en U; que una
a z0 con z; y w0 es cualquier complejo que satisfaga exp(z0) = f(z0): De
aqu se sigue que expz0 (gz0) = fz0 = e; y por tanto, expz0 es sobreyectivo.
Proposicion 1.2.45 Para cada U  X, el functor   (U; ) ; de la categora
de sheaves en X a la categora de grupos abelianos, es un functor exacto a
izquierda. Es decir, si 0 ! F 0 ! F ! F 00 ! 0 es una secuencia exacta de
sheaves, entonces 0 !   (U;F 0) !   (U;F) !   (U;F 00) es una secuencia
exacta de grupos.
Prueba. Supongamos que la secuencia
0! F 0 '! F  ! F 00 ! 0
es exacta. Por el corolario 1.2.43, para cada p 2 X; la secuencia
0! F 0p
'p! Fp  p! F 00p ! 0 (1.17)
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es exacta. Veamos que para cada U  X,
0!    U;F 0 'U!   (U;F)  U!    U;F 00 ; (1.18)
es exacta. Como ' es inyectivo, por la proposicion 1.2.40, 'U lo es.
Para demostrar la exactitud en el medio, notemos primero que  U 'U =
(  ')U = 0U = 0; lo cual implica que im('U )  ker( U ). Para probar la
otra inclusion, supongamos que s 2   (U;F) es tal que  U (s) = 0. Puesto
que (1.17) es exacta,  p (sp) = ( U (s))p = 0p = 0; y por tanto, podemos
encontrar tp 2 F 0p tal que 'p (tp) = sp. Supongamos que tp es representado
por una seccion t (p) en un entorno abierto Up de p. Como F es una sheaf,
existe una seccion t 2   (U;F) tal que tjUp = t (p) ; para cada p; y 'U (t) = s.
Luego s 2 im('U ); y por tanto, ker( U )  im('U ).
Ejercicio 1.2.46 Demuestre las siguientes armaciones:
1. Para cualquier presheaf F en X el morsmo  : F ! F+ induce un
isomorsmo en los stalks p : Fp ! F+p :
2. Si F es una sheaf en X; demuestre que el morsmo de presheaves
 : F ! F+;
es un isomorsmo.
Sea F 0 una subsheaf de la sheaf F . Para cada abierto U denamos
H (U) = F (U) =F 0 (U) ,
y V U;H; como el homomorsmo inducido en el cociente por V U;F . Denote-
mos por LU : F (U) ! H (U) al homomorsmo canonico al cociente, y por
[s] a LU (s). Entonces, para V  U se tiene que V U;H ([s]) = [V U;F (s)] =
[sjV ] ; para cada [s] 2 H (U). El homomorsmo V U;H esta bien denido, ya
que si [s1] = [s2] ; entonces s1 s2 2 F 0 (U) y por tanto, (s1   s2)jV 2 F 0 (V ).
Luego [s1jV ] = [s2jV ] y, en consecuencia, fH; V U;Hg es una presheaf de gru-
pos abelianos.
Denicion 1.2.47 La sheaf cociente F=F 0 es la sheacacion de la presheaf
H.
Sea  : H ! F=F 0 el morsmo canonico de H a su sheacacion. En-
tonces el morsmo  =   L : F ! F=F 0; que llamaremos el morsmo
canonico al cociente, es sobreyectivo, ya que para cada p 2 X, el homomor-
smo p : Hp ! (F=F 0)p es un isomorsmo (ver ejercicio anterior) y Lp
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es sobreyectivo. El kernel de este morsmo es igual al kernel de p; que es
claramente F 0p. Por tanto, las secuencias 0! F 0p ! Fp
p! (F=F 0)p ! 0; son
exactas, y por el corolario 1.2.43, 0 ! F 0 ! F ! F=F 0 ! 0; tambien es
exacta.
Proposicion 1.2.48 Todo morsmo sobreyectivo de sheaves ' : F ! G
induce un isomorsmo e' : F= ker(')! G; tal que
F '! G
#  % e'
F= ker(')
(1.19)
es conmutativo. Ademas, todo morsmo con esta propiedad es unico.
Prueba. Los homomorsmos 'U : F(U) ! G(U) inducen homomorsmos
inyectivos
'U : H(U) = F(U)= ker('(U))! G(U);
que conmutan con las restricciones de H y G; y que por tanto, denen un
morsmo inyectivo ' : H ! G: Por la propiedad universal de la shea-
cacion, existe un morsmo e' = '+ : F= ker(') ! G que hace conmutar el
diagrama:
H '! G
#  e'%
F= ker(')
(1.20)
Para cada p 2 X, 'p = 'p es sobreyectiva (por hipotesis) e inyectiva, ya que
' lo es. Por tanto 'p es un isomorsmo, y como p tambien lo es, se sigue
que e'p es un isomorsmo, y en consecuencia e' lo es.
Por otro lado, si L : F ! H denota el morsmo de presheaves que en
cada U es el homomorsmo canonico LU : F(U) ! F(U)=F 0(U); entonces
'L = '; de donde se sigue que e' = e' ( L) = (e')L = 'L = ':
Si e' y e hacen conmutar el diagrama (1.19), pasando a los stalks se obtiene
que e'p = e p; para todo p 2 X, de lo cual se deduce la unicidad de e'.
Ejercicio 1.2.49 Sea ' : F ! G un morsmo de sheaves y A  ker(')
una subsheaf, entonces existe un unico morsmo e' : F=A ! G que hace
conmutar el diagrama:
F '! G
#  e'%
F=A
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Ejercicio 1.2.50 Sea 0 ! F 0 ! F ! F 00 ! 0 una secuencia exacta de
sheaves. Demuestre que F=im() es isomorfa a F 00:
1.2.5. Imagen directa de una sheaf
Sea f : X ! Y una funcion continua de espacios topologicos. Para
cualquier presheaf F enX denimos la presheaf imagen directa fF en Y co-
mo la presheaf que a cada abierto V  Y le asocia (fF) (V ) = F
 
f 1 (V )

;
y si W  V , entonces el homomorsmo restriccion
f 1(W )f 1(V );F : F
 
f 1 (V )
! F  f 1 (W )
es la restriccion de fF :
Proposicion 1.2.51 Si F es una sheaf, entonces fF tambien lo es.
Prueba. Sea fVg2A un cubrimiento abierto de V  Y . La secuencia
0! F  f 1 (V )!Y

F  f 1 (V)! Y
(;)
F  f 1 (V) \ f 1 (V) ;
es exacta, donde los morsmos son denidos como en (1.13), ya que los
abiertos ff 1(V)g forman un cubrimiento abierto de f 1(V ) y F es una
sheaf. Como esta secuencia es por denicion
0! (fF) (V )!
Y

(fF) (V)!
Y
(;)
(fF) (V \ V) ;
su exactitud es equivalente a que fF sea una sheaf.
Un computo sencillo muestra que el stalk de fF en q 2 Y es
(fF)q = lm !q2V F
 
f 1 (V )

: (1.21)
Notemos ademas que f es un functor covariante de la categora Sh (X)
de sheaves en X; a la categora Sh (Y ) ; de sheaves en Y . Si ' : F ! G es un
morsmo de sheaves en X, entonces ' induce en forma natural un morsmo
' : fF ! fG; denido en cada abierto V  Y como 'V = 'f 1(V ):
Ejercicio 1.2.52 Demuestre las siguientes armaciones:
1. Para cualquier sheaf F en X se tiene que   (Y; fF) '   (X;F) :
2. Demuestre que f es un functor covariante de Sh (X) a Sh (Y ) :
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3. Demuestre que el functor f es exacto a izquierda. Es decir, que si
0! F 0 ! F ! F 00 ! 0
es una secuencia exacta en Sh (X), entonces
0! fF 0 ! fF ! fF 00
es una secuencia exacta en Sh (Y ).
1.2.6. Suma y producto directo de sheaves
Para cada familia fFigi2I de sheaves en X, sea P (U) =
Q
i2IFi (U) ;
el producto directo de los grupos Fi (U), y para U; V , con V  U , sea
V U =
Q
i2I
i
V U el producto directo de los homomorsmos restriccion
iV U : Fi (U)! Fi (V ) :
Es claro que fP; V Ug es una presheaf en X. Veamos que esta presheaf es
en efecto una sheaf.
Sea U  X un abierto, y fUg2A un cubrimiento abierto de U . Sean
t = (si;)i2I secciones de P en U que coinciden en U \ U; es decir,
tales que (U\U)U(t) = (U\U)U (t) : Entonces, para cada i 2 I;
si;jU\U = si;jU\U ; y como Fi es sheaf, existen secciones (de hecho
unicas), si 2 Fi (U) ; tales que si; = sijU : Es claro que el elemento t =
(si)i2I 2 P satisface UU (t) = t; y por tanto, P es una sheaf.
Esta sheaf es llamada el producto directo de las sheaves fFigi2I , y se
denotara por
Q
i2IFi.
Para cada Fi existen morsmos naturales inclusion i : Fi !
Q
i2IFi; y
proyeccion i :
Q
i2IFj ! Fi:
Ejercicio 1.2.53 Demuestre las siguientes armaciones.
1. P = Qi2IFi satisface la propiedad universal de un producto en la
categora de sheaves. Es decir, dada una sheaf G; y una familia de
morsmos de sheaves 'i : G ! Fi; existe un unico morsmo de sheaves
' : G ! P, tal que 'i = i  '; para todo i 2 I.
2. Si I es un conjunto nito, la sheaf
Q
i2IFi es tambien un coproducto
en la categora de sheaves. Es decir, dada una sheaf G y morsmos
 i : Fi ! G, existe un unico morsmo  i :
Q
i2IFi ! G; tal que
 ii =  i: En este caso
Q
i2IFi se acostumbra denotar por
L
i2IFi;
y se llama la suma directa de las sheaves Fi.
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3. Si I es un conjunto arbitrario, la sheacacion de la presheaf suma
directa, denida por la asignacion U 7!Li2IFi(U); y con restriccio-
nes dadas por la suma de las restricciones V U =
L
i2I
i
V U ; es un
coproducto en la categora de sheaves.
1.2.7. B-Sheaves
En un gran numero de situaciones se parte de una presheaf F denida en
una coleccion restringida B de abiertos de X; y se quiere construir en forma
canonica una sheaf asociada a estos datos. En forma precisa, supongamos
que B es una coleccion de abiertos que cubren a X que satisface la siguiente
condicion:
(*) Para cada punto p 2 X, y cada par de entornos abiertos de p, Up y Vp
en B existe Wp 2 B, tal que Wp  Up \ Vp.
Si B es una base de la topologa de X, B satisface esta propiedad. De-
notemos por B (X) la categora cuyos objetos son los elementos de B; y
cuyos morsmos son las inclusiones. Esta es una subcategora de la cate-
gora Top (X). Una B-presheaf F de grupos abelianos es un functor contra-
variante de la categora B (X) a la categora Ab de grupos abelianos. En
forma explcita, una B-presheaf consta de una asignacion U ! F(U) para
cada abierto U 2 B y restricciones V U : F(U) ! F(V ) para cada par
de abiertos V  U en B; tales que WV  V U = WU , si U; V;W 2 B y
W  V  U .
La condicion (*) permite denir el stalk Fp; en cada p (en forma similar
a como se construyo la sheacacion de una presheaf), como el conjunto de
clases de equivalencia de elementos de la union disjunta
S
Up2BF(Up): Es
decir, Fp es precisamente lm !F(Up), con Up 2 B.
Esto permite denir una sheaf asociada a F , sheacando a F exac-
tamente en la misma forma como se hizo anteriormente. A esta sheaf la
llamaremos la sheaf asociada a la B-presheaf F ; y cuando no haya peligro
de confusion, se denotara nuevamente por F :
Ejercicio 1.2.54 Sea X un espacio topologico y fUg2A un cubrimiento
abierto de X. Sea F una sheaf en U; y para cada ;  sea
' : FjU\U ! F jU\U
un isomorsmo tal que
1. para cada , ' = Id; y
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2. para cada ; ; , ' = '  ' ; en U \ U \ U.
Demuestre que, salvo isomorsmos, existe un unico par (F ; f g),
donde   : FjU ! F son isomorsmos tales que para cada ; ,
  = '   ; en U \ U.
1.2.8. Espacios anillados
Muchas de las estructuras consideradas en geometra y topologa diferen-
cial, y en geometra algebraica, pueden ser descritas de manera conveniente
como espacios topologicos equipados con una cierta \sheaf estructural" de
anillos conmutativos con identidad.
Denicion 1.2.55 Un espacio anillado es un par (X;OX) ; que consta de
un espacio topologico X y una sheaf OX de anillos conmutativos con iden-
tidad. Un espacio anillado se llama local, si para cada punto p 2 X, el stalk
OX;p es un anillo local, es decir, un anillo que posee un unico ideal maximal.
Un morsmo de espacios anillados de (X;OX) en (Y;OY ) es un par
(f; f) ; donde f : X ! Y es una funcion continua y f : OY ! fOX es un
morsmo de sheaves de anillos en Y , es decir, para cada abierto V  Y ,
fV : OY (V )! fOX(V )
es un homomorsmo de anillos.
Si (f; f) : (X;OX) ! (Y;OY ) y (g; g) : (Y;OY ) ! (Z;OZ) son mor-
smos de espacios anillados, la composicion (g; g)  (f; f) es el par que
consta de la funcion g  f : X ! Z y el morsmo (g  f) = g (f)  g:
Este morsmo es la composicion
OZ g

! gOY g(f
)! gfOX = (g  f)OX :
Si (f; f) : (X;OX) ! (Y;OY ) es un morsmo de espacios anillados, el
morsmo f : OY ! fOX induce en los stalks un homomorsmo de anillos
fp : OY;f(p) ! OX;p; de la siguiente manera: para cada entorno abierto V
de f(p); f 1(V ) es un entorno abierto de p: Cuando V vara sobre todos
los entornos de f (p), f 1 (V ) vara sobre entornos de p; y por tanto, tiene
sentido denir un homomorsmo
' : OY;f(p) = lm !p2VOY (V )! lm !p2VOX
 
f 1 (V )

:
Sea  : lm !OX
 
f 1 (V )
! OX;p; el homomorsmo de anillos que se obtiene
de la propiedad universal del lmite directo. El homomorsmo fp se dene
como   '.
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Denicion 1.2.56 Un morsmo de espacios anillados locales
(f; f) : (X;OX)! (Y;OY );
es un morsmo de espacios anillados tal que fp es un homomorsmo local
de anillos, para todo p 2 X. Es decir, la imagen bajo fp del ideal maximal
de OY;f(p) esta contenida en el ideal maximal de OX;p.
Un isomorsmo de espacios anillados es un morsmo (f; f) con inversa
a izquierda y a derecha, lo que equivale a decir que f es un homeomorsmo
de espacios topologicos y f es un isomorsmo de sheaves de anillos. El
isomorsmo se llama local, si cada fp es un isomorsmo local. Dos espacios
anillados se dicen isomorfos si existe un isomorsmo entre ellos.
Ejemplo 1.2.57 Sea f : X ! Y una funcion continua entre espacios
topologicos. Para cada abierto V  Y denimos el pullback
C0Y (V )! C0X
 
f 1 (V )

como la funcion que enva cada g en g  f . El pullback induce un morsmo
de sheaves f : C0Y ! fC0X ; y por tanto, un morsmo de espacios anillados
(f; f) : (X; C0X)! (Y; C0Y ):
Ejemplo 1.2.58 En forma similar, una funcion suave f : M ! N entre
manifolds suaves (ver el siguiente captulo) induce un morsmo de sheaves
f : C1N ! fC1M ; que corresponde al pullback de f : si V  N es un abierto,
para cada g 2 C1N (V ); f(g) = g  f 2 C1M (f 1(V )): Por tanto, f dene un
morsmo de espacios anillados (f; f) : (M; C1M ) ! (N; C1N ) que, como se
vera mas adelante, es local.
Los ejemplos anteriores son casos particulares de la siguiente situacion
general. Supongamos que (X;OX) y (Y;OY ) son espacios anillados locales,
y que las sheaves OX y OY satisfacen las siguientes dos propiedades:
1. OX y OY son subsheaves de la sheaf de funciones con valores reales en
X y en Y; y para cada par de abiertos U  X y V  Y; tanto OX(U);
como OY (V ); contienen todas las funciones constantes en U y en V ,
respectivamente. Esta ultima condicion permite dotar a OX(U) y a
OY (V ) de estructura natural de R-algebra, de la siguiente manera: si
; f 2 OX(U), donde  es una funcion constante,   f se dene como
el producto de las funciones  y f (y en forma similar para OY (V )).
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2. Para cada par de puntos p 2 X y q 2 Y; los ideales maximales mp
de OX;p y mq de OY;q consisten precisamente de aquellos germenes de
funciones que se anulan en p y en q; respectivamente.
Teorema 1.2.59 Supongamos que (X;OX) y (Y;OY ) son espacios anilla-
dos locales, y que las sheaves OX y OY satisfacen las dos condiciones ante-
riores. Entonces cada funcion continua f : X ! Y que satisfaga
f(g) = g  f 2 OX(f 1(V ));
para cada g 2 OY (V ); y cada abierto V  Y , dene un morsmo de espacios
anillados locales
(f; f) : (X;OX)! (Y;OY ) ;
donde f : OY ! fOX esta denido como f(g) = g  f .
Recprocamente, si (f; f) : (X;OX) ! (Y;OY ) es un morsmo de
espacios anillados locales y f es un morsmo de sheaves de R-algebras,
entonces f es el pullback determinado por f; es decir, para cada abierto
V  Y , fV es el homomorsmo de R-algebras que enva cada g 2 OY (V )
en g  f 2 OX(f 1(V )).3
Prueba. Como f(g) 2 OX(f 1(V )); es claro que fV : OY ! fOX
esta bien denida. Ademas, estos homomorsmos conmutan con la restric-
cion usual de funciones y por tanto, denen un morsmo f : OY ! fOX :
Por ultimo, si q = f(p) y gq 2 mq es porque g(f(p)) = 0; y por consiguiente
f(g) 2 mp: Esto muestra que el morsmo f es local.
Recprocamente, supongamos que (f; f) satisface las hipotesis del teo-
rema, que V  Y es un abierto cualquiera y jemos g 2 OY (V ): Para cada
punto p 2 f 1(V ) la funcion g  g(q) 2 mq, donde q = f(p): Como fp es un
homomorsmo local se cumple que
fV (g   g(q)) = fV (g)  fV (g(q)) 2 mp:
Pero, como f es R-lineal, fV (g(q)) = g(q) = (g  f)(p); de lo cual se sigue
que fV (g)(p)  (g  f)(p) = 0: Es decir, fV (g)(p) = (g  f)(p): Esto muestra
que fV (g) = (g  f); y por tanto, f coincide con el pullback de f:
Nota 1.2.60 Todos los espacios anillados que consideraremos en los si-
guientes captulos satisfacen las condiciones 1 y 2 enunciadas atras, lo cual
hace que f sea el pullback de f . Por tanto es razonable en esta situacion
3Este teorema es cierto si R se reemplaza por un campo cualquiera k.
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referirse a un morsmo de espacios anillados simplemente como una fun-
cion continua f : (X;OX)! (Y;OY ) ; sin mencionar a f: En consecuencia,
para que (f; f) sea un morsmo, basta que para cada abierto V  Y , y
g 2 OY (V ), g  f 2 OX(f 1(V )): Si f es un homeomorsmo, el par (f; f)
es un isomorsmo de espacios anillados si ademas de la condicion anterior,
se cumple que para cada U  X y h 2 OX(U), h  f 1 2 OY (f(U)):
Ejercicio 1.2.61
1. Demuestre las armaciones anteriores.
2. Demuestre que si f es sobreyectiva, entonces f : OY ! fOX es
inyectivo.
3. Para cada abierto V  Y sea
Of (V ) = fh : V ! R : h  f 2 OX(f 1(V ))g:
Demuestre que Of ; con la restriccion usual de funciones, es una sheaf
en Y .
4. Si f es un homeomorsmo, demuestre que los homomorsmos, denidos
para cada V como 'V : Of (V )! fOX(V ); que enva h en h  f; de-
nen un isomorsmo de sheaves.
1.2.9. Sheaves de modulos
En esta seccion, a diferencia de las otras, haremos una presentacion
menos detallada. No todos los temas tratados seran usados en los captulos
siguientes, de tal forma que el lector puede hacer una primera lectura su-
percial y volver mas tarde sobre aquellos conceptos que juzgue necesarios.
Denicion 1.2.62 Sea (X;OX) un espacio anillado. Una sheaf de OX-
modulos, o simplemente un OX -modulo, es una sheaf F en X tal que para
cada abierto U  X, el grupo F (U) es un OX (U)-modulo, y para cada
inclusion V  U , el homomorsmo restriccion F (U) ! F (V ) es compat-
ible con la estructura de modulo, es decir, si f 2 OX(U) y s 2 F(U),
entonces sjV  f jV = (s  f)jV : Un morsmo F ! G de sheaves de OX-modu-
los es un morsmo de sheaves, tal que para cada abierto U  X, la funcion
F (U)! G (U) es un homomorsmo de OX (U)-modulos.
Una subsheaf F 0 de OX-submodulos de F es una subsheaf de F , tal que
F 0(U)  F(U) es un OX(U)-submodulo de F(U):
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Note que si F 0 es un OX -submodulo de F , la sheaf cociente F=F 0
esta dotada en forma natural de una estructura de OX -modulo.
Ejercicio 1.2.63 Demuestre las siguientes armaciones:
1. El kernel, cokernel e imagen de un morsmo de OX-modulos, es un
OX-modulo.
2. El producto y la suma directa (ver seccion 1.2.6) de OX-modulos es
un OX-modulo.
Notacion 1.2.64 Si F y G son OX -modulos, denotaremos al grupo abeliano
de morsmos de F en G por HomOX (F ;G) :
Ejercicio 1.2.65 Sea U un abierto de X, y F un OX-modulo. Entonces
FjU es un OX jU -modulo. Si F y G son OX-modulos, demuestre que la
presheaf U 7! HomOX jU (FjU; GjU) es una sheaf de OX-modulos. Esta
sheaf se denotara por HomOX (F ;G).
Ejercicio 1.2.66 Denimos el producto tensorial F 
OX G de dos OX-
modulos como la sheacacion de la presheaf producto tensorial
U 7! F (U)
OX(U) G (U) ;
donde el producto de la derecha es el producto tensorial de modulos sobre un
anillo conmutativo, el cual se dene en forma analoga a como se hizo en la
seccion 1.1.2(vease [2]).
1. Demuestre que F 
OX G es naturalmente isomorfa a G 
OX F .
2. Demuestre que (F 
OX G)
OX H es naturalmente isomorfo a F 
OX
(G 
OX H):
3. Demuestre que existe un isomorsmo natural F 
OX OX ' F :
Denicion 1.2.67 Un OX -modulo F se llama libre si es isomorfo a una
sheaf suma directa
L
i2IOX .
Si para cada p 2 X existe un entorno abierto Up tal que FjUp es un
OX jUp-modulo libre, entonces diremos que F es localmente libre. En este
caso, el rango de F en U es el numero de sumandos OX jUp. Es facil ver
que si X es conexo, el rango de una sheaf localmente libre es constante. Una
sheaf localmente libre de rango 1 es llamada una sheaf invertible.
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Denicion 1.2.68 Sea (X;OX) un espacio anillado y E una sheaf local-
mente libre de OX -modulos. Denimos la sheaf dual de E, denotada por E,
como la sheaf HomOX (E ;OX).
Ejercicio 1.2.69 Sea (X;OX) un espacio anillado y E una sheaf localmente
libre de OX-modulos. Demuestre que
1. (E) ' E.
2. Para cualquier OX-modulo F , HomOX (E ;F) ' E 
OX F :
3. Para cualquier par de OX-modulos F y G
HomOX (E 
OX F ;G) ' HomOX (F ;HomOX (E ;G)) :
Ejercicio 1.2.70 Sea f : (X;OX) ! (Y;OY ) un morsmo de espacios
anillados. Si F es un OX-modulo, demuestre que fF es un fOX-modulo.
Muestre que el morsmo f : OY ! fOX de sheaves de anillos en Y
permite dotar a fF de una estructura natural de OY -modulo. Llamaremos
a este la imagen directa de F por el morsmo f .
Por ultimo, denamos la nocion de sheaf de ideales que usaremos en el
proximo captulo, una vez introduzcamos la denicion de submanifold de
un manifold. Las sheaves de ideales permiten denir en general la nocion
de subobjeto en categoras mas generales, como la categora de variedades y
esquemas.
Denicion 1.2.71 Sea (X;OX) un espacio anillado. Una sheaf de ideales
en X es una subsheaf I de OX -submodulos de OX . Es decir, I(U)  OX(U)
es un ideal, para cada abierto U  X:
Las sheaves de ideales aparecen tpicamente como kerneles de morsmos
de espacios anillados. Si (f; f) : (X;OX) ! (Y;OY ) es un morsmo de
espacios anillados, la sheaf kernel del morsmo f : OY ! fOX es una
sheaf de ideales.
Ejercicio 1.2.72 Sea X un espacio topologico y Z  X un cerrado. Denote-
mos por C0X y C0Z las sheaves de funciones continuas con valores reales en X
y Z, respectivamente. Si i : Z ! X denota la inclusion, sea  : C0X ! iC0Z el
morsmo restriccion a Z que enva cada f 2 C0X(U) en su restriccion f jU\Z
en C0Z(U \ Z): Demuestre que ker() es una sheaf de ideales y describa ex-
plcitamente los elementos de ker((U)).
Captulo 2
Manifolds suaves y sus
morsmos
En este captulo estudiaremos las propiedades elementales de los ma-
nifolds suaves y sus morsmos. A diferencia de la manera estandar como
estas nociones se introducen en la mayora de los textos, mediante cartas
o sistemas coordenados, hemos preferido optar por el punto de vista de los
espacios anillados. A juicio de los autores esta presentacion tiene ventajas
pedagogicas, ya que fuerza al lector a familiarizarse desde un comienzo con
un lenguaje indispensable para la comprension de la moderna geometra
algebraica, y ventajas tecnicas, debido a que las sheaves permiten, por un
lado, denir en forma intrnseca la estructura suave de un manifold, y por
otro, unicar en un lenguaje categorico comun, nociones que aparecen en
la topologa y geometra diferenciales, la teora de manifolds complejos y la
teora de variedades abstractas. Sin embargo, y con el objeto de facilitar la
lectura de otros textos, tambien hemos hecho una presentacion de cada con-
cepto en un estilo clasico, y con una notacion que esperamos sea amigable
tanto para matematicos como para fsicos.
2.1. Manifolds suaves
Denicion 2.1.1 Un n-manifold topologico M es un espacio topologico
Hausdor, segundo contable y localmente homeomorfo a Rn; (n  0). Esta
ultima condicion signica que para cada punto p 2 M existe un entorno
abierto U de p; homeomorfo a un abierto eU  Rn.
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Al entero n se lo denomina la dimension de M . Si M 6= ?; n esta bien
denido, lo cual se deduce del teorema de invarianza de dominio de Brouwer
[16]. Para funciones suaves, este teorema es una consecuencia inmediata de la
forma local de las inmersiones (teorema 2.6.2). Sin embargo, para funciones
continuas, su demostracion es mas difcil, y solo se hara para funciones en
R2, en el captulo 4.
Teorema 2.1.2 (Invarianza del dominio) Si U es un abierto de Rn; y
f : U ! Rn es continua e inyectiva, entonces f (U) es abierto en Rn:
Corolario 2.1.3 Si U  Rn y V  Rm son abiertos no vacos homeomor-
fos, entonces n = m:
Prueba. Supongamos por el absurdo que m 6= n, digamos m < n; y que
existe un homeomorsmo ' : U ! V . Denamos i : Rm ! Rn como la
inyeccion natural de Rm en Rn; i
 
x1; : : : ; xm

= (x1; : : : ; xm; 0; : : : ; 0): Esta
funcion es continua e inyectiva, sin embargo, i (Rm) no es abierto en Rn ni
contiene ningun subconjunto no vaco que sea abierto en Rn. Si f denota la
composicion U
'! V ijV! Rn; f es continua e inyectiva, pero f (U) = i (V ) 
i (Rm) no es abierto en Rn, lo cual contradice el teorema anterior.
Corolario 2.1.4 La dimension de un n-manifold topologico no vaco, M;
es un entero bien denido.
Prueba. Supongamos que M es un n-manifold y un m-manifold topologi-
co. Sea p 2 M y supongamos que existen entornos abiertos U y V de p,
subconjuntos abiertos eU  Rn, eV  Rm y homeomorsmos
' : U ! eU y  : V ! eV :
Los conjuntos ' (U \ V )  eU  Rn y  (U \ V )  eV  Rm son abiertos de
Rn y Rm; respectivamente, y '    1 :  (U \ V )! ' (U \ V ) es un home-
omorsmo entre ellos. Esto fuerza a que m = n, por el corolario anterior.
Notacion 2.1.5 De aqu en adelante dimM denotara a la dimension deM:
A continuacion deniremos la nocion de manifold suave como un espacio
topologico Hausdor y segundo contable, dotado de una sheaf de funciones
suaves, cuyo modelo local son las funciones suaves en un abierto de Rn.
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Denicion 2.1.6 Un n-manifold suave es un espacio anillado (M;OM ),
donde M es un espacio topologico Hausdor, segundo contable y OM es
una subsheaf de la sheaf en M de funciones con valores reales, que satisface
la siguiente propiedad: para cada punto p 2M existe un entorno abierto U
de p; tal que (U; OM jU) es isomorfo como espacio anillado a (eU; C1Rn j eU),
donde eU es un abierto de Rn y C1Rn denota la sheaf de funciones suaves en
Rn.
Nota 2.1.7 Por brevedad, nos referiremos a un \n-manifold suave", sim-
plemente como un \n-manifold" o como un \manifold".
Notemos que un n-manifold es en particular un n-manifold topologico.
A la sheaf OM se la denomina la estructura suave de M , la cual determina
el conjunto de funciones suaves en cada abierto de M: Es posible demostrar
que todo n-manifold topologico de dimension  3 admite (salvo isomor-
smos) una unica estructura suave [15], lo que hace que el estudio de la
categora topologica sea esencialmente equivalente al estudio de la categora
suave en estas dimensiones. Sin embargo, si la dimension es  4; estas dos
categoras dieren, ya que, por un lado, existen manifolds topologicos que no
admiten ninguna estructura suave, llamados manifolds no suavizables y, por
otro, es posible que un mismo manifold topologico admita varias estructuras
suaves no equivalentes. El primer ejemplo de este ultimo fenomeno fue dado
por Milnor, en 1956 [14]. Milnor construyo un manifold topologico homeo-
morfo a S7; la esfera de dimension 7, que admite 28 estructuras suaves no
equivalentes. Decadas mas tarde, en 1982, Freedman mostro que R4 admite
estructuras suaves no equivalentes a la estructura estandar [7].
Notemos que OM es una sheaf de R-algebras, con la estructura que
proviene del producto usual de funciones. Si U es un abierto de M , veamos
que las funciones constantes pertenecen a OM (U); y que si f 2 OM (U);
y c es una funcion constante, entonces cf 2 OM (U). Basta demostrar que
para todo punto p existe un entorno abierto Up  U; tal que cualquier fun-
cion constante c esta en OM (Up) y que cf 2 OM (Up), para toda funcion
f 2 OM (Up). Sea ' : Up ! eU un homeomorsmo tal que
' : C1Rn j eU ! ' OM jUp
es un isomorsmo de sheaves. Claramente, toda funcion constante c esta en
C1Rn(eU), y por tanto, su pullback 'eU (c) = c esta en OM (Up); como queramos
vericar. Por otro lado, es claro que c(f ' 1) 2 C1Rn(eU); y por consiguiente
'eU (c(f  ' 1)) = cf 2 OM (Up):
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Finalmente, como '(cf) = c(f  ') = c '(f); el morsmo ' es un iso-
morsmo de sheaves de R-algebras.
En la siguiente proposicion mostraremos que OM;p es un anillo local,
es decir, un anillo con un unico ideal maximal mp  OM;p; que consta del
conjunto de germenes de funciones que se anulan en p:
Ejercicio 2.1.8 Un manifold topologico puede denirse como un tipo espe-
cial de espacio anillado, de la siguiente manera: un n-manifold topologico
es un espacio anillado (M;OM ); donde M es un espacio topologico Haus-
dor, segundo contable, tal que para cada punto p 2 M existe un entorno
abierto U; con (U; OM jU) isomorfo (como espacio anillado) a (eU; C0Rn eU);
donde eU es un abierto de Rn y C0Rn denota la sheaf de funciones continuas.
Demuestre que esta denicion es equivalente a la denicion 2.1.1.
Denotemos por ep : OM;p ! R a la funcion evaluacion, denida en cada
germen fp 2 OM;p como ep (fp) = f (p). Es claro que ep es un homomorsmo
sobreyectivo de R-algebras.
Proposicion 2.1.9 Para cada p 2M , el stalk OM;p es un anillo local cuyo
unico ideal maximal, mp  OM;p; consta de los germenes de funciones que
se anulan en el punto p.
Prueba. Para cada punto p 2 M , sea mp = ffp 2 OM;p : f (p) = 0g:
Claramente ker(ep) = mp, y como ep es un homomorsmo sobreyectivo, este
induce en el cociente OM;p=mp un isomorsmo de R-algebras OM;p=mp ' R;
de lo cual se deduce que mp es un ideal maximal de OM;p:
Para ver que mp es el unico ideal maximal de OM;p; basta ver que todo
elemento que no este en mp es invertible. Tomemos e =2 mp, y sea Up un
entorno abierto de p, para el cual existe f 2 OM (Up), con fp = e, y un
isomorsmo de espacios anillados ' : (eUq; C1Rn j eUq) ! (Up; OM jUp): Seaef 2 C1Rn(eUq), tal que '( ef) = f; donde ' denota el isomorsmo
' : C1Rn(eUq)! OM (Up):
Como f (p) 6= 0; se sigue que ef(q) 6= 0: Tomemos fWq  eUq un entorno
abierto de q sucientemente peque~no de tal forma que ef no se anule en
ninguno de sus puntos, y por consiguiente f tampoco se anula en ningun
punto de Wp = '
 1(fWq): Claramente eg = 1= ef 2 C1Rn(fWq) y eg ef = 1 enfWq; de donde se sigue que '(eg ef) = '(eg)f = 1 en Wp; y por tanto, e es
invertible, con inversa '(eg)p:
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A continuacion veremos como un n-manifold topologico puede dotarse
de una estructura suave, mediante cartas que conformen un atlas.
SeaM un n-manifold topologico. Una carta enM es un par (U;'), donde
U es un abierto de M y ' : U ! eU es un homeomorsmo a un abierto eU en
Rn. La carta (U;') permite asignar a cada punto p 2 U coordenadas locales 
x1 (p) ; : : : ; xn (p)
 2 Rn; donde las funciones coordenadas xi : U ! R se
denen como xi (p) = ui (' (p)) ; y las ui denotan las coordenadas estandar
de Rn. Algunas veces escribiremos
 
x1; : : : ; xn

en lugar de (U;').
Denicion 2.1.10 Un atlas para un n-manifold topologicoM es una fami-
lia A = f(U; ')g2A de cartas que satisface las siguientes propiedades: los
abiertos fUg2A forman un cubrimiento de M y para cada par de abiertos
U y U cuya interseccion no sea vaca, la funcion de transicion o de cambio
de coordenadas h = '  ' 1 : ' (U \ U)! ' (U \ U) es suave.
Cambio de coordenadas
Ejercicio 2.1.11 Demuestre que existe una funcion biyectiva y suave con
inversa suave, de Rn a la bola abierta unitaria centrada en el origen,
B1(0) = fx 2 Rn : jxj < 1g:
Demuestre que si M es un n manifold topologico que admite un atlas, como
en la denicion anterior, entonces tambien admite un atlas f(V;  )g2B,
con  (V) = Rn:
Nota 2.1.12 Si M admite un atlas, admite tambien uno numerable. Si
f(U; ')g2A es un atlas para M , ya que M es segundo contable, existe
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una coleccion contable de abiertos W = fWigi2N, tal que para cada p 2 U
existe un entorno abierto de p, Wp en W; con Wp  U. Si restringimos
' a Wp; obtenemos una carta alrededor de p; y la coleccion de todas estas
cartas es claramente un atlas contable para M:
Notacion 2.1.13 Denotemos las coordenadas locales ' y ' por ' =
(x1; : : : ; xn) y ' = (y
1; : : : ; yn): La funcion de transicion h determina
funciones suaves yi = yi(x1; : : : ; xn); de tal forma que h puede escribirse
en las coordenadas estandar de Rn como
h(x
1; : : : ; xn) = (y1
 
x1; : : : ; xn

; : : : ; yn
 
x1; : : : ; xn

);
para cada punto (x1; : : : ; xn) en ' (U \ U) : Con esta notacion, algunas
veces h se denota por hyx.
Todo atlas A = f(U; ')g2A en un n-manifold topologico permite
denir una sheaf de funciones suaves de la siguiente manera. Fijemos un
abierto U  M . Una funcion f : U ! R se llama suave, si para cada
punto p 2 U existe una carta (U; ') 2 A, tal que p 2 U y la funcion
f  ' 1 : ' (U \ U)! R es suave en un entorno abierto de '(p):
Esta denicion no depende de la coordenada ' escogida. Para verlo,
supongamos que p 2 U ; con (U; ') 2 A. Entonces, como f  ' 1 =
(f  ' 1 )  h y la composicion de funciones suaves es suave, se sigue que
f  ' 1 es una funcion suave en un entorno abierto de '(p):
A la coleccion de funciones suaves en U la denotaremos por C1A;M (U).
Cada C1A;M (U) ; con las operaciones de suma y multiplicacion de funciones,
es una R-algebra, y para cada par de abiertos V  U; la restriccion usual de
funciones
V U : C1A;M (U)! C1A;M (V )
es un homomorsmo de R-algebras. Es facil ver, dada la naturaleza local de
esta denicion, que C1A;M es una sheaf de R-algebras en M , llamada la sheaf
de funciones suaves determinada por A.
Proposicion 2.1.14 Sea M un n-manifold topologico. Todo atlas
A = f(U; ')g2A
dota a M de una sheaf de funciones suaves C1A;M , tal que el par (M; C1A;M )
resulta ser un manifold. Recprocamente, si (M;OM ) es un manifold y B es
una coleccion de abiertos que cubren a M; para cada uno de los cuales existe
un isomorsmo
' : (U; OM jU)! (eU; C1Rn j eU);
entonces el atlas A0 = f(U;'U )gU2B induce la sheaf OM .
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Prueba. SeaA = f(U; ')g2A un atlas deM , y C1A;M la sheaf de funciones
suaves inducidas por A. Por la proposicion 2.1.9, (M; C1A;M ) es un espacio
anillado local. Debemos demostrar el morsmo
' : (U; C1A;M
U)! (eU; C1Rn j eU);
donde eU = '(U); es un isomorsmo de espacios anillados. Para ello usa-
remos el ejercicio 1.2.61. Sea fW  eU; un abierto y f 2 C1Rn(fW ). Entonces
'(f) = f ' pertenece a C1A;M (' 1 (fW )) si y solo si (f ')' 1 es suave
en fW: Pero esta funcion es f , que por hipotesis es suave en fW: De manera
similar, si g 2 C1A;M (V ), con V  U un abierto,
' 1 (g) = g  ' 1 2 C1Rn(' (V )):
Entonces ' es un isomorsmo de espacios anillados. De lo anterior se deduce
que (M; C1A;M ) es un manifold.
Recprocamente, supongamos que (M;OM ) es un manifold, y sea A0 un
atlas como se describio en la hipotesis. Si ui denota la i-esima coordenada
en Rn, entonces 'U
 
ui

= ui  'U = 'iU 2 OM (U) ; para todo i = 1; : : : ; n.
Sean U y V dos abiertos de B cuya interseccion no es vaca. Veamos que
hV U = 'V  ' 1U es una funcion suave en 'U (U \ V ). Basta probar que
hiV U = u
i (hV U ) = '
i
V ' 1U es una funcion suave en 'U (U \ V ) : Puesto que
('U ; '

U ) es un isomorsmo de espacios anillados, esto equivale a demostrar
que
'U (h
i
V U

'U (U\V )) 2 OM (U \ V ) :
Pero esto es claro, ya que
'U

hiV U

'U (U\V )

= 'iV  ' 1U

'U (U\V )  'U
= 'iV

U\V  ' 1U  'U
= 'iV

U\V 2 OM (U \ V ) :
Lo anterior muestra que A0 = f(U;'U )gU2B es un atlas para M que, por la
forma como fue construido, induce la estructura OM .
Ejercicio 2.1.15 Sea M un conjunto y A = f(U; ')g2A una coleccion
de pares, donde cada U es un subconjunto de M y ' : U ! eU, es una
biyeccion de U a un abierto eU de Rn; tal que:
1. M =
S
2AU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2. Para todo ,  2 A; con U \ U 6= ?; '(U \ U) y '(U \ U)
son abiertos de Rn; y las funciones
'  ' 1 : '(U \ U)! '(U \ U);
'  ' 1 : '(U \ U)! '(U \ U);
son suaves.
Demuestre que el conjunto formado por todos los W  M; tales que
'(W \ U) es abierto, para todo ; es una topologa para M . Si M con
esta topologa es Hausdor, segundo contable, entonces M es un n-manifold
topologico y A dota a M de una estructura suave.
2.2. Ejemplos de manifolds suaves
En esta seccion daremos algunos ejemplos de manifolds suaves.
Ejemplo 2.2.1 Todo conjunto contable, con la topologa discreta, es un
0-manifold (R0 = 0 y la estructura suave es la trivial).
Ejemplo 2.2.2 Todo abierto eU de Rn; dotado de la sheaf C1Rn j eU de fun-
ciones suaves con valores reales restringida a eU , es un manifold. En general, si
(M;OM ) es un manifold y U es cualquier abierto deM; entonces (U; OM jU)
es un manifold.
Ejemplo 2.2.3 Sea fe1; : : : ; eng una base de un espacio vectorial real V . Sea
' : V ! Rn el isomorsmo que asocia a cada vector de V sus coordenadas
en esta base. El conjunto A = f(V; ')g es trivialmente un atlas, y por tanto,
dota a V de estructura de manifold (proposicion 2.1.14). Se ve sin dicultad
que la estructura as inducida es independiente de la base escogida.
En particular, el conjuntoMnm (R) de matrices reales de tama~no nm
tiene estructura de nm-manifold, ya que este conjunto puede verse como un
espacio vectorial real de dimension nm.
Ejemplo 2.2.4 Denimos la 0-esfera, S0; como el 0-manifold
S0 =

x 2 R : x2 = 1	 = f 1; 1g :
Para n  1 denimos la n-esfera Sn; como el subespacio topologico de Rn+1,
Sn = f(x1; : : : ; xn+1) 2 Rn+1 :  x12 +   +  xn+12 = 1g:
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Sn hereda la topologa de Rn+1; y por tanto, es un espacio Hausdor, se-
gundo contable. Ademas, podemos dotar a Sn de una estructura suave uti-
lizando como cartas las proyecciones estereogracas desde el polo norte,
N = (0; : : : ; 0; 1) ; y desde el polo sur, S = (0; : : : ; 0; 1) :
Proyecciones desde el norte y el sur
Sean US = S
n   fNg ; UN = Sn   fSg ; y denamos las \proyecciones
estereogracas" desde el norte y el sur, respectivamente, como 'S : US ! Rn
y 'N : UN ! Rn, donde
'N
 
x1; : : : ; xn+1

=

x1
1  xn+1 ; : : : ;
xn
1  xn+1

'S
 
x1; : : : ; xn+1

=

x1
1 + xn+1
; : : : ;
xn
1 + xn+1

:
'N
 
x1; : : : ; xn+1

es el punto de interseccion de la recta que une los puntos
N y
 
x1; : : : ; xn+1

en Sn, con el plano xn+1 = 0 (en forma similar, para
'S
 
x1; : : : ; xn+1

). Es claro que 'S y 'N son funciones continuas. Ademas,
es facil ver que son biyectivas, y que sus inversas son continuas. Para ello
basta calcular explcitamente sus inversas, ' 1S : R
n ! US y ' 1N : Rn ! UN :
Estas resultan ser las siguientes dos funciones:
' 1S
 
y1; : : : ; yn

=

1 + jyj2
 1 
2y1; : : : ; 2yn; jyj2   1

' 1N
 
y1; : : : ; yn

=

1 + jyj2
 1 
2y1; : : : ; 2yn; 1  jyj2

;
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para cada y =
 
y1; : : : ; yn
 2 Rn: Lo anterior muestra que (US ; 'S) y
(UN ; 'N ) son cartas para S
n. Veamos ahora que A = f(US ; 'S); (UN ; 'N )g
es un atlas para Sn: Obviamente, US [ UN = Sn: La funcion de transicion
entre estas dos cartas es
'S  ' 1N (y) =

y1
(y1)2 +   + (yn)2 ; : : : ;
yn
(y1)2 +   + (yn)2

;
para cada y 2 'N (US\UN ) = Rn f(0; : : : ; 0)g : Esta funcion es obviamente
suave, y su inversa, dada por una formula similar, tambien lo es. Por tanto
A es un atlas para Sn:
Nota 2.2.5 Sn tambien puede dotarse de una estructura de manifold, apli-
cando el ejercicio 2.1.15 a las biyecciones 'N y 'S : Estas funciones inducen
la misma topologa que Sn hereda de Rn+1 por ser homeomorsmos.
Ejemplo 2.2.6 Veamos como extender el procedimiento descrito en el ejer-
cicio 2.1.15. Sea fUg2A una familia de abiertos de Rn: Consideremos la
familia ffg  Ug2A (el articio de cambiar a U por fgU, sirve para
garantizar que dos miembros cualesquiera de esta familia sean disjuntos). La
construccion presentada en el apendice A.1 puede usarse para \pegar" estos
abiertos de tal forma que el espacio resultante sea un manifold. Para verlo,
supongamos que para cada par de ndices (; ); hay especicado un sub-
conjunto abierto U  U; y un difeomorsmo h : U ! U ; con las
siguientes propiedades:
1. U = U; h = Id:
2. h = h
 1
 :
3. Para cada ; ; , se tiene que hh = h; en U\h 1(U\U):
Sea fM = S
2A
(fgU) con la topologa natural de una union disjunta de
espacios topologicos, es decir, W es abierto en fM si y solo si W \ (fgU)
es abierto en U; para cada . Denamos en fM la siguiente relacion:
(; x)  (; y)si y = h (x) :
Por la propiedades 1, 2 y 3, esta es una relacion de equivalencia. Sea M =fM=  el conjunto de clases de equivalencia, con la topologa cociente. Si con
esta topologaM es Hausdor, segundo contable, entoncesM puede dotarse
de una estructura suave localmente isomorfa a (U; C1Rn jU).
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En general fM=  puede no ser Hausdor. Por ejemplo, sea I el intervalo
( 2; 2); y denotemos por U1 y U2 dos copias disjuntas de I: Sean
U21 = ( 1; 1)  U1 y U12 = ( 1; 1)  U2
y sean
h12 : U12 ! U21; h21 : U21 ! U12
las funciones identidad. EntoncesM = (U1[U2) =  es un espacio topologico
que no es Hausdor.
Ejercicio 2.2.7 Demuestre las armaciones del ejemplo anterior y que el
espacio topologico fM=  es localmente homeomorfo a Rn:
Ejemplo 2.2.8 Sea G = GL (n;R) el conjunto de matrices reales e invert-
ibles de tama~no nn. G tiene una estructura estandar de n2-manifold, por
ser un abierto del manifold Mnn (R), ya que
G =Mnn (R)  det 1f0g;
donde det denota la funcion determinante.
Ejemplo 2.2.9 Sean (M;OM ) y (N;ON ) manifolds de dimensiones m y
n. Dotemos el producto cartesiano, M N; de la topologa producto. Este
espacio es Hausdor, segundo contable, y puede dotarse en forma natural
de una sheaf inducida por las sheaves de M y N; de la siguiente manera.
Supongamos que fUg2A y fVg2B son cubrimientos abiertos de M y N ,
y que existen isomorsmos
 : (U; OM jU)! (eU; C1Rm j eU)
y
 : (V; ON jV)! (eV; C1Rn j eV);
donde eU  Rm y eV  Rn son abiertos, para cada par ; : Para cada
abiertoW MN denamos OMN (W ) como el conjunto de las funciones
enW que restringidas a cadaW =W\(UV) coinciden con el pullback,
va    ; de alguna funcion suave en (  )(W): Por la naturaleza
local de esta denicion, OMN es una sheaf con la restriccion usual de
funciones, y, por denicion, el espacio anillado (MN;OMN ) es localmente
isomorfo a
(eU  eV; C1Rm+n j eU  eV):
Esto signica que (M N;OMN ) es un manifold.
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Ejercicio 2.2.10 Demuestre que si
A = f(U; ')g2A y B = f(V ;  )g2B
son atlas que inducen las estructuras suaves de M y N; respectivamente,
entonces la coleccion C = f(U  V; '   )g(;)2AB es un atlas para el
producto M N que induce la estructura OMN :
Nota 2.2.11 Sean fUg2A y fVg2B bases para las topologas de M y
N , respectivamente. Denotemos por OM 
R ON a la sheacacion de la
presheaf en M N que a cada abierto base U  V le asigna la R-algebra
OM (U)
R ON (V);
y cuyas restricciones son los productos tensoriales de las restricciones de
funciones correspondientes. Es facil ver que, en general, esta sheaf es una
subsheaf propia de la sheaf OMN .
Ejemplo 2.2.12 Sea ' : Rn ! Rn un homeomorsmo, y para cada abierto
U , sea O' (U) el anillo de funciones de la forma f  ', donde f es suave en
' (U), con la restriccion usual de funciones. Como ' es un homeomorsmo,
se sigue que
(';') : (Rn;O')! (Rn; C1Rn)
es un isomorsmo de espacios anillados, y por tanto, (Rn;O') es un mani-
fold.
El ejercicio 1.2.61 muestra que O' es isomorfa a la sheaf (' 1)C1Rn :
La sheaf denida en el ejemplo anterior puede ser, en general, distinta de
la sheaf usual de funciones suaves. Para que sea la misma sheaf es necesario
y suciente que ' sea un difeomorsmo (ver el ejercicio 2.3.7). Denotemos
por ui las coordenadas estandar de R2; y sea ' (x; y) = ( (x; y) ; y) ; con
(x; y) =

x si x  0
x=2 si x  0
Entonces la sheaf O' es distinta de la sheaf estandar C1R2 ; ya que la funcion
 es \suave" en esta estructura, es decir,  2 O'(R2), ya que  = u1  ';
pero no es suave (ni siquiera existe su diferencial en (0; 0)), en la estructura
estandar, ( =2 C1R2(R2)). No obstante, como ambos espacios anillados son
isomorfos, es natural considerar las dos estructuras como \equivalentes".
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Ejemplo 2.2.13 Veamos como generalizar el ejemplo 2.2.12. Supongamos
que (N;ON ) es un manifold suave y que M es un manifold topologico.
Sea  : M ! N un homeomorsmo local, y B el conjunto de los abiertos
U  M para los que la restriccion de  a U es un homeomorsmo a un
abierto de N . Es facil ver que B es una base de la topologa de M . Para
cada abierto U 2 B; denotemos por O (U) al conjunto de funciones  (f),
con f 2 ON ( (U)). Se verica facilmente que O es una B-sheaf, y de la
discusion de la seccion 1.2.7 del captulo 1, se sigue que O extiende a una
unica sheaf de funciones con valores reales en M . El par (M;O ) es un
manifold, ya que, por construccion, la sheaf O es localmente isomorfa a
ON .
O es la unica sheaf en M que hace que (M;O ) sea un manifold y que
 :M ! N sea localmente un difeomorsmo, ya que g 2 OM (U) ; si y solo
si g es de la forma  (f) ; con f 2 ON ( (U)).
Ejemplo 2.2.14 Dados dos enteros n y r; con 0  r  n, denotemos por
Gr;n (R) al conjunto de todos los subespacios vectoriales r-dimensionales de
Rn. El conjunto Gr;n (R) se denomina el grassmanniano real de subespacios
r-dimensionales de Rn. Veamos como dotar a Gr;n (R) de estructura de
manifold.
Sea Rn = W0  W1 una descomposicion en suma directa de Rn, con
dimW0 = r (y por tanto, dimW1 = n   r). Si T : W0 ! W1 es una
transformacion lineal, su graco es identicable con el subespacio de Rn
G(T ) = fv + Tv : v 2W0g :
La funcion que enva a v en v + Tv; proporciona un isomorsmo de W0 en
G (T ) ; y por tanto, G (T ) tiene dimension r. Observemos que G (T )\W1 = 0:
Ademas, si V  Rn es un subespacio r-dimensional, con V \W1 = 0; entonces
V = G(T ) ; para una unica transformacion lineal T :W0 !W1; dada por
T = (1jV )  (0jV ) 1 ;
donde 0 : Rn !W0 y 1 : Rn !W1 denotan las proyecciones relativas a
la suma directa W0W1: De la discusion anterior deducimos que la funcion
de HomR (W0;W1) en UW1 ; que enva a T en G(T ), es un biyeccion, donde
UW1 denota al subconjunto de Gr;n (R) denido por
UW1 = fV 2 Gr;n (R) : Rn = V W1g
= fV 2 Gr;n (R) : V \W1 = 0g:
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Denotemos por 'W0;W1 a la funcion
'W0;W1 : UW1 ! HomR (W0;W1) ;
inversa de la biyeccion T 7! G(T ). Denotemos por '0W0;W1 a la composicion
de la biyeccion 'W0;W1 con un isomorsmo cualquiera
HomR (W0;W1) ' Rr(n r):
Veamos que la coleccion
f(UW1 ; '0W0;W1) :W0 2 Gr;n(R); W0 W1 = Rng
satisface las condiciones del ejercicio 2.1.15.
1. Demostremos que la coleccion fUW1g, donde W1 recorre todos los es-
pacios de dimension n  r en Rn; cubre a Gr;n(R) y que '0W0;W1(UW1)
son abiertos. Como todo subespacio de Rn admite un complemento
directo, es facil ver que los dominios de las funciones 'W0;W1 ; y por
tanto, los de las funciones '0W0;W1 ; cubren a Gr;n (R). Ademas, como
'0W0;W1(UW1) = R
r(n r)
vemos que '0W0;W1(UW1) es abierto.
2. Demostremos que '0W0;W1(UW1 \ UW 01) es un abierto de Rr(n r) y que
las funciones de transicion son suaves. Comencemos por encontrar una
forma explcita para las funciones de transicion '0W 00;W 01  ('
0
W0;W1
) 1.
Consideremos primero el caso W1 =W
0
1. Supongamos que
Rn =W0 W1 =W 00 W1;
son dos descomposiciones de Rn en suma directa, con dimW0 y dimW 00
iguales a r: Observemos que 'W0;W1 y 'W 00;W1 tienen el mismo dominio,
y por tanto, 'W 00;W 01  ('W0;W1) 1 es una biyeccion de HomR (W0;W1)
en HomR (W
0
0;W1).
Sea T 2 HomR (W0;W1). Queremos determinar 'W 00;W1 (G (T )), es de-
cir, queremos escribir G (T ) como el graco de una transformacion
lineal eT : W 00 ! W1: Consideremos un punto cualquiera, z = v + Tv;
de G (T ), donde v 2W0. Denotemos por
00 : Rn !W 00 y 01 : Rn !W1
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las proyecciones correspondientes a la descomposicion W 00 W1. Es-
cribamos x = 00 (z) e y = 01 (z) ; y denamos eT (x) = y. Vemos que
x = 00 (v) + 
0
0 (Tv) = 
0
0 (v)
y
y = 01 (v) + 
0
1 (Tv) = 
0
1 (v) + Tv:
La restriccion de 00 a W0 es un isomorsmo en W 00. Por tanto, dado
x 2 W 00 existe un unico v 2 W0; tal que (00jW0) 1(x) = v. Substi-
tuyendo en y = 01 (v) + Tv; obtenemos la expresion deseada para eT .
En resumen, 'W 00;W1  ' 1W0;W1 es la funcion
HomR (W0;W1)! HomR
 
W 00;W1

T 7! eT = (01W0 + T )  (00W0) 1:
Consideremos ahora el caso W0 =W
0
0. Sean
Rn =W0 W1 =W0 W 01
dos descomposiciones en suma directa, con dimW0 = r. Notemos
que las funciones 'W0;W1 y 'W0;W 01 no tienen necesariamente el mis-
mo dominio. Determinemos el dominio de 'W0;W 01  ' 1W0;W1 : Para ello
veamos cuales transformaciones lineales T 2 HomR (W0;W1) satis-
facen G (T ) 2 UW 01 : Esto es, Rn = G(T ) W 01: Denotemos por 00 :
Rn ! W0 y 01 : Rn ! W 01 a las proyecciones correspondientes a
la suma directa W0 W 01. Es claro que Rn = G(T ) W 01; si y solo
si la restriccion de 00 a G (T ) es un isomorsmo en W0. Como la
funcion v 7! v + Tv de W0 en G(T ) es un isomorsmo, se sigue que
Rn = G(T )W 01; si y solo si la funcion que enva v 2W0 en 00 (v + Tv)
es un isomorsmo. Sea z = v + Tv un punto de G (T ), con v 2 W0; y
escribamos x = 00 (z) e y = 01 (z). Entonces
x = 00 (v + Tv) = v + 
0
0 (Tv)
y = 01 (v + Tv) = 
0
1 (Tv) :
Como vimos mas arriba, la condicion G (T ) 2 UW 01 es equivalente a la
biyectividad de la funcion de W0 en s mismo, que enva v en x. Luego
T 2 'W0;W1(UW1 \ UW 01) si y solo si G (T ) 2 UW 01 ;
y esto ultimo ocurre si y solo si Id+ (00jW1)  T :W0 !W0 es biyec-
tiva. De lo anterior concluimos que 'W0;W1(UW1 \ UW 01) es abierto en
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HomR (W0;W1). Cuando la relacion x = x (v) es biyectiva o sea, cuan-
do T esta en el dominio de 'W0;W 01  ' 1W0;W1, podemos escribir v en
funcion de x y substituirlo en y = 01 (Tv). Obtenemos as una expre-
sion para y = eT (x). En resumen, 'W0;W 01  ' 1W0;W1 puede calcularse
como la funcion que enva a T en
eT = (01W1)  T  (id+(00W1)  T 1):
La formula anterior muestra que la funcion 'W0;W 01 ' 1W0;W1 es suave,
y su inversa (dada por una formula similar, que se obtiene intercam-
biando los papeles deW1 yW
0
1) tambien lo es. Luego las cartas 'W0;W1
y 'W0;W 01 son compatibles.
Consideremos ahora el caso general de dos descomposiciones en suma
directa arbitrarias
Rn =W0 W1 y Rn =W 00 W 01;
con dimW0 = dimW
0
0 = r:
Sabemos que 'W0;W1 es compatible con 'W 00;W1 y que 'W 00;W1 es com-
patible con 'W 00;W 01 . Como 'W0;W1 y 'W 00;W1 tienen el mismo dominio,
se sigue que 'W0;W1 es compatible con 'W 00;W 01 . Lo anterior muestra
que la coleccion de todas las cartas 'W0;W1 , donde (W0;W1) recorre el
conjunto de las descomposiciones en suma directa Rn =W0W1; con
dimW0 = r, es un atlas de Gr;n (R).
3. Veamos que Gr;n (R) es Hausdor, segundo contable. Primero notemos
que si V es un espacio vectorial de dimension nita y W , W 0 son
subespacios de V con dimW = dimW 0, existe un subespacio Z  V
con
V =W  Z y V =W 0  Z:
Ademas, dados W0;W
0
0 2 Gr;n (R), existe un subespacio W1  Rn con
Rn =W0 W1 y Rn =W 00 W1:
Por tanto la carta 'W0;W1 contiene a W0 y a W
0
0 en su dominio. En
consecuencia 'W0;W1 (W0) y 'W0;W1 (W
0
0) tienen entornos disjuntos en
HomR (W0;W1) ; y como HomR (W0;W1) es Hausdor, Gr;n (R) tam-
bien lo es.
Para ver que Gr;n (R) es segundo contable, basta ver que el atlas for-
mado por las cartas 'W0;W1 contiene un atlas nito. Sea A0 el conjunto
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de todas las cartas 'W0;W1 , donde
Rn =W0 W1; dimW0 = r;
y tanto W0 como W1 son generados por vectores de la base estandar
de Rn. Obviamente A0 es nito (A0 tiene
 
n
r

elementos). Veamos que
A0 es un atlas para Gr;n (R). Sea V 2 Gr;n (R). Denotemos por B a
la base estandar de Rn; y sea B0 una base arbitraria para V . Como
B0 es un conjunto linealmente independiente y B es un conjunto de
generadores para Rn, podemos encontrar un subconjunto B1 de B; tal
que B0 [ B1 es una base de Rn. Sea W1 el subespacio generado por
B1 y W0 el subespacio generado por B0 = B   B1. De aqu se deduce
que 'W0;W1 2 A0 y Rn = V W1; o sea, V pertenece al dominio de
'W0;W1 . De lo anterior se sigue que Gr;n (R) es segundo contable.
Ejemplo 2.2.15 Tomemos coordenadas (u1; : : : ; un) para Rn; y (x0; : : : ; xn)
para Rn+1: Denotemos la base estandar de Rn+1 por fe0; : : : ; eng : Conside-
remos la relacion de equivalencia  en Rn+1   f0g ;
x  y si y = x;para algun  6= 0.
El conjunto cociente
 
Rn+1   f0g =  se denomina el espacio proyectivo real
n-dimensional, y se denota por PnR (tambien es comun denotarlo por RPn).
Existe una identicacion natural  entre PnR y el grassmanniano G1;n+1 (R)
de subespacios unidimensionales de Rn+1. En efecto, si x 2 Rn+1, y x 6=
0, la clase de equivalencia de x; [x] = fx :  6= 0g ; se identica con el
subespacio fx :  2 Rg de Rn+1. Bajo esta identicacion PnR puede dotarse
de estructura suave, usando la estructura de G1;n+1 (R) : Para cada i =
0; : : : ; n consideremos la descomposicion en suma directa Rn+1 =W i0 W i1;
dondeW i0 es el subespacio generado por el vector ei; yW
i
1 el generado por los
vectores ej restantes. Identiquemos a Rn con HomR(W i0;W i1) a traves del
isomorsmo  i; que enva el vector u =
 
u1; : : : ; un

en la transformacion
lineal Tu :W
i
0 !W i1; denida en la base estandar como
Tu (ei) = (u
1; : : : ; ui 1; 0; ui; : : : ; un):
Notemos que el graco de Tu es el subespacio de Rn+1 generado por el vector
(u0; : : : ; ui 1; 1; ui; : : : ; un). La inversa   1i enva a T en el elemento de Rn
que se obtiene suprimiendo la i-esima coordenada de T (ei) 2 W i1  Rn: El
dominio UW i1
de la funcion 'W i0;W i1
asociada a la decomposicion en suma
directa W i0 W i1 consta de los subespacios unidimensionales de Rn+1 que
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tienen interseccion f0g con el hiperplano W i1. Por tanto, UW i1 se identica
con el subconjunto Ui del espacio proyectivo P
n
R ; denido por
Ui =

[x] : x =
 
x0; : : : ; xn
 2 Rn+1; xi 6= 0	 :
Por otro lado, 'i =  
 1
i  'W i0;W i1   : Ui ! Rn; que corresponde a 'W i0;W i1 ;
esta dada por
'i ([x]) =
 
x0=xi; : : : ; xi 1=xi; xi+1=xi; : : : ; xn=xi

:
Obviamente PnR =
Sn
i=0Ui; y por tanto, f(Ui; 'i)gni=0 es un atlas para PnR .
Es facil ver que las funciones de transicion 'j  ' 1i estan dadas por 
u1=uj ; : : : ; ui=uj ; 1=uj ; ui+1=uj ; : : : ; uj 1=uj ; uj+1=uj ; : : : ; un=uj

;
si i < j; y 
u1=uj ; : : : ; uj 1=uj ; uj+1=uj ; : : : ; ui=uj ; 1=uj ; ui+1=uj ; : : : ; un=uj

;
si i > j:
2.3. Funciones suaves
En la seccion 2.1 denimos nuestros objetos de estudio. En esta seccion
deniremos sus morsmos.
Denicion 2.3.1 Sean (M;OM ) y (N;ON ) manifolds. Una funcion de M
en N; f : M ! N; se denomina suave, si el par (f; f) es un morsmo de
espacios anillados.
Una funcion f es un difeomorsmo, si (f; f) es un isomorsmo de espa-
cios anillados, y se denomina un difeomorsmo local, si cada punto p 2 M
posee un entorno abierto U; tal que f jU : U ! f (U) es un difeomorsmo.
Decimos que (M;OM ) es difeomorfo a (N;ON ) si existe un difeomorsmo
entre M y N:
Nota 2.3.2 Como todo morsmo (f; f#) de (M;OM ) a (N;ON ) es de la
forma (f; f) (teorema 1.2.59), entonces existe una biyeccion entre los mor-
smos de (M;OM ) en (N;ON ) y las funciones suaves deM a N; que permite
identicar ambos conjuntos.
Por otro lado, f : M ! N es un difeomorsmo si y solo si f es biyec-
tiva, y tanto f como su inversa son funciones suaves. Es claro que todo
difeomorsmo es un homeomorsmo, y que todo difeomorsmo local es un
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homeomorsmo local. En particular, todo difeomorsmo local es una funcion
abierta.
Sean (M;OM ), (N;ON ) y (P;OP ) manifolds suaves. Si f : M ! N
y g : N ! P son funciones suaves, entonces se sigue directamente de la
denicion que la funcion g  f :M ! P es suave.
Ejercicio 2.3.3 Sea M un manifold y U  M abierto. Demuestre que la
funcion inclusion i : U ! M es suave, es decir, i induce un morsmo de
espacios anillados (i; i) : (U; OM jU) ! (M;OM ): A este morsmo se lo
denomina morsmo inclusion.
Es posible que dos atlas en un mismo manifold topologico denan la
misma estructura suave, es decir, la misma sheaf de funciones suaves. A
continuacion se da una condicion necesaria y suciente para que esto ocurra.
Denicion 2.3.4 Sea M un manifold topologico y sea A = f(U; ')g2A
un atlas para M . De una carta (U;') de M (no necesariamente en A) se
dice que es compatible con el atlas A, si para todo U que interseque a U;
la funcion '  ' 1 : ' (U \ U) ! ' (U \ U) es un difeomorsmo entre
abiertos de Rn. Dos atlas A y B de M se llaman compatibles si cada una de
las cartas de B es compatible con A.
Ejercicio 2.3.5 Demuestre que la relacion de compatibilidad de atlas es en
efecto una relacion de equivalencia.
Proposicion 2.3.6 Sea M un manifold topologico. Entonces cada clase de
equivalencia de atlas en M posee un unico elemento maximal, respecto a la
inclusion.
Prueba. Basta demostrar que cada atlas deM es equivalente a un unico at-
las maximal. Sea A = f(U; ')g2A un atlas en M y denamos A0 como la
coleccion de todas las cartas (U;') compatibles con A. Claramente A  A0.
Para ver que A0 es un atlas, tomemos (U;') ; (V;  ) 2 A0 y demostremos que
'  1 :  (U \ V )! ' (U \ V ) es suave. Sea p 2  (U \ V ) y (U; ') 2 A;
tal que   1 (p) 2 U. Entonces '    1 :  (U \ V ) ! ' (U \ V ) y
'  ' 1 : ' (U \ U) ! ' (U \ U) son funciones suaves. Sea W un en-
torno abierto de p contenido en  (U \ V \ U) : La funcion '  1se puede
escribir como (' ' 1 )  ('   1); en W , de lo cual se sigue que es suave,
por ser la compuesta de dos funciones suaves.
De manera similar se muestra que
  ' 1 : ' (U \ V )!  (U \ V )
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es suave, y por tanto, A0 es un atlas de M .
Claramente A0 es maximal, pues si (V;  ) es una carta de M compatible
con A0, esta sera, en particular, compatible con A. La unicidad es inmediata,
ya que si A00 es otro atlas maximal equivalente a A, entonces A00  A0; y
por tanto, A00 = A0.
Ejercicio 2.3.7 Sea M un manifold topologico, y sean A y B atlas de M:
Demuestre que A es compatible con B si y solo si el morsmo inducido por
la identidad, de (M; C1A;M ) en (M; C1B;M ), es un difeomorsmo.
Como vimos en el ejemplo 2.2.12, un manifold M puede tener dos es-
tructuras suaves distintas, OM y O0M sin que esto implique que (M;OM ) y
(M;O0M ) sean \esencialmente distintos". Es decir, puede ocurrir que a pesar
de que OM 6= O0M , (M;OM ) y (M;O0M ) sean isomorfos. En particular, dos
atlas A y B en M pueden no ser compatibles y sin embargo determinar \el
mismo manifold".
Sean (M;OM ) y (N;ON ) manifolds suaves, cuyas estructuras han sido
inducidas por los atlas A = f(U; ')g2A y B = f(V ;  )g2B ; respecti-
vamente, los cuales supondremos maximales.
Proposicion 2.3.8 La funcion f : M ! N es suave si y solo si para todo
(U; ') 2 A y (V ;  ) 2 B, con f (U)  V, la funcion
   f  ' 1 : ' (U)!   (V)
es suave.
Prueba. Supongamos que f :M ! N es suave. Tomemos cartas (U; ') 2
A y (V ;  ) 2 B tales que f (U)  V. Sabemos que  i = ui    2
ON (V) ; donde ui denota la i-esima coordenada estandar de Rn. Por tanto
f
 
 i

=  i  f 2 OM
 
f 1 (V)

;
y en particular  i  f

U
2 OM (U) : De aqu que cada funcion
( i  f jU)  ' 1 =  i  f  ' 1
sea suave, y por consiguiente que    f  ' 1 sea suave en ' (U).
Recprocamente, supongamos que se satisface la condicion enunciada en
la proposicion y veamos que (f; f) : (M;OM ) ! (N;ON ) es un morsmo
de espacios anillados. La continuidad de f se sigue de las hipotesis. Sea
2.3. FUNCIONES SUAVES 71
g 2 ON (W ) ; W  N: Entonces, para todo V que interseque aW , la funcion
f  1 es suave en   (W \ V). Debemos probar que gf 2 OM
 
f 1 (W )

:
Sea p 2 f 1 (W ) y (U; ') en A, tal que p 2 U. Elijamos (V ;  ) 2 B de
tal forma que f (U)  V; y que las funciones
   f  ' 1 : ' (U)!   (V)
y g    1 :   (W \ V)! R sean suaves. Entonces la funcion
g  f  ' 1 : '
 
f 1 (W ) \ U
! R
es igual a la composicion
'
 
f 1 (W ) \ U
  f' 1 !   (W \ V) g  1 ! R
de donde se deduce que g  f 2 OM
 
f 1 (W )

. Esto prueba que f es un
morsmo de sheaves.
A las funciones    f  ' 1 se las llama representaciones locales de la
funcion f con respecto a las cartas (U; ') y (V;  ) ; de M y N . La
proposicion 2.3.8 proporciona un criterio util para determinar si f :M ! N
es suave: basta que para cada punto p 2 M existan cartas (U;') y (V;  ),
con p 2 U y f (U)  V , tales que   f  ' 1 sea suave.
Ejemplo 2.3.9 Veamos que la operacion tomar complemento ortogonal de-
ne un difeomorsmo entre grassmannianos.
Si V es un subespacio de Rn, denotemos por V ? al complemento ortogo-
nal de V con respecto al producto interno euclidiano estandar h ; i. Dado
0  r  n, la funcion de Gr;n (R) en Gn r;n (R) ; que enva a V en V ?; es
biyectiva. Veamos que esta funcion es suave.
Antes de entrar en la demostracion, recordemos algunos hechos vistos en
la seccion 1.1.1. Sean (V; h ; iV ); (W; h ; iW ) espacios vectoriales reales
dotados de un producto interno. Recordemos que la funcion de V en V ; que
enva a v en hv; iV es un isomorsmo de espacios vectoriales, y que si L es
una transformacion lineal de V enW , su adjunta, La, satisface hw;L(v)iW =
hLa(w); viV : Sea W0 un subespacio r-dimensional de Rn; y sea W1 = W?0 .
Entonces, la descomposicion Rn =W0 W1; proporciona una carta 'W0;W1
de Gr;n (R). Dada una transformacion lineal T : W0 ! W1; calculemos el
complemento ortogonal de G (T ). Si w0 2W0 y w1 2W1, entonces
w0 + w1 2 G(T )? () hw0 + w1; v + Tvi = 0;
() hw0; vi+ hw1; T vi = 0;
() hw0; vi+ hT aw1; vi = 0;
() hw0 + T aw1; vi = 0;para todo v 2W0:
72 CAPITULO 2. MANIFOLDS SUAVES Y SUS MORFISMOS
Como w0 + T
aw1 2 W0, concluimos que w0 + w1 2 G(T )? si y solo si
w0 + T
aw1 = 0, lo cual equivale a que w0 =  T aw1. Se sigue entonces que
G (T )? = G( T a) ; donde G( T a) = fw1   T aw1 : w1 2W1g : La igualdad
anterior muestra que la funcion V 7! V ? enva el dominio de 'W0;W1 en
el dominio de 'W1;W0 . La representacion de esta funcion con respecto a las
cartas 'W0;W1 y 'W1;W0 es
HomR(W0;W1)! HomR (W1;W0)
T 7!  T a
Esta funcion es suave, por ser lineal. Ademas, para cada V 2 Gr;n (R) existe
una carta 'W0;W1 cuyo dominio contiene a V; y tal que W1 = W
?
0 (basta
tomar W0 = V y W1 = V
?). Esto prueba que la funcion V 7! V ? es suave.
Para ver que su inversa es suave, basta intercambiar en el razonamiento
anterior los papeles de Gr;n (R) y Gn r;n (R) . Luego V 7! V ? es un difeo-
morsmo entre Gr;n (R) y Gn r;n (R).
2.4. Cocientes por la accion de un grupo
Supongamos que (M;OM ) es un manifold, y G un grupo que actua suave
y apropiadamente en M (ver las deniciones B.0.2 y B.0.4). Sea
 :M !M=G
la funcion que enva cada punto deM en su clase de equivalencia, y dotemos
a M=G de la topologa cociente (esto es, V en M=G es abierto, si y solo si
 1(V ) es un abierto de M). El hecho de que la accion sea apropiada y
que M sea Hausdor hace que M=G tambien sea Hausdor, y el que M
sea segundo contable, y que esta propiedad se herede bajo cocientes, hace
que M=G sea segundo contable (ver lemas B.0.5 y B.0.6). Para cada abierto
V en M=G denamos OM=G (V ) como el conjunto de todas las funciones
f en V; con valores reales, tales que f   2 OM
 
 1 (V )

: Para ver que
M=G es un manifold, mostremos que alrededor de cada [p] 2 M=G existe
un entorno abierto V y un isomorsmo entre (V; OM=G
V ) y (eU; C1Rn j eU);
para un cierto abierto eU en Rn. Tomemos p 2 M tal que (p) = [p]. Como
la accion es apropiada, existe un entorno abierto U alrededor de p tal que
g (U)\U = ?; para todo g 6= 1. Tomando un entorno abierto mas peque~no,
si fuera necesario, podemos ademas suponer que (U; OM jU) es isomorfo a
(eU; C1Rn j eU); para un cierto abierto eU de Rn: Si V = (U), es claro que
 1(V ) es la union disjunta de los abiertos g(U) y, por tanto, la funcion
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jU : U ! V es inyectiva. Esta funcion es ademas continua y abierta de lo
cual concluimos que es un homeomorsmo. En cada g(U) la funcion f  
es igual a (f  jU )  g 1; de lo cual se sigue que f   es suave en g(U) (y
por consiguiente en  1 (V )); si y solo si es suave en U , es decir, si y solo si
f   2 OM (U). En consecuencia
 : OM=G
V !  OM jV
f 7! f  
es un isomorsmo de sheaves, y por tanto, (V; OM=G
V ) es isomorfo a
(eU; C1Rn j eU):
Supongamos ahora que la estructura suave deM proviene de un atlas A;
que supondremos maximal, y veamos explcitamente como dotar de cartas a
M=G; para que estas induzcan a su vez la estructura suave dada por la sheaf
OM=G. Sea (U;'), ' : U ! eU  Rn una carta en M tal que g (U) \ U = ?;
para todo g 6= 1. Como vimos, jU es un homeomorsmo, y por tanto, la
funcion ' :  (U)! eU; denida por ' = '(jU ) 1 ; tambien lo es. Sea A0 la
coleccion de todas las cartas ( (U) ; ') en M=G: En primer lugar, notemos
que los dominios de estas cartas cubren a M=G. En efecto, sea [p] 2M=G y
escojamos p 2 M; con  (p) = [p]. Vimos que es posible escoger un entorno
abierto U de p, tal que g (U) \ U = ?; para todo g 6= 1, y tal que U sea el
dominio de alguna carta ': Claramente la carta ( (U) ; ') contiene a [p] en
su dominio.
Sean (U;'), (V;  ) cartas en M con g (U) \ U = ? y g (V ) \ V = ?;
para todo g 6= 1. Sean ( (U) ; ') y   (V ) ;   las correspondientes cartas en
M=G. Veamos que la funcion de transicion es un difeomorsmo. El dominio
de   ' 1 es igual a ' ( (U) \  (V )) = '  U \  1 ( (V )) que es igual
a '(U \ Sg2G g (V )) e igual a Sg2G ' (U \ g (V )) : Como ' (U \ g (V )) es
abierto en Rn; es suciente probar que la restriccion de   ' 1 a ' (U \ g (V ))
es suave. Sea q un punto de ' (U \ g (V )). Si hacemos q = ' (p) ; con
p 2 U \g (V ) ; entonces ' 1 (q) =  (p). Por tanto  (p) =   g 1  p y g 1 
p 2 V; y ademas  ( (p)) =   g 1  p : En consecuencia     ' 1 (q) =
 
 
g 1  ' 1 (q) ; para todo q 2 ' (U \ g (V )). Como G actua por difeomor-
smos (la translacion por g 1 es suave), se sigue que   ' 1 es suave.
Ejercicio 2.4.1 Demuestre que A0 induce la estructura suave OM=G:
Ejemplo 2.4.2 Sea M = R2 y G = Z2; el grupo aditivo formado por
pares ordenados de numeros enteros. Z2 actua en R2 mediante transla-
ciones: (m;n)  (x; y) = (x+m; y + n) ; para todo m;n 2 Z, y x; y 2 R.
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Es facil ver que esta accion es suave y apropiada. Consideremos la funcion
f : R2 ! S1  S1 denida por f (x; y) = (e2ix; e2iy): Esta funcion es
claramente sobreyectiva, y como la funcion que enva t 2 R en e2it 2 S1 es
un difeomorsmo local, se sigue que f tambien lo es. Ademas, f conserva la
relacion de equivalencia, es decir, f (x; y) = f (x0; y0) si y solo si x x0 2 Z, y
y  y0 2 Z, para todo (x; y) ; (x0; y0) 2 R2: Por tanto f induce una biyeccion
f entre el cociente R2=Z2 y S1  S1: Esto nos permite identicar a R2=Z2
con el toro, S1  S1.
El toro
Ejercicio 2.4.3 Demuestre que f : R2=Z2 ! S1  S1 es un difeomorsmo.
Ejercicio 2.4.4 Sea Sn = fx 2 Rn+1 : x20 +    + x2n = 1g la esfera n-
dimensional; y sea G = f1; ag el grupo cclico que consta de la identidad
y la funcion antipodal a(x) =  x: Demuestre que la accion natural de G
sobre Sn es apropiada. Sea ' : PnR ! Sn=G la funcion que enva cada
elemento [x] = [x0; : : : ; xn] 2 PnR en la clase de equivalencia del vector
v = 1= jxj (x0; : : : ; xn): Demuestre que ' es un difeomorsmo.
Ejemplo 2.4.5 La cinta de Mobius, M; se dene como el manifold cociente
de R2 bajo la accion del grupo de difeomorsmos del plano generado por
 (x; y) = (x+ 1; y) : Es facil ver que esta accion es apropiada, y que M
tiene un atlas formado por las cartas
' = (j(0;1)R) 1;  = (j(1=2;3=2)R) 1;
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y que la funcion de transicion entre ' y  viene dada por
  ' 1 (x; y) =

(x+ 1; y) si 0 < x < 1=2;
(x; y) si 1=2 < x < 1:
La cinta de Moebius
Ejercicio 2.4.6 Sea G el grupo de difeomorsmos del plano generado por
(x; y) = (x+ 1; y) y (x; y) = ( x; y + 1):
Demuestre que la accion de G en R2 es apropiada y encuentre cartas para
K = R2=G: El manifold K se denomina la botella de Klein.
Botella de Klein
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Ejercicio 2.4.7 Sea G el grupo de difeomorsmos de R4 generado por
(x; y; z; w) = (x+ 1; y; z; w), (x; y; z; w) = (x; y + 1; z; w)
(x; y; z; w) = (x; y; z + 1; w) y (x; y; z; w) = (x+ y; y; z; w + 1):
Demuestre que la accion de G en R4 es apropiada y encuentre cartas para
Z = R4=G:
El manifold Z fue el primer ejemplo que se construyo de un manifold
\simplectico" que no admite ninguna \estructura Kahler" [22].
2.5. Espacio tangente
Un problema en topologa diferencial se descompone a menudo en dos
partes: una local y otra global. El concepto quiza mas importante en la
teora local es el de espacio tangente en un punto p 2 M de un manifold
(M;OM ). Daremos a continuacion tres deniciones distintas del espacio tan-
gente y mostraremos su equivalencia. A estas las llamaremos, respectivamen-
te, denicion geometrica, denicion algebraica y denicion tradicional de la
fsica. Cada una de ellas presenta sus ventajas, y es conveniente que el lector
se familiarice con las tres.
2.5.1. Denicion geometrica
La mas intuitiva es la denicion geometrica y esta inspirada en la idea
de que el espacio tangente se compone de vectores tangentes en p a curvas
que pasan por este punto. Sea (M;OM ) un manifold y jemos p 2M . Una
curva suave en M que pasa por p es una funcion suave  : I ! M , donde
I  R es un intervalo abierto que contiene el cero y  (0) = p (I se considera
como un manifold, con la estructura estandar (I; C1R1
 I)). Denamos una
relacion de equivalencia entre curvas que pasan por el punto p: Dos curvas
1 y 2 se llamaran equivalentes, lo cual denotaremos por 1  2; si existe
una carta (U;') enM; con p 2 U; tal que ('  1)0 (0) = ('  2)0 (0) : Como
1 y 2 son continuas, las composiciones '1 y '2 estan denidas en un
entorno abierto del cero en R. Una aplicacion directa de la regla de la cadena
nos muestra que esta denicion no depende de la carta escogida. Ademas, es
facil ver que  es una relacion de equivalencia. A cada clase de equivalencia
[] se la llamara vector tangente a M en p, y el espacio tangente Tp (M) a
M en el punto p sera el conjunto de todos los vectores tangentes en el punto
p.
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Ejercicio 2.5.1 Demuestre que  es una relacion de equivalencia, y que no
depende de la carta elegida.
Teorema 2.5.2 El espacio tangente Tp (M) tiene estructura natural de es-
pacio vectorial real.
Prueba. Sean 1 y 2 curvas representantes de dos vectores tangentes v1 y
v2 en Tp (M). Tomemos una carta (U;') alrededor de p; con ' (p) = 0 2 Rn.
Por supuesto, las curvas 1 y 2 no pueden \sumarse" directamente ya que el
conjuntoM en el que toman valores no es un espacio vectorial. Sin embargo,
el espacio Rn es un espacio vectorial, y por tanto, tiene sentido considerar
la suma t 7! ('  1) (t) + ('  2) (t) ; que es una curva en Rn que pasa por
0: Se sigue entonces que la funcion
t 7! ' 1  (('  1) (t) + ('  2) (t))
es una curva en M que pasa por p: Denimos
v1 + v2 =

' 1  ('  1 + '  2)

y v1 =

' 1  ('  1)

; para cada  2 R: Del ejercicio anterior se sigue
que estas operaciones son independientes de la carta escogida. Es facil ver
que tampoco dependen de la eleccion de representantes 1 y 2; para v1 y
v2, y que con estas operaciones Tp (M) adquiere la estructura de un espacio
vectorial real.
Ejercicio 2.5.3 Demuestre que si M es un n-manifold, cada Tp(M) es un
espacio vectorial real de dimension n:
Sea f : M ! N una funcion suave y p 2 M . Entonces f induce en
forma natural una transformacion lineal fp : Tp (M) ! Tf(p)(N); del mo-
do siguiente. Si v = [] 2 Tp (M), fp (v) = [f  ] : Llamaremos a fp la
diferencial de f en el punto p.
Ejercicio 2.5.4 Demuestre las siguientes armaciones:
1. La denicion de la diferencial es independiente de la eleccion de .
2. Demuestre que fp es lineal.
3. Demuestre que si g : N ! F es suave, entonces
(g  f)p = gf(p)  fp:
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2.5.2. Denicion algebraica
Si f es una funcion suave en Rn, su derivada direccional, en la direccion
del vector v = (a1; : : : ; an), se dene como
Dv(f) = a1@f=@u
1 +   + an@f=@un;
(apendice C.1). Esto permite identicar cada vector v con el \operador dife-
rencial"Dv: Por ser esta una denicion local, su generalizacion a un manifold
M es inmediata. Sea p 2M y  una curva suave; con (0) = p. Si f : U ! R
es una funcion suave denida en un entorno abierto U de p, denimos D
como D(f) = (f  )0(0): Veamos que D1 = D2 si y solo si [1] = [2] :
Tomemos una carta (U;') alrededor de p; y sea q = '(p): Denotemos poref a la funcion f  ' 1 y sea efq su diferencial en q (ver denicion C.1). Si
[1] = [2] entonces ('  1)0 (0) = ('  2)0 (0) ; y por tanto,
D1(f) = (f  1)0(0) = efq(('  1)0 (0))
= efq(('  2)0 (0)) = (f  2)0(0) = D2(f):
Recprocamente, supongamos que D1 = D2 : Entonces si u
1; : : : ; un deno-
tan las coordenadas estandar de Rn; sea 'i = ui  ' la i-esima coordenada
de ': Tenemos que
 
'i  1
0
(0) = D1('
i) = D2('
i) =
 
'i  2
0
(0) ; y
por consiguiente ('  1)0 (0) = ('  2)0 (0) ; es decir, [1] = [2] :
De lo anterior concluimos que la funcion que enva cada [] en D
esta bien denida y es inyectiva. Para cada vector v 2 Tp(M), si f : U ! R
y g : V ! R son funciones suaves denidas en entornos U; V de p; y
 2 R; es claro que Dv(f + g) = Dv(f) + Dv(g), Dv(f) = Dv(f) y
Dv (fg) = f (p)Dv (g) +Dv (f) g (p) : Lo anterior motiva la siguiente deni-
cion.
Denicion 2.5.5 Sea (M;OM ) un n-manifold y p 2M . Una derivacion en
el punto p es una transformacion lineal D : OM;p ! R que satisface
D (fpgp) = D (fp) g (p) + f (p)D (gp)
para todo fp; gp 2 OM;p: El conjunto de todas las derivaciones en p 2M se
denotara por DerR (OM;p;R).
Notacion 2.5.6 A menos que haya peligro de confusion, escribiremos Op
en vez de OM;p.
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Si D y D0 son dos derivaciones en el punto p 2 M , y  2 R; entonces
D + D0 puede denirse como (D +D0) (fp) = D (fp) + D0 (fp) ; y es
tambien una derivacion. De esta forma el conjunto DerR (Op;R) adquiere
una estructura de espacio vectorial real.
Lema 2.5.7 Si c es una funcion constante denida en un entorno abierto
de p 2M; y D es una derivacion en este punto, entonces D (cp) = 0.
Prueba. Si c = 1, vemos que
D (1p) = D (1p  1p) = D (1p) 1 (p) + 1 (p)D (1p) = 2D (1p) ;
y por tanto, D (1p) = 0. Para una constante arbitraria c, se sigue por linea-
lidad de D que D (cp) = cD (1p) = 0:
En la proposicion 2.1.9, de la seccion 2.1, vimos que
mp = ffp 2 Op : f (p) = 0g  Op;
es un ideal maximal. Denotemos por mkp a la potencia k-esima del ideal mp
el cual, recordemos, consta de sumas de productos de k elementos de mp:
El ideal mkp es precisamente el conjunto de germenes de funciones que son
cero hasta el orden (k   1)-esimo. Es decir, si fp 2 Op y (U;') es una carta
alrededor de p, la funcion f ' 1 tiene todas las derivadas parciales de orden
menor o igual que k   1 iguales, a cero en el punto ' (p). Del lema anterior
se sigue que D es completamente determinada por sus valores en mp: ya
que D (fp) = D (fp   f(p)) ; y toda derivacion se anula en m2p, puesto que
f (p) = g (p) = 0 implica que D (fpgp) = D (fp) g (p) + f (p)D (gp) = 0: Por
consiguiente, toda derivacion determina un funcional lineal en mp=m
2
p: Mas
aun, el siguiente resultado es cierto.
Proposicion 2.5.8 El espacio de todas las derivaciones DerR (Op;R) es
isomorfo al espacio vectorial dual
 
mp=m
2
p

.
Prueba. Ya vimos que si D 2 DerR (Op;R) ; entonces D determina un
funcional lineal D : mp ! R que es cero en m2p y por tanto, desciende
a un funcional D del espacio vectorial mp=m
2
p: Recprocamente, dado un
funcional lineal  2  mp=m2p, denimos D : Op ! R por D (fp) =
 (fp   f (p)) : Es claro que D es lineal, y se verica facilmente que es una
derivacion. La funcion D 7! D es lineal y tiene inversa  7! D : Esto nos
proporciona un isomorsmo DerR (Op;R) !
 
mp=m
2
p

:
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Consideremos una carta (U;') alrededor de p y denotemos las funciones
coordenadas ui ' por xi. Denamos las derivaciones @=@xi
p
: Op ! R por
@=@xi

p
(fp) =
@
@ui
 
f  ' 1 (' (p)) :
Esta denicion no depende del representante del germen escogido, ya que
dos cualesquiera coinciden en un entorno abierto de p: Por conveniencia
denotaremos @=@xi

p
(fp) por @f=@x
i

p
o por @f=@xi(p):
Lema 2.5.9 (Morse) Sea (U;') una carta alrededor de p 2 M; con fun-
ciones coordenadas xi = ui  ', tales que xi (p) = 0; i = 1; : : : ; n. Entonces
para todo fp 2 Op existen funciones suaves fi denidas en un entorno abier-
to Up  U de p; tales que fi (p) = @f=@xi(p) y f = f (p) +
Pn
i=1 x
ifi en
Up:
Prueba. Si ~f denota la funcion ~f = f  ' 1, del lema de Morse (lema
C.1.2, Apendice C), se sigue que ~f = ~f (0)+
Pn
i=1 u
i ~fi para ciertas funciones
suaves ~fi denidas en una bola alrededor del cero, B (0)  '(U). Si hacemos
fi = ~fi ' se obtiene f = f (p)+
Pn
i=1 x
ifi; en Up = '
 1(B"(0)): Aplicando
@=@xj

p
a ambos lados se obtiene
@f=@xj(p) =
nX
i=1
xi (p) @fi=@x
j(p) +
nX
i=1
fi (p) @x
i=@xj(p)
=
nX
i=1
fi (p) 
i
j = fj (p) ;
ya que xi(p) = 0; y por el lema 2.5.7, @xi=@xj = ij ; donde 
i
j denota la delta
de Kronecker (ij = 1; si i = j; y cero en caso contrario).
Teorema 2.5.10 Sea (U;') una carta alrededor de p 2 M; con funciones
coordenadas xi = ui  ', i = 1; : : : ; n. Entonces
B';p = f@=@x1

p
; : : : ; @=@xnjpg
es una base de DerR (Op;R). Toda derivacion D 2 DerR (Op;R) se escribe
en esta base como D =
Pn
i=1D
 
xip

@=@xi

p
:
Prueba. Sea fp 2 Op. Podemos suponer sin perdida de generalidad que
xi (p) = 0, componiendo las coordenadas xi con la funcion traslacion yi =
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xi xi (p) ; si fuera necesario. El lema 2.5.9 nos dice que f = f (p)+Pni=1 xifi:
Aplicando D a ambos lados se obtiene
D (fp) = D(f (p)p) +
nX
i=1
xi (p)D((fi)p) +
nX
i=1
D
 
xip

fi (p)
=
nX
i=1
D
 
xip

fi (p) =
nX
i=1
D
 
xip
 @f
@xi

p
:
Esto muestra que B';p genera a DerR (Op;R) : Por otro lado, para cualquier
combinacion lineal
Pn
i=1 a
i @=@xi

p
= 0; se tiene que aj = D(xjp) = 0;
para j = 1; : : : ; n. Por tanto, el conjunto de vectores B';p es linealmente
independiente, y es entonces una base del espacio DerR (Op;R).
Nota 2.5.11 Se deduce de lo anterior que dimDerR (Op;R) = dimM . El
espacio vectorial de todas las derivaciones DerR (Op;R) puede ser identi-
cado con Rn mediante la funcion
nX
i=1
ai @=@xi

p
7!
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Corolario 2.5.12 Sean (U;') y (V;  ) dos cartas deM tales que U\V 6= ?;
con funciones coordenadas xj = uj  ' y yi = ui   , respectivamente.
Entonces @=@yi

p
=
Pn
j=1 @x
j=@yi

p
@=@xj

p
; para todo p 2 U \ V:
Ejercicio 2.5.13 Demuestre el corolario anterior.
Los resultados anteriores nos permiten ahora probar que los espacios
vectoriales Tp (M) y DerR (Op;R) son isomorfos.
Teorema 2.5.14 La transformacion lineal  : Tp (M)! DerR (Op;R) deni-
da por (v) = Dv es un isomorsmo de espacios vectoriales.
Prueba. Claramente la funcion  es una transformacion lineal. Veamos que
es inyectiva. Si  (v1) = 0; con v1 = [1] ; y (U;') es una carta alrededor
de p en M; con funciones coordenadas xi = ui  ', entonces D[1](xip) = 0
signica que
 
xi  1
0
(0) = 0, para todo i = 1; : : : ; n. De aqu que 1 es
equivalente a la funcion constante que enva t en p; cuya clase es el cero de
Tp (M), y por tanto,  es inyectiva.
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Para demostrar que  es sobreyectiva, basta ver que cada D = @=@xk

p
es alcanzada. Elijamos una carta (U;') alrededor de p en M; con fun-
ciones coordenadas xi = ui  ', tal que '(p) = 0. Denamos la curva
k (t) = '
 1(0; : : : ; t
k
; : : : ; 0); con t 2 ( "; ") (" > 0 se escoge de tal for-
ma que k( "; ")  U): Es claro que
 
xi  k
0
(0) = 1, si i = k; y cero en
caso contrario. Por tanto,
D[k] (fp) =
d (f  k)
dt

t=0
=
nX
i=1
@f=@xi

p
 
xi  k
0
(0) = D (fp) ;
para todo fp 2 Op, lo cual implica que ([k]) = D, y en consecuencia  es
sobreyectiva.
De la proposicion anterior se sigue que un vector tangente v = [] 2
Tp (M) puede identicarse con la derivacion
Dv =
nX
i=1
vi @=@xi

p
; (2.1)
donde vi = (xi  )0 (0) = Dv(xip): En el lenguaje algebraico de las deriva-
ciones, la diferencial fp de una funcion suave f : M ! N; en el punto
p 2M; corresponde a la funcion (que tambien denotaremos por fp)
fp : Der R (OM;p;R)! Der R
 ON;f(p);R
D 7! D
denida como
D
 
gf(p)

= D (g  f)p ; (2.2)
para cada gf(p) 2 ON;f(p).
Ejercicio 2.5.15 Demuestre que fp; denida en el parrafo anterior, es una
transformacion lineal.
Veamos cual es la matriz asociada a fp en las bases
B';p = f@=@x1

p
; : : : ; @=@xnjpg y B ;q = f@=@y1

q
; : : : ; @=@ymjqg;
asociadas a las coordenadas locales 
Up; ' = (x
1; : : : ; xn

) y
 
Vq;  = (y
1; : : : ; ym

):
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Si Dj = fp(@=@xj

p
); entonces Dj(yiq) = @
 
yi  f =@xj
p
= @fi=@x
j

p
;
donde fi denota la i esima coordenada de la funcion f; es decir, fi =
yi  f: Por tanto, la funcion Dj puede escribirse en la base B ;q como
Dj =
Pm
i=1 @fi=@x
j(p) @=@yi

q
: De lo anterior se sigue que la matriz que
representa a fp respecto a las bases B';p y B ;q, que llamaremos la matriz
jacobiana de f en el punto p; y que denotaremos por Jf ;'(p), es
Jf ;'(p) =
264 @f1=@x
1 (p)    @f1=@xn (p)
...
...
@fm=@x
1 (p)    @fm=@xn (p)
375
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Cuando f sea la funcion identidad (y por tanto, ' y  correspondan a coor-
denadas locales alrededor de p), escribiremos Jf ;'(p) en forma abreviada
como J ;'(p).
Teorema 2.5.16 Sean f : M ! N y g : N ! P funciones suaves. Si
p 2M y q = f(p), entonces
1. (g  f)p = gq  fp:
2. Idp = IdDerR(OM;p;R).
Prueba. La demostracion se sigue facilmente de la ecuacion (2.2).
Corolario 2.5.17 Sea f : M ! N una funcion suave y sea p 2 M . En-
tonces fp : DerR (OM;p;R)! DerR
 ON;f(p);R es un isomorsmo si y solo
si f es un difeomorsmo local en p.
Prueba. Elijamos cartas (U;') y (V;  ) alrededor de p y q = f (p), respec-
tivamente. Si fp es un isomorsmo, la matriz Jf ;'(p) es invertible en p; y
por consiguiente tambien lo es la matriz jacobiana de   f  ' 1 en ' (p).
Por el teorema de la Funcion Inversa,   f  ' 1 es un difeomorsmo local
alrededor de ' (p) ; y en consecuencia f es un difeomorsmo local alrededor
de p.
Recprocamente, supongamos que f es un difeomorsmo local en p, es
decir, f tiene una inversa suave f 1 en algun entorno abierto de p. Por el
teorema 2.5.16, (f 1)f(p)  fp = Idp = IdDerR(OM;p;R); y entonces fp 
f 1f(p) es la identidad en DerR
 ON;f(p);R : Por tanto, fp es un isomorsmo.
Notemos que si fp es un isomorsmo, entonces (fp) 1 =
 
f 1

f(p) :
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Ejercicio 2.5.18 Sea  : I ! M una curva suave en M denida en un
intervalo abierto I = ( a; a) que contenga al cero, y denotemos por d=dtj0
la derivacion asociada a la coordenada estandar t de R en cero: Demuestre
que
0

d
dt

0

= D[] 2 DerR (OM;p;R) :
2.5.3. Denicion tradicional de la fsica
Es muy comun que en los textos de fsica un vector tangente sea denido
en terminos de las coordenadas locales como una expresion de cierto tipo
que obedece, al cambiar de sistema de coordenadas, una regla particular de
transformacion, que en este caso es precisamente la que se da en el corolario
2.5.12.
Denicion 2.5.19 Un vector tangente en el punto p 2 M es una funcion
que a cada carta (U;') alrededor de p le asocia un vector de Rn; v = 
v1; : : : ; vn

; de tal forma que si p esta en la interseccion de los dominios de
dos cartas (U;') y (V;  ) ; y v0 =
 
v01; : : : ; v0n

es el vector correspondiente a
la carta (V;  ), entonces los vectores v y v0 se relacionan mediante la formula
v0i =
nX
j=1
@yi=@xj (p) vj ; (2.3)
donde xj = uj ' y yi = ui  : En forma matricial, esta relacion se expresa
mediante la formula v0 = J ;' (p) v; donde los vectores v; v0 se han escrito
en columna.
Esto suele expresarse diciendo que un vector es una coleccion de entes
que cambian de acuerdo con la ecuacion (2.3), que usualmente se escribe, ha-
ciendo uso del convenio para la sumatoria de Einstein, como v0i = @yi=@xjvj .
En forma rigurosa, el conjunto de vectores tangentes en el punto p puede
denirse como Tp (M) ; el conjunto de clases de equivalencia de elementos
de Cp Rn; donde Cp = f(U;') : (U;')carta de My p 2 Ug ; bajo la relacion
de equivalencia ((U;'); v)  ((V;  ); v0) si y solo si v0 = J ;' (p) v:
Ejercicio 2.5.20 Demuestre que Tp (M) con la suma y producto por es-
calar denidos como [((U;'); v)] + [((V;  ); v0)] = [((V;  ); J ;' (p) v + v0)] y
 [((U;'); v)] = [((U;'); v)] ; tiene estructura de espacio vectorial real, y
que la funcion
Der R (Op;R)! Tp (M) ;
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que hace corresponder a la derivacion D =
Pn
i=1 v
i @=@xi

p
la clase del par 
(U; (x1; : : : ; xn));
 
v1; : : : ; vn

; es un isomorsmo de espacios vectoriales
reales.
De ahora en adelante no haremos distincion entre los espacios vectoriales
Tp (M), DerR (Op;R) y Tp (M) : Segun sea mas conveniente, consideraremos
un vector tangente como la clase de equivalencia v = []; de una curva , o
como la derivacion D[] =
Pn
i=1 v
i @=@xi

p
, o como la clase de equivalencia
correspondiente al par ((U; (x1; : : : ; xn));
 
v1; : : : ; vn

):
2.5.4. Observaciones sobre el espacio tangente
Sea M un manifold, U  M un abierto y p 2 U un punto. El espacio
tangente Tp (U) puede ser identicado naturalmente con el espacio tangente
Tp (M) mediante la diferencial en p del morsmo inclusion U !M (ejercicio
2.3.3).
Si V es un espacio vectorial real de dimension nita, entonces V es un
manifold (ejemplo 2.2.3), y es natural esperar que exista una identicacion
natural entre Tu (V ) y V , para todo u 2 V .
Ejercicio 2.5.21 Sea V un espacio vectorial real de dimension n; y sea
' : V ! Rn un isomorsmo de espacios vectoriales (' es por tanto, una
carta en V ). Demuestre que para cada u 2 V , el isomorsmo de espacios
vectoriales ' 1 'u : Tu (V )! V no depende de ', es decir, si  : V ! Rn
es otro isomorsmo de espacios vectoriales, entonces ' 1 'u =   1  u:
En particular, para cada x 2 Rn es posible identicar a Tx (Rn) con Rn a
traves del isomorsmo Idu : Tu (Rn) ! Rn; inducido por la carta (Rn; Id)
de Rn.
Proposicion 2.5.22 Sean M y N manifolds suaves, y  : M  N ! M;
 :M N ! N las proyecciones canonicas. Denotemos por (p; q) un punto
cualquiera de M N y por  = (p;q) y   =  (p;q) las correspondientes
diferenciales en este punto. Entonces la funcion lineal
(;  ) : T(p;q) (M N)! Tp (M) Tq(N)
es un isomorsmo de espacios vectoriales.
Prueba. Sean iq :M !M N , ip : N !M N las inclusiones canonicas
denidas por iq (p
0) = (p0; q) y ip (q0) = (p; q0). Denamos la funcion
 : Tp (M) Tq(N)! T(p;q) (M N)
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por  (u; v) = (iq) (u) + (ip) (v) : Notemos que, por el lema 2.5.7 y el
teorema 2.5.16
(;  ) (u; v) = (;  )
 
(iq) (u) + (ip) (v)

=
 
(  iq) (u) + (  ip) (v) ; (  iq) (u) + (  ip) (v)

= (u; v) :
De lo anterior se sigue que (;  ) es sobreyectiva y, por ser una trans-
formacion lineal entre espacios vectoriales de la misma dimension, es un
isomorsmo.
Ejercicio 2.5.23 Con la notacion anterior demuestre que si P es un ma-
nifold y f :M N ! P es suave, entonces para cada w 2 T(p;q) (M N),
f(p;q) (w) = ((f  iq)  ) (w) + ((f  ip)   ) (w) ;
donde ip(t) = (p; t); para cada t 2M; y iq(s) = (s; q); para cada s 2 N:
2.6. Inmersiones, submersiones y embebimientos
Las propiedades locales de una funcion suave estan en buena medida de-
terminadas por las propiedades de su diferencial. A continuacion estudiare-
mos como la inyectividad y la sobreyectividad de la diferencial determinan
el comportamiento local de una funcion suave.
Denicion 2.6.1 Sean M y N manifolds suaves y f :M ! N una funcion
suave.
1. Una funcion f se denomina una inmersion en el punto p 2 M si su
diferencial en p; fp : Tp (M) ! Tf(p) (N) es inyectiva. Se dice de f
que es una inmersion si f es una inmersion en cada p 2M:
2. La funcion f se denomina una submersion en el punto p 2 M si su
diferencial en p; fp : Tp (M)! Tf(p) (N) es sobreyectiva. Se dice de f
que es una submersion si f es una submersion en cada punto p 2M:
3. La funcion f se denomina un embebimiento si f es una inmersion y
f es un homeomorsmo de M a su imagen f (M)  N , donde f(M)
tiene la topologa que hereda de N:
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En el siguiente teorema mostraremos que si f es una inmersion en p;
entonces f luce localmente como la inclusion natural j : Rm ! Rn; denida
como j(u1; : : : ; um) =
 
u1; : : : ; um; 0; : : : ; 0

; m  n; y que si f es una
submersion en p, entonces f luce localmente como la proyeccion natural
 : Rm ! Rn; denida como (u1; : : : ; um) = (u1; : : : ; un); m  n:
Teorema 2.6.2 Sean Mm y Nn manifolds suaves y f : M ! N una in-
mersion en el punto p 2M . Entonces m  n; y existen coordenadas locales
(U;') alrededor de p y (V;  ) alrededor de f(p); con f (U)  V , tales que
  f  ' 1 = j. En forma similar, si f es una submersion en p; se cumple
que m  n, y las cartas pueden escogerse de tal forma que   f  ' 1 = :
Prueba. Tomemos (V1; ) una carta arbitraria en N que contenga al punto
q = f (p) ; y sea (U1; ') una carta cualquiera que contenga a p; tal que
f (U1)  V1. Denotemos por ~f =   f  ' 1 : ' (U1) !  (V1)  Rn a la
representacion local de f . Del teorema 2.5.16 se sigue que
~f'(p) = q  fp 
 
' 1

'(p) = q  fp  ('p) 1 :
Como q y 'p son isomorsmos, y fp es inyectiva, se deduce que ~f'(p)
es inyectiva, es decir, ~f es una inmersion en el punto ' (p). Entonces, por
el lema C.2.3, existen entornos abiertos eU  ' (U1) de ' (p) en Rm y eV 
(V1); de (q) en Rn; y un difeomorsmo  : eV ! fW a un abierto fW  Rn
tales que ~f(eU)  eV y   ~f = j en eU .
U1
f ! V1
' #  #eU  '(U1) ~f ! eV  (V1)
& j . fW
Para completar la demostracion basta tomar U = ' 1(eU), V =  1(eV ) y
 =   : Claramente   f  ' 1 =   ~f = j; en eU .
En forma similar, si f es una submersion en p, sean (U; ) y (V;  )
coordenadas alrededor de p y q: Si ef =   f   1; entonces ef(p) es
sobreyectiva. Haciendo uso del lema C.2.4, existen abiertos eU  (U1) yeV   (V1) y un difeomorsmo  : fW ! eU; tales que ef(eU)  eV y ef   =
: Si hacemos U =  1(eU); V =   1(eV ) y ' =  1  ; se sigue que
  f  ' 1 =   f   1   = ef   = :
88 CAPITULO 2. MANIFOLDS SUAVES Y SUS MORFISMOS
Consideraremos a continuacion el problema de determinar cuando una
funcion suave f; que sea una inmersion inyectiva, es un embebimiento. En
general estas condiciones no garantizan que f sea un homeomorsmo a su
imagen. Por ejemplo, la funcion que enva el intervalo abierto (0; 1) en \la
gura ocho" en R2;
Manifold no embebido
no es un homeomorsmo. La razon es que el punto (0; 0) del \ocho" tiene
un entorno abierto conexo tal que si se le quita (0; 0) queda un espacio de
cuatro componentes conexas, mientras que para el punto correspondiente
1=2 de (0; 1) no existe un entorno abierto con tal propiedad (de hecho,
ningun punto de (0; 1) tiene un entorno abierto con tal propiedad). Por
la misma razon la gura \seis" tampoco es un embebimiento de (0; 1). Se
deja como ejercicio al lector responder si la gura del medio (una espiral
que se envuelve innitamente sobre un disco solido, sin nunca tocarlo), que
se muestra a continuacion, es un embebimiento de R en R2. Lo que le falta
a una inmersion inyectiva para ser un embebimiento es exactamente tener
la propiedad de ser funcion propia como funcion a su imagen.
Denicion 2.6.3 Sean X; Y espacios topologicos. Una funcion f : X ! Y
se denomina una funcion propia si para cada subconjunto compacto K  Y ,
f 1(K) es compacto.
Proposicion 2.6.4 Sean M y N manifolds, y f : M ! N una inmersion
inyectiva. Entonces, f es un embebimiento si y solo si f : M ! N es
propia. En particular, toda inmersion inyectiva de un manifold compacto en
otro manifold (no necesariamente compacto), es un embebimiento.
Prueba. Recordemos que todo manifold es metrizable (ver el comentario
inmediatamente despues del teorema A.0.24). Fijemos metricas dM y dN ;
que induzcan las topologas de M y N , respectivamente.
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Si f es un embebimiento, entonces f :M ! f(M) es un homeomorsmo.
Por tanto, si K  f(M) es compacto, entonces f 1(K) es compacto por ser
imagen bajo la funcion continua f 1 del compacto K:
Para ver que la condicion de ser propia es suciente, basta demostrar que
f 1 : f (M)!M es una funcion continua. Si esto no fuera cierto, podramos
encontrar p 2 M y una secuencia qn 2 N cuyo lmite es q = f(p) 2 N; tal
que la secuencia de sus preimagenes pn = f
 1(qn) se mantiene por fuera de
un cierto entorno abierto U de p: Ahora, el conjunto
Q = fqn : n  1g [ fqg;
es claramente un subconjunto compacto de f(M). Por tanto, su preimagen,
P = f 1(Q); tambien lo es. Esto fuerza a que la secuencia pn tenga una sub-
secuencia que converge a algun punto p 2 P: Como cada pn =2 U; entonces p
tiene que ser distinto de p: Pero como f es continua lm
n!1qn = f(p
) = f(p);
lo cual viola la inyectividad de f:
Finalmente, si M es compacto, f es propia, ya que por ser f(M) Haus-
dor, todo compacto K  f(M) es cerrado, y la continuidad de f garantiza
que f 1(K) es cerrado, y por tanto, compacto en M:
Ejercicio 2.6.5 Demuestre que si M y N son manifolds de la misma di-
mension y f : M ! N es un embebimiento, entonces f(M) es abierto en
N .
2.7. Submanifolds
En esta seccion deniremos la nocion de submanifold de un manifold M
como una clase de equivalencia de embebimientos en M: Mostraremos que
un subconjunto Z de M que satisface ciertas propiedades locales, dotado de
la topologa que hereda de M y con la estructura de espacio anillado en la
cual las funciones suaves en abiertos de Z son localmente restricciones de
funciones suaves en M; es un submanifold de M; y que todo submanifold
es esencialmente de esta forma: Como veremos, el lenguaje de sheaves nos
permitira expresar lo anterior de una manera compacta y elegante, ademas
de sugerir la nocion correcta de lo que signica ser un subobjeto en otras
categoras, como en la categora de variedades algebraicas o esquemas.
Sea (M;OM ) un manifold y denotemos por E a la coleccion formada por
todos los pares ((Z;OZ); ); donde (Z;OZ) es un manifold y
 : (Z;OZ)! (M;OM )
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es un embebimiento. Decimos que dos pares ((Z;OZ); ); ((Z 0;OZ0); 0) de E
son equivalentes si existe un difeomorsmo h : (Z;OZ) ! (Z 0;OZ0) tal que
0  h = : Claramente esta es una relacion de equivalencia.
Denicion 2.7.1 Un k-submanifold del n-manifold (M;OM ) es una clase
de equivalencia de un par ((Z;OZ); ) en E , con dimZ = k: En situaciones
en las que no es importante destacar la dimension de Z se dira simplemente
que \Z es un submanifold de M": Notemos que como  es en particular una
inmersion, entonces k  n: El entero n  k se denomina la codimension del
submanifold.
Entre los ejemplos mas simples de submanifolds estan la inclusion natural
de un abierto de M en M; y el embebimiento estandar j : Rk ! Rn que,
recordemos, enva la k-tupla (u1; : : : ; uk) en la n-tupla (u1; : : : ; uk; 0; : : : ; 0):
Teorema 2.7.2 Sea  : (Z;OZ)! (M;OM ) un embebimiento; y denotemos
por Z = (Z) a la imagen de Z en M: Para cada z0 2 Z existe una carta
(W; ) alrededor de (z0) tal que
Z \W = fp 2W : yk+1(p) =    = yn(p) = 0g:
Prueba. Como  es una inmersion (ver teorema 2.6.2) existen cartas 
U;' = (x1; : : : ; xn)

en Z y
 
W0;  = (y
1; : : : ; yn)

en M; con z0 2 U y  (U)  W0 tales que
    ' 1 = j: Como (U) es un abierto relativo de Z, existe un abierto
W1  M abierto tal que (U) = W1 \ Z: Ahora, j('(U)) es un abierto
relativo de j(Rk): Por tanto existe un abierto V  Rn abierto tal que V \
j(Rk) = j('(U)): DenamosW =W0\W1\  1(V ): Como j'(U) =  (U)
se sigue que
(U)    1(j'(U))    1(V \ j(Rk))    1(V ):
Por otro lado, (U) W0 implica queW1\Z = (U) W0\  1(V ); y por
tanto, (U) = (W1 \ Z) \W0 \   1(V ) = W \ Z: Para todo p 2 W \ Z
existe un unico z 2 U tal que p = (z), y como  ((z)) = j'(z); es decir,
(y1((z)); : : : ; yn((z))) = (x1(z); : : : ; xk(z); 0; : : : ; 0);
entonces yj(p) = 0; si j > k y por consiguiente,
W \ Z  fp 2W : yk+1(p) =    = yn(p) = 0g:
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Por otro lado, si p 2W es tal que  (p) tiene sus ultimas n  k coordenadas
iguales a cero, entonces  (p) 2 j(Rk)\V = j'(U) y por tanto, existe z 2 U
tal que  (p) = j('(z)) =  ((z)): Como  es un homeomorsmo, p = (z)
y en consecuencia p 2 Z: Esto muestra que
W \ Z = fp 2W : yk+1(p) =    = yn(p) = 0g:
Denicion 2.7.3 SeaMn un manifold y Z un subconjunto deM: Decimos
que Z es enderezable si existe un entero 0  k  n tal que para cada z 2 Z
es posible encontrar coordenadas locales (U; = (y1; : : : ; yn)) alrededor de
z; tales que
Z \ U =
n
p 2 U : yk+1(p) =    = yn(p) = 0
o
:
Denicion 2.7.4 Sea ahora Z un subconjunto de M . Dotemos a Z de la
topologa que hereda de M y de la sheaf, que denotaremos por OM jZ; de
funciones que en cada abierto relativo V de Z esta denida como
(OM jZ)(V ) = fs : V ! R : s satisface ?g ;
donde la condicion ? signica que para todo p 2 V existe un entorno abierto
Up en M y  2 OM (Up) tal que jUp\Z coincide con s: A esta sheaf la
llamaremos la restriccion de OM a Z:
Ejercicio 2.7.5 Sea M un manifold, y Y y Z subconjuntos de M; tales que
Z  Y: Demuestre que la sheaf OM jZ es igual a la sheaf que a cada abierto
V de Z le asigna el anillo
(OY jZ)(V ) = fs : V ! R : s satisface la condicion ? ?g ;
donde ?? signica que para cada p 2 V; existe un entorno abierto Up en Y ,
y  2 (OM jY )(Up) tal que jV \Up = s:
La naturaleza local de la denicion hace que OM jZ sea una sheaf en
Z. El siguiente teorema nos muestra que todo subconjunto Z que satisfaga
la condicion jacobiana expresada en su enunciado, o, equivalentemente, que
satisfaga la condicion al parecer mas fuerte de ser enderezable, con la sheaf
OM jZ; dene un submanifold de M:
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Teorema 2.7.6 Sea (M;OM ) un n manifold, 0  k  n y N un subcon-
junto de M con la siguiente propiedad: para cada z 2 N existe un entorno
abierto W de z y funciones f1; : : : ; fn k en OM (W ); tales que
N \W = fp 2W : f1(p) =    = fn k(p) = 0g ;
y tales que el rango (para alguna carta (U;') alrededor de z; y por tanto,
para cualquier carta alrededor de z) de la matriz jacobiana Jfu;'(z) es igual
a n k, donde f :W ! Rn k denota la funcion con coordenadas ui f = fi;
y las ui denotan las coordenadas estandar de Rn k. Entonces la clase de
((N; OM jN); i) donde i es la inclusion es un k-submanifold de M .
Prueba. Si se escogen coordenadas locales adecuadas alrededor de z; (U;' =
(x1; : : : ; xn)); con '(z) = 0; podemos suponer que las ultimas n  k colum-
nas de Jfu;'(z) son linealmente independientes. Sea  : U ! Rn denida
como  = (x1; : : : ; xk; f1; : : : ; fn k): Denotemos a '(U) por eU; y por  0 a
la funcion   ' 1 : eU ! Rn: La diferencial de  0 esta dada por la matriz
n n
D =
2666664
Idkk 0(n k)(n k)
@f1=@x
1    @f1=@xk
...
...
@fn k=@x1    @fn k=@xk
@f1=@x
k+1    @f1=@xn
...
...
@fn k=@xk+1    @fn k=@xn
3777775
De nuestra hipotesis sobre las columnas de Jfu;'(z) se sigue que el rango por
columnas de D es exactamente n; y en consecuencia es invertible. Del teore-
ma de la funcion inversa (ver teorema C.2.1) se sigue que  0 es localmente
invertible y por tanto,  tambien lo es: Escogiendo, si fuera necesario, un
entorno abierto de z mas peque~no (que llamaremos nuevamente U) podemos
suponer que la funcion  : U !W; donde W =  (U); es un difeomorsmo.
Bajo este difeomorsmoN\U es enviado biyectivamente enW0 = j(Rk)\W ,
es decir,
 (N \ U) = f(u1; :::; un) 2W : uk+1 =    = un = 0g:
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Carta enderezable
Denotemos por Cnk a la sheaf de funciones con valores reales en abiertos
relativos de W0 que localmente admiten una extension a una funcion suave
en cierto abierto de Rn: El difeomorsmo  induce un isomorsmo de sheaves
  : Cnk ! (OM jN)j (U \N):
Por consiguiente, para demostrar que OM jN es una sheaf localmente iso-
morfa a C1Rk basta probar que Cnk lo es. Sea V un abierto de Rk tal que el
conjunto V0 = j(V ) sea un entorno abierto del origen incluido en W0. De-
namos hV : C1Rk(V )! Cnk (V0); como la funcion que enva cada funcion suave
g(u1; : : : ; uk) en V en la funcion G denida en V0 como
G(u1; : : : ; uk; 0; : : : ; 0) = g(u1; : : : ; uk):
Claramente G se puede extender localmente a una funcion suave en el con-
junto (V0Rn k)\W; haciendo G(u1; : : : ; uk; uk+1; : : : ; un) = g(u1; : : : ; uk):
Recprocamente, siG 2 Cnk (V0); la funcion denida en V como g(u1; : : : ; uk) =
G(u1; : : : ; uk; 0; : : : ; 0) es suave, ya que G; por denicion, se puede extender
localmente a una funcion suave en un cierto abierto de Rn. Obviamente, esta
funcion proporciona la inversa de hV : Como estas funciones conmutan con
la restriccion usual de funciones, se sigue que h : C1Rk
 j 1(W0)! Cnk jW0 es
un isomorsmo de sheaves. Finalmente, es claro que la dimension de N es
k:
De este teorema se sigue el siguiente corolario.
Corolario 2.7.7 Sea Z un subconjunto enderezable de M . Entonces, la
clase de ((Z; OM jZ); i) es un k-submanifold de M:
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En particular, si [((Z;OZ); )] es un submanifold deM , como ya sabemos
que Z = (Z) es enderezable, entonces ((Z; OM jZ); i) es un submanifold.
El siguiente teorema nos muestra que ((Z;OZ); ) y ((Z; OM jZ); i) son
equivalentes y por tanto, denen el mismo submanifold.
Teorema 2.7.8 Sea  : (Z;OZ)! (M;OM ) un embebimiento. Entonces
 : (Z;OZ)! (Z; OM jZ)
es un difeomorsmo y por tanto, ((Z;OZ); ) y ((Z; OM jZ); i) son equiv-
alentes.
Prueba. Es claro que  : Z ! Z es un homeomorsmo. Probemos que
 : OM jZ ! OZ es un isomorsmo de sheaves. Veamos en primer lugar
que es un morsmo. Sea f un elemento de (OM jZ)(V ); con V =W \ Z;
un abierto arbitrario de Z: Como f 2 (OM jZ)(V ), por denicion de esta
sheaf, existe un cubrimiento fWg2A de W y funciones F 2 OM (W);
tales que cada F restringida a V = W \ Z coincide con la restriccion
de f a este mismo abierto. Ademas, como  : OZ ! OM es un morsmo
de sheaves, f   = F   2 OZ( 1(V)); y por tanto, f   2 OZ( 1(V )):
Esto muestra que  : OM jZ ! OZ es un morsmo de sheaves. La
inyectividad de  se sigue sin dicultad del hecho de que  es sobreyectiva.
Veamos ahora que  es sobreyectiva. Para ello basta ver que localmente lo
es. Fijemos z0 2 Z un punto cualquiera y sea z0 su imagen en Z: Por ser 
una inmersion local, el teorema 2.6.2 nos dice que existen entornos abiertos
V =W \Z (W abierto enM) alrededor de z0 y U =  1(V )  Z alrededor
de z0; y coordenadas locales x
1; : : : ; xk en U y y1; : : : ; yn en W tales que 
en estas coordenadas luce como el embebimiento estandar de Rk en Rn; es
decir, si z = (z); entonces yi(z) = xi(z); para todo z 2 U; i = 1; : : : ; k
y yk+1(z) =    = yn(z) = 0: Supongamos que g 2 OZ(U): Sabemos que
existe una funcion eg; suave en Rk; tal que g(z) = eg(x1(z); : : : ; xn(z)); para
todo z 2 U: Denamos F :W ! R como F (p) = eg(y1(p); : : : ; yk(p));
para todo p 2 W; y a f como la restriccion de F a V: Claramente
f 2 (OM jZ)(V ); y para cada z 2 U
(f  )(z) = eg(y1(z); : : : ; yk(z)) = eg(x1(z); : : : ; xk(z)) = g(z);
lo cual demuestra la sobreyectividad de ; y completa la demostracion del
teorema.
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Teorema 2.7.8
Nota 2.7.9 El teorema anterior implica que dos pares en E ; ((Z;OZ); ) y
((Z 0;OZ0); 0) son equivalentes, si y solo si las imagenes de Z y Z 0 coinciden
enM: En otras categoras, como en la categora de esquemas, esta condicion
no es suciente, y la nocion correcta de subobjeto es la dada en la denicion
2.7.1 (ver [10]).
Sean M y N manifolds, y X  M; Y  N subconjuntos. Decimos que
una funcion f : X ! Y es suave, si ella induce un morsmo de espacios
anillados (f; f) : (X; OM jX)! (Y; ON jY ):
Ejercicio 2.7.10 Demuestre que f : X ! Y es suave, en el sentido del
parrafo anterior, si y solo si para cada p 2 X existe un entorno abierto Up
en M; y una funcion suave F : Up ! N; tal que F jUp\X = f:
Decimos que f es un difeomorsmo entre X y Y si existe una funcion
suave g : Y ! X, tal que g  f y f  g son la identidad.
Supongamos ahora que Z  M es un subconjunto cualquiera de M
dotado de la topologa que hereda de M y de la sheaf OM jZ. Si (Z; OM jZ)
determina un manifold, entonces la inclusion i : Z !M es un embebimiento
y Z es un submanifold de M: El teorema anterior muestra que todo subma-
nifold deM es esencialmente de esta forma. En algunos textos un k-manifold
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se dene como un subconjunto Z de algun RN localmente difeomorfo a un
abierto de Rk. Esta ultima condicion, como puede facilmente vericarse, es
equivalente a decir que Z; con la sheaf que a cada abierto le asigna el con-
junto de las funciones que son restricciones locales de funciones suaves de
RN ; es un manifold.
Ejercicio 2.7.11 Demuestre que Z  RN es un k-submanifold, si y solo si
para cada z 2 Z existe un entorno abierto en Z; difeomorfo a un abierto de
Rk:
La nocion de submanifold admite una caracterizacion en terminos de
las sheaves involucradas, que resulta particularmente importante en otras
categoras. Sea [((Z;OZ); )] un submanifold de M . Por el teorema ante-
rior podemos suponer, sin perdida de generalidad, que este submanifold es
((Z; OM jZ); i); donde i denota la inclusion de Z = (Z) enM: Para cada
abierto W de M denotemos por I(W ) al conjunto de todas las funciones en
OM (W ) que se anulan identicamente en Z \W: Como se puede vericar
facilmente, la coleccion de todos los I(W ); con la restriccion usual de fun-
ciones, es una sheaf enM: Cada funcion de (OM jZ)(Z\W ) es localmente
la restriccion de una funcion de OM (W ): Luego, el morsmo de sheaves dado
por la restriccion de funciones a Z,  : OM ! i(OM jZ); es sobreyectivo,
y el kernel de este morsmo es claramente I: Es decir, la secuencia
0! I ! OM ! i(OM jZ)! 0;
es exacta, y por consiguiente OM=I ' i(OM jZ): De la discusion anterior
se sigue el siguiente teorema.
Teorema 2.7.12 Sea [((Z;OZ); )] un submanifold del manifold M . En-
tonces la sheaf OZ es isomorfa a una sheaf cociente OMI; para una
sheaf de ideales I. Recprocamente, [((Z;OZ); )] es un submanifold de M;
si (Z;OZ) es un manifold,  un homeomorsmo a su imagen y existe una
subsheaf de ideales I de OM tal que OMI ' OZ :
2.7.1. Puntos crticos y valores crticos
Denicion 2.7.13 Sean M y N manifolds de dimension m y n, respecti-
vamente, y f :M ! N una funcion suave de M en N .
1. Un punto p 2 M se llama punto regular de f si la diferencial de f en
p; fp : Tp (M)! Tf(p)(N) es sobreyectiva. En caso contrario, diremos
que p es un punto crtico de f .
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2. Un punto q 2 N se llama un valor regular de f si todo punto en la
preimagen de q es un punto regular de f . En caso contrario diremos
que q es un valor crtico de f .
Nota 2.7.14 Si q 2 N es tal que q =2 f(M); entonces q es claramente un
valor regular de f: Si m < n; entonces todo p 2 M es punto crtico de f y
todo punto en el rango de f es un valor crtico.
El teorema de Sard en Rn (ver apendice C) puede extenderse sin dicul-
tad a morsmos de un manifold en otro.
Teorema 2.7.15 (Sard para manifolds) Sea f : Mm ! Nn un mors-
mo de manifolds y sea C M el conjunto de puntos crticos de f . Entonces
el conjunto de valores crticos, f(C); tiene medida cero en N: Esta ultima
condicion signica que existen contables cartas de N , f(Vi;  i)gi2N; cuyos
dominios cubren a N y tales que cada conjunto  i(f(C) \ Vi) tiene medida
cero en Rn:
Prueba. N admite un atlas contable f(Vi;  i)gi2N (ver nota 2.1.12). Esco-
jamos f(U; ')g2A; un atlas de M tal que para cada , f(U) este inclui-
do en algun Vi. Aplicando nuevamente la nota 2.1.12, podemos extraer una
subcoleccion contable de cartas f(Uj ; 'j)gj2N tales que para cada j, f(Uj)
esta incluido en algun Vi(j); y M =
S
j2NUj . Denotemos por Cj a C \ Uj .
Entonces f(C) =
S
j2N f(Cj); y para ver que f(C) tiene medida cero en N ,
basta ver que  i(j)(f(Cj)) tiene medida cero en Rn. Pero como 'j y  i(j)
son difeomorsmos, el conjunto de puntos crticos de fj =  i(j)  f  ' 1j
es 'j(Cj); y por el teorema de Sard en Rn; fj('j(Cj)) =  i(j)(f(Cj)) tiene
medida cero en Rn.
Veamos ahora que los conjuntos de nivel correspondientes a valores re-
gulares son siempre submanifolds.
Teorema 2.7.16 Sean M y N manifolds de dimensiones m y n y f una
funcion suave de M en N: Sea q 2 N un valor regular; entonces, si Z =
f 1 (q) es no vaco, Z es un submanifold de M de dimension m  n.
Prueba. Sea p un punto de f 1 (q) ; y sean (U;') y
 
V;  = (y1; : : : ; yn)

coordenadas locales alrededor de p y q; tales que yi(q) = 0: Denotemos por
fi a las coordenadas de f; es decir, fi = f
(yi): Como q es un valor regular,
fp : Tp(M)! Tq(N)
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es sobreyectiva, lo que implica que el rango de la matriz jacobiana Jf ;'(p)
es n. Del teorema 2.7.6 se sigue que Z es un submanifold deM de dimension
m  n:
El teorema anterior puede generalizarse de la siguiente manera. Sea X
un submanifold de N , va i : X ! N . Decimos que f es transversal a X; si
para todo q 2 i(X) y todo p 2 f 1(q) se tiene que
fpTp(M) + ixTx(X) = Tq(N);
con x = i 1(q) (si X = fxg entonces Tx(X) = 0; y esta condicion es equiv-
alente a la hipotesis del teorema anterior).
Ejercicio 2.7.17 Demuestre que si f es transversal a X; entonces f 1(X)
es un submanifold de M de dimension m  n  dim X:
Si j : Y ! N es otro submanifold de N , decimos que Y y X se intersecan
transversalmente en N si j es transversal a X. Esta condicion equivale a
que para todo punto q 2 i(X) \ j(Y ); ixTx(X) + jyTy(Y ) = Tq(N); con
x = i 1(q) y y = j 1(q):
Ejercicio 2.7.18 Demuestre que si X y Y se intersecan transversalmente
en N; entonces i(X) \ j(Y ) es un submanifold de N:
Ejemplo 2.7.19 Sea f : Rn+1 ! R la funcion
f
 
x1; : : : ; xn+1

= (x1)2 +   + (xn+1)2:
La matriz jacobiana de f es la matriz la Jf (x) =

2x1; : : : ; 2xn+1

: Como
Jf (x) tiene rango 1 siempre que x 6= 0, concluimos que todo c 6= 0 es un
valor regular de f y que Sn = f 1 (1) es un n-submanifold de Rn+1.
Ejemplo 2.7.20 Sea M = S1 R, donde S1 ' R=2Z. Podemos embeber
aM en R3 como el cilindro innito de radio 1 cuyo eje central es el eje z, de
la siguiente manera. Denamos f :M ! R3 como f (; t) = (cos ; sen ; t) :
Esta funcion es inyectiva, y se ve facilmente que su diferencial en cualquier
punto tiene rango 2. Luego f es una inmersion inyectiva cuya imagen es
precisamente el conjunto
f(M) =

(x; y; z) 2 R3 : x2 + y2 = 1	 :
Ademas, es facil ver que la preimagen de un subconjunto compacto de f(M)
es un compacto de M; de lo cual se sigue que f :M ! f(M) es una funcion
propia, y por la proposicion 2.6.4, que f es un embebimiento.
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Ejemplo 2.7.21 En forma similar
M = S1  S1 ' R=2Z R=2Z
puede embeberse en R3. Denamos f :M ! R3 por
f (; ') = ((R+ r cos') cos ; (R+ r cos') sen ; r sen') :
Es facil ver que si R > r > 0, entonces f es una inmersion inyectiva cuya
imagen es el subconjunto de R3
T = f(x; y; z) 2 R3 :  x2 + y2 + z2  R2   r22 + 4R2z2 = 4R2r2g;
que es un toro en el espacio.
Toro en el espacio
Como el manifold S1  S1 es compacto, f es un embebimiento.
Por otro lado, si denimos g : R3 ! R como
g (x; y; z) =
 
x2 + y2 + z2  R2   r22 + 4R2z2;
entonces puede comprobarse que T = g 1(c); donde c = 4R2r2.
Ejercicio 2.7.22 Verique la armacion anterior, y demuestre que todo
c 6= 0 es un valor regular de g. Graque el conjunto T en R3.
Demuestre que 0 es un valor regular de la funcion
f2(x; y; z) = (4x
2(1  x2)  y2)2 + z2   1=4;
y por tanto, 2 = f
 1
2 (f0g) es un 2-submanifold de R3 llamado \la supercie
de genero 2": Graque a 2.
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2.7.2. Teorema del embebimiento de Whitney
En esta seccion veremos que cualquier n-manifold compacto M puede
ser embebido en RN ; para un N sucientemente grande. En el proximo
captulo mostraremos que N puede escogerse igual a 2n + 1: Whitney [23]
demostro que M (compacto o no) puede embeberse en R2n, y que la di-
mension de este espacio es en general la mnima posible. No es difcil ver,
por ejemplo, que la botella de Klein (captulo 2, ejemplo 2.4.6) no se puede
embeber en R3:
Recordemos que si M es un manifold y f : M ! R es una funcion,
entonces el soporte de f es la clausura del conjunto de puntos donde f no se
anula, Soporte(f) = cl fp 2M : f(p) 6= 0g : Primero veamos que M puede
embeberse en RN ; para un N sucientemente grande.
Proposicion 2.7.23 Para todo n-manifold compacto M existe un embe-
bimiento f :M ! RN ; con N sucientemente grande.
Prueba. Para cada punto p 2 M escojamos coordenadas locales alrededor
de p; (Up; 'p): Por el corolario D.0.9 existe un entorno abierto Vp  Up y
una funcion suave p :M ! R; con soporte en Up y tal que p es constante,
e igual a 1; en Vp: Como M es compacto, podemos escoger nitos Vpi (i =
1; : : : ; k) que cubren a M: Denotemos por Vi a Vpi ; por Ui a Upi y por i
y 'i a las restricciones de pi y 'pi a Ui: Sea f : M ! Rkn+k la funcion
denida por f = (1'1; : : : ; k'k; 1; : : : ; k) : Veamos que la funcion f es
un embebimiento. Como M es compacto, por la proposicion 2.6.4, basta
vericar que f es una inmersion inyectiva. Para cada p 2 M existe un
abierto Vi tal que p 2 Vi y i'i = 'i en Vi; y en consecuencia (i'i)p es
un isomorsmo. Por tanto la diferencial de f
fp = ((1'1)p ; : : : ; (k'k)p ; 1p; : : : ; kp);
es inyectiva. Veamos ahora que f es inyectiva. Si f (p) = f (q) y escogemos
Vi tal que p 2 Vi, entonces i (q) = i (p) = 1; y por consiguiente, q 2 Ui
(ya que el soporte de i esta contenido en Ui). Como ademas se tiene que
(i'i) (p) = (i'i) (q) ; se sigue que 'i (p) = i (p)'i (p) = i (q)'i (q) =
'i (q) ; y por consiguiente p = q.
En el siguiente captulo, una vez hayamos introducido la nocion de -
brado tangente, demostraremos que la dimension del espacio eucldeo donde
M puede embeberse puede escogerse igual a 2n+ 1:
2.8. ORIENTACI ON 101
2.8. Orientacion
Recordemos algunos resultados del captulo 1. En primer lugar, sean
V;W y Z espacios vectoriales no triviales de dimensiones n;m y k, sean
' : V !W ,  :W ! Z transformaciones lineales y
A = fv1; : : : ; vng; B = fw1; : : : ; wmg y C = fz1; : : : ; zkg;
bases para V;W y Z: Entonces la j-esima columna de la matriz que rep-
resenta la transformacion lineal ' de la base A a la base B esta formada
por reales a1j ; : : : ; amj tales que '(vj) = a1jw1 +   + amjwm: Esta matriz
se denota por [']BA: En segundo lugar, la matriz de la compuesta satisface
[  ']CA = [ ]CB[']BA . Por ultimo, si A1 y A2 son bases para V , entonces
[Id]A2A1 es la matriz de cambio de base cuyas columnas expresan cada vec-
tor de la base A1 como combinacion lineal de los vectores de la base A2.
Recordemos tambien que [Id]A1A2 = ([Id]A2A1) 1: Sea V un espacio vecto-
rial real no trivial. Decimos que dos bases A1 y A2 de V son equivalentes,
si la matriz de cambio de base [Id]A2A1 tiene determinante positivo. Esta
relacion es de equivalencia, y divide al conjunto de todas las bases de V en
exactamente dos clases.
Ejercicio 2.8.1 Demuestre que la relacion \equivalencia entre bases" es,
en efecto, una relacion de equivalencia que divide al conjunto de todas las
bases en exactamente dos clases de equivalencia.
Una orientacion para V es una escogencia de una de las dos clases de
equivalencia. A una orientacion particular de V la denotaremos por O(V ), y
a la otra por O(V ): Un espacio V en el cual se ha escogido una orientacion
se llamara un espacio orientado. Si V es orientado y A es una base que
pertenece a la orientacion escogida de V , diremos que A es una base con
orientacion positiva o base positiva. En caso contrario diremos que A es una
base con orientacion negativa o base negativa. Si V tiene dimension cero,
una orientacion para V es una escogencia de uno de los numeros +1 o  1.
Si V y W son espacios orientados, y T : V ! W es un isomorsmo
lineal, diremos que T preserva la orientacion si enva alguna base positiva
BV de V en una base positiva BW de W . Claramente, esto equivale a decir
que la matriz [T ]BWBV tiene determinante positivo. Si B0V y B0W son otras
bases positivas de V y W , entonces como
[T ]B0WB0V = [Id]B0WBW [T ]BWBV [Id]BV B0V ;
se sigue que el determinante de [T ]B0WB0V tambien es positivo, y por tanto,
T enva cualquier base positiva de V en una base positiva de W .
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Denicion 2.8.2 Un n-manifold M (n  1); se denomina orientable si
existe una escogencia de orientacion para cada uno de los espacios tangentes
Tp(M); de tal forma que esta sea localmente coherente. Esta condicion sig-
nica que para cada punto p 2 M es posible escoger un sistema de coor-
denadas locales alrededor de p; (Up; ' = (x
1; : : : ; xn)); tal que para cada
q 2 Up la base B';q = f@=@x1

q
; : : : ; @=@xnjqg sea positiva. Cada conjunto
de escogencias de orientaciones O = fO(Tp(M))gp2M que sea localmente
coherente; se lo llamara una orientacion para M: Un manifold orientado se
dene como un par (M;O); en el que M es un manifold orientable, y O es
una orientacion para M:
Si f : M ! N es un difeomorsmo entre manifolds orientados, decimos
que f preserva la orientacion si la diferencial en cada punto
fp : Tp(M)! Tf(p)(N)
preserva la orientacion. De dos manifolds orientados se dice que son difeo-
morfos como manifolds orientados si existe un difeomorsmo entre ellos que
preserve la orientacion.
Nota 2.8.3 Si en esta denicion M (y por tanto, N) es conexo, cada difeo-
morsmo entre M y N; o preserva la orientacion o reversa la orientacion, es
decir, para cada p 2M , fp enva bases positivas en negativas.
Si M es un manifold orientado, diremos que una carta (U;') induce en
U la misma orientacion de M; si B';q es positiva, para cada q 2 U: Si O es
una orientacion para M; denotaremos por O a la orientacion opuesta de O,
es decir, aquella en la que cada espacio tangente Tp(M) tiene la orientacion
opuesta de O(Tp(M)): Es facil ver que O es una orientacion para M: En la
literatura se acostumbra denotar al manifold orientado (M;O) simplemente
por M , y al manifold orientado (M;O) por M .
Teorema 2.8.4 Si M es orientable y conexo, M admite exactamente dos
orientaciones.
Prueba. La armacion es trivial si dimM = 0: Supongamos que dimM  1:
Como M es orientable, admite al menos una orientacion, que denotaremos
por O, y admite tambien su opuesta, O: Sea O0 una orientacion arbitraria
para M: Dividamos los puntos de M en dos conjuntos disjuntos, U1 y U2;
donde U1 denota al conjunto formado por los puntos de M donde las orien-
taciones O y O0 coinciden, y U2 al conjunto formado por los puntos de M
donde estas dieren, y son por tanto, opuestas. Si demostramos que ambos
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conjuntos son abiertos, por la conexidad de M; se seguira que alguno de los
dos es vaco, y por tanto, O y O0 son iguales o dieren en todos los puntos
de M , y en este caso O0 es igual a O:
Sea p un punto en U1: Sabemos que existen cartas
(U;' = (x1; : : : ; xn)) y (V;  = (y1; : : : ; yn))
alrededor de p tales que para cada q 2 U \ V , B';q y B ;q son positivas, de
acuerdo con las orientaciones O y O0, respectivamente. En particular, las
bases B';p y B ;p estan en la misma clase de equivalencia. Por otro lado,
como la matriz de cambio de base de B';p a B ;p es precisamente la matriz
jacobiana de cambio de coordenadas, J ;'(p), vemos que det J ;'(p) > 0:
Por continuidad de det J ;' existe un entorno abierto de p; Wp  U \ V; tal
que det J ;'(q) > 0 para cada q 2 Wp; y por consiguiente B';q y B ;q son
equivalentes. Esto muestra que O(Tq(M)) = O
0(Tq(M)); para todo punto
q 2Wp; y por tanto, Wp  U1: De lo anterior concluimos que U1 es abierto.
En forma similar se demuestra que U2 es abierto.
Ejercicio 2.8.5 Demuestre que si M es orientable existe un atlas
A = f(U; ')g2A;
tal que para todo ;  2 A, las matrices jacobianas de cambio de coorde-
nadas, J' ;'(p); tienen determinante positivo, para todo p 2 U \ U. De-
muestre que el recproco tambien es cierto. Es decir, que si existe un atlas
con esta propiedad, entonces M es orientable, y dicho atlas determina una
orientacion para M:
El ejercicio que se propone a continuacion se usara en la demostracion
de la siguiente proposicion.
Ejercicio 2.8.6 (Orientacion producto) Demuestre que si V y W son espa-
cios vectoriales reales orientados, entonces el espacio vectorial V W puede
ser orientado de manera canonica, declarando positiva la base
B  C = f(v1; 0); : : : ; (vm; 0); (0; w1); : : : ; (0; wn)g ;
donde B = fv1; : : : ; vmg y C = fw1; : : : ; wng son bases positivas arbitrarias
de V y W , respectivamente.
Proposicion 2.8.7 Si M y N son manifolds orientables, entonces M N
es orientable, y cada escogencia de orientaciones para M y N determina
una orientacion para M N:
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Prueba. Cada espacio tangente T(p;q)(MN) es isomorfo a Tp(M)Tq(N)
y, por el ejercicio anterior, recibe una orientacion canonica de las orienta-
ciones de Tp(M) y Tq(N). Por la condicion de coherencia local de las orien-
taciones de M y N; existen cartas alrededor de p y q; (Up; ') y (Vq;  ); que
inducen la misma orientacion de M y N: Si (x; y) 2 Up Vq, entonces como
B' ;(x;y) = B';x  B ;y; es positiva, entonces (Up  Vq; '   ) induce la
misma orientacion de M  N , lo cual demuestra la coherencia local de la
orientacion producto.
Ejercicio 2.8.8 Demuestre los siguientes hechos.
1. El recproco de la proposicion anterior: si M  N es orientable, en-
tonces M y N tambien lo son.
2. Si M y N son manifolds orientados, entonces
M N =M N =M N
y (en consecuencia) M N =M N; como manifolds orientados.
La siguiente proposicion sera util en los ejemplos 2.8.12 y 2.8.13.
Proposicion 2.8.9 Sea M un manifold con dimM  1:
1. Supongamos que existen cartas (U;') y (V;  ), con U y V conexos,
U \ V 6= ? y M = U [ V; tales que la funcion de transicion
  ' 1 : ' (U \ V )!  (U \ V )
tiene matriz jacobiana con determinante de signo constante en el abier-
to ' (U \ V ) : Entonces M es orientable.
2. Si, por el contrario, existen al menos dos puntos p1; p2 en ' (U \ V ) ;
donde el determinante de la matriz jacobiana tiene signos opuestos,
entonces M no es orientable.
Prueba. 1. Si el signo del determinante es positivo, el ejercicio 2.8.5 muestra
que M es orientable. Si el signo es negativo, una de las cartas, digamos que
(U;'); puede cambiarse por otra carta (U;'0); donde '0 se obtiene de '
multiplicando por  1 una de sus coordenadas. Como se verica facilmente,
esta operacion tiene el efecto de multiplicar por  1 una de las columnas de
la matriz jacobiana en cada punto de '(U \V ); y por consiguiente hace que
el signo de su determinante sea positivo.
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2. Notemos primero que M es conexo, por ser union no disjunta de
conjuntos conexos. SiM fuera orientable y O = fO(Tp(M))gp2M , fuera una
de las dos posibles orientaciones para M; la orientacion que induce la carta
(U;'), es decir, aquella donde la base positiva en cada Tp (M) ; p 2 U; es
B';p; es equivalente a O(Tp(M)); para todo p 2 U; o es la opuesta, por
ser U conexo. Multiplicando por  1 una de las coordenadas de '; si fuera
necesario, obtenemos una nueva carta (U;'0) que induce en cada p 2 U la
orientacion O(Tp(M)): En forma similar, existe una carta (V;  
0) que induce
en cada p 2 V la orientacion O(Tp(M)): Si p1 y p2 son puntos donde el
determinante de la matriz jacobiana original tena signos opuestos, estos
seguiran siendo opuestos al hacer cualquiera de los cambios en ' o en  que
dieron origen a '0 y a  0: Pero esto es una contradiccion, ya que en todos
los puntos p 2 U \ V las bases B';0p y B 0;p pertenecen a O(Tp(M)):
Ejemplo 2.8.10 Sean u1; : : : ; un las coordenadas estandar de Rn. La esco-
gencia OSt = fOSt(Tp(Rn))gp2Rn ; donde OSt(Tp(Rn)) es la clase de
f@=@u1
p
; : : : ; @=@unjpg
es, por denicion, una orientacion para Rn. Esta orientacion se denomina la
orientacion estandar o positiva de Rn:
Ejemplo 2.8.11 Todo abierto de un manifold orientable es un manifold
orientable, y todo abierto de un manifold orientado es un manifold orientado.
Ejemplo 2.8.12 Sn es orientable. Sabemos que la proyeccion estereograca
permite dotar la esfera de cartas (US ; 'S) y (UN ; 'N ) ; cuya funcion de
transicion es 'S  ' 1N (x) = x= jxj2 ; x 6= 0: El determinante de la matriz
jacobiana de esta funcion es  1=jxj2n; que es negativo para x 6= 0: De la
proposicion 2.8.9 se sigue que Sn es orientable.
Ejemplo 2.8.13 La cinta de Mobius, M; (ejemplo 2.4.5) no es orientable.
Recordemos que M tiene un atlas formado por las cartas
' = (j(0;1)R) 1y  = (j(1=2;3=2)R) 1
(con dominio conexo) y que la funcion de transicion entre ' y  es
  ' 1 (x; y) =

(x+ 1; y) si 0 < x < 1=2;
(x; y) si 1=2 < x < 1:
Entonces det J
 
  ' 1 (x; y) es igual a  1; para 0 < x < 1=2 y 1; para
1=2 < x < 1. Por la proposicion 2.8.9, M no es orientable.
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Ejercicio 2.8.14 Complete la demostracion de las armaciones hechas en
los ejemplos anteriores.
Ejercicio 2.8.15 Demuestre que si M y N son manifolds tales que existe
un difeomorsmo local f :M ! N , entonces si N es orientable, M tambien
lo es, y cada orientacion de N determina una orientacion de M , mediante
f:
Nota 2.8.16 El recproco de lo armado en el ejercicio anterior es falso.
Si M es orientable y existe un difeomorsmo local f : M ! N , entonces
N no es necesariamente orientable. Sin embargo, si M es conexo y f es un
difeomorsmo local sobreyectivo, entonces N es orientable si y solo si para
cada par de puntos p; p0 2M tales que f (p) = f (p0), el isomorsmo
(fp0) 1  fp : Tp (M)! Tp0 (M)
preserva la orientacion.
Ejercicio 2.8.17 Demuestre la armacion anterior.
Nota 2.8.18 Existen pares de manifolds orientados que son difeomorfos,
pero que no son difeomorfos como manifolds orientados.
Ejercicio 2.8.19 Sea a : Rn+1 ! Rn+1 el difeomorsmo denido como
a
 
p1; : : : ; pn+1

= ( p1; : : : ; pn+1):
Esta funcion restringida a Sn es tambien un difeomorsmo, llamado el difeo-
morsmo antipodal. Para cada p 2 Sn denotemos por n(p) al \vector normal
hacia afuera en p"; denido como
n(p) = p1 @=@u1

p
+   + pn+1 @=@un+1
p
2 Tp(Rn+1):
En cada espacio tangente Tp(S
n); sea O(Tp(S
n)) la clase de todas las bases
Bp; tales que Ep = fBp; n(p)g es una base positiva para Tp(Rn+1), en la
orientacion estandar de Rn+1. Demuestre que O = fO(Tp(Sn))gp2Sn es una
orientacion para Sn.
Considere el diagrama:
Tp(Rn+1)
ap! T p(Rn+1)
" jp " jp
Tp(S
n)
ap! T p(Sn)
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donde j denota la inclusion de Sn en Rn+1: Demuestre que la matriz [ap]E pEp
es de la forma
[ap]E pEp =

[apjjpTp(Sn)]B pBp 0n1
01n 1

(n+1)(n+1)
y por tanto, el signo de det[ap]E pEp es positivo, si n es impar, y negativo
en caso contrario. Deduzca que a preserva la orientacion, si y solo si n es
impar.
Ejemplo 2.8.20 El espacio proyectivo PnR (ver ejemplo 2.2.15) es orientable,
si y solo si n es impar. En efecto, sea  : Sn ! PnR la proyeccion canonica. Fi-
jemos una orientacion para la esfera Sn; que denotaremos por O = fO(Tp(Sn))gp2Sn :
Sabemos que  es un difeomorsmo local y que la funcion antipodal a : Sn !
Sn satisface a = . Si n es impar, denimos una orientacionO(Tq(PnR )) en
q =  (p), exigiendo que el isomorsmo p : Tp (Sn) ! Tq (PnR ) preserve la
orientacion. Como  ( p) = q, de acuerdo con la nota 2.8.16, para demostrar
que PnR es orientable, debemos vericar que cada 
 1
( p)  p : Tp (Sn) !
T p(Sn) preserva la orientacion. De las igualdades q =  (p) =   a (p) y
 =   a; se sigue que p = ( p)  ap; y por tanto,  1( p)  p = ap:
Pero como n es impar, ap : Tp (Sn) ! T p (Sn) preserva la orientacion.
Concluimos que  1( p)  p tambien preserva la orientacion.
Recprocamente, supongamos que PnR es orientable. Como S
n es un
manifold conexo, podemos elegir una orientacion para PnR de modo que
 : Sn ! PnR preserve la orientacion (ver ejercicio 2.8.15), es decir, tal
que para cada p 2 Sn, p : Tp (Sn)! Tq(PnR ); donde q =  (p) ; preserve la
orientacion. En particular, los isomorsmos
p : Tp (Sn)! Tq (PnR ) y ( p) : T p (Sn)! Tq(PnR )
preservan la orientacion. Luego a : Sn ! Sn tambien preserva la orientacion,
puesto que ap =  1( p)p lo hace. De lo anterior se deduce que n es impar.
2.8.1. Orientacion de supercies
Denotemos por E = fe1; e2; e3g a la base estandar de R3: Recordemos
que si v = a1e1+ a2e2+ a3e3 y w = b1e1+ b2e2+ b3e3; el producto vectorial
v  w se dene como
v  w = det

a2 a3
b2 b3

e1   det

a1 a3
b1 b3

e2 + det

a1 a2
b1 b2

e3:
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Si identicamos a ^2R3 con R3, mediante el isomorsmo que enva a e1 ^ e2
en e3; a e1^e3 en  e2; y a e2^e3 en e1; entonces v^w es enviado precisamente
en v  w; para todo v y w: Esto nos permite identicar en forma natural
a v ^ w con v  w: En lo que sigue, v ^ w sera considerado como el vector
v  w en R3; y M denotara una supercie, es decir un 2-manifold.
En el caso de supercies embebidas en R3; la nocion de orientacion co-
rresponde a la idea geometrica de escoger en cada punto un vector normal
al plano tangente, de tal forma que la escogencia vare suavemente. Primero
mostremos el siguiente lema.
Lema 2.8.21 Sea f : M ! R3 un embebimiento, y n : f(M) ! R3 una
funcion tal que n  f sea suave en M . Entonces, para cada q 2 f(M) existe
un entorno abierto Wq  R3 y una extension suave de n a Wq.
Prueba. Como f(M) es un submanifold de R3, existen coordenadas
(Wq; ' = (z
1; z2; z3))
de tal forma que f(M) \ Wq = fq0 2 Wq : z3(q0) = 0g; y '(q) = 0: El
difeomorsmo ' : Wq ! fW0 = '(Wq) nos permite transladar el problema
original de extender n a Wq; al problema de extender la funcion en deni-
da en eV0 = '(f(M) \ Wq)  fW0; por en(u1; u2; 0) = n(' 1(u1; u2; 0)); a
todo el abierto eV0. Pero en este abierto la extension puede denirse comoen(u1; u2; u3) = n(' 1(u1; u2; 0)): Como ('  f) 1 esta denida en eV0; y es
suave (ya que su inversa lo es), entonces enjeV0 = (n  f)  ('  f) 1 es suave.
Claramente n = en  ' es la extension buscada.
Teorema 2.8.22 Supongamos que M es conexo y que f : M ! R3 es un
embebimiento. Entonces,M es orientable si y solo si existe un campo normal
suave en f(M), es decir, si y solo si existe una funcion suave (en el sentido
del ejercicio 2.7.10) n : f(M)! R3 tal que
hn(f(p)); fp(v)i = 0 y jn(f(p))j = 1;
para todo p 2M; y todo v 2 Tp(M):
Prueba. Supongamos queM es orientable y escojamos una orientacion: Sea
' : U ! R2; ' = (x1; x2) coordenadas locales, tales que para todo punto
q 2 U la base B';q = f@=@x1

q
; @=@x2

q
g sea positiva. Denamos para cada
q 2 U;
n'(f(q)) = fq(@=@x1

q
) ^ fq(@=@x2

q
)
2.8. ORIENTACI ON 109
y
n'(f(q)) =
n'(f(q))
jn'(f(q))j :
Notemos que n'(f(q)) no es cero, debido a que es el producto cu~na de
dos vectores linealmente independientes. Es claro que n'  f es suave, y
la suavidad de la funcion n' : f(U) ! R3 se deduce del lema anterior.
Suponga que este procedimiento se realiza en cada carta que induzca la
misma orientacion de M y veamos que las funciones as denidas coinciden
en las intersecciones y, por consiguiente, denen una funcion global n: Sea
 : V ! R2;  = (y1; y2) otra carta, tal que B ;q = f@=@y1

q
; @=@y2

q
g sea
positiva, para todo q 2 V:Demostremos que el campo normal n denido por
esta carta, coincide con n' en f(U \V ): Como f   1 = (f ' 1)('  1)
entonces,
Jfu; (q) = Jfu;'(q)J'; (q); (2.4)
(u denota las coordenadas estandar de R3), para todo punto q 2 U \ V .
Veamos que n (f(q)) = (q)n'(f(q)); para un cierto (q) > 0. La ecuacion
(2.4) es, en forma explcita,264 @f1=@y
1

q
@f1=@y
2

q
@f2=@y
1

q
@f2=@y
2

q
@f3=@y
1

q
@f3=@y
2

q
375 =
264 @f1=@x
1

q
@f1=@x
2

q
@f2=@x
1

q
@f2=@x
2

q
@f3=@x
1

q
@f3=@x
2

q
375J'; (q)
donde fi = u
i  f . Se sigue que
det
"
@f1=@y
1

q
@f1=@y
2

q
@f2=@y
1

q
@f2=@y
2

q
#
= det
"
@f1=@x
1

q
@f1=@x
2

q
@f2=@x
1

q
@f2=@x
2

q
#
det J'; (q)
En forma similar se deducen expresiones analogas para los otros dos menores,
de lo cual se concluye que n'(f(q)) = detJ'; (q)n (f(q)); para todo q 2
U \ V: Como det J ;'(q) > 0, se sigue que n'(f(q)) = n (f(q)); para todo
q 2 U \ V .
Veamos ahora que la condicion es suciente. Supongamos que existe un
campo normal suave N : f(M) ! R3: Para cada punto p 2 M tomemos
una carta (Up; ' = (x
1; x2)) alrededor de p; tal que Up sea conexo. El vector
n'(f(p)) es perpendicular a cada uno de los vectores fp(@=@xi

p
); i = 1; 2;
de R3: Por tanto n'(f(p)) = (p)N(f(p)); para algun (p) 6= 0: Si (p) > 0;
declaramos a B';p positiva. Es claro de la suavidad de las funciones n'(f(p))
y N  f que en un entorno abierto sucientemente peque~no Wp  Up de p,
n'(f(q)) = (q)N(f(q)); con (q) > 0; para todo q 2Wp: Esto muestra que
las orientaciones as escogidas son localmente coherentes, y por tanto, que
M es orientable.
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2.9. Manifolds con frontera
El semidisco

(x; y) 2 R2 : x2 + y2 < 1; y  0	 ; el semiplano
H2 =

(x1; y2) 2 R2 : y2  0	 ;
y el cilindro semiabierto

(x; y; z) 2 R3 : x2 + y2 = 1; 0  z < 1	 ;
Manifolds con frontera
son algunos ejemplos elementales de un nuevo tipo de objetos, que no son
manifolds suaves, pero que aparecen en forma natural en un gran numero
de consideraciones y problemas topologicos.
Recordemos que C1Rn denota la sheaf de funciones suaves con valores
reales en abiertos de Rn: En lo que sigue Hn = fp 2 Rn : un(p)  0g ; deno-
tara el semiespacio superior y C1Hn la sheaf restriccion C1Rn jHn (ver denicion
2.7.4). Recordemos (ejercicio 2.7.10) que una funcion f de un subconjun-
to arbitrario X de Rn en un subconjunto arbitrario Y de Rm es suave si
para cada p 2 X existe un entorno abierto Up en Rn y una funcion suave
Fp : Up ! Rm; tal que FpjUp\X = f: Esto equivale a pedir que f sea con-
tinua y que para cada abierto V  Y y cada g 2 (C1Rm jY )(V ); la funcion
g  f pertenezca a (C1Rn jX)(f 1(V )): Si esta condicion se satisface, por el
teorema 1.2.59, f dene un morsmo de espacios anillados de (X; C1Rn jX)
en (Y; C1Rm jY ):
Denicion 2.9.1 Un espacio anillado (M;OM ) se denomina un n-manifold
con frontera, si M es Hausdor, segundo contable, y OM es una subsheaf
de la sheaf de funciones con valores reales en M , con la siguiente propiedad:
para cada punto p 2 M existe un entorno abierto U tal que (U; OM jU) es
isomorfo como espacio anillado a (eU; C1Hn j eU); para algun abierto eU de Hn:
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En otras palabras, un manifold con frontera es un espacio modelado
localmente por un abierto del semiespacio superior de Rn; con la estructura
suave estandar que dicho abierto hereda como subconjunto de Hn (o lo que
es equivalente, como subconjunto de Rn). Notemos que todo n-manifold
es en particular un n-manifold con frontera. En forma similar al caso de
manifolds sin frontera, se puede ver sin dicultad que la denicion anterior
es equivalente a la denicion \clasica" dada en terminos de coordenadas
locales.
Denicion 2.9.2 Sea M un espacio topologico Hausdor, segundo con-
table. Una carta para M es un par (U;'), donde U es un abierto de M
y ' es un homeomorsmo de U en un abierto eU de Hn. Un atlas para M
es una familia f(U; ')g2A de cartas ' : U ! Hn; con las siguientes
propiedades:
1. La dimension del codominio de cada ' es el mismo entero n; para
todos  2 A:
2. Los abiertos fUg2A forman un cubrimiento de M:
3. Para cada par de abiertos U y U con interseccion no vaca, la funcion
de transicion h = ' ' 1 : ' (U \ U)! ' (U \ U) es suave.
Cambio de coordenadas
Ejercicio 2.9.3 Demuestre que si M es un manifold con frontera, existe
un atlas A = f(U; ')g2A para M , en el que cada ' es una funcion
sobreyectiva a todo Rn o a todo Hn:
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Como en la nota 2.1, todo atlas A permite denir una sheaf de funciones
suaves con valores reales, C1A;M ; que posee una estructura de R-algebra, y
tal que para cada par de abiertos V  U; la restriccion usual de funciones
V U : C1A;M (U)! C1A;M (V )
es un homomorsmo de R-algebras. En forma similar a como se demostro en
la proposicion 2.1.14, el par (M; C1A;M ) es un manifold con frontera y, recpro-
camente, si (M;OM ) es un manifold con frontera y A = f(U;'U )g es una
coleccion de abiertos que cubren a M; e isomorsmos locales
'U : (U; OM jU)! (eU; C1Hn j eU);
entonces el atlas A0 denido de la manera obvia por la coleccion A; induce
a su vez la sheaf OM , que la coleccion A determina.
Los puntos interiores deM son aquellos para los cuales existe un entorno
abierto U; tal que (U; OM jU) es isomorfo a (eU; C1Hn j eU); para algun abiertoeU de Hn que no interseca a @Hn = fp 2 Hn : un(p) = 0g: El conjunto
de puntos interiores de M se denomina el interior de M y se denotara por
int(M): Es facil ver que (int(M); OM j int(M)) es un manifold. Los puntos
de M   int(M) conforman la frontera de M , que se denotara por @M: Esta,
por denicion, consta de los puntos p 2 M; tales que si U es un entorno
abierto de p con (U; OM jU) isomorfo a (eU; C1Hn j eU), entonces eU \@Hn 6= ?:
El siguiente lema nos sera util en la demostracion de la proposicion 2.9.5,
que caracteriza de varias maneras los puntos de la frontera de M:
Lema 2.9.4 Sean U y V abiertos de Hn; y sea ' : U ! V un difeomorsmo.
Entonces '(U \ @Hn) = V \ @Hn:
Prueba. Fijemos p 2 U; con un(p) = 0; y sea q = '(p): Veamos que
un(q) = 0. Supongamos que la armacion no es cierta, es decir, que un(q) >
0; y tomemos ; una funcion suave denida en un entorno abierto W 0p de
p en Rn; tal que jW 0p\Hn\U = ': El conjunto Wp = W 0p \ eU; donde eU es
un abierto de Rn tal que U = eU \ Hn; es un abierto de Rn que satisface
Wp \ Hn  U; y jWp\Hn = ': Sea ahora Vq un entorno abierto de q en V
que no interseque a @Hn. Haciendo mas peque~no aWp podemos suponer, sin
perdida de generalidad, que (Wp)  Vq: Notemos que (' 1)q esta denida,
y como la compuesta ' 1 denida enWp coincide con la funcion identidad
en Wp \Hn, entonces (' 1)'(p0) p0 = Id; en cada p0 2 Hn, con un(p0) >
0. Como p es un punto de acumulacion de estos p0; la continuidad de la
diferencial implica que (' 1)'(p) p = Id; y por tanto, p es invertible.
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Por el teorema de la funcion inversa existen entornos abiertos en Rn; W p 
Wp de p; y V

q  Vq de q; tales que  :W p ! V q es un difeomorsmo. Como
W p \Hn es un abierto de Hn y ' 1 es continua, se tiene que
V q = '(W

p \Hn) = (W p \Hn)  V q
es un abierto de Hn, y por tanto, de Rn; ya que Vq no interseca la frontera
de Hn: Entonces  1(V q ) es abierto en Rn, lo que es una contradiccion, ya
que este conjunto es precisamente W p \Hn; que no puede ser abierto en Rn;
ya que contiene a p:
Lo anterior demuestra que '(U \ @Hn)  V \ @Hn: En forma similar
vemos que ' 1(V \@Hn)  U\@Hn y en consecuencia '(U\@Hn) = V \@Hn:
Proposicion 2.9.5 Las siguientes armaciones son equivalentes.
1. p es un punto de la frontera de M:
2. Todo isomorsmo ' : (U; OM jU)! (eU; C1Hn j eU); con p 2 U; enva a p
en un punto de eU \ @Hn:
3. Existe un entorno abierto U de p y un isomorsmo
' : (U; OM jU)! (eU; C1Hn j eU)
para algun abierto eU de Hn; que enva a p en un punto de eU \ @Hn:
Prueba. Las implicaciones 2 ) 1 y 2 ) 3 son obvias. Veamos que 1 ) 2:
Sea p 2 M; y supongamos que existe U; un entorno abierto de p; y un
isomorsmo ' : (U; OM jU)! (eU; C1Hn j eU); tal que '(p) =2 @Hn. Sea eV  eU
un entorno abierto de '(p); tal que eV \@Hn es vaco, y sea V = ' 1(eV ): Es
claro que V es un entorno abierto de p; y que ' : (V; OM jV )! (eV ; C1Hn j eV )
es un isomorsmo. Pero esto implica que p no es un punto de la frontera de
M:
Ahora veamos que 3) 2. Sea W un entorno abierto de p y sea
 : (W; OM jW )! (fW; C1Hn jfW )
un isomorsmo, donde fW es un abierto de Hn: Por el lema 2.9.4, el difeo-
morsmo   ' 1 : '(U \W ) !  (U \W ) enva a '(p) en un punto de
 (U \W ) \ @Hn: Como ' 1 enva a '(p) en p; entonces  (p) 2 @Hn:
Ejercicio 2.9.6 Demuestre las siguientes armaciones.
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1. (@M; OM j @M); donde @M tiene la topologa que hereda de M; es un
(n  1)-manifold (sin frontera).
2. Si (M;OM ) es un manifold con frontera y f(U; ')g2A es un atlas
para M , entonces la coleccion
(U \ @M;'0) : U \ @M 6= ?;  2 A
	
;
donde '0 = i  'jU\@M ; con i : @Hn ! Rn 1 denida por
(x1; : : : ; xn 1; 0) 7! (x1; : : : ; xn 1);
es un atlas para el manifold (@M; OM j @M):
Ejercicio 2.9.7 Determine cuales de los siguientes conjuntos son manifolds
con frontera:
1. El conjunto
A = f(x; y) : 0 < x < 1; 0 < y < 1g [ f(x; y) : 1=3  x < 2=3; y = 0g:
2. El cuadrado sin vertices
B = f(x; y) : 0  x  1; 0  y  1g   f(0; 0); (1; 1); (1; 0); (0; 1)g :
2.9.1. Funciones suaves
El lenguaje de los espacios anillados permite dar una denicion general
de la nocion de morsmo, que es la misma para manifolds topologicos o
manifolds suaves, con o sin frontera, como un morsmo de espacios anillados
(f; f) : (M;OM )! (N;ON );
donde cada espacio tiene la sheaf que corresponde a cada categora. En el ca-
so de manifolds con frontera, las sheaves OM y ON son localmente isomorfas
a C1Hn ; y por la proposicion 1.2.59, el morsmo (f; f) queda completamente
determinado por la funcion f , que llamaremos (como en la seccion 2.3) una
funcion suave: En forma similar, f es un difeomorsmo si f es un isomor-
smo de espacios anillados, y se dice de un manifold con frontera (M;OM )
que es difeomorfo a otro manifold con frontera (N;ON ) ; si existe un difeo-
morsmo entre M y N:
Si la estructura diferenciable de M y N ha sido dada por dos atlas A y
B entonces, igual que en la seccion 2.3, la funcion f : M ! N es suave, si
y solo si para todo (U; ') 2 A y (V ;  ) 2 B; tales que f (U)  V, la
funcion    f  ' 1 : ' (U)!   (V) es suave.
Ejercicio 2.9.8 Demuestre la armacion anterior.
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2.9.2. Espacio tangente y diferencial
Como en la seccion 2.5.2, el tangente en un punto p 2 M se dene
como el conjunto de todas las derivaciones Tp(M) = DerR(OM;p;R): Si p 2
int(M), p tiene un entorno abierto Up isomorfo, como espacio anillado, a un
entorno abierto del origen eU0  Rn con la sheaf estandar de funciones suaves,
C1Rn j eU0: Este isomorsmo induce un isomorsmo entre DerR (OM;p;R) y
DerR

C1Rn;0;R

y por tanto, Tp(M) coincide con el tangente Tp(int(M)).
Supongamos ahora que p 2 @M: Veamos que en este caso tambien es
posible identicar a DerR (OM;p;R) con DerR

C1Rn;0;R

: En primer lugar,
si ' : (U; OM jU)! (eU; C1Hn j eU) es cualquier isomorsmo local, donde U es
un entorno abierto de p; y eU es un entorno abierto del origen en Hn, tal que
'(p) = 0; entonces 'p : C1Hn;0 ! OM;p es un isomorsmo de R-algebras que
induce a su vez un isomorsmo
h' : DerR(OM;p;R)! DerR(C1Hn;0;R);
denido por h'(D)(f0) = D('

p(f0)); para todo f0 2 C1Hn;0:
Ejercicio 2.9.9 Verique que h'(D) es en efecto una derivacion.
Por otro lado, para cada germen e 2 C1Hn;0 podemos escoger un en-
torno abierto eV0 del origen y G 2 C1Rn(eV0) tal que si g = GjeV0\Hn , en-
tonces g0 = e: Para cada derivacion D 2 DerR

C1Rn;0;R

denamos l(D) 2
DerR

C1Hn;0;R

como l(D)(g0) = D(G0): La funcion
l : DerR
 C1Rn;0;R! DerR  C1Hn;0;R
D 7! l(D)
esta bien denida. Supongamos que G1 y G2 son funciones suaves en un
entorno abierto del origen,fW0  Rn; que coinciden enfW0\Hn: Esto implica
que las derivadas parciales @G1=@ui y @G2=@ui(0); para i < n, sean iguales,
y que las derivadas parciales \por la derecha"
@Gk=@un(0)+ = lm
t!0+
Gk(0; : : : ; t) Gk(0)
t
; k = 1; 2;
tambien lo sean. Pero G1 y G2 son diferenciables en 0; y por consiguiente sus
derivadas parciales con respecto a un tambien lo son. Ahora, cada derivacion
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D 2 DerR

C1Rn;0;R

es una combinacion lineal de las derivaciones @=@ui;
de donde se sigue que D(G1) = D(G2): La funcion l es claramente lineal.
Veamos que l es un isomorsmo. La inyectividad se sigue del hecho de que
si D =
Pn
i=1ai@=@u
i; entonces l(D) = 0 implica que para las funciones
coordenadas ai = l(D)(u
i
0) = 0 y por tanto, D = 0:
Finalmente, si D0 es una derivacion en DerR

C1Hn;0;R

; es facil ver que
si D se dene como D(G0) = D
0(g0); donde g es la restriccion de G a Hn,
entonces l(D) = D0: El isomorsmo
l 1  h' : DerR (OM;p;R)! DerR
 C1Rn;0;R
es la identicacion buscada.
Denotaremos por @=@xi

p
la derivacion imagen de la derivacion @=@ui

0
bajo el isomorsmo (inverso) h 1'  l: Es claro de lo anterior que cada '
proporciona una base B';p = f@=@x1

p
; : : : ; @=@xnjpg para Tp(M):
Observemos ademas que Tp(@M) se inyecta canonicamente en Tp(M):
En efecto, si D 2 DerR ((OM j @M)p;R) entonces la funcion bD : OM;p ! R
denida por bD(fp) = D((f j@M )p) es una derivacion.
Ejercicio 2.9.10 Demuestre las siguientes armaciones:
1. bD es una derivacion, y la funcion que enva a D en bD es lineal e
inyectiva.
2. El conjunto f@=@x1
p
; : : : ; @=@xn 1

p
g es una base de la imagen de
Tp(@M) en Tp(M):
Denicion 2.9.11 Sea p un punto de @M: Decimos que un vector v 2
Tp(M) es un vector hacia afuera en p, si existe una carta (U;') alrededor
de p; ' : U ! '(U)  Hn; ' = (x1; : : : ; xn), tal que '(p) = 0; y
v = a1 @=@x
1

p
+   + an @=@xnjp ;
con an < 0:
Sea  : U !  (U)  Hn;  = (y1; : : : ; yn); otra carta alrededor de p; con
 (p) = 0; y sea f =  ' 1 : Hn ! Hn la funcion de cambio de coordenadas.
Si fn denota la n-esima coordenada de f , como f enva un abierto de Hn
en otro, se tiene que fn(u1; : : : ; un)  0; si un  0; y por consiguiente
@fn=@un(0) > 0: Por el lema 2.9.4 f enva '(U) \ @Hn en  (U) \ @Hn,
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lo cual implica que fn(u1; : : : ; un 1; 0) es la funcion constante cero y por
tanto, @fn=@ui(0) = 0; para i < n: Si v = b1 @=@y
1

p
+    + bn @=@ynjp es
la expresion de v en las coordenadas  ; entonces
bn = a1@f
n=@u1(0) +   + an@fn=@un(0) = an@fn=@un(0) < 0:
Esto muestra que la denicion anterior no depende de la carta escogida.
Tambien muestra que la matriz jacobiana de cambio de coordenadas tiene
la forma
J ;'(p) =

J 
01(n 1) @yn=@xn(0)

;
donde J denota la matriz jacobiana en 0 de la composicion  j@Hn('j@Hn) 1:
Sea ahora f : M ! N una funcion suave entre manifolds con fron-
tera, y p un punto de M: La diferencial de f se dene exactamente de la
misma manera que en el caso de manifolds, como la transformacion lineal
de DerR (OM;p;R) en DerR
 ON;f(p);R ; que enva D en D, denida como
D (gq) = D((g  f)p); en el punto q = f(p).
Vector hacia afuera
2.9.3. Orientacion
El concepto de orientacion para un manifold con frontera es el mismo
que se dio en la seccion 2.8, es decir, es una escogencia de orientacion para
cada espacio tangente que sea localmente coherente. Una orientacion para un
manifold con fronteraM induce de manera natural una orientacion para @M ,
de la siguiente manera: supongamos que se ha escogido una orientacion para
118 CAPITULO 2. MANIFOLDS SUAVES Y SUS MORFISMOS
M; y sean p 2 @M y (Up; ' = (x1; : : : ; xn)) coordenadas locales alrededor
de p; tales que '(p) = 0: Supongamos que la base
B';p = f@=@x1

p
; : : : ; @=@xnjpg
es positiva. Una base D = fX1; :::; Xn 1g del espacio tangente Tp(@M) se
declara positiva si la base BD';p = f @=@xnjp ; X1; : : : ; Xn 1g es una base
positiva de Tp(M). Este convenio de signos obedece a razones tecnicas que,
como se vera en el captulo 4, hace que el teorema de Stokes se pueda
enunciar \libre de signos".
Veamos que la denicion anterior no depende de la carta escogida. Sea
 = (y1; : : : ; yn) otra carta, con  (p) = 0; y tal que B ;p sea positiva. La
matriz de cambio de base de BD';p a BD ;p tiene la forma
L =

@yn=@xn(p) 0n 1n 1
 Idn 1n 1

;
y su determinante es @yn=@xn(p). Como vimos en la discusion que sigue a
la denicion 2.9.11, esta derivada parcial es positiva, lo cual demuestra que
BD ;p tambien es una base positiva.
Si (Up; ' = (x
1; : : : ; xn)) son coordenadas locales alrededor de p 2 Up \
@M tales que (Up \ @M;'0 = (x1; : : : ; xn 1)) son coordenadas locales para
@M en Up \ @M , entonces se deduce que para todo q 2 Up \ @M
D'0;q = f@=@x1

q
; : : : ; @=@xn 1

q
g
es positiva si y solo si n es par, ya que para pasar de la base
f @=@xnjq ; @=@x1

q
; : : : ; @=@xn 1

q
g
a la base B';q hay que efectuar n  1 transposiciones y cambiar el signo del
ultimo vector, lo cual equivale a hacer n cambios de signo. De aqu se deduce
que la orientacion para @M discutida en el parrafo anterior es localmente
coherente, ya que si n es par, (Up \ @M;'0) induce en Up \ @M la misma
orientacion de @M; y si n es impar, cambiando de signo a una de las coor-
denadas de '0 o permutando dos de ellas, se obtiene un nuevo sistema de
coordenadas locales que tambien induce la orientacion de @M .
2.9.4. Embebimientos y submanifolds
En esta seccion extenderemos las deniciones de embebimiento y sub-
manifold a la categora de manifolds con frontera. Dejaremos al lector las
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demostraciones de la mayora de los resultados por ser muy similares a las
de la seccion 2.7.
El teorema 2.7.8 sugiere la denicion correcta de embebimiento en la
categora de manifolds con frontera.
Denicion 2.9.12 Sean M y N manifolds con frontera. Una funcion suave
f : M ! N es un embebimiento, si y solo si f es un difeomorsmo de
(M;OM ) en (f(M); ON j f(M)):
Ejercicio 2.9.13 Sean M y N manifolds con frontera de la misma dimen-
sion, y sea f :M ! N un embebimiento cuya imagen es cerrada. Entonces
f(int(M)) = f(M) y f(@M) = Fr(f(M));
donde recordemos que f(M) denota al interior topologico de f(M) en N y
Fr(f(M)) a su frontera.
Sea M un manifold con frontera y denotemos por E el conjunto de pares
((Z;OZ); ) formados por un manifold con frontera y un embebimiento en
M: Decimos que dos pares ((Z;OZ); ) y ((Z 0;OZ0); 0) son equivalentes si
existe un difeomorsmo h : Z ! Z 0 tal que  = 0  h:
Denicion 2.9.14 Sea M un manifold con frontera. Un submanifold suave
con frontera de M es una clase de equivalencia [((Z;OZ); )] :
Ejercicio 2.9.15 Decimos que un subconjunto D de Rn es un dominio
con frontera suave si D es cerrado y el espacio anillado (D; C1Rn jD) es
un n-manifold con frontera. Demuestre que las siguientes armaciones son
equivalentes.
1. D es un dominio con frontera suave.
2. D es cerrado, y para cada p 2 D existe un entorno abierto Up  Rn;
y un difeomorsmo ' : Up ! eU'(p) a un abierto eU'(p) de Rn tal que
'(D \ Up) = eU'(p) \Hn:
3. D es cerrado y es la imagen de un embebimiento en Rn de un n-
manifold con frontera.
Ejercicio 2.9.16 Demuestre las siguientes armaciones:
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1. Si p 2 @D entonces @D \ Up = fp0 2 Up : un('(p0)) = 0g; donde
' : Up ! eU0 es cualquier difeomorsmo como en el numeral 2 del
ejercicio anterior, con '(p) = 0.
2. El interior de D; como subconjunto de Rn; es igual al interior de D
como manifold, int(D) = D, y la frontera de D; como subconjunto de
Rn; es igual a la frontera de D; es decir, @D = Fr(D).
2.9.5. Vector normal exterior
En esta seccion veremos como construir un campo normal exterior a un
dominio con frontera suave D  Rn: Fijemos p 2 D; y sea
' : Up ! eUq; ' = (x1; : : : ; xn); (2.5)
un difeomorsmo entre abiertos de Rn; donde '(p) = q; con '(D \ Up) =eUq \Hn; y tal que ' preserve la orientacion estandar de Rn. En el ejercicio
anterior vimos que D es un manifold con frontera. Mas aun, 'jD\Up es una
carta para D, y su diferencial en p; ('jD\Up)p : Tp(D) ! Tq(Rn); es un
isomorsmo. Diremos que una base Bp para Tp(D) es positiva, si 'p(Bp)
es un base positiva en la orientacion estandar de Rn: Si  : Up ! eVq0 es
otro difeomorsmo que satisfaga las condiciones anteriores, entonces  ' 1
preserva la orientacion de Rn, por ser la compuesta de dos difeomorsmos
entre abiertos de Rn que preservan la orientacion, lo que muestra que la
orientacion denida en Tp(D) no depende del difeomorsmo escogido. Se
sigue sin dicultad de la denicion que estas orientaciones son localmente
coherentes, y por tanto, que D es orientable.
La transformacion lineal h : ^n 1Rn ! Rn; que enva
e1 ^    ^ ei 1 ^ ei+1 ^    ^ en 7! ( 1)i+1ei;
es una identicacion entre ^n 1Rn y Rn (ver ejercicio 1.1.15).
Para cada p 2 @D, tomemos ' como en (2.5), con '(p) = 0; y denamos
n'(p) = h(v); donde
v = (' 1)0(@=@u1

0
) ^    ^ (' 1)0(@=@un 1

0
):
Al vector n'(p) = n'(p)= jn'(p)j lo llamaremos el vector unitario normal
exterior a D en p: Si  : Up ! eV0 es otro difeomorsmo que preserva la
orientacion, entonces la restriccion de L = '    1 a V0 \ @Hn;
l = '    1
V0\@Hn : V0 \ @H
n ! U0 \ @Hn;
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es un difeomorsmo entre abiertos de Rn 1. Claramente   1 = ' 1  L; y
por tanto,
^n 1(  1)0 = ^n 1(' 1)0  ^n 1l0;
en ^n 1T0(V0\@Hn), de lo cual se sigue que n (p) = det Jl(0)n'(p); donde,
recordemos, Jl(0) denota el jacobiano (con respecto a la base estandar de
Rn 1) de l0: Como detJl(0) > 0; se sigue que n (p) = n'(p) y por tanto,
el vector normal exterior construido en el parrafo anterior no depende del
difeomorsmo escogido.
Para cada p 2 @D; sea J' 1(0) la matriz jacobiana de ' 1; y denotemos
por A a la matriz
A =
264 @g
1=@u1(0)    @g1=@un 1(0)
...
...
@gn=@u1(0)    @gn=@un 1(0)
375
n(n 1)
(2.6)
donde gi = ui' 1, que se obtiene de J' 1(0) suprimiendo la ultima colum-
na. Del ejercicio 1.1.9 se deduce que el vector n'(p) puede calcularse como
n'(p) =
Pn
i=1( 1)k 1ak(p) @=@uk

p
; donde ak(p) denota el determinante
de la matriz que se obtiene de A suprimiendo la la k-esima.
122 CAPITULO 2. MANIFOLDS SUAVES Y SUS MORFISMOS
Captulo 3
Fibrados vectoriales
A lo largo de este captulo M denotara un manifold con o sin frontera.
En este captulo deniremos la nocion de brado vectorial y estudiare-
mos sus propiedades basicas. Como ejemplos fundamentales, construiremos
el brado tangente a un manifoldM , TM ; el brado cotangente T
(M) y los
brados ^kT p (M); e introduciremos las k-formas diferenciales en M como
secciones de este brado. Mostraremos la equivalencia entre las nociones de
brado vectorial y de sheaf localmente libre, as como las propiedades functo-
riales de esta correspondencia. Al nal del captulo, deniremos la operacion
de pullback de una brado y mostraremos algunas de sus propiedades mas
importantes.
3.1. Nociones basicas
El concepto de brado vectorial en un manifold Mn aparece como una
generalizacion natural de la nocion de \espacio tangente global". Este espa-
cio se dene tomando la union disjunta de todos los espacios tangentes
TM =
S
p2MTp(M):
A TM se lo puede dotar de una topologa, y de una sheaf apropiada de
funciones, de tal manera que TM resulte ser un manifold, y la proyeccion
natural  : TM ! M que enva cada vector v 2 Tp(M) en el punto p;
una funcion suave. Este manifold posee la propiedad esencial de que cada
p 2M tiene un entorno abierto Up, tal que  1(Up) es difeomorfo a UpRn,
mediante un difeomorsmo que \preserva bras". Esta construccion puede
ser generalizada cambiando cada espacio Tp(M) por un espacio vectorial
arbitrario Ep, y haciendo E igual a la union disjunta
S
p2MEp de estos
123
124 CAPITULO 3. FIBRADOS VECTORIALES
espacios, e imponiendo una estructura suave en E, de tal manera que la
estructura de espacio vectorial de Ep \vare suavemente con p": La denicion
precisa es la siguiente.
Denicion 3.1.1 Sea M un n-manifold. Un brado vectorial suave de ran-
go r sobreM es una tripleta (E; ;M), donde E es un manifold de dimension
n + r,  : E ! M es una funcion suave sobreyectiva, y donde cada bra,
denida como Ep = 
 1 (p) ; esta dotada de una estructura de espacio vec-
torial real r-dimensional. Ademas, para cada punto de M debe existir un
entorno abierto U  M y un difeomorsmo U :  1 (U) ! U  Rr que
satisfaga las siguientes dos condiciones:
1. El diagrama:
 1 (U) U! U  Rr
 & . pr1
U
conmuta, donde pr1 denota la proyeccion en la primera componente.
Es decir,    1U (p; v) = p; para todo p 2 U y v 2 Rr:
2. Para cada p 2 U , la funcion U;p denida como
U;p = U jEp : Ep ! fpg  Rr;
es un isomorsmo de espacios vectoriales (el conjunto fpgRr ha sido
identicado con Rr).
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E se denomina el espacio total, M el espacio base, r el rango del brado
y  la proyeccion. Cada difeomorsmo U recibe el nombre de trivializacion
local de E en U . Por brevedad, y cuando no haya peligro de confusion, en
lugar de (E; ;M) escribiremos E
! M o simplemente E para denotar la
correspondiente tripleta. Un cubrimiento abierto A = fUg2A para M se
llama trivializante, si existe una trivializacion local en cada U:
Ejemplo 3.1.2 Sea E = M  Rr y p : M  Rr p! M la proyeccion en la
primera coordenada. E es claramente un brado de rango r: Este brado
recibe el nombre de brado trivial de rango r sobre M:
La siguiente proposicion nos proporciona una herramienta muy util para
la construccion de brados vectoriales.
Proposicion 3.1.3 SeaM un manifold, r  1; E un conjunto y  : E !M
una funcion sobreyectiva. Supongamos que cada bra Ep = 
 1(p) es un es-
pacio vectorial real. Sea A = f(U; x)g2A un atlas para M; y supongamos
que existe una coleccion de biyecciones
B =

 : 
 1 (U)! U  Rr
	
2A
que satisface las siguientes condiciones:
1.    1 (p; v) = p; para todo p 2 U, v 2 Rr:
2. La funcion    1 : (U \ U) Rr ! (U \ U) Rr es un difeo-
morsmo, para todo ;  2 A; con U \ U 6= ?:
3. La restriccion de  a la bra Ep, ;p : Ep ! fpg  Rr; es un
isomorsmo de espacios vectoriales.
Entonces la coleccion B determina un brado vectorial de rango r en M ,
con espacio total E, proyeccion , y trivializaciones locales fg2A:
Prueba. Mostremos en primer lugar que existe una topologa  en E en la
que cada  1 (U) es abierto, y cada  es un homeomorsmo. Denamos
 (B) =

V  E : 
 
V \  1 (U)

es abierto en U  Rr; 8 2 A
	
:
Es facil ver que  (B) es una topologa. Por ejemplo, para ver que la union
de una coleccion arbitraria de abiertos
S
2V es a su vez un abierto, basta
notar que

 S
2V
 \  1 (U) = S2  V \  1 (U) :
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En forma similar se muestra que la interseccion de nitos abiertos es un
abierto y que tanto el conjunto vaco como todo el espacio pertenecen
a  (B) : De la condicion 2 se sigue que cada  es un homeomorsmo.
Probemos primero que cada  es continua. Sea W  U  Rr un abierto
cualquiera. Para mostrar que  1 (W ) 2  (B), debemos mostrar que para
todo  2 A, 
 
 1 (W ) \  1 (U)

es abierto en U  Rr: Esto se sigue
de las igualdades

 
 1 (W ) \  1 (U)

= 
 
 1 (W ) \  1 (U \ U)

= (   1 ) (W ) \ ((U \ U) Rr);
donde hemos usado que (
 1 (U \ U)) = (U \ U) Rr; y que
   1 : (U \ U) Rr ! (U \ U) Rr
es un difeomorsmo. En particular, cada  1 (U) =  1 (U  Rr) es un
abierto en E.
Finalmente, si V es un abierto de  1 (U), entonces V es abierto de
E, por ser  1(U) abierto de E; y por tanto,  (V ) = 
 
V \  1 (U)

es abierto en U  Rr. Como cada  es biyectiva se sigue que  es un
homeomorsmo.
Para cada coordenada local x : U ! eU; la composicion
	 = (x  IdRr)   :  1(U)! eU  Rr
dene un homeomorsmo en  1(U); y como consecuencia de 2, la coleccion
f  1 (U) ;	g2A es un atlas para E.
Observemos que si U es abierto en M , entonces
 1 (U) =
S
2A
 1 (U \ U) =
S
2A
 1
 ((U \ U) Rr)
es abierto en E. Por tanto  : E !M es continua. Mas aun,  es localmente
suave, lo cual se deduce facilmente del parrafo anterior.
ComoM es segundo contable,M tiene un atlas contable A0, que induce,
mediante el procedimiento anterior, un atlas contable para E. Esto muestra
que E es un espacio topologico segundo contable.
Finalmente, veamos que E es un espacio Hausdor: dos puntos distintos
u y v de E pueden encontrarse en diferentes bras o ser puntos de la misma
bra. En el primer caso las proyecciones de u; v 2 E son diferentes, y comoM
es Hausdor, existen entornos disjuntos de  (u) y  (v) cuyas preimagenes
en E son entornos de u y v disjuntos entre s. Cuando u y v son puntos de
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la misma bra, existe un entorno abierto U de M que contiene a  (u) =
 (v). Esto hace que u y v sean puntos distintos en el abierto  1 (U)
que es homeomorfo (de hecho, difeomorfo) a U  Rr. Como U  Rr es
Hausdor, existen entornos de  (u) y  (v) disjuntos entre s, y por tanto,
sus preimagenes seran entornos disjuntos de u y v.
Ejercicio 3.1.4 Sea M un manifold y r un entero positivo. Sea E un con-
junto,  : E ! M una funcion sobreyectiva, y supongamos que cada Ep =
 1(p) tiene una estructura de espacio vectorial. Sea fUg2A un cubri-
miento abierto de M , y supongamos que 	;p : Rr ! Ep es un isomor-
smo de espacios vectoriales, para cada  2 A y p 2 U. Supongamos
ademas que para todo ;  la funcion g : U \ U ! GL(r;R) deni-
da por g(p) = 	
 1
;p  	;p es suave. Entonces  : E ! M puede dotarse
de estructura de brado vectorial, con funciones de transicion fgg.
Denicion 3.1.5 Sean E
! M y E0 0! M brados vectoriales, no nece-
sariamente del mismo rango. Decimos que una funcion suave  : E ! E0 es
un morsmo de brados vectoriales si 0   =  y si para cada p 2 M , la
restriccion de  a Ep, p : Ep ! E0p es una transformacion lineal.
Un isomorsmo entre brados es un morsmo  para el cual existe un
inverso, es decir, existe otro morsmo  : E0 ! E tal que   y   son los
morsmos identidad de E0 y E; respectivamente. Si existe un isomorsmo
 : E ! E0, decimos que E es equivalente a E0: Denotaremos por [E] la clase
de equivalencia del brado vectorial E. El conjunto de clases de equivalencia
de brados vectoriales de rango r en M sera denotado por Vectr (M).
E se llama trivial si es equivalente al brado M Rr; para algun r > 0:
Ejercicio 3.1.6 Demuestre que  : E ! E0 es un isomorsmo si y solo
si  es un difeomorsmo tal que cada p : Ep ! E0p es un isomorsmo de
espacios vectoriales.
3.1.1. Funciones de transicion y cociclos
Sea  : E ! M un brado vectorial de rango r, y sea fUg2A un
cubrimiento abierto deM; tal que para cada  2 A; existe una trivializacion
 : 
 1 (U)! U  Rr: Si U \ U es no vaco, la funcion
   1 : (U \ U) Rr ! (U \ U) Rr
enva un punto (p; v) en otro, que denotaremos por (p;  (p; v)). Para cada
p 2 U \ U jo, la funcion que enva v en  (p; v) es un automorsmo
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lineal de Rr que puede ser representado, en la base estandar de Rr; por una
matriz rr. Esta ultima condicion es equivalente a la existencia de funciones
g : U \ U ! GL (r;R) ; tales que    1 (p; v) = (p; g (p) v) ; donde
GL (r;R) denota al grupo de las matrices reales invertibles de tama~no r r
(ver ejemplo 2.2.8), y v se considera como un vector columna.
Proposicion 3.1.7 Las funciones g : U \ U ! GL (r;R) son suaves.
Prueba. Sea ej = (0; : : : ; 1; : : : ; 0) el j-esimo vector de la base estandar de
Rr: Sea j : U \ U ! (U \ U)  Rr; la funcion denida como j (p) =
   1 (p; ej) : De la suavidad de  y  se sigue que j es suave. Pero
j (p) = (p; g (p) ej) ; y la segunda coordenada de este par es precisamente
la j-esima columna de la matriz g (p). Se sigue que las entradas de g
son funciones suaves.
Las funciones g son llamadas funciones de transicion del brado vecto-
rial E y dependen, obviamente, de la trivializacion escogida. Es facil vericar
que las g satisfacen las ecuaciones:
g = Idrr en U, gg = g en U \ U \ U 6= ?; (3.1)
llamadas condiciones de cociclo. Llamaremos en general cociclo, a cualquier
coleccion de funciones suaves C = fgg, donde g : U\U ! GL (r;R) ; y
A = fUg2A es un cubrimiento abierto de M; que satisfaga las condiciones
de cociclo (3.1).
El siguiente lema muestra como se relacionan las funciones de transicion
para dos trivializaciones en un mismo cubrimiento.
Lema 3.1.8 Sean fgg y fg0g los cociclos provenientes de trivializacio-
nes fg2A y f0g2A; en un cubrimiento abierto A = fUg2A de M:
Entonces existen funciones suaves f : U ! GL (r;R) tales que
gf = fg
0
 en U \ U: (3.2)
Prueba. Puesto que  y 
0
 son trivializaciones locales, se sigue que la
funcion compuesta tiene la forma   0 1 (p; v) = (p; f (p) v) ; para una
cierta funcion suave f : U ! GL (r;R). Por consiguiente, 
p; f (p) g
0
 (p) v

=   0 1
 
p; g0 (p) v

=

  0 1  0  0 1

(p; v)
=
 
  0 1

(p; v) =
 
   1    0 1

(p; v)
=    1 (p; f (p) v) = (p; g (p) f (p) v) ;
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de lo cual se deduce que f (p) g
0
 (p) = g (p) f (p) ; para todo p 2 U\U.
Denicion 3.1.9 De dos cociclos fgg y fg0g para un mismo cubrimien-
to abiertoA = fUg2A deM se dice que son equivalentes si satisfacen (3.2),
para alguna coleccion de funciones suaves ff : U ! GL (r;R)g2A:
Teorema 3.1.10 Sean E
! M y E0 0! M brados vectoriales de rango
r y sea A = fUg2A un cubrimiento abierto de M para el que existen
trivializaciones locales  : 
 1 (U)! URr y 0 : 0 1 (U)! URr
de E y E0: Entonces E y E0 son isomorfos si y solo si fgg y fg0g son
cociclos equivalentes.
Prueba. Sea  : E ! E0 un isomorsmo de brados vectoriales. De la
igualdad  1 (p; v) = 
 1
 (p; g (p) v) ; se sigue que
   1 (p; v) =    1 (p; g (p) v) ;
para todo p 2 U \ U , y por tanto,    1 : 0 1 (U)! U Rr es una
trivializacion local para E0; con funciones de transicion fgg. Aplicando el
lema anterior a las trivializaciones 0 y    1, vemos que fgg y fg0g
son cociclos equivalentes.
Recprocamente, supongamos que f (p) g
0
 (p) = g (p) f (p) ; para
todo p 2 U \ U. Denamos  : U  Rr ! U  Rr por  (p; v) =
(p; f (p)
 1 v); y denamos  : E ! E0 localmente en cada  1(U) como
 j 1(U) = 0 1   . Mostremos que 0 1    = 0 1   ; en
 1(U)\ 1(U); y por consiguiente que esta coleccion dene una funcion
global, suave en E: Si p 2 U \ U, y si e 2 E es tal que (e) = (p; v); se
sigue que
(0 1    )(e) = (0 1  ) (p; v) = 0 1 (p; f (p) 1 v)
= 0 1 (p; g
0
 (p) f (p)
 1 v) = 0 1 (p; f (p)
 1 g (p) v)
= 0 1 ((p; g (p) v)) = (
0 1
  )(   1 )(p; v)
= (0 1    )(e):
En forma similar se puede construir  1 : E0 ! E; denida localmente como
 1

0 1(U)
=  1   1  0; donde  1 (p; v) = (p; f (p) v):
La denicion de equivalencia entre cociclos correspondientes a un mismo
cubrimiento abierto de un manifold puede ser generalizada a cociclos que no
necesariamente corresponden al mismo cubrimiento.
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Sean fUg2A y fVaga2A0 cubrimientos abiertos de M . Recordemos que
fVaga2A0 se denomina un renamiento de fUg2A si para cada Va existe
un abierto U tal que Va  U: Denamos " : A0 ! A; una \funcion de es-
cogencia" tal que Va  U"(a); para cada a 2 A. En lo que sigue, llamaremos
renamiento de fUg2A al par (fVaga2A0 ; "): Si fUg2A y fU 0aga2A0 son
dos cubrimientos deM , llamaremos un renamiento comun, a un cubrimien-
to fVbgb2B ; junto con dos funciones de escogencia " : B ! A y "0 : B ! A0;
que denotaremos por (fVbgb2B ; "; "0):
Para cualquier cociclo fgg en fUg2A podemos denir el cociclo
fg0bag en fVaga2A0 , llamado el cociclo inducido por fgg en el renamiento
(fVaga2A0 ; "), mediante la prescripcion g0ba = g"(b)"(a)

Va\Vb :
Denicion 3.1.11 De dos cociclos, fgg en fUg2A ; y fg0bag en fU 0aga2A0
se dice que son equivalentes si existe un renamiento comun tal que los co-
ciclos inducidos en este renamiento sean equivalentes de acuerdo con la
denicion 3.1.9. El conjunto de clases de equivalencia de cociclos sera deno-
tado por H1 (M;GL (r;R)).
A continuacion veremos que todo brado vectorial E !M es determina-
do completamente por el cociclo asociado a cualquiera de sus trivializaciones.
Proposicion 3.1.12 Supongamos que fUg2A es un cubrimiento abierto
deM; y que para cada U\U 6= ?, g : U\U ! GL (r;R) es una funcion
suave. Supongamos ademas que estas funciones satisfacen las condiciones de
cociclo
g = Idrr en U, gg = g en U \ U \ U : (3.3)
Usando estas funciones como \instrucciones de pegado" se puede constru-
ir un brado vectorial cuyas funciones de transicion sean precisamente las
funciones g:
Prueba. Consideremos la union disjunta
S
2A(fgURr); y denamos
una relacion de equivalencia de la siguiente manera: (; p; v)  (; q; w) si
y solo si p = q y w = g (p) v. El hecho de que esta relacion sea efecti-
vamente una relacion de equivalencia es una consecuencia inmediata de las
condiciones (3.3). Denotemos por E al conjunto de clases de equivalencia
E =
 S
2A
(fg  U  Rr)

= 
y consideremos la aplicacion  : E ! M denida por  ([(; p; v)]) = p,
donde [(; p; v)] denota la clase de (; p; v). Claramente  esta bien denida y
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es sobreyectiva. Si denimos  : 
 1 (U)! URr como  ([(; p; v)]) =
(p; v) ; vemos que  es una biyeccion, y que
   1 (p; v) =  ([(; p; v)]) =  ([(; p; g (p) v)]) = (p; g (p) v) :
Como cada g es una funcion suave, se sigue que    1 es suave.
Cada bra Ep tiene, en forma natural, una estructura de espacio vectorial
dada por
[; p; v] + c[; p; w] = [; p; g(p)v + cw]; c 2 R: (3.4)
Es facil ver que las condiciones de cociclo implican la buena denicion de
la operacion (3.4) y que ;p : Ep ! fpg  Rr resulta ser un isomorsmo
de espacios vectoriales. De la proposicion 3.1.3 se sigue que E
! M es un
brado vectorial de rango r. Este brado vectorial se denomina el brado
vectorial determinado por el cociclo fgg.
Ejercicio 3.1.13 Demuestre que la operacion (3.4) esta bien denida.
El siguiente teorema nos muestra que a cada clase de equivalencia de
cociclos le corresponde un unico brado, salvo isomorsmos.
Teorema 3.1.14 Existe una correspondencia biyectiva entre el conjunto
Vectr (M) y H
1 (M;GL (r;R)).
Prueba. Supongamos que g = fgg en fUg2A y g0 = fg0bag en fU 0aga2A0
son dos cociclos equivalentes. Por denicion, existe un renamiento comun
(fWlgl2L ; "; "0) para los cubrimientos fUg2A y fU 0aga2A0 ; en el cual g y g0
son equivalentes. El teorema 3.1.10 garantiza que los brados que se obtienen
de g y g0 aplicando la proposicion anterior son isomorfos. Por tanto, a cada
elemento [g] de H1 (M;GL (r;R)) corresponde un elemento bien denido
h([g]) de Vectr (M) :
Recprocamente, dada una clase [E] 2 Vectr (M) ; sea g = fgg un co-
ciclo asociado a una trivializacion cualquiera de E: Nuevamente, el teorema
3.1.10 garantiza que [g] no depende de la trivializacion escogida, y que si E0
es isomorfo a E; un cociclo cualquiera g0 asociado a E0 es equivalente a g:
Por tanto la correspondencia l([E]) = [g] esta bien denida, y es claramente
una inversa de h:
Sean E ! M y E0 ! M brados vectoriales de rangos r y s; respecti-
vamente. Sea  : E ! E0 un morsmo de brados. Es claro que siempre es
posible encontrar un cubrimiento fUg2A que sea simultaneamente triviali-
zante para E y E0. Sean  :  1 (U)! URr y 0 : 0 1 (U)! URs
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las correspondientes trivializaciones locales. La funcion  nos proporciona,
para cada ; una funcion dada por la compuesta
U  Rr 
 1
!  1 (U) ! 0 1 (U) 
0
! U  Rs:
Ademas, la composicion de estos morsmos debe enviar a (p; v) en (p; h (p) v),
donde h : U ! HomR (Rr;Rs) es una funcion suave.
Proposicion 3.1.15 Con la notacion anterior, cada morsmo de brados
vectoriales  : E ! E0 induce funciones h : U ! HomR(Rr;Rs); donde
cada h se dene como 
0
     1 (p; v) = (p; h (p) v) : Estas satisfacen
las relaciones de compatibilidad
h = g
0
hg
 1
 en U \ U: (3.5)
Recprocamente, toda familia de funciones H = fhg2A que satisfaga
estas relaciones dene un morsmo  : E ! E0 que a su vez induce a H:
Prueba. Dado un morsmo  : E ! E0 debemos vericar la relacion (3.5)
de compatibilidad. Para ello calculamos
0 1 (p; h (p) v) =    1 (p; v) =    1 (p; g (p) v)
= 0 1 (p; h (p) g (p) v) = 
0 1

 
p; g0 (p)h (p) g (p) v

= 0 1

p; g0 (p)h (p) g
 1
 (p) v

Como 0 es un difeomorsmo, tenemos que h (p) = g
0
 (p)h (p) g
 1
 (p) ;
para todo p 2 U \ U .
Recprocamente, para cada familia H = fh : U ! HomR (Rr;Rs)g2A
de funciones suaves que satisface (3.5), denimos  : E ! E0 mediante
la formula    1 (p; v) = 0 1 (p; h (p) v) : Observemos que los abiertos
 1 (U) cubren a E; y que la relacion de compatibilidad garantiza que 
esta bien denido. De la denicion anterior es facil ver que  es un morsmo.
3.1.2. Ejemplos de brados vectoriales
Ejemplo 3.1.16 Sea M un manifold, y sea A = f(U; ')g2A; ' =
(x1; : : : ; x
n
); un atlas para M: El brado tangente TM =
S
p2MTp(M) se
dene como la union disjunta de todos los espacios tangentes, con la proyec-
cion natural denida como (v) = p; para cada v 2 Tp(M): En cada pro-
ducto U  Rn denamos 	 : U  Rn !  1(U) como la funcion que
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enva (p; v) 2 URn en 	(p; v) =
nP
i=1
ai @=@xi

p
; donde v = (a1; : : : ; an):
Sea  = 	
 1
 ; y veamos que la coleccion de biyecciones fg2A, satisface
las hipotesis de la proposicion 3.1.3.
Es claro que  1 (p; v) = p; para todo p 2 U y v = (a1; : : : ; an) 2 Rn:
Veamos que la funcion
   1 : (U \ U) Rn ! (U \ U) Rn
es un difeomorsmo. Como vimos en el primer captulo, la matriz de cambio
de base entre
B;p = f@=@x1

p
; : : : ; @=@xnjpg y B;p = f@=@x1

p
; : : : ; @=@xn

p
g
es precisamente la matriz jacobiana J(p) =
h
@xi=@x
j
(p)
i
i;j=1;:::;n:
: Por
tanto (  1 )(p; v) = (p; (J (p) (vt))t), donde el superndice \t" denota
el transpuesto del correspondiente vector. Por ultimo, es claro que para cada
p 2 U ;p : Tp(M)! fpg Rn es un isomorsmo de espacios vectoriales.
Se sigue entonces de la proposicion 3.1.3 que (TM ; ) es un brado vectorial
en M de rango n, con funciones de transicion dadas por g(p) = J(p);
para todo p 2 U \ U :
Ejemplo 3.1.17 Recordemos que la lnea proyectiva real
P 1R = f[x0; x1] : x0 6= 0 o x1 6= 0g;
es el conjunto de clases de equivalencia de lneas que pasan por el origen en
R2, dotado de la estructura diferenciable dada por las coordenadas (U0;  0);
(U1;  1) (ejemplo 2.2.15), donde
U0 = f[x0; x1] : x0 6= 0g;  0([x0; x1]) = x1=x0
U1 = f[x0; x1] : x1 6= 0g;  1([x0; x1]) = x0=x1:
Consideremos el conjunto
E = f([x0; x1]; (a; b)) : existe tal que x0 = a; x1 = bg;
que consta de todos los pares en P 1R  R2 para los cuales el punto (a; b)
pertenece a la lnea l = f(x0; x1) :  2 Rg; determinada por [x0; x1]:
Denamos a  como la proyeccion en el primer factor  : P 1R  R2 ! P 1R:
Abusando de la notacion, denotaremos nuevamente por  a la restriccion
134 CAPITULO 3. FIBRADOS VECTORIALES
jE . Veamos que (E;OP 1RR2 jE) es localmente difeomorfo a UiR, i = 0; 1:
En primer lugar,  1(U0) = f([x0; x1]; (a; b)) : x0 6= 0g es difeomorfo a
U0R; va 0; donde la funcion 0 :  1(U0)! U0R; esta denida como
0([x
0; x1]; (a; b)) = ([x0; x1]; a); con inversa  10 dada por
 10 ([x
0; x1]; a) = ([x0; x1];
 
a; ax1=x0

):
Por otro lado, 1 : 
 1(U1) ! U1  R denida como 1([x0; x1]; (a; b)) =
([x0; x1]; b) es una trivializacion en U1 con inversa
 11 ([x
0; x1]; b) =
 
[x0; x1]; bx0=x1

:
Por consiguiente, la funcion de transicion g10 : U0\U1 ! GL(1;R) es igual
a g10([x
0; x1]) =

x1=x0

; lo que demuestra que E es un brado vectorial de
rango 1 sobre P 1R:
De acuerdo con la proposicion 3.1.12 este brado puede obtenerse iden-
ticando o \pegando" U0  R con U1  R a traves del difeomorsmo
h : (U0 \ U1) R! (U1 \ U0) R;
que enva ([x0; x1]; t) 7! ([x0; x1]; g10([x0; x1])t).
Ahora, si identicamos U0R y U1R con dos copias distintas de RR;
a traves de los difeomorsmos  0Id y  1Id, vemos que  0Id y  1Id
envan a (U0 \ U1)R; en cada copia, en R R; donde R = R  f0g: De
aqu que E pueda construirse identicando dos copias de RR a traves del
difeomorsmo inducido
h0 : R  R! R  R 
x1=x0; t
 7!  x0=x1; tx1=x0 :
Es decir, E es difeomorfo al manifold que resulta de pegar dos copias disjun-
tas de R2; que denotaremos por (R  R)i; i = 1; 2; a traves de los abiertos
(R  R)i, y mediante el difeomorsmo h0(x; t) = (1=x; xt)
E ' ((R R)1 [ (R R)2)= 
No es difcil ver que el manifold resultante es precisamente la cinta de Mobius
M; del ejemplo 2.8.13, la cual, recordemos, se dene como el espacio cociente
de R2 bajo la accion del grupo de difeomorsmos del plano generado por
(x; t) = (x + 1; t). Sean A  (R  R)1 y B  (R  R)2; dos copias de la
franja innita [ 1; 1]  R: Cada clase de equivalencia en E tiene un unico
representante enM = (A[B)=  : Esto ya que cada punto (y; z) 2 (RR)2;
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con jyj > 1; es decir, por fuera de B; esta pegado a (1=y; zy) 2 A, y cada
punto (x; t) por fuera de A; es decir, con jxj > 1; esta pegado a (1=x; tx) 2
B. Los puntos de la frontera de A y de B quedan pegados en la forma
siguiente: cada punto ( 1; t); del borde izquierdo de A se identica con el
punto ( 1; t) del borde izquierdo de B; y por tanto, los bordes izquierdos
de A y B quedan pegados en sentido contrario. Por otro lado, el borde
derecho de A, es decir, los puntos (1; t) se pegan con los puntos (1; t) del
borde derecho de B, y as estos dos lados quedan identicados en la misma
direccion. Es facil ver que el espacio cociente, M; que resulta despues de
hacer este pegado es homeomorfo a E: El homeomorsmo esta dado por la
funcion f; denida entre las clases de equivalencia de E y M (que seran
denotadas en ambos casos usando corchetes \[ ]"), como
f : E !M
[(x; t)] 7!
8>><>>:
[(x; t)] 2 A; jxj < 1
[(1=x; t)] 2 B; jxj > 1
[( 1; t)]; x =  1
[(1; t)]; x = 1
La funcion f permite transladar la estructura diferenciable de E a M de tal
forma que M resulta ser difeomorfo a E:
Ejemplo 3.1.17
Ejercicio 3.1.18 Demuestre que E y M son espacios homeomorfos, y que
M y M son difeomorfos.
El ejemplo anterior puede generalizarse de la siguiente manera.
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Ejercicio 3.1.19 Sea PnR el espacio proyectivo real n-dimensional, y de-
notemos cada uno de sus puntos por [x0; : : : ; xn]. Sea
E = f([x0; : : : ; xn]; (a0; : : : ; an)) : 9; tal que xi = aig
y  : E ! PnR la restriccion a E de la proyeccion en el primer factor del
producto. Muestre que E es un brado vectorial de rango 1 sobre PnR y que
cada i([x
0; : : : ; xn]; (a0; : : : ; an)) = ([x0; : : : ; xn]; ai) es una trivializacion de
E en Ui = f[x0; : : : ; xn] : xi 6= 0g: Demuestre que las funciones de transicion
con respecto a este cubrimiento estan dadas por
gji : Ui \ Uj ! GL(1;R)
[x0; : : : ; xn] 7! xi=xj
3.2. Secciones de un brado vectorial
A continuacion deniremos la nocion de seccion de un brado vectorial y
veremos que algunos objetos geometricos familiares como los campos vecto-
riales, las k-formas diferenciales, las geometras riemannianas y los campos
tensoriales en un manifold M son secciones de ciertos brados.
Denicion 3.2.1 Sea E
! M un brado vectorial. Una seccion de E en
un abierto U de M es una funcion suave s : U ! E tal que   s = Id en U .
Si U =M , s se denomina una seccion global.
Dicho de otra manera, una seccion es simplemente una funcion suave s;
que a cada punto p 2 U le asocia un punto s (p) en la bra Ep.
Fijemos una trivializacion para E en U U : 
 1 (U) ! U  Rr: Cada
elemento ei de la base estandar de Rr induce una seccion en U , "i : U ! E;
dada por
"i (p) = 
 1
U (p; ei) : (3.6)
Obtenemos de esta manera una familia ordenada f"1 ; : : : ; "rg de secciones
en U , que evaluadas en cada p 2 U son una base de Ep.
Denicion 3.2.2 Dado un abierto U de M , diremos que una familia orde-
nada s = fs1; : : : ; srg de secciones en U forman un marco en U; si para cada
p, fs1 (p) ; : : : ; sr (p)g es una base de Ep.
La siguiente proposicion caracteriza los abiertos en los cuales es posible
hallar marcos.
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Proposicion 3.2.3 Existe una correspondencia biyectiva entre el conjunto
de marcos en U y trivializaciones en U:
Prueba. Si s = fs1; : : : ; srg es un marco en U , veamos que s determina una
trivializacion U ; de E en U; tal que si (p) = 
 1
U (p; ei) ; para cada p 2 U .
Denamos 	U : U  Rr !  1 (U) por 	U
 
p; v1; : : : ; vr

=
Pr
i=1 v
isi (p) :
Es claro que 	U es suave, con inversa suave, y que es un isomorsmo lineal
en cada bra. Luego U = 	
 1
U es una trivializacion en U .
Recprocamente, cada trivializacion determina un marco dado por la
ecuacion (3.6).
Corolario 3.2.4 Un brado vectorial es trivial si y solo si admite un marco
global.
Prueba. Se sigue de la proposicion anterior.
Proposicion 3.2.5 Sea  : E ! M un brado vectorial y fg2A, una
trivializacion en un cubrimiento abierto A =fUg2A de M . Consideremos
en cada U; al marco " = f"1; : : : ; "rg; el marco determinado por . Si
(g)ij ; denota la funcion en la posicion (i; j) de la matriz de transicion g,
entonces cada seccion "j puede expresarse en terminos de las secciones "j
como "j =
Pr
i=1(g)ij"i; en U \ U : En forma matricial esta ecuacion
puede escribirse como " = "g; en U\U ; donde (por abuso de notacion)
" y " denotan los vectores la cuyas entradas son las secciones "j y "j ;
respectivamente.
Prueba. Sea p 2 U\U. Entonces "j (p) =  1 (p; ej) =  1 (p; g (p) ej) :
Notemos que g (p) ej es precisamente la j-esima columna de la matriz
g (p) ; y por tanto,
"j (p) = 
 1

 
p;
rX
i=1
g (p)ij ei
!
=
rX
i=1
g (p)ij 
 1
 (p; ei)
=
rX
i=1
g (p)ij "i (p) ;
de lo cual se sigue la proposicion.
Proposicion 3.2.6 Sea A = fUg2A un cubrimiento abierto de M , y
fg2A una trivializacion sobre este cubrimiento. Una seccion global del
brado E; s : M ! E; esta determinada unvocamente por una familia de
funciones suaves fs : U ! Rrg2A tales que
s = gs en U \ U: (3.7)
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Prueba. Dada una seccion global s : M ! E debemos vericar las rela-
ciones de compatibilidad (3.7). Denamos s : U ! Rr, como s(p) =
pr2((s(p)); donde pr2 denota la proyeccion en el segundo factor. Clara-
mente estas funciones son suaves, y para p 2 U \ U tenemos que
 1 (p; s (p)) = s (p) = 
 1
 (p; s (p)) = 
 1
 (p; g (p) s (p)) ;
de lo cual se sigue que s (p) = g (p) s (p) ; donde s(p) y s(p) son vistos
como vectores columna.
Recprocamente, dada una familia fs : U ! Rrg2A de funciones suaves
podemos construir una seccion global haciendo s (p) =  1 (p; s (p)) ; si
p 2 U. De la ecuacion (3.7) se sigue que estas funciones coinciden en cada
una de las intersecciones U \U; y por tanto, s esta bien denida. Es facil
vericar que s es suave y que es en efecto una seccion.
La seccion mas general en U es de la forma s (p) =
Pr
i=1 s
i
 (p) "i (p) ;
donde las si (p) son las coordenadas de s (p) en la base estandar de Rr
y por tanto, de s (p) en la base f"1 (p) ; : : : ; "r (p)g: Si p 2 U \ U; se
deduce que264 s
1
 (p)
...
sr (p)
375 =
264 g (p)11    g (p)1r... ...
g (p)r1    g (p)rr
375
264 s
1
 (p)
...
sr (p)
375
3.3. Subbrados y secuencias exactas
Denicion 3.3.1 Sean (E; E ;M) y (F; F ;M) brados vectoriales en un
manifold M . Un morsmo de brados i : F ! E se denomina inyectivo si
la transformacion lineal ip : Fp ! Ep es inyectiva para cada p 2M .
Supongamos que el rango de F es s y que el rango de E es r: Obviamente,
la inyectividad de ip fuerza a que s  r: Veamos que i es una inmersion en
cada punto q 2 F:
Sean A = f(U; ')g2A coordenadas locales para M escogidas de tal
forma que existan trivializaciones fFg2A y fE g2A de F y E; respecti-
vamente, en fUg2A. Denotemos por fgFg; y por fgEg a las correspon-
dientes funciones de transicion de F y E. De la proposicion 3.1.15 se sigue
que i induce una coleccion de funciones h : U ! HomR(Rs;Rr) las cuales
satisfacen las condiciones
hg
F
 = g
E
h; en U \ U: (3.8)
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Denotemos por (x1; : : : ; x
n
) a las coordenadas locales '; y por H(p) la
matriz que representa la transformacion lineal h(p) 2 HomR(Rs;Rr); con
respecto a las bases estandar de Rs y Rr, respectivamente. En estas coorde-
nadas h tiene la forma
h : U  Rs ! U  Rr
(p; v1; : : : ; vs) 7!

p;
sP
k=1
H(p)1kv
k; : : : ;
sP
k=1
H(p)rkv
k

;
donde H(p)ij denota la entrada (i; j) de H(p). La matriz jacobiana de h
tiene la forma
Jh(p) =

Idnn 0ns
(@(p))rn H(p)rs

;
donde @(p)rn es una matriz cuya entrada (i; j) es igual a @(p)ij =Ps
k=1 @(H)ik=@x
j


p
vk: Por ser h(p) una transformacion lineal inyecti-
va, el rango de H(p) es s. De la forma de Jh(p) se ve que el rango por
columnas de Jh(p) es n+ s: Esto muestra que i es una inmersion local en
cada q 2 F:
Ejercicio 3.3.2 Demuestre que i : F ! E es una funcion propia y que en
consecuencia F es un submanifold de E:
Ahora, por el teorema de inmersion local C.2.3, y despues de renar el
cubrimiento fUg2A si fuera necesario, es posible escoger nuevas coorde-
nadas para U  Rr; es decir, difeomorsmos   : U  Rr ! U  Rr; de
tal manera que    tambien sea una trivializacion para F en U; y que
las funciones h con respecto a estas nuevas coordenadas, luzcan como una
inmersion local, es decir,
h : U  Rs ! U  Rr
(p; v1; : : : ; vs) 7! (p; v1; : : : ; vs; 0; : : : ; 0| {z }
r s
):
En estas coordenadas la matriz H(p) tiene la forma H(p) =

Idss
0(r s)s

y por consiguiente la ecuacion (3.8), escrita en forma matricial, se convierte
en 
Idss
0(r s)s

gF(p) = g
E
(p)

Idss
0(r s)s

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de lo cual se sigue que la matriz gE(p) tiene la forma
gE(p) =

gF(p) 
0 Q(p)

En conclusion, dar un subbrado F de E es equivalente a dar:
1. un cubrimiento fUg2A trivializante, y
2. un cociclo, fgF(p)g; tal que existan trivializaciones fg2A de E en
U; que satisfaga
gE(p) =

gF(p) 
0 Q(p)

No es difcil ver que las matrices Q(p) satisfacen las condiciones de
cociclo (3.3) y por tanto, denen un brado de rango r   s en M; que
denotaremos por E=F; y que llamaremos el brado cociente de E por F: Las
funciones proyeccion
l : U  Rr ! U  R(r s)
(p; v1; : : : ; vr) 7! (p; vs+1; : : : ; vr);
satisfacen las ecuaciones (3.8) y por tanto, denen un morsmo l : E ! E=F;
sobreyectivo en cada bra, y con kernel ip(Fp)  Ep: En otras palabras, para
cada p 2M;
0! Fp ip! Ep lp! (E=F )p ! 0;
es una secuencia exacta de espacios vectoriales. Lo anterior motiva la si-
guiente denicion.
Denicion 3.3.3 Sean E;E0 y E00 brados vectoriales sobre un mismo ma-
nifoldM: Una secuencia de brados 0! E0 i! E l! E00 ! 0; se llama exacta
si i y l son morsmos de brados y las secuencias inducidas
0! E0p
ip! Ep lp! E00p ! 0
son exactas, como secuencias de espacios vectoriales.
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Fibrado normal
Sea  : N r ! Mn (r  n) un embebimiento de N en M: Escojamos
coordenadas locales f(U; ')g2A para M , tal que si ' = (x1; : : : ; xn),
entonces
(N) \ U = fq 2 U : xr+1 (q) =    = xn(q) = 0g;
y por tanto,
f( 1(U); (x1  ; : : : ; xr  ))g2A
son coordenadas locales para N: En lo que sigue denotaremos las funciones
xi   para i = 1; : : : ; r; simplemente por xi: Como ya vimos, las matrices de
transicion del brado tangente TM son las matrices jacobianas de cambio de
coordenadas, J(q): Denamos la restriccion de TM a N , que denotaremos
por TM jN ; como el brado vectorial en N determinado por el cubrimiento
fV =  1(U)g2A y el cociclo fJ  g: Como se vera mas adelante, este
brado es precisamente el pullback de TM a N va , es decir, 
TM . Notemos
que en las coordenadas escogidas en U , x
r+k
 ((p)) = 0; para k = 1; : : : ; n r;
y cada p 2 V \ V; y por tanto, (@xr+k =@xj)((p)) = 0; para j = 1; : : : ; r:
Esto implica que la matriz J((p)) tiene la forma
J((p)) =

JN(p) 
0 Q(p)

;
donde JN(p) denota al jacobiano de la matriz de cambio de coordenadas en
N; de las coordenadas (V; (x
1
; : : : ; x
r
)) a las coordenadas (V; (x
1
; : : : ; x
r
));
y la matriz de la casilla inferior derecha es la matriz (n  r) (n  r) cuya
entrada (k; j) es Q(p)kj = @x
r+k
 =@x
r+j
 ((p)): Al brado cociente en N ,
N = TM jN = TN ; se lo denomina el brado normal de N y esta dado en
este cubrimiento por las funciones de transicion Q: Claramente, en estas
coordenadas locales, cada bra p(N) es generada, como espacio vectorial,
por las derivaciones f@=@xr+1

p
; : : : ; @=@xnjpg:
Ejercicio 3.3.4 Sea i :M ! Rn un r-submanifold de Rn: Para cada p 2M;
ip(Tp(M)) es un subespacio de Tp(Rn). Denotemos por p(M) al comple-
mento ortogonal de ip(Tp(M)) en Tp(Rn) (donde Tp(Rn) se considera como
dotado del producto interno h  ;  ip tal que
D
@=@ui

p
; @=@uj

p
E
p
es 1 si
i = j, y es 0 si i 6= j): p(M) es claramente un espacio vectorial (n   r)-
dimensional. Muestre como dotar al conjunto NM =
S
p2M p(M); con la
proyeccion natural  : NM ! M; que enva a cada vector wp 2 p(M) en
el punto p; de una estructura de brado vectorial sobre M . Demuestre que
existe un isomorsmo de brados entre el brado normal M y NM :
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3.4. Sheaf de secciones de un brado vectorial
En esta seccion mostraremos que existe una correspondencia biyectiva
entre las clases de equivalencia de brados vectoriales sobre un manifoldM y
las clases de equivalencias de sheaves de OM -modulos localmente libres, bajo
la relacion de isomorsmo. Haremos corresponder a cada brado E sobreM ,
una sheaf de OM -modulos en M , que denotaremos por E , denida en cada
abierto U como E(U) = fs : s : U ! E es una seccion de E en Ug; con
restricciones  : E(U)! E(V ); dadas por (s) = sjV ; para cada seccion s en
U y V  U: Para cada funcion suave f 2 OM (U); y cada seccion s 2 E(U);
podemos denir (f  s)(p) = f(p)s(p); en cada p 2 U: Este producto dota a
E de estructura de OM -modulo, como se puede vericar facilmente. Como
veremos en el siguiente teorema, fE; g es una sheaf localmente libre de
OM -modulos, de rango r: Recordemos que esto ultimo signica que existe
un cubrimiento abierto fUg2A de M; e isomorsmos de sheaves de OM -
modulos h : EjU ! (ri=1OM )jU; donde ri=1OM denota la suma directa
de r sumandos de la sheaf OM (ver seccion 1.2.67).
Teorema 3.4.1 Sea (E; ;M) un brado vectorial de rango r sobre M: En-
tonces fE; g es una sheaf localmente libre. Recprocamente, si G es una
sheaf de OM -modulos localmente isomorfa a ri=1OM ; existe un brado vec-
torial (E; ;M); de rango r; cuya sheaf de secciones es isomorfa a G:
Prueba. Se sigue facilmente de las deniciones que E es un sheaf de OM -
modulos. Supongamos ahora que fUg2A es un cubrimiento abierto de M
trivializante para E, y sea  : 
 1 (U)! URr; una trivializacion, para
cada  2 A: Sea " = f"1; : : : ; "rg el marco local determinado por esta
trivializacion (ver seccion 3.2). Cada seccion s 2 E(V ); con V  U; puede
escribirse de manera unica en la forma s =
Pr
i=1 a
i
"i; con a
i
 2 OM (V ):
Esto permite denir un morsmo de sheaves de OM jU-modulos   en U;
que en cada abierto V  U esta denido como
( )V : E(V )! ri=1OM (V );
s 7! (a1; : : : ; ar):
Es obvio que esta funcion conmuta con la restriccion de funciones, y es por
tanto, un morsmo de sheaves. Por otro lado, si f 2 OM (V ); se tiene que
( )V (f  s) = (fa1; : : : ; far) = f  (a1; : : : ; ar);
lo que muestra que ( )V es un morsmo de OM (V )-modulos.
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Ahora, cada (b1; : : : ; br) 2 ri=1OM (V ) determina una unica seccion en
V dada por s =
rP
i=1
bi"i: Denamos  como
()V : ri=1OM (V )! E(V )
(b1; : : : ; br) 7!
nP
i=1
bi"i:
Se verica facilmente que  es un morsmo de OM jU-modulos, inverso de
 :
Supongamos ahora que G es una sheaf localmente libre de OM -modulos.
Sea fUg2A un cubrimiento abierto deM , para el que existen isomorsmos
de sheaves de OM jU-modulos ' : GjU ! ri=1(OM jU): Denotemos por
R al anillo OM (U \U); y por T al R-modulo libre T = ri=1R:
Sea  = (')U\U : G(U \ U) ! T el isomorsmo de R-modulos
inducido por '; en el abierto U\U; y denotemos por l al isomorsmo de
R-modulos l =   1: Sea ei = (0; : : : ; 1; : : : ; 0); 1  i  r; el i-esimo
vector de la base estandar de T: Cada l tiene asociada en esta base una
matriz r  r; L, con entradas en R: Sea g : U \ U ! GL(r;R) la
funcion que enva cada p 2 U \ U en la matriz L(p); que se obtiene de
L evaluando sus entradas en p: Es facil ver que estas funciones satisfacen
las condiciones de cociclo del lema 3.1.12. Esto permite construir un brado
vectorial (E; ;M) con funciones de transicion g que, recordemos, consta
de clases de equivalencia de triplas (; p; v); con (; p; v)  (; p; v) si
p 2 U \ U y g(p)v = v : Sea U  M un abierto y s un elemento de
G(U): El isomorsmo de sheaves ' induce un isomorsmo de OM (U\U)-
modulos
h = (')U\U : G(U \ U)! ri=1OM (U \ U):
Denotemos por v al vector columna cuyas entradas son las funciones suaves
si = h(sjU\U ); i = 1; : : : ; r: Las funciones
s : U \ U ! E;
s(p) 7! (; p; v(p));
satisfacen las relaciones s = gs; y por tanto, denen una seccion de
E en U; que denotaremos por hU (s): Se sigue facilmente de lo anterior que
hU : G(U) ! E(U) es un isomorsmo de OM (U)-modulos el cual conmuta
con la restriccion de funciones, y por tanto, dene un isomorsmo de OM -
modulos, h : G ' E :
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Ejercicio 3.4.2 Muestre que la correspondencia del teorema anterior es
biyectiva, es decir, demuestre que E es isomorfo a E0 si y solo si sus corres-
pondientes sheaves de secciones E y E 0 son isomorfas.
Sea  : E ! E0 un morsmo de brados vectoriales. Para cada abierto
U  M denamos  ()U : E(U) ! E 0(U) como la funcion que enva cada
seccion s : U ! E en la seccion  s: Muestre que  ()U es un homomors-
mo de OM jU -modulos que conmuta con las restricciones, y en consecuencia
dene un morsmo de sheaves,  () : E ! E 0: Muestre ademas que esta
correspondencia dene un functor covariante de la categora de brados vec-
toriales en M a la categora de OM -modulos localmente libres. De manera
precisa, muestre que:
1. si id : E ! E denota al morsmo identidad, entonces  (Id) es el
morsmo identidad de sheaves, y
2. que si  : E0 ! E00 es otro morsmo de brados vectoriales entonces
 (  ) =  ()   ():
3. Finalmente, demuestre que   es un functor que preserva la exactitud
de las secuencias, es decir, si
0! E0 i! E l! E00 ! 0
es una secuencia exacta de brados entonces
0! E 0  (i)! E  (l)! E 00 ! 0;
es una secuencia exacta de sheaves.
3.4.1. El brado tangente y campos vectoriales
En el ejemplo 3.1.16 construimos el brado tangente TM sobre un ma-
nifold M: Vimos que TM es un brado vectorial de rango n y que un atlas
A = f(U; ' = (x1; : : : ; xn))g2A para M determina funciones de transi-
cion para TM ; dadas por
g : U \ U ! GL(n;R)
p 7! J(p);
donde J(p) denota la matriz jacobiana de cambio de coordenadas en p:
Si U es un abierto de M; especicar una seccion de TM en U equiv-
ale a dar una coleccion de secciones s : U \ U ! TM ; compatibles en
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U\U\U . En coordenadas locales cada seccion puede ser escrita como s =Pn
i=1 a
i
@=@x
i
; para ciertas funciones suaves a
i
 2 OM (U \ U): Si denota-
mos por a al vector columna cuyas entradas son las funciones a
i
; la condi-
cion de compatibilidad se traduce en la relacion matricial J(p)a(p) =
a(p); para todo p 2 U \ U \ U: Explcitamente, esta relacion dice que
para todo punto p en la interseccion se cumple que
ai(p) =
nP
j=1
aj(p) @x
i
=@x
j


p
: (3.9)
Una seccion de TM en U se llamara un campo vectorial en U; y se de-
notara por X;Y; Z, etc. Es claro que todo campo vectorial en U puede
escribirse en forma unica como X = a1@=@x
1
 +   + an@=@xn; para ciertas
funciones ai 2 OM (U): Como el cubrimiento abierto fUg2A es triviali-
zante para TM , la sheaf de secciones de TM ; que denotaremos por TM ; es
localmente libre, y
h : TM jU ! ni=1 OM jU;
denido en cada V  U como
(h)V : TM (V )! ni=1OM (V )
nP
i=1
ai@=@x
i
 7! (a1; : : : ; an);
donde ai 2 OM (V ); es un isomorsmo local de OM jU-modulos (ver seccion
3.4). SiX 2 TM (U); X(p) es por denicion una derivacion en p; y por tanto,
para cada funcion suave f 2 OM (U); podemos denir Xf como la funcion
que en cada p 2 M toma el valor (Xf)(p) = X(p)fp; que por brevedad
escribiremos como Xpf; y que en terminos de las derivaciones @=@x
i
 es
igual a
X(f)(p) = a1(p) @f=@x
1


p
+   + an(p) @f=@xnjp :
A las funciones ai se las llama las componentes de X en U, y pueden
calcularse como ai = Xx
i
. En cada interseccion U \ U, las componentes
de X estan relacionadas por la formula (3.9).
En TM (U) puede denirse una operacion interna, llamada el corchete de
Lie, mediante la formula [X;Y ] f = X (Y f)   Y (Xf) ; para todo X;Y 2
TM (U) ; y f 2 OM (U). No es obvio a priori que esta operacion produzca
un campo vectorial en U . Para ver que efectivamente es as, basta com-
putar a [X;Y ] en coordenadas locales. Sean X =
Pn
i=1 a
i
@=@x
i
 y Y =
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Pn
j=1 b
j
@=@x
j
; las restricciones de X y Y a U: Un calculo directo nos
muestra que [X;Y ]jU esta dado por
[X;Y ]jU =
nX
i=1
nX
j=1
 
aj@b
i
=@x
j
   bj@ai=@xj

@=@xi; (3.10)
y por tanto que [X;Y ] es un campo vectorial suave en U: El corchete de
Lie tiene las siguientes propiedades.
Proposicion 3.4.3 Sean X;Y; Z 2 TM (U), f; g 2 OM (U) y a; b 2 R.
Entonces se satisfacen las siguientes igualdades.
1. Si U = U, se tiene que [@=@x
i
; @=@x
j
] = 0:
2. [X;Y ] =   [Y;X], (antisimetra).
3. [aX + bY; Z] = a [X;Z] + b [Y; Z] ; (linealidad).
4. [X; [Y; Z]] + [Z; [X;Y ]] + [Y; [Z;X]] = 0 (identidad de Jacobi).
5. [X;Y ] (fg) = f [X;Y ] g + g [X;Y ] f:
6. [fX; gY ] = fg [X;Y ] + f (Xg)Y   g (Y f)X:
Prueba. 1, 2 y 3 se siguen directamente de la denicion de [X;Y ]. Para
demostrar 6, sea h 2 OM (U). Tenemos que
[fX; gY ]h = (fX) ((gY )h)  (gY ) ((fX)h)
= (fX) (g (Y h))  (gY ) (f (Xh))
= (fXg)(Y h) + gfX(Y h)  g(Y f)(Xh)  fgY (Xh)
= fg[X;Y ]h+ (fXg)(Y h)  g(Y f)(Xh);
lo cual demuestra la igualdad. Las armaciones 4 y 5 se demuestran mediante
un computo similar al anterior.
Veamos como usar el teorema de Sard, y la existencia de TM , para dar
\una mejor cota" para el entero N en el teorema 2.7.23. En forma precisa,
veamos que todo n-manifold puede embeberse en R2n+1:
Teorema 3.4.4 Todo n-manifold (sin frontera) puede embeberse en R2n+1:
3.5. OPERACIONES CON FIBRADOS 147
Prueba. En el teorema 2.7.23 demostramos la existencia de un embebimien-
to f : M ! RN ; para un cierto entero N . Mostremos que si N > 2n + 1,
f puede cambiarse por un nuevo embebimiento de la forma   f , donde 
denota la proyeccion de RN a un cierto subespacio lineal de dimension N 1:
Esto permite ir disminuyendo la dimension del espacio eucldeo en el que
M puede embeberse hasta lograr que N sea igual a 2n + 1: En efecto, sea
g :MMR! RN la funcion denida por g(p; q; t) = t(f(p) f(q)); para
p; q 2M y t 2 R, y sea l : TM ! RN la funcion denida por l(p; v) = fp(v);
para cada p 2M y v 2 Tp(M): Es facil ver que ambas funciones son suaves,
y que en cada caso la dimension del dominio es menor que la del codominio,
ya que N > 2n + 1. Por tanto cada punto en el rango es un valor crtico
de ambas funciones. Del teorema de Sard (teorema 2.7.15) se sigue que el
rango de ambas funciones en RN tiene medida cero, y por tanto, podemos
escoger un vector no nulo e 2 RN que no este ni en la imagen de g ni en
la imagen de l: Denotemos por L al subespacio de todos los vectores ortog-
onales a e (cuya dimension es N   1); y sea  : RN ! L la proyeccion a
L: Veamos que   f es un embebimiento. En primer lugar, esta funcion es
inyectiva, ya que (f(p)) = (f(q)) implica que f(p)   f(q) = e; para un
cierto  2 R; y por tanto, g(p; q; 1=) = e; lo cual es absurdo. Por otro lado,
(  f)p =   fp y, por tanto, si (  f)p(v) = 0 para algun v 2 Tp(M); se
sigue que fp(v) = 0e; y, por consiguiente, l(p; 1=0v) = e; lo que contradice
nuevamente la escogencia de e. Esto muestra que   f es una inmersion, y
como M es compacto,   f es un embebimiento.
3.5. Operaciones con brados
En esta seccion veremos como las construcciones basicas en la categora
de espacios vectoriales, como tensorizar, dualizar o tomar una potencia exte-
rior, pueden extenderse, bra a bra, a operaciones analogas entre brados.
3.5.1. Fibrado dual
Sea  : E ! M un brado vectorial de rango r y sea fUg2A un
cubrimiento abierto deM que trivializa a E. Fijemos trivializaciones locales
 : 
 1 (U) ! U  Rr; y denotemos por ;p a la transpuesta de ;p,
;p = 

;p : (Rr)
 ! Ep ; donde Ep denota el dual de Ep: Para cada par
;  con U \U 6= ? mostremos que la funcion h : U \U ! GL (r;R) ;
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denida por h (p) = 
 1
;p ;p; es suave. Para ello calculamos
h (p) = 
 1
;p ;p
=  1;p  ;p =

 1;p  ;p

= g (p)
 1 ;
donde g : U\U ! GL (r;R) es la funcion de transicion de E en U\U :
Puesto que g es una funcion suave, se sigue que la funcion h tambien lo
es. Por el ejercicio 3.1.4, la union disjunta E =
S
p2ME

p ; con la proyeccion
 que enva cada v 2 Ep en p; es un brado vectorial de rango r, con
funciones de transicion (g 1)
. Llamaremos al brado  : E ! M el
brado dual de E:
Un caso particularmente importante es aquel en que E = TM : Su dual se
llama el brado cotangente de M; y a sus secciones se las denomina 1-formas
diferenciales. Si fUg2A es un cubrimiento de M , y ' = (x1; : : : ; xn) son
coordenadas locales en U; entonces (TM )
 =
S
p2MT

p (M) es la union dis-
junta de los duales de cada espacio tangente Tp(M): Para cada trivializacion
 : 
 1(U)! U  Rn; la transpuesta de ;p esta dada por
;p : (Rn) ! T p (M)
ei 7! dxi;
donde fe1; : : : ; eng denota la base dual de la base estandar de Rn (ver la
seccion 1.1.1) y dxi denota al funcional en Tp(M) que enva a @=@x
j


p
en
1, si j = i y en 0 en caso contrario. De aqu que las funciones de transicion
de T M sean
h (p) = 
 1
;p ;p = J (p) 1 :
Denotemos por L(p) a la matriz (J(p)
) 1, inversa de la transpuesta
de la matriz jacobiana, cuya entrada (i; j) es precisamente (L(p))ij =
@xj=@xi(p): Una seccion en U de T

M es determinada por una coleccion de
secciones compatibles s : U \U ! T M ; que en coordenadas locales pueden
escribirse como s =
Pn
i=1 aidx
i
; con ai 2 OM (U \ U): Si a denota el
vector columna cuyas entradas son ai; las condiciones de compatibilidad
pueden ser expresadas en la forma L(p)a(p) = a(p); para todo p 2
U \ U \ U: En forma explcita, en cada punto p de esta interseccion debe
darse la igualdad
ai(p) =
nP
j=1
aj(p) @x
j
=@x
i


p
:
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Como ya dijimos, una seccion de T M en U se denomina 1-forma diferencial
en U: A la correspondiente sheaf de secciones de T M la denotaremos por T M
o tambien por A1M :
Ejercicio 3.5.1 Demuestre que existe un isomorsmo natural de sheaves
A1M ' HomOM (TM ;OM ) :
3.5.2. Producto tensorial
Sean  : E ! M y 0 : E0 ! M brados vectoriales de rango r y s;
respectivamente, y sea fUg2A un cubrimiento abierto de M trivializante
para E y E0. Sean  :  1 (U) ! U  Rr y 0 : 0 1 (U) ! U  Rs;
trivializaciones de E y E0 en U: En cada p 2 U denamos ;p : Rrs '
Rr 
 Rs ! Ep 
 E0p; como ;p =  1;p 
 0 1;p : Mostremos que la funcion
h : U \ U ! GL(rs;R) que enva a p en la matriz de  1;p  ;p en
la base estandar de Rrs (proveniente de la identicacion Rrs ' Rr 
 Rs) es
suave. Para ello basta calcular
 1;p ;p =

 1;p 
 0 1;p
 1    1;p 
 0 1;p 
=
 
;p 
 0;p
    1;p 
 0 1;p 
=
 
;p   1;p

  0;p  0 1;p  ;
y observar que la matriz de esta ultima transformacion en la base estandar
de Rr 
 Rs, es el producto de Kronecker g (p)
 g0 (p) ; donde gy g0
son las funciones de transicion de E y E0; respectivamente (ver captulo 1,
proposicion 1.1.3). Como g y g
0
 son funciones suaves, se sigue que h
tambien lo es. Por el ejercicio 3.1.4, la union disjunta E
E0 = Sp2M Ep
E0p;
con la proyeccion natural, es un brado vectorial de rango rs. Llamaremos
al brado E 
 E0 el producto tensorial de los brados E y E0.
Supongamos ahora que e = fe1; : : : ; erg y e0 = fe01; : : : ; e0sg son
marcos locales en U para E y E
0; respectivamente, que provienen de tri-
vializaciones  y 
0
. Entonces
e 
 e0 = fe1 
 e01; : : : ; e1 
 e0s; : : : ; er 
 e01; : : : ; er 
 e0sg
es un marco local para E
E0 en U: Si s =
Pr
i=1 a
i
ei y s
0
 =
Ps
j=1 b
j
e0j
son secciones en U de E y E
0, es facil ver que s
 s0 =
P
i;ja
i
b
j
ei
 e0j ;
es una seccion en U del producto tensorial E
E0: Sea A el vector columna
transpuesto del vector
[a1b
1
; : : : ; a
1
b
s
; : : : ; a
r
b
1
; : : : ; a
r
b
s
]:
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Las relaciones de compatibilidad entre s 
 s0 y s 
 s0 pueden expresarse
matricialmente como (g 
 g0)A = A: Como puede vericar facilmente
el lector, las propiedades usuales del producto tensorial son tambien validas
para brados. Se deja como ejercicio demostrar algunas de sus propiedades.
Ejercicio 3.5.2 Muestre que existen isomorsmos naturales
1. E 
 E0 ' E0 
 E:
2. (E 
 E0)
 E00 ' E 
 (E0 
 E00) :
3. (E 
 E0) ' E 
 E0:
4. E 
 (E0  E00) ' (E 
 E0) (E 
 E00) :
Ejemplo 3.5.3 Sean V y W espacios vectoriales reales. Como vimos en el
captulo 1, ejercicio 1.1.4, el conjunto de todas las transformaciones lineales
de V a W , HomR(V;W ); puede indenticarse con el producto V
 
 W;
mediante el isomorsmo
V  
W ! HomR(V;W ); (3.11)
que enva a cada generador  
 w en la transformacion lineal '
w(v) =
(v)w; para todo v 2 V: Esto nos permite denir, por analoga a Hom (E;E0) ;
como el brado vectorial E 
 E0.
Ejercicio 3.5.4 Denamos H =
S
p2M HomR(Ep; E
0
p); como la union dis-
junta de los espacios vectoriales Hp = HomR(Ep; E
0
p): Si  denota la proyec-
cion natural de H en M; use el ejercicio 3.1.4 para dotar a H de estructura
de brado vectorial sobre M , con bra Hp; en cada p 2M: Use el isomors-
mo (3.11) para demostrar que H y Hom(E;E0) son naturalmente isomorfos.
Supongamos ahora que 1 : E1 ! M; : : : ; k : Ek ! M son brados
vectoriales de rangos r1; : : : ; rk. Denimos el producto tensorial
E1 
    
 Ek =
S
p2M
E1p 
    
 Ekp;
como el brado de rango r1    rk, cuya bra es E1p
    
Ekp: Si fUg2A
es un cubrimiento abierto de M que trivializa a cada El; y fglg son las
funciones de transicion de El, entonces g
1
 
    
 gk son las funciones de
transicion de E1 
    
 Ek: Si Ei = E, i = 1; : : : ; k; denotaremos por E
k
al brado E 
    
E, y lo llamaremos la k-esima potencia tensorial de E.
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3.5.3. Campos tensoriales
SeaM un n-manifold. Denotaremos por T
(r;s)
M al brado (TM )

r
(T M )
s:
Una seccion de T
(r;s)
M en un abierto U de M se denomina un tensor de tipo
(r; s) en U . Los tensores de tipo (0; 0) corresponden a las funciones suaves
f : U ! R; los de tipo (1; 0) a los campos vectoriales en U y los de tipo (0; 1)
a las 1-formas diferenciales en U . En coordenadas locales (U; (x
1
; : : : ; x
n
));
una seccion de T
(r;s)
M en U puede escribirse en la forma
T =
X
j1;:::;jr
X
i1;:::;is
(T)
j1jr
i1is @=@x
j1
 
    
 @=@xjr 
 dxi1 
    
 dxis ;
con (T)
j1jr
i1is 2 OM (U \ U): Denotemos por IsJr = fi1; : : : ; is; j1; : : : ; jrg
la (s+r)-tupla ordenada y con posible repeticiones, donde cada iu y jv vara
entre 1 y n: El conjunto de todas estas tuplas (nrs en total) puede organizarse
en orden lexicograco, declarando a IsJr < IsJr si la primera componente
(de izquierda a derecha) en que las dos tuplas dieren es menor en IsJr que
en IsJr: En este orden, la menor tupla es aquella cuyas entradas son todas
iguales a 1; y la mayor es aquella que tiene sus entradas todas iguales a
n: Denotemos por A al vector columna de Rn
rs
cuyas componentes son las
funciones (T)
j1jr
i1is , escritas en este orden. Las relaciones de compatibilidad
estan dadas por las ecuaciones matriciales
J 
    
 J| {z }
r

 (J) 1 
    
 (J) 1| {z }
s
A = A;
en U \ U \ U : No es difcil ver que estas relaciones pueden expresarse de
manera explcita como
(T)
j1jr
i1is =
X
l1;:::;lr
X
k1;:::;ks
@xj1
@xl1
   @x
jr

@xlr
@xk1
@xi1
   @x
ks

@xis
(T)
l1lr
k1ks : (3.12)
Tensor metrico
Los tensores de tipo (0; 2) juegan un papel particularmente importante.
Como veremos en esta seccion, un tensor de este tipo nos permitira denir
un producto interno en cada espacio tangente Tp(M); que vara suavemente
en M , lo que a su vez permite denir una metrica en M; y en consecuencia
aquellos conceptos asociados a una geometra en M:
Sea hp la funcion hp : T

p (M)
T p (M)! HomR(Tp(M)
Tp(M);R); que
enva a cada elemento de la forma 1
2 en la transformacion lineal 1
2 ;
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denida en cada generador v1
v2 de Tp(M)
Tp(M) como 1
2(v1
v2) =
1(v1)2(v2): Es facil ver que hp es un isomorsmo de espacios vectoriales. A
su vez, cada 1
2 es identicable con la funcion bilineal que enva a (v1; v2)
en 1(v1)2(v2) que, abusando de la notacion, denotaremos por 1 
 2:
Sea g una seccion global de T M 
 T M y sean (U; (x1; : : : ; xn)) coor-
denadas locales. En estas coordenadas g puede escribirse en la forma g =Pn
i;j=1 g

ijdx
i

dxj; para ciertas gij 2 OM (U): La funcion bilineal asociada
asigna a cada par de vectores v =
Pn
i=1v
i @=@xi

p
y w =
Pn
j=1w
j @=@xj

p
en Tp(M); p 2 U, el valor gp(v; w) =
Pn
i;j=1 g

ij(p)v
iwj : Si esta funcion bi-
lineal es simetrica y denida positiva en cada p 2M , es decir si se satisfacen
las condiciones gp (v; w) = gp (w; v), y gp (v; v)  0; con igualdad si y solo
si v = 0, g se denomina una metrica riemanniana en M . En este caso la
matriz que representa a la forma bilineal gp en la base determinada por las
coordenadas locales cuyas entradas son gij(p) = gp(@=@x
i


p
; @=@xj

p
); es
una matriz simetrica denida positiva (ver seccion 1.1.1). A esta matriz la
llamaremos la matriz de gp en las coordenadas '; y la denotaremos por
[gp]. Sean
B;p = f@=@x1

p
; : : : ; @=@xnjpg y B;p = f@=@x1

p
; : : : ; @=@xn

p
g
las bases asociadas a las coordenadas ' y ' en cada p 2 U\U: Como se
observo en la seccion 1.1.1, (1.2), las matrices [gp] y [gp] estan relacionadas
por la formula
[gp] = [Id]

B;pB;p [gp];p[Id]B ;pB;p ;
donde [Id]B;pB;p es la matriz de cambio, de la base de B;p a la base B;p,
que es precisamente la matriz jacobiana de cambio de coordenadas J(p) =
@xi=@x
j


p

. Por tanto,
[gp] = J

(p)[gp]J(p); (3.13)
y en forma similar [gp] = J

(p)[gp]J(p): Comparando la entrada (i; j)
de estas dos matrices obtenemos la formula
gij =
nP
k;l=1
@xk
@xi
@xl
@xj
gkl;
que es un caso particular de la formula (3.12), y que muestra como cambian
las componentes de la metrica cuando se hace un cambio de coordenadas.
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3.5.4. Producto exterior
Sea  : E !M un brado vectorial de rango r, 0  k  r y fUg2A un
cubrimiento abierto de M que trivializa a E. Para cada p 2M , sea ^kEp la
k-esima potencia exterior de Ep (ver seccion 1.1.4). Para cada  2 A sea
	 : 
 1(U)! U  Rr;
una trivializacion en U, y denotemos por  = 	
 1
 a su inversa. Para cada
punto p 2 U;  induce un isomorsmo
;p = ^k;p : R(
r
k) ' ^k(Rr)! ^kEp
cuya inversa es  1;p = ^k	;p : ^kEp ! ^kRr: Veamos que las funciones
h : U \ U ! GL
  
r
k

;R

;
donde h(p) es la matriz de 
 1
;p  ;p en la base estandar de ^kRr, son
suaves. Para ello calculemos
 1;p ;p = ^k	;p  ^k;p = ^k
 
	;p 	 1;p

:
La matriz de ^k  	;p 	 1;p en la base estandar de ^kRr, es igual a
^kg (p) ; donde g son las funciones de transicion de E, y ^kg (p) es
la matriz
 
r
k
   rk cuyas entradas son los menores k  k de g(p) (ver
seccion 1.1.4), y por tanto, h (p) = ^kg (p) : Como g es una funcion
suave, se sigue que h tambien lo es. Por el ejercicio 3.1.4, la union disjun-
ta ^kE = Sp2M ^k Ep; con la proyeccion canonica, es un brado vectorial
de rango
 
r
k

, llamado la k-esima potencia exterior de E o producto cu~na
k-esimo de E: Sus funciones de transicion son precisamente las funciones
f^kgg:
En el caso k = 0; ^0Ep es naturalmente identicable con R; y cada 0g
es la identidad. Por tanto, ^0E es isomorfo al brado trivial M  R: Por
otro lado, ^rE resulta ser un brado vectorial de rango 1, cuyas funciones
de transicion son fdet gg:
Sea e = fe1; : : : ; erg un marco local para E en U. Recordemos que
Jk = (j1; : : : ; jk); 1  j1 < j2 <    < jk  r; denota un multindice
ordenado y sin repeticiones. Denotemos por eJk a la seccion en U de ^kE,
dada por
p 7! eJk(p) = ej1(p) ^ ej2(p) ^    ^ ejr(p):
Una seccion s de ^kE en U puede escribirse como s =
P
Jk
aJk eJk ; para
ciertas funciones aJk 2 OM (U):
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En cada interseccion U\U las relaciones de compatibilidad entre s y
s vienen dadas por la formula a
Ik
 (p) =
P
Jk
det(g(p)IkJk)a
Jk
 (p); para cada
p 2 U\U, donde g(p)IkJk denota a la matriz que se obtiene seleccionando
las las 1  i1 < i2 <    < ik  r y las columnas 1  j1 < j2 <    < jk  r
de g(p):
Ejercicio 3.5.5 Demuestre que existen isomorsmos naturales
1. ^kE ' (^kE),
2. ^k (E  E0) 'La+b=k  ^a (E)
 ^b (E0).
3.5.5. Pullback de un brado
Denicion 3.5.6 Un morsmo entre los brados vectoriales  : F ! N y
 : E !M; es un par de funciones suaves (f; ) f : N !M y  : F ! E
que hacen conmutar el diagrama
F
! E
 # # 
N
f! M
(3.14)
y tal que  jFp es una transformacion lineal de Fp en Ef(p); para cada p 2M:
En la categora de brados vectoriales sobre distintos manifolds y sus
morsmos, la nocion de pullback de un brado es un caso particular de la
nocion categorica mas general de producto brado.
Sea  : E !M un brado vectorial y sea f : N !M una funcion suave.
Denotemos por fE al conjunto fE = f(p; u) 2 N  E : f (p) =  (u)g; y
denamos  : fE ! N y f : fE ! E por  (p; u) = p y f (p; u) = u.
Como mostraremos a continuacion, fE puede dotarse de estructura de
brado vectorial sobre N , con proyeccion ; de tal forma que f resulta ser
un morsmo de brados que hace conmutar el siguiente diagrama:
fE f! E
 # # 
N
f! M
La funcion  : fE ! N recibe el nombre de pullback de  : E !M por f .
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Notemos en primer lugar que
(fE)p =  1 (p) = f(p; u) : f (p) =  (u)g = fpg  Ef(p) ' Ef(p);
y por tanto, cada bra (fE)p tiene una estructura de espacio vectorial,
naturalmente identicable con la estructura de la bra Ef(p): Por otro la-
do, sea fUg2A un cubrimiento abierto de M trivializante para E; y sean
 : 
 1(U) ! U  Rr trivializaciones locales para E; con funciones
de transicion fgg: Denamos V = f 1(U): Es claro que fVg2A es
un cubrimiento abierto para N: Sea 	 : 
 1(V) ! V  Rr la funcion
que enva cada (p; u) 2  1(V) en (p; (u)); donde  = pr2   de-
nota la compuesta de  seguida de la proyeccion de U  Rr en el se-
gundo factor. Para cada p 2 V \ V tenemos que f(p) 2 U \ U ; y
entonces (   1 )(f(p); (u)) = (f(p); (u)): De aqu se deduce que
(u) = g(f(p))(u); lo cual muestra que la coleccion fV;	g2A es
una trivializacion para fE; cuyas funciones de transicion fg  fg son los
pull-backs de las funciones de transicion de E: Del analisis anterior se sigue
la suavidad de  y 	; y por consiguiente la de  y f .
El pullback de brados tiene la siguiente propiedad universal: cualquier
morsmo de brados factoriza a traves del pullback. Dicho de manera pre-
cisa, dado un morsmo como en la denicion anterior, existe otro morsmo
~ : F ! fE tal que  = f  ~ , y en consecuencia el siguiente diagrama
conmuta
F
~! fE f! E
 # #  # 
N
IdN! N f! M
Basta denir ~ : F ! fE la funcion que enva cada v en ( (v) ;  (v)) :
Notemos que ( (v) ;  (v)) es un elemento de fE, ya que f ( (v)) =  ( (v)) :
La siguiente proposicion nos muestra que \tomar pullback" es un functor
contravariante.
Proposicion 3.5.7 Sean f : N ! M y g : L! N funciones suaves, y sea
E un brado vectorial sobre M . Entonces IdME ' E y
(f  g)E ' g (fE) :
Prueba. El isomorsmo entre IdME y E esta dado por  : E ! IdME;
denido como  (u) = ( (u) ; u).
Para demostrar la segunda armacion, denamos
 : (f  g)E ! g (fE)
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por  (p; u) = (p; (g (p) ; u)). La funcion  es claramente suave, con inversa
suave dada por  1(p; v) = u; donde v = (g (p) ; u) :
Ejercicio 3.5.8 Sean E y E0 brados vectoriales en M y f : N ! M una
funcion suave. Si E y E0 son isomorfos, demuestre que fE y fE0 son
isomorfos.
Ejemplo 3.5.9 Sea  : N ! M un submanifold de M y  : E ! M; un
brado vectorial en M . Al brado E se lo denomina la restriccion de E a
N . Si fUg2A es un cubrimiento abierto trivializante para E con funciones
de transicion fgg; entonces fU\Ng2A es un cubrimiento abierto trivia-
lizante para E; y sus funciones de transicion son las restricciones fgjNg;
de las g a N .
3.6. k-Formas diferenciales
Denicion 3.6.1 Sea M un n-manifold (con o sin frontera) y 0  k  n:
Una seccion ! : U ! ^kT M ; en un abierto U de M es llamada una k-forma
diferencial en U .
Denotaremos por AkM la sheaf de secciones de ^kT M : Sea
f(U; ' = (x1; : : : ; xn))g2A;
un atlas para M: Cada ! 2 AkM (U) es unvocamente determinada por sus
restricciones a cada uno de los abiertos U \ U; es decir, por secciones lo-
cales ! = !jU\U 2 AkM (U \ U); las cuales se pueden escribir en estas
coordenadas en la forma
! =
X
1j1<j2<jkn
!j1jkdx
j1
 ^    ^ dxjk :
Las funciones !j1jk 2 OM (U \ U) se conocen como las componentes de
la k-forma diferencial ! con respecto al sistema de coordenadas (U; ').
Haciendo uso de la notacion de multindices ordenados sin repeticion de la
seccion anterior, podemos denotar en forma abreviada a ! como
! =
X
Jk
!Jkdx
Jk
 : (3.15)
Recprocamente, una coleccion f!g2A ; con ! 2 AkM (U \ U) como en
(3.15), determina un elemento deAkM (U); si !Ik =
P
Jk
(det(LIkJk))!Jk ;
3.6. K-FORMAS DIFERENCIALES 157
en cada U \ U: En forma explcita, si se da que
!i1:::ik =
X
j1<<jk
det
264 @x
j1
 =@x
i1
    @xjk =@xi1
...
...
@xj1 =@x
ik
    @xjk =@xik
375!j1jk ;
en cada U \ U:
Esto se debe a que la matriz de transicion del brado T M es igual a L =
(J)
 1; y por tanto, la matriz de transicion de ^kT M es [det((L)IkJk)]
(de tama~no
 
n
k
   nk): En particular, las secciones del brado ^nT M en
U pueden ser identicadas con colecciones de funciones suaves f!g2A ;
con ! 2 OM (U \ U); las cuales satisfacen las condiciones de compatibil-
idad ! = det(J

)
 1!: Como el determinante de una matriz y el de su
transpuesta coinciden, y ademas J 1 = J ; se sigue que ! = det(J)! =
det
h
@xi=@x
j

i
!: Notemos que si k = 0; ^0T M es isomorfo a M  R; y en
consecuencia A0M es naturalmente isomorfo a OM . Para k = 1; cada ele-
mento ! 2 A1M (M) es una 1-forma en M; denida en coordenadas locales
(U; ' = (x
1; : : : ; xn)) por ! = a1dx
1
 +    + andxn; con condiciones
de compatibilidad ai =
nX
j=1
@xj=@xiaj ; en U \ U : Para cada funcion
suave h; denamos la 1-forma que en cada carta (U; ') es dada por
dh =
nX
i=1
(@h=@xi)dx
i
: En U \ U 6= ? se satisface, por la regla de la
cadena, que @h=@xi =
Pn
j=1(@x
j
=@xi)(@h=@x
j
); y por tanto, estas expre-
siones locales denen una 1-forma global que denotaremos por dh; y que
llamaremos la diferencial de h:
Si k = n, una seccion de AnM (M) esta determinada por expresiones
locales ! = adx
1
 ^    ^ dxn; sujetas a la relacion a = det
h
@xj=@xi
i
a;
en U \ U:
Ejercicio 3.6.2 (Fibrado de orientacion) Sea A = f(U; ')g2A un
atlas para M . En cada U \ U 6= ?, denamos funciones de transicion
t : U \ U ! GL(1;R)
dadas por t (p) =signo(det(J (p))); donde la funcion \signo" toma el
valor 1 o  1; dependiendo de si su argumento es positivo o negativo. Use
la proposicion 3.1.12 para construir un brado vectorial de rango 1, OM ,
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llamado el brado de orientacion en M: Demuestre que M es orientable si
y solo si OM es trivial.
Ejercicio 3.6.3 Demuestre que Mn es orientable si y solo si existe una
n-forma ! 2 AnM (M); tal que !(p) 6= 0, para todo p 2M:
3.6.1. Pullback de k-formas diferenciales
Sean M y N manifolds y f : N ! M una funcion suave. Sea p 2 N ,
q = f(p) y fp : Tp(N) ! Tq(M) la diferencial de f en p: Sabemos que fp
induce (ver seccion 1.1.4) una transformacion lineal
gp = ^k(fp) : ^kT q (M)! ^kT p (N):
Si U M es un abierto, denamos
f : AkM (U)! AkN (f 1(U)); (3.16)
como la funcion que enva una seccion ! 2 AkM (U) en la seccion f!,
en f 1(U); denida por (f!)(p) = gp(!(q)): La funcion f se llama el
pullback determinado por f: La siguiente proposicion nos muestra algunas
propiedades basicas del pullback.
Proposicion 3.6.4 Sea f : Nn !Mm una funcion suave, ! y  k-formas
diferenciales en M y h una funcion suave en M . Entonces
1. f (! + ) = f! + f:
2. f (h!) = (h  f) f!:
3. Sean (V; ' = (x1; : : : ; xn)) y (U; = (y1; : : : ; ym)) cartas con V  N
y U M; y f(V )  U . Denotemos por f j(x1; : : : ; xn); j = 1; : : : ;m; a
las coordenadas de f en estas cartas, y por (Jf ;')
 =

@f j=@xi

nm
a la transpuesta de la matriz jacobiana. Si ! 2 AkM (U) se escribe en
estas coordenadas como ! =
P
Jk
!Jk dy
Jk ; entonces f! esta dada
en V por
f! =
P
Ik;Jk
(!Jk  f) det(((Jf ;'))IkJk) dxIk :
Prueba. Las propiedades 1 y 2 se siguen directamente de la denicion de
f: Denotemos por B' =

dx1; : : : ; dxn
	
, B = fdy1; : : : ; dymg a las bases
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duales de las bases asociadas a las coordenadas locales. Recordemos que (ver
seccion 1.1.4)
^kB';p = fdxIk jp : Ik multindice ordenado sin repeticiong
y
^kB ;f(p) =

dyJk jf(p) : Jk multindice ordenado sin repeticion
	
son bases para ^kT p (N) y ^kT f(p)(M) en p 2 V y f(p) 2 U; respectivamente.
Ademas, con respecto a estas bases la matriz asociada a la transpuesta de
la diferencial fp es precisamente (Jf ;'(p)); y por consiguiente la matriz
C(p); que corresponde a la transformacion lineal gp = ^k(fp) tiene como
entrada (Ik;Jk) al elemento C(p)IkJk = det((Jf ;'(p))

IkJk) (ver seccion
1.1.4). Explcitamente,
C(p)IkJk = det
264 @f
j1=@xi1(p)    @f jk=@xi1(p)
...
...
@f j1=@xik(p)    @f jk=@xik(p)
375
La imagen de dyJk jf(p) bajo gp viene dada por la columna Jk de la matriz 
n
k
   mk , C(p)IkJk , que expresada a su vez en terminos de la base ^kB';p
corresponde al vector gp(dy
Jk jf(p)) =
P
Ik
C(p)IkJkdx
Ik jp: De aqu se sigue
que
f
 P
Jk
!Jkdy
Jk
!
=
P
Jk
(!Jk  f)f(dyJk)
=
P
Jk
(!Jk  f)
P
Ik
det((Jf ;')

IkJk)dx
Ik
=
P
Jk;Ik
(!Jk  f) det((Jf ;')IkJk)dxIk
de lo cual se concluye la demostracion de la proposicion.
Nota 3.6.5 La proposicion anterior nos proporciona un morsmo de OM -
modulos entre las correspondientes sheaves AkM y AkN , de la siguiente man-
era. En primer lugar, notemos que la sheaf fAkN en M tiene una estructura
natural de OM -modulo, dada por la restriccion de escalares, va el morsmo
canonico f : OM (U)! fON (U); que enva a h en h  f: Si h 2 OM (U) y
 2 AkN (f 1(U)), entonces h   se dene como h   = f(h) = (h  f): En
segundo lugar, la funcion denida en 3.16 conmuta con la restricciones, y por
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consiguiente dene un morsmo de sheaves f : AkM ! fAkN : La proposi-
cion anterior muestra que este es un morsmo de sheaves de OM -modulos,
ya que f(h  !) = (h  f)f(!) = h  f(!):
Ejemplo 3.6.6 Sea  :M ! R3 una supercie, es decir, un submanifold 2-
dimensional de R3; y sean (u; v) coordenadas locales en M . Denotemos por
(x; y; z) a las coordenadas estandar de R3. En estas coordenadas escribamos
a  como (u; v) = (x(u; v); y(u; v); z(u; v)): Sea ! = Pdy ^ dz +Qdz ^ dx+
Rdx ^ dy una 2-forma en R3: Entonces su pullback esta dado por
! =  (Pdy ^ dz +Qdz ^ dx+Rdx ^ dy)
= (P  )dy ^ dz + (Q  )dz ^ dx+ (R  )dx ^ dy
= (P  )

@y
@u
du+
@y
@v
dv

^

@z
@u
du+
@z
@v
dv

+ (Q  )

@z
@u
du+
@z
@v
dv

^

@x
@u
du+
@x
@v
dv

+ (R  )

@x
@u
du+
@x
@v
dv

^

@y
@u
du+
@y
@v
dv

=

(P  )@ (y; z)
@ (u; v)
+ (Q  )@ (z; x)
@ (u; v)
+ (R  )@ (x; y)
@ (u; v)

du ^ dv;
donde hemos denotado por @ (y; z) =@(u; v) a @y=@u @y=@v@z=@u @z=@u
 ;
y de manera similar a @ (z; x) =@(u; v) y @ (x; y) =@(u; v).
Ejercicio 3.6.7 Sea ! =
mP
j=1
!jdy
j una 1-forma. Muestre que su pullback
puede escribirse como f! =
Pm
;j=1(!j  f)df j : Generalice la formula ante-
rior. Es decir, muestre que si ! =
P
Jk
!Jkdy
j1 ^    ^ dyjk ; entonces f! =P
Jk
(!Jkf)df j1^  ^df jk : Sean ! 2 AkM (U) y  2 AlM (U) una k-forma y una
l-forma en U , respectivamente. Demuestre que f(! ^ ) = f(!) ^ f():
Sean  : E ! M y 0 : E0 ! M brados vectoriales de rango r y s; respec-
tivamente. Muestre como construir un brado cuya bra en p sea la suma
directa Ep  E0p; y cuyas funciones de transicion sean
h (p) = g (p) g0 (p) =

g (p) 0
0 g0 (p)

;
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donde g; g
0
 son las funciones de transicion de E y E
0; para ciertas tri-
vializaciones de E y E0, respectivamente. Este brado se denomina la suma
de Whitney de los brados E y E0.
Demuestre que existen isomorsmos naturales E  E0 ' E0  E; y 
E  E0 E00 ' E   E0  E00 :
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Captulo 4
Integracion y cohomologa
4.1. Derivada exterior
SeaM un manifold (con o sin frontera). Recordemos que hemos denotado
por TM a la sheaf de secciones del brado tangente TM y por AkM a la sheaf
de secciones del brado ^kT M ; cuyos elementos en cada abierto U son las
k-formas diferenciales en U: En esta seccion mostraremos como construir
un morsmo de sheaves de espacios vectoriales d : AkM ! Ak+1M ; llamado
la derivada exterior, que satisface las condiciones 1-4 del teorema que se
enuncia mas abajo.
Comencemos por denir el morsmo d para k = 0: Para ello jemos
f(U; ' = (x1; : : : ; xn))g2A; un atlas para M; y denamos localmente
d : OM jU ! A1M
U
como
dV f =
@f
@x1
dx1 +   +
@f
@xn
dxn; (4.1)
para cada V  U y f 2 OM (V ): Ahora, si V  U \ U entonces dV f =
dV f; para todo f 2 OM (V ); ya que
dV f =
nX
i=1
@f
@xi
dxi =
nX
i=1
@f
@xi
0@ nX
j=1
@xi
@xj
dxj
1A = nX
j=1
 
nX
i=1
@f
@xi
@xi
@xj
!
dxj
=
nX
j=1
@f
@xj
dxj = dV f:
Si U es un abierto cualquiera y f 2 OM (U); como A1M es una sheaf, la colec-
cion fdU\U (f jU\U )g2A determina un unico elemento de A1M (U); cuya
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restriccion a cada U \ U coincide con dU\U (f jU\U ) y que denotaremos
por dUf: Es facil ver que dU conmuta con las restricciones y por tanto,
d : OM ! A1M ; (4.2)
denido en cada U como dU : OM (U) ! A1M (U); que enva a f en dUf; es
un morsmo de sheaves de espacios vectoriales. Se sigue en forma inmediata
de esta denicion que dU satisface dU (fg) = g dUf + f dUg; llamada la
regla de Leibnitz, para todo par de funciones f; g 2 OM (U) :
El ejercicio 3.5.1 muestra como identicar a A1M con HomOM (TM ;OM ) ;
lo que permite dar una denicion intrnseca de d; como el morsmo
d : OM ! HomOM (TM ;OM ) ;
denido en cada U M como
dU : OM (U)! HomOM jU (TM jU;OM jU)
f 7! dU (f);
donde dU (f) se dene a su vez en cada V  U como la funcion
dU (f)V : TM (V )! OM (V );
que enva a X en Xf:
Ejercicio 4.1.1 Demuestre que dU (f) es en efecto un elemento de la sheaf
HomOM jU (TM jU;OM jU) y verique que dicho morsmo coincide con (4.2).
Veamos ahora como extender esta operacion a k-formas. Como en el
caso anterior, construiremos primero operadores d denidos en cada U; y
mostraremos que estos se pueden \pegar" para formar un unico d.
Teorema 4.1.2 Sea M un n-manifold. Entonces existe una unica coleccion
fdk : AkM ! Ak+1M gk0 de morsmos de sheaves (de espacios vectoriales)
que satisface las siguientes propiedades.
1. d0 es precisamente el operador construido en (4.2).
2. Para cada abierto U , dkU (! + ) = d
k
U!+d
k
U; donde !;  2 AkM (U) :
3. Para cada abierto U , r; s  0, ! 2 ArM (U) y  2 AsM (U)
dr+sU (! ^ ) = drU! ^  + ( 1)r ! ^ dsU:
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4. Para cada abierto U , (dk+1U  dkU )(!) = 0; para todo ! 2 AkM (U) y
k  0:
Prueba. Dividiremos la demostracion en tres partes: la unicidad, la exis-
tencia local y la existencia global.
Unicidad. Supongamos que fk : AkM ! Ak+1M gk0 es una coleccion de
morsmos que satisfacen las condiciones 1-4, y veamos que k = dk; para
cada k  0: Para ello es suciente demostrar que si ! 2 AkM (M) ; y p 2M;
entonces
(kM!)(p) = (d
k
M!) (p) : (4.3)
Consideremos una carta alrededor de p; ' : U ! eU; ' = (x1; : : : ; xn);
donde eU es un abierto de Rn o Hn: La k-forma !jU puede escribirse en estas
coordenadas como
!jU =
X
1i1<<ikn
!i1:::ikdx
i1 ^    ^ dxik :
Por induccion sobre k se deduce facilmente de las propiedades 2, 3 y 4, que
kU
 
dxi1 ^    ^ dxik = dkU  dxi1 ^    ^ dxik = 0;
y en consecuencia que kU (!jU ) =
P
1i1<<ikn(
0
U!i1:::ik)^dxi1^  ^dxik
y dkU (!jU ) =
P
1i1<<ikn(d
0
U!i1:::ik) ^ dxi1 ^    ^ dxik : De la propiedad
1 se sigue que 0U!i1:::ik = d
0
U!i1:::ik ; y en consecuencia que 
k
U (!jU )(p) =
dkU (!jU )(p); lo que implica la igualdad (4.3).
Existencia local. Consideremos una carta (U; ' = (x
1
; : : : ; x
n
)) en M .
Nuestro objetivo es denir una coleccion de morsmos de sheaves de espacios
vectoriales dk : AkM
U ! Ak+1M U; que satisfaga las propiedades 1-4.
Vamos a denir una transformacion lineal dkV : AkM (V ) ! Ak+1M (V ); para
todo abierto V  U; como sigue. Sabemos que cualquier elemento ! 2
AkM (V ) puede ser escrito en forma unica como
! =
X
1i1<<ikn
!i1:::ikdx
i1
 ^    ^ dxik ; (4.4)
para ciertas !i1:::ik 2 OM (V ). Denamos dkV ! como la (k+1)-forma en V
dada por
dkV ! =
X
1i1<<ikn
d0V !i1:::ik ^ dxi1 ^    ^ dxik ;
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donde d0V es la transformacion lineal denida en (4.1). Ahora veamos que
los dkV as denidos satisfacen las propiedades enunciadas en el teorema.
Las propiedades 1 y 2 se siguen de la denicion. Veriquemos la propiedad
3. Por la linealidad de dkV ; y la bilinealidad del producto exterior, podemos
suponer, sin perdida de generalidad, que ! y  son de la siguiente forma:
! = fdxi1 ^    ^ dxir y  = gdxj1 ^    ^ dxjs ; con f; g 2 OM (V ). Ahora,
! ^  = f g dxi1 ^    ^ dxir ^ dxj1 ^    ^ dxjs ; y por denicion de dr+sV
vemos que
dr+sV (! ^ ) = d0V (fg) ^ dxi1 ^    ^ dxir ^ dxj1 ^    ^ dxjs
=
 
g d0V f + f d
0
V g
 ^ dxi1 ^    ^ dxir ^ dxj1 ^    ^ dxjs
=
 
d0V f ^ dxi1 ^    ^ dxir
 ^ (gdxj1 ^    ^ dxjs )
+ ( 1)r  fdxi1 ^    ^ dxir  ^  d0V g ^ dxj1 ^    ^ dxjs 
= drV (!) ^  + ( 1)r ! ^ dsV ;
y por tanto, se satisface la propiedad 3.
Para vericar 4, notemos primero que si f 2 OM (V ), entonces
d1V (d
0
V f) = d
1
V
 
nX
i=1
@f
@xi
dxi
!
=
nX
i=1
d0V

@f
@xi

^ dxi
=
nX
i;j=1
@2f
@xj@xi
dxj ^ dxi = 0;
debido a que @2f=@xj@xi es simetrico en i y j; y a que dx
j
 ^ dxi es anti-
simetrico en i y j, es decir, dxj^dxi =  dxi^dxj: En consecuencia, si ! 2
AkM (V ) esta escrita localmente como en (4.4), entonces d1V (d0V !i1:::ik) = 0
y por tanto, dk+1V (d
k
V !) = 0: Esto establece 4. Finalmente, se sigue de la
denicion que si V 0  V entonces dkV 0(!jV 0) = (dkV !)

V 0 ;y por tanto,
dk : AkM
U ! Ak+1M U
es un morsmo de sheaves de espacios vectoriales.
Existencia global. Fijemos un atlas f(U; ')g2A y sea ! una k-forma
cualquiera en un abierto V: Denotemos por V al abierto U \V . En primer
lugar, si V\V 6= ?; entonces, fdjV\Vgk0 y fd jV\Vgk0 satisfacen
las condiciones 1-4 del teorema. Por la unicidad ya demostrada, se sigue que
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dkV\V (!jV\V ) = dkV\V (!jV\V ): Por otro lado, como dk y dk con-
mutan con las restricciones, se satisfacen las ecuaciones dkV\V (!jV\V ) =
dkV(!jV)

V\V y d
k
V\V (!jV\V ) = dkV (!jV )

V\V
; y por tanto, se
da la igualdad dkV(!jV)

V\V = d
k
V (!jV )

V\V
: Como Ak+1M es una
sheaf, existe una unica (k+1)-forma en V , que denotaremos por dkV !; cuyas
restricciones a cada V coinciden con d
k
V(!jV). Finalmente, es facil ver
de la denicion anterior que dk conmuta con las restricciones de formas y
por tanto, es un morsmo de sheaves de espacios vectoriales.
Llamaremos a dk! la derivada exterior de !, que denotaremos simple-
mente por d!: En coordenadas locales (U;' = (x1; : : : ; xn)), d! puede ser
computada como d(!jU ) =
P
1i1<<ikn d!i1:::ik ^ dxi1 ^    ^ dxik :
Ejemplo 4.1.3 Sean
 
z1; z2; z3

un sistema cualquiera de coordenadas en
un abierto U  R3. Entonces la derivada exterior de una funcion suave f
es igual a df = @f=@z1dz1 + @f=@z2dz2 + @f=@z3dz3: Si  es la 1-forma
 = F1dz
1 + F2dz
2 + F3dz
3; su derivada exterior es igual a
d = dF1 ^ dz1 + dF2 ^ dz2 + dF3 ^ dz3
=

@F1
@z1
dz1 +
@F1
@z2
dz2 +
@F1
@z3
dz3

^ dz1
+

@F2
@z1
dz1 +
@F2
@z2
dz2 +
@F2
@z3
dz3

^ dz2
+

@F3
@z1
dz1 +
@F3
@z2
dz2 +
@F3
@z3
dz3

^ dz3
=

@F2
@z1
  @F1
@z2

dz1 ^ dz2 +

@F3
@z1
  @F1
@z3

dz1 ^ dz3
+

@F3
@z2
  @F2
@z3

dz2 ^ dz3
Si ! es la 2-forma ! = F1dz
2 ^ dz3 + F2dz3 ^ dz1 + F3dz1 ^ dz2 entonces su
derivada exterior es igual a
d! = dF1 ^ dz2 ^ dz3 + dF2 ^ dz3 ^ dz1 + dF3 ^ dz1 ^ dz2
=

@F1
@z1
+
@F2
@z2
+
@F3
@z3

dz1 ^ dz2 ^ dz3:
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La siguiente proposicion nos muestra que el pullback conmuta con la
derivada exterior.
Proposicion 4.1.4 Sean M y N manifolds suaves y sea f : M ! N una
funcion suave. Entonces para cada abierto U en N y ! 2 AkN (U) ; fd! =
d (f!) :
Prueba. Demostrar la igualdad de estas dos formas es un problema local.
Sin perdida de generalidad supongamos que (U; (y1; : : : ; yn)) es una carta de
N y (V; (x1; : : : ; xm)) una carta de M , tal que f(V )  U . En primer lugar,
si h 2 ON (U), su derivada exterior es igual a dh =
Pn
j=1 @h=@y
i dyj y
f(dh) =
X
i=1;:::;m
j=1;:::;n
@f j
@xi
@h
@yj
dxi:
Por otro lado,
d (fh) = d (h  f) =
nX
i=1
@ (h  f)
@xi
dxi =
X
i=1;:::;m
j=1;:::;n
@h
@yj
@f j
@xi
dxi:
Luego la armacion es cierta para 0-formas. Sea ahora ! una k-forma en U:
Como f(dyj) = d
 
fyj

; se sigue que
d (f!) = d(f
X
Jk
!j1:::jkdy
j1 ^    ^ dyjk)
= d(
X
Jk
f!j1:::jk
 
fdyj1
 ^    ^  fdyjk)
= d(
X
Jk
f!j1:::jkd
 
fyj1
 ^    ^ d  fyjk)
=
X
Jk
d (f!j1:::jk) ^ d
 
fyj1
 ^    ^ d  fyjk
=
X
Jk
fd!j1:::jk ^
 
fdyj1
 ^    ^  fdyjk
= f(
X
Jk
d!j1:::jk ^ dyj1 ^    ^ dyjk)
= fd!;
(donde Jk denota el multindice 1  j1 <    < jk  m), como queramos
demostrar.
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4.2. Integracion en manifolds
En esta seccion consideraremos manifolds con o sin frontera.
El soporte de una k-forma ! : M ! ^kT M ; que denotaremos por
Soporte(!), se dene como la clausura en M del conjunto de todos los pun-
tos p 2M , tales que !(p) 6= 0: Si el soporte de ! es un conjunto compacto,
diremos que ! es una k-forma con soporte compacto.
Sea (U;' = (x1; : : : ; xn)) una carta en M , con '(U) = Rn o '(U) =
Hn, y sea ! una n-forma diferencial en M con soporte compacto contenido
en U: Si ! = fdx1 ^    ^ dxn; con f 2 OM (U); es la escritura de ! en
estas coordenadas, denimos su integral como
R
M;' ! =
R
Rn f  ' 1; donde
la integral del lado derecho es la integral de Riemann usual, que en este
caso existe por ser f  ' 1 una funcion suave con soporte compacto en Rn.
Veamos que esta integral esta bien denida y que no depende, excepto por
el signo, de las coordenadas escogidas. Recordemos en primer lugar que si
h : fW ! W es un difeomorsmo entre abiertos de Rn o abiertos de Hn, y
g :W ! R es una funcion suave con soporte compacto en W , la formula de
cambio de variable para la integral nos dice que
R
W g =
RfW (g  h) jdetJhj :
Supongamos que  = (y1; : : : ; yn) es otro sistema de coordenadas en U
con  (U) = Rn o  (U) = Hn: En estas coordenadas ! se escribe como ! =
f det((J'; )
)dy1^  ^dyn: Por tanto, RM; ! = RRn(f  1) detJ('  1):
Aplicando la formula de cambio de variable con h = '  1 :W !W; donde
W = Rn o W = Hn, obtenemosZ
h(W )
f  ' 1 =
Z
W
(f  ' 1)  h jdetJhj = 
Z
W
f    1 det J('    1):
Pero, como Soporte(f ' 1)  h(W ), y Soporte(f   1) W , se tiene queZ
M;'
! =
Z
Rn
f  ' 1 =
Z
h(W )
f  ' 1;
y Z
W
f    1 det J('    1) =
Z
Rn
f    1 det J('    1) =
Z
M; 
!:
Concluimos entonces que
R
M;' ! = 
R
M; !: El signo corresponde al signo
(necesariamente constante) del determinante de la matriz jacobiana de cam-
bio de coordenadas y, en consecuencia, si ' y  inducen la misma orientacion
en U; se tiene que
R
M;' ! =
R
M; !:
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Sea ahora ! una n-forma global en el manifold orientado M; con soporte
compactoK. Fijemos un atlas A = f(U; ')g2A que induzca en cada U la
misma orientacion de M; es decir, tal que B';q = f@=@x1

q
; : : : ; @=@xnjqg
sea una base positiva en Tq(M); para todo q 2 U: Sin perdida de gene-
ralidad, supongamos ademas que '(U) = Rn o '(U) = Hn, para cada
 2 A: Fijemos fg2A; una particion cualquiera de la unidad subordina-
da al cubrimiento fUg2A; y denotemos por ! a cada una de las formas
! = !: Para cada p 2 K existe un entorno abierto Vp tal que el conjun-
to f 2 A : Vp \ Soporte() 6= ?g es nito. Ahora, K esta contenido enS
p2KVp; y por ser K compacto, podemos escoger nitos entornos Vp tales
que K este contenido en su union. Esto implica que el conjunto f 2 A : K\
Soporte() 6= ?g es nito, y por tanto, la suma ! =
P
! tiene a lo sumo
nitos terminos no nulos. Como Soporte(!) = Soporte() \ Soporte(!);
vemos que Soporte(!) es compacto y esta contenido en U. Es razonable
entonces denir la integral de ! como
R
M;A;fg ! =
P

R
M;'
!: Obvia-
mente, la integral as denida satisfaceZ
M;A;fg
c !1 + !2 = c
Z
M;A;fg
!1 +
Z
M;A;fg
!2:
Es claro que esta denicion coincide con la anterior si el soporte de !
esta contenido en algun U: Veamos que esta es una buena denicion, es
decir, que el valor de la integral no depende ni de la eleccion del atlas ni
de la particion de la unidad escogida. Sea C = f(V;  )g2B otro atlas, con
 (V) = Rn o  (V) = Hn; y que induzca la misma orientacion de M , y sea
fg2B una particion de la unidad subordinada al cubrimiento fVg2B.
Entonces, es claro que ! =
P
; !; donde ! = !; y que cada !
tiene soporte compacto contenido en U\V . La suma del lado derecho tiene
a lo sumo nitos terminos no nulos: Por un lado tenemos queZ
M;A;fg
! =
Z
M;A;fg
X
;
! =
X
;
Z
M;A;fg
! =
X
;
Z
M;'
!:
Por otro lado,Z
M;C;fg
! =
Z
M;C;fg
X
;
! =
X
;
Z
M;C;fg
! =
X
;
Z
M; 
!:
Como ' y   inducen la misma orientacion en U \ V ; se sigue que
det J('  1 ) > 0 en cada punto de esta interseccion, y por tanto,
R
M;'
!
es igual a
R
M; 
!: De ahora en adelante denotaremos la integral simple-
mente por
R
M !:
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Veamos ahora la forma general de la formula de cambio de variables para
integrales en manifolds.
Proposicion 4.2.1 Sean M y N n-manifolds orientados y sea f : N !M
un difeomorsmo que preserva la orientacion. Entonces, si ! es una n-forma
diferencial enM con soporte compacto, entonces f! tiene soporte compacto
en N y
R
M ! =
R
N f
!:
Prueba. En primer lugar, como f es un difeomorsmo, su inversa es contin-
ua y en consecuencia f es una funcion propia. Luego f 1(Soporte(!)) es un
subconjunto compacto de N; y por consiguiente f! tiene soporte compacto.
Escojamos un atlas f(U; ')g2A paraM que induzca en cada U la misma
orientacion de M , y tal que '(U) = Rn o '(U) = Hn, y una particion
de la unidad fg2A subordinada al cubrimiento fUg2A: Denamos !
como ! = !. Debido a que ! =
P
! tiene solo nitos terminos no
nulos, y f! =
P
 f
!; la suma
R
N f
! =
P

R
N f
! es nita. Por tanto
basta demostrar la proposicion para una forma ! con soporte en un U:
Denotemos a la carta (U; ') simplemente por (U;'); y sea V = f
 1(U)
y  = '  f;  = (y1; : : : ; yn): Como f preserva la orientacion,  induce en
V la orientacion de N . Supongamos que ! se escribe en coordenadas locales
como ! = hdx1 ^    ^ dxn: De la proposicion 3.6.4 se deduce que
f! = (h  f) det((J'; f))dy1 ^    ^ dyn = (h  f)dy1 ^    ^ dyn;
ya que J'; f es la matriz identidad, por ser 'f   1 la funcion identidad.
Por tanto Z
N
f! =
Z
Rn
h  f    1 =
Z
Rn
h  ' 1 =
Z
M
!:
El siguiente ejercicio resulta ser muy util en el calculo de integrales. Su
enunciado y demostracion usan dos conceptos de la teora de la integracion
de Riemann: el que un subconjunto de Rn tenga medida cero, y la medida
de un subconjunto abierto de Rn: Estos conceptos se denen en el apendice
C.
Ejercicio 4.2.2 Sean N y M; dos n-manifolds orientados, f : N !M una
funcion propia y suave, y U M y V  N abiertos, tales que f jV : V ! U
es un difeomorsmo que preserva la orientacion y M   U y N   V son
conjuntos (cerrados) de medida cero. Si ! es una n-forma en M con soporte
compacto, demuestre que
R
N f
! =
R
M !:
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Sugerencia: demuestre que para cualquier " > 0,
R
N f
!   RM !  ";
de la siguiente manera.
1. Sea C la interseccion del soporte de ! con M   U . Muestre que exis-
te una coleccion nita de cartas f(W; ' = (x1; : : : ; xn))g2A que
cubren a C, donde la cerradura W de cada W es un compacto. Sea
! = hdx
1
 ^    ^ dxn la escritura de !jW en las coordenadas '; y
dena L = supfjh(p)j : p 2W \Cg; y a L como el maximo de los
L; con  2 A:
2. Muestre que existe un renamiento nito abierto fUigi2I de fWg2A
que cubre a C; y una \funcion de escogencia" a : I ! A para este
renamiento tal que si (Ui) denota la medida en Rn de eUi = 'a(i)(Ui);
entonces
P
i2I (Ui) < "=2L:
3. Sea f0; igi2I una particion de la unidad subordinada al cubrimiento
fU;Uigi2I de M , y denotemos por !0 a 0! y por !i a i!: Deduzca
de lo anterior que
P
i2I
R
M !i
  "=2:
4. Para cada i 2 I; denotemos por Ki = f 1(Soporte(!i)); y por i =
f!i. Como en el numeral 2, demuestre que existe L0 > 0, un cubri-
miento abierto nito fV i0 ; V ij gj2J ; de Ki; con V i0 = f 1(Ui) \ V; con
la siguiente propiedad:
Ki \ V  V i0 y Ki \ (N   V ) 
S
j2JV
i
j ;
y tal que si f0; jgj2J es una particion de la unidad subordinada a este
cubrimiento y ij = j
i; entonces
RV ij ij  (V ij )L0 y Pj2J (V ij ) 
"=4L0 jIj : (Aqu jIj denota la cardinalidad del conjunto I).
5. Use la proposicion anterior para demostrar que
R
V f
!0 =
R
U !0; y que
si g = f 1 : U ! V entonces Soporte(i0)  V i0 ; y en consecuenciaZ
N
i0 =
Z
Ui\U
g(0f!i) =
Z
Ui\U
(0  g)!i:
Deduzca que
R
N 
i
0
  (Ui)L:
6. De los numerales 4 y 5 deduzca que para cada i 2 IZ
N
i
 =

Z
N
i0 +
X
j2J
Z
V ij
ij
 
Z
N
i0
+X
j2J

Z
V ij
ij
  (Ui)L+ "4 jIj :
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y por tanto, queX
i2I
Z
N
f!i
 X
i2I
Z
N
f!i
  LX
i2I
(Ui) +
"
4
 "
2
:
7. Finalmente, demuestre queZ
N
f!  
Z
M
!
  Z
V
f!0  
Z
U
!0
+
X
i2I
Z
N
f!i  
X
i2I
Z
M
!i
  ":
4.3. El teorema de Stokes
El teorema fundamental del calculo arma que
R b
a df = f (b)   f (a) ;
donde f : [a; b] ! R es una funcion suave y df = f 0 (t) dt. La version mas
general de esta formula se conoce como teorema de Stokes.
Teorema 4.3.1 (Stokes) Sea M un n-manifold, orientado y con frontera,
y sea ! 2 An 1M (M) una (n  1)-forma con soporte compacto. EntoncesZ
M
d! =
Z
@M
i!;
donde i : @M ! M denota la inclusion de @M en M; y @M se toma como
dotado de la orientacion inducida de la orientacion de M:
Prueba. Denotemos por K al soporte de !. Como K es compacto podemos
elegir un atlas nito f(U; ')g2A ; con ' : U ! Rn o ' : U ! Hn;tal
que K este incluido en la union de los U; y tal que ' induzca en cada
U la misma orientacion de M: Sea fg2A una particion de la unidad
subordinada a este cubrimiento. Entonces, si ! = !, se tiene que ! =P
 !; y como el pullback de una suma de formas es igual a la suma de
los pullbacks, y la integral es lineal, basta probar que el teorema es cierto
para una (n   1)-forma ! con soporte compacto contenido en U. Con el
proposito de simplicar la notacion omitiremos el subndice : Distingamos
dos casos:
1. Supongamos que U \ @M = ?. Entonces ! es cero en @M y por
consiguiente i! = 0. En este caso
R
@M i
! = 0: Sea
! =
nX
k=1
fkdx
1 ^    ^ dxk 1 ^ dxk+1 ^    ^ dxn
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la escritura local de ! en las coordenadas (U;' = (x1; : : : ; xn)); donde cada
fk es una funcion suave en U con soporte compacto. Al tomar la derivada
exterior se obtiene
d! =
nX
k=1
dfk ^ dx1 ^    ^ dxk 1 ^ dxk+1 ^    ^ dxn (4.5)
=
nX
k=1
0@ nX
j=1
@fk
@xj
dxj
1A ^ dx1 ^    ^ dxk 1 ^ dxk+1 ^    ^ dxn
=
nX
k=1
( 1)k 1 @fk
@xk
dx1 ^    ^ dxn:
Denotemos por (u1; : : : ; un) a las coordenadas estandar de Rn; y sea ~fk =
fk  ' 1: EntoncesZ
M
d! =
nX
k=1
( 1)k 1
Z
M
@fk
@xk
dx1 ^    ^ dxn =
nX
k=1
( 1)k 1
Z
Rn
@ ~fk
@uk
=
nX
k=1
( 1)k 1
Z
Rn 1
 Z 1
 1
@ ~fk
@uk
duk
!
du1   duk 1duk+1   dun
= 0; (4.6)
donde la ultima igualdad es cierta debido a queZ 1
 1
@ ~fk
@uk
= lm
r! 1; s!  1(
~fk
 
u1; : : : ; un 1; r
  ~fk(u1; : : : ; un 1; s));
y este lmite es cero, ya que si jrj y jsj son sucientemente grandes se tiene
que ~fk
 
u1; : : : ; un 1; r

= ~fk
 
u1; : : : ; un 1; s

= 0; debido a que ~fk tiene
soporte compacto.
2. Supongamos que U \@M 6= ?. Si procedemos como en el primer caso,
obtenemos nuevamente la igualdad (4.6). El unico termino no nulo en esta
suma ocurre cuando k = n; ya que
R1
 1 @ ~fk=@u
k = 0, para k < n. Por tanto
Z
M
d! = ( 1)n 1
Z
Rn 1
 Z 1
0
@ ~fn
@un
dun
!
du1   dun 1
= ( 1)n 1
Z
Rn 1
 
lm
r!1
Z r
0
@ ~fn
@un
dun
!
du1   dun 1
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= ( 1)n 1
Z
Rn 1
lm
r!1(
~fn
 
u1; : : : ; un 1; r
  ~fn  u1; : : : ; un 1; 0)
= ( 1)n
Z
Rn 1
~fn
 
u1; : : : ; un 1; 0

;
ya que si r > 0 es sucientemente grande ~fn
 
u1; : : : ; un 1; r

= 0; debido a
que ~fn tiene soporte compacto en Hn:
Por otro lado, (U \ @M;'); con ' = (x1; : : : ; xn 1) son coordenadas
locales en U\@M , y en estas coordenadas i puede escribirse como la inclusion
canonica i(x1; : : : ; xn 1) = (x1; : : : ; xn 1; 0): Por tanto, idxn = 0; y en
consecuencia i! = fndx1 ^    ^ dxn 1: Como f@=@x1

p
; : : : ; @=@xnjpg es
una base positiva en cada Tp(M), con p 2 U , se sigue que para cada p 2
@M \ U f@=@x1
p
; : : : ; @=@xn 1

p
g es positiva en Tp(@M); si n es par, y
negativa en caso contrario (recordemos que una base fv1; : : : ; vn 1g para
Tp(@M) es positiva si f @=@xn; v1; : : : ; vn 1g es positiva para Tp(M)). Por
consiguiente,Z
@M
i! = ( 1)n
Z
Rn 1
(fn  ' 1) = ( 1)n
Z
Rn 1
~fn
 
u1; : : : ; un 1; 0

;
lo que completa la demostracion del caso 2.
Algunos de los teoremas clasicos del analisis, como el teorema de Green,
el teorema de la divergencia y el teorema (clasico) de Stokes, se obtienen
representando los campos vectoriales en cuestion por formas diferenciales y
aplicando el teorema 4.3.1.
Teorema 4.3.2 (Green) Sea D  R2 un dominio con frontera suave y
compacto, y denotemos por j a la inclusion de D en R2 y por k a la inclusion
de @D en D: Si u1; u2 denotan las coordenadas estandar de R2; y P@=@u1+
Q@=@u2 es una campo vectorial suave denido en un abierto W  R2 que
contenga a D, entoncesZ
@D
(j  k)(Pdu1 +Qdu2) =
Z
D

@Q
@u1
  @P
@u2

du1du2
donde @D se considera dotado de la orientacion inducida por la orientacion
denida en la seccion 2.9.5.
Prueba. Sea ! la 1-forma en W denida como ! = Pdu1+Qdu2. Entonces
d! =
 
@Q=@u1   @P=@u2 du1 ^ du2: Del teorema de Stokes se sigue queR
@D k
(j!) =
R
D d(j
!) =
R
D j
(d!); donde @D en la primera integral se
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considera como dotado de la orientacion inducida por la orientacion de D
denida en la seccion 2.9.5. De la proposicion 4.2.1 se deduce queZ
D
j(d!) =
Z
j(D)
d! =
Z
D

@Q
@u1
  @P
@u2

du1du2;
de lo cual se sigue el teorema.
Sea D  Rn un dominio con frontera suave y denamos una (n   1)-
forma dS en el (n 1)-manifold @D de la siguiente manera. Para cada punto
p 2 @D, sea
' : Up ! eU0; ' = (x1; : : : ; xn); (4.7)
un difeomorsmo entre un entorno abierto Up de p en Rn y un entorno
abierto eU0 del origen en Rn; que preserve las orientaciones que heredan
estos entornos de la orientacion estandar de Rn; que enve a p en el origen
y tal que '(Up \D) = eU0 \Hn: Por el ejercicio 2.9.16, sabemos que 'jUp\D
es una carta para D; y que
(Up \ @D;' = (x1; : : : ; xn 1)); (4.8)
es una carta para @D alrededor de p: Sea dS la (n   1)-forma denida en
Up \ @D en las coordenadas ', por
dS = jn'j dx1 ^    ^ dxn 1; (4.9)
donde n' denota el vector normal construido en el captulo 2, seccion 2.9.5.
Normal a una supercie
Si  : Up ! eV0 es otro difeomorsmo con las propiedades de ', sea   1 =
' 1 L donde L = '  1: Como ya vimos, n (p) = det Jl(0)n'(p), donde l
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denota la restriccion de L a eV0 \ @Hn. Por otro lado, si yi = ui  , entonces
la forma dS es expresada en Up \ @D en las coordenadas  = (y1; : : : ; yn 1)
por
dS = jn'jdet J'; dy1 ^    ^ dyn 1 = jn'jdet Jl(0) dy1 ^    ^ dyn 1
= jn j dy1 ^    ^ dyn 1;
lo cual muestra que (4.9) dene una (n   1)-forma en @D: En el siguiente
teorema n(p) denotara el vector normal unitario exterior en p 2 @D.
Teorema 4.3.3 (Divergencia) Sea D  Rn un dominio con frontera suave
y compacto, y sea b =
Pn
k=1b
k@=@uk un campo vectorial suave en un abierto
W  Rn que contiene a D: Si la divergencia de b se dene como la funcion
div(b) =
nP
k=1
@bk=@uk; entonces
Z
D
div(b)du1   dun =
Z
@D
hb;ni dS;
donde @D en el lado derecho de esta igualdad se considera como dotado de
la orientacion inducida de la orientacion de D denida en la seccion 2.9.5.
Prueba. Denotemos por h a la inclusion de D en Rn. Sea ! la (n 1)-forma
en W  Rn denida como
! =
nX
k=1
( 1)k 1bkdu1 ^    ^ duk 1 ^ duk+1 ^    ^ dun:
Si tambien denotamos por h a la inclusion de @D en Rn, y por ' a cualquier
difeomorsmo escogido como en (4.7), el pullback de ! a @D puede escribirse
en las coordenadas (4.8) como
h! =
 
nX
k=1
( 1)k 1bk detAk
!
dx1 ^    ^ dxn 1;
donde Ak denota la transpuesta de la matriz Ak, que se obtiene suprimiendo
la la k-esima de la matriz jacobiana Jhu;' =

@hi=@xj

n(n 1) ; donde
hi = ui h (ver captulo 2, seccion 2.9.5, ecuacion (2.6). Pero como vimos en
esa seccion, n' =
Pn
k=1( 1)k 1ak@=@uk; con ak = detAk = detAk, y por
tanto,
h! = hb; n'i dx1 ^    ^ dxn 1 = hb;ni jn'j dx1 ^    ^ dxn 1 = hb;ni dS:
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Por otro lado,
d! =
nX
k=1
( 1)k 1
0@ nX
j=1
@bk
@uj
duj
1A ^ du1 ^    ^ duk 1 ^ duk+1 ^    ^ dun
=
nX
k=1
( 1)k 1 @b
k
@uk
duk ^ du1 ^    ^ duk 1 ^ duk+1 ^    ^ dun
=
nX
k=1
( 1)k 1( 1)k 1 @b
k
@uk
du1 ^    ^ duk 1 ^ duk ^ duk+1 ^    ^ dun
=
 
nX
k=1
@bk
@uk
!
du1 ^    ^ dun
= div(b) du1 ^    ^ dun:
Del teorema de Stokes se sigue que
R
@D h
! =
R
D h
(d!); donde D se consi-
dera dotado de la orientacion denida en la seccion 2.9.5, y @D se considera
con la orientacion de frontera de D: Ahora, la integral de la izquierda es
igual a
R
@D hb;ni dS: Por la proposicion 4.2.1, la integral de la derecha es
igual a
R
D h
(d!) =
R
h(D) d! =
R
D div(b); de lo cual se sigue el teorema.
Veamos por ultimo la version clasica del teorema de Stokes para una
supercie en R3 con frontera. Recordemos que si b = A@=@u1 +B @=@u2 +
C @=@u3 es un campo vectorial denido en un abierto W  R3, entonces su
rotacional se dene como el campo vectorial
rot(b) =

@C
@u2
  @B
@u3

@
@u1
+

@A
@u3
  @C
@u1

@
@u2
+

@B
@u1
  @A
@u2

@
@u3
:
Teorema 4.3.4 (Stokes clasico) Sea h : S ! R3 un embebimiento de
un 2-manifold con frontera, orientado y compacto, y sea b = A@=@u1 +
B @=@u2+C @=@u3 un campo vectorial suave denido en un abierto W  R3
que contenga a h(S). Entonces
Z
@S
h(A du1 +B du2 + C du3) =
Z
S
hrot(b);ni dS
donde n denota al campo unitario normal suave denido en el teorema 2.8.22
y @S se considera dotado de la orientacion inducida de la orientacion de S:
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Prueba. Sea ! la 1-forma en W denida por ! = A du1 + B du2 + C du3:
Su derivada exterior es igual a
d! =

@B
@u1
  @A
@u2

du1 ^ du2 +

@C
@u2
  @B
@u3

du2 ^ du3
+

@A
@u3
  @C
@u1

du3 ^ du1
= P du1 ^ du2 +Qdu2 ^ du3 +Rdu3 ^ du1:
Entonces rot(b) = Q@=@u1+R@=@u2+P@=@u3: El pullback de d! a S puede
expresarse en coordenadas locales en U; ' = (x1; x2); que inducen en U la
misma orientacion de S; como
h(d!) = ((P  h )d3 + (Q  h)d1 + (R  h) d2) dx1 ^ dx2;
donde di denota el determinante de la matriz que se obtiene de la transpuesta
de la matriz jacobiana J';uh suprimiendo su la i-esima. Ahora, como los
di son precisamente las componentes del vector n' denido en la prueba del
teorema 2.9.5, tenemos que
(Q  h)d1 + (R  h) d2 + (P  h )d3 = hrot(b)  h; n'  hi ;
y como hrot(b); n'i dx1^dx2 = hrot(b);ni dS (omitiendo la composicion con
h para aligerar la notacion), donde dS en el lado derecho representa la forma
jn'j dx1 ^ dx2, entonces por el teorema de Stokes tenemos queZ
@S
h(!) =
Z
S
d(h(!)) =
Z
S
h(d!) =
Z
S
hrot(b);ni dS;
es decir, Z
@S
h(Adu1 +B du2 + C du3) =
Z
S
hrot(b);ni dS:
4.4. Cohomologa de De Rham
En esta seccion haremos una introduccion a la cohomologa de De Rham
de un manifold M y mostraremos algunas de sus aplicaciones.
Denicion 4.4.1 Sea Mn un manifold (no necesariamente orientable), y
sea U  M un abierto. De una k-forma ! 2 AkM (U) se dice que es cerrada
si d! = 0; y se dice que es exacta si ! = 0, en el caso k = 0; o si existe una
(k   1)-forma  2 Ak 1M (U) tal que d = !, si k  1:
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Las k-formas cerradas y las k-formas exactas en U forman espacios vec-
toriales reales, casi siempre de dimension innita, a los que denotaremos por
Zk (U) y Bk (U) ; respectivamente.
Es claro que Zk (U) = ker (d : AkM (U) ! Ak+1M (U)); y Bk (U) = im
(d : Ak 1M (U) ! AkM (U)): Puesto que d2 = 0, se sigue que Bk (U) es un
subespacio vectorial de Zk (U) ; y que la secuencia
0! A0M (U) d! A1M (U) d!    d! An 1M (U)
d! AnM (U) d! 0
es un complejo de espacios vectoriales, es decir, la compuesta de dos trans-
formaciones lineales consecutivas es cero. A continuacion presentamos la
denicion abstracta de un complejo de espacios vectoriales.
Denicion 4.4.2 Un complejo de espacios vectoriales se dene como una
familia C = fCk; kgk2Z; donde cada Ck es un espacio vectorial real (de
dimension no necesariamente nita), y las k : Ck ! Ck+1 son transfor-
maciones lineales, tales que k+1  k = 0: Para cada k 2 Z denimos
Zk (C) = ker(k); y Bk (C) = im(k 1); y decimos que Zk (C) y Bk (C)
son, respectivamente, el espacio vectorial de k-cociclos y el espacio vectorial
de k-cobordes. Es claro que Bk (C)  Zk (C) y por tanto, podemos denir
para cada k 2 Z el espacio vectorial cociente Hk (C) = Zk (C) =Bk (C) :
Hk (C) se denomina el k-esimo grupo de homologa del complejo C.
Si c 2 Zk (C) ; denotaremos por [c] su clase de equivalencia en Hk (C).
Decimos que [c] es la clase de cohomologa determinada por c. Si c1; c2 2
Zk (C) determinan la misma clase de cohomologa (o sea, si c1 c2 2 Bk (C))
diremos que c1 y c2 son cociclos cohomologos.
El complejo AM = fAkM (M) ;dgk2Z, donde se dene AkM (M) = 0 y
d : AkM (M) ! Ak+1M (M) como la transformacion lineal cero si k < 0,
se denomina el complejo de De Rham del manifold M . A su homologa,
Hk (AM ) ; la denotaremos por HkD (M), y la llamaremos el k-esimo grupo
de cohomologa de De Rham de M . Obviamente HkD (M) = 0; si k < 0 o si
k > dimM .
Notemos que la denicion depende, a priori, de la estructura suave de
M aunque, como veremos en el ultimo captulo, esta solo depende de la
estructura topologica de M .
Ejemplo 4.4.3 Si M es conexo, entonces
H0D (M) = Z
0 (M) =B0 (M) =

f 2 A0M (M) : df = 0
	
=0
=

f 2 A0M (M) : df = 0
	
:
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Luego H0D (M) consta de todas las funciones con valores reales localmente
constantes. Como M es conexo, toda funcion localmente constante es con-
stante, y por consiguiente H0D (M) puede identicarse con R.
Si fMigi2I son las componentes conexas deM , entonces AkM (M) es iden-
ticable con
Q
i2IAkM (Mi) mediante la funcion ! 7!
 
!jMi

i2I , de donde
se sigue que HkD (M) =
Q
i2IH
k
D (Mi) :
Ejemplo 4.4.4 Si M = R; el ejemplo anterior muestra que H0D (R) ' R.
Computemos H1D (R). Sea t la coordenada estandar en R. Como R es un
1-manifold entonces A2 (R) = 0; y por tanto, cualquier 1-forma ! 2 A1 (R)
es cerrada. Sea ! = g dt, donde g 2 C1 (R). Denamos una funcion f por
f (t) =
R t
0 g. Es claro que f 2 C1 (R). Puesto que df (t) =dt = g (t), se sigue
que ! = df: De este modo, cualquier 1-forma es cerrada y exacta. Por tanto
H1D (R) = 0:
Ejercicio 4.4.5 Demuestre que H0D(S
1) y H1D
 
S1

son isomorfos a R y
HkD(S
1) = 0; si k > 1:
Ejemplo 4.4.6 Sea M = R2   f(0; 0)g. Como M es conexo, H0D(M) ' R:
Calculemos H1D(M). Denotemos por (x; y) a las coordenadas estandar de
R2 restringidas a M y sea
!0 =
 y
x2 + y2
dx+
x
x2 + y2
dy 2 A1M (M):
Un calculo sencillo muestra que d!0 = 0 y por tanto, !0 2 ker(d): Veamos
que !0 no es exacta. Si lo fuese existira f 2 A0M (M) tal que df = !0.
Si denotamos por i : S1 ! M la funcion inclusion, el teorema de Stokes
implica queZ
S1
i!0 =
Z
S1
i(df) =
Z
S1
d(if) =
Z
@S1
if =
Z
?
if = 0:
Pero si se calcula directamente esta integral, se puede ver que su valor es
2: Esta contradiccion muestra que H1D(M) 6= 0. Veamos que f[!0]g es una
base del espacio vectorial H1D(M), esto es, que si ! es una 1-forma cerrada
en M , entonces existen  2 R y F 2 A0M (M) tales que !   !0 = dF: En
efecto, sea ! = fdx+gdy y denamos  = 12
R
S1 i
!; donde S1 se considera
como dotado de la orientacion usada en el ejemplo anterior. Esta escogencia
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de  hace queZ
S1
i(!   !0) =
Z
S1
i!  

1
2
Z
S1
i!
Z
S1
i!0
=
Z
S1
i!  

1
2
Z
S1
i!

2 = 0:
Denotemos a la forma ! !0 por  = kdx+ldy: Entonces  es una 1-forma
cerrada en M con
R
S1 i
 = 0: Mostremos que [] = 0 2 H1D(M), es decir,
que existe una funcion suave F 2 A0M (M) tal que dF = .
Denotemos por U al abierto R2   f(x; y) : y = 0; x  0g y por V al
abierto R2   f(x; y) : y = 0; x  0g: Para todo punto Q 2 U denamos
F1(Q) =
Z
P0P1
i +
Z
P1P2
i +
Z
P2Q
i;
donde P0 = ( 1; 0), P1 = (0; 1) y P2 = (1; 0), y donde cada sumando es la
integral de lnea a lo largo del segmento determinado por el correspondiente
par de puntos. En forma similar, para un punto Q 2 V denamos F2(Q) =R
P0Q
i: Es facil escribir formulas explcitas para las funciones F1 y F2;
y vericar que dichas formulas denen funciones suaves en sus respectivos
dominios. Ademas, las funciones F1 y F2 coinciden en
U \ V = f(x; y) 2 R2 : y > 0g [ f(x; y) 2 R2 : y < 0g:
En efecto, tomemos un punto Q 2 f(x; y) 2 R2 : y > 0g: Consideremos la
suma
S =
Z
P0P1
i +
Z
P1P2
i +
Z
P2Q
i +
Z
QP0
i:
Sea S1r un crculo centrado en el origen y de radio r sucientemente peque~no
para que este contenido en el interior de la region cuadrilatera cerrada R,
delimitada por la poligonal P0P1P2Q. Por la primera parte del siguiente
ejercicio, S   RS1r i = RR (D2r) d = 0; debido a que  es cerrada en
R2   f(0; 0)g: Entonces S = RS1r i: Por otro lado, si se aplica el teorema
de Green, pero esta vez a la region anular A entre los crculos S1 y S1r ; se
ve que
R
S1 i
   RS1r i = RA d = 0; y por tanto, RS1 i = RS1r i: Ahora,
como por hipotesis
R
S1 i
 = 0; concluimos que S = 0; y que entoncesZ
P0P1
i +
Z
P1P2
i +
Z
P2Q
i =
Z
P0Q
i:
Pero el lado izquierdo de esta ecuacion es F1(Q) y el lado derecho es F2(Q):
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Supongamos ahora que Q 2 f(x; y) 2 R2 : y < 0g: De lo anterior tenemos
que si P3 = (0; 1); entoncesZ
P0P1
i +
Z
P1P2
i +
Z
P2P3
i +
Z
P3P0
i = 0:
Esto implica que
R
P0P1
i+
R
P1P2
i =
R
P0P3
i+
R
P3P2
i; y que por tanto,
F1(Q) =
Z
P0P3
i +
Z
P3P2
i +
Z
P2Q
i:
Denamos F en U [ V = R2   f(0; 0)g como
F (Q) =

F1(Q)si Q 2 U
F2(Q)si Q 2 V
Veamos que dF = !. Aplicando la segunda parte del siguiente ejercicio se
obtiene que
@F
@x
(x; y) = lm
h!0
F (x+ h; y)  F (x; y)
h
= lm
h!0
1
h
Z
s
i;
donde s es el segmento dirigido que conecta (x; y) con (x + h; y), es decir,
s(t) = (x+ th; y) ; t 2 [0; 1]: Tomando el lmite obtenemos (@F=@x)(x; y) =
k(x; y). En forma similar se deduce que (@F=@y)(x; y) = l(x; y) y por tanto,
dF = , como se quera demostrar.
Ejemplo 4.4.6
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Ejercicio 4.4.7 Demuestre las siguientes armaciones.
1. Si  es una forma cerrada denida en R2   f(0; 0)g; entoncesZ
P0P1
i +
Z
P1P2
i +
Z
P2Q
i +
Z
QP0
i =
Z
S1r
i:
2. Demuestre que la integral de una 1-forma cerrada denida en un abier-
to del plano que contiene una region triangular es cero sobre la frontera
del trangulo.
Ejercicio 4.4.8 Muestre, como en el ejemplo anterior, que para cualquier
punto P 2 R2, H0D(R2   fPg) ' H1D(R2   fPg) ' R: Muestre mediante un
calculo directo que toda 2-forma en R2 fPg es exacta y que en consecuencia
H2D(R2   fPg) = 0:
Ejercicio 4.4.9 Demuestre que si M = R2   fP;Qg; con P = (a; b) y
Q = (c; d); entonces el conjunto f[!P ]; [!Q]g; donde
!P =
 (y   b) dx+ (x  a) dy
(x  a)2 + (y   b)2
y
!P =
 (y   d) dx+ (x  c) dy
(x  c)2 + (y   d)2
es una base del espacio vectorial H1D(M):
Proposicion 4.4.10 Si M es un n-manifold orientable, compacto y sin
frontera, entonces HnD (M) 6= 0.
Prueba. Elijamos ! 2 AnM (M) ; tal que
R
M ! 6= 0. Esta forma puede es-
cogerse de la siguiente manera. Sea (U; (x1; : : : ; xn)) una carta cualquiera de
M , y  2 OM (M) tal que
1. 0  (p)  1; para todo p 2M:
2. Soporte(!) es un compacto incluido en U:
3.   1 en algun abierto no vaco V  U:
(la existencia de una funcion  con estas propiedades se trata en el
corolario D.0.9).
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Entonces escogemos ! =  dx1^  ^dxn: ComoAn+1M (M) = 0, cualquier
n-forma, y en particular !, es un cociclo. Pero ! no es un coborde. En efecto,
si ! = d, entonces la hipotesis @M = ? y el teorema de Stokes, implicaran
que
R
M ! =
R
M d =
R
@M  = 0: Por tanto, [!] es un elemento no nulo en
HnD (M).
Denicion 4.4.11 Sean C = fCk; kgk2Z y C 0 = fC 0k; 0kgk2Z complejos
de espacios vectoriales. Un morsmo de complejos,  : C ! C 0; es una
secuencia de transformaciones lineales k : Ck ! C 0k, k 2 Z; que hacen
conmutar los diagramas
Ck
k! Ck+1
k # # k+1
C 0k 
0k! C 0k+1
Es facil ver que si  es un morsmo de complejos de espacios vectoriales,
entonces k(Zk(C))  Zk(C 0) y k(Bk(C))  Bk(C 0); de modo que  induce
una transformacion lineal que por, abuso de notacion, denotaremos nueva-
mente por k; k : HkD(C)! HkD(C 0): Diremos que k es la transformacion
lineal inducida en la k-esima cohomologa por la funcion de cocadena .
Es claro que si  : C ! C 0 y  : C 0 ! C 00 son morsmos de complejos,
entonces (  )k =  k 'k; y que si Id es la identidad en C (es decir, si Idk
es la identidad en Ck; para cada k) entonces la aplicacion inducida Idk es
la identidad de HkD (C) ; para cada k. Se sigue que si  es un isomorsmo de
complejos, es decir, que si cada k es un isomorsmo de espacios vectoriales,
entonces k es un isomorsmo entre los grupos de cohomologa y ( 1)k =
(k) 1.
Si M y N son manifolds suaves y f : M ! N es una funcion suave, el
pullback f : AkN (N)! AkM (M) es una transformacion lineal para cada k 
0. Si convenimos en denir el pullback f como la transformacion lineal cero
cuando k < 0; entonces la coleccion de todos los pullbacks hace conmutar
los diagramas
AkN (N)
f! AkM (M)
d # d #
Ak+1N (N)
f! Ak+1M (M)
y por tanto, denen un morsmo de complejos de espacios vectoriales. Por
otro lado, si f :M ! N y g : N ! P son suaves, entonces (g  f) = fg;
y si Id es la identidad de M , entonces Id es la identidad de AkM (M). En
particular, si f es un difeomorsmo, f es un isomorsmo de complejos y
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 
f 1

= (f) 1. Por consiguiente, el morsmo f induce una transforma-
cion lineal, que denotaremos nuevamente por f o por fk, si se quiere hacer
enfasis en el entero k. Esto demuestra el siguiente lema.
Lema 4.4.12 Sea k un entero jo. La correspondencia HkD que a cada ma-
nifold M le asigna la k-esima cohomologa de De Rham, HkD(M); y a cada
funcion suave f :M ! N entre manifolds le asigna la transformacion lineal
HkD(f) = f
k : HkD(N)! HkD(M);
dene un functor contravariante de la categora de manifolds suaves y fun-
ciones suaves a la categora de espacios vectoriales reales (de dimension no
necesariamente nita) y transformaciones lineales.
Denicion 4.4.13 Una R-algebra graduada anticonmutativa consta de un
anillo A y un homomorsmo de anillos  : R! A, tales que
1. Como grupo abeliano, A =
L
k0A
k para una cierta coleccion de gru-
pos abelianos fAkgk0; donde A0 = (R):
2. Si a 2 Ar y b 2 As; entonces a  b = ( 1)rb  a:
Para cada manifold M denamos HD(M) =
L
k0H
k
D(M): Este objeto
esta dotado, en forma natural, de una estructura de R-algebra graduada
anticonmutativa sobre R; donde el producto se dene por
^ : HrD (M)HsD (M)! Hr+sD (M)
[!] ^ [] 7! [! ^ ] ;
para cada par r; s  0; y la accion de R sobre HD(M) es la dada por
el homomorsmo de anillos que enva a  2 R en la funcion constante
 2 H0D(M): Veriquemos que el producto esta bien denido. Claramente,
!^  es un cociclo ya que d! = 0 y d = 0 implica que d (! ^ ) = d!^ +
( 1)r !^d = 0: Por otro lado hay que demostrar que si ! se reemplaza por
! + d; la clase de equivalencia de (! + d) ^  es la misma de ! ^ : Para
ello veriquemos que d ^  es un coborde. Pero esto se sigue del hecho de
que d ( ^ ) = d ^  + ( 1)r 1  ^ d = d ^ ; ya que d = 0. En forma
similar se ve que el producto es el mismo si cambiamos a  por  + d:
Ejercicio 4.4.14 Verique que R ! HD(M) es, en efecto, una R-algebra
graduada anticonmutativa.
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Ahora, si f :M ! N es una funcion suave, entonces la coleccion
ffk : HkD(N)! HkD(M) : k  0g
determina un homomorsmo de R-algebras graduadas
HD(f) =
L
k0f
k : HD(N)! HD(M):
La cohomologa de De Rham puede considerarse como un functor contra-
variante HD de la categora de manifolds suaves a la categora de algebras
graduadas anticonmutativas y sus homomorsmos.
4.5. Invarianza homotopica de la cohomologa
Denicion 4.5.1 Sean M y N manifolds suaves. Dos funciones suaves
f; g :M ! N
se llaman homotopicas si existe una funcion suave F :M  R! N tal que
F (p; t) = f (p) ; si t  0
F (p; t) = g (p) ; si t  1:
para todo p 2M: En este caso escribiremos f  g. La funcion F es llamada
una homotopa entre f y g. Una funcion suave f : M ! N se denomina
una equivalencia homotopica si existe una funcion suave g : N !M tal que
f  g  IdN y g  f  IdM .
Nuestro proposito en esta seccion es demostrar la invarianza homotopica
de la cohomologa de De Rham, es decir, queremos demostrar que si dos
funciones suaves f; g :M ! N son homotopicas entonces inducen el mismo
homomorsmo en los grupos de cohomologa: fk = gk : HkD (N)! HkD (M),
para todo k  0: SeaM un manifold, no necesariamente orientable. Denote-
mos por M : M  R ! M y R : M  R ! R a las proyecciones en
cada factor y por s : M ! M  R a la funcion denida por s(p) = (p; 0).
Obviamente, M  s = IdM y en consecuencia la compuesta
HkD(M)
M! HkD(M  R) s
!HkD(M)
es la identidad en HkD(M). Por otro lado, si bien no es cierto, en general,
que M (s
(!)) = !, s es cierto que kM  sk es la identidad en HkD(M R):
Veamos que este ultimo hecho, cuya demostracion presentaremos en la si-
guiente seccion, es el ingrediente esencial en la demostracion de la invarianza
homotopica de la cohomologa de De Rham.
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Teorema 4.5.2 Sean M y N manifolds y sean f ; g : M ! N funciones
suaves homotopicas. Entonces fk = gk : HkD(N)! HkD(M); para todo k  0:
Prueba. Supongamos que F : M  R ! N es una homotopa entre f y g,
es decir, F es una funcion suave tal que
F (p; t) =

f(p) ; t  0
g(p) ; t  1
para todo p 2 M: Sean s0; s1 : M ! M  R las secciones \cero" y \uno",
denidas como s0(p) = (p; 0) y s1(p) = (p; 1): Claramente, F  s0 = f y
F  s1 = g: Por tanto s0  F  = f y s1  F  = g: Por otro lado, sabemos
que M  s0 = M  s1 = IdM ; y por consiguiente s0  M = s1  M = Id:
Como M es invertible, con inversa (

M )
 1 = s0; se sigue que s0 = s1; y
por tanto, que f = g.
El teorema anterior implica que manifolds homotopicamente equivalentes
tienen la misma cohomologa de De Rham.
Corolario 4.5.3 Si M y N tienen el mismo tipo de homotopa, es decir,
si existe una equivalencia homotopica entre M y N , entonces HkD(M) '
HkD(N); para todo k  0:
Denicion 4.5.4 Una funcion suave f : M ! N se denomina homotopi-
camente nula si es homotopica a una funcion constante. Decimos que un
manifold M es contractible si la identidad en M es homotopicamente nula.
Corolario 4.5.5 Si M es contractible entonces HkD (M) = 0; para todo en-
tero k > 0.
Prueba. La funcion constante c : M ! M; c(p) = p0; para un punto p0 2
M; es homotopica a IdM , y por tanto, c
 = IdM ; Si i : fp0g  M denota
la inclusion, se tiene que i  c = c; de donde se sigue que c  i = c.
Puesto que HkD (fpg) = 0; para todo k > 0, se sigue que ck = 0 y por tanto,
IdkM = IdHkD(M)
= 0; y en consecuencia HkD (M) = 0; para todo k > 0.
Corolario 4.5.6 (Poincare) Toda forma cerrada en un manifold M es
localmente exacta. Es decir, todo punto en M admite un entorno abierto U
tal que para toda ! 2 AkM (M), k > 0, con d! = 0, existe una (k  1)-forma
 2 Ak 1M (U) con d = !jU .
Prueba. Basta tomar cualquier entorno abierto contractible Up de p y
aplicar el corolario anterior.
Corolario 4.5.7 La cohomologa k-esima de Rn es trivial si k > 0; y es R
para k = 0:
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4.5.1. Operadores de homotopa
La demostracion de que kM  sk es la identidad en HkD(M R) depende
de la existencia de un operador de homotopa.
Denicion 4.5.8 Sean fCk; dkgk2Z y fC 0k; d0kgk2Z complejos de espacios
vectoriales y sean ' : C 0 ! C y  : C 0 ! C morsmos de complejos. Un
operador de homotopa o simplemente una homotopa entre ' y  es una
coleccion fhkgk2Z de transformaciones lineales hk : C 0k ! Ck 1; tales que
para cada k;
'k    k = (hk+1  d0k   dk 1  hk) (4.10)
En el siguiente diagrama se ilustra la disposicion de los distintos espacios
vectoriales y transformaciones lineales que intervienen en la denicion an-
terior. La echa vertical en la k-esima posicion representa simultaneamente
las transformaciones 'k y  k; y la echa diagonal en la k-esima posicion
representa la transformacion hk+1:
   ! Ck 1 dk 1! Ck dk! Ck+1 !   
" - " - "
   ! C 0k 1 d0k 1! C 0k d0k! C 0k+1 !   
Proposicion 4.5.9 Sean ' : C 0 ! C y  : C 0 ! C morsmos de complejos
de espacios vectoriales. Supongamos que existe una homotopa entre ' y
 : Entonces las funciones 'k;  k : HkD(C
0) ! HkD(C) inducidas en la k-
homologa son iguales.
Prueba. Sea fhkgk2Z una homotopa entre ' y  : Tomemos [z] 2 HkD(C 0);
con z 2 ker(d0k). De (4.10) se deduce que
'k(z)  k(z) = (hk+1d0k(z) dk 1hk(z)) = (d)k 1(hk(z)) 2 im(dk 1):
Por tanto, ['k(z)] = [ k(z)] en HkD(C), ya que estos elementos dieren por
una cofrontera.
Para demostrar que kM  sk = IdHkD(MR); para cada k  0, basta ver
que el morsmo de complejos M s es homotopico a la identidad. Con este
proposito vamos a construir, para cada k  0, una funcion R-lineal
Intk : AkMR (M  R)! Ak 1MR (M  R)
a la que llamaremos integracion a lo largo de la bra. En el siguiente lema t
y dt denotan, respectivamente, la coordenada estandar de R y la correspon-
diente 1-forma global.
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Lema 4.5.10 Cada forma ! 2 AkMR (M  R) puede ser expresada en for-
ma unica como suma de dos k-formas !1 y !2; donde !1 es suma de k-formas
del tipo
f M () ^ R(dt); (4.11)
con f 2 A0MR(M R) y  2 Ak 1M (M) ; y !2 es suma de k-formas del tipo
f M () ; (4.12)
con f 2 A0MR(M  R) y  2 AkM (M) :
Ademas, una forma es del tipo f M () ^ R(dt) (respectivamente, del
tipo f M ()) si y solo si para cada carta (U;' = (x
1; : : : ; xn)) de M; cada
sumando de su expresion en la carta (U R; b' = (x1; : : : ; xn; t)) de M R,
contiene (o respectivamente, no contiene) a dt:
Prueba. En cada punto (p; c) 2MR, el espacio cotangente T (p;c) (M  R)
es canonicamente identicable con la suma directa T p (M)  T c (R) : En el
ejercicio 1.1.19 vimos que existe un isomorsmo natural
^kT (p;c)(M  R) ' a+b=k(^aT p (M)
 ^bT c (R))
' ^kT p (M) (a<k(^aT p (M)
 ^k aT c (R)))
' ^kT p (M) (^k 1T p (M)
 T c (R)) (4.13)
ya que ^jT c (R) = 0, si j > 1: Por tanto, para cada ! 2 AkMR (M  R) ; se
tiene que !(p; c) se descompone en forma unica como
!(p; c) = !1(p) + e!2(p; c); (4.14)
donde
!1(p) 2 ^kT p (M) y e!2(p; c) 2 ^k 1T p (M)
 T c (R):
Supongamos que
 
U;' = (x1; : : : ; xn

) es una carta de M . Entonces !jU se
descompone como
!jU = !1;' + e!2;'; (4.15)
una suma de dos k-formas. En la primera no aparece dt; y puede escribirse
como !1;' =
P
Ik
fIkdx
i1 ^    ^ dxik : La segunda es identicable con una
forma !2;' 2 ^kT (p;c)(M  R); mediante el inverso del isomorsmo (4.13).
En esta aparece dt, y puede escribirse como
!2;' =
X
Ik 1
fIk 1dx
i1 ^    ^ dxik 1 ^ dt:
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Si (V;  = (y1; : : : ; yn)) es otra carta de M; con U \ V 6= ?, tenemos igual-
mente que ! = !1; + e!2; : Como la descomposicion (4.14) es unica, debe
ocurrir que !1;' = !1; y e!2;' = e!2; en U \ V; y por tanto, existen formas
globales !1 y !2, donde la primera es suma de formas del tipo f 

M () ; y la
segunda es suma de formas del tipo f M ()^R(dt), tales que ! = !1+!2:
Esto concluye la demostracion de la primera armacion del lema. La segunda
armacion se deja como ejercicio para el lector.
Ejercicio 4.5.11 Compruebe la segunda armacion del lema anterior en la
que se caracterizan las formas del tipo f M () ^ R(dt) y f M () :
Denamos un operador de homotopa Int, de la siguiente manera.
Lema 4.5.12 Para cada entero k  0 existe una unica transformacion R-
lineal Intk : AkMR (M  R)! Ak 1MR (M  R) que satisface
1. Intk(f R(dt) ^ M ())

UR =
R t
0 f (x; u) du

M () ; para toda car-
ta en M  R de la forma (U  R; b' = (x1; : : : ; xn; t)); donde (U;' =
(x1; : : : ; xn)) es una carta arbitraria de M .
2. Intk(f M ()) = 0.
Prueba. Cada k-forma ! se descompone en forma unica como !1 + !2
como en el lema anterior. Para cada uno de estos sumandos denimos Intk
segun las formulas 1 y 2, respectivamente. Esto determina un elemento bien
denido Intk ! 2 Ak 1MR (M  R). De la denicion se sigue con facilidad que
Intk es R-lineal. Dejamos al lector vericar que Intk con estas propiedades
es unico.
Ejercicio 4.5.13 Demuestre que Intk! 2 Ak 1MR (M  R) ; dado localmente
por las formulas 1 y 2, esta bien denido.
Proposicion 4.5.14 La coleccion Intk satisface la identidad Idk kMsk =
(Intk+1  d   d  Intk) y es por tanto, una homotopa entre M  s y la
identidad.
Prueba. Sean (U;' = (x1; : : : ; xn)) y (U R; b' = (x1; : : : ; xn; t)) una carta
cualquiera enM y la correspondiente carta enMR. Sabemos por el primer
lema de esta seccion que cada ! 2 AkMR(M R) puede escribirse en forma
unica como !1 + !2, donde
!1jUR =
P
Ik
aIk(x; t) dx
i1 ^    ^ dxik (4.16)
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y
!2jUR =
P
Ik 1
bIk 1(x; t) dx
i1 ^    ^ dxik 1 ^ dt : (4.17)
Veamos que
Idk   kM  sk = (Intk+1  d  d  Intk): (4.18)
Para las ! de tipo (4.16) tenemos sk(!) =
P
Ik
aIk(x; 0) dx
i1 ^    ^ dxik y por
tanto, kM (s
k(!)) =
P
Ik
aIk(x; 0) dx
i1 ^    ^ dxik en AkMR(M  R). Luego
(Id kM sk)(!) es igual a
P
Ik
(aIk(x; t) aIk(x; 0))dxi1 ^  ^dxik : Por otra
parte,
d! =
P
Ik
(
nP
j=1
@aIk
@xj
dxj ^ dxi1 ^    ^ dxik + @aIk
@t
dt ^ dxi1 ^    ^ dxik)
y
Intk+1(d!) =
P
Ik
( 1)k(
Z t
0
@aIk
@t
(x; s) ds )dxi1 ^    ^ dxik
= ( 1)kP
Ik
(aIk(x; t)  aIk(x; 0))dxi1 ^    ^ dxik :
Finalmente, como dIntk(!) = d(0) = 0, vemos que (4.18) es cierta para
formas de tipo (4.16). Veamos que tambien es cierta para formulas de tipo
(4.17). Como en toda forma de tipo (4.17) aparece dt y s(x) = (x; 0) se sigue
que s(!) = 0 y por tanto, (Id  kM  sk)! = !: Por otro lado,
d! =
P
Ik 1
(
nP
j=1
@bIk 1
@xj
(x; t) dxj ^ dxi1 ^    ^ dxik 1 ^ dt)
y por tanto,
Intk+1(d!) =
P
Ik 1
(
nP
j=1
(
Z t
0
@bIk 1
@xj
(x; s) ds) dxj ^ dxi1 ^    ^ dxik 1):
De igual forma, Intk(!) =
P
Ik 1
(
R t
0 bIk 1 (x; s) ds) dx
i1 ^    ^ dxik 1 implica
dIntk(!) =
P
Ik 1
(
nP
j=1
(
Z t
0
@bIk 1
@xj
(x; s) ds) dxj ^ dxi1 ^    ^ dxik 1)
+
P
Ik 1
bIk 1(x; t) dt ^ dxi1 ^    ^ dxik 1
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y en consecuencia,
(Intk+1  d  d  Intk)! = P
Ik 1
  bIk 1 (x; t) dt ^ dxi1 ^    ^ dxik 1
= ( 1)k P
Ik 1
bIk 1(x; t) ^ dxi1 ^    ^ dxik 1 ^ dt
= ( 1)k!:
4.6. Secuencia de Mayer-Vietoris
Sean U y V dos conjuntos abiertos de un manifold M . Nuestro objetivo
es construir una secuencia exacta que relacione los grupos de cohomologa
HkD (U), H
k
D (V ) y los grupos de cohomologa H
k
D (U [ V ) y HkD (U \ V ).
Esta secuencia es una herramienta fundamental para el calculo explcito de
la cohomologa.
Denicion 4.6.1 Dados complejos de espacios vectoriales C, D y E, deci-
mos de la secuencia de complejos y morsmos
0! C 

! D  

! E ! 0 (4.19)
que es una secuencia exacta corta, si para cada k 2 Z la secuencia de espacios
vectoriales y transformaciones lineales 0! Ck 
k
! Dk  
k
! Ek ! 0 es exacta.
El siguiente resultado tecnico, que proviene del algebra homologica, sera clave
en la demostracion de la existencia de la secuencia de Mayer-Vietoris.
Lema 4.6.2 (Zig-Zag) Dada una secuencia exacta corta
0! C 

! D  

! E ! 0;
donde C = fCk; dkCgk2Z, D = fDk; dkDgk2Z y E = fEk; dkEgk2Z, existen
transformaciones lineales k, llamadas homomorsmos conexion, y una se-
cuencia exacta de espacios vectoriales y transformaciones lineales
   k 1! Hk(C) 
k
! Hk(D)  
k
! Hk(E) 
k! Hk+1(C) 
k+1
!    ; (4.20)
donde k y  k son las transformaciones lineales inducidas por  y  ; res-
pectivamente.
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Prueba. El problema principal consiste en denir los homomorsmos k.
Consideremos el siguiente diagrama conmutativo:
0 ! Ck 1 
k 1
! Dk 1  
k 1
! Ek 1 ! 0
dk 1C # dk 1D # dk 1E #
0 ! Ck 
k
! Dk  
k
! Ek ! 0
dkC # dkD # dkE #
0 ! Ck+1 
k+1
! Dk+1  
k+1
! Ek+1 ! 0
dk+1C # dk+1D # dk+1E #
0 ! Ck+2 
k+2
! Dk+2  
k+2
! Ek+2 ! 0
y tomemos e 2 Hk(E); y un representante cualquiera de esta clase, ek 2
ker(dkE). Puesto que  
k es sobreyectivo, podemos elegir dk 2 Dk tal que
 k(dk) = ek. Entonces  k+1(dkD(d
k)) = dkE( 
k(dk)) = dkE(e
k) = 0; y la
exactitud en la las implica que existe un unico ck+1 2 Ck+1 tal que
k+1(ck+1) = dk+1; con dk+1 = dkD(d
k). Veamos que ck+1 2 Zk+1(C):
En primer lugar, tenemos que k+2(dk+1C (c
k+1)) = dk+1D (d
k+1) = 0: Co-
mo k+1 es inyectivo, se sigue que dk+1C
 
ck+1

= 0, y por consiguiente
ck+1 2 Zk+1(C). Denamos k([ek]) = [ck+1] 2 Hk+1 (C) : La clase [ck+1]
no depende de ninguna de las escogencias anteriores. En primer lugar, si se
escoge otro elemento d0k; con  k(d0k) = ek; entonces  k(dk   d0k) = 0; y por
la exactitud en el medio de cada la, existe un elemento ak 2 Ck tal que
k(ak) = dk d0k y por tanto, dkC(ak) = ck+1  c0k+1; donde c0k+1 es el unico
elemento tal que k+1(c0k+1) = d0k+1 = dkD(d
0k): Esto muestra que ck+1 y
c0k+1 dieren por una cofrontera, y por consiguiente denen la misma clase
de equivalencia en Hk+1 (C).
En segundo lugar, veamos que si ek es una cofrontera, entonces el ele-
mento que le corresponde de acuerdo con esta construccion es cero, y por
tanto, k([ek]) tampoco depende del representante escogido para la clase
[ek]: Supongamos que ek = dk 1E (e
k 1): Si tomamos dk 1 2 Dk 1 tal que
 k 1(dk 1) = ek 1; entonces d00k = dk 1D (d
k 1) satisface  k(d00k) = ek: En el
parrafo anterior demostramos que cualquiera preimagen de ek puede usar-
se para computar el homomorsmo conexion. Si usamos d00k; vemos que
k(ek) = 0; ya que dkD(d
00k) = 0; debido a que d00k es una cofrontera.
Finalmente, se verica sin dicultad que k es una transformacion lineal.
La exactitud de la secuencia se deja como ejercicio al lector.
Ejercicio 4.6.3 Demuestre la exactitud de (4.20).
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La secuencia exacta (4.20) es conocida como la secuencia exacta larga
de cohomologa correspondiente a la secuencia exacta corta (4.19).
En el siguiente lema necesitaremos la denicion de la suma directa de
dos complejos de espacios vectoriales. Sean C = fC; dCg y D = fD; dDg
complejos de espacios vectoriales. Entonces C  D denotara el complejo
de espacios vectoriales fCk Dk; dkC  dkDgk2Z:
Ejercicio 4.6.4 Verique que C  D es, efectivamente, un complejo de
espacios vectoriales.
Sean U y V dos conjuntos abiertos de un n manifold M (que no nece-
sariamente cubren a M) y consideremos las inclusiones
jU : U \ V ! U; jV : U \ V ! V;
iU : U ! U [ V; iV : V ! U [ V:
Lema 4.6.5 Estas inclusiones dan origen a una secuencia exacta corta
0! AM (U [ V ) ! AM (U)AM (V )
! AM (U \ V )! 0
de complejos de espacios vectoriales, donde
k (!) = (iU!; i

V !) y 
k (!1; !2) = j

U!1   jV !2;
para todo !1 2 AkM (U) y !2 2 AkM (V ).
Prueba. Debemos mostrar que k es inyectivo, que ker(k) = im(k) y
que k es sobreyectivo, para cada k. La primera armacion es obvia. Puesto
que jU  iU = jV  iV , es claro que im(k)  ker(k). Para ver la otra
inclusion, sea (!1; !2) 2 ker(k). Esto signica que !1jU\V = !2jU\V ; y
por tanto, estas formas denen una unica forma ! en U [V; que obviamente
satisface k (!) = (!1; !2). Finalmente, veamos que 
k es sobreyectivo. Sea
! una forma en U \ V y sea fU ; V g una particion de la unidad en U [ V
subordinada a fU; V g. Denamos !1 = V ! y !2 = U!: Como V tiene
soporte en V , podemos denir una forma en U por
e!1 =  !1 en U \ V0 en U   V
De manera similar podemos denir una forma en V
e!2 =  !2 en U \ V0 en V   U
Es claro que k (e!1; e!2) = !1 + !2 = !:
Del lema del Zig-Zag se sigue directamente el siguiente teorema.
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Teorema 4.6.6 (Secuencia de Mayer-Vietoris) Si U y V son abiertos
en M; existe una secuencia exacta larga
0! H0D (U [ V ) 
0! H0D (U)H0D (V )
0! H0D (U \ V ) 
0! (4.21)
   ! HkD (U [ V ) 
k! HkD (U)HkD (V )
k! HkD(U \ V ) 
k!   
La secuencia exacta (4.21) es conocida como la secuencia de Mayer-
Vietoris del par U , V . Como aplicacion del teorema anterior, veamos como
computar la cohomologa de las esferas.
Ejemplo 4.6.7 Para n  1 tenemos que
HkD (S
n) '

R si k = 0; n
0 en caso contrario
y H0D
 
S0
 ' R2; HkD  S0 = 0; si k > 0: La armacion para S0 es ob-
via y para S1 es el resultado del ejercicio 4.4.5. Supongamos que n  2.
Recordemos que
Sn = fx 2 Rn+1 : (x1)2 +   + (xn+1)2 = 1g:
En primer lugar, H0D (S
n) = R; ya que Sn es conexo. Supongamos que k > 0,
y denotemos por N = (0; : : : ; 1) 2 Sn al \polo norte" de Sn. Fijemos 0 <
 < 1, y denamos U =

x 2 Sn : xn+1 >  	 y V = x 2 Sn : xn+1 < 	 :
Figura 4.3
U y V son abiertos que cubren los hemisferios norte y sur, respectivamente, y
es facil ver que son difeomorfos a una bola abierta, y por tanto, contractibles.
Luego su cohomologa es trivial, excepto en dimension cero, en cuyo caso es
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isomorfa a R. Por otro lado, Sn = U [ V y U \ V ' Sn 1  ( ; ) que es
homotopicamente equivalente a Sn 1. Por el teorema anterior, el siguiente
segmento de la secuencia de Mayer-Vietoris es exacto
HkD (U)HkD (V )! HkD (U \ V ) 
k! Hk+1 (Sn)!
! Hk+1 (U)Hk+1 (V ) ;
y como empieza y termina en espacios vectoriales triviales, tenemos que
HkD
 
Sn 1
 k' Hk+1 (Sn) ; (4.22)
es un isomorsmo, para k > 0 y n  2.
Ahora, consideremos el segmento inicial de la secuencia de Mayer-Vietoris
0! H0D (Sn) 
0! H0D (U)H0D (V )
0! H0D (U \ V ) 
0!
0! H1D (Sn) 
1! H1D (U)H1D (V )
Por la exactitud, tenemos que 0 es inyectiva. Luego dimker(0) = 1; y por
consiguiente 0 es sobreyectiva, lo que implica que 0 = 0. Pero H1D (U) '
H1D (V ) = 0 y por tanto, H
1
D (S
n) = 0; para n  2. Como HkD
 
S1

= 0;
para k > 1; y H0D(S
1) ' H1D(S1) ' R; las relaciones (4.22) implican, por
induccion sobre n, el resultado.
Como muestra de la potencia de la maquinaria construida demostremos
tres teoremas clasicos de la topologa algebraica. Comenzaremos dando una
prueba del teorema de la curva de Jordan en el plano, para lo cual haremos
uso de los siguientes lemas.
Lema 4.6.8 Sea 0 ! V1 '1!    'n 1! Vn ! 0 una secuencia exacta de
espacios vectoriales de dimension nita. Entonces, la suma alternada de sus
dimensiones,
Pn
i=1( 1)i+1 dimVi es igual a cero.
Prueba. La secuencia se puede partir en secuencias exactas cortas
0! V1 '1! V2 '2! im('2)! 0
0! im('2) j! V3 '3! im('3)! 0
...
0! im ('i) j! Vi+1 'i+1! im ('i+1)! 0
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...
0! im ('n 2) j! Vn 1 'n 1! Vn ! 0;
donde cada j denota la inclusion correspondiente.
Si 0!W ! V ! V 0 ! 0 es una secuencia exacta corta de espacios vec-
toriales de dimension nita, entonces por un teorema elemental del algebra
lineal se tiene que dimV = dimV 0 + dimW: Aplicando este resultado a las
secuencias anteriores se obtienen las relaciones
( 1)2(dimV1   dimV2 + dim im('2)) = 0
( 1)3(dim im('2)  dimV3 + dim im('3)) = 0
...
( 1)n 1(dim im('n 2)  dimVn 1 + dimVn) = 0
Sumando estas ecuaciones, los terminos dim im('i) se cancelan, de donde se
obtiene
Pn
i=1( 1)i+1 dimVi = 0:
En lo que resta de esta seccion es importante recordar que, como se ar-
ma en el primer apendice, si X es un espacio topologico que es localmente
arco-conexo, entonces sus componentes arco-conexas son subconjuntos abier-
tos y coinciden con sus componentes conexas. En particular, como todo
abierto U de R2 es localmente arco-conexo, sus componentes arco-conexas
son abiertas y coinciden con sus componentes conexas.
Lema 4.6.9 Sea  un arco de Jordan, es decir, la imagen de una funcion
continua e inyectiva c : [0; 1]! R2. Denotemos por P y Q a los extremos de
, y por U al complemento de  en R2. Entonces U es conexo y por tanto,
H0D(U) ' R.
Prueba. Denotemos por C a c(1=2) y por U1 y U2 a los complementos de los
arcos PC y CQ: Es claro que U = U1\U2 y que U1[U2 = R2 fCg: Si U no
fuera conexo, habra dos puntos p y q en dos componentes conexas distintas
de U: Veamos que p y q deben estar en componentes conexas distintas de
U1; o en componentes conexas distintas de U2. En efecto, denotemos por
fWigi2I (donde I  N), a las componentes conexas de U1 \U2, y denamos
g : U ! R como la funcion que en cada componente toma el valor i; gjWi = i:
Entonces, [g] 2 H0D(U1 \ U2) y g(p) 6= g(q). La secuencia de Mayer-Vietoris
aplicada a U1 y U2 es
0! H0D(U1 [ U2) 
0! H0D(U1)H0D(U2)
0! H0D(U1 \ U2) 
0!
! H1D(U1 [ U2) 
1! H1D(U1)H1D(U2)
1!   
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Veamos que 0 es sobreyectiva. Para ello veamos que 0 es la funcion con-
stante cero, lo que equivale a probar que 1 es inyectiva. Si C = (c1; c2)
y
!C =
 (y   c2) dx+ (x  c1) dy
(x  c1)2 + (y   c2)2
entonces, el ejercicio 4.4.8 arma que H1D(U1[U2) ' R[!C ]: Como 1([!C ]) =
(!C jU1 ; !C jU2); es suciente ver que [!C jU1 ] 6= 0 en H1D(U1). Si esto no fuese
cierto, existira una funcion h; suave en U1; tal que dh = !C : Denotemos
por  a un crculo en U1,
 : [0; 1]! R2
t 7! (c1 +Rcos (2t); c2 +Rsen (2t))
de centro C = (c1; c2) y radio R sucientemente grande de tal forma que
el arco
_
PC este contenido en el interior de . Entonces,
R
 !C =
R
 dh =R
@ h = 0; por el teorema de Stokes. Pero un calculo directo demuestra queR
 !C = 2; lo que es una contradiccion.
Recordemos que 0 esta dado por
H0D (U1)H0D (U2)
0! H0D (U1 \ U2)
0([f1]; [f2]) = ([f1   f2])jU1\U2 ;
para todo par de funciones localmente constantes f1 y f2 denidas en U1 y
U2; respectivamente. La sobreyectividad de 
0 implica la existencia de f1 y
f2, localmente constantes en U1 y U2; respectivamente, tales que g = f1 f2.
Si p y q estuvieran en una misma componente conexa de U1 y en una misma
componente conexa de U2; se tendra que f1(p) = f1(q) y f2(p) = f2(q); y
esto implicara que g(p) = g(q), lo cual es una contradiccion.
Denotemos por Z1 una de las mitades de Z0 =  para la cual p y q estan
en distintas componentes de su complemento. Repitiendo el argumento ante-
rior, podemos subdividir a Z1 en dos arcos de tal forma que, nuevamente, p y
q estan en distintas componentes de una de sus mitades, a la que llamaremos
Z2: Procediendo de esta manera se obtiene una secuencia de arcos
Z0  Z1  Z2      Zn    
donde p y q estan en componentes conexas distintas del complemento de
Zn; para n  1. Denamos K como el conjunto K =
T1
i=0 Zi. Este conjunto
es una interseccion de compactos no vacos anidados y por tanto, no es vaco.
Sea b 2 K un punto en esta interseccion y sea  una curva cualquiera que
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una a p con q y que no pase por el punto b: La continuidad uniforme de 
garantiza la existencia de un entorno abierto de b,Wb, disjunto de la imagen
de ; y tal que Zm Wb; para todo m  m0. Pero esto contradice el hecho
de que p y q estan en componentes distintas del complemento de Zm0 , lo
cual demuestra que p y q con la propiedad de estar en componentes conexas
distintas de U no pueden existir, y por tanto, U es conexo.
Ejercicio 4.6.10 Sea D = [a; b]  [c; d] un rectangulo en el plano y sea
' : D ! R2 una funcion continua e inyectiva. Usando la misma idea de la
demostracion del lema anterior, pruebe que R2   '(D) es conexo.
Recordemos la nocion de numero de giros de una curva  alrededor de
un punto en el plano y como calcularlo.
Lema 4.6.11 Sea P = (a; b) un punto en R2 y !P la forma del ejemplo
4.4.9 !p = ( (y b)dx+(x a) dy)=(x a)2+(y b)2: Si  : [0; 1]! R2 fPg
es suave y (0) = (1) (lo cual se expresa diciendo que  es una curva
cerrada); entonces
R
 !P = 2N(P; ); donde N(P; ) es un entero llamado
el numero de giros de  alrededor de P .
Para  ja, la integral anterior tiene el mismo valor en cualquier par
de puntos P y Q que esten en una misma componente arco-conexa de R2  
([0; 1]).
Prueba. Sin perdida de generalidad supongamos que P = (0; 0) y !P =
( y dx + x dy)=(x2 + y2): Consideremos a  como una funcion con valores
complejos (t) = x(t) + iy(t); t 2 [0; 1]; y denamos h(t) = R t0 0(s)=(s)ds;
t 2 [0; 1]: Un calculo directo muestra que d(e h(t)(t))=dt = 0; y por tanto,
e h(t)(t) es constante. En particular e h(0)(0) = e h(1)(1); y como (0) =
(1); e h(0) = e h(1); de donde se sigue que h(1) = h(0) + 2iN = 2iN;
para algun N 2 Z; y en consecuencia
2iN =
Z

0(t)=(t) =
Z 1
0
( _x(t) + i _y(t))
x(t) + iy(t)
dt
=
Z 1
0
( _x(t) + i _y(t)) (x(t)  iy(t))
(x(t) + iy(t))(x(t)  iy(t)) dt
=
Z 1
0
(x(t) _x(t) + y(t) _y(t)) + i(x(t) _y(t)  y(t) _x(t))
x(t)2 + y(t)2
dt
=
Z

x dx+ y dy
x2 + y2
+ i
Z

!P :
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Pero la primera integral es cero, ya que la forma  = (x dx+ y dy)=(x2+ y2)
es exacta (g = 1=2 ln(x2 + y2) satisface d g = ). Luego
R
 !P = 2N; y
N = N(P; ) es un entero, como se quera demostrar.
Dejamos al lector la vericacion de que la funcion (p) =
R
 
0=( p) es
continua (como funcion de p), de lo que se deduce que N(P ; ) es constante
en cada componente conexa de R2   fpg:
Teorema 4.6.12 (De la curva de Jordan) Sea ' : [0; 1]! R2 una cur-
va de Jordan, esto es, una funcion continua, con (0) = (1), y tal que
(t1) 6= (t2) para cualquier otro par de puntos t1 y t2 en [0; 1]: Entonces
su complemento X = R2   '([0; 1]) tiene dos componentes conexas, una no
acotada llamada exterior de la curva, y otra acotada llamada interior de la
curva.
Prueba. Sean P = '(0) y Q = '(1=2). Denamos abiertos
U = R2   arco
_
PQ = R2   '([0; 1=2])
V = R2   arco
_
QP = R2   '([1=2 ; 1]):
Es claro que U [ V = R2   fP;Qg y U \ V = X:
Teorema de la curva de
Jordan
Para ver que X tiene dos componentes conexas, basta ver que H0D(U \V ) '
R2: La secuencia de Mayer-Vietoris aplicada a U y V es
0! H0D(U [ V ) 
0! H0D(U)H0D(V )
0! H0D(U \ V ) 
0!
! H1D(U [ V ) 
1! H1D(U)H1D(V )
1!   
202 CAPITULO 4. INTEGRACI ON Y COHOMOLOGIA
Del lema 4.6.9 se sigue que H0D(U) ' H0D(V ) ' R: Si logramos probar que
dim im(0) = 1, entonces, por la exactitud de
0! H0D(U [ V ) 
0! H0D(U)H0D(V )
0! H0D(U \ V ) 
0! im (0)! 0;
y el lema 4.6.8, tendramos que dimH0D(U \ V ) =  1 + 2 + 1 = 2; y por
tanto, que H0D(U \ V ) ' R2:
Como im(0) = ker(1), basta ver que dimker(1) = 1. Por el ejercicio
4.4.9 sabemos que H1D(U[V ) ' R [!P ]R [!Q]; donde P = (a; b); Q = (c; d),
!P =
 (y   b) dx+ (x  a) dy
(x  a)2 + (y   b)2
y
!Q =
 (y   d) dx+ (x  c) dy
(x  c)2 + (y   d)2 :
Veamos primero que ker(1) es un subconjunto propio de H1D(U [V ): Como
1([!P ]) = (!P jU ; !P jV ); es suciente ver que [!P jU ] 6= 0 en H1D(U). Si
esto no fuese cierto, existira una funcion h; suave en U; tal que dh = !P :
Denotemos por C a un crculo en U , C : [0; 1]! R2
C(t) = (a+Rcos(2t); b+Rsen(2t))
de centro P = (a; b) y radioR sucientemente grande de tal forma que el arco
_
PQ este contenido en el interior de C. Entonces,
R
C !P =
R
C dh =
R
@C h = 0;
por el teorema de Stokes. Pero un calculo directo demuestra que
R
C !P = 2;
lo cual es una contradiccion.
Probemos ahora que ker(1) 6= 0; para lo cual es suciente ver que la
clase no nula [!P ] + ( 1)[!Q] = [!P   !Q]; por ser combinacion lineal no
trivial de los elementos de la base f[!P ]; [!Q]g, pertenece a ker(1), o, lo que
es equivalente, que (!P   !Q)jU es exacta y (!P   !Q)jV es exacta. Fijemos
en U un punto cualquiera p0 = (x0; y0) y denamos f(x; y) =
R
(!P   !Q);
para todo (x; y) 2 U; donde  es una curva suave contenida en U; con
(0) = p0 y (1) = (x; y). La funcion f esta bien denida, ya que para
cualquier curva cerrada  en UZ

(!P   !Q) =
Z

!P  
Z

!Q = 2(N(P; ) N(Q; ));
y N(P ; ) = N(Q ; ); debido a que el arco
_
PQ conecta a P y a Q y por ende
estos puntos estan en la misma componente arco-conexa del complemento
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de im() (lema 4.6.11). Igual que en el ejemplo 4.4.6, se demuestra que
df = !P   !Q, de lo cual se deduce la exactitud de (!P   !Q)jU : De igual
forma se demuestra la exactitud de (!P   !Q)jV .
Por ultimo, como existe un disco DR; con R > 0 sucientemente grande
en cuyo interior esta contenida toda la curva '([0; 1]); y como el exterior
de este disco es conexo, entonces este exterior esta contenido en la misma
componente conexa de X y por tanto, esta componente es no acotada, lo
que concluye la demostracion del teorema.
Demostremos ahora el teorema de invarianza del dominio en R2.
Teorema 4.6.13 (Invarianza de dominio) Sea U  R2 un abierto y sea
f : U ! R2 una funcion inyectiva y continua. Entonces f(U) es abierto.
Prueba. Para cada p 2 U , sea Dp  U un rectangulo cerrado que contenga
a p en su interior. Veamos que f(Dp) es un abierto. De la continuidad e
inyectividad de f , se sigue que f(@Dp) es una curva de Jordan y por tanto,
R2   f(@Dp) consta de dos componentes conexas abiertas, a las que deno-
taremos por V y W: Ahora, como Dp es conexo y f es continua, entonces
f(Dp) es conexo, y por el ejercicio 4.6.10, R2   f(Dp) es tambien un con-
junto conexo. Como estos dos conjuntos son disjuntos, conexos y su union
es R2   f(@Dp), entonces ellos deben ser precisamente los abiertos V y W:
En consecuencia f(Dp) es abierto. Finalmente, como f(U) es la union de los
abiertos f(Dp); se deduce que f(U) es abierto.
Teorema 4.6.14 (Punto jo de Brouwer) 1 Denotemos por B
n
la bola
cerrada B
n
= fx 2 Rn : jxj  1g y sea f : Bn ! Bn una funcion suave.
Entonces f tiene un punto jo.
Prueba. Supongamos que la armacion no es cierta y que f(x) 6= x para
todo x 2 Bn. Esto nos permite denir g : Bn ! @Bn = Sn 1; una retraccion
a la frontera, donde g(x) es el unico punto de interseccion del rayo
ff(x) + t(x  f(x)) : t  0g
1El teorema es cierto para funciones continuas.
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con @B
n
:
Teorema del punto jo
Es facil vericar que g es una funcion suave. Una manera es, como se pide en
el proximo ejercicio, calculando una formula explcita para g; y observando
directamente que tal formula dene una funcion suave. Ahora, g es una
retraccion a Sn 1, es decir, g(x) = x; para todo x 2 Sn 1, o, en forma
equivalente, el siguiente diagrama conmuta:
B
n g ! Sn 1
" i % Id
Sn 1
(Aqu i denota la inclusion). Como B
n
es contractible, HkD(B
n
) = 0; para
todo k > 0: Pero del ejemplo 4.6.7 se sigue que Hn 1D (S
n 1) ' R: Por la
functorialidad de la cohomologa, resulta que el diagrama
Hn 1D (B
n
)
gn 1   Hn 1D (Sn 1)
# in 1 . Idn 1
Hn 1D (S
n 1)
conmuta, de lo cual se inere que Idn 1 = 0: Pero esto es absurdo ya que
Idn 1 es la transformacion identidad.
Ejercicio 4.6.15 Derive una formula para la funcion g : B
n ! @Bn de la
prueba anterior, y deduzca que g es suave.
Captulo 5
Geometra riemanniana
5.1. Tensor metrico
Sea M un manifold. Recordemos que en el ejemplo 3.5.3 introdujimos la
nocion de una metrica riemanniana g en M , como una seccion global del
brado vectorial T M 
 T M ; es decir, un tensor de tipo (0; 2) en M; donde
g(p) se identica con una funcion bilineal gp( ; ) que satisface las siguientes
condiciones:
1. gp (v; w) = gp (w; v), v; w 2 Tp (M), es decir gp es simetrica.
2. gp (v; v)  0; y gp(v; v) = 0 si y solo si v = 0. En otras palabras gp es
una forma bilineal denida positiva.
En muchas situaciones (como por ejemplo, en la teora de la relatividad)
resulta necesario considerar metricas para las cuales la segunda condicion
se reemplaza por la condicion mas debil de no degeneracion de g en cada
punto de M: Esta condicion signica que para cada p 2M , si gp (v; w0) = 0
para todo v 2 Tp (M) ; entonces w0 = 0: En este caso g se llama una metrica
pseudo-riemanniana.
En una carta (U; ' = (x
1
; : : : ; x
n
)); g se escribe como
gjU =
nX
i;j=1
gij dx
i
 
 dxj;
donde las gij 2 OM (U) se denominan coecientes metricos respecto a la
carta (U; '). Como se vio en el ejemplo 3.5.3, la matriz que representa a
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gp en estas coordenadas, que denotaremos por [gp] , es simetrica y denida
positiva, y sus entradas pueden ser computadas como
gij(p) = gp(@=@x
i


p
; @=@xj

p
):
Si (U; ' = (x
1
; : : : ; x
n
)) es otra carta de M tal que U \ U 6= ?, como
vimos en la seccion 3.13, para cada p 2 U \ U,
[gp] = J

(p)[gp]J(p) (5.1)
donde J(p) denota la matriz jacobiana en p. En forma mas explcita
gij =
nX
k;l=1
@xk
@xi
@xl
@xj
gkl:
Como [gp] es una matriz simetrica, el teorema espectral (ver, por ejemplo
[12]) garantiza que [gp] es diagonalizable, y todos sus autovalores son reales.
Ademas, por ser denida positiva, sus autovalores son mayores que cero. Si
g es pseudo-riemanniana, g puede tener autovalores menores que cero. Si g
tiene r autovalores positivos y s negativos, el par (r; s) se denomina ndice
de la metrica. Si r = 1, decimos que g es una metrica de Lorentz. En este
caso, el teorema espectral garantiza que existe una base Bp para Tp(M) en
la que la matriz asociada a g tiene la forma
[gp]BpBp =
26664
1
 1
. . .
 1
37775 ;
donde \ 1" aparece n  1 veces.
Denicion 5.1.1 Si M es un manifold y g es una metrica riemanniana
denida en M , el par (M; g) se denomina un manifold riemanniano con
metrica g:
Ejemplo 5.1.2 Si (u1; : : : ; un) son las coordenadas estandar en Rn, en-
tonces g =
Pn
i=1 du
i 
 dui es la metrica euclidiana, que para cada p 2 Rn y
cada par de vectores
v =
nX
i=1
vi @=@ui

p
y w =
nX
i=1
wi @=@ui

p
toma el valor gp (v; w) =
Pn
i=1 v
iwi.
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Ejemplo 5.1.3 Sea Hn+ = f(u1; : : : ; un) 2 Rn : un > 0g y denamos
g =
1
(un)2
nX
i=1
dui 
 dui:
En cada p = (p1; : : : ; pn) 2 Hn+ y para cada par de vectores
v =
nX
i=1
vi @=@ui

p
y w =
nX
i=1
wi @=@ui

p
en Tp(Hn+) tenemos que gp (v; w) = 1= (pn)
2Pn
i=1 v
iwi: Este manifold rie-
manniano se denomina espacio hiperbolico n-dimensional y lo denotaremos
por Hn+.
Ejemplo 5.1.4 Denotemos por (u0; u1; u2; u3) a las coordenadas estandar
de R4 La metrica de Minkowski se dene como
g =  du0 
 du0 + du1 
 du1 + du2 
 du2 + du3 
 du3:
Para cada punto p y cada par de vectores
v =
4X
i=0
vi @=@ui

p
y w =
4X
i=0
wi @=@ui

p
en Tp(R4),
gp (v; w) =  v0w0 +
3X
i=1
viwi:
Veamos que en todo manifold es posible denir una metrica riemanniana.
Teorema 5.1.5 Sea M un manifold. Entonces existe una metrica riema-
nniana g en M .
Prueba. Sea f(U; ' = (x1; : : : ; xn))g2A un atlas para M . En cada U,
g =
Pn
i=1 dx
i
 
 dxi es una metrica riemanniana. Tomemos una particion
de la unidad fg2A subordinada a fUg2A. Entonces g es una seccion
del brado T M 
 T M en U que se anula por fuera de un cerrado contenido
en U, y por tanto, puede extenderse suavemente con valor cero por fuera
de U; a una seccion global del brado T

M 
 T M : Denamos g =
P
 g.
Es claro que g es una seccion global suave, ya que cada punto deM tiene un
entorno abierto en el que solo nitos terminos g no son identicamente
cero. Si v 6= 0 en Tp (M), entonces gp (v; v) =
P
  (p) gp (v; v) > 0; ya
que al menos uno de los terminos en la suma debe ser positivo. Esto muestra
que g es una metrica riemanniana.
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Nota 5.1.6 El teorema anterior no es valido para metricas de Lorentz, es
decir, existen manifolds que no admiten ninguna metrica de Lorentz. Si g es
una metrica de Lorentz, el par (M; g) se denomina un manifold de Lorentz.
5.2. Metricas inducidas
Sea  : N !M una inmersion, p 2 N y q = (p): La transpuesta de p;
(p) : T q (M)! T p (N);
permite denir la funcion
hp = (p) 
 (p) : T q (M)
 T q (M)! T p (N)
 T p (N):
Por tanto, si g :M ! T M
T M es una seccion global de T M
T M ; la funcion
g : N ! T N
T N denida por (g)(p) = hp(g(q)) es una seccion del brado
T N
T N en N . Tomando coordenadas locales alrededor de p y q se demuestra
facilmente que esta seccion es suave. Es facil ver que la correspondiente forma
bilineal, (g)p, esta dada por (g)p(v; w) = gq(pv; pw); para cada par de
vectores v; w 2 Tp(N).
Ejercicio 5.2.1 Demuestre esta ultima armacion.
Sea (U;' = (x1; : : : ; xn)) una carta de M alrededor de q y gjU =Pn
i;j=1 gij dx
i
 dxj la metrica escrita en estas coordenadas. En el siguiente
computo denotaremos dxi(q) por !i. Tenemos que
(g)(p) = hp(g(q))
= hp
0@ nX
i;j=1
gij(q) !i 
 !j
1A
=
nX
i;j=1
gij(q) (p)(!i)
 (p)(!j): (5.2)
Proposicion 5.2.2 Si g es una metrica riemanniana en M , entonces g
es una metrica riemanniana en N , llamada la metrica inducida en N o el
pullback de g a N , va :
Prueba. Solo resta ver que g es simetrica y denida positiva. La simetra
de g se sigue sin dicultad de la denicion. Por otro lado, si v 6= 0 pertenece
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a Tp(N); se tiene que (
g)p (v; v) = gp (p (v) ; p (v)) > 0, ya que p es
inyectiva, y por consiguiente p (v) 6= 0.
Supongamos ahora que (V;  = (u1; : : : ; um)); m  n; es una carta
alrededor de p tal que (V )  U . Recordemos que B ;p y B';q denotan
las bases para Tp(N) y Tq(M) asociadas a las respectivas coordenadas, y
que J'; (p) denota la matriz jacobiana de p : Tp(N) ! Tq(M) referi-
da a estas bases. Denotaremos por [gq]B';q la matriz de la forma bilin-
eal gq en la base B';q. Es claro que para cualquier vector v 2 Tp(N);
[p(v)]B';q = J'; (p)[v]B ;p :Por consiguiente,
gq(p(v); p(w)) = [v]B ;pJ'; (p)
[gq]B';qJ'; (p)[w]B ;p ;
lo cual muestra que
[(g)p]B ;p = J'; (p)
[gq]B';qJ'; (p) (5.3)
es la matriz asociada a la metrica pullback, g, en las coordenadas (V;  ).
Ejemplo 5.2.3 Denotemos por x = (x1; x2; x3) a las coordenadas estandar
de R3 y por g a la metrica euclidiana
g = dx1 
 dx1 + dx2 
 dx2 + dx3 
 dx3:
En el ejemplo 2.2.4 denimos un atlas f(UN ; 'N ); (US ; 'S)g para S2 donde
UN = S
2   fSg y US = S2   fNg donde N = (0; 0; 1) y S = (0; 0; 1):
Sea i : S2 ! R3 la funcion inclusion. La representacion de ijUS en las
coordenadas 'S = (u
1; u2) y x = (x1; x2; x3) esta dada por
x1(u1; u2) =
2u1
(u1)2 + (u2)2 + 1
;
x2(u1; u2) =
2u2
(u1)2 + (u2)2 + 1
;
x3(u1; u2) =
(u1)2 + (u2)2   1
(u1)2 + (u2)2 + 1
:
Luego
Jix;'S = [i]BxB'S =
24 @x1=@u1 @x1=@u2@x2=@u1 @x2=@u2
@x3=@u1 @x3=@u2
35
= 1=((u1)2 + (u2)2 + 1)2
24 2(1  (u1)2 + (u2)2)  4u1u2 4u1u2  2( (u1)2 + (u2)2   1)
4u1 4u2
35
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Usando los resultados de la discusion anterior vemos que la matriz de coe-
cientes de la metrica inducida en S2 es igual a
[i]BxB'S Id33[i]BxB'S = [i]

BxB'S [i]BxB'S
=

4=((u1)2 + (u2)2 + 1)2 0
0 4=((u1)2 + (u2)2 + 1)2

Por tanto, la metrica inducida en S2 tiene en US la forma
ig =
4
((u1)2 + (u2)2 + 1)2
(du1 
 du1 + du2 
 du2):
Ejemplo 5.2.4 En general, para cualquier embebimiento  de una supercie
M2 en R3, si (u1; u2) denotan coordenadas locales en M , la matriz asociada
a la metrica inducida en M por medio del embebimiento  es

@x1=@u1 @x2=@u1 @x3=@u1
@x1=@u2 @x2=@u2 @x3=@u2
24 @x1=@u1 @x1=@u2@x2=@u1 @x2=@u2
@x3=@u1 @x3=@u2
35 =  E F
F G

;
donde
E =

@x1
@u1
2
+

@x2
@u1
2
+

@x3
@u1
2
;
F =
@x1
@u1
@x1
@u2
+
@x2
@u1
@x2
@u2
+
@x3
@u1
@x3
@u2
;
y
G =

@x1
@u2
2
+

@x2
@u2
2
+

@x3
@u2
2
:
Esto nos dice que en las coordenadas (u1; u2) la metrica inducida es
g = E du1 
 du1 + F du1 
 du2 + F du2 
 du1 +Gdu2 
 du2; (5.4)
llamada la primera forma fundamental de la supercie M .
Los siguientes ejemplos muestran una manera alternativa de computar
metricas inducidas, usando la formula (5.2). Consideraremos en el primer
ejemplo la esfera S2r de radio r con centro en el origen en R3, esta vez
usando para S2r un sistema local de \coordenadas esfericas".
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Ejemplo 5.2.5 Sea g = dx
 dx+ dy 
 dy + dz 
 dz la metrica euclidiana
en R3 y sea
S2r = f(x; y; z) 2 R3 : x2 + y2 + z2 = r2g  R3;
la esfera de radio r y centro en el origen. Una carta en S2r (en coordenadas
esfericas) esta dada por
x = r sen cos ; 0 <  < 
y = r sen sen ; 0 <  < 2
z = r cos:
La metrica inducida puede computarse mediante la formula
ig = idx
 idx+ idy 
 idy + idz 
 idz
Pero
idx =  r sen sen  d + r cos cos  d
idy = r sen cos  d + r cos sen  d
idz =  r sen d
Luego ig es igual a
( r sen sen  d + r cos cos  d)
 ( r sen sen  d + r cos cos  d)
+ (r sen cos  d + r cos sen  d)
 (r sen cos  d + r cos sen  d)
+ r2 sen2  d
 d
= (r2 sen2  sen2 + r2 sen2  cos2 ) d 
 d
+ (r2 cos2  cos2 + r2 cos2  sen2  + r2 sen2 ) d
 d
= r2 sen2  d 
 d + r2d
 d:
Por tanto, la metrica riemanniana inducida en S2r es igual a
ig = r2 sen2  d 
 d + r2d
 d: (5.5)
Ejemplo 5.2.6 El siguiente ejemplo proviene de la relatividad especial. Sea
N  R4 la supercie dada por
N = f(t; x; y; z) 2 R4 : t2   x2   y2   z2 = 0; t > 0g:
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Denamos coordenadas locales en N; (t; ; ), por
t = t
x = t sen cos 
y = t sen sen 
z = t cos
donde t > 0; 0 <  < 2 y 0 <  < : La metrica de Minkowski en R4
esta dada por g = dt
 dt  dx
 dx  dy 
 dy   dz 
 dz: Entonces
idt = dt
idx = sen cos  dt  t sen  sen d + t cos  cos d
idy = sen sen  dt+ t sen cos  d + t cos sen  d
idz = cos dt  t sen d;
y por tanto, la expresion de la metrica inducida en las coordenadas (t; ; )
es
ig = dt
 dt  dt
 dt  t2 sen2  d 
 d   t2d
 d
=  t2(d
 d+ sen2  d 
 d):
Sean ! y  1-formas en M: El producto simetrico de ! y ; que deno-
taremos por !; se dene como la seccion del brado T M 
 T M
! =
1
2
(! 
  +  
 !) :
Claramente, ! = ! y !! = !
 !. Es costumbre denotar a !! por !2. Si
g =
Pn
i;j=1 gijdx
i
 dxj es la expresion de la metrica en coordenadas locales
' = (x1; : : : ; xn), como gij = gji, la metrica puede escribirse como
g =
nX
i;j=1
gijdx
i 
 dxj
=
nX
i=1
giidx
i 
 dxi +
X
i<j
2gij

dxi 
 dxj + dxj 
 dxi
2

=
nX
i=1
gii(dx
i)2 + 2
X
i<j
gijdx
idxj :
En particular, la metrica eucldea en R3 puede escribirse como dx2 + dy2 +
dz2, y la metrica en una supercie embebida en R3 (ver (5.4)) como g =
Edu2 + 2Fdudv +Gdv2:
5.2. METRICAS INDUCIDAS 213
Ejemplo 5.2.7 (El plano hiperbolico) Tomemos n = 2 en el ejemplo
5.1.3. El manifold riemanniano 
H2+ = f(x; y) : y > 0g; g = (1=y2)( dx
 dx+ dy 
 dy)

se denomina el plano hiperbolico. Sea f la transformacion de Mobius que
enva al disco unitario D = fz 2 C : jzj < 1g en H2+, dada por f(z) =
( i)(z 1)=(z+1): Toda transformacion de Mobius es analtica y por tanto,
suave, y su inversa es tambien una transformacion de Mobius. Esto implica
que f : D! H2+ es un difeomorsmo. Escojamos coordenadas (u; v) para D
donde z = u + iv: Recordemos que todo numero complejo a + bi se puede
identicar con una matriz de la forma
a  b
b a

Por tanto, si vemos a f como una funcion de R2 en R2, su jacobiano esta dado
por la matriz
Jf(z) =

A(z)  B(z)
B(z) A(z)

;
que corresponde al numero complejo df=dz =  2i=(1 + z)2 = A(z) + iB(z):
De la formula (5.3) se deduce que la metrica inducida en D por medio de f;
es
fg =

A  B
B A
 
1=(Im f(z))2 0
0 1=(Im f(z))2
 
A  B
B A

=
1
(Im f(z))2

A2 +B2 0
0 A2 +B2

=
1
(Im f(z))2
jdf=dzj2 0
0 jdf=dzj2

Pero Im f(z) = 12i(f(z)  f(z)) = 1  jzj2(1  jzj2)=(1 + z)(1 + z); y
jdf=dzj2 =
  2i(1 + z)2
2 = 4(1 + z)2(1 + z)2 :
Por tanto (1=(Im f(z))2) jdf=dzj2 = 4=(1  jzj2)2; de aqu que
fg =
4
(1  u2   v2)2 (du
 du+ dv 
 dv):
Esta metrica en D se denomina la metrica hiperbolica del disco o metrica
de Poincare.
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5.3. Longitud de curvas
Sea (M; g) un manifold riemanniano y sea  : [a; b] ! M una curva
suave, es decir, una funcion suave del manifold con frontera [a; b] en M: La
longitud de la curva  se dene como la integral
L () =
Z b
a
q
g(t)((@=@t); (@=@t)) dt: (5.6)
Una reparametrizacion de  es una curva   , donde  : [c; d] ! [a; b]
es una funcion suave monotona (de manera no estricta) y sobreyectiva. Si
 (c) = a y  (d) = b decimos que la reparametrizacion preserva la ori-
entacion. Si  (c) = b y  (d) = a decimos que la reparametrizacion reversa
la orientacion. Demostremos la invarianza de la longitud de la curva respecto
a reparametrizaciones.
Proposicion 5.3.1 Sean  : [a; b] ! M una curva suave y    una
reparametrizacion. Entonces L (  ) = L ().
Prueba. Basta aplicar la regla de la cadena y computar la integral
L (  ) =
Z d
c
q
g()(t)((  ) (@=@t); (  ) (@=@t)) dt
=
Z d
c
q
g((t))(((@=@t)); ((@=@t))) dt
=
Z d
c
q
g((t)) ((0(t)@=@t); (0(t)@=@t)) dt
=
Z d
c
q
g((t)) (0(t)(@=@t); 0(t)(@=@t)) dt
=
Z d
c
q
(0(t))2g((t)) ((@=@t); (@=@t)) dt
=
Z d
c
q
g((t)) ((@=@t); (@=@t))
0(t) dt:
Ahora, si  es no decreciente, 0(t)  0 y por tanto, j0(t)j = 0(t): En este
caso, un cambio de variable muestra que la ultima integral es igual aZ (d)
(c)
q
g(t) ((@=@t); (@=@t)) dt
=
Z b
a
q
g(t) ((@=@t); (@=@t)) dt
= L():
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Si  es no creciente, 0(t)  0 y por tanto, j0(t)j =  0(t): En este caso, un
cambio de variable muestra que la ultima integral es igual a
 
Z (d)
(c)
q
g(t) ((@=@t); (@=@t)) dt
=
Z (c)
(d)
q
g(t) ((@=@t); (@=@t)) dt
=
Z b
a
q
g(t) ((@=@t); (@=@t)) dt
= L():
Si  se escribe como ' ( (t)) = (c1 (t) ; : : : ; cn (t)) en coordenadas locales
(U;'); entonces d=dt =
Pn
i=1 dc
i=dt @=@xi

(t)
; por la regla de la cadena.
Por tanto
L () =
Z b
a
0@ nX
i;j=1
gij((t)) dc
i=dt dcj=dt
1A1=2 dt:
Esta formula justica la notacion ds2 =
Pn
i;j=1 gijdx
idxj ; usada en los textos
clasicos para representar \el cuadrado de la longitud innitesimal de arco".
En la siguiente seccion presentamos un ejemplo de una metrica en un
manifold pseudo-riemanniano, que juega un papel primordial en fsica. Esta
seccion no forma parte esencial del texto y puede omitirse en una primera
lectura.
5.4. Metrica de Minkowski
En esta seccion discutiremos la paradoja de los mellizos de la teora
especial de la relatividad, como aplicacion de algunos de los conceptos de-
sarrollados en este captulo. La teora de la relatividad, y en particular, esta
paradoja, puede formularse en forma rigurosa haciendo uso del concepto de
manifold pseudo-riemanniano y de la metrica de Minkowski.
El espacio-tiempo se dene como el manifold pseudo-riemanniano (R4; ),
donde  es la metrica de Minkowski. Los puntos de este manifold correspon-
den a los eventos del universo, y su interpretacion fsica es la siguiente: cada
ocurrencia de un suceso fsico, idealizado en el sentido de corresponder a un
suceso localizado en un punto matematico del espacio, y en un momento
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preciso, registrado por cada \observador". La colision de dos partculas, por
ejemplo, es un evento que es registrado por los distintos observadores como
un suceso que ocurre en un determinado punto del espacio R3; y en un mo-
mento determinado, mediante la medicion con un reloj que cada observador
posee, que supondremos ideal y perfecto. En el modelo matematico, un ob-
servador es una eleccion de un sistema de coordenadas O = (U; (t; x; y; z)),
denidas en la "region espacio-temporal" U de R4, que correspondera a la
region observable por O: Cada evento E en la region U es descrito por O co-
mo un suceso que ocurre en el punto de R3; (x(E);y(E);z(E)), y en un cierto
instante t(E), medido en el reloj de O. Una coleccion de eventos, como el
movimiento de un foton o de una partcula material, es entonces una curva,
llamada curva o lnea de mundo del correspondiente fenomeno fsico.
Existe una clase privilegiada de observadores, llamados observadores
inerciales, que deniremos como sistemas de coordenadas (R4; (t; x; y; z))
en los cuales la metrica queda expresada como
 = dt
 dt  dx
 dx  dy 
 dy   dz 
 dz:
Si O = (t; x; y; z) y O0 = (t0; x0; y0; z0) son dos observadores inerciales, la fun-
cion de cambio de coordenadas de O a O0 esta dada por las transformaciones
de Lorentz. Para dos observadores inerciales O y O0, si O0 se aleja de O en
la direccion del eje x (del observador O) a velocidad constante u, las trans-
formaciones de Lorentz entre sus correspondientes sistemas de coordenadas
adoptan la forma
x0 = (x  ut); y0 = y; z0 = z; t0 = (t  ux1)
 =
1p
1  u2 ; 0  u < 1;
con inversa
x = (x0 + ut0); y = y0; z = z0; t = (t0 + ux);
donde hemos escogido las unidades de medida de tal forma que la velocidad
de la luz sea igual a 1. Estas ecuaciones pueden demostrarse a partir de
ciertos principios o axiomas que se postulan como propiedades del mundo
fsico, entre los que se destaca el principio de relatividad y el axioma que
arma que todos los observadores inerciales miden el mismo valor para la
velocidad de la luz en el vaco (ver por ejemplo [18]).
En la famosa paradoja de los mellizos de la teora especial de la relativi-
dad, dos mellizos, O y O0, de treinta a~nos de edad, planean un experimento
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relativistico en el que O0 realizara un viaje de ida y regreso a un objeto
celeste situado a veinte a~nos luz de la tierra, en una nave capaz de alcanzar
velocidades cercanas a las de la luz. Segun sus calculos, el viaje tomara un-
os cuarenta a~nos, y esta planeado para que el regreso a la tierra coincida
con el cumplea~nos setenta de los mellizos. Cuarenta a~nos despues de haber
partido, la nave llega nalmente a la tierra, y con ella el mellizo O0: El reloj
de O0 marca un tiempo total de solo diez a~nos, y efectivamente, O0 luce co-
mo un hombre de unos cuarenta a~nos, mientras que su hermano, de setenta
a~nos, luce como un anciano. >Como se explica un hecho tan en contrava del
sentido comun?
En primer lugar, si O y O0 son observadores inerciales, y E1 denota al
evento que corresponde a un encuentro espacio-temporal de los sistemas
O y O0, que ambos observadores registran de igual forma con coordenadas
(0; 0; 0; 0); y E2, el evento denido como la llegada de O0 a un cierto punto
q; situado en el eje x a distancia d del origen de O (distancia medida por
O); entonces, para O, E2 tiene coordenadas (d=u; d; 0; 0). Por las transfor-
maciones de Lorentz este mismo evento, visto desde O0 tiene coordenadas
(d=(u
p
1  u2); 0; 0; 0): En consecuencia, el tiempo total de duracion del vi-
aje de O0 desde el origen hasta q; medido por O0 es d=(u
p
1  u2).
Figura 5.1
Este valor tiene un signicado geometrico claro: c : [0; d=u] ! R4, denida
como c(s) = (s; us; 0; 0); es una parametrizacion de la recta en el espacio-
tiempo R4 que une los eventos E1 y E2; entonces su longitud (formula 5.6)
esta dada por
 =
Z d=u
0
p
1  u2ds = d=(u
p
1  u2);
que es precisamente el tiempo medido por O0. Este analisis motiva la nocion
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de tiempo propio o tiempo total de duracion de un viaje, medido por O0;
entre dos puntos p y q de R4, cuando O0 se mueve siguiendo una curva suave
c(s) que comienza en p y termina en q: Este tiempo se dene como
 =
Z b
a
p
1  x(s)2   y(s)2   z(s)2 ds:
donde c(s) = (s; x(s); y(s); z(s)); con c(a) = p y c(b) = q; es la ecuacion de
la curva en el sistema de coordenadas O. Apliquemos lo anterior a nuestra
situacion: O0 parte del origen y se desplaza en la direccion positiva del eje x
hacia un objeto celeste que llamaremos C.
Sistemas inerciales
Supongamos que su velocidad, inicialmente cero, alcanza al poco tiempo el
valor u y permanece constante durante el trayecto, hasta que O0, ya muy
cercano a C, comienza a disminuir lentamente su velocidad hasta detener-
se a distancia prudente. Luego inicia el viaje de regreso, acelerando hasta
alcanzar nuevamente la velocidad u, la que comienza a disminuir solo ya
muy proximo a la tierra. Como la velocidad durante casi todo el viaje es
u, si d denota la distancia a C (medida por O), el tiempo de duracion del
viaje completo de ida y regreso es aproximadamente T + T , (ambos via-
jes toman mas o menos el mismo tiempo), donde T = d=u: Por otro lado,
el tiempo total de viaje medido por O0 es la suma de los tiempos propios
de ida y regreso, 1 + 2. Supongamos que c1 : [0; T ] ! (s; x(s); 0; 0) y
c2 : [0; T ] ! (s; d   x(s); 0; 0) son parametrizaciones de la ida y el regreso,
respectivamente. Entonces
1 + 2 = 2
Z T
0
p
1  _x(s)2ds (5.7)
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Como el valor dentro del radical es menor que 1; se sigue que cada integral
es menor que T , de donde se deduce que 1+2 < 2T; lo que explica el hecho
de que O0 haya envejecido mas que su mellizo O: La integral (5.7) se puede
aproximar como
2
Z T
0
p
1  u2 ds = 2T
p
1  u2:
Si, por ejemplo, la velocidad de la nave es de 0;968 veces la velocidad de la
luz, como la distancia a C es de 20 a~nos luz, lo que equivale aproximadamente
a 1;81014 kilometros, el valor de T es aproximadamente 1;81014=294400 '
20 a~nos y el tiempo total de viaje es de 40 a~nos para O mientras que O0 solo
habra envejecido 40
p
1  0;9682 ' 10 a~nos.
5.5. Volumen de un manifold riemanniano
5.5.1. Volumen con signo en un espacio vectorial
Sea V un espacio vectorial real de dimension n orientado, es decir, con
una clase de equivalencia de bases escogida, O. A cada n-tupla (v1; : : : ; vn)
de vectores de V le asignamos el siguiente conjunto, que llamaremos caja
ordenada, denido como
C(v1; : : : ; vn) = fa1v1 +   + anvn : a1 +   + an  1; con ai  0g;
en el cual es importante recordar el ordenamiento de los vectores vi: Al
conjunto de todas las cajas ordenadas de V lo denotaremos por C(V ):
Denicion 5.5.1 Una funcion de volumen con signo en (V;O) es cualquier
funcion multilineal alternante vol : C(V )! R tal que
vol(C(v1; : : : ; vn)) =
8<:
= 0 si fv1; : : : ; vnges l.d.
> 0 si fv1; : : : ; vng 2 O
< 0 si fv1; : : : ; vng 2 O
Es facil demostrar que si fw1; : : : ; wng es una base ordenada ja de V;
entonces para cada  6= 0 existe una unica funcion de volumen con signo
que le asigna a C(w1; : : : ; wn) el numero .
Recordemos que el conjunto formado por las matrices reales A de tama~no
nn tales que AA = Idnn; junto con el producto usual de matrices es un
grupo, que recibe el nombre de grupo ortogonal y que se denota por O(n):
Cada elemento A 2 O(n) recibe el nombre de matriz ortogonal. Ademas,
toda matriz ortogonal tiene determinante +1 o  1; y el subconjunto de
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aquellas matrices que tienen determinante +1 es un subgrupo de O(n) que
recibe el nombre de grupo ortogonal especial y que se denota por SO(n):
Proposicion 5.5.2 Sea A = [aij ] 2 SO(n): Entonces si wi =
Pn
j=1 aijvj ;
para i = 1; : : : ; n; tenemos que vol(C(w1; : : : ; wn)) = vol(C(v1; : : : ; vn));
para cualquier funcion de volumen con signo vol en V:
Prueba. Se deja como ejercicio para el lector.
Supongamos ahora que g : V  V ! R es un producto interno, es decir,
una funcion bilineal, simetrica y denida positiva. Denimos volg como la
unica funcion de volumen con signo en V tal que volg(C(e1; : : : ; en)) = 1;
para todas las bases ortonormales positivas fe1; : : : ; eng de V . La existen-
cia de volg es justicada por la proposicion anterior y el hecho de que si
fe1; : : : ; eng y fe01; : : : ; e0ng son bases ortonormales positivas, entonces la ma-
triz A = [aij ] determinada por las relaciones e
0
i =
Pn
j=1 aijej , para cada
i = 1; : : : ; n; pertenece a SO(n):
Veamos ahora una manera alternativa de denir a volg: Para ello comence-
mos por observar que una vez hemos escogido una metrica g en el espacio vec-
torial V; los espacios V ; V 
r
 (V )
s, y ^kV quedan dotados automatica-
mente de metricas. La metrica en V  se dene declarando ortonormal a toda
base que sea dual de alguna base ortonormal de (V; g): Para denir la metri-
ca en V 
r
 (V )
s basta observar que si (V; gV ) y (W; gW ) son dos espacios
vectoriales dotados de metricas, entonces se puede denir una metrica en
V 
W declarando ortonormal toda base de la forma BV 
 BW donde BV
y BW son bases ortonormales de V y W , respectivamente. Finalmente, la
metrica en ^kV se dene declarando ortonormal a toda base de ^kV de la
forma fei11 ^ : : : ^ eik : 1  i1 < : : : < ik  ng; donde fe1; : : : ; eng es una
base ortonormal de V:
Ejercicio 5.5.3 Demuestre que las anteriores si son buenas deniciones de
metricas en V ; V 
r 
 (V )
s y ^kV:
En particular, si denotamos por eg a la metrica en ^nV inducida por g;
podemos denir la funcion
voleg : C(V )! R
C(v1; : : : ; vn) 7!
8<:
0 si fv1; : : : ; vng es l.d.peg(v1 ^ : : : ^ vn; v1 ^ : : : ^ vn) si fv1; : : : ; vng 2 O
 peg(v1 ^ : : : ^ vn; v1 ^ : : : ^ vn) si fv1; : : : ; vng 2 O
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Es facil vericar que voleg es una funcion de volumen con signo para (V;O), y
que voleg(C(e1; : : : ; en)) = 1; siempre que fe1; : : : ; eng sea una base ortonor-
mal positiva de (V; g): Esto muestra que voleg = volg: Ahora, si fv1; : : : ; vng
es una base positiva de V;
voleg(C(v1; : : : ; vn)) =peg(detA e1 ^ : : : ^ en;detA e1 ^ : : : ^ en)
= detA voleg(C(e1; : : : ; en)) = detA;
donde A es la matriz de cambio de la base fv1; : : : ; vng a la base ortonormal
positiva fe1; : : : ; eng:
Por otro lado, la matriz correspondiente a g en una base ortonormal
E = fe1; : : : ; eng es la identidad y en consecuencia la matriz de g en una
base arbitraria B = fw1; : : : ; wng esta dada por
[g]BB = [Id]EB[gp]EE [Id]EB = A
A;
donde A = [Id]EB: Tomando determinantes se obtiene det[g]BB = (detA)2;
de lo cual se sigue que el volumen de la caja C(w1; : : : ; wn) es
volg(C(w1; : : : ; wn)) =
8<:
0 si fw1; : : : ; wng es l.d.p
det[g]BB si fw1; : : : ; wng 2 O
 pdet[g]BB si fw1; : : : ; wng 2 O
Figura 5.3
5.5.2. Forma de volumen
Si (M; g) es un n-manifold riemanniano orientado, cada tangente Tp(M)
es un espacio vectorial dotado de una metrica gp y una orientacion Op: De
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acuerdo con lo discutido en la seccion anterior, estas estructuras denen
en Tp(M) una funcion de volumen con signo volgp ; que por ser multilineal
y alternante se identica naturalmente, por medio del isomorsmo L =
n!l, donde l es el isomorsmo del teorema 1.1.17, con un elemento 
(p) de
^nT p (M): Esto permite denir una seccion 
 :M ! ^nT M : Veamos que 

es suave. Para ello basta representarla en coordenadas locales y vericar que
la funcion coeciente es suave. Sea (U;' = (x1; : : : ; xn)) un sistema local de
coordenadas que induzca en U la misma orientacion de M: Sea p un punto
en U y denotemos por B a la base f@=@x1
p
; : : : ; @=@xnjpg y por E a la
base ortonormal positiva fe1; : : : ; eng que se obtiene de B por el proceso de
Gram-Schmidt. Entonces
L

volgp(@=@x
1

p
; : : : ; @=@xnjp) dx1

p
^ : : : ^ dxnjp

(e1; : : : ; en)
= l

n!volgp(@=@x
1

p
; : : : ; @=@xnjp) dx1

p
^ : : : ^ dxnjp

(e1; : : : ; en)
= n!volgp(@=@x
1

p
; : : : ; @=@xnjp):
1
n!
det
264 dx
1

p
(e1)    dx1

p
(en)
...
...
dxnjp (e1)    dxnjp (en)
375
= det[Id]EB det[Id]BE = 1:
Esto nos muestra que
L

volgp(@=@x
1

p
; : : : ; @=@xnjp) dx1

p
^ : : : ^ dxnjp

es la forma multilineal alternante volgp ; y que por tanto,

(p) = volgp(@=@x
1

p
; : : : ; @=@xnjp) dx1

p
^ : : : ^ dxnjp (5.8)
=
q
det[(gp)ij ] dx
1

p
^ : : : ^ dxnjp ; (5.9)
para cada p 2 U: Entonces 
jU =
p
det[gij ]dx
1 ^ : : : ^ dxn: La funcionp
det[gij ] es claramente suave en U:
La n-forma 
 es llamada forma de volumen del manifold riemanniano,
orientado, M; y su integral sobre M se denomina el volumen de M:
Ejemplo 5.5.4 Sea M una supercie orientada y sea  : M ! R3 un em-
bebimiento de M en R3: Sean (U; (u; v)) coordenadas locales para M . En-
tonces, la primera forma fundamental (5.4) nos permite computar la forma
de volumen en coordenadas locales como

jU =
p
EG  F 2du ^ dv;
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que en la terminologa clasica se denomina \diferencial de supercie", y que
se acostumbra escribir como dS =
p
EG  F 2dudv:
Por ejemplo, sea S2r una esfera de radio r centrada en el origen, orientada
de tal manera que las coordenadas esfericas (; ), 0 <  < 2; 0 <  < ,
induzcan la misma orientacion de S2r : Entonces la metrica inducida esta dada
por g = r2 sen2  d
d+r2d
d; y por tanto, 
jU =
p
r4sen2 d^d:
Ejemplo 5.5.5 Sea i : Sn ! Rn+1 la inclusion de la esfera de radio 1 en
Rn+1 (ejemplo 2.2.4). Vimos que si 'S = (x1; : : : ; xn) son las coordenadas
estereogracas en US = S
n   f(0; : : : ; 1)g; entonces
' 1S
 
x1; : : : ; xn

=

1 + jxj2
 1 
2x1; : : : ; 2xn; jxj2   1

;
donde jxj2 = (x1)2 +    + (xn)2: La matriz de la metrica inducida en Sn
por la metrica eucldea de Rn+1; mediante el embebimiento i en la carta
(US ; 'S = (x
1; : : : ; xn)); es igual a JId(n+1)(n+1)J = JJ (ecuacion (5.3)),
donde J es la matriz jacobiana de i con respecto a 'S ; y a las coordenadas
estandar de Rn+1. Un calculo muestra que
JJ =
264 4=(1 + (x
1)2 +   + (xn)2)2    0
...
...
0    4=(1 + (x1)2 +   + (xn)2)2
375 ;
luego la forma de volumen en US en las coordenadas (x
1; : : : ; xn) es

jUS =
p
det(JJ) dx1 ^    ^ dxn;
=
2n
(1 + (x1)2 +   + (xn)2)n dx
1 ^    ^ dxn
Ejercicio 5.5.6 Use el ejemplo anterior para demostrar que el volumen de
la n-esfera Sn esta dado por
V =
Z 1
 1
  
Z 1
 1
2n
(1 + (u1)2 +   + (un)2)ndu
1   dun
=

2m=(m  1)!; si n = 2m  1
22m+1m!m=(2m)!; si n = 2m
Ejemplo 5.5.7 Sea  : (a; b) ! M una inmersion cuya imagen este con-
tenida en el dominio de una carta (U;') de un manifold riemanniano (M; g),
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y sea (t) = (c1(t); : : : ; cn(t)) la escritura de  en estas coordenadas. En-
tonces de la ecuacion (5.3) se sigue que el pullback de la metrica g a (a; b)
esta dado por la matriz 1 1
d
dt

[gij ]

d
dt

=
nX
i;j=1
gij
dci
dt
dcj
dt
;
donde [d=dt] denota al vector velocidad

d
dt

=
264 dc
1=dt
...
dcn=dt
375
Por tanto, la forma de volumen (longitud) del manifold (a; b) esta dada por

 =
0@ nX
i;j=1
gij
dci
dt
dcj
dt
1A1=2 dt;
lo cual explica que se haya adoptado la denicion (5.6) para la longitud de
una curva en M .
5.6. Conexion estandar en Rn
Recordemos que si f : M ! R es una funcion suave en un manifold M
y v 2 Tp(M) es el vector
v = a1
@
@x1

p
+   + an @
@xn

p
;
la derivada direccional, Dv (f), de f en el punto p y en la direccion v; es por
denicion
Dv(f) = a
1 @f
@x1
(p) +   + an @f
@xn
(p);
donde (U;' = (x1; : : : ; xn)) es cualquier carta alrededor de p:
Es posible generalizar esta nocion de derivada a campos vectoriales en
M . Consideremos primero el caso M = Rn. Supongamos que U  Rn es un
abierto, p 2 U , y Xp =
Pn
i=1 a
i @=@ui

p
; es un vector en Tp(Rn). Si Y es un
campo vectorial en U , dado por Y =
Pn
i=1 b
i@=@ui; entonces denimos la
5.6. CONEXI ON ESTANDAR EN RN 225
derivada covariante de Y en la direccion Xp, que denotaremos por DXpY ,
como el vector
DXpY =
nP
j=1

a1
@bj
@u1
(p) +   + an @b
j
@un
(p)

@
@uj

p
: (5.10)
Lema 5.6.1 Sean U un abierto de Rn; p un punto de U; Xp un vector en
Tp(Rn) y Y; eY campos vectoriales suaves en U; los cuales coinciden en los
puntos de la imagen de una curva suave  : ( ; ) ! U , con (0) = p y
d=dt(0) = Xp: Entonces DXpY = DXp eY :
Prueba. Se deja como ejercicio para el lector.
En general, siX =
nX
i=1
ai@=@ui y Y =
nX
i=1
bi@=@ui son campos vectoriales
en U  Rn; la derivada covariante de Y con respecto a X se dene como el
campo vectorial DXY que en cada p 2 U toma el valor
(DXY ) (p) = DXpY: (5.11)
Es claro que DXY pertenece a TRn (U) ; es decir, es un campo vectorial suave
en U:
Las propiedades basicas del operador D son las siguientes.
Teorema 5.6.2 Sean X;Y; Z 2 TRn (U) y f 2 ORn (U). Entonces
1. DZ (X + Y ) = DZX +DZY:
2. DY+ZX = DYX +DZX:
3. DfZX = f DZX:
4. DZ (fX) = (Zf)X + f DZX:
Prueba. Las propiedades 1, 2 y 3 son consecuencia directa de la denicion.
Demostremos 4. Sean Z =
Pn
k=1 c
k@=@uk; y fX =
Pn
i=1 fa
i@=@ui; donde
ck; ak 2 ORn(U). Entonces,
DZ(fX) =
nX
i=1
 
nX
k=1
ck
@(fai)
@uk
!
@
@ui
=
nX
i=1
 
nX
k=1
ck

f
@ai
@uk
+
@f
@uk
ai
!
@
@ui
= f
nX
i=1
 
nX
k=1
ck
@ai
@uk
!
@
@ui
+
 
nX
k=1
ck
@f
@uk
! 
nX
i=1
ai
@
@ui
!
= f DZX+(Zf) X:
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Un operador que satisfaga las condiciones 1-4 se llama una conexion en
U  Rn. La conexion denida por (5.11) se denomina la conexion estandar
en Rn.
Proposicion 5.6.3 Si X; Y 2 TRn (U) entonces DXY  DYX = [X;Y ].
Prueba. Sean X =
Pn
i=1 a
i@=@ui y Y =
Pn
i=1 b
i@=@ui: Entonces
DXY =
nX
j=1
DX

bj
@
@uj

=
nX
j=1

a1
@bj
@u1
+   + an @b
j
@un

@
@uj
y DYX =
nP
j=1
 
b1@aj=@u1 +   + bn@aj=@un @=@uj ; de donde
DXY  DYX =
nP
j=1

nP
i=1
ai
@bj
@ui
  bi@a
j
@ui

@
@uj
= [X;Y ]: (5.12)
Como veremos mas adelante, en un manifold M que no sea Rn; y en el
que se ha denido una conexion afn r (ver denicion 5.8.1), la diferencia
rXY   rYX   [X;Y ] es en general un campo no nulo. La regla que le
asigna a cada par de campos vectoriales X;Y en M , el campo vectorial
rXY  rYX   [X;Y ] es llamada la torsion de la conexion r. El resultado
anterior nos dice precisamente que la conexion estandar en Rn posee torsion
nula.
Veamos ahora que la conexion estandar es compatible con la metrica
h ; i de Rn. Esto signica que:
Proposicion 5.6.4 Si X;Y; Z 2 TRn (U) entonces
Z hX;Y i = hDZX;Y i+ hX;DZY i :
Prueba. En cada p 2 U calculemos el valor de la funcion Zp hX;Y i. Sean
Zp =
Pn
i=1 c
i @=@ui

p
; X =
Pn
i=1 a
i@=@ui y Y =
Pn
i=1 b
i@=@ui: Entonces
Zp hX;Y i =
nX
i;j=1
cj
@
 
aibi

@uj
(p)
=
nX
i;j=1

cjai (p)
@bi
@uj
(p) + cjbi (p)
@ai
@uj
(p)

(5.13)
=
nX
i=1
ai (p)
0@ nX
j=1
cj
@bi
@uj
(p)
1A+ nX
i=1
bi (p)
0@ nX
j=1
cj
@ai
@uj
(p)
1A :
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Pero
DZpX =
nX
i;j=1
cj
@ai
@uj
(p)
@
@ui

p
y
DZpY =
nX
i;j=1
cj
@bi
@uj
(p)
@
@ui

p
:
Luego la primera suma de (5.13) es precisamente


X;DZpY

; y la segunda
es


DZpX;Y

, de lo cual se sigue la proposicion.
El siguiente resultado se~nala otra propiedad crucial de la conexion estandar
en Rn.
Proposicion 5.6.5 Sean X;Y; Z campos vectoriales suaves denidos en un
abierto de Rn: Entonces DXDY Z  DYDXZ  D[X;Y ]Z = 0:
Prueba. Denotemos por ui las coordenadas estandar de Rn y sea Z =Pn
i=1 c
i@=@ui: Entonces
DXDY Z  DYDXZ  D[X;Y ]Z
=
nX
i=1
XY ci
@
@ui
 
nX
j=1
Y Xci
@
@ui
 
nX
i=1
[X;Y ]ci
@
@ui
=
nX
i=1
(XY   Y X   [X;Y ]) ci @
@ui
= 0:
5.7. Curvatura gaussiana
Sea M un 2-manifold orientado y sea  :M ! R3 un embebimiento. En
el teorema 2.8.22 vimos que para cada q 2 (M) es posible escoger un vector
normal n(q) 2 Tq(R3) denido por
n(q) =
n(q)
jn(q)j ; n(q) = p(@=@u
1

p
) ^ p(@=@u2

p
);
donde q = (p) y (u1; u2) son coordenadas locales arbitrarias alrededor de
p 2 M; que inducen la misma orientacion de M: Vimos que esta denicion
de n(q) no depende del sistema de coordenadas (u1; u2) elegido, y que la
funcion n : (M) ! R3 es suave. Por otro lado, como n(q) es un vector de
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norma 1, la funcion n   :M ! S2 es una funcion suave a la esfera unitaria
que recibe el nombre de aplicacion de Gauss.
Recordemos que la suavidad de n : (M) ! R3 signica que para ca-
da q 2 (M) existe un entorno abierto Uq en R3 y una funcion suaveen : Uq ! R3 tal que su restriccion al conjunto (M) \ Uq coincide con
n: Por consiguiente, si Xq 2 im(p), la derivada covariante DXq(n) tiene
sentido, y por el lema 5.6.1, esta bien denida. El siguiente lema nos muestra
que DXq(n) 2 im(p).
Lema 5.7.1 Sea v 2 Tp(M), q = (p) y Xq = p(v) 2 im(p)  Tq(R3):
Entonces DXq(n) 2 im(p).
Prueba. La derivada direccional de la funcion constante hn;ni = 1, en la
direccion de Xq es cero, y por la proposicion 5.6.4 tenemos que
Xq hn;ni =


DXqn;n

+


n; DXqn

= 2


DXqn;n

:
Se sigue que


DXqn;n

= 0 y por tanto, DXqn 2 p(Tp(M)).
Denicion 5.7.2 Para cada v 2 Tp(M) sea Lv el unico vector de Tp(M)
tal que p(Lv) = DXq(n), con Xq = p(v), es decir, Lv =  1p (Dp(v)n):
La transformacion lineal Lp : Tp (M) ! Tp (M) se denomina aplicacion de
Weingarten.
Notacion 5.7.3 En lo que sigue, y con el proposito de simplicar la no-
tacion, identicaremos (M) con M (por medio de ) y a T(p)((M)) con
5.7. CURVATURA GAUSSIANA 229
Tp(M) (por medio de p), de tal manera que Tp(M) es un subespacio de
T(p)(R3) y su complemento ortogonal es hn(p)i. De aqu que la aplicacion
de Weingarten sea la transformacion lineal Lp : Tp(M)! Tp(M) que enva
cada Xp en DXp(n):
Proposicion 5.7.4 Para cada p 2 M , el vector Lp(Xp) = DXpn, visto
como un vector de Tp(R3), es igual a np(Xp).
Prueba. Sea  : ( ; ) ! M una curva suave con  (0) = p y d=dt (0) =
Xp; y denotemos por u
i las coordenadas estandar de R3 y por ni a ui  n.
Entonces
np (Xp) =
d
dt
(n  )

t=0
=
P3
i=1
d
dt
ni((t))

t=0
@
@ui

n(p)
=
P3
i=1DXpn
i @
@ui

n(p)
= DXp (n) = Lp(Xp):
En lo que sigue, para que la derivada covariante (5.10) este bien denida,
es necesario extender localmente a R3 campos vectoriales denidos en (M):
El siguiente resultado, que es una generalizacion del lema 2.8.21, tiene este
proposito.
Lema 5.7.5 Sea  : M ! R3 un embebimiento, y sea X : (M) ! R3 un
campo vectorial denido en (M) de tal forma que X   :M ! R3 sea suave
en M . Entonces, para cada q 2 (M) existe un entorno abierto Wq  R3 y
una extension suave de X a Wq.
Prueba. Como  es una inmersion, existe una carta (Wq; ' = (z
1; z2; z3))
de R3 alrededor de q, con '(q) = 0; tal que
(M) \Wq = fq0 2Wq : z3(q0) = 0g:
El difeomorsmo ' :Wq ! fW0 nos permite transladar el problema original
de extender X aWq; al problema de extender eX a todo el abierto fW0, dondeeX esta denida como eX(z1; z2; 0) = X(' 1(z1; z2; 0)); en el abierto relativo
de R2  f0g; eV0 = '((M) \Wq)  fW0: eX puede ser extendida a todo fW0
por eX(z1; z2; z3) = X(' 1(z1; z2; 0)): Ahora, como eXeV0 = (X )(') 1;
donde, por hipotesis, X   es suave y ('  ) 1 es suave debido a que '   es
suave en un entorno abierto de p y su diferencial en p es invertible (teorema
de la funcion inversa), entonces eXeV0 es suave. Claramente, X = eX  ' es
la extension buscada.
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Ejercicio 5.7.6 Demuestre los siguientes hechos:
1. Sea  : M ! R3 un embebimiento, U  M un abierto, X 2 TM (U)
y Y : (U) ! R3 una funcion tal que Y   : U ! R3 es una funcion
suave. Si p es un punto de U , q = (p) y eY :Wq ! R3; eY 0 :Wq ! R3
son funciones denidas en un entorno abierto Wq de q en R3, con
Vq = (M) \Wq  (U); las cuales coinciden con Y en Vq y tales que
las composiciones eY   :  1(Vq) ! R3 y eY 0   :  1(Vq) ! R3 son
suaves, entonces Dp(Xp)
eY = Dp(Xp) eY 0:
2. Con la misma notacion de la parte 1, si Z : (U)! R3 es otra funcion
tal que Z   : U ! R3 es una funcion suave, entonces
p(Xp) hY; Zi =


Dp(Xp)Y; Z

+


Y;Dp(Xp)Z

:
El anterior ejercicio nos dice que la siguiente denicion tiene sentido.
Denicion 5.7.7 Sea  : M ! R3 un embebimiento, U  M un abierto,
X 2 TM (U) y Y : (U)! R3 una funcion tal que Y   : U ! R3 es suave.
Entonces denimos DXY como la funcion
DXY : (U)! R3
(p) 7! D+p(Xp)Y;
donde D+p(Xp)Y = D+p(Xp)
eY , y donde eY es cualquier extension local suave
de Y a un entorno abierto en R3 de (p):
Ejercicio 5.7.8 Demuestre los siguientes hechos.
1. La funcion DXY que acabamos de denir es tal que DXY   : U ! R3
es suave.
2. Si X 2 TM (U) ; entonces el campo vectorial L(X) denido por L(X)p =
Lp(Xp) tambien pertenece a TM (U) :
La parte 2 del ejercicio 5.7.6 muestra que si Y; Z : (U) ! R3 son fun-
ciones tales que Y   y Z   son suaves y X 2 TM (U) entonces
(X) hY; Zi = hDXY; Zi+ hY;DXZi : (5.14)
Ahora, si X;Y 2 TM (U) y Z : (U) ! R3 es una funcion tal que Z   es
suave, entonces es una consecuencia inmediata de la proposicion 5.6.5 que
DXDY Z  DYDXZ  D[X;Y ]Z = 0: (5.15)
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El siguiente teorema se~nala una propiedad esencial de la aplicacion de
Weingarten.
Teorema 5.7.9 La aplicacion de Weingarten es autoadjunta con respecto
al producto interno usual de R3. Es decir, hLp (Xp) ; Ypi = hXp; Lp (Yp)i para
todo Xp; Yp 2 Tp (M).
Prueba. Sean p 2M y Xp; Yp 2 Tp(M): Escojamos dos campos vectoriales
suaves cualesquiera X;Y denidos en un entorno abierto Up M , tales que
X(p) = Xp y Y (p) = Yp: De la relacion (5.14) se sigue que
hL (X) ; Y i = hDXn; Y i = X hn; Y i   hn; DXY i =  hn; DXY i ;
ya que hn; Y i = 0. Como DXY  DYX = [X;Y ], se deduce que
hL (X) ; Y i =  hn; DXY i =  hn; [X;Y ] +DYXi =  hn; DYXi
pues hn; [X;Y ]i = 0, ya que [X;Y ] es un campo vectorial denido en Up M
y tangente aM: En forma similar se obtiene que hL (Y ) ; Xi =  hn; DXY i ;
y por tanto, hL (X) ; Y i = hL (Y ) ; Xi = hX;L(Y )i en Up, de lo cual se sigue
el resultado.
El teorema espectral (ver [12]) nos dice que existe una base ortonormal
B = fv1; v2g de Tp (M) en la que la matriz asociada a Lp es diagonal; es
decir,
[Lp]BB =

1 0
0 2

:
o en otras palabras, Lv1 = 1v1 y Lv2 = 2v2, donde, sin perdida de ge-
neralidad, podemos suponer que 1  2. Los numeros reales 1 y 2 se
denominan curvaturas principales de M en p y los vectores v1 y v2, direc-
ciones principales en p. Como 1 y 2 son los valores propios de Lp; estos
no dependen de la base B:
Denicion 5.7.10 La curvatura de Gauss de M en p, denotada por  (p),
se dene como  (p) = det[Lp]BB = 12; y la curvatura media de M en p,
denotada por h(p); se dene como h(p) = Tr[Lp]BB = 1 + 2:
Como el lector puede vericar facilmente, la curvatura de Gauss no de-
pende de la orientacion escogida para M; mientras que la curvatura media
cambia de signo.
Proposicion 5.7.11 Sean X;Y 2 TM (U) con U  M abierto. Entonces
rXY; denido como rXY = DXY+ hL (X) ; Y in pertenece a TM (U).
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Prueba. Como vimos en la prueba del teorema 5.7.9,
hDXY;ni = hDYX;ni =  hL (X) ; Y i :
Por tanto, en cada punto p 2 U , DXY se descompone en forma unica como
la suma de un vector de Tp(M) y un vector perpendicular a Tp(M), que es
precisamente hDXY;nin =  hL (X) ; Y in: Por tanto
DXY   hDXY;nin = DXY + hL (X) ; Y in
es la componente de DXY en Tp(M), lo cual muestra que rXY pertenece
a TM (U).
Denicion 5.7.12 El campo rXY se denomina la derivada covariante en
M de Y a lo largo de X:
Ejercicio 5.7.13 Demuestre los siguientes hechos:
1. rXY satisface las propiedades 1-4 del teorema 5.6.2.
2. Si X;Y; Z 2 TM (U) ; entonces
Z hX;Y i = hrZX;Y i+ hX;rZY i ; (5.16)
donde h ; i denota al producto usual de R3, restringido a M:
Sean X;Y; Z 2 TM (U) con U  M abierto. La formula (5.15) nos dice
que DXDY Z  DYDXZ  D[X;Y ]Z = 0: Examinemos la descomposicion del
termino D[X;Y ]Z en sus componentes tangente y normal. Denotemos por u
i
las coordenadas estandar de R3. Por la proposicion 5.7.11, en U se tiene que
DXDY Z = DX (rY Z   hL (Y ) ; Zin)
= DXrY Z   hL (Y ) ; ZiL (X) X hL (Y ) ; Zin
= rXrY Z   hL (X) ;rY Zin  hL (Y ) ; ZiL (X)
 X hL (Y ) ; Zin:
De manera similar
DYDXZ = rYrXZ hL (Y ) ;rXZin hL (X) ; ZiL (Y ) Y hL (X) ; Zin:
Finalmente, D[X;Y ]Z = r[X;Y ]Z + hL ([X;Y ]) ; Zin: Por tanto
0 = rXrY Z   hL (X) ;rY Zin  hL (Y ) ; ZiL (X) X hL (Y ) ; Zin
 rYrXZ + hL (Y ) ;rXZin+ hL (X) ; ZiL (Y ) + Y hL (X) ; Zin
 r[X;Y ]Z   hL ([X;Y ]) ; Zin:
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La igualdad a cero de la suma de los terminos que corresponden a vectores
tangentes nos da la llamada ecuacion de Gauss
rXrY Z  rYrXZ  r[X;Y ]Z = (5.17)
hL (Y ) ; ZiL (X)  hL (X) ; ZiL (Y ) :
Como los coecientes de n suman 0, tenemos
0 =  hL (X) ;rY Zi  X hL (Y ) ; Zi+ hL (Y ) ;rXZi
+ Y hL (X) ; Zi   hL ([X;Y ]) ; Zi :
De la ecuacion (5.16) se sigue que
0 =  hL (X) ;rY Zi   hrXL (Y ) ; Zi   hL (Y ) ;rXZi+ hL (Y ) ;rXZi
+ hrY L (X) ; Zi+ hL (X) ;rY Zi   hL ([X;Y ]) ; Zi
= h rXL (Y ) +rY L (X)  L ([X;Y ]) ; Zi :
Dado que esta relacion tiene que cumplirse para todo Z 2 TM (U) ; se obtiene
L ([X;Y ]) = rY L (X) rXL (Y ) ; llamada la ecuacion de Codazzi :
Para entender el signicado de estas ecuaciones, denamos un nuevo
campo en TM (M) asociado a los campos X;Y; Z en TM (M) de la siguiente
manera:
Denicion 5.7.14 Para X;Y 2 TM (M), el operador de curvatura
R (X;Y ) : TM (M)! TM (M)
se dene como R (X;Y )Z = rXrY Z  rYrXZ  r[X;Y ]Z:
La ecuacion de Gauss muestra que R es lineal en X, Y y Z. Ademas, el
campo R (X;Y )Z en un punto p 2 M depende unicamente de los vectores
Xp, Yp y Zp; ya que el termino de la derecha de (5.17) esta completamente
determinado por Xp; Yp y Zp.
El siguiente teorema, conocido como teorema Egregium de Gauss, nos
dice que la curvatura de M esta determinada por la derivada covariante r.
Como veremos mas adelante, esta derivada covariante esta a su vez deter-
minada por la metrica en M (que en este caso es la metrica inducida en M
por la metrica usual de R3).
Teorema 5.7.15 Sea p 2 U y B = fv1; v2g una base ortonormal de Tp (M).
Entonces hR (v1; v2) v2; v1i =  (p) :
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Prueba. Por la ecuacion de Gauss
hR (v1; v2) v2; v1i = hLp (v2) ; v2i hLp (v1) ; v1i   hLp (v1) ; v2i hLp (v2) ; v1i :
Como B = fv1; v2g es una base ortonormal, la matriz que representa a Lp
en esta base es la matriz 2 2; cuya entrada (i; j) es hLp (vj) ; vii. Por tanto
hR (v1; v2) v2; v1i = det[Lp]BB =  (p) :
Ejemplo 5.7.16 Sea S2r = f(x; y; z) 2 R3 : x2 + y2 + z2 = r2g la esfera
de radio r > 0 en R3 y sea p = (r; 0; 0) 2 S2r . Denotemos por Xp al vector
tangente unitario (0; 1; 0) y por Yp al vector tangente unitario (0; 0; 1):
Curvatura de la esfera
Entonces np(Xp) = 1=rXp. En efecto, la curva (t) = (r cos
t
r
; r sen
t
r
; 0)
tiene derivada en cero igual a d=dt(0) = (0; 1; 0) = Xp. Ademas, n((t)) =
(1=r)(t) y por tanto,
np(Xp) =
d(n((t))
dt

t=0
=
1
r
d
dt

t=0
=
1
r
Xp:
En forma similar, np(Yp) = 1=rYp: En la base Bp = fXp; Ypg para Tp(S2r );
la transformacion np tiene como matriz
[np]BpBp =

1=r 0
0 1=r

y su determinante es 1=r2 que es la curvatura de Gauss de la esfera S2r en
el punto p:
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Ejemplo 5.7.17 Calculemos ahora la curvatura de Gauss en algunos pun-
tos del toro embebido en R3; de radio interno r y radio externo R: Denamos
 = (R   r)=2. Sea  : T 2 = S1  S1 ! R3 el embebimiento estandar del
toro en R3 denido por
(ei; ei') = ((r + +  cos') cos ; (r + +  cos') sen ;  sen') ;
con 0  ; ' < 2, y denotemos por p al punto (R; 0; 0) 2 (T 2). Entonces
Xp = (0; 1; 0) es un vector tangente en p. Como Xp = dR=dt(0) donde
R(t) =
 
R cos tR ; R sen
t
R ; 0

; entonces
n(R(t)) =
R(t)
jR(t)j =
1
R
R(t)
y
np(Xp) =
d(n(R(t))
dt

t=0
=
1
R
Xp:
Curvatura del toro
De manera analoga, el vector Yp = (0; 0; 1) es tambien tangente en p: Como
Yp = d=dt(0), donde
(t) =

r + +  cos
t

; 0;  sen
t


(5.18)
tenemos que
n((t)) =
(t)  (r + ; 0; 0)
j(t)  (r + ; 0; 0)j =
1


 cos
t

; 0;  sen
t


y entonces
np(Yp) =
d(n((t))
dt

t=0
=
1

Yp:
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En la base Bp = fXp; Ypg de Tp(T 2),
[np]BpBp =

1=R 0
0 1=

lo cual implica que (p) = det[np]BpBp = 1=R. Observemos que este es un
numero positivo.
Calculemos ahora la curvatura de Gauss en el punto q = (r; 0; 0): El
vector Xq = (0; 1; 0) es tangente en q. Ahora, como Xq es igual al vector
dr=dt(0), donde r(t) =
 
r cos tr ; r sen
t
r ; 0

; entonces
n(r(t)) =   r(t)jr(t)j =  
1
r
r(t)
y
nq(Xq) =
d(n(r(t))
dt

t=0
=  1
r
Xq:
Ahora, Yq = (0; 0; 1) es tangente en q; y es igual a d=dt(), donde 
es nuevamente la curva denida en (5.18). Entonces
nq(Yq) =
d(n((t))
dt

t=
=
1

Yq:
Se sigue que en la base Bq = fXq ; Yqg;
[nq]BqBq =
  1=r 0
0 1=

;
y por tanto, que (q) = det[nq]BqBq =  1=r; es un numero negativo.
Ejemplo 5.7.18 La curvatura de Gauss del cilindro de radio R
CR = f(x; y; z) 2 R3 : x2 + y2 = R2g
en el punto p = (R; 0; 0) es cero. En efecto, es facil vericar que np(Xp) =
1=RXp y np(Yp) = 0; donde Xp = (0; 1; 0) y Yp = (0; 0; 1): Por simetra,
la curvatura de Gauss en cualquier otro punto del cilindro CR tambien es
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cero.
Curvatura de la hoja plana y el cilindro
Ejemplo 5.7.19 Sea U  R2 un abierto que contiene al origen y f : U ! R
una funcion suave tal que
f(0; 0) = 1; @f=@x(0; 0) = 0 y @f=@y(0; 0) = 0:
Denamos M = f(x; y; z) 2 R3 : (x; y) 2 U; z = f(x; y) g: Las condiciones
que le impusimos a f signican que p = (0; 0; 1) 2 M y que Tp(M) es
generado por los vectores Xp = (1; 0; 0) y Yp = (0; 1; 0): La supercie M
puede verse como (U); donde  : U ! R3 es el embebimiento, denido por
(x; y) = (x; y; f(x; y) ). Denotemos por q a un punto arbitrario en M y por
q0 a  1(q). Los vectores q0(@=@xjq0) y q0(@=@yjq0) son, respectivamente,
1
@
@x

q
+ 0
@
@y

q
+
@f
@x
(q0)
@
@z

q
y
0
@
@x

q
+ 1
@
@y

q
+
@f
@y
(q0)
@
@z

q
;
y por consiguiente el normal puede calcularse como
n(q) =
  0 @f=@x(q0)1 @f=@y(q0)
 ;   1 @f=@x(q0)0 @f=@y(q0)
 ;  1 00 1
   0 @f=@x(q0)1 @f=@y(q0)
2 +  1 @f=@x(q0)0 @f=@y(q0)
2 +  1 00 1
2
!1=2
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que es igual a
n(q) =
( @f=@x; @f=@y ; 1)q
(@f=@x)2 + (@f=@y)2 + 1
;
donde las derivadas estan evaluadas en q0: Denamos las curvas
c1(t) = (t; 0); 1(t) = (t; 0; f(c1(t)));
c2(t) = (0; t); 2(t) = (0; t; f(c2(t))):
Entonces Xp = d1=dtjt=0 y Yp = d2=dtjt=0. Calculemos ahora la matriz
[np]B0B; donde B = fXp; Ypg; y B0 = f@=@xjp ; @=@yjpg; ((x; y) son coorde-
nadas locales para el hemisferio superior de la esfera unitaria S2). En estas
coordenadas el vector normal n(q) se expresa como
n(q) =
( @f=@x; @f=@y )q
(@f=@x)2 + (@f=@y)2 + 1
= (h1; h2);
y en consecuencia
det[np]B0B = det

@h1=@x @h1=@y
@h2=@x @h2=@y

=
1q
(@f=@x)2 + (@f=@y)2 + 1
det

fxx fyx
fxy fyy

;
donde cada entrada es evaluada en (0; 0). Por tanto
(p) = det[np]B0B = fxx (0; 0) fyy (0; 0)  fyx (0; 0) fxy (0; 0) ;
que es precisamente el hessiano de f en (0; 0).
5.8. Conexiones anes
Denicion 5.8.1 Sea M un manifold. Una conexion afn r es una funcion
r : TM (M) TM (M)! TM (M)
tal que si f 2 OM (M) y X;Y; Z 2 TM (M) entonces
1. rX (Y + Z) = rXY +rXZ:
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2. r(X+Y )Z = rXZ +rY Z:
3. rfXY = frXY:
4. rX (fY ) = (Xf)Y + f rXY:
Veamos ahora como expresar la conexion en coordenadas locales (U;' =
(x1; : : : ; xn)) deM . Denotaremos por f@1; : : : ; @ng al marco asociado a estas
coordenadas, es decir, @ijp = @=@xi

p
, para cada p 2 U . De las propiedades
1-4 se ve que la conexion r queda completamente determinada en U por
los valores r@i@j y, por consiguiente, por las funciones suaves  kij : U ! R
determinadas por la relacion r@i@j =
Pn
k=1  
k
ij@k: Las funciones  
k
ij se de-
nominan smbolos de Christoel de la conexion respecto a las coordenadas
(U;'). Sean X =
Pn
i=1 a
i@i y Y =
Pn
j=1 b
j@j elementos de TM (M). En-
tonces
rXY =
nX
i=1
air@i
0@ nX
j=1
bj@j
1A = nX
i;j=1
air@i
 
bj@j

=
nX
i;j=1
ai

@bj
@xi
@j + b
jr@i@j

=
nX
i;j=1
ai
 
@bj
@xi
@j + b
j
nX
k=1
 kij@k
!
=
nX
i;k=1
ai
@bk
@xi
@k +
nX
i;j=1
aibj
nX
k=1
 kij@k
=
nX
i;k=1
@bk
@xi
ai@k +
nX
i;k=1
0@ nX
j=1
 kijb
j
1A ai@k (5.19)
=
nX
k;i=1
0@@bk
@xi
+
nX
j=1
 kijb
j
1A ai@k; (5.20)
es decir, la k-esima componente del campo rXY esta dada por
(rXY )k =
nX
i=1
0@@bk
@xi
+
nX
j=1
 kijb
j
1A ai:
En los textos de fsica se acostumbra denotar a las componentes del campo
vectorial r@iY por (rib)k: Es claro que
(rib)k = @b
k
@xi
+
nX
j=1
 kijb
j :
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Sea p 2 U y sea  : (a; b)! U una curva suave con  (0) = p y
d=dtjt=0 = Xp =
nX
i=1
ai (p) @ijp :
Sea '   (t) =  x1 (t) ; : : : ; xn (t) la representacion en coordenadas de la
curva : Notemos que
d(bk  )=dt

t=0
=
nX
i=1
@bk
@xi
(p)
dxi
dt

t=0
=
nX
i=1
@bk
@xi
(p) ai (p) :
Entonces la ecuacion (5.20) se puede escribir como
(rXY )p =
nX
k;i=1
0@d(bk  )=dt
t=0
+
nX
j=1
 kij (p) b
j (p) ai (p)
1A @kjp
Nota 5.8.2 De la ecuacion anterior se deduce que el valor de rXY en p
queda determinado por Xp, y por los valores de Y a lo largo de una curva
; con (0) = p y d=dtjt=0 = Xp.
Sea
 
U 0; x01; : : : ; x0n

otra carta de M tal que U \ U 0 6= ?. Denotemos
los smbolos de Christoel respecto a las coordenadas x0i por  0kij y al marco
asociado a estas coordenadas por @0i. Entonces
r@0i@
0
j =
nX
k=1
 0kij@
0
k: (5.21)
Cada campo @0a se escribe como @0a =
Pn
l=1 @x
l=@x0a @l; en el marco f@1; : : : ; @ng:
Sustituyendo en la ecuacion anterior, se obtiene
r@0i@
0
j = r@0i
 
nX
l=1
@xl
@x0j
@l
!
=
nX
k=1
@xk
@x0i
 
nX
l=1
r@k

@xl
@x0j
@l
!
=
nX
k=1
@xk
@x0i
 
nX
l=1

@
@xk

@xl
@x0j

@l +
@xl
@x0j
r@k@l
!
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=
nX
k;l=1
@
@xk

@xl
@x0j

@xk
@x0i
@l +
nX
k;l=1
@xk
@x0i
@xl
@x0j
r@k@l
=
nX
l=1
 
nX
k=1
@
@xk

@xl
@x0j

@xk
@x0i
!
@l +
nX
k;l=1
@xk
@x0i
@xl
@x0j
r@k@l
=
nX
l=1
 
@2xl
@x0i@x0j
@l +
nX
k=1
@xk
@x0i
@xl
@x0j
r@k@l
!
=
nX
r=1
@2xr
@x0i@x0j
@r +
nX
l;k=1
@xk
@x0i
@xl
@x0j
nX
r=1
 rkl@r
=
nX
r=1
0@ @2xr
@x0i@x0j
+
nX
l;k=1
@xk
@x0i
@xl
@x0j
 rkl
1A @r:
Por otro lado, el lado derecho de la expresion (5.21) es igual a
nX
k=1
 
 0kij
nX
r=1
@xr
@x0k
@r
!
=
nX
r=1
 
nX
k=1
 0kij
@xr
@x0k
!
@r:
Entonces, si multiplicamos por @x0a=@xr ambos lados de la ecuacion
@2xr
@x0i@x0j
+
nX
l;k=1
@xk
@x0i
@xl
@x0j
 rkl =
nX
k=1
 0kij
@xr
@x0k
;
y sumamos respecto al ndice r, obtenemos
nX
r=1
@x0a
@xr
@2xr
@x0i@x0j
+
nX
r=1
nX
l;k=1
@x0a
@xr
@xk
@x0i
@xl
@x0j
 rkl =
nX
r=1
nX
k=1
 0kij
@x0a
@xr
@xr
@x0k
nX
r=1
@x0a
@xr
@2xr
@x0i@x0j
+
nX
r=1
nX
l;k=1
@x0a
@xr
@xk
@x0i
@xl
@x0j
 rkl =
nX
k=1
 0kij
 
nX
r=1
@x0a
@xr
@xr
@x0k
!
nX
r=1
@2xr
@x0i@x0j
@x0a
@xr
+
nX
l;k;r=1
@xk
@x0i
@xl
@x0j
@x0a
@xr
 rkl =
nX
k=1
 0kij
@x0a
@x0k
nX
r=1
@2xr
@x0i@x0j
@x0a
@xr
+
nX
l;k;r=1
@xk
@x0i
@xl
@x0j
@x0a
@xr
 rkl =  
0a
ij :
Esta ultima es la relacion que existe entre los smbolos de Christoel en los
sistemas coordenados (U; (x1; : : : ; xn)) y (U 0; (x01; : : : ; x0n)) en U \ U 0:
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5.9. Transporte paralelo y geodesicas
La nota 5.8.2 motiva la siguiente denicion: sea  : (a; b) ! M una
curva suave. Un campo tangente a M a lo largo de  es una funcion suave
X : (a; b)! TM tal que  X = , donde  denota la proyeccion del brado
tangente a M . Uno de estos campos es precisamente el campo velocidad de
la curva X (t) = d=dt 2 T(t)(M): Notemos que el conjunto de los campos
tangentes a M a lo largo de  tiene estructura natural de espacio vectorial
real.
Veamos como una conexion r enM , dene un operador lineal r=dt, que
actua sobre campos tangentes a lo largo de : Escojamos fe1; : : : ; eng un
marco local para TM en un entorno abierto de p =  (t0). En este entorno X
se puede expresar en forma unica como X (t) =
nP
i=1
ai (t) ei((t)): Denimos
rX=dt : (a; b)! TM como
rX
dt
(t) =
nX
i=1
(dai=dt ei((t)) + a
i(t)(rd=dtei)(t)): (5.22)
De la nota 5.8.2 se sigue que el termino rd=dt ei en la sumatoria tiene
sentido, a pesar de que d=dt solo este denido en , y no es en sentido
estricto un campo vectorial en un abierto de M .
Lema 5.9.1 El operador r=dt es independiente del marco local elegido.
Prueba. Sean fe1; : : : ; eng y fe01; : : : ; e0ng dos marcos denidos en un entorno
abierto de  (t0). El campo X de M a lo largo de  en este entorno se
puede expresar como X (t) =
Pn
i=1 a
i(t)ei((t)) y tambien como X (t) =Pn
i=1 a
i(t)e0i((t)): Supongamos que ej =
Pn
i=1 aije
0
i. Entonces
X =
nX
j=1
aj ej j =
nX
j=1
 
aj
nX
i=1
(aij  ) e0i


!
=
nX
j;i=1
aj(aij  ) e0i


:
De aqu se deduce que ai =
Pn
j=1 a
j(aij  ). Por consiguiente, rX=dt(t)
respecto al marco fe01; : : : ; e0ng es igual a
nX
i=1

dai
dt
e0i

(t)
+ ai(t)(rd=dt e0i)

(t)

=
nX
i=1
0@d
Pn
j=1 a
j(aij  )

dt
e0i

(t)
+
nX
j=1
aj(aij  )(rd=dt e0i)

(t)
1A
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=
nX
j;i=1

daj
dt
aij ( (t)) e
0
i

(t)
+ aj
d(aij  )
dt
e0i

(t)
+
+ajaij ( (t)) (rd=dt e0i)

(t)

=
nX
j=1
"
daj
dt
 
nX
i=1
aij ( (t)) e
0
i

(t)
!
+
+ aj
 
nX
i=1
d(aij  )
dt
e0i

(t)
!
+aj
 
nX
i=1
aij ( (t)) (rd=dt e0i)

(t)
!#
=
nX
j=1
"
daj
dt
ej j(t) + ajrd=dt
 
nX
i=1
aije
0
i
!#
=
nX
j=1

daj
dt
ej j(t) + ajrd=dtej

;
que es precisamente la formula que dene arX=dt(t) en el marco fe1; : : : ; eng:
De la proposicion anterior se sigue que rX=dt es un campo tangente
a M a lo largo de  bien denido. Este campo es llamado la derivada
covariante de X a lo largo de . Ahora, si existe un entorno abierto de
p = (t0) y un campo eX denido en dicho entorno tal que para todo t
sucientemente cerca a t0, X(t) = eX(t) (como ocurre por ejemplo si  es
un inmersion en t0) entonces la formula (5.22) coincide con r
d=dtjt=t0X.
En efecto, sea
 
U;' = (x1; : : : ; xn)

una carta de M alrededor de  (t0),
'   (t) =  x1 (t) ; : : : ; xn (t) la curva  escrita en estas coordenadas, y X
un campo denido en U: En coordenadas locales X =
Pn
j=1 a
j @j j : Por la
regla de la cadena d=dt =
Pn
i=1
dxi
dt @ij : Substituyendo esta expresion por
d=dt en la ecuacion (5.22) se obtiene
rX
dt
=
nX
j=1

daj
dt
@j j + ajrPni=1 dxi=dt@ij@j

=
nX
j=1
 
daj
dt
@j j + aj
nX
i=1
dxi
dt
(r@i@j)
!
(5.23)
=
nX
j=1
daj
dt
@j j +
nX
i;j=1
aj
dxi
dt
 
nX
k=1
 kij@k
!

(5.24)
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=
nX
k=1
dak
dt
@kj +
nX
k;i;j=1
aj
dxi
dt

 kij  

@kj (5.25)
=
nX
k=1
0@dak
dt
+
nX
i;j=1

 kij  
 dxi
dt
aj
1A @kj : (5.26)
Denicion 5.9.2 Un campo X tangente a M sobre la curva  se denomina
paralelo si rX=dt = 0.
Teorema 5.9.3 Sea r una conexion afn en un manifold M y sea  una
curva suave en M ,  : [a; b]! M . Para todo v 2 T(a) (M) existe un unico
campo X tangente a M a lo largo de  y paralelo tal que X (a) = v. Si
denotamos por P(t) (v) a X(t) 2 T(t)(M); entonces la transformacion
P(t) : T(a) (M)! T(t) (M)
es lineal.
Prueba. Sin perdida de generalidad podemos suponer que la imagen de 
esta contenida en el dominio de una carta
 
U;' = (x1; : : : ; xn)

. En virtud
de la ecuacion (5.26), si X (t) =
Pn
j=1 a
j (t) @j j(t) es un campo vectorial
tangente a M a lo largo de  que es paralelo, entonces
dak
dt
(t) +
nX
i;j=1
 kij ( (t))
dxi
dt
(t) aj (t) = 0 (5.27)
para cada k = 1; : : : ; n. Como [a; b] es compacto, un resultado bien conocido
de la teora de ecuaciones diferenciales ordinarias (ver [13]), nos dice que
este sistema tiene una solucion unica (a1 (t) ; : : : ; an (t)) en el intervalo [a; b],
con valores iniciales ai (a) = vi, donde v =
Pn
i=1 v
i @ij(a).
Que cada P(t) sea una transformacion lineal se sigue del hecho de que
el conjunto de soluciones de un sistema lineal tiene estructura de espacio
vectorial real.
Denicion 5.9.4 La transformacion lineal
P(t) : T(a) (M)! T(t) (M)
recibe el nombre de transporte paralelo a lo largo de . Se dice de una curva
suave  : (a; b)! M de un manifold M que es una geodesica respecto a r
si d=dt es un campo tangente a M a lo largo de  que es paralelo, es decir,
si r(d=dt)=dt = 0.
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Sabemos que el campo d=dt esta dado en coordenadas locales por
d=dt =
nX
i=1
dxi
dt
@i:
Se sigue de la ecuacion (5.27) que  es una geodesica si y solo si
d2xk
dt2
(t) +
nX
i;j=1
 kij ( (t))
dxi
dt
(t)
dxj
dt
(t) = 0 (5.28)
para cada k = 1; : : : ; n.
Ejemplo 5.9.5 Si M es una supercie embebida en R3, el transporte para-
lelo corresponde a un desplazamiento del vector X(a) a lo largo de  de tal
forma que rd=dtX = 0. Recordemos que la conexion en M esta dada por
rZX = DZX+ hL (Z) ; Xin;
donde D denota la conexion estandar en R3, y que corresponde en cada
punto p 2 M a la proyeccion ortogonal de DZX en Tp(M). Si Z = d=dt,
transportar a X en forma paralela corresponde a extender a X a lo largo
de ; de tal forma que Dd=dtX sea en cada punto de  un vector en la
direccion del normal n:
Transporte paralelo
Teorema 5.9.6 Sea M un manifold con una conexion afn r. Dado un v 2
Tp (M), existe un intervalo ( ; ) para el que existe una unica curva suave
 : ( ; )!M que es geodesica y satisface que  (0) = p y d=dtjt=0 = v.
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Prueba. Sea
 
U;' = (x1; : : : ; xn)

una carta en M con p 2 U y '(p) = 0.
Sabemos que existe un intervalo ( ; ) para el que existe una unica n-tupla
de funciones
 
x1 (t) ; : : : ; xn (t)

denidas en dicho intervalo y que satisfacen
el sistema de ecuaciones de segundo orden (5.28) y las condiciones iniciales
xi(0) = 0 y x
0
i(0) = v
i; para cada i = 1; : : : ; n (ver [13]). Esto equivale a
que en el intervalo ( ; ) existe una unica curva suave  : ( ; )! U con
 (0) = p y d=dtjt=0 = v, y que sea una geodesica.
5.10. Derivada covariante de campos tensoriales
En esta seccion veremos que una vez hayamos escogido un procedimiento
de derivacion covariante de funciones suaves y campos vectoriales en un ma-
nifold, queda determinado, de forma natural, un procedimiento de derivacion
covariante de todo tipo de campos tensoriales.
En lo que resta del captulo haremos uso de los siguientes dos hechos.
En primer lugar, recordemos que si E y F son brados vectoriales sobre
un manifold M; entonces existe un isomorsmo natural entre los brados
vectoriales Hom(E;F ) y E
F . Este isomorsmo hace corresponder biyec-
tivamente las secciones suaves en un abierto U  M de Hom(E;F ) con las
secciones suaves denidas en U de E 
 F . En particular, se establece una
correspondencia biyectiva entre las secciones suaves globales de Hom(E;F )
y las secciones suaves globales de E 
 F:
El segundo hecho es el contenido de los siguientes lemas y teorema.
Lema 5.10.1 Sea M un manifold y sean E1; : : : ; Ek; F brados vectoria-
les sobre M: Denotemos por E1; : : : ; Ek;F a las correspondientes sheaves de
secciones. Supongamos que S es una funcion
S : E1(M)     Ek(M)! F(M)
que satisface las siguientes condiciones:
1. S(s1 + s
0
1; : : : ; sk) = S(s1; : : : ; sk) + S(s
0
1; : : : ; sk), para todo
s1; s
0
1 2 E1(M); s2 2 E2(M); : : : ; sk 2 Ek(M):
2. S(fs1; : : : ; sk) = fS(s1; : : : ; sk), para toda f 2 OM (M) y
s1 2 E1(M); : : : ; sk 2 Ek(M):
Entonces, para cada coleccion ja de secciones globales s2; : : : ; sk, el valor
en cada p 2M de S(s1; : : : ; sk) solo depende de s1(p):
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Prueba. Sean s2; : : : ; sk secciones de los brados vectoriales E2; : : : ; Ek, p
un punto de M; y s1; s
0
1 secciones de E1 tales que s1(p) = s
0
1(p): Veamos
entonces que
S(s1; s2; : : : ; sk)(p) = S(s
0
1; s2; : : : ; sk)(p):
Sea
 
U;' = (x1; : : : ; xn)

una carta deM alrededor de p; donde U es triviali-
zante para el brado E1: Denotemos por r al rango de E1; y sea fe1; : : : ; erg
un marco para E1 en U: Por el corolario D.0.9 existe una funcion suave
 : M ! R la cual toma valores en el intervalo [0; 1], tiene soporte con-
tenido en U y vale 1 en un entorno abierto Vp  U: Denotemos por es1; es01 a
las secciones s1 y s
0
1; y por ei a la seccion global ei; para i = 1; : : : ; r:
En primer lugar,
S(es1; s2; : : : ; sk) = S(s1; s2; : : : ; sk) = S(s1; s2; : : : ; sk);
y entonces
S(es1; s2; : : : ; sk)(p) = (p)S(s1; s2; : : : ; sk)(p) = S(s1; s2; : : : ; sk)(p):
Por otro lado, existen funciones suaves globales a1; : : : ; ar, tales que es1 =Pr
i=1 aiei: Entonces, por las propiedades 1 y 2,
S(es1; s2; : : : ; sk)(p) = S( rP
i=1
aiei; s2; : : : ; sk)(p)
=
rX
i=1
ai(p)S(ei; s2; : : : ; sk)(p);
y concluimos que
S(s1; s2; : : : ; sk)(p) =
rX
i=1
ai(p)S(ei; s2; : : : ; sk)(p): (5.29)
Razonando de la misma manera con s01 en vez de s1, obtenemos
S(s01; s2; : : : ; sk)(p) =
rX
i=1
a0i(p)S(ei; s2; : : : ; sk)(p); (5.30)
donde es01 =Pri=1 a0iei. Ahora, que s1(p) = s01(p) signica que ai(p) = a0i(p);
para cada i = 1; : : : ; r: Pero esto nos dice que el lado derecho de (5.29) es
igual al lado derecho de (5.30), y que por tanto,
S(s1; s2; : : : ; sk)(p) = S(s
0
1; s2; : : : ; sk)(p);
como queramos demostrar.
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Teorema 5.10.2 Si una funcion S : E1(M)     Ek(M)! F(M); como
en el lema anterior, satisface las condiciones 1 y 2 pero en cada uno de sus
argumentos, es decir, para cada 1  i  k se tiene que
1. S(s1; : : : ; si + s
0
i; : : : ; sk) = S(s1; : : : ; si; : : : ; sk) + S(s1; : : : ; s
0
i; : : : ; sk),
para toda s1 2 E1(M); : : : ; si; s0i 2 Ei(M); : : : ; sk 2 Ek(M):
2. S(s1; : : : ; fsi; : : : ; sk) = fS(s1; : : : ; si; : : : ; sk); para toda f 2 OM (M)
y s1 2 E1(M); : : : ; sk 2 Ek(M):
Entonces, S determina una seccion suave de Hom(E1 
    
 Ek; F ):
Prueba. Se sigue del lema anterior que S(s1; : : : ; sk)(p) solo depende de
s1(p); : : : ; sk(p): Ahora, como para cada elemento v que se escoja en Ei;p
existe una seccion suave global cuyo valor en p es precisamente v; en-
tonces se puede denir Sp(v1; : : : ; vk) 2 Fp donde cada vi 2 Ei;p; como
S(s1; : : : ; sk)(p); donde s1; : : : ; sk son secciones suaves globales de E1; : : : ; Ek
tales que si(p) = vi; para i = 1; : : : ; k: Ahora, cada Sp es k-lineal, es decir, es
un elemento de Hom(E1;p 
    
Ek;p; Fp): As, S dene una seccion global
del brado vectorial Hom(E1
    
Ek; F ) la cual, como veremos a contin-
uacion, es suave. Para ello, basta vericar la suavidad de la seccion S0 del
brado naturalmente isomorfo
E1 
    
 Ek 
 F
que corresponde a S: Sea p 2M y  U;' = (x1; : : : ; xn) una carta alrededor
de p tal que U es trivializante para todos los brados E1; : : : ; Ek: Sean
fe1;1; : : : ; e1;r1g; : : : ; fek;1; : : : ; ek;rkg;
marcos para E1; : : : ; Ek en U: Sea  : M ! R una funcion como la de la
demostracion del lema anterior. Es facil ver que entonces
S0(q) =
r1X
i1=1
  
rkX
ik=1
ei11 (q)
    
 eikk (q)
 Sq(e1;i1(q); : : : ; ek;ik(q))
para todo q 2 Vp: Pero esto signica que
S0

Vp
=
r1X
i1=1
  
rkX
ik=1
ei11 
    
 eikk 


S(e1;i1 ; : : : ; ek;ik)jVp :
Como cada e
ij
j es una seccion suave de Ej en Vp; y cada S(e1;i1 ; : : : ; ek;ik)
es una seccion suave global de F; tenemos que S0jVp es suave. Finalmente,
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como los Vp con p variando enM cubren aM , tenemos que S
0 es una seccion
global suave de E1 
    
 Ek 
 F: Entonces S es una seccion global suave
de Hom(E1 
    
 Ek; F ):
Teorema 5.10.3 Sea M un manifold y r una conexion afn: Existe una
unica coleccion de funciones
r(r;s) : TM (M) T (r;s)M (M)! T (r;s)M (M)
(X;T ) 7! r(r;s)X T
para r; s  0 con las siguientes propiedades:
1. r(0;0)X f = X(f) para todo X 2 TM (M) ; y f 2 OM (M) :
2. r(1;0)X Y = rXY para todo par X;Y 2 TM (M) :
3. (r(0;1)X !)(Y ) = X(!(Y ))   !(rXY ); para toda ! 2 T (0;1)M (M) y
X;Y 2 TM (M) :
4. r(r;s)X (T + S) =  r(r;s)X T +r(r;s)X S; para todo  2 R; X 2 TM (M) y
T; S 2 T (r;s)M (M) :
5. r(r+t;s+u)X (T 
S) = r(r;s)X T 
S+T 
r(t;u)X S; para todo X 2 TM (M) ;
T 2 T (r;s)M (M) y S 2 T (t;u)M (M) :
6. r(r;s)fX+Y T = f r(r;s)X T+r(r;s)Y T; para toda f 2 OM (M) ; T 2 T (r;s)M (M)
y X;Y 2 TM (M) :
Prueba. Los primeros dos axiomas denen las funciones r(0;0) y r(1;0); las
cuales sabemos que cumplen los axiomas 4, 5 (en los casos (r; s) = (0; 0)
y (t; u) = (0; 0), (r; s) = (0; 0) y (t; u) = (1; 0), (r; s) = (1; 0) y (t; u) =
(0; 0)) y 6. El tercer axioma dene a r(0;1): Debemos ver que, efectivamente,
r(0;1) toma valores en T (0;1)M (M) ; es decir, que para X 2 TM (M) y ! 2
T (0;1)M (M) ; r(0;1)X ! corresponde a una 1-forma global suave. Para ello basta
vericar que se satisfacen las hipotesis del corolario anterior, donde E1 = TM ,
E2 = T

M y F =M  R: Un calculo directo muestra que
r(0;1)X !

(Y + Z) = r(0;1)X !(Y ) +r(0;1)X !(Z)
y 
r(0;1)X !

(fY ) = f

r(0;1)X !(Y )

:
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Tambien se ve facilmente que r(0;1) satisface los axiomas 4 y 6, y que los
casos que en este punto tienen sentido del axioma 5 son ciertos. Ahora, el
hecho de que la coleccion cuya existencia queremos mostrar debe satisfacer
el axioma 5 dicta inductivamente como se deben denir los r(r;s) para los
pares (r; s) tales que r + s  2 (para ver los detalles de esta construccion
el lector puede consultar los primeros dos captulos de [19]). Se verica que
la coleccion fr(r;s)gr;s0 denida satisface los seis axiomas. Esto muestra la
existencia y unicidad de la coleccion fr(r;s)gr;s0.
En la seccion 5.12 haremos uso de formulas para la derivada covariante
de ciertos campos tensoriales, en las que estos son considerados como sec-
ciones del brado vectorial Hom(T
sM ; T

r
M ) correspondiente: En el siguiente
ejercicio se le pide al lector que conrme las dos formulas de este tipo que
se usaran en la seccion mencionada.
Ejercicio 5.10.4 Sea M un manifold y denotemos por r(r;s)0 al operador
que corresponde a r(r;s) cuando se identican las secciones suaves globales
de T
(r;s)
M con las secciones suaves globales de Hom(T

s
M ; T

r
M ): Ademas, con-
vengamos que si S denota a una seccion suave global de T
(r;s)
M ; entonces S
0
denota la seccion suave global correspondiente del brado Hom(T
sM ; T

r
M ):
Demuestre que si S es una seccion global del brado
T
(1;2)
M = T

M 
 T M 
 TM ;
entonces
r(1;2)0X S0

(Y; Z) = r(1;0)0X
 
S0 (Y; Z)
  S0 r(1;0)0X Y; Z  S0 Y;r(1;0)0X Z
(5.31)
para todo X;Y; Z 2 TM (M):
Demuestre que si S es una seccion global del brado
T
(1;3)
M = T

M 
 T M 
 T M 
 TM ;
entonces
r(1;3)0X S0

(Y; Z; V ) = r(1;0)0X
 
S0 (Y; Z; V )
  S0 r(1;0)0X Y; Z; V 
  S0

Y;r(1;0)0X Z; V

  S0

Y; Z;r(1;0)0X V

(5.32)
para todo X;Y; Z; V 2 TM (M):
Nota 5.10.5 En lo que sigue, a cada operador de la coleccion fr(r;s)gr;s0;
o de la coleccion fr(r;s)0gr;s0; lo denotaremos simplemente por r:
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5.11. Conexion de Levi-Civita
Denicion 5.11.1 Sea M un manifold y r una conexion afn en M . De-
nimos la torsion de la conexion r como la funcion
T : TM (M) TM (M)! TM (M)
(X;Y ) 7! rXY  rYX   [X;Y ] :
Es facil vericar que para toda f 2 OM (M) y X;Y; Z 2 TM (M), tene-
mos que
1. T (fX; Y ) = fT (X;Y ) y T (X; fY ) = fT (X;Y )
2. T (X + Y; Z) = T (X;Z) + T (Y; Z);
3. T (X;Y ) =  T (Y;X)
Las propiedades 1 y 2 nos dicen que
T : TM (M) TM (M)! TM (M)
satisface las hipotesis del corolario 5.10.2, donde E1 = E2 = F = TM : En
consecuencia T determina una seccion suave del brado Hom(TM
TM ; TM )
y por tanto, se corresponde con una seccion suave global del brado vecto-
rial (TM 
 TM ) 
 TM . Como este ultimo brado es naturalmente isomorfo
al brado T M 
 T M 
 TM ; esta seccion se corresponde con una seccion, que
denotaremos por T 0, del brado T M
T M
TM . Por denicion, T 0 es un cam-
po tensorial global de tipo (1; 2): En conclusion, la torsion de una conexion
puede verse como un campo tensorial de tipo (1; 2):
Consideremos ahora la expresion local de T 0. Sea p un punto y 
U;' = (x1; : : : ; xn)

una carta de M alrededor de p. como ha sido costumbre Es facil deducir
entonces que
T 0

U
=
nX
i;j=1
dxi 
 dxj 
 T (@i; @j):
Ahora, cada campo vectorial T (@i; @j) en U puede escribirse de la forma
T (@i; @j) =
Pn
k=1 T
k
ij@k; para ciertas funciones T
k
ij suaves en U: Obtenemos
as la expresion local
T 0

U
=
nX
i;j;k=1
T kij dx
i 
 dxj 
 @k:
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Las funciones coecientes T kij pueden computarse en terminos de los smbolos
de Christoel de la siguiente manera:
T kij = dx
k
 
nX
l=1
T lij@l
!
= dxk (T (@i; @j))
= dxk
 r@i@j  r@j@i   [@i; @j ]
=
nX
r=1
dxk
 
 rij@r    rji@r

=  kij    kji: (5.33)
En esta deduccion usamos el hecho de que [@i; @j ] = 0 para todo par i; j:
Denicion 5.11.2 Una conexion afn r en un manifold M se denomina
simetrica si T (X;Y ) = 0; para todo X;Y 2 TM (M) :
Proposicion 5.11.3 Una conexion r es simetrica si y solo si en cada carta
los smbolos de Christoel satisfacen  kij =  
k
ji.
Prueba. Escribamos r@i@j =
Pn
k=1  
k
ij@k y r@j@i =
Pn
k=1  
k
ij@k. Entonces
por ser la conexion simetrica se tiene que
r@i@j  r@j@i = [@i; @j ] = 0;
de donde se concluye que  kij =  
k
ji. El recproco se sigue de (5.33).
Denicion 5.11.4 Una conexion afn r en un manifold riemanniano (M; g)
se denomina compatible con la metrica si
Xg(Y; Z) = g (rXY; Z) + g (Y;rXZ)
para todo X;Y; Z 2 TM (M).
Teorema 5.11.5 (Levi-Civita) Si (M; g) es un manifold riemanniano,
existe una unica conexion r simetrica y compatible con la metrica. Dicha
conexion es determinada por la siguiente ecuacion
g (Z;rYX) = 1
2
(Xg (Y; Z) + Y g (Z;X)  Zg (X;Y )
 g ([X;Z] ; Y )  g ([Y; Z] ; X)  g ([X;Y ] ; Z)) : (5.34)
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Prueba. Una conexion compatible con la metrica debe satisfacer
Xg (Y; Z) = g (rXY; Z) + g (Y;rXZ) ;
Y g (Z;X) = g (rY Z;X) + g (Z;rYX)
y
Zg (X;Y ) = g (rZX;Y ) + g (X;rZY ) ;
para cualesquiera campos X;Y; Z 2 TM (M) : Sumando las dos primeras
ecuaciones, substrayendo la tercera y usando la simetra de r se deduce que
Xg (Y; Z) + Y g (Z;X)  Zg (X;Y )
= g ([X;Z] ; Y ) + g ([Y; Z] ; X) + g ([X;Y ] ; Z) + 2g (Z;rYX) ;
de donde se obtiene que
g (Z;rYX) = 1
2
(Xg (Y; Z) + Y g (Z;X)  Zg (X;Y )
 g ([X;Z] ; Y )  g ([Y; Z] ; X)  g ([X;Y ] ; Z)) :
Entonces, cualquier conexion simetrica compatible con la metrica debe veri-
car la formula anterior. Si suponemos que r, r0 son conexiones simetricas
y compatibles con la metrica, entonces g (Z;rYX) = g (Z;r0YX), para todo
X;Y; Z 2 TM (M) : Esto implica que rYX = r0YX, y por tanto, r = r0.
Para probar la existencia, tomamos como denicion de rYX el unico
campo vectorial que satisface la ecuacion (5.34), para todo Z: Las propiedades
1, 2 y 3 de la denicion de conexion, se siguen sin dicultad de la denicion
de rYX: Para probar 4 consideremos
g (Z;rY (fX)) = 1
2
(fXg (Y; Z) + Y g (Z; fX)  Zg (fX; Y )
 g ([fX;Z] ; Y )  g ([Y; Z] ; fX)  g ([fX; Y ] ; Z)) :
Teniendo en cuenta que
Y g (Z; fX) = (Y f) g (Z;X) + fY g (Z;X) ;
Zg (fX; Y ) = (Zf) g (X;Y ) + fZg (X;Y ) ;
g ([fX;Z] ; Y ) = fg ([X;Z] ; Y )  (Zf) g (X;Y )
y
g ([fX; Y ] ; Z) = fg ([X;Y ] ; Z)  (Y f) g (X;Z)
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se sigue que
g (Z;rY (fX)) = fg (Z;rYX) + 1
2
(2 (Y f) g (Z;X))
= g (Z; frYX + (Y f)X) :
Por tanto rY (fX) = frYX + (Y f)X y se verica as la propiedad 4. De-
jamos como ejercicio demostrar que esta conexion es simetrica y compatible
con la metrica g:
Denicion 5.11.6 La conexion denida en el teorema 5.11.5 es llamada la
conexion de Levi-Civita de (M; g), y se denota por rg.
Si en (5.34) tomamos coordenadas locales (U;' = (x1; : : : ; xn)); y hace-
mos Z = @k, Y = @j y X = @i; vemos que
nX
l=1
 lijglk =
1
2

@gjk
@xi
+
@gki
@xj
  @gij
@xk

:
Sabemos que la matriz [gkm] que representa la metrica g en el marco asociado
a '; es invertible. Denotemos por [gkm] a su inversa. Se sigue entonces que
nX
l;k=1
 lijglkg
km =
1
2
nX
k=1
gkm

@gik
@xj
+
@gkj
@xi
  @gji
@xk

;
pero
Pn
l=1

 lij
Pn
k=1 glkg
km

=  mij ; luego
 mij =
1
2
nX
m=1
gkm

@gik
@xj
+
@gkj
@xi
  @gji
@xk

:
Esta formula nos muestra explcitamente como computar los smbolos de
Christoel y, por consiguiente, la conexion, en terminos de la metrica.
5.12. Curvatura
Denicion 5.12.1 Sea M un manifold y r una conexion afn en M . En-
tonces la curvatura de la conexion es la funcion
R : TM (M) TM (M) TM (M)! TM (M)
denida por R (X;Y; Z) = rXrY Z  rYrXZ  r[X;Y ]Z:
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Se acostumbra escribir R (X;Y )Z en lugar de R (X;Y; Z). Un calcu-
lo directo muestra que R satisface las hipotesis del corolario 5.10.2 con
E1 = E2 = E3 = F = TM ; y por tanto, R determina una seccion suave
global del brado Hom(TM 
 TM 
 TM ; TM ). Este ultimo brado es natu-
ralmente isomorfo al brado (TM 
 TM 
 TM ) 
 TM el cual es a su vez
naturalmente isomorfo al brado T M 
 T M 
 T M 
 TM : Entonces la seccion
del brado Hom(TM
TM
TM ; TM ) determinada por R se corresponde con
una seccion suave global del brado T M
T M
T M
TM ; la cual denotaremos
por R0: Es decir R es identicable con un campo tensorial R0 de tipo (1; 3).
En coordenadas locales
 
U;' = (x1; : : : ; xn)

este tensor queda determina-
do por la coleccion de funciones suaves Rlijk que satisfacen las ecuaciones
R (@i; @j) @k =
Pn
l=1R
l
ijk@l: La curvatura tiene las siguientes propiedades.
Proposicion 5.12.2 Sean X;Y; Z 2 TM (M). Denotemos por
P
c{clica una
suma sobre todas las permutaciones cclicas de (X;Y; Z): Entonces
1. R (X;Y )Z =  R (Y;X)Z:
2.
P
c{clicaR (X;Y )Z =
P
c{clica ((rXT ) (Y; Z) + T (T (X;Y ) ; Z)) :
3.
P
c{clica ((rXR) (Y; Z) +R (T (X;Y ) ; Z)) = 0:
Prueba. 1 es consecuencia inmediata de la denicion. Para probar 2, tene-
mos que
(rXT ) (Y; Z) = rX (T (Y; Z))  T (rXY; Z)  T (Y;rXZ) :
por (5.31). De la denicion del tensor de torsion se sigue que
T (T (X;Y ) ; Z) = T (rXY  rYX   [X;Y ] ; Z)
= T (rXY; Z) + T (Z;rYX)  T ([X;Y ] ; Z) :
De estas dos ecuaciones se deduce que
X
c{clica
T (T (X;Y ) ; Z) =
X
c{clica
(rX (T (Y; Z))  (rXT ) (Y; Z)  T ([X;Y ] ; Z)) ;
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y por tanto,X
c{clica
((rXT ) (Y; Z) + T (T (X;Y ) ; Z))
=
X
c{clica
(rX (T (Y; Z))  T ([X;Y ] ; Z))
=
X
c{clica
 rXrY Z  rXrZY  rX [Y; Z] r[X;Y ]Z +rZ [X;Y ] + [[X;Y ] ; Z]
=
X
c{clica
 rXrY Z  rYrXZ  r[X;Y ]Z = X
c{clica
R (X;Y )Z:
Para demostrar 3, notemos queX
c{clica
R (T (X;Y ) ; Z) =
X
c{clica
R (rXY  rYX   [X;Y ] ; Z)
=
X
c{clica
(R (rXY; Z) +R (Z;rYX) R ([X;Y ] ; Z))
y
P
c{clica (rXR) (Y; Z) es igual aX
c{clica
(rX (R (Y; Z)) R (rXY; Z) R (Y;rXZ) R (Y; Z)rX)
(esta es la formula (5.32)). EntoncesX
c{clica
((rXR) (Y; Z) +R (T (X;Y ) ; Z))
=
X
c{clica
(rX (R (Y; Z)) R (Y; Z)rX  R ([X;Y ] ; Z))
=
X
c{clica
 rXrYrZ  rXrZrY  rXr[Y;Z]  rYrZrX +rZrYrX
+r[Y;Z]rX  r[X;Y ]rZ +rZr[X;Y ] +r[[X;Y ];Z]) = 0:
Sean (M; g) un manifold riemanniano y R el tensor de curvatura asociado
a la conexion de Levi-Civita rg. De la proposicion 5.12.2 y el hecho de que
rg tiene torsion cero, se deduce que
R (X;Y )Z +R (Z;X)Y +R (Y; Z)X = 0
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y  rgXR (Y; Z) +  rgZR (X;Y ) +  rgYR (Z;X) = 0:
A estas ecuaciones se les conoce con el nombre de primera y segunda iden-
tidad de Bianchi, respectivamente.
Proposicion 5.12.3 Sean (M; g) un manifold riemanniano, R el tensor de
curvatura asociado a la conexion de Levi-Civita rg y X;Y; Z; V 2 TM (M).
Entonces
1. g (R (X;Y )Z; V ) + g (R (Z;X)Y; V ) + g (R (Y; Z)X;V ) = 0:
2. g (R (X;Y )Z; V ) =  g (R (Y;X)Z; V ) :
3. g (R (X;Y )Z; V ) =  g (R (X;Y )V;Z) :
4. g (R (Z;X)Y; V ) = g (R (Y; V )Z;X) :
Prueba. La propiedad 1 se sigue de la primera identidad de Bianchi y la
2 es consecuencia inmediata de la proposicion 5.12.2. La propiedad 3 es
equivalente a demostrar que g (R (X;Y )Z;Z) = 0. En efecto
g (R (X;Y )Z;Z) = g

rgXrgY Z  rgYrgXZ  rg[X;Y ]Z;Z

= g
 rgXrgY Z;Z  g  rgYrgXZ;Z  g rg[X;Y ]Z;Z
= Xg
 rgY Z;Z  g  rgY Z;rgXZ  Y g  rgXZ;Z
+ g
 rgXZ;rgY Z  12 [X;Y ] g (Z;Z)
=
1
2
Y Xg (Z;Z)  1
2
XY g (Z;Z)  1
2
[X;Y ] g (Z;Z)
=
1
2
(Y X   Y X   [X;Y ]) g (Z;Z) = 0:
Para probar 4, notemos que de 1 se sigue que
g (R (X;Y )Z; V ) + g (R (Z;X)Y; V ) + g (R (Y; Z)X;V ) = 0
g (R (Y; Z)V;X) + g (R (V; Y )Z;X) + g (R (Z; V )Y;X) = 0
g (R (Z; V )X;Y ) + g (R (X;Z)V; Y ) + g (R (V;X)Z; Y ) = 0
g (R (V;X)Y; Z) + g (R (Y; V )X;Z) + g (R (X;Y )V;Z) = 0
Sumando y usando 3, se obtiene
2g (R (Z;X)Y; V ) + 2g (R (Y; V )X;Z) = 0;
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que, nuevamente por 3, implica que
g (R (Z;X)Y; V ) = g (R (Y; V )Z;X) ;
de donde se deduce la propiedad 4.
En coordenadas locales
 
U;' = (x1; : : : ; xn)

denamos
Rijkm = g (R (@i; @j) @k; @m) :
Vemos entonces que
R (@i; @j) @k = r@j@k  r@jr@i@k  r[@i;@j ]@k
= r@i
 
nX
l=1
 ljk@l
!
 r@j
 
nX
l=1
 lik@l
!
=
nX
l=1
 
@ ljk
@xi
@l +  
l
jk
nX
m=1
 mil @m
!
 
nX
l=1
 
@ lik
@xj
@l +  
l
ik
nX
m=1
 mjl@m
!
de donde se obtiene que
nX
m=1
@ mjk
@xi
@m +
nX
l=1
 ljk
nX
m=1
 mil @m  
nX
m=1
@ mik
@xj
@m  
nX
l=1
 lik
nX
m=1
 mjl@m
=
nX
m=1
@ mjk
@xi
@m +
nX
m=1
nX
l=1
 ljk 
m
il @m  
nX
m=1
@ mik
@xj
@m  
nX
m=1
nX
l=1
 lik 
m
jl@m
=
nX
m=1
 
@ mjk
@xi
  @ 
m
ik
@xj
+
nX
l=1
 ljk 
m
il  
nX
l=1
 lik 
m
jl
!
@m;
de donde se obtiene que
Rlijk =
@ ljk
@xi
  @ 
l
ik
@xj
+
nX
m=1
 lim 
m
jk  
nX
m=1
 ljm 
m
ik;
Rijkm =
nX
l=1
Rlijkglm:
Como consecuencia de lo anterior, las identidades de Bianchi se expresan en
coordenadas locales respectivamente como
Rlijk +R
l
kij +R
l
jki = 0 rg@iRmjkl +  rg@iRmljk +  rg@iRmklj = 0:
Captulo 6
Cohomologa de sheaves
6.1. Introduccion
En este captulo construiremos la cohomologa general de sheaves y de
sheaves de OX -modulos en un espacio anillado (X;OX): Existen distintas
maneras de construir la cohomologa, entre las cuales hemos optado por el
punto de vista de Grothendieck, de los functores derivados a derecha del
functor \tomar secciones globales". Deduciremos como casos especiales de
esta construccion la cohomologa de Cech y la cohomologa de De Rham.
A pesar de que la teora puede desarrollarse en completa generalidad en el
ambito de las categoras abelianas, nos hemos restringido a las categoras
de sheaves y de sheaves de OX -modulos, que denotaremos por Sh(X) y
ShOX (X), y a las categoras de grupos abelianos, Ab; y de R-modulos,
ModR; sobre un anillo conmutativo R: Nuestra presentacion sera autocon-
tenida y no supondremos conocimientos previos de algebra homologica. Para
un desarrollo general de esta teora, el lector puede consultar [5].
A lo largo de este captulo denotaremos las sheaves en un espacio topologi-
co, por letras latinas mayusculas A;B;C; F; etc. Si OZ denota la sheaf de
funciones localmente constantes con valores en Z, entonces (X;OZ) es un
espacio anillado y toda sheaf de grupos abelianos F en X es en forma natu-
ral un OZ-modulo. Esto puede verse de la siguiente manera: si U  X es un
abierto, para cada elemento e 2 OZ(U) existe, por denicion, un cubrimien-
to abierto fUg2A de U para el cual e = ejUes una funcion constante,
con valor, digamos, n 2 Z: Por otro lado, todo grupo abeliano es en for-
ma natural un Z-modulo. Luego, si s es una seccion en F (U); entonces las
n sjU son secciones tales que n sjU\U = n sjU\U ; ya que n y n
son el mismo entero, si U \ U 6= ?. Como F es una sheaf, estas secciones
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denen una unica seccion de F (U); que denotaremos por e  s. Por tanto, la
operacion denida en cada U como
OZ(U) F (U)! F (U)
(e; s)! e  s;
dota a F de estructura de OZ-modulo, como se verica facilmente.
Ejercicio 6.1.1 Demuestre la armacion anterior.
La observacion anterior nos permite desarrollar la teora de functores
derivados en una sola categora, la de OX -modulos, lo que automaticamente
incluye la correspondiente teora para sheaves de grupos abelianos. Por esta
razon todas las sheaves que consideraremos a continuacion seran sheaves de
OX -modulos.
6.2. -Functores
Recordemos que si A y B son sheaves de OX -modulos y f : A ! B es
un morsmo, entonces fX : A(X) ! B(X); que denotaremos por  f , es
un homomorsmo de OX(X)-modulos. Si f es el morsmo identidad,  f
es el homomorsmo identidad, y si g : B ! C es otro morsmo, entonces
 (g  f) =  (g)   (f): Si denotamos las secciones globales de una sheaf E
por  E; las propiedades anteriores muestran que   es un functor covariante
de la categora ShOX (X) a la categora ModOX(X). Si
0! A f! B g! C ! 0 (6.1)
es una secuencia exacta de sheaves, entonces la secuencia
0!  A  f!  B  g!  C
es exacta, como lo vimos en el captulo 1, proposicion 1.2.45, y por tanto,  
es un functor exacto a izquierda.
Nos proponemos construir una coleccion de functores T = fTngn0; de
la categora ShOX (X) en ModOX(X); con las siguientes propiedades:
1. Para cada secuencia exacta corta (6.1) existen homomorsmos conexion
n : TnC ! Tn+1A; n  0; tales que la secuencia larga
0! T 0A T
0f! T 0B T
0g! T 0C 0! T 1A!   
   ! TnA T
nf! TnB T
ng! TnC n! Tn+1A!   
es exacta.
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2. Si (a; b; c) es un morsmo entre secuencias exactas cortas, es decir, si
el siguiente diagrama conmuta
0! A f! B g! C ! 0
a # # b # c
0! A0 f
0
! B0 g
0
! C 0 ! 0
entonces los homomorsmos conexion 0n : TnC 0 ! Tn+1A0 son natu-
rales, es decir, cada diagrama
TnC
n! Tn+1A
# Tnc # Tn+1a
TnC 0 
0n! Tn+1A0
conmuta.
3. T 0 es isomorfo, como functor, a  :
Denicion 6.2.1 Una coleccion de functores T = fTngn0 que satisfaga
las propiedades 1 y 2 se llama un -functor. Si ademas se satisface la tercera
propiedad, diremos que T es un -functor con componente de grado cero  :
Un morsmo entre -functores F = fFngn0 y G = fGngn0 es una
coleccion de morsmos de functores h = fhngn0; hn : Fn ! Gn; tales que
para cada secuencia exacta (6.1), los diagramas
FnC
hnC! GnC
nF # nG #
Fn+1A
hn+1A! Gn+1A
conmutan.
Se verica sin ninguna dicultad que si S = fSngn0 es otro -functor y
l = flngn0, con ln : Gn ! Sn; es otro morsmo de -functores, la coleccion
l  h = fln  hngn0 es un morsmo de -functores, llamado el morsmo
composicion de l y h. El morsmo h se llama un isomorsmo si existe un
morsmo l tal que l  h y h  l son los morsmos identidad.
Denicion 6.2.2 Un -functor F = fFngn0 se llama universal, si dado
un -functor G y f : F 0 ! G0; un morsmo entre sus componentes de
grado cero; existe un unico morsmo de -functores fhngn0; con h0 igual a
f.
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Proposicion 6.2.3 Si F = fFngn0 y G = fGngn0 son dos -functores
universales con componentes de grado cero isomorfas, entonces F y G son
isomorfos como -functores.
Prueba. Sea h0 un isomorsmo entre F 0 y G0 con inversa l0: Como ambos
functores son universales, existen morsmos unicos fhngn0 entre F y G y
flngn0 entre G y F . Pero fln hngn0 es un morsmo de F en s mismo, con
componente de grado cero igual al morsmo identidad. Como la secuencia
fIdngn0 tambien es un morsmo con componente de grado cero igual a la
identidad, se sigue de la hipotesis de unicidad que ln  hn es la identidad,
para cada n  0: En forma similar se ve que hn  ln es la identidad, y por
tanto, fhngn0 es un isomorsmo de -functores.
6.3. Objetos inyectivos
Denicion 6.3.1 Un objeto E de la categora ModR o de la categora
ShOX (X) se llama inyectivo si para cada morsmo inyectivo 0 ! A ! B
y cada morsmo ' : A ! E, existe un morsmo e' : B ! E que hace
conmutar el siguiente diagrama
E
' " - e'
0! A ! B
(6.2)
Mostraremos en esta seccion que toda sheaf de OX -modulos puede em-
beberse en una sheaf inyectiva. De una categora abeliana en la que todo
objeto es embebible en un objeto inyectivo se dice que tiene sucientes
inyectivos. Demostraremos en primer lugar que la categoraModR tiene su-
cientes inyectivos. Para demostrar este hecho, se propone a continuacion
una serie de ejercicios, acompa~nados de sugerencias, que exigen del lector
una preparacion en algebra mayor que el resto del libro. El lector puede
encontrar una prueba completa de este hecho en cualquier texto estandar de
algebra, por ejemplo en [12]. Sin embargo, si lo preere, puede omitir estos
ejercicios y suponer la validez de este resultado sin sacricar en absoluto la
comprension del resto del captulo.
Ejercicio 6.3.2 Demuestre que un R-modulo E es inyectivo si para cada
ideal J  R y cada R-homomorsmo  : J ! E existe un R-homomorsmoe : R! E; tal que e
J
= :
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Sugerencia: para demostrar la existencia de e' en (6.2); use el lema de
Zorn para garantizar que existe A  A0  B y '0 : A0 ! E; con (A0; '0)
maximal en el conjunto de extensiones de '; es decir, con la propiedad de
que '0jA = ': Muestre que si A0 6= B, y u 2 B no esta en A0; entonces,
si se dene J = fr 2 R : ru 2 A0g; y  : J ! E como (j) = '0(ju), la
hipotesis permitira extender '0 a A0+Ru; lo que contradira la maximalidad
de (A0; '0).
Ejercicio 6.3.3 Un grupo abeliano G se llama divisible si para cada u 2 G;
y cada entero n; existe v 2 G tal que nv = u: Demuestre usando el ejerci-
cio anterior que G es inyectivo como Z-modulo si y solo si G es divisible.
Demuestre que W = Q=Z es divisible y por tanto, inyectivo.
Ejercicio 6.3.4 (Propiedad de adjuncion de Hom y 
) Sea R una A-
algebra, sean F y M R-modulos, y sea W un A-modulo. Demuestre que
existe un isomorsmo natural
HomR(M;HomA(F;W )) ' HomA(M 
R F;W ):
Ejercicio 6.3.5 Deduzca del ejercicio anterior que si F es un R-modulo
libre y W es un A-modulo inyectivo, entonces HomA(F;W ) es inyectivo
como R-modulo.
Ejercicio 6.3.6 Para cada Z-modulo D denotemos HomZ(D;W ) por D_,
con W = Q=Z. Sea h : D ! D__ la funcion que enva d 2 D en el homo-
morsmo hd que enva a cada elemento ' 2 D_ en '(d). Demuestre que h
es un homomorsmo inyectivo.
Teorema 6.3.7 Todo R-modulo M puede embeberse en un R-modulo in-
yectivo.
Ejercicio 6.3.8 Demuestre el teorema anterior de la siguiente manera. Sea
F un R-modulo libre, y sea ' : F !M_ un R-homomorsmo sobreyectivo.
Deduzca que al dualizar (es decir, al aplicar HomZ( ;W )) se obtiene una
inyeccion '_ : M__ ! F_: De los ejercicios anteriores se deduce que M
puede inyectarse enM__; y que F_ es inyectivo, de lo cual se sigue la validez
del teorema.
Veamos ahora como usar el teorema anterior para demostrar que la cat-
egora de sheaves de OX -modulos tiene sucientes inyectivos.
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Teorema 6.3.9 Toda sheaf de OX-modulos F puede embeberse en una sheaf
inyectiva.
Prueba. Para cada p 2 X escojamos un OX;p-modulo inyectivo E (p) y un
embebimiento '(p) : Fp ! E(p): Para cada abierto U  X denamos
E(U) = fh : U ! Sp2UE(p)g
como el conjunto de funciones de U a la union disjunta de los modulos E(p);
y para cada V  U , denamos V U como la restriccion usual de funciones
de U a V: Veamos que E es una sheaf inyectiva de OX -modulos, y que F
se puede embeber en E: En primer lugar, es facil ver que si f 2 OX(U); la
funcion f h denida como (f h)(p) = fph(p) dota a E de estructura de OX -
modulo. Para cada abierto U; denamos 'U : F (U)! E(U) como la funcion
que asigna a cada seccion s 2 F (U) la funcion s0(q) = '(q)(sq) 2 E(q); para
cada q 2 U: Es facil ver que cada 'U es un homomorsmo deOX(U)-modulos
y que estos conmutan con las restricciones de F y E; y que por tanto, denen
un morsmo ' : F ! E de OX -modulos. Este morsmo es inyectivo ya que
lo es en cada stalk.
Veamos que E es inyectivo. Dado un diagrama
E
 "
0! A ! B
veamos como construir  : B ! E tal que    = : Para cada p 2 X,
denotemos por ep : Ep ! E(p) la funcion evaluacion que enva al germen hp;
de h; en su valor h(p); en p: Es facil ver que ep esta bien denida (no depende
del representante para el germen escogido) y que es un OX;p-homomorsmo.
Por la inyectividad de E(p), existe  (p) : Bp ! E(p) tal que
 (p)  p = ep  p: (6.3)
Para cada abierto U denamos  U : B(U) ! E(U) como la funcion que
enva una seccion b 2 B(U) en la funcion b0 denida en cada q 2 U como
b0(q) =  (q)(bq). Es claro que cada  U es un homomorsmo de OX(U)-
modulos, y que estos conmutan con las restricciones de B y E, y por tanto,
denen un morsmo  : B ! E de OX -modulos. Veamos que para cada
abierto U se tiene que  U  U = U : Sea a 2 A(U); y denotemos por b
al elemento U (a) 2 B(U). Veamos que  U (b)(p) = U (a)(p); para todo
p 2 U: Por denicion  U (b)(p) =  (p)(bp); y de la ecuacion (6.3) se sigue
que  (p)(bp) = ep(p(ap)): Pero ep(p(ap)) = ep((U (a))p) = U (a)(p);
como queramos demostrar.
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Ejercicio 6.3.10 Demuestre que si E y E0 son R-modulos o sheaves de
OX-modulos inyectivos, entonces E  E0 tambien es inyectivo.
6.4. Complejos, resoluciones inyectivas y homo-
topa
En las secciones siguientes, un objeto y un morsmo hacen referencia a
un objeto y a un morsmo de alguna de las dos categorasModR oShOX (X).
En esta seccion mostraremos que para cada objeto A existen objetos inyec-
tivos InA; y morsmos d
n
A; tales que
0! A d
 1
A! I0 d
0
A!    ! In d
n
A!    (6.4)
es una secuencia exacta.
Denicion 6.4.1 Una resolucion inyectiva de A es una secuencia fIA; dAg
de objetos inyectivos y morsmos tales que (6.4) es exacta.
Una resolucion de A se denotara en forma abreviada por 0! A d! I; o
por fI; dg:
Proposicion 6.4.2 Para todo objeto A existe una resolucion inyectiva.
Prueba. Escojamos I0 un objeto inyectivo, y un embebimiento cualquiera
d 1 : A! I0: Si A1 denota el cociente I0=im(d 1) y 0 el morsmo canonico
al cociente, la secuencia
0! A d 1! I0 0! A1 ! 0
es exacta (por la proposicion 1.2.48, en el caso de sheaves). Repitiendo este
procedimiento, escogemos I1 inyectivo y un embebimiento '1 : A1 ! I1: Si
d0 = '1 0; como '1 es inyectivo, es claro que ker(d0) = ker(0) = im(d 1)
y por tanto, 0! A d 1! I0 d0! I1 es exacta. Si A2 denota el cokernel de '1; este
puede embeberse en un inyectivo I2; y el procedimiento puede continuarse
por induccion.
Denicion 6.4.3 Sean fIA; dAg y fIB; dBg resoluciones inyectivas de A y
B. Si f : A! B es un morsmo, un levantamiento ' de f es una secuencia
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de morsmos 'n : InA ! InB que hacen que el siguiente diagrama conmute:
0! B d
 1
B! I0B !    ! In 1B
dn 1B! InB !   
f " " '0 " 'n 1 " 'n
0! A d
 1
A! I0A !    ! In 1A
dn 1A! InA !   
(6.5)
Proposicion 6.4.4 Para cualquier morsmo f : A ! B existe un levan-
tamiento '.
Prueba. Veamos como construir los 'n en forma inductiva. Por la inyec-
tividad de I0B existe '
0 : I0A ! I0B tal que d 1B f = '0d 1A : Supongamos
que los 'i han sido construidos, para i < n: Por la hipotesis de induccion
'n 1dn 2A = d
n 2
B '
n 2: Por tanto,
(dn 1B '
n 1)dn 2A = d
n 1
B ('
n 1dn 2A ) =
dn 1B (d
n 2
B '
n 2) = (dn 1B d
n 2
B )'
n 2 = 0:
Se deduce de lo anterior que ker(dn 1A ) = im(d
n 2
A )  ker(dn 1B 'n 1): Luego
existen morsmos inyectivos (si usamos el ejercicio 1.2.49, en el caso de
sheaves) edn 1A : In 1A = ker(dn 1A ) ! InA; tales que dn 1A = edn 1A ; donde
 : InA ! In 1A = ker(dn 1A ) denota el morsmo canonico al cociente, y un
morsmo  tal que dn 1B '
n 1 =  : Por la inyectividad de InB; existe un
morsmo 'n tal que 'n edn 1A =  : Se sigue entonces que
dn 1B '
n 1 =   = ('n edn 1A ) = 'n(edn 1A ) = 'ndn 1A ;
de donde se deduce la conmutatividad del ultimo cuadrado a la derecha, en
el diagrama (6.5). La hipotesis inductiva garantiza la conmutatividad de los
cuadrados restantes.
El levantamiento ', en general, no es unico. Sin embargo, como vere-
mos a continuacion dos levantamientos de f dieren por homotopa. En el
captulo 4 denimos el concepto de homotopa entre complejos de espacios
vectoriales. Tanto la nocion de complejo como la de homotopa tienen sen-
tido en cualquier categora abeliana. No obstante, para nuestros propositos
bastara con extender estas deniciones a las categoras ModR y ShOX (X):
Denicion 6.4.5 Un complejo se dene como una familia de objetos y
morsmos C = fCk; dkgk2Z; con dk : Ck ! Ck+1; tales que dk+1  dk = 0:
Para cada k 2 Z denimos Zk (C) = ker(dk) y Bk (C) = im(dk 1); los
objetos k-ciclos y k-bordes. Es claro que Bk (C)  Zk (C) ; y por tanto,
podemos denir Hk (C) = Z
k (C) =Bk (C) : A Hk (C) se le denomina el k-
esimo grupo de homologa del complejo C.
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Los grupos de homologa que consideraremos en este captulo estaran
todos denidos en la categora ModR. Igual que en el captulo 4, si c 2
Zk (C) ; denotaremos por [c] su clase de equivalencia enHk (C). Decimos que
[c] es la clase de homologa determinada por c. Si c1; c2 2 Zk (C) determinan
la misma clase de homologa (o sea, si c1   c2 2 Bk (C)) diremos que c1 y
c2 son cociclos cohomologos.
Denicion 6.4.6 Sean C = fCk; dkgk2Z y C 0 = fC 0k; d0kgk2Z complejos.
Un morsmo de complejos  : C ! C 0 es una secuencia de morsmos
k : Ck ! C 0k, k 2 Z que hace conmutar los diagramas
Ck
dk! Ck+1
# k # k+1
C 0k d
0k! C 0k+1
Como en el captulo 4, si  es un morsmo de complejos de R-modu-
los, entonces k
 
Zk (C)
  Zk (C 0) y k  Bk (C)  Bk (C 0) ; por tanto, 
induce un R-homomorsmo,
k : Hk (C)! Hk
 
C 0

; (6.6)
que denotaremos nuevamente por k: Diremos que k es el R-homomorsmo
inducido en la k-esima homologa por el morsmo de complejos .
Denicion 6.4.7 Sean C=fCk ; dkgk2Z y C 0 = fC 0k; d0kgk2Z complejos, y
sean ' : C 0 ! C y  : C 0 ! C morsmos de complejos. Un operador
de homotopa o simplemente una homotopa entre ' y  es una coleccion
fhkgk2Z de morsmos hk : C 0k ! Ck 1 tales que para cada k;
'k    k = hk+1d0k + dk 1hk: (6.7)
En este caso decimos que ' y  son homotopicos.
En el siguiente diagrama se ilustra la disposicion de los distintos objetos
y morsmos que intervienen en la denicion anterior. La echa vertical en
la k-esima posicion representa simultaneamente a los morsmos 'k y  k:
   ! Ck 1 dk 1! Ck dk! Ck+1 !   
" - hk " - hk+1 "
   ! C 0k 1 ! C 0k d0k! C 0k+1 !   
268 CAPITULO 6. COHOMOLOGIA DE SHEAVES
Proposicion 6.4.8 Sea f : A ! B un morsmo y sean 0 ! A d

A! IA y
0 ! B d

B! IB dos resoluciones inyectivas de A y B: Dos levantamientos de
f; ' y  ; son siempre homotopicos.
Prueba. Con la notacion de la denicion anterior, f correspondera a ' 1 y
a   1; y ambos complejos, que en este caso corresponden a las resoluciones
inyectivas de A y B, tienen todos sus objetos nulos para k < 0: Por tanto,
basta construir hk, para k  0: Para k = 0; h0 = 0 satisface ' 1   1 = 0 =
h0d 1A : Supongamos que h
k ha sido construido para cada k  n: Sea lk =
'k   k. Veamos que ker dnA  ker(ln  dn 1B hn): Como ker(dnA) = im(dn 1A ),
basta ver que (ln   dn 1B hn)dn 1A = 0: Pero
(ln   dn 1B hn)dn 1A = lndn 1A   dn 1B hndn 1A
= dn 1B l
n 1   dn 1B hndn 1A = dn 1B (ln 1   hndn 1A ):
Por la hipotesis inductiva ln 1 = hndn 1A + d
n 2
B h
n 1; luego
dn 1B (l
n 1   hndn 1A ) = dn 1B dn 2B hn 1 = 0;
de lo cual se sigue la armacion.
Sean ednA y (ln  dn 1B hn)e los morsmos inducidos por dnA y (ln  dn 1B hn)
en los cocientes
ednA : InA= ker(dnA)! In+1A ;
(ln   dn 1B hn)e : InA= ker(dnA)! InB:
De la inyectividad de InB, se sigue que existe h
n+1 : In+1A ! InB; tal que
hn+1 ednA = (ln   dn 1B hn)e: Por tanto, el siguiente diagrama conmuta
InB
(ln dn 1B hn)e" - hn+1
0! InA= ker(dnA)
ednA ! In+1A
"  % dnA
InA
donde  denota el morsmo canonico al cociente. Pero (ln   dn 1B hn)e =
ln   dn 1B hn; luego ln   dn 1B hn = hn+1dnA; o, en forma equivalente, ln =
'n    n = hn+1dnA + dn 1B hn:
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Nota 6.4.9 De igual forma a como se demostro en el captulo 4, proposi-
cion 4.5.9, si ' y  son morsmos homotopicos entre complejos de R-modu-
los1 C=fCk ; dkgk2Z y C 0 = fC 0k; d0kgk2Z, entonces los correspondientes R-
homomorsmos inducidos k;  k : Hk (C)! Hk (C 0) ; son iguales.
6.5. Functores derivados a derecha de  
Comencemos por jar, para cada objeto A; una resolucion 0! A d

A! IA:
Al cambiar A por cero y d 1A por 0, y aplicar el functor  ; se obtiene una
secuencia de R-modulos
0!  I0A
d0A!  I1A
d1A!    !  InA
dnA!    : (6.8)
Esta secuencia es un complejo, ya que
0 =  0 =  (dnA  dn 1A ) =  dnA   dn 1A :
Para cada n  0; denimos TnA como la n-esima homologa de este com-
plejo.
Sea f : A! B un morsmo, y ' un levantamiento cualquiera de f entre
0 ! A d

A! IA y 0 ! B
dB! IB: Este levantamiento induce un morsmo de
complejos de R-modulos f 'ngn0;  'n :  InA !  InB; entre los complejos
f InA; dnAgn0 y f InB; dnBgn0, que a su vez induce R-homomorsmos en
las homologas  'n : Hn( I

A) ! Hn( IB); que denotaremos por Tnf . La
nota 6.4.9 muestra que Tnf no depende del levantamiento escogido, es decir,
si  es otro levantamiento,  'n =  n. Si g : B ! C es otro morsmo,
0! C ! IC es la resolucion escogida para C y   es un levantamiento de g;
entonces    ' es un levantamiento para g  f y  ( n  'n) =   n   'n:
Luego Tn(g  f) = Tng  Tnf: Por otro lado, es obvio que el morsmo
identidad IdA : A ! A, puede levantarse con el morsmo de complejos
identidad, fIdInAgn0; y por tanto, TnIdA = IdTnA: Esto nos muestra que
Tn es un functor para cada n  0; que llamaremos el n-esimo functor
derivado a derecha de  .
Nuestro proposito es mostrar que T = fTngn0 es un -functor con com-
ponente de grado cero  . Comencemos por demostrar esta ultima armacion.
Proposicion 6.5.1 Los functores T 0 y   son isomorfos.
1Nos restringimos a la categora de R-modulos por ser suciente para nuestros
propositos, aunque el resultado es cierto en cualquier categora abeliana.
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Prueba. Por denicion, T 0A = H0( I

A) = ker( d
0
A): Como   es un functor
exacto a izquierda, la secuencia 0!  A  d
 1
A!  I0A
 d0A!  I1A es exacta. Luego
 d 1A :  A! T 0A es un isomorsmo de R-modulos. Sea ahora f : A! B un
morsmo y ' un levantamiento de f . De la conmutatividad del diagrama
0!  B  d
 1
B!  I0B
 d0B!  I1B
 f " "  '0 "  '1
0!  A  d
 1
A!  I0A
d0A!  I1A
se sigue la conmutatividad de
0!  B  d
 1
B! H0( IB)
 f " "  '0
0!  A  d
 1
A! H0( IA)
lo cual demuestra que  d 1 es un isomorsmo de functores.
Veamos ahora como construir para cada secuencia exacta corta
0! A i! B p! C ! 0; (6.9)
R-homomorsmos conexion n : TnC ! Tn+1A. El procedimiento es similar
al que se siguio en el captulo 4, seccion 4.6, y hace uso del lema 4.6.2, que
tambien es valido para complejos de R-modulos, y cuya demostracion es
exactamente la misma que dimos para complejos de espacios vectoriales.
Notacion 6.5.2 Recordemos que en las categorasModR y ShOX (X) exis-
ten productos y coproductos. Si F y G son dos objetos, F  G denota la
suma directa de R-modulos en la primera categora y la suma directa de
sheaves en la segunda (ver captulo 1, seccion 1.2.6). Esta suma es categori-
camente un producto y a la vez un coproducto en ambas categoras, y viene
dotada de morsmos canonicos proyeccion 1; 2 de F G a F y G; respec-
tivamente, y de morsmos inclusion 1; 2 de F y G a F  G: Recordemos
que en la categora ShOX (X); cada uno de estos morsmos se dene en cada
abierto U como el correspondiente OX(U)-homomorsmo. Por ejemplo, la
propiedad universal (como producto) de F G arma que si
h1 : Z ! F G y h2 : Z ! F G
son morsmos, entonces existe un unico morsmo, denotado por
h1  h2 : Z ! F G;
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tal que i  (h1h2) = hi; i = 1; 2: Este morsmo se dene en cada U como
(h1  h2)U (s) = (h1U (s); h2U (s)); para cada s 2 Z(U):
Ejercicio 6.5.3 Demuestre que
0! F 1! F G 2! G! 0
es una secuencia exacta de sheaves de OX-modulos. Demuestre que aplicar
  preserva la exactitud; es decir,
0!  F  1!  F   G  2!  G! 0
es una secuencia exacta de R-modulos.
Lema 6.5.4 Sean fIA; dAg e fIC ; dCg las resoluciones inyectivas escogidas
para A y C. Entonces existe una resolucion inyectiva para B2
0! B ! IA  IC ;
tal que las secuencias cortas
0! IkA 
k! IkA  IkC
k2! IkC ! 0 (6.10)
son exactas, para cada k  0, donde k y k2 denotan la inyeccion y proyec-
cion canonica 1 y 2; y con la propiedad de que 
 y 2 resultan ser levan-
tamientos de i y p:
Prueba. Haremos la demostracion por induccion sobre k  0: En primer
lugar, por el ejercicio 6.3.10, cada IkA  IkC es un objeto inyectivo. Para
k = 0; por la inyectividad de I0A, existe  tal que   i = d 1A : Denamos
d 1B =  (d 1C  p)
0! I0A 
0! I0A  I0C
02! I0C ! 0
d 1A " d 1B " d 1C "
0! A i! B p! C ! 0
(6.11)
De la denicion de d 1B se sigue sin ninguna dicultad la conmutatividad del
diagrama anterior. Denotemos por A0; B0 y C 0 los cokerneles de los morsmos
d 1A ; d
 1
B y d
 1
C ; y por
ei y ep los morsmos inducidos en los cokernelesei : I0A=im(d 1A )! (I0A  I0C)=im(d 1B )ep : (I0A  I0C)=im(d 1B )! I0C=im(d 1C ):
2Notemos que esta resolucion IB es distinta a la resolucion previamente escogida para
B.
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Es facil ver que la secuencia corta inducida
0! A0 ei! B0 ep! C 0 ! 0 (6.12)
es exacta. Por otro lado, como A0 es el cokernel de d 1A , existe un morsmo
inyectivo inducido ed 1A : A0 ! I1A; tal que si  : I0A ! A0 = I0A=im(d 1A )
denota el morsmo canonico al cociente, entonces ed 1A   = d0A: En forma
similar, existe un morsmo inyectivo ed 1C : C 0 ! I1C . La construccion puede
continuarse repitiendo el procedimiento anterior, aplicado a la secuencia
(6.12), para as obtener un diagrama conmutativo
0! I1A 
1! I1A  I1C
12! I0C ! 0ed 1A " d0B " ed 1C "
0! A0 ei! B0 ep! C 0 ! 0
Este diagrama y el diagrama (6.11) dan origen a un nuevo diagrama
0! I1A 
1! I1A  I1C
12! I1C ! 0
d0A " d0B " d0C "
0! I0A 
0! I0A  I0C
02! I0C ! 0
d 1A " d 1B " d 1C "
0! A i! B p! C ! 0
y la construccion se continua por induccion.
Proposicion 6.5.5 Sea 0! A i! B p! C ! 0 una secuencia exacta corta.
Entonces, existen R-homomorsmos conexion n : TnC ! Tn+1A, para
cada n  0; y una secuencia exacta larga inducida
0! T 0A T 0i! T 0B T
0p! T 0C 0! T 1A!    (6.13)
   ! TnA Tni! TnB T
np! TnC n! Tn+1A!   
Prueba. Sean fIA; dAg, fIC ; dCg y fIA  IC ; Bg resoluciones inyectivas
para A;C y B como en el lema anterior (a diferencia del lema anterior,
hemos denotado por B a la resolucion de I

A  IC ; en vez de dB; ya que
dB esta reservada en esta proposicion para la resolucion escogida para B).
Si aplicamos   a la secuencia corta de complejos (6.10) obtenemos otra
secuencia exacta corta
0!  IkA  
k!  IkA   IkC
 k2!  IkC ! 0
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El lema del Zig-Zag (captulo 4, lema 4.6.2), aplicado a esta secuencia, garan-
tiza la existencia de homomorsmos conexion n, tales que la secuencia larga
0! T 0A  0! H0(IA  IC)
 02! T 0C 0! T 1A!   
   ! TnA  n! Hn(IA  IC)
 n2! TnC n! Tn+1A!   
es exacta. Por otro lado, sea ' un levantamiento cualquiera de la identidad
IdB; entre las resoluciones fIB; dBg y fIA  IC ; g: Este levantamiento
induce R-homomorsmos entre las homologas
 'n : TnB ! Hn(IA  IC):
Si   es un levantamiento de IdB entre fIA  IC ; g y fIB; dBg; la com-
puesta   ' es un levantamiento de IdB entre la resolucion fIB; dBg y ella
misma. Como IdIB tambien lo es, se debe tener que   
  ' =  IdIB : En
forma similar se demuestra que  '     =  IdIAIC : Esto muestra que
 'n es un isomorsmo, para todo n  0: Sea i un levantamiento cualquiera
de i : A ! B, entre las resoluciones fIA; dAg y fIB; dBg: Como  es un
levantamiento de i : A! B, entre las resoluciones fIA; dAg y fIA  IC ; g
y '  i tambien lo es; entonces, los R homomorsmos inducidos en las
homologas son iguales, es decir,  'n Tni =  n: Por tanto el cuadrado de
la izquierda en el diagrama siguiente conmuta
   ! TnA  n ! Hn(IA  IC)
 n2 ! TnC n! Tn+1A!   
IdA " "  'n " IdC " IdA
   ! TnA Tni ! TnB T
np ! TnC n! Tn+1A!   
En forma analoga se demuestra que el cuadrado del medio tambien conmuta.
Como la secuencia larga de la la superior es exacta, se sigue que la
secuencia de la la inferior tambien lo es, y en consecuencia (6.13) es exacta.
Nuestro proximo objetivo es ver que los homomorsmos conexion de
T = fTngn0 conmutan con los morsmos inducidos entre dos secuencias
exactas cortas (propiedad 2 de la seccion 6.2). Para ello demostraremos
primero los siguientes lemas.
Lema 6.5.6 Sea (a; b; c) un morsmo entre dos secuencias exactas cortas
0! A i! B p! C ! 0
a # b # c #
0! A0 i0! B0 p
0
! C 0 ! 0
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Sean fIA; dAg y fIC ; dCg; resoluciones inyectivas para los objetos A y C; y
sea fIAIC ; dBg la resolucion inyectiva para B construida en el lema 6.5.4.
En forma similar, sean fIA0 ; dA0g, fIC0 ; dC0g y fIA0  IC0 ; dB0g; resoluciones
inyectivas para A0; C 0 y B0; donde la resolucion de B0 tambien se escoge como
en el lema 6.5.4. Sea a un levantamiento de a, entre fIA; dAg y fIA0 ; dA0g;
y c, uno de c entre fIC ; dCg y fIC0 ; dC0g: Entonces existe un levantamiento
b de b, entre fIAIC ; dBg y fIA0IC0 ; dB0g que hace conmutar el siguiente
diagrama de complejos
0! IA 
! IA  IC
2! IC ! 0
a # b # # c
0! IA0
 0! IA0  IC0
02! IC0 ! 0
(6.14)
Prueba. Como vimos en el lema 6.5.4 d 1B : B ! I0A  I0C se construye
como el morsmo  1B  d 1C p (en forma similar se construye d 1B0 ), donde
 1B : B ! I0A se escoge de tal manera que el diagrama siguiente conmuta
I0A
d 1A " -  1B
0! A i! B
Veamos primero como denir b0 : I0A  I0C ! I0A0  I0C0 tal que
b0d 1B = d
 1
B0 b: (6.15)
Tomemos b0 como un morsmo de la forma b0 = (a001+e
002)c002; donde
e0 : I0C ! I0A0 es un morsmo cuya forma determinaremos a continuacion.
Un computo nos muestra que
b0d 1B = b
0( 1B  d 1C p) = (a0 1B + e0d 1C p) c0d 1C p;
y sabemos que d 1B0 b = (
 1
B0  d 1C0 p)b: Queremos escoger a e0 de tal forma
que se satisfaga (6.15), es decir, tal que
(a0 1B + e
0d 1C p) c0d 1C p = d 1B0 b = ( 1B0  d 1C0 p0)b;
lo cual equivale a que se cumplan las ecuaciones siguientes:
a0 1B + e
0d 1C p = 
 1
B0 b (6.16)
c0d 1C p = d
 1
C0 p
0b: (6.17)
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La segunda ecuacion se satisface debido a que d 1C0 p
0b = d 1C0 cp = c
0d 1C p; ya
que p0b = cp, y d 1C0 c = c
0d 1C :
Denotemos por f al morsmo f =  1B0 b a0 1B : B ! I0A0 : Un computo
directo muestra que fi = 0; y como im(i) = ker(p) = ker(d 1C p); f induce
un morsmo ef : B= ker(p) ! I0A0 tal que el siguiente diagrama conmuta (
denota el morsmo canonico al cociente)
B
f ! I0A0
 # % ef
B= ker(p)
Ahora, sea ep : B= ker(p) ! C el isomorsmo inducido por p: Como I0A0 es
inyectivo, el morsmo ef  (ep) 1 : C ! I0A0 se puede levantar a e0 : I0C ! I0A0
de tal manera que el siguiente diagrama conmuta
I0C
d 1C " & e0
C
ef(ep) 1! I0A0
"
0
es decir, e0d 1C = ef  (ep) 1; lo cual implica que e0 satisface e0d 1C p = f =
 1B0 b  a0 1B ; que es precisamente (6.16).
Para n > 0 procedemos en forma analoga. Denimos
bn : InA  InC ! InA0  InC0
como bn = (ann1 + e
nn2 ) cnn2 ; donde en : InC ! InA0 es un morsmo que
se determinara por induccion, de tal forma que los bn satisfagan
bn+1dnB = d
n
B0b
n: (6.18)
Denotemos por I
n
A; I
n
A  InC e I
n
C a los cokerneles de d
n 1
A ; d
n 1
B y d
n 1
C ; y
por A; B; C a los morsmos canonicos a los cocientes A : I
n
A ! I
n
A;
B : I
n
A  InC ! InA  InC y C : InC ! I
n
C : Sean d
n
A; d
n
B y d
n
C morsmos tales
que dnA = d
n
AA; d
n
C = d
n
CC y d
n
B = d
n
BB y denotemos por 
n y n2 a los
morsmos inducidos en los cokerneles I
n
A y I
n
A  InC por n y n2 (usaremos la
misma notacion para los correspondientes morsmos primados). Como se vio
en la demostracion del lema 6.5.4, d
n
B = 
n
B  d
n
C
n
2 ; donde el morsmo 
n
B :
InA  InC ! In+1A es tal que d
A
n = 
n
B
n: Denamos nB = 
n
BB: Entonces
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dnB = 
n
B  dnCn2 y nBn = dnA. En forma similar, dnB0 = nB0  dnC00n2 y
nB0
0n = dnA0 : Un computo muestra que
bn+1dnB = b
n+1(nB  dnCn2 ) = (an+1nB + en+1dnCn2 ) cn+1dnCn2 ;
y que
dnB0b
n = nB0b
n  dnC00n2 bn = nB0bn  dnC0cnn2
La ecuacion (6.18) equivale al sistema de ecuaciones
en+1dnC
n
2 = 
n
B0b
n   an+1nB (6.19)
cn+1dnC
n
2 = d
n
C0c
nn2 : (6.20)
La ecuacion (6.20) se satisface, ya que cn+1dnC = d
n
C0c
n: Supongamos por
induccion que ek (y por tanto, bk) ya ha sido construida de tal forma que se
satisfacen las ecuaciones (6.18), para 0  k  n; y veamos como construir
en+1. Denotemos por fn al morsmo
fn = nB0b
n   an+1nB : InA  InC ! In+1A0 :
Un calculo nos muestra que
fnn = nB0b
nn   an+1nBn = nB0bnn   an+1dnA
= nB0
0nan   an+1dnA = dnA0an   an+1dnA = 0:
Ademas, un computo similar muestra que fndn 1B = 0 y por tanto f
n
desciende a un morsmo en InA  InC que, por abuso de notacion, seguiremos
llamando fn.
Claramente im(n) = ker(d
n
C
n
2 ); ya que d
n
C es inyectiva y la secuencia
de cokerneles es exacta. Luego fn factoriza a traves del cociente
InA  InC
fn ! In+1A0
 # % efn
(InA  InC)= ker(d
n
C
n
2 )
d^
n
C
n
2 ! im(dnC) = im(dnC):
Como ]dnCn2 es un isomorsmo, el morsmo qn = efn  (]dnCn2 ) 1 esta bien
denido. Por la inyectividad de In+1A0 existe e
n+1 que hace conmutar el si-
guiente diagrama
In+1A0
qn " - en+1
0! im(dnC)
j! In+1C
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donde j denota la inclusion. Se sigue entonces que en+1 denida de esta
manera satisface la ecuacion (6.19).
Finalmente, de la denicion de b se deduce que cada cuadrado de (6.14)
conmuta, lo cual concluye la demostracion del lema.
Lema 6.5.7 Supongamos que en el diagrama
0! C '

! D  

! E ! 0
 #  # # 
0! C 0 '
0
! D0  
0
! E0 ! 0
las las son secuencias exactas de complejos y que ;  y  son morsmos
de complejos que hacen conmutar el diagrama. Entonces, si n y 0n son los
homomorsmos conexion para cada una de las las, el siguiente diagrama
conmuta.
Hn(E
) 
n! Hn+1(C)
# n # n+1
Hn(E
0) 
0n! Hn+1(C 0)
Prueba. Dada una clase [en] 2 Hn(E), escojamos dn tal que  n(dn) = en,
y cn+1 2 Cn+1 tal que 'n+1(cn+1) = dnD(dn): Por denicion del homomor-
smo conexion, n([en]) = [cn+1]: Denotemos por e0n al elemento n(en).
Queremos demostrar que 0n([e0n]) = n+1([cn+1]): Pero
 0nn(dn) = n n(dn) = n(en) = e0n:
Por otro lado
'0n+1n+1(cn+1) = n+1'n+1(cn+1) = n+1dnD(d
n) = dnD0
n(dn);
y por denicion de 0n se tiene que 0n([e0n]) = n+1([cn+1]):
De los dos lemas anteriores se deriva la siguiente proposicion.
Proposicion 6.5.8 Sea (a; b; c) un morsmo entre dos secuencias exactas
cortas
0! A i! B p! C ! 0
a # b # c #
0! A0 i0! B0 p
0
! C 0 ! 0
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y sean fngn0 y f0ngn0 los homomorsmos conexion correspondientes a
cada una de estas secuencias. Entonces cada diagrama
Tn 1C 
n 1! TnA
Tn 1c # # Tna
Tn 1C 0 
0n 1! TnA0
(6.21)
es conmutativo, para cada n  1:
Prueba. Para cada una de las secuencias cortas tomamos resoluciones inyec-
tivas como en el lema 6.5.6, y producimos con ellas el diagrama conmutativo
(6.14). Si a este diagrama le aplicamos  ; se preserva la exactitud de las -
las, por el ejercicio 6.5.3, y por tanto, se satisfacen las hipotesis del lema
anterior. La proposicion se sigue, ya que la n-esima homologa Hn( ) es
precisamente Tn( ).
De las proposiciones 6.5.1, 6.5.5 y 6.5.8, se deduce el siguiente teorema.
Teorema 6.5.9 La coleccion T = fTngn0 es un -functor con componente
de grado cero igual a  .
Nuestro proximo objetivo es ver que T es unico, salvo isomorsmos de -
functores, para lo cual demostraremos que T es universal (denicion 6.2.2).
Probaremos, en general, que un -functor F = fFngn0 es universal si para
todo entero n > 0; y todo objeto inyectivo I; FnI = 0.
Lema 6.5.10 Para todo objeto inyectivo E y todo entero n > 0 se tiene que
TnE = 0:
Prueba. Sea fIE ; dEg la resolucion inyectiva escogida para E: Por la proposi-
cion 6.4.8, existe un levantamiento ' de la identidad IdE ; de la resolucion
fIE ; dEg a la resolucion trivial
0! E ! E ! 0!    ! 0!   
y un levantamiento   de IdE ; de esta resolucion a fIE ; dEg: Como   ';
e Id son levantamientos de IdE de fIE ; dEg en s misma, estos inducen los
mismos homomorsmos en la homologa. Pero  n = 0; para todo n > 0, lo
cual implica que Tn  Tn' = 0 = IdTnE y por tanto, TnE = 0; para todo
n > 0:
Teorema 6.5.11 Un -functor F = fFngn0 es universal si para todo ob-
jeto A existe un embebimiento 0 ! A ! EA de A en un objeto inyectivo
EA tal que F
nEA = 0, para todo n > 0:
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Prueba. Sea G = fGngn0 otro -functor y sea h0 : F 0 ! G0 un morsmo
entre sus componentes de grado cero. Veamos por induccion que existen
morsmos unicos hn : Fn ! Gn que conmutan con los homomorsmos
conexion F y 

G: Supongamos que los h
k han sido construidos para k =
0; : : : ; n. Sea A un objeto y sea
0! A ! EA p! C ! 0
el embebimiento que garantiza la hipotesis (por brevedad, denotaremos EA
por E), donde C denota el cokernel de ; C = EA=im(). Si aplicamos F y
G a esta secuencia se obtiene un diagrama conmutativo con las exactas
FnE
Fnp! FnC F! Fn+1A! 0
hnE # hnC #
GnE
Gnp! GnC G! Gn+1A
(6.22)
donde el homomorsmo F de la la superior del diagrama es sobreyectivo,
ya que Fn+1E = 0; para todo n  0: De la conmutatividad y la exactitud
del diagrama se sigue que
G  hnC  Fnp = G Gnp  hnE = 0;
y por tanto, hnC(ker(F )) = h
n
C(im(F
np))  ker(G): Luego hnC induce un
homomorsmo ehnC : FnC=ker(F )! GnC= ker(G):
Denotemos por eF al isomorsmoeF : FnC= ker(F )! Fn+1A;
y en forma similar denamos eG : GnC= ker(G)! Gn+1A: Sea
hn+1A =
eG  ehnC  (eF ) 1 : Fn+1A! Gn+1A: (6.23)
Veamos que esta construccion dene en efecto un morsmo de -functores.
En primer lugar veamos que si a : A ! A0 es un morsmo, entonces el
diagrama
Fn+1A
hn+1A! Gn+1A
Fn+1a # Gn+1a #
Fn+1A0
hn+1
A0! Gn+1A0
(6.24)
conmuta. Sea 0 ! A0 ! EA ! C 0 ! 0 el embebimiento para A0 que
garantiza la hipotesis (por brevedad, denotaremos EApor E
0), con cokernel
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C 0: De la inyectividad de E0 se sigue facilmente que a induce un morsmo
entre secuencias exactas cortas (a; b; c)
0! A ! E ! C ! 0
a # b # c #
0! A0 ! E0 ! C 0 ! 0
Si construimos un diagrama como (6.22) para cada una de estas secuencias
exactas cortas y ligamos estos dos diagramas por medio del morsmo (a; b; c);
obtenemos un nuevo diagrama tridimensional
FnC
F!  ! Fn+1A
# & Fnc # hn+1A & Fn+1a
hnC # FnC 0 #
F ! Fn+1A0
GnC
G ! # Gn+1A # hn+1A0
& Gnc # hnC0 & Gn+1a #
GnC 0 G ! Gn+1A0
en el que la cara derecha es precisamente el cuadrado (6.24). Se verica
facilmente que todas las otras caras del cubo son conmutativas, y esto junto
con el hecho de que los homomorsmos conexion F de la cara superior
son sobreyectivos implica la conmutatividad de la cara derecha, como puede
vericar facilmente el lector.
Debemos ver ahora que hn+1 conmuta con ; es decir, que para cada
secuencia exacta corta, 0! A i! B l! D ! 0 el diagrama
FnD
F! Fn+1A
hnD # # hn+1A
GnD
G! Gn+1A
(6.25)
conmuta. Como E es inyectivo, pueden denirse v y w tales que (IdA; v; w)
sea un morsmo entre las secuencias exactas cortas
0! A i! B l! D ! 0
IdA # v # # w
0! A ! E p! C ! 0
Como en el parrafo anterior, este morsmo da origen a un diagrama tridi-
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mensional
FnD F
Fnw . # hnD &
FnC  ! # F ! Fn+1A
hnC # Gnw GnD hn+1A #
# . G & #
GnC
G ! Gn+1A
en el que las caras triangulares superior e inferior conmutan, por la deni-
cion de un -functor. La cara izquierda, por la hipotesis de induccion (hn
es un morsmo de functores) y la cara frontal conmuta por la denicion
6.23 de hn+1 . Se sigue entonces como un hecho general que la cara derecha
tambien es conmutativa, como puede vericarse facilmente. Pero esta cara
es precisamente el diagrama (6.25).
Finalmente, si suponemos por induccion que hk, k = 0; : : : ; n, son unicos,
y si hn+1 y ln+1 son morsmos entre Fn+1 y Gn+1, entonces para cada ob-
jeto A, hn+1A y l
n+1
A hacen conmutar el cuadrado de la derecha del diagrama
(6.22). Pero una vez jados los homomorsmos hnE y h
n
C queda determina-
do un unico homomorsmo entre Fn+1A y Gn+1A que hace conmutar el
diagrama, de lo cual se sigue que hn+1 = ln+1 :
De lo anterior se sigue el siguiente corolario.
Corolario 6.5.12 El -functor T = fTngn0 no depende de las resolu-
ciones inyectivas escogidas para cada objeto en (6.5). Es decir, otras escogen-
cias producen otro -functor isomorfo (como -functor) a T: Esto muestra
que los functores derivados a derecha de   estan bien denidos.
Nota 6.5.13 En el contexto general de las categoras abelianas, si F es un
functor exacto a izquierda entre dos de estas categoras con sucientes ob-
jetos inyectivos, la construccion que se hizo para   puede hacerse de igual
forma para F , lo cual produce los functores derivados a derecha de F; que
se denotan usualmente por RnF; n  0: El lector podra notar que las deni-
ciones y pruebas que aparecen a lo largo de esta seccion se han hecho en
forma general y no usan ninguna propiedad particular de  , excepto el hecho
de ser exacto a izquierda. A continuacion se propone como ejercicio para el
lector , ver que las demostraciones de esta seccion tambien pueden hacerse
si se cambia a   por el functor HM (captulo 1, ejemplo 1.2.8)
HM :ModR  !ModR
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denido como HM (N) = HomR(M;N); y HM (f) denido como
HM (f):HomR(M;N)! HomR(M;L)
h 7! f  h
Ejercicio 6.5.14 Demuestre que las construcciones de esta seccion pueden
hacerse cambiando a   por HM , y construya los functores derivados a derecha
de HM . Para cada n  0, el n-esimo functor derivado a derecha se denota
por ExtnR(M; ): Estos functores juegan un papel fundamental en algebra
homologica y en la geometra algebraica moderna (ver [10] y [9]).
Nota 6.5.15 El lector podra cuestionarse la validez de algunos razona-
mientos en los que se hace uso de escogencias sobre clases de objetos que no
son necesariamente conjuntos, como por ejemplo, escoger para cada sheaf
una determinada resolucion inyectiva. Un mecanismo de eleccion en un con-
texto tan general, no es, a priori, una forma valida del axioma de eleccion.
Este punto es delicado y requiere del uso de un axioma de eleccion para
clases, conocido como U.C. o Universal Choice. Puede demostrarse, no obs-
tante, que este axioma es consistente con los axiomas de la teora de con-
juntos y clases de Godel-von Neumann y por tanto, es posible elegir sobre
clases de conjuntos aunque, aun as, se requiere proceder con cautela. Dicho
en forma precisa, se requiere primero partir la clase de todas las sheaves en
clases de equivalencia bajo la relacion de isomorsmo y escoger represen-
tantes de rango minimal (en la jerarqua de los conjuntos) antes de proceder
a aplicar U.C. El lector interesado puede consultar [6].
6.6. Resoluciones acclicas
Nuestro proximo objetivo es ver que T = fTngn0 puede computarse
usando resoluciones acclicas, lo que nos sera de utilidad mas adelante para
mostrar que las cohomologas clasicas, como la cohomologa de De Rham, son
representaciones concretas del -functor T . Como ha sido nuestro convenio a
lo largo del captulo, un objeto y un morsmo hacen referencia a un objeto
y un morsmo de alguna de las dos categoras ModR o ShOX (X), y un
functor hace referencia a un functor covariante o contravariante entre estas
categoras, que denotaremos en esta seccion por  , pero que si el lector lo
preere puede pensar que es el functor \tomar secciones globales".
Denicion 6.6.1 Sea P = fPngn0 un -functor con componente de grado
cero P; un functor contravariante exacto a izquierda. Un objeto se llama
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acclico para P; si PnL = 0; para todo n > 0: Una resolucion acclica de un
objeto A es una secuencia exacta 0! A! LA donde cada L es acclico.
Proposicion 6.6.2 Sea 0 ! A d! L una resolucion acclica de A para el
-functor P: Entonces existe un isomorsmo entre las homologas Hn(PL

A)
y PnA:
Prueba. Como P es exacto a izquierda, la secuencia
0! PA Pd 1! PL0 Pd
0! PL1
es exacta, lo cual demuestra que ker(Pd0) ' PA:
Descompongamos la resolucion 0! A d! L en secuencias exactas cortas
0! Ak ik! Lk dk! Ak+1 ! 0;
donde ik denota la inclusion y A0 = A y Ak se dene como im(dk 1): De
la secuencia exacta larga para P aplicada a cada una de estas secuencias
cortas se obtiene la exactitud de las secuencias
0! PAk ! PLk Pdk! PAk+1 1! P 1Ak ! 0; (6.26)
ya que P 1Lk = 0; y para n > 0; la exactitud de
0 = PnLk ! PnAk+1 n! Pn+1Ak ! Pn+1Lk = 0;
es decir, Pn+1Ak ' PnAk+1: De lo anterior se deduce que
PnA ' Pn 1A1 '    ' P 1An 1:
Por otro lado, de la secuencia (6.26) se obtiene un isomorsmo
PAk+1=im(Pdk)! P 1Ak: (6.27)
Ahora, como
0! PAk+1 Pik+1! PLk+1 Pdk+1! PLk+2
es exacta, se sigue que Pik+1 : PAk+1 ! ker(Pdk+1) es un isomorsmo, que
enva a im(Pdk)  PAk+1 en im(Pdk)  ker(Pdk+1). Por tanto induce un
isomorsmo en los cocientes
PAk+1=im(Pdk)! ker(Pdk+1)=im(Pdk) = Hk+1(PL): (6.28)
De los isomorsmos (6.27) y (6.28) se obtiene un isomorsmo Hk+1(PL
) '
P 1Ak: De lo anterior se sigue entonces que Hn(PL
) ' P 1An 1 ' PnA:
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6.6.1. Lema del Zig-Zag generalizado
Si T son los functores derivados a derecha de   construidos en la seccion
6.5, resulta conveniente conocer en forma explcita un isomorsmo entre
Hn( L
) y TnA: En esta seccion veremos una manera de construirlo.
Lema 6.6.3 Sea 0 ! L0 d0!    ! Ln dn!    una secuencia exacta de
objetos acclicos. Entonces la secuencia
0!  L0  d0!    !  Ln  dn!    (6.29)
es exacta.
Prueba. Primero veamos por induccion que im(dn) es acclico. Como L0 '
im(d0), la armacion es valida para n = 0: Supongamos que im(dn 1) es
acclico, y consideremos la secuencia
0! im(dn 1) i! Ln dn! im(dn)! 0; (6.30)
donde i denota el morsmo inclusion. Como T es un -functor, y T kim(dn 1)
es cero; para k > 0; se sigue de la secuencia exacta larga para T que
0 = T kLn
Tkdn! T kim(dn) k! T k+1im(dn 1) = 0;
es exacta, y por tanto, T kim(dn) = 0:
Ahora, como los extremos de la secuencia (6.30) (leda con n  1 en vez
de n) son acclicos, de la secuencia exacta larga para T se sigue que
0!  im(dn 2)  i!  Ln 1  dn 1!  im(dn 1)! 0
es exacta, y por tanto, im( dn 1) =  im(dn 1): Pero de la exactitud en el
medio de la secuencia
0!  im(dn 1)  i!  Ln  dn!  im(dn)! 0;
y de esta igualdad, se deduce que
ker( dn) = ( i)( im(dn 1)) = ( i)(im( dn 1))
= im( dn 1   i) = im( dn 1);
y por tanto, (6.29) es exacta en  Ln; para todo n  0:
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Lema 6.6.4 Sea
0! A d 1! L0 d0!    ! Ln dn!    (6.31)
una resolucion (no necesariamente acclica) para A y sea 0 ! A '
 1
! E un
embebimiento de A en un objeto inyectivo E. Entonces existe una secuencia
exacta de objetos inyectivos que comienza con E
0! E e 1! E0 e0!    ! En en!    (6.32)
y un levantamiento ' de ' 1
0! E e 1! E0 e0!    ! En en!   
' 1 " '0 " " 'n
0! A d 1! L0 d0!    ! Ln dn!   
" " "
0 0 0
(6.33)
donde cada 'n es un morsmo inyectivo.
Prueba. Sea A0 = A. Denamos inductivamente a An como el cokernel del
morsmo dn 2 : Ln 2 ! Ln 1; y dividamos la secuencia (6.31) en secuencias
exactas cortas
0! An in! Ln p
n
! An+1 ! 0;
(con i0 = d 1); donde in+1pn = dn: Escojamos para cada 0  k un em-
bebimiento lk : Ak ! Ik en un inyectivo Ik, donde l0 se escoge como ' 1
e I0 como E: Como en la prueba el lema 6.5.4, existe un embebimiento
'k : Lk ! Ik  Ik+1 que hace conmutar el siguiente diagrama
0! Ik k! Ik  Ik+1 k! Ik+1 ! 0
lk " 'k " " lk+1
0! Ak ik! Lk p
k
! Ak+1 ! 0
donde k y k denotan la inclusion y proyeccion canonica. Denamos Ek =
Ik  Ik+1, y ek = k+1k: Cada diagrama
Ek
ek! Ek+1
'k " " 'k+1
Lk
dk! Lk+1
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conmuta, ya que
ek'k = k+1k'k = k+1lk+1pk = 'k+1ik+1pk = 'k+1dk:
Veamos que la secuencia (6.32) es exacta. Como k+1 es inyectiva, ker(ek) =
ker(k) = im(k). Pero im(k) = im(kk 1); ya que k 1 es sobreyectiva.
De aqu se deduce que ker(ek) = im(ek 1).
Ejercicio 6.6.5 Denotemos por Uk al cokernel de 'k: Demuestre que si
uk : Uk ! Uk+1 son los morsmos inducidos ( 1  k) en (6.33) entonces
la secuencia de cokerneles
0! U 1 d 1! U0 u0!    ! Un un!    (6.34)
es exacta.
Fijemos 0! A D! IA; una resolucion inyectiva para A: Aplicando repeti-
damente el lema anterior a cada secuencia de cokerneles (6.34), podemos
construir resoluciones inyectivas para Lk; 0 ! Lk Dk! Ik; tales que el si-
guiente diagrama conmuta
Dn " " Dn0 " Dnn
0! InA
dn; 1 ! In0 d
n;0
 !     ! Inn dn;n !
Dn 1 " " Dn 1;0 " Dn 1;n
...
...
...
D0 " " D0;0 "
0! I0A
d0; 1 ! I00 d0;0 !     ! I0n d0;n !
D 1 " " D 1;0 " D 1;n
0! A d 1 ! L0 d0 !     ! Ln dn !
" " "
0 0 0
(6.35)
y tales que todas las las y columnas son exactas.
Suprimamos A en la esquina inferior izquierda, y apliquemos   a cada
objeto y morsmo de (6.35). Del lema 6.6.3, se deduce que en el diagrama
resultante cada la y columna son exactas, excepto la primera la y la
primera columna. Veamos que bajo estas hipotesis, la n-esima homologa de
la primera la, Hn( L
); es naturalmente isomorfa a la n-esima homologa
de la primera columna, TnA. La siguiente proposicion general es valida.
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Proposicion 6.6.6 Para cualquier diagrama doble
Dn " " Dn0 " Dnn
0! Un d
n; 1
 ! Un0 d
n;0
 !     ! Unn dn;n !
Dn 1 " " Dn 1;0 " Dn 1;n
...
...
...
D0 " " D0;0 "
0! U0 d
0; 1
 ! U00 d0;0 !     ! U0n d0;n !
D 1 " " D 1;0 " D 1;n
0! U d 1 ! V 0 d0 !     ! V n dn !
" " "
0 0 0
en el que todas las las y columnas, excepto por la primera la y la primera
columna, son exactas, existe un isomorsmo natural entre la n-esima ho-
mologa de la primera la y la n-esima homologa de la primera columna.
Prueba.Veamos como construir un homomorsmo fn : Hn(U

A)! Hn(V );
y su inverso, gn: Para ello usaremos la idea en la prueba del lema del Zig-
Zag (lema 4.6.2) en forma repetida: tomamos un representante cualquiera
zn de una clase [zn] 2 TnA; y hacemos un;0 2 Un0 igual a dn; 1(zn): Por
la conmutatividad del diagrama, Dn;0(un;0) = 0; y como cada columna es
exacta, podemos escoger un 1;0 2 U (n 1)0; tal que Dn 1;0(un 1;0) = un;0:
Sea un 1;1 = dn 1;0(un 1;0): Como dn;0(un;0) = 0; se sigue nuevamente
de la conmutatividad del diagrama, que Dn 1;1(un 1;1) = 0: De la ex-
actitud de las columnas, se sigue que existe un 2;1 2 U (n 2);1; tal que
Dn 2;1(un 2;1) = un 1;1 (ver el siguiente diagrama).
0
"
zn ! un;0 0
" "
un 1;0  ! un 1;1
"
un 2;1 ! un 2;2
"
...
(6.36)
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Iterando este procedimiento se obtienen elementos u0;n 2 U0;n; y wn 2 Ln;
con D 1;n(wn) = u0;n: Es facil ver por induccion (como en la demostracion
del lema del zig-zag), que la clase de homologa [wn] en Hn(V
) no depende
de ninguna de las escogencias hechas en cada paso, y por tanto, fn es una
funcion bien denida, que es ademas un homomorsmo, como se comprueba
facilmente. La prueba de este hecho se deja como ejercicio al lector, y solo
requiere que cada la sea un complejo (no necesariamente exacto) y que
cada columna, excepto la primera, sea exacta.
En forma similar, usando el hecho de que las las son exactas (excep-
to la primera) y que las columnas son complejos, es posible construir un
homomorsmo
gn : Hn(V
)! Hn(U)
siguiendo un zig-zag como el anterior. Como este procedimiento no depende
de las escogencias que se hacen en cada paso, el zig-zag (6.36) puede usarse en
sentido contrario, es decir, de abajo hacia arriba, para computar a gn([wn]);
y por tanto, gn([wn]) = [zn]: Esto muestra que gnfn = IdHn(U). De igual
forma se ve que fngn = IdHn(V ):
Ejercicio 6.6.7 Demuestre que en la proposicion anterior fn (similarmente,
gn) no depende de ninguna de las escogencias hechas en cada paso, y de-
muestre que es un homomorsmo.
Para cada objeto A jemos una resolucion inyectiva 0 ! A ! IA y sea
T el -functor construido en el teorema 6.5.9 a partir de estas resoluciones.
Por otro lado, jemos para cada A una resolucion acclica cualquiera
0! A! LA:
Por la proposicion anterior, existe un isomorsmo gn : Hn( L

A) ! TnA:
Entre todos los posibles isomorsmos, jemos uno, que denotaremos por gnA;
y denotemos a Hn( L

A) por L
nA. Para cada par de objetos A y B, y cada
morsmo f : A! B, denamos Lnf : LnA! LnB como (gnB) 1 Tnf gnA:
Es claro entonces que el siguiente diagrama conmuta
LnA
gnA! TnA
# Lnf # Tnf
LnB
gnB! TnB
Para cada secuencia exacta 0! A! B ! C ! 0 sean n : TnC ! Tn+1A
los correspondientes homomorsmos conexion. Denamos
0n : LnC ! Ln+1A
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como (gn+1A )
 1  n  gnC . Es claro entonces que el diagrama
LnC
gnC! TnC
# 0n # n
Ln+1A
gn+1A! Tn+1A
es conmutativo. En forma similar se demuestra la naturalidad de las cone-
xiones 0n para un morsmo entre dos secuencias exactas cortas.
De las deniciones anteriores se deduce que cada Ln es un functor y que
la coleccion L = fLngn0 es un -functor.
Teorema 6.6.8 La coleccion L = fLngn0 es un -functor isomorfo (como
-functor) a T:
Ejercicio 6.6.9 Demuestre el teorema anterior.
Notacion 6.6.10 Un -functor universal L = fLngn0 con L0 '   denido
en la categora de sheaves de OX -modulos en un espacio topologico X (unico
salvo isomorsmos de -functores), se llamara una teora de cohomologa de
sheaves en X.
A cada OX(X)-modulo T (X) lo denotaremos por Hn(X;F ) y lo llamare-
mos la cohomologa n-esima de X con coecientes en la sheaf F:
6.7. Cohomologa de Cech
Sea X un espacio topologico y U = fUaga2A un cubrimiento abierto de
X. Para cada p  0 denotemos por Ap al conjunto de todas las (p+1)-tuplas
Ap = f(a0; : : : ; ap) : ai 2 Ag; y por (a0; : : : ; bai; : : : ; ap) a la p-tupla que se
obtiene suprimiendo ai. Para cada (p + 1)-tupla en Ap denotaremos a la
interseccion Ua0 \    \ Uap por Ua0;:::;ap :
Sea F una sheaf en X y denamos Cp(U ; F ) como el conjunto
Cp(U ; F ) = f! : ! : Ap !
[
(a0;:::;ap)2Ap
F (Ua0;:::;ap)g;
de todas las funciones deAp a la union disjunta de todos los grupos F (Ua0;:::;ap);
tales que !(a0; : : : ; ap) 2 F (Ua0;:::;ap): Para cada p  0 denamos dpU :
Cp(U ; F )! Cp+1(U ; F ) como la funcion que enva a ! 2 Cp(U ; F ) en dpU!;
denida como
(dpU!)(a0; : : : ; ap+1) =
p+1X
i=0
( 1)i !(a0; : : : ;bai; : : : ; ap+1)jUa0;:::;ap+1 :
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Proposicion 6.7.1 La coleccion CU = fCp(U ; F ); dpUgp0 es un complejo
de grupos abelianos con homologa de grado cero isomorfa a F (X):
Prueba. Se sigue directamente de la denicion que dpU es un homomorsmo.
Por otro lado, si ! 2 Cp(U ; F ); entonces, por denicion
(dp+1U d
p
U!)(a0; : : : ; ap+2) =
p+2X
j=0
( 1)j(dpU!)(a0; : : : ;baj ; : : : ; ap+2)
=
p+2X
j=0
( 1)j
p+2X
i=0; i6=j
( 1)"(i) !(a0; : : : ;bai; : : : ;baj ; : : : ; ap+2)jUa0;:::;ap+2 (6.37)
donde "(i) = i; si 0  i < j y "(i) = i  1; si i > j: Por tanto, para cada par
de ndices distintos i; j el sumando !(a0; : : : ;bai; : : : ;baj ; : : : ; ap+2)jUa0;:::;ap+2
aparece dos veces con signos opuestos y en consecuencia la suma (6.37) es
cero.
Por ultimo, la cero homologa es por denicion igual a ker(d0U ). Pero
! 2 ker(d0U ) si y solo si
(d0U!)(a0; a1) = !(a1)jUa0;a1   !(a0)jUa0;a1 = 0;
es decir si !(a0) y !(a1) coinciden en Ua0 \ Ua1 ; para todo (a0; a1) 2 A1:
Como F es una sheaf, la coleccion f!(ai)g determina una unica seccion
t 2 F (X); tal que tjUi = !(ai): Por tanto H0(C(U ; F )) puede identicarse
naturalmente con la secciones globales de F , es decir, con F (X):
A la homologa n-esima del complejo CU la denotaremos por H
n(U ; F ), y
se llamara el n-esimo grupo de cohomologa de Cech, relativo al cubrimiento
U :
Sea V = fVbgb2B un cubrimiento abierto de M que sea un renamiento
de U , y sea  : B ! A una funcion de escogencia para este renamiento, es
decir, una funcion tal que Vb  U(b); para todo Vb 2 V: Sea p la funcion
p : Cp(U ; F )! Cp(V; F )
! 7! p!
denida como
p!(b0; : : : ; bp) = !(b0; : : : ; bp)jVb0;:::;bp : (6.38)
Es facil ver que p es un homomorsmo que induce un morsmo de complejos
 : C(U ; F )! C(V; F ); y por tanto, un homomorsmo en las homologas
 : H(U ; F )! H(V; F ):
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Ejercicio 6.7.2 Demuestre que dpV
p = p+1dpU ; y que por tanto, 
 es un
morsmo de complejos.
Sean  y  dos funciones de escogencia ;  : B ! A para el renamiento
V: Denamos
hp : Cp(U ; F )! Cp 1(V; F )
! 7! hp!
como la funcion que enva a ! en hp! denida como
hp!(b0; : : : ; bp 1) =
p 1X
i=0
( 1)i !(b0; : : : ; bi;  bi; : : : ;  bp 1)jVb0;:::;bp 1 :
(6.39)
Proposicion 6.7.3 h : C(U ; F ) ! C 1(V; F ) es una homotopa entre
los morsmos de complejos  y  : Es decir,
 p   p = dp 1V hp + hp+1dpU ; (6.40)
para todo p  0 (donde d 1V se dene como 0).
Prueba. Con el proposito de simplicar la notacion, suprimamos durante
la prueba el smbolo de restriccion de secciones, \ j". Sea ! un elemento en
Cp(U ; F ). Por denicion de hp+1 tenemos que
hp+1(dpU!)(b0; : : : ; bp) =
pX
i=0
( 1)idpU!(b0; : : : ; bi;  bi; : : : ;  bp)
=
pX
i=0
( 1)i
p+1X
j=0
( 1)j!(ai0; : : : ; baij ; : : : ; aip+1); (6.41)
donde aik = bk; si 0  k  i y aik =  bk 1; si i < k  p+ 1:
Por otro lado,
dp 1V (h
p!)(b0; : : : ; bp) =
pX
j=0
( 1)jhp!(b0; : : : ; bbj ; : : : ; bp)
=
pX
j=0
( 1)j
p 1X
i=0
( 1)i!(cj0; : : : ; cji ;  cji ; : : : ;  cjp 1);
(6.42)
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donde cjk = bk; si 0  k < j y cjk = bk+1; si j  k  p   1: Veamos que
cada termino de (6.42) aparece en (6.41) con signo opuesto. Distingamos dos
casos: si 0  i < j, el sumando que corresponde a i; j en la suma (6.42) es
( 1)i+j!(b0; : : : ; bi;  bi; : : : ;d bj ; : : : ;  bp):
Pero este sumando es precisamente el termino i; j+1 de (6.41), que aparece
con signo opuesto (igual a ( 1)i+j+1). Si j  i  p 1; el sumando de (6.42)
que corresponde a i; j es
( 1)i+j!(b0; : : : cbj ; : : : ; bi+1;  bi+1; : : : ;  bp);
que es igual al termino i + 1; j de (6.41), que aparece con signo opuesto,
igual a ( 1)i+j+1:
Por consiguiente, en la suma ((dp 1V h
p+hp+1dpU )!)(b0; : : : ; bp) solo apare-
cen los terminos de (6.41) que no estan en (6.42) (2p+ 2 en total). Es facil
ver que estos terminos son precisamente los que corresponden a los ndices
i; j con 0  i  p y j = i o j = i + 1: Notemos que en la suma (6.41) el
sumando que corresponde a i = 0 y j = 0 es precisamente !( b0; : : : ;  bp)
y el que corresponde a i = p y j = p + 1 es igual a  !(b0; : : : ; bp): Los
restantes 2p sumandos, que corresponden a los ndices 0  i < p; con j = i
o j = i + 1; se cancelan entre s, ya que cada termino i; j = i + 1; que es
igual a
( 1)2i+1!(b0; : : : ; bi; c bi;  bi+1; : : : ;  bp);
se cancela con el termino i+ 1; j = i+ 1; que es igual a
( 1)2i+2!(b0; : : : ; bi;cbi+1;  bi+1; : : : ;  bp):
En consecuencia vemos que
((dp 1V h
p + hp+1dpU )!)(b0; : : : ; bp) = !( b0; : : : ;  bp)  !(b0; : : : ; bp);
y por tanto, (6.40) es cierta.
Corolario 6.7.4 Los homomorsmos inducidos en las homologas
 ;  : H(U ; F )! H(V; F )
son iguales, y por tanto, no depende de la funcion de escogencia para el
renamiento.
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Prueba. La demostracion es una consecuencia directa de la nota 6.4.9, ya
que   y  son homotopicos.
Al homomorsmo determinado por cualquier funcion de escogencia entre
B y A lo denotaremos por
V;U : H
(U ; F )! H(V; F ): (6.43)
Sea W = fWcgc2G un renamiento de V; y sea  : G ! B una funcion de
escogencia cualquiera. Es claro que W es a su vez un renamiento de U y
que    es una funcion de escogencia de G a A. De (6.38) se sigue que
() =  ; y por tanto, que ( )W;U = W;V V;U : Denamos en el
conjunto de cubrimientos abiertos de X; Cubr(X); la relacion V  U ; si V es
un renamiento de U : Es facil ver que esta relacion es en efecto una relacion
de orden parcial en Cubr(X); y que el conjunto fH(U ; F ); V;U ; gU ;V2Cubr(X)
es un sistema dirigido.
Denicion 6.7.5 El lmite directo lm !U2Cubr(X) Hn(U ; F ) se denotara por
Hn(X;F ) y se llamara la n-esima cohomologa de Cech con coecientes en
la sheaf F .
Veamos que H = fHn(X; )gn0 es un -functor. En primer lugar, si U
es un cubrimiento abierto cualquiera de X y f : F ! G es un morsmo de
sheaves, denamos
cpU (f) : C
p(U ; F )! Cp(U ; G)
! 7! !0
donde !0 esta dada por
!0(a0; : : : ; ap) = fUa0;:::;ap  !(a0; : : : ; ap); (6.44)
para cada (a0; : : : ; ap) 2 Ap: Es facil vericar que los cpU (f) son homo-
morsmos de grupos que conmutan con el operador dpU y por tanto, de-
nen un morsmo de complejos, que induce a su vez un homomorsmo
HpU (f) : H
p(U ; F ) ! Hp(U ; G): Por otro lado, se sigue de (6.44) que HU (f)
conmuta con los homomorsmos V;U y por tanto, al pasar al lmite se in-
ducen homomorsmos Hf : H(X;F )! H(X;G):
Ejercicio 6.7.6 Verique las armaciones anteriores. Demuestre ademas
que los homomorsmos H(f) son functoriales, es decir, que H(g  f) =
Hg  Hf y que HIdF = IdH(X;F ):
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6.7.1. El -functor H = fHn(X; )gn0
En esta seccion mostraremos que H = fHn(X; )gn0 es un -functor
universal, de la categora de sheaves a la categora de grupos abelianos, con
H0(X; ) isomorfo a  ( ). Sea
0! A i! B h! D ! 0; (6.45)
una secuencia exacta de sheaves. Comencemos por construir homomorsmos
conexion n : Hn(X;D) ! Hn+1(X;A): La secuencia (6.45) induce una
secuencia exacta de grupos abelianos
0! C(U ; A) c

U (i)! C(U ; B) c

U (h)! C(U ; D):
Denotemos por eC(U ; D) a la imagen im(cU (h)): Es claro entonces que la
secuencia
0! C(U ; A) c

U (i)! C(U ; B) c

U (h)! eC(U ; D)! 0
es exacta. Si V es un renamiento de U ; los homomorsmos
V;U : C
(U ; A)! C(V; A) y V;U : C(U ; B)! C(V; B)
inducen un homomorsmo eV;U : eC(U ; D) ! eC(V; D) que hace que el
siguiente diagrama sea conmutativo:
0! C(U ; A) c

U (i)! C(U ; B) c

U (h)! eC(U ; D)! 0
V;U # V;U # eV;U #
0! C(V; A) c

V (i)! C(V; B) c

V (h)! eC(V; D)! 0 (6.46)
Por el lema 6.5.7 todo morsmo entre secuencias exactas cortas de complejos
da origen a un morsmo entre las correspondientes secuencias exactas largas:
Hn(U ; B)
HnU (h)! Hn( eC(U ; D)) enU! Hn+1(U ; A) Hn+1U (i)! Hn+1(U ; B)
# nV;U # enV;U # n+1V;U n+1V;U #
Hn(V; B)
HnV (h)! Hn( eC(V; D)) enV! Hn+1(V; A) Hn+1V (i)! Hn+1(V; B)
Pasando al lmite directo en cada columna se obtiene una secuencia exacta
larga
! Hn(X;B) Hnh! eHn(X;D) en! Hn+1(X;A) Hn+1i! Hn+1(X;B)!
(6.47)
6.7. COHOMOLOGIA DE CECH 295
donde eHn(X;D) denota el grupo lm !U2Cubr(X)Hn( eC(U ; D)). Por otro lado,
si
U : eC(U ; D)! C(U ; D)
denota la inclusion de complejos, al tomar homologa se inducen homomor-
smos
nU : Hn( eC(U ; D))! Hn(U ; D): (6.48)
Es facil ver que la restriccion de V;U enva a eC(U ; D) en eC(V; D), es decir,
que V;U ( eC(U ; D))  eC(V; D) y, por consiguiente, cada diagrama
Hn( eC(U ; D)) nU! Hn(U ; D)

n
V;U # # nV;U
Hn( eC(V; D)) nV! Hn(V; D)
es conmutativo. Si X es paracompacto (ver apendice A), los homomorsmos
nU inducen, al pasar al lmite directo, isomorsmos
n : eHn(X;D)! Hn(X;D);
como demostraremos a continuacion. Comencemos por probar el siguiente
lema.
Lema 6.7.7 Sea U = fUaga2A un cubrimiento localmente nito de X; un
espacio topologico paracompacto. Entonces, existe un cubrimiento abierto
W = fWaga2A tal que W a  Ua; para cada a 2 A; y para cada p 2 X un
entorno abierto Vp con las siguientes propiedades:
1. Si p 2 Ua; entonces Vp  Ua:
2. Si p 2Wa; entonces Vp Wa:
3. Si Wa \ Vp 6= ?; entonces Vp  Ua:
Prueba. Por la proposicion A.0.23 del apendice A, existe un cubrimiento
abierto W = fWaga2A de X tal que W a  Ua; para cada a 2 A: Para
cada p 2 X; como U es localmente nito, solo existen nitos abiertos de U ;
Lp = fUa1 ; : : : ; UaN g que contienen a p: Es claro que los unicos abiertos enW
que pueden contener a p estan necesariamente en la lista fWa1 ; : : : ;WaN g, ya
que para cada a 2 A; Wa  W a  Ua: Sean Wa1 ; : : : ;War aquellos abiertos
que contienen a p: Tomemos un entorno abierto V 1p de p tal que
V 1p Wai1 \    \Wair \ Ua1 \    \ UaN : (6.49)
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Es claro que para este entorno se satisfacen las condiciones 1y 2. Notemos
ahora que si eVp es cualquier entorno abierto de p contenido en V 1p , entonces
las condiciones 1 y 2 siguen siendo validas para eVp:
Ahora, sea Wa tal que Wa \ V 1p 6= ?; y en consecuencia Ua \ V 1p es no
vaco. Como U es localmente nito podemos escoger V 2p  V 1p tal que V 2p
solo interseque nitos abiertos Wa: Sean Sp = fWaj1 ; : : : ;Wajmg los unicos
abiertos en W tales que Wajk \V 2p 6= ?: Para cada uno de ellos distingamos
dos casos: si para Wajk se cumple que p =2 Uajk ; denamos el abierto Gajk
como el complemento de W ajk (note que p 2 Gajk ). Si por el contrario,
p 2 Uajk ; entonces V 2p  Uaj , por la condicion 1. Sea Vp = V 2p \ (\ajkGajk ):
Como observamos antes, las condiciones 1 y 2 se siguen cumpliendo para Vp:
Ahora veamos que se cumple 3: si Wa \ Vp 6= ?; entonces Wa es uno de los
abiertos de la lista Sp; digamos Wa =Wajk : No puede ocurrir que p =2 Uajk ,
ya que p 2 G: Luego p 2 Uajk , y en consecuencia Vp  V 2p  Uaj
Proposicion 6.7.8 Sea X un espacio paracompacto y D una sheaf en X:
Entonces las inclusiones (6.48) inducen al pasar al lmite directo isomors-
mos de grupos abelianos
n : eHn(X;D)! Hn(X;D): (6.50)
Prueba. Denotemos por Q(U ; D) al cociente C(U ; D)= eC(U ; D) y por  el
homomorsmo canonico al cociente. En forma similar a como se procedio en
(6.46), se demuestra que el homomorsmo inducido en los cocientes
qV;U : Q
(U ; D)! Q(V; D)
hace conmutar el diagrama
0! eC(U ; D) cU ()! C(U ; D) cU ()! Q(U ; D)! 0eV;U # V;U # qV;U #
0! eC(V; D) cV ()! C(V; D) cV ()! Q(V; D)! 0
Por el lema 6.5.7, existe un diagrama conmutativo:
Hn 1(Q(U ; D))
en 1U! Hn( eC(U ; D)) nU! Hn(U ; D) cnU ()! Hn(Q(U ; D))
qn 1V;U # enV;U # nV;U # qnV;U #
Hn 1(Q(V; D))
en 1V! Hn( eC(V; D)) nV! Hn(V; D) cnV ()! Hn(Q(V; D))
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Pasando al lmite se obtiene una secuencia exacta larga
lm !U2Cubr(X)Hn 1(Q
(U ; D)) en 1! eHn(X;D) n! Hn(X;D)!
cn()! lm !U2Cubr(X)Hn(Q
(U ; D))
Para ver que n es un isomorsmo basta probar que
lm !U2Cubr(X)Hn(Q
(U ; D)) = 0;
para todo n  0. Mostraremos que si ! 2 Cn(U ; D); entonces existe un
renamiento V de U = fUaga2A tal que nV;U (!) 2 im(cnU (h)): De aqu se
seguira que nV;U enva la clase de ! en Hn(Q
(U ; D)) en la clase del cero,
y por tanto, es cero al pasar al lmite.
Como X es paracompacto, pasando a un renamiento de U = fUaga2A
localmente nito si fuera necesario, podemos suponer sin perdida de genera-
lidad que U es localmente nito. Sean W = fWaga2A y fVpgp2X escogidos
como en el lema anterior. Como h es un morsmo sobreyectivo podemos es-
coger un entorno abierto V 0p  Vp tal que para cada (n+1)-tupla (a0; : : : ; an);
con p 2 Ua0 \    \ Uan , existen p;a0;:::;an 2 B(V 0p) que cumplen que
hV 0p(p;a0;:::;an) = !(a0; : : : ; an)jV 0p : (6.51)
Esto es posible ya que U es un cubrimiento localmente nito y en consecuen-
cia p solo puede estar contenido en nitos abiertos Ua. Denamos V como el
cubrimiento abierto V = fV 0pgp2X : Como V 0p  Vp se verica facilmente que
las condiciones 1,2 y 3 del lema se cumplen para los V 0p , es decir, se cumple
que:
1. Si p 2 Ua entonces V 0p  Ua:
2. Si p 2Wa; entonces V 0p Wa:
3. Si Wa \ V 0p 6= ?; entonces V 0p  Ua:
Como W es un cubrimiento abierto de X, para cada pi 2 X podemos
escoger un abierto Wai que lo contenga. De la condicion 2 se sigue que
V 0pi Wai ; y por tanto V es un renamiento de W. Sea  : X ! A una fun-
cion de escogencia para este renamiento, es decir, Vpi W(pi). Para cada
(n+1)-tupla (p0; : : : ; pn); el elemento 
n
V;U (!)(p0; : : : ; pn) es, por denicion,
!(a0; : : : ; an)jV 0p0;:::;pn : Veamos que existe p0;:::;pn 2 B(V
0
p0;:::;pn
) tal que
hV 0p0;:::;pn
(p0;:::;pn) = !(a0; : : : ; an)jV 0p0;:::;pn ;
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lo que demostrara que nV;U (!) = c
n
V(h)(); donde  se dene como la fun-
cion (p0; : : : ; pn) = p0;:::;pn : Si V
0
p0;:::;pn
= ? la armacion se cumple triv-
ialmente. Supongamos que esta interseccion es no vaca. Entonces
? 6= V 0p0;:::;pn  V 0p0 \ V 0pk  V 0p0 \Wak ;
y por la condicion 3, V 0p0  Uak ; para todo 0  k  n: Por consiguiente,
V 0p0  Ua0\  \Uan : Sean p0;a0;:::;an 2 B(V 0p0) secciones que cumplen (6.51).
Es claro entonces que (6.51) implica en particular que
hV 0p0\\V 0pn (p0;a0;:::;an jV 0p0;:::;pn ) = !(a0; : : : an)jV 0p0;:::;pn ;
como queramos ver.
Teorema 6.7.9 Sea 0 ! A i! B h! D ! 0 una secuencia exacta de
sheaves. Entonces existen homomorsmos conexion
n : Hn(X;D)! Hn+1(X;A);
y una secuencia exacta larga para H
! Hn(X;B) Hnh! Hn(X;D) n! Hn+1(X;A) Hn+1i! Hn+1(X;B) !
(6.52)
Prueba. Por la discusion anterior, sabemos que la secuencia (6.47) es exacta,
y que existen isomorsmos (6.50) n : eHn(X;D) ! Hn(X;D); para cada
n  0: Denamos n = en  (n) 1. Claramente el diagrama
Hn(X;B)
Hnh! eHn(X;D) en! Hn+1(X;A) Hn+1i! Hn+1(X;B)
# IdHn(X;B) # n # IdHn+1(X;A) # IdHn+1(X;B)
Hn(X;B)
Hnh! Hn(X;D) n ! Hn+1(X;A) Hn+1i! Hn+1(X;B)
(6.53)
conmuta, y como la primera la es exacta (ya que es precisamente la se-
cuencia (6.47)), la segunda tambien lo es, es decir, (6.52) es exacta, como
queramos demostrar.
Consideremos ahora un morsmo (a; b; c) entre dos secuencias exactas
cortas
0! A i! B h! D ! 0
a # b # d #
0! A0 i0! B0 h0! D0 ! 0
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Para cada cubrimiento abierto U , este diagrama induce un diagrama con-
mutativo
0! C(U ; A) c

U (i)! C(U ; B) c

U (h)! eC(U ; D)! 0
cU (a) # cU (b) # ecU (d) #
0! C(U ; A0) c

U (i
0)! C(U ; B0) c

U (h)! eC(U ; D0)! 0 (6.54)
Aplicando nuevamente el lema 6.5.7 y pasando al lmite, se obtiene el si-
guiente diagrama conmutativo:
Hn(X;B)
cn(h)! eHn(X;D) en! Hn+1(X;A) Hn+1i! Hn+1(X;B)
# Hnb # cn(d) # Hn+1a # Hn+1b
Hn(X;B0)
cn(h0)! eHn(X;D0) e0n! Hn+1(X;A0) Hn+1i0! Hn+1(X;B0)
(6.55)
donde hemos denotado a lm !U2Cubr(X)Hn( eC(U ; D0)) por eHn(X;D0), y donde
0n = e0n( 0n) 1; n = en(n) 1 y  0n es el isomorsmo
 0n : eHn(X;D0)! Hn(X;D0):
Ahora, de la conmutatividad de (6.54), y como  y  0 son inclusiones,
se sigue facilmente que el diagrama
eC(U ; D) ! C(U ; D)
c(d) # # c(d)eC(U ; D0)  0! C(U ; D0)
es conmutativo. Tomando homologa y pasando al lmite se obtiene la con-
mutatividad del diagrama:
eHn(X;D) n! Hn(X;D)
cn(d) # # HndeHn(X;D0)  0n! Hn(X;D0)
es decir, (Hnd)n = ( 0n)cn(d). La conmutatividad del cuadrado central de
(6.55) nos dice que e0ncn(d) = Hn+1aen; y como 0n = e0n( 0n) 1 y n =en(n) 1, vemos que 0n( 0n)cn(d) = (Hn+1a)nn: Pero el lado izquierdo
de esta igualdad es igual a 0n(Hnd)(n) de cual se deduce que (Hn+1a)en =
(Hn+1a)nn; o en otras palabras, que el diagrama
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Hn(X;D)
n! Hn+1(X;A)
# Hnd # Hn+1a
Hn(X;D0) 
0n! Hn+1(X;A0)
es conmutativo. Esto demuestra que H = fHn(X; )gn0 es un -functor.
Finalmente, la proposicion 6.7.1 muestra que H0(U ; F ) ' F (X). Toman-
do el lmite directo obtenemos
H0(X;F ) = lm !U2Cubr H
0(U ; F ) ' F (X);
y es facil ver que este es un isomorsmo functorial entre H0(X; ) y  .
Ejercicio 6.7.10 Demuestre que H0(X; ) y  ( ) son isomorfos como func-
tores.
Nuestro proximo objetivo es mostrar que H es universal. En el teorema
6.3.9 demostramos que toda sheaf de OX -modulos puede embeberse en una
sheaf inyectiva de OX -modulos E cuyas secciones en cada abierto U son
todas las funciones de la forma
E(U) = fh : U ! Sp2UE(p)g;
con h(p) 2 E(p); un OX;p-modulo inyectivo, para cada p 2 X. En el caso
particular en el que E es una sheaf inyectiva de grupos abelianos, cada E(p)
es un Z-modulo inyectivo. Por el Teorema 6.5.11, para demostrar que H es
universal, basta ver que Hn(X;E) = 0; para todo n > 0: Como veremos a
continuacion, esto ultimo se deduce del hecho particular de ser E una sheaf
de secciones discontinuas, en el sentido de la siguiente denicion.
Denicion 6.7.11 Una sheaf de secciones discontinuas es una sheaf D que
tiene la siguiente forma: para cada p 2 X existe un grupo abeliano D(p);
tal que en cada abierto U; D(U) consta de todas las funciones
D(U) = fh : U ! Sp2UD(p)g;
de U a la union disjunta de grupos abelianos D(p); tales que h(p) 2 D(p):
Proposicion 6.7.12 Sea X un espacio topologico, U = fUga2A un cu-
brimiento abierto de X y D una sheaf de secciones discontinuas. Entonces
Hn(U ; D) = 0; para todo n > 0; y por tanto, Hn(X;D) = 0; para todo n > 0:
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Prueba. Para cada p 2 X jemos un abierto Ua(p) 2 U ; tal que p 2 Ua(p):
Para cada n > 0 denamos
hn : Cn(U ; D)! Cn 1(U ; D)
! 7! hn!
donde hn!(a0; : : : ; an 1) es la funcion que en cada p 2 Ua0;:::;an 1 toma el
valor !(a(p); a0; : : : ; an 1)(p): Veamos que dn 1U h
n + hn+1dnU = IdCn(U ;D);
lo cual implicara que la identidad es homotopica a la funcion cero, y por
tanto, que Hn(U ; D) = 0; para n > 0: Por denicion
dn 1U (h
n!)(a0; : : : ; an)(p) =
nX
i=0
( 1)ihn!(a0; : : : ;bai; : : : ; an)(p) (6.56)
=
nX
i=0
( 1)i!(a(p); a0; : : : ;bai; : : : ; an)(p): (6.57)
Por otro lado, hn+1dnU (!)(a0; : : : ; an)(p) = d
n
U (!)(a(p); a0; : : : ; an)(p) que es
igual a
!(a0; : : : ; an)(p) +
nX
i=0
( 1)i+1!(a(p); a0; : : : ;bai; : : : ; an)(p): (6.58)
Sumando (6.57) y (6.58) se obtiene la igualdad ((dn 1U h
n + hn+1dnU )!)(p) =
!(a0; : : : ; an)(p); para todo p 2 X; como queramos ver.
Finalmente, como Hn(U ; D) = 0 y Hn(X;D) = lm !U2Cubr Hn(U ; D); se
sigue que Hn(X;D) = 0:
Los resultados anteriores pueden resumirse en el siguiente teorema:
Teorema 6.7.13 Si X es un espacio paracompacto, H = fHn(X; )gn0 es
un -functor universal con H0(X; ) isomorfo a  ( ):
6.7.2. Teorema de De Rham
Como aplicacion del teorema anterior demostraremos en esta seccion el
teorema de De Rham, el cual arma que la cohomologa de De Rham solo
depende de la topologa del manifold y no de su estructura diferenciable.
Comenzaremos por demostrar que la sheaf de diferenciales Ak es acclica
para la cohomologa de Cech, esto es, Hn(X;Ak) = 0; para todo n > 0: La
demostracion de este hecho depende de la existencia de particiones de la
unidad.
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Proposicion 6.7.14 Sea M un manifold y Ak la sheaf de k-formas dife-
renciales. Para todo n > 0 se tiene que Hn(M;Ak) = 0:
Prueba. Sea U = fUaga2A un cubrimiento de M y faga2A una particion
subordinada a U : Como en la proposicion 6.7.12, la idea consiste en construir
una homotopa
hn : Cn(U ;Ak)! Cn 1(U ;Ak)
! 7! hn!
Notemos primero que si V es un abierto cualquiera y  es un k-forma en
V \ Ua; con k > 0; como a es una funcion suave con soporte en Ua; la
k-forma a tiene soporte en V \Ua; y por tanto, puede extenderse por cero
a V . Es decir, si denimos
(a)
e(p) =

a(p)(p) si p 2 Ua \ V
0 si p 2 V   Ua \ V
entonces a
e es una k-forma suave en V . Obviamente lo es Ua \ V; y si
p 2 V   Ua \ V; entonces (a)e es la forma constante cero en el entorno
abierto de p; V  Soporte(a):
Denamos
hn!(a0; : : : ; an 1) =
X
a2A
(a!(a; a0; : : : ; an 1))e;
donde (a!(a; a0; : : : ; an 1))ees la extension por cero de a!(a; a0; : : : ; an 1)
a Ua0;:::;an 1 : Un computo similar al que aparece en la demostracion de la
proposicion 6.7.12 demuestra que dn 1U h
n + hn+1dnU = IdCn(U ;Ak); lo cual
implica que la identidad es homotopica a la funcion cero, y por tanto, que
Hn(U ;Ak) = 0; para todo n > 0: Pasando al lmite directo se sigue que
Hn(M;Ak) = 0:
Proposicion 6.7.15 Sea M un manifold y denotemos por R la sheaf de
funciones localmente constantes con valores en R: Entonces, si d 1 denota
la inclusion de R en A0; y d es la derivada exterior de formas, entonces, la
secuencia
0! R d 1! A0 d!    ! An d!   
es una resolucion acclica de R:
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Prueba. La inyectividad de d 1 es obvia. Para cada abierto U el kernel
de dU : A0(U) ! A1(U) consta de todas las funciones suaves en U; local-
mente constantes, que es precisamente la imagen de d 1U ; lo cual demuestra
la exactitud en A0: La exactitud de la secuencia en Ak; para k > 0 es una
consecuencia inmediata del lema de Poincare (lema 4.5.6).
Teorema 6.7.16 Sea M un manifold. Para cada n  0 las cohomologas
de De Rham, HnD(M) y de Cech,
Hn(M;R) son canonicamente isomorfas
a Hn(M;R); la cohomologa de functores derivados denida en la seccion
6.6.10.
Prueba. Como Ak es acclica para el -functor H; la proposicion 6.6.2 im-
plica que Hn(M;R) es isomorfa a la n-esima homologa del complejo
0!  A0  d!    !  An  d!    (6.59)
Pero  An es por denicion An(M) y
 d = dM : An(M)! An+1(M):
Por consiguiente, (6.59) es precisamente el complejo de De Rham, cuya n-
esima cohomologa es por denicion HnD(M): La ultima armacion es una
consecuencia inmediata del teorema 6.7.13.
Corolario 6.7.17 (De Rham) La cohomologa de De Rham HnD(M) solo
depende de la topologa de M; y no de su estructura diferenciable.
Prueba. El corolario se deriva del isomorsmo HnD(M) ' Hn(M;R) y del
hecho de que, por denicion, la cohomologa de Cech no depende de la
estructura diferenciable de M:
Mostremos ahora una manera explcita de computar la cohomologa H
de un espacio paracompacto X:
Denicion 6.7.18 Un cubrimiento abierto U = fUga2A de X se llama un
cubrimiento de Leray para una sheaf F en X, si Hk(Ua0;:::;an ; F ) = 0; para
todo n  0 y k > 0:
Sea 0 ! F h! I una resolucion inyectiva de F , donde supondremos
que cada una de las sheaves I es construida como en el teorema 6.3.9, y
es en particular una sheaf de secciones discontinuas. Sea U un cubrimiento
de Leray para F . Para cada k > 0; la k-esima homologa del complejo
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0 ! F (Ua0;:::;an) ! I(Ua0;:::;an); es por denicion Hk(Ua0;:::;an ; F ); que es
por hipotesis igual a cero, lo que implica que las columnas del doble complejo
hnX " " hnUa0 " h
n
Ua0;:::;an
0! In(X) d
n; 1
U ! Q
a02A
In(Ua0)
dn;0U !     ! Q
(a0;:::;an)2An
In(Ua0;:::;an)
hn 1X " " hn 1Ua0 " h
n 1
Ua0;:::;an
...
...
...
h0X " " h0Ua0 " h
0
Ua0;:::;an
0! I0(X) d
0; 1
U ! Q
a02A
I0(Ua0)
d0;0U !     ! Q
(a0;:::;an)2An
I0(Ua0;:::;an)
h 1X " " h 1Ua0 " h
 1
Ua0;:::;an
0! F (X) d
 1
U ! Q
a02A
F (Ua0)
d0U !     ! Q
(a0;:::;an)2An
F (Ua0;:::;an)
" " "
0 0 0
excepto posiblemente la primera, son exactas. Por otro lado, como cada Im
es una sheaf de funciones discontinuas, se tiene que Hk(Ua0;:::;an ; I
m) = 0;
para todo n;m  0 y k > 0; y por tanto, todas las las, excepto posiblemente
la primera, son exactas. Al reemplazar por cero la esquina inferior izquierda
se obtiene un doble complejo cuya n-esima homologa en la primera la es
Hn(U ; F ); y cuya n-esima homologa en la primera columna es Hn(X;F ): Por
el lema del Zig-Zag generalizado (proposicion 6.6.6) se tiene que Hn(U ; F ) '
Hn(X;F ): De lo anterior se deduce el siguiente teorema:
Teorema 6.7.19 Si U es un cubrimiento de Leray para un espacio para-
compacto X; la cohomologa de Cech Hn(X;F ) puede computarse como
Hn(U ; F ):
Prueba. El resultado se sigue sin dicultad de lo anterior, ya que Hn(U ; F ) '
Hn(X;F ) ' Hn(X;F ):
Ejercicio 6.7.20 Usando el teorema anterior, compute la cohomologa de
Cech de Sn y de Rn   f0g:
Nota 6.7.21 Si M es un n-manifold, entonces, por denicion, M es Haus-
dor y paracompacto, lo cual implica (este es un hecho no trivial) que M
admite un cubrimiento abierto U = fUga2A; tal que Ua0;:::;an es vaco o
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difeomorfo a Rn; y por tanto, U es un cubrimiento de Leray para la sheaf R
o para la sheaf Z, que puede usarse para computar la cohomologa clasica
Hn(M;Z): El lector interesado puede encontrar una demostracion en [19],
(pagina 11).
Nota 6.7.22 Excepto por la demostracion del teorema de De Rham, el lec-
tor podra preguntarse en este punto el motivo por el cual hemos desarrollado
una teora general de cohomologa, sabiendo que, al menos para manifolds,
esta teora coincide con la cohomologa clasica de De Rham. La razon es
que una teora general de cohomologa como la desarrollada en este captu-
lo proporciona invariantes en general \mucho mas nos" que aquellos que
provienen de la cohomologa clasica. No es difcil ver que si X es un espacio
topologico paracompacto, la cohomologa clasica coincide con la cohomologa
de Cech con coecientes en la sheaf de funciones localmente constantes con
valores enteros, Hn(X;Z): En el caso en el X es una variedad algebraica
(o un esquema) irreducible (ver por ejemplo [9] y [10]), esta cohomologa
es trivial, debido a que Z resulta ser una sheaf blanda en la topologa de
Zariski de X, mientras que para otras escogencias de la sheaf F , Hn(X;F )
proporciona invariantes no triviales. Esta es una de las razones por la cual
la cohomologa general de sheaves es una herramienta imprescindible y de
fundamental importancia en el estudio de las variedades algebraicas.
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Apendice A
Conceptos basicos de
topologa
Con el proposito de jar la notacion y facilitar la lectura del texto, hemos
incluido en los apendices aquellas deniciones y teoremas usados a lo largo
del libro, aunque hemos omitido las demostraciones de los teoremas que
hacen parte de los cursos basicos, y que el lector podra encontrar en la
mayora de los textos. Sin embargo, hemos tenido el cuidado de incluir un
tratamiento completo de los resultados mas especializados.
En esta seccion haremos un recuento de algunas nociones basicas de
topologa general y enunciaremos, sin demostracion, algunos resultados sobre
metrizacion de espacios topologicos, que son de utilidad en el captulo 2.
El lector podra encontrar las deniciones y resultados de esta seccion en
cualquier texto basico de topologa general, como por ejemplo [16].
Denotaremos un espacio topologico como un pareja (X; T ); donde X es
un conjunto y T la coleccion de abiertos que dene la topologa. Con el
proposito de simplicar la notacion omitiremos con frecuencia a T y nos
referiremos a X como el espacio topologico. Si Z  X es cualquier sub-
conjunto, Z hereda de X, en forma natural, una topologa en la que los
abiertos son de la forma U \ Z, con U 2 T . A esta topologa la llamaremos
la topologa heredada de X o la topologa inducida en Z:
Los espacios topologicos forman una categora cuyos morsmos son las
funciones continuas. Como es costumbre, a los isomorsmos en esta cate-
gora los llamaremos homeomorsmos, y son precisamente aquellas funciones
biyectivas, continuas, con inversa continua.
Por un entorno abierto de un punto x 2 X, que denotaremos por Ux;
entenderemos un abierto de T que contenga a x: Recordemos que X se llama
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un espacio Hausdor, si para cada par de puntos distintos x y y existen
entornos abiertos disjuntos Ux y Uy.
Recordemos que una base de T es una coleccion de abiertos fUigi2I ; con
la siguiente propiedad: dado cualquier abierto U; y x 2 U; existe Ui  U
que contiene al punto x: X se llama segundo contable si existe una base
numerable para T : Por ejemplo, si (X; d) es un espacio metrico (d denota
aqu la funcion distancia), una base de X esta formada por todas las bolas
abiertas de centro p 2 X y radio r > 0, que denotaremos por Br(p) = fx 2
X : d(p; x) < rg: La bola cerrada se denotara por Br(p):
Sea Y  X un subconjunto cualquiera. La clausura de Y , que deno-
taremos por cl(Y ); se dene como la interseccion de todos los cerrados en
X que contienen a Y . Su interior, que denotaremos Y , se dene como el
conjunto de todos los puntos y 2 Y para los cuales existe un entorno abierto
Uy  Y: La frontera de Y; que denotaremos por Fr(Y ); es por denicion
cl(Y ) \ cl(X   Y ): Notemos que aquellos puntos de Y que no estan en el
interior de Y estan necesariamente en su frontera, aunque esta en gene-
ral puede contener otros puntos que no estan en Y: Es claro entonces que
Y = Y  [ (Fr(Y ) \ Y ).
Por un cubrimiento abierto de X entenderemos una coleccion de abiertos
A = fUaga2A; tal que X =
S
2AU. El cubrimiento se denomina localmente
nito si para cada x 2 X existe un entorno abierto Vx que solo interseca un
numero nito de elementos de la coleccion A: Por un renamiento abierto de
A se entendera una coleccion de abiertos B = fWg2B con la propiedad de
que para cada W existe al menos un U de la coleccion A; que lo contiene.
Recordemos que Y  X se llama conexo si no es posible encontrar
abiertos U; V en X tales que Y \ U y Y \ V sean disjuntos, no vacos y su
union sea todo Y: Esta propiedad es preservada bajo funciones continuas. En
general, todo subconjunto Y  X se puede escribir como la union disjunta de
conexos maximales (es decir, conjuntos conexos que no esten propiamente
contenidos en ningun conexo mas grande), Yi; llamados las componentes
conexas de Y: Es facil ver que cada Yi es un conjunto cerrado.
X se llama un espacio localmente conexo si para cada p 2 X; y Up entorno
abierto de p; existe un entorno abierto y conexo de p, Vp; incluido en Up: Si
X es localmente conexo, las componentes conexas de X son abiertas, y X se
puede escribir en forma unica como la union disjunta de conjuntos conexos
abiertos.
Recordemos que X se llama compacto si de todo cubrimiento abierto de
X se puede extraer una subcoleccion nita que cubra a X: Un subconjun-
to K  X se llama compacto si K lo es como espacio topologico con la
topologa relativa. La propiedad de ser compacto se preserva bajo funciones
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continuas: si f : X ! Y es continua y K  X es compacto, entonces f(K)
tambien lo es. En general, si L  Y es compacto, su preimagen f 1(L) no
es necesariamente un conjunto compacto. La funcion f se denomina propia,
si esto ocurre para todo compacto L  Y . X se llama un espacio secuen-
cialmente compacto si toda secuencia innita en X tiene una subsecuencia
convergente. Se demuestra en los cursos elementales de topologa que todo
compacto en un espacio Hausdor es cerrado, y que todo cerrado en un es-
pacio compacto tambien es compacto. En un espacio metrico las nociones
de secuencialmente compacto y compacto coinciden. Por otro lado, en Rn
los subconjuntos compactos son precisamente aquellos conjuntos que son
cerrados y acotados.
El espacio X se denomina paracompacto, si X es Hausdor y tiene la
propiedad de que para cualquier cubrimiento abierto A de X siempre es
posible encontrar un renamiento abierto B localmente nito que cubre a
X. Puede demostrarse que todo espacio paracompacto es normal, lo cual
signica que para cada par de conjuntos cerrados disjuntos A y B, existen
abiertos disjuntos U y V con A  U y B  V (ver [17]). En esta misma
referencia puede encontrarse la demostracion de la siguiente proposicion.
Proposicion A.0.23 Si X es un espacio paracompacto y fUg2A es un
cubrimiento abierto localmente nito de X, entonces existe un cubrimiento
abierto fVg2A tal que V   U; para cada  2 A:
X se denomina metrizable si es posible denir una funcion distancia,
d : X X ! X; de tal manera que los abiertos del espacio metrico (X; d)
sean los mismos abiertos de T . X se denomina localmente metrizable si para
cada punto x 2 X existe un entorno abierto metrizable Ux. Como se vio en
el captulo 2, todo manifold es localmente homeomorfo a un abierto de Rn; y
por tanto, es localmente metrizable. El teorema fundamental que caracteriza
a los espacios topologicos metrizables es el siguiente.
Teorema A.0.24 (Smirnov) Un espacio topologico X es metrizable, si y
solo si es paracompacto y localmente metrizable.
Todo manifold es por denicion Hausdor y paracompacto, y como ya
observamos, localmente metrizable, de donde se sigue que todo manifold es
metrizable.
El siguiente lema sera de utilidad en la construccion de particiones de la
unidad.
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Lema A.0.25 Sea X un espacio Hausdor, segundo contable y localmente
compacto (por ejemplo, un manifold). Entonces existe una secuencia de sub-
conjuntos compactos Ki; i  1; tales que Ki  (Ki+1) y X =
S
i1Ki:
Prueba. De una base contable para X seleccionamos la subcoleccion C de
todos los abiertos que tengan clausuras compactas, C = fUi : i  1g. Del
hecho de que X sea Hausdor y localmente compacto se sigue sin dicultad
que esta subcoleccion tambien es una base contable para X: Denamos V1 =
U1 y supongamos inductivamente que Vi = U1[  [Ujk ya ha sido denido.
Sea jk+1 > jk el primer entero para el cual se cumple que cl(Vk) 
Sjk+1
i=1 Ui;
y denamos Vk+1 =
Sjk+1
i=1 Ui: Se sigue de la denicion que Ki = cl(Vi) es un
conjunto compacto y que Ki = cl(Vi)  Ki+1 = V i+1: Ademas, es claro que
X =
S
i1
Ki:
A.1. Espacios cociente
Sea X un espacio topologico y  una relacion de equivalencia en X:
Denotaremos por X=  al conjunto de clases de equivalencia, y por  a la
funcion canonica  : X ! X= ; que enva cada x en su clase de equivalen-
cia, que denotaremos por x: La topologa cociente en X=  se dene como
la coleccion de todos los subconjuntos V cuya preimagen  1(V ) es abierta
en X. Tpicamente, un espacio cociente se obtiene pegando o identicando
dos espacios topologicos a traves de un cierto subconjunto, como se muestra
a continuacion.
Sean Y1 y Y2 dos espacios topologicos disjuntos, y sean Ui  Yi abiertos.
Supongamos que ' : U1 ! U2 es un homeomorsmo, y sea X la union
disjunta Y1 [ Y2 con la topologa natural: W  X es abierto si y solo si
W \ Yi  Yi es abierto. Denotemos por R a la relacion de equivalencia que
consta de todos los pares de la forma (y; y) 2 Yi o de la forma (y; '(y)),
y 2 U1; y sus simetricos ('(x); x), x 2 U1: El espacio X=R se denomina el
espacio que se obtiene al identicar Y1 y Y2; pegando o identicando a U1
con U2 a traves de ': Es facil ver que si ji : Yi ! X=R es la compuesta
de la inclusion natural Yi  Y1 [ Y2 y la funcion canonica , entonces cada
ji es un homeomorsmo a su imagen, y j1(Y1) [ j2(Y2) = X=R: Ademas,
j1(U1) = j2(U2) y j
 1
2  j1 = '.
Apendice B
Acciones de grupos
En este apendice el lector encontrara aquellos conceptos necesarios para
la construccion de manifolds cociente.
Denicion B.0.1 Sea G un grupo y X un conjunto. Una accion de G en X
es una funcion  : GX ! X tal que (1; x) = x y (g; (h; x)) = (gh; x);
para todo g; h 2 G, x 2 X, donde 1 2 G denota al elemento neutro.
Es costumbre denotar a (g; x) por g x; de modo que las dos condiciones
anteriores se expresaran como
1  x = x; g  (h  x) = (gh)  x;
para todo g; h 2 G, x 2 X. Notemos que para cada g 2 G; la funcion
g : X ! X; denida por g (x) = g  x es biyectiva, con inversa g 1 . Si
S (X) denota al grupo de las biyecciones en X; con la operacion de com-
posicion, entonces la funcion  : G ! S (X) denida por (g) = g es un
homomorsmo de grupos. Recprocamente, si  : G ! S (X) es un homo-
morsmo de grupos, entonces g  x =  (g) (x) dene una accion de G en X.
Por tanto, denir una accion en X es equivalente a dar una representacion
del grupo G en S(X):
Para cada x 2 X, el estabilizador o subgrupo de isotropa de x se dene
como el conjunto de todos los elementos de G que jan a x; es decir,
Gx = fg 2 G : g  x = xg :
Es facil vericar que Gx es en efecto un subgrupo de G. Cuando Gx = f1g
para todo x 2 X decimos que la accion de G en X es libre. Observemos que
ker() =
\
x2X
Gx;
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y por tanto,
T
x2X Gx es un subgrupo normal de G. Cuando
T
x2X Gx = f1g;
es decir, cuando  es inyectiva, diremos que la accion de G en X es efectiva.
En este caso,  establece un isomorsmo entre G y un subgrupo de S(X):
Si H es un subconjunto de G y S es un subconjunto de X, denotaremos por
HS al conjunto
HS = fg  x : g 2 H;x 2 Sg  X:
En particular, si H = G y S consta solo del punto x, Gfxg se denota por Gx
y se llama la orbita de x; y si H consta de un solo elemento g 2 G; fggS se
denota por gS y se llama trasladado de S por g: Cada accion  : GX ! X
determina la siguiente relacion en X : x  y si y solo si existe g 2 G tal que
y = g  x: Es facil ver que  es una relacion de equivalencia. A la clase de
equivalencia en el punto x 2 X se la denotara por x: Al conjunto de todas
las clases de equivalencia de  lo denotaremos por X=G, y se llamara el
espacio cociente de X bajo la accion de G: Cuando una accion  posee una
unica orbita (es decir, para todo x; y 2 X existe g 2 G; con y = g  x) la
accion se llamara transitiva.
Cuando X es un espacio topologico (respectivamente, un manifold), es
natural estudiar aquellas acciones enX que son continuas, (respectivamente,
suaves) en X.
Denicion B.0.2 Sea G un grupo y M un espacio topologico (respectiva-
mente, un manifold). Decimos que una accion  : GM !M es continua
(respectivamente, suave) si para cada g 2 G la biyeccion g : M ! M es
continua (respectivamente, suave), y por tanto, un homeomorsmo (respec-
tivamente, un difeomorsmo) deM en s mismo, con inversa g 1 : Al espacio
M=G con la topologa cociente lo llamaremos espacio topologico cociente de
M por G.
Lema B.0.3 Sea G un grupo, X un espacio topologico y supongamos que
 es una accion continua de G en X. Entonces, la proyeccion canonica
 : X ! X=G es una funcion abierta.
Prueba. Sea U  X un abierto. Para mostrar que  (U) es un abierto en
X=G; debemos vericar que  1 ( (U)) es un abierto en X. Pero
 1 ( (U)) = fx 2 X :  (x) 2  (U)g
= fx 2 X : x 2 gU; para algun g 2 Gg
=
[
g2G
gU
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Como cada gU es abierto en X; se sigue que  1 ( (U)) tambien es un
abierto en X.
Denicion B.0.4 Sea G un grupo y M un espacio topologico (respectiva-
mente, un manifold). Una accion continua (respectivamente, suave) de G en
M se llamara apropiada si satisface las siguientes condiciones:
1. Para todo p 2M , existe un entorno abierto U de p tal que gU\U = ?;
para todo g 2 G, g 6= 1.
2. Para todo p; q 2M; con q =2 Gp, existen entornos abiertos Up; Vq tales
que gUp \ Vq = ?, para todo g 2 G.
Observemos que la primera condicion implica que los abiertos fgUgg2G
son disjuntos por pares. En efecto, si g; h 2 G, g 6= h, entonces
gU \ hU = h((h 1g)U \ U) = h? = ?;
pues h 1g 6= 1. En forma similar, de la segunda condicion se sigue que para
todo g; h 2 G; gU \ hV = ?. En efecto,
gU \ hV = h((h 1g)U \ V ) = h? = ?:
El siguiente lema aclara el signicado de la condicion 2.
Lema B.0.5 Sea M un espacio topologico (respectivamente, un manifold)
y sea  una accion continua (respectivamente, suave) en M . Entonces la
condicion 2 en la denicion de accion apropiada se satisface si y solo si el
espacio topologico M=G es Hausdor.
Prueba. Supongamos que M=G es Hausdor. Sean p; q 2 M; con q =2
Gp. Esto signica que  (p) y  (q) son puntos distintos de M=G, y por
tanto, podemos encontrar entornos abiertos disjuntos U0; V0, de  (p) y
 (q), respectivamente. En consecuencia, U =  1 (U0) y V =  1 (V0) son
entornos abiertos disjuntos de p y q en M; tales que gU \ V = ?, para todo
g 2 G:
Recprocamente, supongamos que la condicion 2 se satisface. Sean p; q
puntos distintos de M=G y elijamos representantes de cada clase, que deno-
taremos por p; q 2 M (es decir,  (p) = p,  (q) = q). Claramente, p y q no
son equivalentes, es decir, q =2 Gp; y por tanto, existen abiertos U; V  M;
con p 2 U , q 2 V y gU \ V = ?, para todo g 2 G. Como la proyec-
cion canonica es abierta, U0 =  (U) y V0 =  (V ) son abiertos en M=G.
Obviamente p 2 U0, q 2 V0 y U0 \ V0 = ?. Luego M=G es Hausdor.
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Ejercicio B.0.6 Muestre que si X es un espacio topologico segundo con-
table, entonces cualquier cociente suyo X=  tambien lo es.
En muchas situaciones del captulo 2, G es un grupo nito. En este caso
resulta muy util el siguiente lema.
Lema B.0.7 Si M es un espacio topologico Hausdor (respectivamente, un
manifold) y G un grupo nito, entonces toda accion continua (respectiva-
mente, suave) y libre, de G en M; es apropiada.
Prueba. Veriquemos la condicion 1. Como la accion es libre, los elementos
de la familia fg  pgg2G son todos distintos, para cada p 2M , y como M es
Hausdor, y G es nito, podemos encontrar una familia fUggg2G de abiertos
de M , disjuntos por pares, de modo que g  p 2 Ug, para todo g 2 G. Por
tanto
U =
\
g2G
g 1Ug (B.1)
es un entorno abierto de p.
Veamos que gU\U = ?, para todo g 2 G, g 6= 1. En efecto, tenemos que
U  g 1Ug; y por tanto, gU  Ug. Ademas, como U = U1 y Ug \ U1 = ?;
se sigue que gU y U son disjuntos.
Sean ahora p; q 2 M; con q =2 Gp. Como q 6= g  p, para todo g 2 G,
existen entornos abiertos disjuntos Ug; Vg; de g  p y q, respectivamente. Si
se dene U como en (B.1), y V como
T
g2G Vg, vemos que U es un entorno
abierto de p, V es un entorno abierto de q y para todo g 2 G se tiene que
gU  Ug y V  Vg: Concluimos entonces que gU \ V = ?.
Apendice C
Conceptos basicos de calculo
diferencial
En este apendice hemos recopilado las nociones y teoremas basicos del
calculo en varias variables. Como es costumbre, Rn denotara el espacio eu-
cldeo n-dimensional, con la topologa usual, y en el que cada punto recibe
coordenadas que denotaremos por x = (x1; : : : ; xn): El producto interno
estandar
Pn
i=1 x
iyi de dos elementos x; y se denotara por hx; yi, y la norma
hx; xi1=2 por jxj.
Denotaremos por fe1; : : : ; eng a la base estandar de Rn, donde ei es la
n-tupla con 1 en la posicion i-esima y ceros en las restantes.
Para p 2 Rn y r > 0; denotaremos por Br(p) la bola abierta de centro p
y radio r, denida por Br(p) = fq 2 Rn : jp  qj < rg ; y por Br(p) a la bola
cerrada Br(p) = fq 2 Rn : jp  qj  rg :
C.1. Diferenciacion en Rn
Sea U  Rn un abierto y f : U ! Rm una funcion. Recordemos que
f es diferenciable en el punto p 2 U si existe una transformacion lineal
Tp : Rn ! Rm y una funcion r : V0 ! Rm denida en un entorno abierto V0
de 0 2 Rn; de tal forma que lmh!0 r (h) = 0 y
f (p+ h) = f (p) + Tp (h) + jhjr (h) ;
para todo h 2 V0: En forma equivalente, f es diferenciable en p 2 U si existe
una transformacion lineal Tp : Rn ! Rm tal que
lm
h!0
f (p+ h)  f (p)  Tp (h)
jhj = 0:
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Es facil ver que si la transformacion lineal Tp existe, entonces es unica.
En este caso Tp recibe el nombre de diferencial de f en el punto p, y la
denotaremos por fp.
Sea v un vector cualquiera de Rn. La derivada direccional de f en el
punto p; y en la direccion de v; que denotaremos por Dv(f) se dene como
(Dvf) (p) = lm
t!0
f (p+ tv)  f (p)
t
;
si este lmite existe. Notemos que (Dvf) (p) es un elemento de Rm: La deriva-
da direccional de f en el punto p y en la direccion de ei se denota usualmente
por @f=@xi (p) ; y se denomina la derivada parcial de f con respecto a la vari-
able xi en el punto p. Es facil ver que si f = (f1; : : : ; fm) son las coordenadas
de f , donde fi : U ! R, entonces (Dvf) = (Dvf1; : : : ; Dvfm): En los cursos
basicos de calculo en varias variables se demuestra que si f es diferenciable
en p; entonces Dvf (p) = fp (v) ; para todo v 2 Rn: Y recprocamente, si
las derivadas parciales de f existen en cada p 2 U y son continuas, f es
diferenciable en cada p 2 U:
Recordemos que si T : V ! V 0 es una transformacion lineal de V a V 0;
dos espacios vectoriales de dimensiones n y m, y B y B0 son bases para V
y V 0, entonces la matriz que representa a T en estas bases se denota por
[T ]B0B, (ver seccion 1.1.1). Si f : U  Rn ! Rm es una funcion diferenciable
en el punto p 2 U , la matriz jacobiana de f en p, que denotaremos por
Jf (p), es la matriz que representa a la transformacion lineal fp : Rn ! Rm
en las bases estandar de Rn y Rm; y esta dada por
Jf (p) =
264 @f
1=@x1 (p)    @f1=@xn (p)
...
...
@fm=@x1 (p)    @fm=@xn (p)
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Por ejemplo, si m = 1 la matriz jacobiana de f en p es precisamente el
gradiente de f en p rf (p) =  @f=@x1 (p) ; : : : ; @f=@xn (p) ; y se satisface
la formula Dvf (p) = fp (v) = hrf (p) ; vi : Sean ahora f : U  Rn ! Rm y
g : V  Rm ! Rp funciones con U  Rn, V  Rm; abiertos, y f (U)  V .
Si f es diferenciable en el punto p 2 U y g es diferenciable en el punto
f (p) 2 V , la composicion g  f : U ! Rp es diferenciable en el punto
p 2 U y la regla de la cadena nos dice que su diferencial esta dada por
(g  f)p = gf(p)  fp: Escribiendo las diferenciales en las bases estandar se
obtiene la igualdad matricial J(g f) (p) = Jg (f (p)) Jf (p) : En la notacion
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clasica, la regla de la cadena se expresa en la forma
@zi
@xj
=
mX
k=1
@zi
@yk
@yk
@xj
;
donde xj ; yk; zi denotan las coordenadas de Rn, Rm y Rp, respectivamente,
y f y g se escriben como relaciones funcionales entre las variables yk =
yk(x1; : : : ; xn) y zi = zi(y1; : : : ; ym):
C.1.1. Derivadas de orden superior
Sea f : U  Rn ! Rm una funcion denida en un abierto U  Rn. Si f
es diferenciable en todos los puntos de U; f (1) se dene como la funcion que
a cada p 2 U le asigna su diferencial fp
f (1) : U  Rn ! HomR (Rn;Rm) :
p 7! fp
El espacio vectorial HomR (Rn;Rm) es identicable con Rmn mediante la
funcion que enva a cada transformacion lineal en el elemento de Rmn que
se obtiene concatenando las las de la matriz de la transformacion en las
bases estandar de Rn y Rm en forma de vector columna de longitud mn.
Entonces podemos considerar a f (1) como una funcion que toma valores
en Rmn, y por tanto, tiene sentido considerar su diferenciabilidad. Si f (1)
es diferenciable en todos los puntos de U; se dene f (2) = (f (1))(1), y en
general f (k) = (f (k 1))(1), si f puede ser diferenciada k veces en U . El
siguiente teorema se demuestra en los cursos basicos de calculo.
Teorema C.1.1 Una condicion necesaria y suciente para que f (k) exista
y sea continua en U , es que todas las derivadas parciales
@kf i
@xj1@xj2    @xjk =
@
@xj1

@
@xj2

  

@f i
@xjk

con 1  j1; : : : ; jk  n y 1  i  m; existan y sean continuas en U . En este
caso los operadores @=@xju conmutan.
Se dice de f que es una funcion de clase Ck en U si f satisface la
condicion del teorema anterior. Si f es una funcion de clase Ck en U , para
todo k  1; entonces f se denomina una funcion suave en U .
El siguiente lema es conocido como el lema de Morse. Este lema puede
interpretarse como un analogo del Nullstellensatz de Hilbert en la categora
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de funciones suaves en Rn; y arma, en el lenguaje de sheaves, que el ideal
de germenes de funciones suaves que se anulan en el origen es generado por
las funciones coordenadas x1; : : : ; xn:
Lema C.1.2 (Morse) Sea B (0) la bola abierta de radio  y centro en el
origen de coordenadas de Rn, y sea f : B (0) ! R una funcion suave.
Entonces existen funciones suaves h1; : : : ; hn : B (0)! R tales que
f
 
x1; : : : ; xn

= f (0) +
nX
j=1
xjhj
 
x1; : : : ; xn

:
Ademas, las funciones hj se pueden escoger tales que hj (0) = @f=@x
j(0);
para j = 1; : : : ; n.
Prueba. Para cada x = (x1; : : : ; xn) 2 B (0) y cada t 2 [0; 1], el punto
tx esta contenido en B (0) y d=dt(f (tx)) =
Pn
j=1 @f=@x
j (tx)xj : Por el
teorema fundamental del calculo
f (x)  f (0) =
nX
j=1
Z 1
0
@f=@xj (tx)xjdt =
nX
j=1
xj
Z 1
0
@f=@xj (tx) dt:
Denamos hj (x) =
R 1
0 @f=@x
j (tx) dt. Es claro que estas funciones son
suaves en B (0), que
f (x)  f (0) =
nX
j=1
xjhj
 
x1; : : : ; xn

;
y que hj (0) = @f=@x
j (0) :
C.2. Teorema de la funcion inversa
Sean U; V  Rn abiertos. Una funcion f : U ! V se denomina un
difeomorsmo, si f es biyectiva y tanto f : U ! Rn como su inversa
f 1 : V ! Rn es suave. El siguiente teorema, conocido como el teorema de
la funcion inversa, proporciona un criterio para determinar si una funcion
suave f es un difeomorsmo en un entorno abierto sucientemente peque~no
de un punto. Segun este teorema, basta con vericar que la diferencial de
f en dicho punto sea un isomorsmo. Este problema es, en general, mucho
mas simple que el problema de construir directamente una inversa local y
suave, y equivale a demostrar que el determinante de la matriz jacobiana de
f en el punto es distinto de cero.
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Teorema C.2.1 (De la funcion inversa) Sea f : U ! Rn una funcion
suave denida en un abierto U  Rn y supongamos que la diferencial en
p 2 U; fp : Rn ! Rn; es un isomorsmo lineal. Entonces existe un entorno
abierto U 0 de p en Rn contenido en U tal que f(U 0) es un abierto de Rn y
f : U 0 ! f (U 0) es un difeomorsmo.
El lector puede encontrar una demostracion de este teorema en practi-
camente cualquier texto avanzado de calculo en varias variables, como por
ejemplo, [1] o [4]. Este teorema, de hecho, es valido para funciones de clase
Ck, para un k  1. El siguiente corolario es una consecuencia inmediata del
anterior teorema.
Corolario C.2.2 Sea f : U ! Rn una funcion suave denida en un abierto
U  Rn. Si fp es un isomorsmo lineal para todo p 2 U , f es una funcion
abierta. Si f es inyectiva, f : U ! f (U) es un difeomorsmo con inversa
suave.
C.2.1. Inmersiones locales
Sea f : U ! Rm una funcion suave denida en un abierto U  Rn. Si
fp : Rn ! Rm es inyectiva, diremos que f es una inmersion en el punto p.
Claramente, para que f sea una inmersion en p; es necesario que n  m;
ya que si la diferencial de f es inyectiva en p, la imagen de fp es un es-
pacio vectorial de dimension n; y por ser subespacio de Rm, su dimension
es a lo sumo m: El ejemplo tpico de una inmersion es la inclusion natural
 : Rn ! Rm que enva a (x1; : : : ; xn) en la m-tupla (x1; : : : ; xn; 0; : : : ; 0): A
continuacion veremos que, despues de hacer un cambio apropiado de varia-
bles, toda inmersion es localmente de esta forma.
Teorema C.2.3 (Forma local de las inmersiones) Sea f : U ! Rm
una funcion suave denida en un abierto U  Rn; y supongamos que f
es una inmersion en el punto p 2 U . Entonces existe un entorno abierto
Up  U , abiertos W;W   Rm tales que f(Up)  W y un difeomorsmo
' :W !W  tal que '  f =  en Up:
Prueba. Como fp es inyectiva, la matriz jacobiana Jf(p) tiene n columnas
linealmente independientes, y por tanto, tambien debe tener n las lineal-
mente independientes. Podemos suponer, sin perdida de generalidad, que
las primeras n las son linealmente independientes, permutando las coorde-
nadas de Rn si fuera necesario. Denamos  : U  Rm n ! Rm como
 (x; y) =
 
f1 (x) ; : : : ; fn (x) ; fn+1 (x) + y1; : : : ; fm (x) + ym n

;
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donde hemos denotado por (x; y) a la m-tupla
 
x1; : : : ; xn; y1; : : : ; ym n

(coordenadas para U  Rm n), y por f1(x); : : : ; fm(x) a las componentes
de f . Claramente,  es una funcion suave y su matriz jacobiana en el punto
(p; 0) es igual a
J (p; 0) =
2666666664
@f1=@x1    @f1=@xn
...
...
@fn=@x1    @fn=@xn
0n(m n)
@fn+1=@x1 @fn+1=@xn
...
...
@fm=@x1    @fm=@xn
Id(m n)(m n)
3777777775
;
donde Id(m n)(m n) denota la matriz identidad (m   n)  (m   n); y las
derivadas parciales son evaluadas en p. La matriz J (p; 0) es invertible, ya
que su rango por las es m: Por el teorema de la funcion inversa existe un
entorno abierto Up  V de (p; 0) en Rm contenido en U  Rm n; tal que
 : Up  V !W =  (Up  V )  Rm
es un difeomorsmo. Denotemos por ' : W ! Up  V a su inversa. Clara-
mente, f(Up) =  (Up  0) W y '  f =  en Up:
C.2.2. Submersiones locales
Sea f : U ! Rm una funcion suave en un abierto U  Rn y sea p un
punto de U . Si la diferencial fp : Rn ! Rm es sobreyectiva, diremos que
f es una submersion en el punto p. Claramente, si f : U  Rn ! Rm
es una submersion en el punto p 2 U; entonces n  m. El ejemplo tpico
de una submersion es la proyeccion canonica  : Rn ! Rm; denida por
(x1; : : : ; xn) = (x1; : : : ; xm). A continuacion veremos que despues de hacer
un cambio apropiado de coordenadas toda submersion tiene localmente esta
forma.
Teorema C.2.4 Sea f : U ! Rm una funcion suave denida en un abierto
U  Rn y supongamos que f es una submersion en el punto p 2 U . En-
tonces existe un entorno abierto Up  U  Rn, un abierto U  Rn y un
difeomorsmo ' : Up ! U; tales que f  ' 1 =  en U:
Prueba. Escojamos formas lineales li(x
1; : : : ; xn) = ai1x
1 +    + ainxn;
i = 1; : : : ; n m; de tal manera que la matriz
B =

Jf(p)
aij

nn
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tenga rango n. Esto es posible ya que por hipotesis las m las de Jf(p) son
linealmente independientes. Sea ' : U ! RmRn m la funcion denida por
' = (f; l1; : : : ; ln m): Su matriz jacobiana, J'(p); es precisamente B; y por
el teorema de la funcion inversa existen abiertos Up  U y U  RmRn m
tales que ' : Up ! U es un difeomorsmo. Es claro que   ' = f , de lo
cual se sigue el teorema.
Supongamos que f : U  Rn ! Rm es suave, y sea
S = fp 2 U : rango(fp) < mg:
Los elementos de S se denominan puntos crticos de f y, por denicion, son
puntos donde f no es una submersion. A los puntos del complemento de S
en U se los llama puntos regulares de f . A los puntos del conjunto f(S)
se les denomina valores crticos de f , y a los puntos de su complemento,
valores regulares de f .
El celebre teorema de Sard [20] arma que f(S) tiene medida cero en
Rm. Para poder enunciarlo recordemos algunos conceptos de la teora de
integracion de Riemann.
Un subconjunto C  Rm es una caja si puede ser escrito como
C = f(x1; : : : ; xm) 2 Rm : a1  x1  b1; : : : ; am  xm  bmg;
para algunos reales a1  b1; : : : ; am  bm: El volumen de C se dene como
el producto
vol(C) =
mY
i=1
(bi   ai):
Decimos que un subconjunto B de Rm tiene medida cero si para cada " > 0;
existe una coleccion contable fCjgj2N de cajas en Rm; de tal manera que
B 
1[
j=1
Cj y
1X
j=1
vol(Cj)  ":
Sea U  Rm un conjunto abierto. La medida de U , la cual denotaremos por
(U), se dene como el nmo
(U) = nf
8<:
1X
j=1
vol(Cj) : fCjgj2N es tal que U 
1[
j=1
Cj
9=;
Es posible que este nmo sea +1:
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Teorema C.2.5 (Sard) Sea f : U  Rn ! Rm una funcion suave, y sea
S el conjunto de puntos crticos de f: Entonces f(S) tiene medida cero. En
particular, Rm   f(S) es denso en Rm:
El lector puede encontrar una demostracion de este teorema en [21].
Apendice D
Particiones de la unidad
Las particiones de la unidad son una herramienta de gran utilidad cuando
se quiere construir un objeto geometrico global a partir de objetos geometri-
cos especicados localmente. En este apendice mostraremos la existencia de
particiones de la unidad para manifolds suaves.
Recordemos que si X es un espacio topologico y f : X ! R es una
funcion continua, el soporte de f se dene como la clausura del conjunto de
puntos donde f no se anula. En smbolos,
Soporte(f) = cl fx 2 X : f(x) 6= 0g :
Denicion D.0.6 SeaM un manifold y sea fUigi2I un cubrimiento abierto
deM . Una particion de la unidad subordinada al cubrimiento fUigi2I es una
familia figi2I de funciones suaves i :M ! R tales que
1. 0  i (p)  1 para cada p 2M:
2. Soporte(i)  Ui para cada i 2 I:
3. La familia fSoporte(i)gi2I es localmente nita en M , es decir, para
cada punto p 2M existe un entorno abierto Vp tal que el conjunto de
ndices fi 2 I :Soporte(i) \ Vp 6= ?g es nito.
4.
P
i2I i (p) = 1, para cada p 2M .
Las particiones de la unidad permiten escribir una funcion suave f :
M ! R como suma de funciones suaves con \soporte peque~no". Mas ex-
plcitamente, si fig es una particion de la unidad subordinada a un cubri-
miento abierto fUigi2I entonces, para todo i 2 I, la funcion fi = fi es
suave, su soporte esta contenido en Ui y f =
P
i2I fi.
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Veamos que la condicion 3 hace que la suma
P
i2I fi sea una funcion
suave bien denida. En efecto, dado p 2 M podemos encontrar un entorno
Vp M , tal que Vp\ Soporte(i) 6= ? solo para un numero nito de ndices
i1; : : : ; is. Entonces la restriccion de
P
i2I fi a Vp es igual a
Ps
k=1 fik , que es
claramente una funcion suave.
Nuestro objetivo es probar que para todo cubrimiento abierto de un
manifold existe una particion de la unidad subordinada a dicho cubrimiento.
Comenzamos por mostrar la existencia de funciones suaves no nulas y de
soporte peque~no en Rn.
Lema D.0.7 Existe una funcion suave 1 : R ! [0; 1] tal que 1 (t) = 0 si
jtj  2 y 1 (t) = 1 si jtj  1.
Prueba. Sea  : R! R la funcion denida por
 (t) =

e 1=t si t > 0;
0 si t  0:
Es facil ver que  es suave y que  (t) > 0; para todo t > 0. Denamos
1 : R ! R por  ((1  t) (t  2)) : Entonces 1 es suave, 1 (t) > 0; si
t 2 (1; 2) ; y 1 (t) = 0; para t =2 (1; 2). La funcion 2 : R ! R denida por
2 (t) = 1 ( t)  1 (t) ; es una funcion impar suave que coincide con  1
en el intervalo (0;+1). Sea 1 : R ! R la funcion denida por 1 (t) =
1
k
R t
 1 2 (s) ds; donde
k =
Z +1
 1
1 (s) ds =
Z 2
1
1 (s) ds > 0:
Note que la integral que aparece en la denicion de 1 es siempre nita, ya
que 2 se anula por fuera del intervalo cerrado [ 2; 2].
Veriquemos que 1 satisface las propiedades deseadas. Obviamente 1
es suave y d1=dt = 2=k. El que la derivada de 1 sea 2=k implica que
1 es constante en los intervalos ( 1; 2], [ 1; 1] y [2;+1), que 1 es
estrictamente creciente en el intervalo [ 2; 1] ; y que 1 es estrictamente
decreciente en el intervalo [1; 2] : Es claro que 1 (t) = 0; para t   2 y
t  2, pues 2 es una funcion impar, y por tanto,
R +1
 1 2 (s) ds = 0: Para
completar la demostracion basta vericar que 1 ( 1) = 1, lo cual se deduce
de las igualdades
1 ( 1) = 1
k
Z  1
 2
2 (s) ds =
1
k
Z 2
1
2 ( s) ds = 1
k
Z 2
1
1 (s) ds = 1:
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Corolario D.0.8 Existe una funcion suave n : Rn ! [0; 1], tal que n (x) =
0 si jxj  2; y n (x) = 1 si jxj  1.
Prueba. Basta tomar n (x) = 1 (jxj), con 1 como en el lema anterior.
Obviamente n es suave en Rn   f0g. Como n es constante en un entorno
del origen, se sigue que n es de hecho suave en todo Rn.
Corolario D.0.9 Sea M un manifold. Dados p 2 M y un entorno abier-
to Wp, existe una funcion suave  : M ! R tal que  (M)  [0; 1],
Soporte()  Wp y tal que  es constantemente 1 en un cierto entorno
de p incluido en Wp:
Prueba. Sea (U;') una carta de M con p 2 U . Como ' (U \Wp) es
un abierto de Rn que contiene a ' (p), existe r > 0 tal que Br(' (p)) 
' (U \Wp) ; donde Br(' (p)) denota la bola cerrada de centro ' (p) y radio
r: Denamos  (x) = 2r (x  ' (p)) ; para todo x 2 Rn. Entonces, '1 = ' :
U !  (' (U)) es una carta en M que satisface '1 (p) = 0. Ademas,  enva
a Br(' (p)) sobre la bola cerrada de centro en el origen y radio 2; y por
tanto,
'1 (U \Wp) =  (' (U \Wp))  B2(0):
Sea n la funcion denida en el corolario anterior. Denimos  : M ! R
por
 (q) =

n ('1 (q)) si q 2 U
0 si q =2 U
Como B2(0)  '1 (U \Wp) ; la bola abierta B1(0); de centro en el origen
y radio 1; es un entorno abierto de '1 (p) = 0 contenido en '1 (U \Wp).
Como '1jU\Wp : U \Wp ! '1 (U \Wp) es un homeomorsmo entre abier-
tos, se sigue que ' 11 (B1(0)) es un entorno abierto de p incluido en U \Wp.
Por tanto la funcion  es constante, e igual a 1 en ' 11 (B1(0)) ; y obvi-
amente  (M)  [0; 1]. Para completar la demostracion, veriquemos que
Soporte()  Wp y que  es suave. Como B2(0) es un subconjunto com-
pacto de '1 (U \Wp) ; se sigue que ' 11
 
B2(0)

es un subconjunto compacto
de U \Wp. Obviamente  se anula por fuera de ' 11
 
B2(0)

. Como M es
Hausdor, ' 11
 
B2(0)

es cerrado y por tanto,
Soporte()  ' 11
 
B2(0)
  U \Wp Wp:
La restriccion de  a U es suave, ya que coincide con n '1. Por otro lado,
para cualquier punto que no este en U existe un entorno abierto incluido en
el complemento del soporte de  (debido a que el soporte de  esta en U),
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y por tanto,  es identicamente cero en este abierto. Esto muestra que  es
suave.
El siguiente lema es el ingrediente esencial en la demostracion de la exis-
tencia de una particion de la unidad subordinada a un cubrimiento abierto
dado.
Lema D.0.10 Sea M un manifold y fUigi2I un cubrimiento abierto de M .
Entonces existe una familia fjgj2J de funciones suaves j : M ! R que
satisfacen las siguientes propiedades:
1. j (p)  0, para todo p 2M y todo j 2 J:
2. Para todo j 2 J , existe i 2 I tal que Soporte(j)  Ui:
3. La familia fSoporte(j)gj2J es localmente nita.
4.
P
j2J j (p) > 0, para todo p 2M:
Prueba. Por el lema A.0.25 sabemos que existe un cubrimiento fKngn1 de
M; con compactos, el cual satisface que Kn  Kn+1, para todo n  1. De-
namosKn = ?; para n  0. Para todo entero n, el conjunto Cn = Kn Kn 1
es compacto, ya que es igual a la interseccion del compacto Kn con el com-
plemento de Kn 1: Como M es Hausdor, cada compacto Kn es cerrado.
Es claro ademas que M =
S
n1 (Kn  Kn 1) =
S
n1Cn: Intuitivamente,
los compactos Kn pueden ser visualizados como una secuencia creciente de
discos concentricos en el plano y los compactos Cn seran entonces los anillos
cerrados entre cada par de discos consecutivos. Veamos ahora como cons-
truir, para cada n, una coleccion nita de funciones suaves en M cuyos
soportes cubran al anillo Cn y que cada uno de estos soportes interseque
solo un numero nito de anillos Cm y por consiguiente esten contenidos
en alguno de los Ui del cubrimiento abierto dado. Sean n  1 y p 2 Cn.
Como fUigi2I es un cubrimiento, existe i 2 I tal que p 2 Ui. El conjunto
Kn+1 \ Kcn 2 \ Ui es un entorno abierto de p; y debido al corolario ante-
rior, existe una funcion suave (n;p) : M ! R tal que (n;p) (M)  [0; 1] y
Soporte((n;p))  Kn+1 \ Kcn 2 \ Ui la cual satisface que (n;p) es igual a
1 en un entorno abierto V(n;p) de p. Se obtiene as, para cada n  1, un
cubrimiento abierto Cn 
S
p2Cn V(n;p) del compacto Cn. Este cubrimiento
posee entonces un subcubrimiento nito y por tanto, existe un subconjunto
nito Fn de Cn tal que Cn 
S
p2Fn V(n;p): Esto muestra que existe una
familia fjgj2J de funciones suaves j : M ! R, donde J es el conjunto
J = f(n; p) : n  1; p 2 Fng ; donde j (M)  [0; 1] para cada j 2 J; y para
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todo j 2 J existe i 2 I tal que Soporte(j)  Ui, lo que demuestra las
propiedades 1 y 2.
Mostremos ahora que la familia fSoporte(j)gj2J es localmente nita en
M . Sea p 2 M y sea n  1; tal que p 2 Kn  Kn 1. Entonces p 2 Kn+1 y
p =2 Kn 1, y por tanto, Kn+1   Kn 1 es un entorno abierto de p. Veamos
que Kn+1   Kn 1 interseca a Soporte(j) solo para un numero nito de
ndices j 2 J . Sea j 2 J tal que Soporte(j)\ (Kn+1   Kn 1) es no vaco
y j = (m; q), con m  1 y q 2 Fm. Como Soporte(j)  Km+1 \ Kcm 2,
tenemos que 
Kn+1  Kn 1
 \  Km+1 \Kcm 2 = Kn+1 \Kcn 1 \Km+1 \Kcm 2 6= ?:
El hecho de que Kn+1 \Kcm 2 6= ? implica que n + 1 > m   2. En forma
similar,Km+1\Kcn 1 6= ? implica quem+1 > n 1. Luego n 1  m  n+2.
Esto muestra que

j 2 J :  Kn+1  Kn 1 \ Soporte(j) 6= ?	 esta incluido
en
Sn+2
m=n 1 fmg  Fm: Se deduce de lo anterior que Soporte(j) interseca a
Kn+1  Kn 1 solo en un numero nito de ndices j 2 J . Esto completa la
demostracion de la propiedad 3.
Finalmente, probemos la propiedad 4. Como cada funcion j es no nega-
tiva, es suciente vericar que para todo p 2M existe j 2 J con j (p) > 0.
Si n  1 es tal que p 2 Cn, entonces p 2 V(n;q) para algun q 2 Fn; y por
tanto, (n; q) = j 2 J: Concluimos que j (p) = 1.
Lema D.0.10
Teorema D.0.11 SeaM un manifold. Dado un cubrimiento abierto fUigi2I ;
existe una particion de la unidad subordinada a este cubrimiento.
Prueba. Sea fjgj2J una familia de funciones como en el lema anterior.
Para cada j 2 J escojamos i =  (j) 2 I de tal forma que Soporte(j)  Ui;
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y denotemos por  : J ! I a esta funcion de escogencia. Para cada i 2 I
denamos ^i : M ! R como ^i =
P
j2 1(i) j ; donde ^i = 0; si 
 1 (i) =
?. Como la familia fSoporte(j)gj2 1(i) es localmente nita, se sigue del
primer lema de esta seccion que ^i es suave. Notemos tambien que ^i es una
funcion no negativa, ya que cada j es no negativa. Ahora, para todo i 2 I
fp 2M : ^i (p) 6= 0g 
[
j2 1(i)
Soporte(j):
Usando nuevamente el hecho de que la familia fSoporte(j)gj2 1(i) es lo-
calmente nita, y teniendo en cuenta que la union de una familia local-
mente nita de conjuntos cerrados es un conjunto cerrado, concluimos queS
j2 1(i)Soporte(j) es un conjunto cerrado. Luego
Soporte(^i) 
[
j2 1(i)
Soporte(j)  Ui: (D.1)
Veamos que la familia fSoporte(^i)gi2I es localmente nita. Sea p un pun-
to de M . Como la familia fSoporte(j)gj2J es localmente nita, existe un
abierto U en M que contiene a p y que interseca a Soporte(j) solo en un
numero nito de ndices j 2 J . Ahora, por la primera inclusion en (D.1), si
i 2 I es tal que U\ Soporte(^i) 6= ?; entonces U\ Soporte(j) 6= ?, para
algun j 2  1 (i). En otras palabras, si U interseca a Soporte(^i); entonces
i =  (j), para algun j 2 J; tal que U interseca al Soporte(j): Es decir,
fi 2 I : U \ Soporte(^i) 6= ?g   (fj 2 J : U \ Soporte(j) 6= ?g) :
Esto muestra que fi 2 I : U \ Soporte(^i) 6= ?g es un conjunto nito, y por
tanto, la familia fSoporte(^i)gi2I es localmente nita. Se sigue del primer
lema de esta seccion que la funcion ^ =
P
i2I ^i es suave. Ademas, ^ es
una funcion positiva. En efecto, como cada funcion ^i es no negativa, es
suciente mostrar que para todo p 2 M existe i 2 I tal que ^i (p) > 0.
Pero sabemos que existe j 2 J tal que j (p) > 0; y por tanto, ^i (p) > 0;
si i =  (j). Para cada i, denimos i = ^i=^: Entonces, i : M ! R
es una funcion no negativa para todo i 2 I; y Soporte(i) = Soporte(^i).
Luego la familia fSoporte(i)gi2I es localmente nita y Soporte(i)  Ui;
para todo i 2 I. Obviamente, Pi2I i = 1; y como cada funcion i es no
negativa, i (M)  [0; 1], para todo i 2 I, lo cual concluye la demostracion
del teorema.
Ejercicio D.0.12 Demuestre que el teorema anterior tambien es valido si
M es un manifold con frontera.
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Recordemos que el lema de Urysohn arma que si X es un espacio
topologico normal y F;G  X son cerrados disjuntos, existe una funcion
continua  : X ! [0; 1] ; tal que  (p) = 1; para todo p 2 F; y  (p) = 0;
para todo p 2 G. Dejamos como ejercicio al lector dar una demostracion de
la version suave de este lema usando particiones de la unidad.
Ejercicio D.0.13 Sea M un manifold y sean F;G M cerrados disjuntos.
Demuestre que existe una funcion suave  : M ! R que satisface  (M) 
[0; 1],  (p) = 1; para todo p 2 F; y  (p) = 0; para todo p 2 G.
Recordemos que el teorema de Tietze arma que si X es un espacio
topologico normal y F  X es un subconjunto cerrado, entonces toda apli-
cacion continua f : F ! R admite una extension continua a todo el espacio
X. El siguiente ejercicio le pide al lector que demuestre una version suave
generalizada de este teorema.
Ejercicio D.0.14 Sea M un manifold y f : U ! Rr una funcion suave
denida en un abierto U  M . Entonces para todo cerrado F en M con-
tenido en U existe una funcion g :M ! Rr tal que gjF = f jF .
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