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Abstract
Suppose that a and b are multiplicatively independent Gaussian integers, that are both
of modulus ≥ √5. We prove that there exist a X ⊂ Z[i] which is a-automatic but not
b-automatic. This settles a problem of Allouche, Cateland, Gilbert, Peitgen, Shallit, and
Skordev.
1 Introduction
We assume that the reader is familiar with the theory of automatic sequences as developed in [2].
We briefly recall some relevant notions. A subset X ⊂ N is b-automatic for a positive integer
b > 1 if there exists a deterministic finite automaton (DFA) that accepts all elements of X and
rejects all others. The numbers are fed to the automaton by input strings w that represent them
in the numeration system with digits {0, . . . , b − 1} and base b > 1. X is ultimately periodic if
there exist p,N > 0 such that for all n > N we have that n ∈ X if and only if n+ p ∈ X. Such
subsets are b-automatic for all b. Two positive integers a, b > 1 are multiplicatively dependent if
ar = bs for positive integers r, s. For such a, b the notions of a-automaticity and b-automaticity
coincide. Suppose that X is not ultimately periodic. According to Cobham’s theorem [5], if X
is a-automatic and b-automatic then a and b are multiplicatively dependent. Over the years,
this theorem has been extended to substitutive systems [7] and iterative function systems [4].
Extending Cobham’s theorem to general numeration systems, however, remains a challenge. In
this short note, we take a modest point of view and look at what can be said if we replace the
natural numbers by the Gaussian integers.
The notion of automatic sets was extended from N to arbitrary commutative semirings by
Allouche, Cateland, Gilbert, Peitgen, Shallit, and Skordev in [1]. We state the full definition,
but we only consider the ring of Gaussian integers.
Definition 1. Let R be a commutative semiring, let b ∈ R and let D ⊂ R be a finite subset that
contains 0. Then R is called a (D, b)-semiring if every r ∈ R \ {0} has a unique representation
r = rsb
s + . . .+ r1b+ r0, s ∈ N, rj ∈ D, 0 ≤ j ≤ s, rs 6= 0. (1)
The digit set D represents the residue classes modulo b, and the residue class 0 mod b is rep-
resented by 0. Each element r ∈ R corresponds to a word w = rsrs−1 · · · r0 in the free monoid
D∗. The initial letter of w is non-zero if r is non-zero, i.e., w ∈ (D \ {0})D∗. A subset X ⊂ R
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is (D, b)-automatic if there exists a DFA that accepts w if and only if it represents an element
of X.
Hansel and Safer [8] considered automatic subsets for bases b = −k + i, for k ∈ Z>0, with digit
set D = {0, 1, . . . , k2}. They were able to generalize of Cobham’s theorem for these bases, under
the assumption that the four exponentials conjecture is true. In this note we prove that the set
of powers {bn : n ∈ N} is a-automatic if and only if a and b are multiplicatively dependent. We
use this result to answer a question from [1]. Note that automaticity is defined by means of a
digit set D, but that we speak about a-automaticity and b-automaticity without mentioning D.
We will explain below why this is so.
2 Numeration systems of the Gaussian integers
Not all Gaussian integers b can be used to represent Z[i] as a (D, b) ring. If b is a unit then Rb
is equal to R and there is only one residue class. In this case, D can only contain 0 and no other
element, so a unit base b is ruled out. Also, if b is equal to 1 + i, 1− i or 2, then there exist no
digit set D such that the Gaussian integers are a (D, b)-ring. It is possible to circumvent this
technical difficulty, but this requires some notions of numeration systems that we do not want
to go into. We simply avoid it by assuming from now on that b has modulus |b| ≥ √5 (note that
this rules out the bases 2,−2, 1 + i, 1− i,−1 + i, 1− i which are all multiplicatively dependent).
Theorem 1 (Davio, Deschamps, and Gossart [6]). For every Gaussian integer |b| ≥ √5 there
exists a D such that Z[i] is a (D, b)-ring. In particular, we may take
D =
{
d ∈ Z[i] : − 1
2
≤ Re(d/b) < 1
2
, −1
2
≤ Im(d/b) < 1
2
}
(2)
The original proof of this result appeared in a technical report, which is often quoted but not
easily accessible. Another proof can be found in [9], which is available online. It is immediately
clear that all elements of D represent different residue classes modulo b. Pick’s theorem [10]
implies that D contains all residue classes. The strenuous part of the proof is checking that the
operation z → (z − d)/b terminates, where d is the digit that represents z mod b.
Suppose that R is a (D, b)-ring as well as a (D′, b)-ring. Two digit sets D and D′ are linked if
there exists a finite E ⊂ R containing 0 such that D+E ⊂ D′+ bE. It is proved in [1] that this
is an equivalence relation and that any (D, b)-automatic set is a (D′, b)-automatic set if D and
D′ are linked. The following lemma shows that we may suppress mentioning the digit set, if we
consider automatic subsets of the Gaussian integers.
Lemma 1. Suppose Z[i] is a (D, b)-ring and a (D′, b) ring for two different digit sets. Then D
and D′ are linked.
Proof. Suppose that ∆ = max{|d| : d ∈ D} and that ∆′ = max{|d′| : d′ ∈ D′}. Let E be the
set of all Gaussian integers within radius ∆ + ∆′ of the origin. For an arbitrary d ∈ D and
e ∈ E, let d′ ∈ D′ be equal to (d + e) mod b. Then |(d + e − d′)/b| < (2∆ + 2∆′)/|b| and so
(d+ e− d′)/b ∈ E. It follows that D and D′ are linked.
From now on we speak about b-automatic subsets of Z[i]. If D is a digit set for b then D∪ bD∪
· · · ∪ bj−1D is a digit set for bj which produces the same words w to represent the Gaussian
integers. It follows that the notions of b-automaticity and bj-automaticity are equivalent.
Let D be the digit set as in Theorem 1. Every z ∈ Z[i] corresponds to a word w ∈ (D \ {0})D∗.
We denote the length of that word by ℓ(z).
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Lemma 2. There exists a constant c > 0 such that ℓ(z) ≤ k if |z| ≤ c · |b|k.
Proof. For r > 0 define M(r) = max{ℓ(z) : z ∈ Z[i], |z| ≤ r}, which is a maximum over a finite
set. For given r let z be a Gaussian integer such that M(r) = ℓ(z). Let d0 ∈ D be the last digit
in the word w that represents z. Then
M(r) = ℓ(z) = ℓ
(
z − d0
b
)
+ 1 ≤M
(∣∣∣∣z − d0b
∣∣∣∣
)
+ 1 ≤M
(∣∣∣z
b
∣∣∣+
∣∣∣∣d0b
∣∣∣∣
)
+ 1.
Since d0/b has real and imaginary parts bounded by
1
2 in absolute value, we conclude that
M(r) ≤M
(
r
|b| + 1
)
+ 1.
Iterating this inequality and using our standing assumption that |b| ≥ √5 we find
M
(
|b|k
)
≤ M
(
|b|k−1 + 1
)
+ 1
≤ M
(
|b|k−2 + 1|b| + 1
)
+ 2 ≤ · · ·
≤ M
(
1 +
1
|b|k−1 +
1
|b|k−2 + · · ·+ 1
)
+ k − 1
≤ M(3) + k − 1
It follows that we can specify the constant c as |b|−M(3).
3 Automatic subsets of the Gaussian integers
There are several different proofs of Cobham’s theorem on automatic subsets of N, see [5, 7, 11],
but they all involve the multiplicative group G = {ambn : m,n ∈ Z} on two generators a, b ∈ N.
In particular, what is needed is the topological property that G is a dense subset of (0,∞) if a
and b are multiplicatively independent. We will use a topological property of G as a subset of
the complex plane.
Lemma 3. Let a, b ∈ Z[i] be of modulus |a|, |b| > 1 and consider G = {ambn : m,n ∈ Z} as
a subset of the complex plane. Then 1 ∈ G is an isolated point if and only if a and b are
multiplicatively dependent.
Proof. G is a subgroup of the punctured place C∗ = C\{0}, which is a multiplicative topological
group. If 1 ∈ G is isolated then every point is isolated since G is a group. Furthermore, if gn
is a sequence in G which converges to g ∈ C∗ that is not in G, then gng−1m converges to 1 as
n,m→∞, contradicting that 1 ∈ G is isolated. Therefore, if 1 ∈ G is isolated, then G is closed
and discrete.
Suppose that a and b are multiplicatively dependent. Then the subgroup A = {an : n ∈ Z} has
finite index in G. Since A is discrete and G us a finite union of cosets of A, we conclude that G
is discrete and that 1 ∈ G is isolated.
Now suppose that 1 ∈ G is isolated. Since G is closed and discrete, it intersects the annulus
{z : 1 ≤ |z| ≤ |a|} in a discrete and closed subset. By compactness, this intersection is finite.
Each residue class of G/A has a representative in G ∩ R0. Therefore G/A is finite and we
conclude that a and b are multiplicatively dependent.
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If 1 is not isolated, then there exists a sequence ambn which converges to 1 and |n|, |m| → ∞.
Since |a|, |b| > 1 the signs of n and m are opposite. Therefore, there exist n,m ∈ N such that
am
bn
→ 1. In fact, if 1 is not isolated, then none of the elements of G are isolated. By the same
argument we find that for every u ∈ G there exist n,m ∈ N such that an
bm
→ u.
Lemma 4. Let a, b be multiplicatively independent Gaussian integers that generate the multi-
plicative group G. Let D be a digit set for b as in equation 2. Then for every u ∈ G ∩Z[i] there
exist arbitrarily large m,n ∈ N such that am = ubn + z for z ∈ Z[i] with ℓ(z) ≤ n.
Proof. Since there exist sequences of natural numbers m and n such that a
m
bn
converges to u,
there exist arbitrarily large m,n ∈ N such that ∣∣am
bn
− u∣∣ < c, with c as in Lemma 2. By this
lemma, ℓ(z) ≤ n for z = am − ubn.
This lemma should be read as follows: considering the numeration system with base b, suppose
that the word w represents a Gaussian integer in G. Then there exist an arbitrarily large power
am that is represented by a word v that has w as a prefix (which we denote by w ⊏ v).
Theorem 2. The set {an : n ∈ N} is not b-automatic if a, b ∈ Z[i] are multiplicatively indepen-
dent.
Proof. We adopt the digit set as in equation 2 and consider Z[i] as a (D, b)-ring. Arguing by
contradiction, suppose that A = (Q, q0,D, δ, F ) is a deterministic finite automaton DFA that
accepts the words in (D \ {0})D∗ that correspond to the set {an : n ∈ N}, and rejects all others.
Since 1 is not isolated in G = {anbm : n,m ∈ Z} there exist arbitrarily large p0 and q0 such that∣∣∣∣a
q0
bp0
− 1
∣∣∣∣ ≤ c|b|−|Q|
where c is as in Lemma 2. Choose p0 and q0 such that p0 > 2|Q|. Then aq0 = bp0 + z0 for
|z0| ≤ c|b|p0−|Q|, which implies that ℓ(z0) ≤ p0 − |Q|. Therefore aq0 is represented by a word
w0 of length p0 + 1 that has prefix 10
|Q|. Note that w0 is not equal to 10
p0 since a and b are
multiplicatively independent.
By applying the previous lemma we find that there is an arbitrarily large power aq1 that is
represented by w1 that has w0 as a prefix. Repeating this ad infinitum we find an infinite sequence
w0 ⊏ w1 ⊏ w2 ⊏ . . . of words representing increasing powers a
q0 , aq1 , aq2 , . . .. The initial word
w0 has prefix 10
|Q|, and so all the words have this prefix. This means that aqj = bpj + zj for
ℓ(zj) ≤ pj − |Q|. Since the DFA has |Q| states, if we feed 10|Q| to the automaton, then it visits
the same state twice. Hence there exist 0 ≤ s < t ≤ |Q| such that 10s and 10t end up in
the same state and so do 10sw and 10tw for any word w. In particular 10|Q| = 10s0|Q|−s and
10|Q|+t−s = 10t0|Q|−s end up in the same state. If we pump a multiple of t − s zeroes into the
prefix 10|Q| of the word wj , then the final state in the DFA remains the same. Since the DFA
accepts only powers of a, pumping these additional zeroes into the prefix must replace aqj by a
higher power of a.
Choose indices j < k such the two words wj and wk have the same length modulo t− s. Pump
the appropriate multiple of t−s zeroes into wj , so that the pumped up word has the same length
as wk. These two words cannot be the same since w0 is a prefix of wk but it is not a prefix of
the pumped up wj . We thus obtain two words u, v of equal length, say p, representing different
powers aq, aq
′
, both having prefix 10|Q|. In particular aq = bp + z and aq
′
= bp + z′ for some z
and z′ such that z 6= z′ and max{ℓ(z), ℓ(z′)} ≤ p−|Q|. Now we can repeat the construction and
we can pump multiples of t − s zeroes into the prefixes of u and v. This produces an infinite
sequence of powers of a that are equal to bp+(t−s)n + z and bp+(t−s)n + z′. The differences of
these powers all solve the equation
aq − aq′ = z − z′
4
in which z−z′ 6= 0. Clearly, this is impossible since this equation has only finitely many solutions.
We have reached a contradiction and we conclude that {an : n ∈ N} is not b-automatic.
As an immediate corollary, we can answer a question of [1] whether a set that is (−1 + ki)-
automatic for k > 1 is necessarily n-automatic for some n ∈ N. The answer is negative, since
−1 + ki and n are multiplicatively independent for all n > 1.
Corollary 1. For each pair of multiplicatively independent a, b of modulus > 1 there exists a
subset of the Gaussian integers which is a-automatic but which is not b-automatic.
Proof. We have restricted our attention to bases of modulus ≥ √5. The remaining Gaussian
integers are of the form ±1± i and ±2. These remaining bases are all multiplicatively dependent
to 2 and have been analysed in [1]. Sets that are automatic for such bases are equivalent to
2-automatic sets.
Cobham’s theorem for N states that if X is a-automatic and b-automatic for multiplicatively
independent a and b, then X is c-automatic for all natural numbers c (even including c = 1).
Our final result shows that for the Gaussian integers this statement is not true, which indicates
that some care is required if one wants to extend Cobham’s theorem to the Gaussian integers,
assuming that this is possible.
Theorem 3. Z ⊂ Z[i] is b-automatic if and only if bj ∈ N for some j ∈ N.
Proof. We consider the digit set of equation 2. We remark that if b = 2k + 1 is an odd natural
number, then the real digits in D are {−k,−k + 1, . . . , k − 1, k}. They form a well studied
numeration system for Z, in particular if b = 3, see [2]. For a base b ∈ N the elements of Z
correspond to words that consist of real digits only (including the empty word, which represents
zero). So Z is b-automatic if b ∈ N. Since we know that the notions of b-automaticity and bj
automaticity are equivalent, we may assume that bj 6∈ N for all j ∈ N.
Arguing by contradition, suppose that A = (Q, q0,D, δ, F ) is a DFA that accepts all words that
represent the integers. Choose any natural number a > 1. Then a and b are multiplicatively
independent and all powers of a are accepted by our DFA. By Lemma 4 there exists a power aq
that is represented by a word w with prefix 10|Q|. As before, there exists a k > 0 such that if we
pump an arbitrary multiple of k zeroes into the prefix of w, then the resulting word again gets
accepted by the DFA. In particular, aq = bp+ z for ℓ(z) < p such that bp+k+ z and bp+2k+ z are
all real integers. Taking differences we conclude that bp+k−bp and bp+2k−bp+k are real integers.
Taking quotients, we conclude that bk ∈ Q and since b it is an algebraic integer, bk ∈ Z. Which
contradicts our assumption.
4 Concluding remarks
Before Cobham proved his theorem, Bu¨chi [3] proved that the set {an : n ∈ N} is b-automatic if
and only if a and b are multiplicatively dependent. Our note thus extends Bu¨chi’s result from N
to Z[i]. The results in our note represent only a part of the MSc thesis of the third author [9]. In
that thesis it is also shown how to deal with automaticity for unary bases or exotic numeration
systems.
The topological property of the group G that we have used is elementary. This should be
contrasted to the four exponentials conjecture, which is used by Hansel and Safer to show that
G is dense in the complex plane for the special bases a and b that they considered in [8]. Since we
have no need for such a deep conjecture, this gives some hope that a generalization of Cobham’s
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theorem to the Gaussian integers can be achieved with the same modest means as Cobham used
in [5].
We end with a question, which is a variation on the question in [1] that we solved. Suppose that
X ⊂ Z[i] is closed under complex conjugation and that it is b-automatic for some b ∈ Z[i]. Is it
true that X is a-automatic for some a ∈ N?
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