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We discuss the effects of quantum and thermal fluctuations on the Majorana edge states in a
topological atomic wire coupled to a superfluid molecular gas with gapless excitations. We find that
the coupling between the Majorana edge states remains exponentially decaying with the length of
the wire, even at finite temperatures smaller than the energy gap for bulk excitations in the wire.
This exponential dependence is controlled solely by the localization length of the Majorana states.
The fluctuations, on the other hand, provide the dominant contribution to the preexponential factor,
which increases with temperature and the length of the wire. More important is that thermal fluc-
tuations give rise to a decay of an initial correlation between Majorana edge states to its stationary
value after some thermalization time. This stationary value is sensitive to the temperature and to
the length of the wire, and, although vanishing in the thermodynamic limit, can still be feasible in
a mesoscopic system at sufficiently low temperatures. The thermalization time, on the other hand,
is found to be much larger than the typical time scales in the wire, and is sufficient for quantum
operations with Majorana fermions before the temperature-induced decoherence sets in.
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2I. INTRODUCTION
Majorana fermions [1] (or Ising anyons) are probably the simplest example of non-Abelian anyons - quantum
objects with exchange operations resulting in non-commuting unitary transformations on the space of degenerate
ground states (see, for example [2–4] and references therein). The emerging non-Abelian statistics has not only
fundamental importance as an alternative to the canonical bosonic and fermionic ones, but also provides tools for
topological quantum computation [2, 5–8]. In many-body systems, non-Abelian anyons can emerge as quasi-particles
in topological ordered states [9–11]. One of the simplest systems exhibiting Majorana fermions, is a one-dimensional
(1D) topological superconductor – a system of 1D spinless fermions with a nearest-neighbor (in a lattice realization
[12]) or p-wave (in a continuous one [13]) pairing amplitude, in which Majorana fermions appear as edge states. A
variety of physical setups have been proposed for the realization of the corresponding Hamiltonians both in solid-
state structures [14–21] and in systems of ultracold atoms and molecules [22–27]. Based on these proposals, recent
experiments [28–34] provide strong evidences for the existence of Majorana states and make an important step toward
an experimental demonstration of the existence of objects with non-Abelian statistics.
A key element of most of the considered setups for the realization of Majorana states is a coupling of the one-
dimensional fermions to a reservoir which serves a source of pairs to generate an effective p-wave (or nearest-neighbor)
pairing amplitude. In the realizations with solid-state systems [17–21], the reservoir is a bulk superconductor and the
coupling is due to the proximity effect. In the atom-molecule realizations [22, 23], the reservoir is a cloud of molecular
BEC and the coupling involves some molecular dissociation mechanism. The two reservoirs, being absolutely similar
on a mean-field level in providing the p-wave pairing amplitude for fermions, have very different low-energy excitations
and, therefore, their quantum and thermal fluctuations behave differently. In a solid state superconducting reservoir,
one has gapped single-particle excitations, whereas the excitations in a superfluid molecular reservoir are gapless
collective modes – Bogoliubov sound. As a result, the correlations between fluctuations in a solid-state superconducting
reservoir are short-range, and their account do not change the mean-field result – the coupling between Majorana
edge states remains exponentially decaying with the distance between them [35]. On the other hand, the decay of
correlations between fluctuations in a molecular superfluid reservoir follows a power law, raising the question of their
effects on the mean-field results.
In this paper we discuss the effects of quantum and thermal fluctuations in a molecular superfluid reservoir on the
properties of Majorana fermion edge states in a finite one-dimension system of fermionic atoms in a lattice. Our
consideration is based on a generic microscopic Hamiltonian describing a coupled system of atoms in the lattice and
a surrounded superfluid molecular cloud.
The paper is organized as follows. In Sec. II we describe our microscopic model and show the emergence of the
Kitaev Hamiltonian for fermions in the lattice. The properties of the Majorana edge states, as well as fermionic
excitations in the wire and bosonic ones in the reservoir are discussed in Sec. III. The interactions between the
excitations are the topic of Sec. IV. The analysis of their effects on the properties of the Majorana fermions at
zero temperature is presented in Secs. V and VI, and at finite temperatures in Sec. VII. The consequences and the
proposals for optimal experimental conditions are briefly discussed in Sec. VIII. Technical details are given in two
Appendices: In Appendix A we present a scenario leading to our microscopic Hamiltonian. This can be viewed as a
new proposal for experimental realization of Majorana edge states, as well as an example demonstrating the capability
to control the microscopic Hamiltonian of the topological wire under experimental conditions. Appendix B contains
analytical solution of the Bogoliubov-de Gennes equations for the wave function and the energy of the Majorana
fermions in a finite Kitaev wire with open boundary conditions, and the calculations of several correlation functions
in the bulk of the wire.
II. MICROSCOPIC MODEL
We consider a system of single-component fermionic atoms in a one-dimensional (1D) optical lattice (wire) coupled
to a Bose-condensed gas of homonuclear molecules (reservoir) made of two fermionic atoms in different internal states
[36]. The most essential for our purposes part of this coupling is a process converting a molecule from the reservoir
into two atoms in the wire (and vice versa). An underlying physical mechanism of this conversion could be, for
example, radio-frequency assisted dissociation [22] or tunneling [23]. In Appendix A, we present another possible
mechanism involving Raman transitions between different internal states of atoms. To be more specific, we consider
the Hamiltonian
H = HBEC +HL +Hconv +Hint, (1)
3where HBEC is the Hamiltonian for the molecular reservoir,
HBEC =
∫
drφˆ†
(
− ~
2
2m
∇2 − µM + gM
2
φˆ†φˆ
)
φˆ, (2)
with φˆ(r) being the field operator of diatomic molecules with the massm = 2ma and the binding energy Eb = ~2/maa2s,
where as is the scattering length between the atoms forming the molecule, gM = 4pi~2aM/m is the molecular coupling
constant with aM being the molecule-molecule scattering length (aM ≈ 0.6as, see [37, 38]), and µM is the molecular
chemical potential. In the following, we will consider the regime of weak interaction nMa
3
M < 1, where nM is the
density of molecules.
The second term in Hamiltonian (1)
HL =
∑
j
[
−J
(
aˆ†j aˆj+1 + aˆ
†
j+1aˆj
)
− µ0aˆ†j aˆj
]
, (3)
describes fermionic atoms in the wire. Here aˆj and aˆ
†
j are fermionic annihilation and creation operators on a site j ,
respectively, J is the hopping amplitude, and µ0 is the fermionic chemical potential.
The conversion of a molecule from the reservoir into two atoms in the wire is described by the third term in
Hamiltonian (1)
Hconv =
∑
j
∫
dr
[
Kj(r)aˆ
†
j aˆ
†
j+1φˆ (r) + h.c.
]
. (4)
Here, the explicit form of the amplitude Kj(r) relies on the specific realization of the conversion mechanism (see, for
example, Ref. [23] or Appendix A).
Finally, the last term in Hamiltonian (1)
Hint =
∑
j
∫
drgj(r)aˆ
†
j aˆj φˆ
†(r)φˆ(r) (5)
describes a short-range interaction between atoms and molecules (assuming their spatial overlap) with gj(r) =
gaMw
2(r − rj), where gaM is the atom-molecule interaction and w(r − rj) is the Wannier function centered on
the site j in the wire.
Note that in writing the Hamiltonians Hconv and Hint, we take into account only the nearest-neighbour and on-site
terms, respectively, assuming the condition as < a that the size of the molecule as is smaller than the lattice spacing
a. Intuitively, this condition arises naturally in optimizing the conversion, because too small or too large molecules
will lead to smaller overlap of their wave function with Wannier functions on different sites of the wire, and therefore,
results in a smaller conversion amplitude K (see, for example, Appendix A).
Assuming zero temperature at the moment, we will treat the Hamiltonian (1) within the Bogoliubov framework by
decomposing the molecular field operator φˆ(r) into a mean-field part and quantum fluctuations, φˆ(r) = φ0(r) + δφˆ(r),
with φ0(r) = 〈φˆ(r)〉 being the mean-field condensate function and δφˆ(r) representing the quantum fluctuations
respectively. With this decomposition, Hamiltonian (1) can be recast into a sum of three components
H = HBMF(φ0) +HK(φ0) +Hf , (6)
where
HBMF =
∫
drφ∗0
(
− ~
2
2m
∇2 − µM + gM
2
|φ0|2
)
φ0 (7)
is the mean-field BEC Hamiltonian,
HK =
L−1∑
j=1
(−Jaˆ†j aˆj+1 + ∆φ0 aˆ†j aˆ†j+1 + h.c.)−
L∑
j=1
µf aˆ
†
j aˆj (8)
is the Kitaev Hamiltonian [12] for fermionic atoms with the pairing amplitude
∆φ0 = |∆|eiθ =
∫
drKj (r)φ0(r) (9)
4and the renormalized chemical potential for fermions
µf = µ0 +
∫
drgj(r) |φ0 (r)|2 . (10)
The third component in Eq. (6), Hamiltonian Hf , contains the effects of bosonic fluctuations δφˆ.
In Eq. (8), we have shown the emergence of the Kitaev Hamiltonian HK , which has a gap parameter defined in
terms of the mean-field condensate function φ0. The Gross-Pitaevskii (GP) equation for the condensate wave function
φ0 can be found by demanding that the term in Hf , which is linear in the fluctuations of the molecular field δφˆ only,
vanishes. The resulting GP equation reads(
−~
2∇2
2m
+ gM |φ0(r)|2
)
φ0(r) +
∑
j
[
K∗j (r) 〈aˆj+1aˆj〉HK + gj(r)φ0(r)
〈
aˆ†j aˆj
〉
HK
]
= µMφ0(r), (11)
where 〈. . .〉HK denotes the expectation value with respect to the ground state of the Hamiltonian HK(φ0) in Eq. (8).
Equation (11) thus determines the condensate wave function φ0 self-consistently.
With the condensate wave function φ0(r) satisfying Eq. (11), the Hamiltonian Hf reduces to the sum,
Hf = Hph +Hc +Hph−ph, (12)
which consist of the Bogoliubov Hamiltonian for phonons Hph (the part quadratic in δφˆ), the interaction of phonons
with fermionic excitations Hc, and the phonon-phonon interactions Hph−ph. More explicitly,
Hph =
∫
dr
δφˆ†
−~2∇2
2m
− µM + 2g |φ0|2 +
∑
j
gj
〈
aˆ†j aˆj
〉
HK
 δφˆ+ gM (φ20δφˆ†δφˆ† + φ∗20 δφˆδφˆ)
 , (13)
and
Hc = H
(3)
c +H
(4)
c (14)
with
H(3)c =
∑
j
∫
dr
{
Kj(r)(aˆ
†
j aˆ
†
j+1 − 〈aˆ†j aˆ†j+1〉HK)δφˆ(r) + h.c.
+ gj(r)(aˆ
†
j aˆj − 〈aˆ†j aˆj〉HK)(δφˆ†φ0+h.c.)
}
, (15)
H(4)c =
∑
j
∫
d3rgj(r)(aˆ
†
j aˆj − 〈aˆ†j aˆj〉HK)δφˆ†(r)δφˆ(r), (16)
where aˆ†j aˆ
†
j+1 − 〈aˆ†j aˆ†j+1〉 and aˆ†j aˆj − 〈aˆ†j aˆj〉 represent fermionic fluctuations (this form is equivalent to the normal
ordering of the fermionic quasiparticle operators). The phonon-phonon interaction Hamiltonian Hph−ph contains
cubic and quartic in δφˆ contributions which can be easily obtained from Eq. (6). Here we do not write down Hph−ph
explicitly, because the corresponding terms contain no coupling to the fermions and result only in the renormalization
of the bosonic excitations (phonon modes) defined by the Bogoliubov Hamiltonian (13). This renormalization is not
important for our purposes, and we neglect the Hamiltonian Hph−ph assuming that the Hamiltonian Hph already
contains the “true ”excitations in the molecular BEC. As a result, in describing the system we limit ourselves to the
effective Hamiltonian
Heff = HK +Hph +Hc, (17)
accompanied by the GP equation (11) for the self-consistent determination of the molecular condensate wave func-
tion φ0(r). In the Hamiltonian Heff , the first two (quadratic) terms HK and Hph describe fermionic and bosonic
quasiparticles, respectively, and the last term Hc corresponds to interactions between them.
5III. FERMIONIC AND BOSONIC QUASIPARTICLES
Let us first consider the properties of fermionic and bosonic quasiparticles described by the quadratic Hamiltonians
(8) and (13), respectively. The properties of the Kitaev Hamiltonian HK in Eq. (8) for 1D spinless fermions in
the lattice are well-known [12]. We summarize them here to make the presentation self-contained, and to create a
‘reference’ point for future discussion of the effects of quantum fluctuations.
Being quadratic in fermionic operators of the form
HK = −1
2
∑
i,j
tij(aˆ
†
i aˆj + h.c.) +
1
2
∑
i,j
(∆ij aˆ
†
i aˆ
†
j + h.c.),
with obvious expressions for tij and ∆ij = −∆ji written down from Eq. (8), the Hamiltonian HK can be diagonalized
by the Bogoliubov transformation
aˆj =
∑
m
(
uj,mαˆm + υ
∗
j,mαˆ
†
m
)
, (18)
where the quasiparticle (excitation) fermionic annihilation and creation operators αˆm and αˆ
†
m obey canonical anti-
commutation relations. The amplitudes uj,m and υj,m satisfy the conditions
∑
j(u
∗
j,m1
uj,m2 + υ
∗
j,m1
υj,m2) = δm1m2
and
∑
j(uj,m1υj,m2 + υj,m1uj,m2) = 0, and can be found from the Bogoliubov-de-Gennes (BDG) equations∑
j
(−tijuj,m + ∆ijυj,m) = Emui,m,∑
j
(
tijυj,m + ∆
∗
jiuj,m
)
= Emυi,m
with the quasiparticle energy Em ≥ 0. The diagonal form of the Hamiltonian reads
HK = E0 +
∑
m
Emαˆ
†
mαˆm, (19)
where E0 = −
∑
j,mEm |υj,m|2 is the energy of the ground state |0〉 defined by the conditions αˆj,m |0〉 = 0 for all αˆj,m.
A remarkable feature of the Kitaev Hamiltonian HK is the existence of the topological phase for |µf | < 2J [12],
in which a robust ‘zero-energy’ fermionic edge mode (m = M , to be specific) emerges with an energy EM vanishing
exponentially with the system size L, while other modes (with m = ν 6= M) are gapped Eν > |∆|. In the thermo-
dynamic limit L → ∞, the presence of such edge modes results in the degeneracy of the ground state: The states
|0〉 and αˆ†M |0〉 have the same energy. Moreover, although having different fermionic parity, the two states cannot be
distinguished by local measurements in the bulk of the wire. This is because they differ by the occupation of the
fermionic edge mode and, therefore, have the same local correlations in the bulk.
The edge character of the ‘zero-energy’ mode and its connection to Majorana fermions can be revealed by writing
the corresponding annihilation operator in the form αˆM = (γˆL + iγˆR)/2, where
γˆL = αˆM + αˆ
†
M =
∑
j
[
(u∗jM + υjM )aˆj + (ujM + υ
∗
jM )aˆ
†
j
]
,
and
γˆR = −i(αˆM − αˆ†M ) = −i
∑
j
[
(u∗jM − υjM )aˆj + (υ∗jM − ujM )aˆ†j
]
,
are two Hermitian Majorana operators satisfying the conditions γˆL(R) = γˆ
†
L(R), γˆ
2
L(R) = 1, and γLγR = −γRγL. It
turns out that (see Ref. [12] and Appendix B for details)
fLj ≡ ujM + υ∗jM ≈ 2 |A| ρj sin(jθ) ∼ e−ja/lM (20)
and
fRj ≡ ujM − υ∗jM ≈ 2 |A| ρL+1−j sin[(L+ 1− j)θ] ∼ e−(L+1−j)a/lM , (21)
6where we assume 4(J2 − |∆|2)− µ2 > 0 such that
|A| =
√
|∆| (4J2 − µ2)
J(4J2 − 4 |∆|2 − µ2) , ρ =
√
J − |∆|
J + |∆| < 1, cos θ =
−µ
2
√
J2 − |∆|2
and the Majorana localization length (for details and for the general case see Appendix B)
lM =
a
ln ρ−1
. (22)
The localization length lM also enters the expression for the energy of the mode αˆM ,
EM ≈ |∆| 4J
2 − µ2
J(J + |∆|)ρ
L
∣∣∣∣ sin[(L+ 1)θ]sin θ
∣∣∣∣ ∼ e−La/lM , (23)
which becomes exponentially small for L  lM/a [see Eq. (B22)]. The above expressions show that the fermionic
‘zero-energy’ mode αˆM represents a non-local fermion associated with two spatially separated Majorana operators
γˆL and γˆR localized at the opposite edges of the wire. The following form of the Hamiltonian HK
HK = E0f + EM αˆ
†
M αˆM +
∑
ν
Eν αˆ
†
ν αˆν (24)
= E0f +
1
2
EM +
i
2
EM γˆLγˆR +
∑
ν
Eν αˆ
†
ν αˆν ,
emphasizes this special ‘zero-energy’ edge mode αˆM and its connection to the Majorana edge modes γˆL and γˆR,
as compared to the gapped bulk excitations αˆν with energies Eν > |∆| (for details on the bulk gapped modes see
B). Note that the energy EM of the fermionic mode can also be viewed as the coupling between the corresponding
Majorana modes γˆL and γˆR.
The properties of bosonic quasi-particles are described by the Hamiltonian Hph, Eq. (13), which can be diagonalized
by using the standard bosonic Bogoliubov transformation
δφˆ(r) =
∑
γ
[u˜γ(r)bˆγ − υ˜?γ(r)bˆ†γ ] (25)
in terms of bosonic quasiparticle (phonon) operators bˆγ , where u˜γ and υ˜γ are the solutions of the corresponding
Bogoliubov-de-Gennes equations. The diagonalized Hamiltonian reads
Hph = E0ph +
∑
γ
γ bˆ
†
γ bˆγ , (26)
where E0ph is the quasiparticle ground state energy, and γ is the quasiparticle spectrum. In general, the interaction
with fermions results in a spatially non-uniform condensate wave function φ0(r) 6= const, as well as in the appearance
of a position-dependent external potential in Eq. (13) for Hph. As a consequence, bosonic excitations are not
characterized by the momentum, and their wave functions are not plane waves anymore. The problem of finding
the coefficients u˜γ(r) and υ˜γ(r) of the Bogoliubov transformation (25) and the corresponding eigen-energies γ in
this case can only be addressed numerically. In the considered case of a large (compare to the wire) BEC and weak
coupling, the interaction with fermions in the wire generates quantitatively small effects on bosonic excitations in
the reservoir. We will therefore neglect them and consider a spatially homogeneous condensate with φ0(r) =
√
nM
and bosonic excitations characterized by the wave vector q. The corresponding wave functions are then plane waves,
[u˜q(r), υ˜q(r)] = (u˜q, υ˜q)V
−1/2 exp(iqr), such that
δφˆ(r) =
1√
V
∑
q
(u˜q bˆq − υ˜q bˆ†−q) exp(iqr), (27)
where u˜2q(v˜
2
q ) =
[(
0q + gMnM
)
/q ± 1
]
/2 with q =
√
0q
(
0q + 2gMnM
)
and 0q = ~2q2/2m. As usual, for small wave
vectors q . ξ−1BEC, where ξBEC = ~/
√
mgMnM is the coherence length of the condensate, the excitations are phonons
q = ~cq with the sound velocity c =
√
gMnM/m.
7IV. INTERACTION BETWEEN QUASIPARTICLES
Let us now analyze the effects of the interaction Hc between fermions excitations in the lattice and fluctuations
in the reservoir (phonons) on the properties of the “zero-energy”fermionic edge mode αˆM . We will be primarily
interested in corrections to the energy EM of the mode, see Eq. (24).
By using the Bogoliubov transformations (18) and (25), the Hamiltonian (17) reads
Heff = E0 +H0 +H
(3)
c +H
(4)
c , (28)
where E0 is the ground state energy of the system,
H0 =
∑
m
Emαˆ
†
mαˆm +
∑
q
q bˆ
†
qbˆq (29)
describes fermionic and bosonic excitations, and the terms
H(3)c =
∑
q
∑
m,n
[
O(n)qmnαˆ
†
mαˆnbˆ
†
q + h.c. + (O
(a1)
qmnαˆmαˆn +O
(a2)
qmnαˆ
†
mαˆ
†
n)bˆ
†
q + h.c.
]
, (30)
and
H(4)c =
∑
q1,q2
∑
m,n
[
Vq1q2mnαˆ
†
mαˆnbˆ
†
q1 bˆq2 + . . .
]
, (31)
provide interactions between them, where the dots in H
(4)
c denote all other possible terms containing two fermionic and
two bosonic operators with the corresponding matrix elements. The Hamiltonians (30) and (31) describe interactions
between fermionic and bosonic quasiparticles: The first line in H
(3)
c corresponds to the emission (absorption) of a
phonon by a fermionic quasiparticle accompanied by a change of its quantum states, n → m , while the second line
describes processes involving emission (absorption) of a phonon and annihilation (creation) of a pair of fermionic
quasiparticles. The Hamiltonian H
(4)
c contains processes with creation (annihilation) of two fermionic excitations and
emission (absorption) of two phonons.
We will consider the effects of the interaction Hamiltonians H
(3)
c and H
(4)
c in the weak coupling case nMa
3
s < 1 by
using systematic perturbation expansion in this small parameter. In what follows, we limit ourselves to the lowest
order contributions: the first order in H
(4)
c and the second order in H
(3)
c .
The interactions between fermionic and bosonic quasiparticles results in renormalization of their properties. More
specifically, the interactions modify the energies Em and q of quasiparticles (adding also imaginary parts responsible
for the decay of quasiparticles when it is allowed by conservation laws). In the considered case of a weak coupling
between the wire and the reservoir, the renormalization of bosonic and gapped fermionic bulk excitations (m = ν) does
not lead to any qualitative change in their properties, and we will ignore it. On the other hand, the properties of the
“zero-energy ”edge mode (m = M), in particular, its exponentially small energy EM , can be modified substantially
due to the coupling to the gapless phonon modes. Below we will focus on the effects of the effects of gapless bosonic
excitations on the Majorana fermions.
We start our analysis with calculating the effects of H
(4)
c . The leading first-order contribution can be obtained by
averaging over the bosonic fields in Eq. (16), δφˆ†( r)δφˆ(r)→
〈
δφˆ†(r)δφˆ(r)
〉
Hph
= n′M with n
′
M being the condensate
depletion, which yields (we omit an unimportant constant)
H(4)c →
〈
H(4)c
〉
Hph
=
∑
j
aˆ†j aˆj
∫
d3rgj(r)n
′
M.
This term provides the renormalization of the fermionic chemical potential µf in the Kitaev Hamiltonian by replacing
the condensate density |φ0|2 with the total molecular density nM = |φ0|2 +n′M in Eq. (10) for µf . The corresponding
changes can be trivially taken into account by staring with the renormalized µf in the initial Kitaev Hamiltonian (8).
The interaction Hamiltonian H
(3)
c contributes in the second order of the perturbation theory. To select the contri-
butions in H
(3)
c that couple the “zero-energy”edge mode αˆM to other modes, we write the fermionic operator aˆj in
the form
aˆj = ujM αˆM + υ
∗
jM αˆ
†
M + aˆ
′
j
=
1
2
[fLj + fRj ]αˆM +
1
2
[fLj − fRj ]αˆ†M + aˆ′j ,
8where we use Eqs. (20) and (21) to express the amplitudes uj,M and vj,M in terms of the wave functions of the
Majorana edge modes fLj and fRj (we take real fLj and fRj), and aˆ
′
j contains the operators αˆν and αˆ
†
ν of the gapped
modes only. The Hamiltonian H
(3)
c then takes the form
H(3)c = H
(3)
c1 +H
(3)
c2 +H
(3)
c3
=
∑
q
[
O
(n)
qMM αˆ
†
M αˆM bˆ
†
q + h.c.
]
+
∑
q,ν
[
(O
(n1)
qνM αˆ
†
ν αˆM +O
(n2)
qνM αˆν αˆ
†
M + 2O
(a1)
qνM αˆν αˆM + 2O
(a2)
qνM αˆ
†
ν αˆ
†
M )bˆ
†
q + h.c.
]
+
∑
q,ν,µ
[
(O(n)qνµαˆ
†
ν αˆµ+O
(a1)
qνµ αˆν αˆµ+O
(a2)
qνµ αˆ
†
ν αˆ
†
µ)bˆ
†
q+h.c.
]
, (32)
where the terms in the second line (the Hamiltonian H
(3)
c1 ) couple phonons to the “zero-energy”mode αˆM , the terms
in the third line (H
(3)
c2 ) correspond to the interaction of phonons with the mode αˆM and the gapped modes αˆν , and
the terms in the last line (H
(3)
c3 ) describe coupling of phonon to the gapped modes.
With the use of Eqs. (15), (20) and (21), it is easy to see that the matrix element O
(n)
qMM contains the products of
the Majorana wave functions belonging to different edges,
O
(n)
qMM =
1√
V
∫
dre−iqr
∑
j
{
1
2
[Kj(r)υ˜q −K∗j (r)u˜q](fLjfRj+1 − fRjfLj+1) + gj(r)[u˜qφ0 − υ˜qφ∗0]fLjfRj
}
,
is exponentially small with the system size, O
(n)
qMM ∼ exp(−L/lM ) ∼ EM . As a result, the leading (second order)
contribution of H
(3)
c1 to δEM is proportional to E
2
M and can be neglected. We therefore have to consider only the
Hamiltonians H
(3)
c2 and H
(3)
c3 .
The Hamiltonian H
(3)
c2 can be conveniently written in the form
H
(3)
c2 = (H
(−)
L +H
(−)
R )αˆM + (H
(+)
L +H
(+)
R )αˆ
†
M , (33)
where
H
(+)
L = H
(−)
L = −H(+)†L
=
1
2
∑
jj′
fLj
∫
dr[−Kjj′(r)δφˆ(r)aˆ′†j′ +K∗jj′(r)δφˆ†(r)aˆ′j′ ] +
1
2
∑
j
fLj
∫
drgj(r)(φ0δφˆ
† + φ∗0δφˆ)(aˆ
′†
j − aˆ′j) (34)
and
H
(+)
R = −H(−)R = H(+)†R
=
1
2
∑
jj′
fRj
∫
dr[−Kjj′(r)δφˆ(r)aˆ′†j′ −K∗jj′(r)δφˆ†(r)aˆ′j′ ]−
1
2
∑
j
fRj
∫
drgj(r)(φ0δφˆ
† + φ∗0δφˆ)(aˆ
′†
j + aˆ
′
j) (35)
[here Kj1j2(r) = −Kj2j1(r) ≡ Kj1(r)δj2,j1+1] contain the wave function of the left fLj and of the right fRj Majorana
modes, respectively, and are linear in both bosonic operators of the reservoir δφˆ(r) and δφˆ†(r), and in fermionic
operators of the gapped modes aˆ′j and aˆ
′†
j . The relations between the + and − operators suggest another form for
H
(3)
c2 ,
H
(3)
c2 =
(
H
(+)
L −H(+)R
)
αˆM +
(
H
(+)
L +H
(+)
R
)
αˆ†M , (36)
which will be used below for the analysis of different contributions to δEM .
V. EFFECTS OF INTERACTIONS BETWEEN QUASIPARTICLES. ZERO TEMPERATURE
In order to calculate the energy correction δEM to the energy EM resulting from the second line of Eq. (32), one
has to compare the corrections to the energies of the ground state |0〉 and of the state |M〉 = αˆ†M |0〉 in which only
9the edge mode is populated, given by
δEM = δE|M〉 − δE|0〉.
The corrections to the ground state energy originates from the processes with simultaneous creation and then
annihilation of two fermionic excitations (the edge mode and a bulk one) and one phonon, described by the O
(a2)
qνM -term,
while the correction to the energy of the state |M〉 involves simultaneous annihilation of the edge-mode excitation and
creation of a bulk fermionic excitation and a phonon, O
(n1)
qνM -term, followed by the reverse process. Direct application
of the perturbation theory yields
δEM =
∑
q,ν
∣∣∣O(n1)qνM ∣∣∣2
EM − (Eν + q) −
∑
q,ν
4
∣∣∣O(a2)qνM ∣∣∣2
−(EM + Eν + q)
≈
∑
q,ν
4
∣∣∣O(a2)qνM ∣∣∣2−∣∣∣O(n1)qνM ∣∣∣2
Eν + q
−EM
4
∣∣∣O(a2)qνM ∣∣∣2+∣∣∣O(n1)qνM ∣∣∣2
(Eν+q)2
= δE
(1)
M + δE
(2)
M , (37)
where in the second line we have neglected terms ∼ E2M/∆m  EM . It should be mentioned that the Hamiltonian
H
(3)
c3 contributes equally to the energies of the two states and, hence, the corresponding contributions cancel each other.
Note that the relevant intermediate states contain a phonon and a gapped bulk excitation such that Eν + q > |∆|
in the denominators in Eq. (37). Having also in mind that the matrix elements in the numerators involve the wave
functions of the edge modes, we therefore could expect an exponential decay of δEM with the system size L.
Another form of the expression for δEM can be obtained by writing the matrix elements in the form [see Eqs. (32)
and (36)]
O
(n1)
qνM =
〈
qν
∣∣∣H(+)L −H(+)R ∣∣∣ 0〉 , (38)
2O
(a2)
qνM =
〈
qν
∣∣∣H(+)L +H(+)R ∣∣∣ 0〉 . (39)
After straightforward calculations we then obtain the following expressions for δE
(1)
M and δE
(2)
M
δE
(1)
M ≈ 2
∑
q,ν
〈
0
∣∣∣H(+)R †∣∣∣qν〉〈qν ∣∣∣H(+)L ∣∣∣ 0〉+ 〈0 ∣∣∣H(+)L †∣∣∣qν〉〈qν ∣∣∣H(+)R ∣∣∣ 0〉
Eν + q
= 4
∑
q,ν
Re
〈
0
∣∣∣H(+)R †∣∣∣qν〉〈qν ∣∣∣H(+)L ∣∣∣ 0〉
Eν + q
,
(40)
δE
(2)
M ≈ −2EM
∑
q,ν
∣∣∣〈qν ∣∣∣H(+)L ∣∣∣ 0〉∣∣∣2 + ∣∣∣〈qν ∣∣∣H(+)R ∣∣∣ 0〉∣∣∣2
(Eν + q)2
, (41)
which can also be obtained by direct application of the perturbation theory with the interaction Hamiltonian H
(3)
c2
given by Eq. (36).
The expressions (37) for δEM can be recast into a more transparent form in terms of correlation functions as
δEM = − i~
∫ ∞
0
dτe−δτ
{〈
M
∣∣∣H(3)c2I(τ)H(3)c2I(0)∣∣∣M〉− 〈0 ∣∣∣H(3)c2I(τ)H(3)c2I(0)∣∣∣ 0〉} , (42)
where H
(3)
c2I(τ) is the interaction Hamiltonian H
(3)
c2 in the interaction representation, H
(3)
c2I(τ) = e
iH0τ/~H(3)c2 e
−iH0τ/~,
and δ → +0. [Eq. (37) is recovered after inserting the complete set of intermediate state |qν〉 with one bosonic and
one gapped fermionic excitation.] This expression shows that the energy change δEM results entirely from the edges
of the wire because, as it was mentioned above, all correlations in the bulk for the two states |M〉 and |0〉 are equal.
After using the form of H
(3)
c2 given by Eq. (36), the expression (42) can be rewritten as
δEM = − i~
∫ ∞
0
dτe−δτ2 cos(
EMτ
~
)
[〈
0
∣∣∣H(+)L †e− i~H0τH(+)R ∣∣∣ 0〉+ (L↔ R)]
+
i
~
∫ ∞
0
dτe−δτ2i sin(
EMτ
~
)
[〈
0
∣∣∣H(+)L †e− i~H0τH(+)L ∣∣∣ 0〉+ (L→ R)] , (43)
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which provides another form of Eqs. (40), and (41) for δE
(1)
M and δE
(2)
M .
Figure 1. Feynman diagrams for normal contributions to the self-energy of the α-mode at zero temperature. Solid lines
correspond to gapped fermionic excitations in the wire and wavy lines to bosinic excitations in the molecular condensate.
The above results show that the correction to the energy of the αM mode involve two different types of correlations:
The contribution δE
(1)
M involves long-range correlations between different edges, while the contribution δE
(2)
M contains
local correlations at the edges. As a result, the system-size dependence of δE
(2)
M originates from the L-dependence of
the energy EM of the mode, δE
(2)
M ∼ EM ∼ exp(−La/lM ), while the L-dependence of δE(1)M results from the combined
effect of the localization of the edge modes described by lM , and of the short-range correlations in the bulk of the wire
described by the coherence length ξBCS = lM (see Appendix B). We therefore also expect that the leading dependence
of δE
(1)
M on the system size is exponential, δE
(1)
M ∼ exp(−La/lM ).
An alternative derivation of the energy splitting δEM is based on the Green’s function technique (see, for example,
Ref. [39]), which applies to both the zero temperature and finite temperature regime which we will discuss later. In
the Green’s function approach, the energies of excitation correspond to the poles of the Green’s function considered
as a function of the frequency ω. The Green’s function for the “zero-energy”edge mode αM is defined as
GM (τ) = −i
〈
T{αM (τ)α†M (0)}
〉
=
∫
dε
2pi~
GM (ε) exp(− i~ετ).
Here, T{αM (τ)α†M (0)} is the time-ordered product of Heisenberg operators αM (τ) and αM (0) = αM , where the
evolution is defined by the Hamiltonian H(0) +H
(3)
c2 +H
(3)
c2 , and the averaging is over the exact ground state of this
Hamiltonian. The Green’s function GM (ε) can be found from the Dyson equation
G−1M (ε) = G
(0)−1
M (ε)− ΣM (ε) = ε− EM − ΣM (ε),
where G
(0)
M (ε) = (ε−EM + i0)−1 is the bare Green’s function and ΣM (ε) is the self-energy of the α-mode, such that
finding the renormalized energy of the α -mode reduces to solving the equation
ε− EM − ΣM (ε) = 0. (44)
At zero temperature and in the considered second-order of the perturbation theory, the self-energy ΣM (ε) results
from only two normal (with one incoming and one outgoing lines of the α-mode) contributions as illustrated in Fig. 1.
There, the solid line corresponds to the bare Green’s function of a gapped fermionic excitation G
(0)
ν (ε) = (ε−Eν+i0)−1
and the wavy line to the bare bosonic excitation D
(0)
q (ε) = (ε− q + i0)−1. The corresponding analytic expression of
ΣM (ε) = Σ
(n)
M (ε) reads
ΣM (ε) =
∑
q,ν
∣∣∣O(n1)qνM ∣∣∣2
ε− (Eν + q) +
∑
q,ν
4
∣∣∣O(a2)qνM ∣∣∣2
ε+ Eν + q
. (45)
After solving Eq. (44) to the lowest order in the perturbation,
ε ≈ EM + Σ(n)M (EM ), (46)
we recover the expression (37) for δEM .
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It should be mentioned that the terms in H
(3)
c with matrix elements O
(a1)
qνM and O
(a2)
qνM [see Eq. (32)] generate
in the second order also the “anomalous”terms with two αM -lines going out [∆M (ε), see Figs. 2(a) and 2(b)], or
going in [∆∗M (ε), see Figs. 2(c) and 2 (d)], which contribute to the “anomalous”part of the self-energy Σ
(a)
M (ε) =
|∆M (ε)|2 [ε+EM + Σ(n)M (ε)]−1. These “anomalous”terms, however, are proportional to the frequency, ∆M (ε) ∼ ε for
small ε (as a consequence of the Fermi-Dirac statistics) and, therefore, do not affect the leading second-order solution
(46) or (37) of the equation (44). In other words, these frequency-proportional anomalous terms do not “open a
gap”. This is in contrast to the standard pairing case where frequency-independent anomalous terms open a finite
gap ∼ |∆|2 which does not depend on the size of the system.
Figure 2. Feynman diagrams for the anomalous terms ∆M [(a) and (b)] and ∆
∗
M [(c) and (d)] for the α-mode. Solid lines
correspond to gapped fermionic excitations in the wire and wavy lines to bosinic excitations in the molecular condensate.
VI. EVALUATION OF THE ENERGY CORRECTION
We now proceed with evaluation of the energy correction δEM . To be specific, we assume the following properties of
the condensate: as ∼ a and nMa3s . 1 (but not 1), which correspond to an optimum atom-molecule conversion with
a sufficiently large amplitude K, see Appendix A. In this case, ξBEC ∼ a and, as a result, only phonon excitations
with q . ξ−1BEC in the condensate are relevant for processes at distances & a. For the wire we assume that α ≡|∆| /J and β ≡ µ/2J satisfy the conditions α . 1 and |β| ≤ 1 − α2, such that the bulk quasiparticle spectrum
Eν → Ek = 2J
√
(cos ka+ β)2 + α2 sin2 ka has two minima ∆m = 2 |∆|
√
1− β2/(1− α2) > 0 at k = ±kF =
±a−1 arccos[−β/(1− α2)] inside the Brillouin zone −pi/a ≤ k ≤ pi/a. (We neglect the effects of the boundary on the
properties of the extended wave functions in the bulk.) Under these conditions we can use the local approximation
for the fermionic-bosonic couplings in Eqs. (34) and (35): Kj(r) → K0δ(r− rj) and gj(r) → g0δ(r− rj) with
real K0 =
∫
drKj(r) and g0 =
∫
drgj(r), respectively, and the standard BCS expressions for the wave functions
(Bogoliubov amplitudes uk and vk) of the gapped fermionic modes.
In the following we evaluate the energy correction δE
(1)
M which dominates for large L [as we will see, δE
(1)
M ∼
L exp(−La/lM ) as compared to δE(2)M ∼ EM ∼ exp(−La/lM ), see Eq.(41)]. With the usage of Bogoliubov transfor-
mations (27) and (B28 ), the matrix elements entering expression Eq. (40) for δE
(1)
M can be written in the form (with
ν = k)
〈
qk
∣∣∣H(+)L ∣∣∣ 0〉 = 1
2
√
LV
∑
j
fLj
∫
dre−iqr
∑
j′
Kjj′(r)e
−ikj′a(υ˜quk − u˜qvk) + gj(r)φ0(u˜q − υ˜q)(uk + vk)e−ikja
 ,
〈
0
∣∣∣H(+)†L ∣∣∣qk〉 = −〈qk ∣∣∣H(+)L ∣∣∣ 0〉∗ ,〈
qk
∣∣∣H(+)R ∣∣∣ 0〉 = 1
2
√
LV
∑
j
fRj
∫
dre−iqr
∑
j′
Kjj′(r)e
−ikj′a(υ˜quk + u˜qvk)− gj(r)φ0(u˜q − υ˜q)(uk − vk)e−ikja
 ,
〈
0
∣∣∣H(+)†R ∣∣∣qk〉 = 〈qk ∣∣∣H(+)R ∣∣∣ 0〉∗ ,
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where we consider Kjj′(r) and φ0 to be real. As we have mentioned before, the main contribution comes from
the phonon-part of the bosonic excitation spectrum with wave vectors q . a−1 (∼ ξ−1BEC), for which u˜q ≈ υ˜q ≈
(1/2)
√
εq/ε
(0)
q ≡ fq ∼ q−1/2. This, together with the local approximations for Kjj′(r) and gj(r), allows us to write
the matrix elements in a simpler form:〈
qk
∣∣∣H(+)L ∣∣∣ 0〉≈ −iK0√
LV
fq(uk − vk) sin ka
∑
j
fLje
−i(qx+k)ja, (47)
〈
qk
∣∣∣H(+)R ∣∣∣ 0〉≈ −iK0√
LV
fq(uk + vk) sin ka
∑
j
fRje
−i(qx+k)ja. (48)
The expression for δE
(1)
M now reads
δE
(1)
M ≈ 4K20
∫
dq
(2pi)3
∫ pi/a
−pi/a
adk
2pi
f2q (uk + vk)
2 sin2 ka
Ek + ~cq
∑
j1,j2
fLj1fRj2e
i(qx+k)(j1−j2)a
= 4K20
∫
dq
(2pi)3
∫ pi/a
−pi/a
adk
2pi
f2q
Ek + ~cq
ξk + 2i∆ sin ka
Ek
sin2 ka
∑
j1,j2
fLj1fRj2e
i(qx+k)(j1−j2)a
= −4K20
∫
dq
(2pi)3
∫ pi/a
−pi/a
adk
2pi
f2q sin
2 ka
Ek + ~cq
√
ξk + 2i∆ sin ka
ξk − 2i∆ sin ka
∑
j1,j2
fLj1fRj2e
i(qx+k)(j1−j2)a,
where we use the expressions (B29) for uk and vk.
We start the evaluation of this expression with integration over q :∫
dq
(2pi)3
f2q
Ek + ~cq
eiqx(j1−j2)a =
m
2~2
∫
dq
(2pi)3
1
q
eiqx(j1−j2)a
q + λEk/2J
=
m
4pi2~2a
1
|j1 − j2|
∫ ∞
0
dq
sin(qa |j1 − j2|)
q + λEk/2J
≈ m
8pi~2a
1
|j1 − j2|
1
1 + piλ |j1 − j2|Ek/4J , (49)
where λ = 2Ja/~c and the last line (an interpolation between the limiting cases of small and large λ |j1 − j2|Ek/J)
provides a very good approximation to the integral. Note that the result of the integration diverges for j1 = j2.
This divergence is not physical because it originates from the fact that the coupling K0 between molecules in the
reservoir and atoms in the lattice is q -independent. In reality however, the coupling disappears for large q because
the molecular kinetic energy breaks the resonance condition for the conversion of a molecule into a pair of atoms.
This effectively limits the integration to q . a−1s ∼ a, and we can therefore estimate the value of the integral for
j1 = j2 as m/8pi~2a.
In performing the integration over k we notice that the parameter λ is a ratio between the Fermi velocity (when
µ ≈ 0) and the sound velocity, and under assumed conditions (see Appendix A), we have λ 1. For this reason, the
term piλ |j1 − j2|Ek/4J becomes comparable with unity only for large |j1 − j2|, for which fermionic correlations are
already exponentially suppressed, see Appendix B. We can therefore neglect this term and write the expression for
δE
(1)
M in the form
δE
(1)
M = −
mK20
2pi~2a
∑
j1,j2
fLj1fRj2
|j1 − j2|
∫ pi/a
−pi/a
adk
2pi
sin2 ka
√
ξk + 2i∆ sin ka
ξk − 2i∆ sin kae
ik(j1−j2)a,
where |j1 − j2| has to be replaced with 1 for j1 = j2. To perform the k-integration, we split the summation over j1
and j2 into three parts: j1 = j2, j1 > j2, and j1 < j2, and denote the corresponding contributions to δE
(1)
M as I0, I+,
and I−, respectively,
δE
(1)
M = I0 + I+ + I−
=
mK20
2pi~2a
∑
j
fLjfRjK0 +
∑
j1>j2
fLj1fRj2K+(j1 − j2) +
∑
j1<j2
fLj1fRj2K−(|j1 − j2|)

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with
K0 = −
∫ pi/a
−pi/a
adk
2pi
sin2 ka
√
ξk + 2i∆ sin ka
ξk − 2i∆ sin ka , (50)
K±(s) = −1
s
∫ pi/a
−pi/a
adk
2pi
sin2 ka
√
ξk + 2i∆ sin ka
ξk − 2i∆ sin kae
±iksa. (51)
The integrals over k can be calculated in the same way as in Appendix B: After introducing the variable z = exp(−ia),
the integrals over k are transformed into integrals over the unit circle S1 in the complex plane of z (see Fig. 8 in
Appendix B ), and for the kernels K0 and K± we obtain
K0 =
∮
S1
dz
2piiz
(z − z−1)2
4
ρ
√
(z − x+ρ−2)(z − x−ρ−2)
(z − x+)(z − x−) ,
K±(s) =
1
s
∮
S1
dz
2piiz
(z − z−1)2
4
ρ−1
[
(z − x+ρ−2)(z − x−ρ−2)
(z − x+)(z − x−)
]±1/2
zs. (52)
The contour S1 is then deformed into the contour around the cut C1 (see Fig. 8), which connects the points x+ =
ρ exp(iθ) and x− = ρ exp(−iθ) inside S1 (during this deformation we also pick up the contributions from the pole at
z = 0 in K0 and in K±(s) for s = 1 and s = 2), and for ρ 1 we obtain
K0 ≈ 3
4
ρ cos θ,
K+(1) ≈ −1
2
, K+(2) ≈ −3
8
ρ cos θ, K+(s > 2) ≈ 1
4s
∮
C1
dz
2pii
zs−3√
(z − x+)(z − x−)
,
K−(1) ≈ 1
4
, K−(2) ≈ −1
8
ρ cos θ, K−(s > 2) ≈ 1
4s
∮
C1
dz
2pii
√
(z − x+)(z − x−)zs−3,
where we keep only the leading terms in ρ 1 for s = 1 and s = 2, and the leading powers in small z in the integrals.
The integrals can be performed in the same way as in Appendix B with the results∮
C1
dz
2pii
1√
(z − x+)(z − x−)
zs−3 = ρN−3
1
pi
∫ pi
0
dφ(cos θ + i sin θ cosφ)s−3 = ρs−3P0s−3(cos θ)
s1→ ρs−3
√
2
pis sin θ
cos[(s− 5
2
)θ − pi
4
]
and ∮
C1
dz
2pii
√
(z − x+)(z − x−)zs−3 = sin2 θρs−1 1
pi
∫ pi
0
dφ sin2 φ(cos θ + i sin θ cosφ)s−3 = ρs−1 sin θP−1N−3(cos θ)
s1→ ρs−1 sin θ
s
√
2
pis sin θ
sin[(s− 5
2
)θ − pi
4
]
for integer s > 2 with Pνµ(x) being the associate Legendre function [P
0
n(x) = Pn(x) is the Legendre polynomial of
degree n], which give an exponential decay of the kernels K±(s) for s 1.
Using the expression
fLj1fRj2 = 4 |A|2 ρL+1+j1−j2 sin(j1θ) sin[(L+ 1− j2)θ] (53)
= 2 |A|2 ρL+1+j1−j2 [cos(L+ 1− j1 − j2)θ − cos(L+ 1 + j1 − j2)θ]
for the product of the Majorana wave functions fLj1 and fRj2 , we can easily calculate the leading contribution to I0:
I0 ≈ − mK
2
0
2pi~2a
2 |A|2 LρL+1 cos[(L+ 1)θ] 3
4
ρ cos θ, (54)
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where we neglect the sum over oscillating with j terms. To calculate I± we first perform summation over j2 for a
fixed j1 and then over j1:
I+ + I− =
mK20
2pi~2a
L∑
j1=2
 ∑
1≤j2<j1
fLj1fRj2K+(j1 − j2) +
∑
L≥j2>j1
fLj1fRj2K−(|j1 − j2|)

≈ mK
2
0
2pi~2a
L∑
j1=1
[ ∞∑
s=1
fLj1fRj1−sK+(s) +
∞∑
s=1
fLj1fRj1+sK−(s)
]
,
where we extend the summation over s = |j1 − j2| to infinity because of the fast convergency of the sums (as we will
see below, the main contribution comes from j1 being in the bulk). Keeping in mind the asymptotic behavior of the
kernels K±(s) for s 1,
K±(s) ∼ s−α±ρs−2∓1{exp[i(s− 5
2
)θ − ipi
4
]± exp[i(s− 5
2
)θ − ipi
4
]},
where α+ = 3/2 and α− = 5/2, the leading (∼ L) contribution to I+ + I− reads
I+ + I− = − mK
2
0
2pi~2a
2 |A|2 LρL+1
×
∞∑
s=1
{
ρs cos[(L+ 1 + s)θ]K+(s) + ρ
−s cos[(L+ 1− s)θ]K−(s)
}
(we neglect the sum over terms which oscillate with j1). Note that the convergency of the second sum is due to the
factor s−α± = s−5/2 in the asymptotics of K−(s) (the factors depending on s exponentially cancel each other). The
leading for small ρ contribution comes from the second term in the sum [with K−(s)] and is
I+ + I− ≈ − mK
2
0
2pi~2a
2 |A|2 LρL+1 1
ρ
{
cos(Lθ)
1
4
− cos[(L+ 1)θ] cos θ
8
}
= − mK
2
0
2pi~2a
2 |A|2 LρL 3 cos(Lθ)− cos[(L+ 2)θ]
16
, (55)
where we keep only numerically dominant terms with s = 1 and s = 2. After comparing Eqs. (54) and (55),
we finally obtain for the energy correction at zero temperature in the considered regime 4J2 − 4∆2 − µ2 > 0 and
0 < J −∆ J + ∆
δEM ≈ δE(1)M ≈ −
mK20
16pi~2a
∆(4J2 − µ2)
J(4J2 − 4∆2 − µ2){3 cos(Lθ)− cos[(L+ 2)θ]}Le
−La/lM (56)
∼ ma
2
~2
∆2
1
nMa3
Le−aL/lM ∼ EM
(
ma2∆
~2
)
1
nMa3
L ∼ EM ∆
ER
L. (57)
This result shows that the energy correction due to quantum fluctuations remains exponentially small with the
length of the wire L, but contains an extra linear dependence on L. It therefore dominates over EM for sufficiently
large L. For values of the ratio ∆/ER of the order of 10
−2 (see, for example, Ref. [23] and Appendix A), this happens
for L & 102. For such values of L, however, EM itself becomes practically zero provided the localization length of the
Majorana states lM is of the order of a few lattice spacing. We can therefore conclude that in any practical discussion
in which the finite value of EM becomes an issue (for example, in determining the lower bound for adiabatic operations
with Majorana states), one can ignore the correction due to quantum fluctuations and use the zero-order value, Eq.
(23).
VII. EFFECTS OF INTERACTIONS BETWEEN QUASIPARTICLES. FINITE TEMPERATURES
Let us now turn to the case of finite but small temperatures T  |∆|. Note that because |∆|  Eb ∼ ER, we can
completely ignore the processes of molecular dissociation and vortex formation in the condensate such that the only
relevant excitation in the reservoir are bosonic excitations described by the operators bˆq. This implies that the parity
of the wire is conserved.
15
The studies of temperature effects are most easily done using Matsubara technique (see, for example [39]), in which
one calculates the Matsubara Green’s function GTM (iεn) of the mode αM as a function of Matsubara frequencies
εn = piT (1 + 2n). Being analytically continued in the upper half-plane of (complex) frequency iεn → ε + i0 from
Matsubara εn to real frequency ε, one obtains the retarded Green’s function G
R
M (ε). The pole of this function is in
general at some complex frequency ε∗ = ε′∗+ iε
′′
∗ with ε
′
∗ determining the eigenenergy and ε
′′
∗ = 1/τ the life-time τ of
the mode.
Figure 3. Additions Feynman diagrams for normal contributions to the self-energy of the α-mode at finite temperatures. Solid
lines correspond to gapped fermionic excitations in the wire and wavy lines to bosinic excitations in the molecular condensate.
The calculation of the Matsubara Green’s function is very similar to that of the Green’s function at zero temperature
and based on the Dyson equation
G−1TM (iεn) = G
(0)−1
TM (iεn)− ΣTM (iεn) = iεn − EM − ΣTM (iεn)
with the Matsubara self-energy ΣTM (iεn) and G
(0)
TM (iεn) = (iεn−EM )−1. The lowest (second-order) contribution to
the self-energy are shown in Fig. 1 (with real frequencies replaced by Matsubara ones) and Fig. 3 where the solid and
dashed lines corresponds to G
(0)
Tν(iεn) = (iεn − Eν)−1 and D(0)Tq(iωm) = (iωm − q + i0)−1, respectively. (Note that,
similar to the T = 0 case, the ”anomalous” contributions can be ignored.) After performing the summation over the
(bosonic) Matsubara frequency ωm = 2piTm, we obtain
ΣTM (iεn) = Σ
(1)
TM (iεn) + Σ
(2)
TM (iεn),
where
Σ
(1)
TM (iεn) =
∑
q,ν

∣∣∣O(n1)qνM ∣∣∣2
iεn − (Eν + q) +
4
∣∣∣O(a2)qνM ∣∣∣2
iεn + Eν + q

× [1 + nB(q)− nF (Eν)]
and
Σ
(2)
TM (iεn) =
∑
q,ν

∣∣∣O(n2)qνM ∣∣∣2
iεn − (Eν − q) +
4
∣∣∣O(a1)qνM ∣∣∣2
iεn + Eν − q

× [nB(q) + nF (Eν)]
with nFν(T ) and nBq(T ) being the fermionic and bosonic occupation numbers of the gapped modes αv and excitations
bq in the condensate, respectively. With the analytic continuation iεn → ε+i0, an approximate solution of the equation
GRM (ε)
−1 = ε− EM − ΣTM (ε+ i0) = 0 for the pole of the Green’s function reads
εM∗ ≈ EM + ΣTM (EM + i0) = EM + δTEM − iγM ,
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where
ΣTM (EM + i0) = Σ
(1)
TM (EM + i0) + Σ
(2)
TM (EM + i0)
=
∑
q,ν
 4
∣∣∣O(a2)qνM ∣∣∣2
Eν + q + EM
−
∣∣∣O(n1)qνM ∣∣∣2
Eν + q − EM
 [1 + nB(q)− nF (Eν)]
+
∑
q,ν
 4
∣∣∣O(a1)qνM ∣∣∣2
Eν − q + EM + i0 −
∣∣∣O(n2)qνM ∣∣∣2
Eν − q − EM − i0
 [nB(q) + nF (Eν)]
= δTEM − i/τM
provides the correction δTEM = ReΣTM (EM + i0) to the energy of the mode αM , as well as its inverse life-time
τ−1M = −ImΣTM (EM + i0). Note that the first term Σ(1)TM (EM ) which generalizes Eq. (45) to finite temperatures,
contributes to δTEM only because the energy denominators are never zero (for this reason we skipped the i0 there),
while the second term Σ
(2)
TM (EM + i0) which is non-zero only at finite temperatures, contributes to both δTEM and
τ−1M .
By using Eqs. (38) and (39) for the matrix elements O
(n1)
qνM and O
(a2)
qνM , the terms Σ
(1)
TM (EM ) and can be written in
the form
Σ
(1)
TM (EM ) ≈
∑
q,ν
4Re(
〈
0
∣∣∣H(+)R †∣∣∣qν〉〈qν ∣∣∣H(+)L ∣∣∣ 0〉)
Eν + q
− 2EM
∣∣∣〈qν ∣∣∣H(+)L ∣∣∣ 0〉∣∣∣2 + ∣∣∣〈qν ∣∣∣H(+)R ∣∣∣ 0〉∣∣∣2
(Eν + q)2
 [1+nB(q)−nF (Eν)]
(58)
which recovers Eqs. (40) and (41) for T = 0. The term Σ
(2)
TM (EM ) can also be written in the form involving matrix
elements of the operators H
(+)
L,R, if one notices [see Eqs. (36) and (32)] that
O
(n2)
qνM =
〈
ν
∣∣∣H(+)L +H(+)R ∣∣∣q〉
and
2O
(a1)
qνM =
〈
ν
∣∣∣H(+)L −H(+)R ∣∣∣q〉 .
The corresponding expression reads
Σ
(2)
TM (EM + i0) =
∑
q,ν
{
2Re(
〈
q
∣∣∣H(+)R †∣∣∣ ν〉〈ν ∣∣∣H(+)L ∣∣∣q〉) [ 1Eν − q + EM + i0 + 1Eν − q − EM − i0
]
+(
∣∣∣〈ν ∣∣∣H(+)L ∣∣∣q〉∣∣∣2 + ∣∣∣〈ν ∣∣∣H(+)R ∣∣∣q〉∣∣∣2) [ 1Eν − q + EM + i0 − 1Eν − q − EM − i0
]}
× [nB(q) + nF (Eν)]
and contains again two different types of correlations: long-range correlations between the edges (the first line) and
short-range correlations at the edges (the second line). The real part of Σ
(2)
TM (EM + i0) contains terms with the
correlations of the both types:
ReΣ
(2)
TM (EM + i0) ≈ p.V.
∑
q,ν
4Re(
〈
q
∣∣∣H(+)R †∣∣∣ ν〉〈ν ∣∣∣H(+)L ∣∣∣q〉)
Eν − q [nB(q) + nF (Eν)]
+ 2EM
 ∂∂EM p.V.
∑
q,ν
∣∣∣〈ν ∣∣∣H(+)L ∣∣∣q〉∣∣∣2 + ∣∣∣〈ν ∣∣∣H(+)R ∣∣∣q〉∣∣∣2
Eν − q + EM [nB(q) + nF (Eν)]

EM=0
, (59)
while the dominant contribution to the imaginary part of Σ
(2)
TM (EM + i0) and, therefore, to the life-time τM , comes
from the short-range correlations:
τ−1M = −ImΣTM (EM + i0) ≈ 2pi
∑
q,ν
(
∣∣∣〈ν ∣∣∣H(+)L ∣∣∣q〉∣∣∣2 + ∣∣∣〈ν ∣∣∣H(+)R ∣∣∣q〉∣∣∣2)[nB(q) + nF (Eν)]δ(Eν − q), (60)
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where we have neglected terms which are exponentially small in the system size L.
It follows from Eqs. (58) and (59) that the correction to the energy δTEM and, therefore, the energy itself, remains
exponentially small with the system size L, even at finite temperatures T  ∆m. The leading temperature correction
to the zero-temperature result (56) comes from the low-energy bosonic excitations with q . T  Eν ≤ ∆m [the
number of fermionic excitations nF (Eν) is exponentially small at such temperatures, nF (Eν) . exp(−∆m/T )  1,
and can be neglected]. These bosonic excitations are phonons with q  ξ−1BEC , for which, as it follows from Eqs. (33),
(34), and (35), one has 〈
ν
∣∣∣H(+)L(R)∣∣∣q〉 = −〈qν ∣∣∣H(+)L(R)∣∣∣ 0〉 , (61)
and the leading temperature correction δTEM reads
δTEM ≈ 4
∑
q,ν
2Re(
〈
0
∣∣∣H(+)R †∣∣∣qν〉〈qν ∣∣∣H(+)L ∣∣∣ 0〉)
Eν
− EM
∣∣∣〈qν ∣∣∣H(+)L ∣∣∣ 0〉∣∣∣2 + ∣∣∣〈qν ∣∣∣H(+)R ∣∣∣ 0〉∣∣∣2
E2ν
nB(εq)
≡ δTE(1)M + δTE(2)M ,
where, similar to the T = 0 case, we introduce the two contributions δTE
(1)
M and δTE
(2)
M which contain long-range and
short-range correlations, respectively.
The calculation of the dominant (for large L) term δTE
(1)
M can be performed in the same way as for the case of zero
temperature. With the expressions (47) and (48) for the matrix elements, the energy correction δTE
(1)
M reads
δTE
(1)
M ≈ 8K20
∫
dq
(2pi)3
nB(εq)
∫ pi/a
−pi/a
adk
2pi
f2q (uk + vk)
2 sin2 ka
Ek
∑
j1,j2
fLj1fRj2e
i(qx+k)(j1−j2)a
= 8K20
∑
j1,j2
fLj1fRj2
∫
dq
(2pi)3
f2q nB(εq)e
iqx(j1−j2)a
∫ pi/a
−pi/a
adk
2pi
(uk + vk)
2 sin2 ka
Ek
eik(j1−j2)a
= 8K20
∑
j1,j2
fLj1fRj2CB(j1 − j2)h(j1 − j2). (62)
We see that in this approximation, the correlation function of the pair of excitations decouples into the product of
bosonic
CB(j1 − j2) =
∫
dq
(2pi)3
f2q nB(εq)e
iqx(j1−j2)a (63)
and fermionic
h(j1 − j2) =
∫ pi/a
−pi/a
adk
2pi
(uk + vk)
2 sin2 ka
Ek
eik(j1−j2)a (64)
correlation functions, respectively. The function h(j1− j2) is calculated in Appendix B, Eqs. (B35) and (B36), and is
nonzero only for |j1 − j2| ∼ lM/a ∼ 1. The bosonic correlation function CB(j1 − j2) can be represented in the form
CB(j1 − j2) = 1
4pi2
mT
~2
1
|j1 − j2| a
∫ ∞
0
dx
sin[T |j1−j2|a~c x]
ex − 1
=
pi
2
− ~c
2T |j1 − j2| a +
pi
exp(2piT |j1 − j2| a/~c)− 1 .
For |j1 − j2| ∼ lM/a ∼ 1, one has T |j1 − j2| a/~c ∼ |j1 − j2| (T/J)(Ja/~c) ∼ |j1 − j2| (T/∆m)λ  1, and for such
values of |j1 − j2| the correlation function takes the simple form
CB(j1 − j2) ≈ 1
24
mT 2
~3c
,
where the power is determined by the space volume of phonons (∼ T 3) and by the square of the matrix elements
(∼ q−1 → T−1). (Note that this expression for the bosonic correlation function is valid for distances r  ~c/T ∼
a(J/T )λ−1  a.)
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For δTE
(1)
M we now have
δTE
(1)
M =
1
3
mT 2K20
~3c
∑
j1,j2
fLj1fRj2h(j1 − j2)
≈ −1
3
mT 2K20
~3c
2 |A|2
∑
j1,j2
ρL+1+j1−j2 cos[(L+ 1 + j1 − j2)θ]h(j1 − j2)
= −1
3
mT 2K20
~3c
2 |A|2 LρL+1
{
h(0) cos[(L+ 1)θ] +
∑
s>0
ρsh(s) cos[(L+ 1 + s)θ] + ρ−1h(−1) cos(Lθ)
}
,
where we use Eq. (53) and keep only the dominant term for large L. It follows from the results of Appendix B that
the leading contribution for small ρ comes from the last term, and we finally get
δTEM ≈ δTE(1)M ≈
1
3
mT 2K20
~3c
2 |A|2 1
4J(1 + α)
LρL cos(Lθ) (65)
=
1
6
mT 2K20
~3c
∆(4J2 − µ2)
J(4J2 − 4∆2 − µ2)
1
J + ∆
LρL cos(Lθ)
∼ ∆
2
ER
1
nMa3
(
T
J
)2
λLe−La/lM ∼ EM ∆
ER
(
T
J
)2
λL ∼ δEM
(
T
J
)2
λ.
We see that in the considered temperatures T  ∆m ∼ J , the correction to the energy EM of the Majorana mode
due to thermal fluctuations is much smaller than that due to quantum fluctuations, and can be neglected.
The life-time τM , Eq. (60), is determined by the correlations at the edges and, hence, does not depend on the
length of the wire L. On the other hand, the dependence of τM on temperature is exponential, τM ∼ exp(∆m/T ), as
a result of exponentially small number of thermal excitations, both bosonic and fermionic, with energies larger than
the gap ∆m in the wire, nB(εq),nF (Eν) ≈ exp(−∆m/T ) for Eν , q & ∆m and T  ∆m. Note that relevant bosonic
excitations must also have energies larger than ∆m because of the energy conservation condition in Eq. (60). The
reason for this is the conservation of the parity: The change in the population of the mode αM has to be accompanied
by the change in the population of one of the gapped mode αν . For this to happen, one needs either a bosonic
excitation with the energy larger than ∆m which excites a gapped fermionic mode (terms αMα
†
νbq or α
†
Mα
†
νbq in the
Hamiltonian), or a gapped fermionic excitation which is annihilated with emission of a bosonic excitation (αMανb
†
q
or α†Mανb
†
q terms). In both cases, the probability to find such excitation is of the order of exp(−∆m/T ).
We now calculate τM for temperatures T  ∆m. In this case, the relevant bosonic excitations have energies
εq = Eν & ∆m ∼ J  ~cξ−1BEC, and are, therefore, phonons with wave vectors q ∼ J/~c ∼ λa−1  a−1. This allows
us to use Eqs. (61), (47), and (48) for the matrix elements in Eq. (60) with the result (the contributions from the
right and left edges are identical)
τ−1M = 4piK
2
0
∑
j1,j2
fLj1fLj2
∫
dq
(2pi)3
f2q
∫ pi/a
−pi/a
adk
2pi
sin2(ka)ei(qx+k)a(j1−j2)[nB(q) + nF (Ek)]δ(Ek − q)
≈ 8piK20
∑
j1,j2
fLj1fLj2
∫ pi/a
−pi/a
adk
2pi
sin2(ka)e−Ek/T eika(j1−j2)
∫
dq
(2pi)3
f2q δ(Ek − q)eiqxa(j1−j2),
where we take into account that nF (Ek) ≈ nB(q) ≈ exp(−Ek/T ) for Ek = q & ∆m  T . The result of the
integration over q is ∫
dq
(2pi)3
f2q δ(Ek − q)eiqxa(j1−j2) =
m
4pi2~3
sin[Eka(j1 − j2)/~c]
a(j1 − j2) ,
and, if we take into account that Eka |j1 − j2| /~c ∼ λ |j1 − j2|  1 for |j1 − j2| . lM/a ∼ 1, the expression for τ−1M
can be written in the form
τ−1M =
2mK20
4pi~4c
∑
j1,j2
fLj1fLj2
∫ pi/a
−pi/a
adk
2pi
sin2(ka)Eke
−Ek/T eika(j1−j2).
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We next perform the summation over j1 and j2:
∑
j1,j2
fLj1fLj2e
ika(j1−j2) =
∣∣∣∣∣∣
∑
j
fLje
ikaj
∣∣∣∣∣∣
2
≈ 1− β
2
(Ek/2J)2
,
where we use Eq. (20) for fLj , and obtain
τ−1M =
8mJ2K20 (1− β2)
pi~4c
∫ pi/a
−pi/a
adk
2pi
sin2(ka)
Ek
e−Ek/T . (66)
The final integral over k can be calculated analytically in two limiting cases when the temperature T , being
much smaller than the gap ∆m, is much smaller (i) or much larger (ii) than the band-width of fermionic excitations
∆Eb ≈ 2J(1− α + |β|) (the latter case can be realized when the band of fermionic excitations is narrow, ∆Eb  J ,
which happens for 1− α2  1 and |β|  1− α2).
In the first case, T  ∆Eb, the main contribution comes from the vicinities of two minima of Ek at k = ±kF =
±a−1 arccos[−β/(1−α2)] inside the Brillouin zone −pi/a ≤ k ≤ pi/a. Near these minima, Ek can be approximated as
Ek ≈ ∆m + Jα−1 (1− α
2)2 − β2√
(1− α2 − β2)(1− α2)δk
2
±,
where δk± = k ∓ kF , and, after extending the integration over δk± to infinite limits, we obtain
τ−1M ≈
4mJ2K20
pi~4c∆m
e−∆m/T (1− β2)
√
2
pi
T∆m
J2
(1− α2)2 − β2
(1− α2)3 . (67)
The life-time τM estimated from this expression,
τM ∼ ~
J
ER
Jλ
√
J
T
e∆m/T  ~
J
, (68)
contains not only the exponential factor exp(∆m/T ) but also large prefactor (ER/Jλ)
√
J/T  1, altogether making
τM much larger than the characteristic time ~/J in the wire.
In the second case, ∆Eb  T  ∆m, we can set Ek ≈ ∆m in Eq. (66) and obtain
τ−1M ≈
4mJ2K20
pi~4c∆m
e−∆m/T (1− β2). (69)
An estimate of the life-time τM in this case,
τM ∼ ~
J
ER
Jλ
e∆m/T  ~
J
, (70)
also shows exponential dependence on temperature with the large temperature-independent prefactor ER/Jλ  1,
such that also in this case τM is much larger than the characteristic time ~/J in the wire.
The life-time τM provides an estimate for the thermalization time of the mode αM and, therefore, for the “relax-
ation”time of Majorana correlations – the time during which the correlations evolve from their initial values to the
stationary ones. If, for example, we the mode αM is unpopulated initially (i.e., −i 〈γLγR〉 = 1), than its occupation
nM (t) =
〈
α†M (t)αM (t)
〉
and the related Majorana correlation −i 〈γL(t)γR(t)〉 for times t > τM can be estimated as
1− 2nM (t) = −i 〈γL(t)γR(t)〉 ∼ exp[−2L exp(−∆m/T )]. (71)
This estimate is based on purely statistical arguments with an account of the parity constraint (L in the exponent
corresponds to the number of the gapped modes in the systems). Without this constraint, the mode αM will be
effectively at infinite temperature with nM (t) − 1/2 ∼ exp(−EM/T ) ≈ 0 for any realistic temperature T . Eq. (71)
shows that no correlations between Majorana fermions survive at finite temperature in the thermodynamic limit
L → ∞. On the other hand, in a mesoscopic system, the thermal degradation of the initial correlations can still be
sufficiently small, allowing quantum operations with Majorana fermions for times t > τM with acceptable fidelity.
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VIII. CONCLUDING REMARKS
Our results show the prospect for creation and manipulation of Majorana fermions in ultra-cold system of atoms
and molecules. For a Kitaev’s topological wire which can be realized by coupling fermionic atoms in an optical lattice
to a superfluid molecular reservoir, we have shown that the coupling between Majorana edge states in the wire and
the corresponding splitting in the ground state degeneracy decay exponentially with the length of the wire. This
results also holds at finite temperatures lower than the gap ∆m of the bulk fermionic excitations in the wire. With
the possibility of having the localization length of the Majorana edge states to be of the order of few lattice spacings,
this ensures that already relatively short wires with L & 10 are sufficient for creation of well-separated Majorana
edge states, their detection as “zero-energy”edge states via, for example, spectroscopic measurements [22, 23, 25], and
demonstration their non-Abelian character via braiding [40, 41].
Thermal fluctuations however result in the decay of the correlations between the Majorana edge states on a time
scale τM to the values which decreases exponentially with the length of the wire L. This limits quantum operations
with Majorana fermions to times less than τM . Note, however, that under the rather general conditions of our
implementation scheme, see Appendix A, one has ER/Jλ & 103 and, already for ∆m/T = 3, the life-time τM
estimated from Eq. (70) is five orders of magnitude larger than ~/∆m.This is sufficient for the implementation
of the brading protocol and simple quantum computation algorithms, see Refs. [40] and [41], based on adiabatic
manipulations of Majorana edge states in atomic wires.
To perform quantum operations during longer times, t > τM , one can consider systems of mesoscopic wires with
the length which is chosen to obtain the highest fidelity in a given experimental setup. This optimal length is a result
of the competition between Eq. (71) which favours smaller L in order to minimize the destructive effects of thermal
fluctuations on Majorana correlations, and Eqs. (23), (56), and (65) which suggest larger L to minimize the energy
of the Majorana mode EM which determines the splitting of the ground state. EM therefore sets the low bound on
the speed of adiabatic manipulations with Majorana states and, hence, on their error. As an illustration of what one
could expect, we consider the wire of the length L = 10 with the localization length of the Majorana edge states
lM = 3a. From Eq. (71) we then find that thermal fluctuations reduce the Majorana correlations to ≈ 70% of their
values when ∆m/T = 4, and to ≈ 90% when ∆m/T = 5. At the same time, Eq. (56) gives EM ∼ 10−2∆m, such that
we can find the speed t−1A , ~/∆m  tA  ~/EM , at which operations with Majorana fermions are adiabatic with
respect to the gap ∆m and diabatic with respect to the splitting EM . The latter allows us to consider the ground-state
manifold as being degenerate during the operations – the condition when non-Abelian statistics of Majorana fermions
determines the result of operations with them. Based on the above estimates we can conclude that adiabatic quantum
manipulations with Majorana fermions in systems of ultracold atoms and molecules are not unrealistic.
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Appendix A: Microscopic Model
Here we describe a realization of the Kitaev Hamiltonian using fermionic atoms in an optical lattice coupled to a
superfluid reservoir through Raman lasers. We shall first illustrate our microscopic model for a setup in which the
reservoir is a molecular BEC, and derive the effective Hamiltonian (1) in the main text. Later, we will extend to more
general cases where the superfluid reservoir consists of fermion pairs in the BEC-BCS crossover regime.
1. Setup and microscopic Hamiltonian
We consider fermionic atoms in three internal states, labeled as |↑〉, |↓〉 and |3〉, having energies ε↑, ε↓, and ε3,
respectively. Atoms in the state |3〉 can be trapped in a strongly anisotropic optical lattice where tunneling is only
allowed in one direction, leading to the realization of a quasi-1D fermionic quantum gas (wire). Atoms in the internal
states |↑〉 and |↓〉 can form a Feshbach molecule. The molecules are cooled to form a molecular BEC at sufficiently
low temperature, which acts as a reservoir for pairs of atoms in the lattice.
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For the atoms in the wire, the corresponding field operator χˆ3(r) can be expanded on the basis of Wannier functions
as
χˆ3(r) =
∑
j
w(r− rj)aˆj , (A1)
where aˆj is the annihilation operator for an atom at the lattice site rj = jaex + y0ey + z0ez with a being the spatial
period in the x-direction, and we assume a Gaussian form for the Wannier function (in the lowest band tight binding
approximation)
w(r) =
1
pi
3
4σ
1
2
x σ⊥
e−x
2/2σ2x−(y2+z2)/2σ2⊥ , (A2)
with σx and σ⊥ being the extension of the Wannier function w(r) in the x- and transverse directions, respectively,
which satisfy the condition σ⊥  σx  a. The Hamiltonian for atoms hopping freely in the wire therefore reads
HL =
∑
j
[−J0(aˆ†j aˆj+1 + aˆ†j+1aˆj)− ε′3aˆ†j aˆj ], (A3)
where ′3 = 3 − εlat is the chemical potential of a bare atom trapped in each well in the lattice and, and as usual, we
limit ourselves to the nearest-neighbor hopping J0.
For the atoms in the internal state |σ〉 in the bulk reservoir (with volume V ), the corresponding field operator χˆσ(r)
can be written in terms of ’plane waves’ as
χˆσ(r) =
1√
V
∑
p
cˆpσe
ip·r, (A4)
where cˆpσ is the annihilation operator for an atom in the internal state |σ〉 with momentum p. Two atoms in the
internal states |↑〉 and |↓〉, respectively, can form a Feshbach molecule. A Feshbach molecule of a size as (or the
scattering length between |↑〉 and |↓〉 atoms) has an energy mol = ↑ + ↓ −Eb (Eb = ~2/ma2s is the binding energy).
The corresponding molecular field operator φˆ†(r) is expressed as φˆ†(r) = 1√
V
∑
q e
−iq·rbˆ†q, where the molecular
operator bˆ†q can be written in terms of the atomic operator cˆ
†
pσ as
bˆ†q =
∑
k
ϕkcˆ
†
q/2+k,↑cˆ
†
q/2−k,↓, (A5)
with ϕk being the molecular wave function (in the momentum space)
ϕk =
(
8pi
as
)1/2
1
k2 + 1/a2s
.
When the molecules are sufficiently cooled to form a molecular condensate, the corresponding Hamiltonian reads, (for
simplicity we assume that molecules do not feel the optical lattice potential)
HBEC =
∫
drφˆ†
(
− ~
2
2m
∇2 − µM + gM
2
φˆ†φˆ
)
φˆ,
where m = 2ma is the mass of the molecule, gM = 4pi~2aM/m is the coupling constant with aM ≈ 0.6as [37] being
the molecule-molecule scattering length, and µM is the chemical potential of molecules in the condensate. Hereafter,
we will assume weak interaction regime nMa
3
M < 1, where nM is the density of molecules.
The coupling between the atoms in the wire and the molecules in the reservoir is introduced via a set of Raman
transitions between the atomic internal state |3〉 and the states |σ〉, described by the Hamiltonian (after the rotating-
wave approximation)
HR =
∑
σ=↑,↓
∫
drΩσ[e
(ikσr−iωσt)χˆ†L(r)χˆσ(r) + h.c.], (A6)
where Ωσ is the Rabi frequency, while ωσ and kσ are the frequency and momentum of the Raman laser, respectively.
A crucial condition in Eq. (A6) is to have k↑ 6= k↓ for the reasons that will soon become clear. By using Eqs. (A1)
and (A4), we rewrite Hamiltonian (A6) as
HR =
1√
V
∑
p,j,σ
[Ωσe
i(p+kσ)·rj−iωσtM∗p+kσ aˆ
†
j cˆpσ + h.c.], (A7)
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Figure 4. (Color online) A schematic illustration of the mechanism converting a molecule from the condensate into a pair of
atoms in the optical lattice via two successive off-resonant Raman transitions. The first Raman transition changes the internal
state of a constituent atom in the molecule (|M〉 = | ↑↓〉), from |↓ (↑)〉 to |3〉. As a result, the molecule is broken into one atom
trapped in the lattice site j and one unpaired |↑ (↓)〉 atom with momenta k. This unpaired atom is transferred into the lattice
after the second Raman transition, which changes its internal state from |↑ (↓)〉 to |3〉. The overall process of transferring a
molecule |M〉 in the reservoir into a pair of atoms in the lattice |jj′〉 via absorbing two Raman photons is nearly resonant, with
a small two-photon detunning δR determined by the resonant condition in Eq. (A13).
with
Mp+kσ =
∫
dr1w(r1)e
−i(p+kσ)·r1 , (A8)
being the Fourier transformation of the Wannier function w(r).
Overall, the total Hamiltonian for an atomic wire coupled to a molecular reservoir via Raman beams can be written
as
H = HL +HBEC +Hint +HR, (A9)
where the Hamiltonian Hint describes the short-range interaction between atoms in the lattice and molecules in the
BEC, reading
Hint = gaM
∫
drχˆ†L(r)χˆL(r)φˆ
†(r)φˆ(r)
≈
∑
j
∫
drgj(r)aˆ
†
j aˆj φˆ
†(r)φˆ(r), (A10)
with gaM being the corresponding coupling constant (the corresponding scattering length aaM ≈ 1.2as, see [37, 38])
and gj(r) = gaMw(r − rj)2. As we shall show below, the crucial ingredient in the Hamiltonian (1) consists in the
Raman transitions between the atomic internal states (HR), which provide a mechanism to inducing the p-wave
pairing term in the wire out of the s-wave superfluid reservoir.
2. Raman-induced conversion of molecules into pairs of atoms
Now, we will show in detail the realization of the conversion of a molecule in the reservoir to a pair of atoms in the
lattice described by the Hamiltonian
Hconv =
∑
j,j′
∫
dr[Kjj′(r)aˆ
†
j aˆ
†
j′ φˆ(r) + H.c.] (A11)
from the setup described by Eq. (A9). The physics behind the pair transfer via Raman processes can be described
as follows (see Fig. 4). The action of HR on a molecule, according to Eq. (A5), flips the internal state of one of the
constituent atom from |σ〉 → |3〉, thereby generating processes where a molecule breaks into an atom in the internal
state |3〉 and an atom in the internal state |σ〉, in particular, the process where the generated |3〉 atom is trapped in
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the lattice. The Hamiltonian describing the transfer of a molecule into an atom in the wire and a unpaired atom in
the internal state |σ〉 moving in the reservoir (and vice versa) reads
HMR =
1√
V
∑
k,j
[
Ω↑e−iω↑tei(
q
2+k+k↑)·rjM∗q
2+k+k↑
ϕkaˆ
†
j cˆ
†
q
2−k↓bˆq−Ω↓e
−iω↓tei(
q
2−k+k↓)·rjM∗q
2−k+k↓ϕkaˆ
†
j cˆ
†
q
2+k↑bˆq+h.c.
]
. (A12)
Then, in the second Raman process, the unpaired |σ〉 atom in the reservoir can be further transferred into the
internal state |3〉 and trapped in the lattice. Overall, after two successive Raman processes, a transfer of a molecule
in the reservoir into a pair of atoms in the wire is achieved, corresponding to bˆ† → aˆ†j cˆ†pσ → aˆ†j aˆ†j′ , and vice versa.
Let us state the main conditions under which the two continuous Raman processes lead to a resonant transfer of a
molecule from the BEC into a pair of atoms in the optical lattice (and vice versa), but keeping the transfer of a single
atom from the reservoir to the lattice off-resonant. To this end, let us first briefly summarize the hierarchy of relevant
energy levels. A Feshbach molecule with a size as in the BEC has an energy mol +MM, where MM = gMnM describes
the interaction between molecules in the BEC (gaM = 3pi~2aaM/m with aM ≈ 0.6as and m being the mass of an atom).
On the other hand, the average energy of a pair of atoms in a wire can be written as 2(′3 − 12δR + aM), where δR
is the two-photon detuning (see Fig. 4) and aM = gaMnM is the mean-field interaction between an atom in the wire
and surrounding molecules. (For simplicity, we have assumed that the atom-molecule interaction is independent of
the internal state of an atom, and thereby consider gaM = 3pi~2aaM/m with aaM ≈ 1.2as being the atom-molecule
scattering length.) As a result, a nearly resonant transfer between a molecule in the BEC and a pair of atoms in the
wire is achieved when the two Raman photons provide an energy satisfying the energy conservation reading
~ω↑ + ~ω↓ = 2(3 − δR
2
+ aM)− ( mol + MM), (A13)
where δR is a small detuning associated with the two-photon Raman processes. In terms of δσ = ~ωσ+ σ− (′3− 12δR)
defined in the main text and assuming δ↑ ≈ δ↓, the resonance condition in Eq. (A13) can be recast as δσ = δ0 with
δ0 = aM +
1
2
Eb − 1
2
MM. (A14)
Meanwhile, note that the energy cost for breaking a molecule into an atom in the wire and an atom moving in the
reservoir is
∆Eσ = [
′
3 + (σ + 
0
p) + 2aM]− [mol + MM − ~ωσ]
= 0p + δ0, (A15)
where 0p is the kinetic energy of an unpaired atom in the reservoir. Under the resonance condition in Eq. (A14), it
is obvious that ∆Eσ 6= 0, and therefore, the state in which an atom is generated in the wire and an atom remains
unpaired in the BEC is energetically prohibited, and serves as an intermediate state for the ultimate realization of
pair transfer.
Now, we are readily to derive the amplitude Kjj′(r) in Eq. (A11) for converting a molecule in the reservoir (labeled
by the state |M〉 ) into a pair of atoms at site j and j′ in the wire (labeled by the state |jj′〉). By straightforwardly
applying the second-order perturbation theory, together with Eqs. (A14) and (A15), we obtain
Kjj′(q) = −
∑
k,σ
〈jj′|HR|kσ; j′〉〈kσ; j′|HMR |M〉
0k + δ0
. (A16)
Substituting Eqs. (A7) and (A12) into Eq. (A16), we find
Kjj′(q) = −16i
V
Ω sin
(
kdrjj′
2
)
ei(q+kc)·Rjj′M∗c (q+ kc)×
1
a2s
∑
k
ϕke
−k˜2xσ2x−k˜2⊥σ2⊥eik·rjj′
k2 + 1/l20
. (A17)
with
l20 =
~2
2mδ0
. (A18)
In Eq. (A17), Ω = Ω↑Ω↓/Eb is the effective Rabi frequency for pair transfer, kd = k↑ − k↓, kc = k↑ + k↓, Rjj′ =
(rj + rj′)/2 =
(j+j′)a
2 ex + y0ey + z0ez, and rjj′ = rj − rj′ = (j − j′)aex, M∗c (q) = exp[q2xσ2x/4 − (q2y + q2z)σ2⊥/4],
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k˜ = k + kd/2 and k˜
2
⊥ = k˜
2
y + k˜
2
z . Note that for a molecule of a size as ∼ a, the dominant contribution to the
sum in Eq. (A17) comes from k ∼ 1/as, and therefore under the condition σ⊥  σx  a imposed previously,
one has kσx(⊥)  1. Also taking into account kd ∼ 1/a, we can thus simplify Eq. (A17) by approximating
exp[−σ2x(⊥)k˜2x(⊥)] ≈ 1. Consequently, after transforming back to the real space using Kjj′(r) =
∫
Kjj′(q)e
−iq·rdq, we
obtain the amplitude Kjj′(r) in the Hamiltonian (A11) as
Kjj′(r) = iΩF (r−Rjj′)eikc·Rjj′ sin
(
kdrjj′
2
)
2as
|rjj′ |
e−|rjj′ |/l0 − e−|rjj′ |/as
1− a2s/l20
. (A19)
with F (r) = 8
√
2/pia3se
−x2/σ2x−(y2+z2)/σ2⊥ . In the weak interaction regime [nMa3s  1] under consideration,
as/l0 ≈ 1 + 3pinMa3s. (A20)
Thus to the leading order of nMa
3
s, we obtain
Kjj′(r) = iΩ sin(
kdrjj′
2
)F (r−Rjj′)eikc·Rjj′−|rjj′ |/as , (A21)
where Ω = Ω↑Ω↓/Eb is the effective Rabi frequency for pair transfer, F (r) = 8
√
2/pia3s exp[−x2/σ2x − (y2 + z2)/σ2⊥],
kd = k↑ − k↓, kc = k↑ + k↓, Rjj′ = (rj + rj′)/2 = (j+j
′)a
2 ex + y0ey + z0ez, and rjj′ = rj − rj′ = (j − j′)aex.
Equation (A21) shows that, in order to engineer a p-wave pairing, the condition k↑ 6= k↓ must be fulfilled, such
that the amplitude Kjj′ is antisymmetric, Kjj′ = −Kj′j . In addition, Kjj′ is in general complex: Kjj′ = |Kjj′ |eiθjj′
with θjj′ =
pi
2 + kcRjj′ . We can, however engineer a homogeneous phase θjj′ along the x-direction (direction of the
lattice) by choosing kc, say, along the y-axis, kc = kcey, such that θjj′ =
pi
2 + kcy0 depends only on the wire position
in y-direction. Taking into account the exponential fall-off Kjj′ ∼ e−|rjj′ |/as and as ∼ a, we will consider Kjj′ to be
nonzero only for the nearest-neighbor sites |j − j′| = 1 with Kj,j+1 = Kj .
3. Raman-induced hopping
Apart from inducing the pair transfer, the Raman processes also contribute to the correction to the hopping term
in Eq. (A3) via the reservoir-mediated intermediated processes, corresponding to a Hamiltonian
HJ =
∑
j,j′
δJjj′ aˆ
†
j aˆj′ + h.c..
As will be seen below, there are two processes (labeled as process a and process b, respectively) that contribute to
δJjj′ (see Fig. 5):
δJjj′ = δJ
a
jj′ + δJ
b
jj′ , (A22)
where the process a involves only single-atom states, while the process b also involves molecules in the reservoir. In
what follows, we derive the hopping amplitude δJ
a(b)
jj′ in detail, respectively.
(i) In the process a (see Fig. 5(a)), an atom in the wire, say, at the lattice site rj′ labeled as |j′〉, when acted under
the Hamiltonian HR, flips its internal state from |3〉 to |σ〉 and transfers into a unpaired atom moving in the BEC,
labeled as |kσ〉. Such single-atom transfer costs an energy
∆E(a) = σ + 
0
k + ~ωσ − ′3 = 0k + δ0 6= 0,
and is thereby off-resonant. Then, via the second Raman transition HR, the atom in the state |kσ〉 can be transferred
back into an atom in the wire, but at position rj , labeled as |j〉. Overall, one realizes a process aˆ†jaj′ (and vice versa)
with the second-order hopping amplitude given by
δJ
(a)
jj′ = −
∑
σ
∑
k
〈j|HR|kσ〉〈kσ|HR|j′〉
0k + δ0
. (A23)
The matrix element in Eq. (A23) can be straightforwardly evaluated with Eq. (A7), and after some calculation, we
obtain
δJ
(a)
jj′ = −
16pi3/2ΩJ
a2s
σxσ
2
⊥
V
∑
k
e−σ
2
xk˜
2
x−σ2⊥k˜2⊥+i(k+kc)·rjj′
k2 + 1/l20
, (A24)
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Figure 5. (Color online) Two Raman-induced processes contributing to the correction in the hopping amplitude δJjj′ . In the
process (a), an optically trapped atom at the lattice site j hops to the lattice site j′ via an intermediate single-atom process, in
which the atom changes its internal state to |σ〉 and untrapped from the lattice (and vice versa) under the Raman drive. (b)
describes a molecule-mediated hopping, where the intermediate process involves breaking of a molecule |M〉 into an atom on
the lattice site and an unpaired |σ′〉 atom with momenta k, and vice versa.
with
ΩJ =
Ω2↑e
ikdrjj′/2 + Ω2↓e
−ikdrjj′/2
Eb
.
Having in mind k˜x(⊥)σx(⊥)  1 under the condition σ⊥  σx  a, we evaluate Eq. (A24 ) as
δJ
(a)
jj′ = −ΩJ
4pi1/2σxσ
2
⊥
a3s
e−|rjj′ |/l0
|rjj′ |/as e
i kc2 ·rjj′ . (A25)
For weak interaction (nMa
3
s  1), we submit the expansion (A20) into Eq. (A25), and obtain in the first order in
nMa
3
s (we set kc = y0ey such that kc · rjj′ = 0 as in the main text)
δJ
(a)
jj′ = −ΩJ
4pi1/2σxσ
2
⊥
a3s
e−|rjj′ |/as
|rjj′ |/as
× (1− |rjj′ |
as
3pinMa
3
s). (A26)
It follows from Eq. (A26) that |rjj′ | ∼ as because of the exponential decay exp(−|rjj′ |/as), and as a result, the
contribution
|rjj′ |
as
nMa
3
s  1.
(ii) The process b (see Fig. 5 (b)) involves simultaneously an atom at lattice site rj′ and a molecule in the BEC,
labeled as |j′; M〉. The action of HMR on the state |j′; M〉 leads to an intermediate state where two atoms are in the
wire and one unpaired atom moves in the BEC, labeled as |jj′;pσ〉, with an energy cost given by
∆E(b) = [2′3 + σ + 
0
p + 2aM]− [′3 + mol + MM + ~ωσ′ ]
= 0p + δ0. (A27)
Then, the action of HMR on the intermediate state |jj′;pσ〉 generates a process where a molecule is created in the
BEC and an atom remains at the lattice site rj in the wire, labeled as |j; M〉. The overall amplitude between the
initial state |j′; M〉 and the final state |j; M〉 is given by
δJ
(b)
jj′ =
∑
k
〈j; M|HMR |jj′;pσ〉〈jj′;pσ|HMR |j′; M〉
0k + δ0
. (A28)
It follows from Eq. (A12) that the matrix element of HMR between the intermediate state |jj′;pσ〉 and the state |j′; M〉
is derived as
〈p ↑; jj′|HMR |j′; M〉 = −
Ω↓√
V
M∗p+k↓e
i(p+k↓)·rj′ϕk
√
nMδp, q2−k,
〈p ↓; jj′|HMR |j′; M〉 =
Ω↑
V
M∗p+k↑e
i(p+k↓)·rj′ϕk
√
nMδp, q2+k, (A29)
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where nM is the condensate density of molecular BEC. Substituting Eq. (A29) into Eq. (A28), and after straightfor-
ward calculation, we obtain (to the first order of nMa
3
s  1),
δJ
(b)
jj′ ≈ ΩJ
(
pinMa
3
s
) 4√piσxσ2⊥
a3s
e−
|r
jj′ |
as
(
1 +
|rjj′ |
as
)
. (A30)
Consequently, combination of Eqs. (A25) and (A30) yields (in the limit nMa
3
s  1)
δJjj′ = (4
√
pi)(σxσ
2
⊥/a
3
s)e
ikcrjj′/2ΩJ
e−|rjj′ |/as
|rjj′ |/as
[
1− pinMa3s
|rjj′ |
as
(
4 +
|rjj′ |
as
)]
. (A31)
Note that by tuning kc = kcey, the phase factor exp(ikcrjj′/2) in Eq. (A31) vanishes, and δJjj′ can be made real by
choosing Ω1 = Ω2. Similar to the pair transfer amplitude, δJjj′ also decays exponentially with increasing |j − j′|, and
therefore, we will take into account only the nearest-neighbor contribution δJjj+1. As a result, the nearest-neighbour
hopping amplitude J0 in Eq. (3) will be renormalized to
J = J0 + δJj,j+1. (A32)
Collecting above results, it is clear that after elimination of the Raman processes, we arrive at the effective Hamil-
tonian (1) in the main text for the setup. There, the renormalized chemical potential for a fermionic atom in the wire
is given by µ0 = 
′
3 − δR/2.
4. Reservoir in the regime of BEC-BCS crossover
In above derivations, we note that when nMa
3
s approaches unity, nMa
3
s < 1, the intermediate processes involving
molecules in the BEC plays increasingly important role compared to single-particle process, and previous expansions
in terms of nMa
3
s are no longer valid. In order to evaluate the Raman-induced pairing amplitude Kj,j′(r) and hopping
amplitude δJj,j′ in this case, we use the theory of BCS-BEC crossover [42], which corresponds to considering a
reservoir in the molecular side of the BCS-BEC crossover regime.
We begin with writing the particle operator cˆkσ introduced in Eq. (A4) in terms of the Bogoliubov quasi-particle
operators γˆkσ:
γˆk↑ = ukcˆk↑ − υkcˆ†−k↓,
γˆ†−k↓ = ukcˆ
†
−k↓ + υkcˆ
†
k↑, (A33)
where uk and υk are the standard wave functions of the Bogoliubov quasi-particles, and Ek is the corresponding
excitation energy given by
Ek =
√
∆2b + (
0
k − µb)2,
where 0k is the kinetic energy of a free atom, while µb and ∆b are the chemical potential and the gap of the
superconducting reservoir, respectively. In the BCS-BEC crossover regime, both µb and ∆b are self-consistently
determined from the gap equation and the number equation (see Ref. [42] for expressions and the derivations).
While subsequent derivations apply to the whole crossover regime, for our purpose, here we will limit ourselves to the
molecular side of the crossover.
Substituting Eqs. (A33) into Eqs. (A7) and (A12), and using, as before, the second-order perturbation theory, we
obtain the paring amplitude
Kjj′ (r) = −16iΩ sin
(
kd · rjj′
2
)
F (r−Rjj′) eikc·Rjj′ Eb
2V
∑
k
∆b
E2k
eik·rjj′ , (A34)
and the hopping amplitude
δJjj′ = ΩJ
(
8pi3/2σxσ
2
⊥
) Eb
V
∑
k
0k − µb
E2k
eik·rjj′ . (A35)
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After performing the summations in k in Eqs. (A34) and ( A35), respectively, we arrive at
Kjj′ (r) = i
4Ω
pi
sin
(
kdrjj′
2
)M ( |rjj′ |as )√
nMa3s
F (r−Rjj′) eikc·Rjj′ , (A36)
δJjj′ = 4pi
1/2ΩJ
σxσ
2
⊥
a3s
Q
( |rjj′ |
as
)
, (A37)
where we have introduced the functions
M(d) =
e−d
√
ρ sin θ2
d
sin
[
d
√
ρ cos
θ
2
]
,
Q(d) =
e−d
√
ρ sin θ2
d
cos
[
d
√
ρ cos
θ
2
]
,
with
ρ =
√| µb |2 + | ∆b |2
EF
;
sin2
(
θ
2
)
=
1
2
[
1− µb√| µb |2 + | ∆b |2
]
;
cos2
(
θ
2
)
=
1
2
[
1 +
µb√| µb |2 + | ∆b |2
]
.
Here, EF = ~2(6pi2nM)2/3/2m is the Fermi energy of the reservoir.
5. Optimal conditions for Majorana edge states
We now look for the optimal conditions, under which (1) the overlap between the two Majorana edge modes are
minimized, i.e. the Majoranas modes ares strongly localized at the edges; (2) the gap in the bulk spectrum is as
large as possible. This can be achieved by tuning J ∼ |∆| and µf ∼ 0 in Eq. (8) in the main text (here we drop the
subscript in ∆φ0 for clarity), corresponding to the realization of a nearly ideal Kitaev chain. The chemical potential
µf ≈ 0 can be realized via a fine control of the two-photon detuning δR, as described earlier. On the other hand, the
hopping amplitude J [see Eqs. ( A32) and (A37)] and pairing amplitude |∆| [see Eqs. (9) and (A36) ] depend on
characteristic parameters for the reservoir (e.g. molecular size as, density nM ) and for the wire (e.g. lattice depth
Vx, lattice constant a). In order to find the optimal ratio a/as between the lattice constant a and the molecule size
as, we scan |∆| and J as a function of a/as while fixing other parameters in Eqs. (A36) and (A37), as illustrated in
Fig. 6. There, for typical parameters σxσ
2
⊥/a
3 = 0.03 and nMa
3
s = 0.01, we find a maximum gap arising at as ∼ a/3.
Then, we fix the molecular size at as = a/3, and scan |∆| and J as a function of the lattice depth Vx, respectively, as
shown in Fig. 7. We see that the condition J ∼ |∆| can be achieved for Vx ∼ 10Er with Er = ~2/2mλ2 denoting the
recoil energy, which is well in reach in current experiment facilities.
Appendix B: Majorana edge states in a finite Kitaev wire
We present in this Appendix a detailed derivation of the analytical expressions for the wave function and eigenenergy
of the Majorana edge states in a finite Kitaev chain of L sites with open boundary conditions, described by the
Hamiltonian
HK =
L−1∑
j=1
[−Jaˆ†j aˆj+1 + ∆aˆj aˆj+1 + h.c.]−
L∑
j=1
µaˆ†j aˆj .
Without loss of generality, we consider the hopping amplitude J and the gap parameter ∆ as real and positive. Our
starting point is the Bogoliubov-de Gennes equations for the Bogoliubov amplitudes uj,n and vj,n at sites j = 1, ..., L,
−J(uj+1,n + uj−1,n)− µuj,n + ∆(υj−1,n − υj+1,n) = Enuj,n,
−J(υj+1,n + υj−1,n)− µυj,n + ∆ (uj−1,n − uj+1,n) = −Enυj,n, (B1)
28
0 2 4 6 8 10−0.01
0
0.01
0.02
0.03
0.04
a/as
|Δ
|&
 J 
(E
r)
Figure 6. (Color online) The pairing amplitude |∆| (solid line) and the hopping parameter J (dashed line) in the Kitaev
Hamiltonian in the units of the recoil energy as a function of the ratio a/as between the lattice constant a and the molecular
size as, based on Eqs. (9) and (A36) for |∆| and Eqs. (A32) and (A37) for J . Other parameters are σxσ2⊥/a3 = 0.03, and
nMa
3
s = 0.01. The maximal value for the pairing amplitude |∆| ∼ 0.02Er occurs for a/as ∼ 3.
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Figure 7. (Color online) The pairing amplitude |∆| (solid line) and the hopping amplitude J (dashed line) in the Kitaev
Hamiltonian in units of the recoil energy as a function of the lattice depth Vx for as/a = 1/3 and nMa
3
s = 0.01. The optimal
condition |∆| ≈ J for the localization of the Majorana modes is achieved for Vx ∼ 10Er.
supplemented with the open boundary conditions
u0,n = υ0,n = uL+1,n = υL+1,n = 0. (B2)
Here, the definition of uj,n and vj,n has been formally extended to the sites j = 0 and j = L+1. Next, we will look for
the edge states (uj,M , υj,M ) with the energy EM that satisfy the BdG equations (B1) under the boundary condition
in Eq. (B2), in the regime |µ| < 2J .
To this end, let us introduce new functions
f±,j = ujM ± υjM . (B3)
In terms of f±,j , the BdG equations (B1) is transformed into (for j = 1, ..., L)
−J (f+,j+1+f+,j−1)− µf+,j + ∆(f+,j−1 − f+,j+1) = EMf−,j ,
−J (f−,j+1+f−,j−1)− µf−,j −∆(f−,j−1 − f−,j+1) = EMf+,j , (B4)
which is supplemented with the corresponding open boundary conditions at j = 0 and j = L+ 1
f±,0 = 0, f±,L+1 = 0. (B5)
Equations (B4) can be solved by the following ansatz
f+,j = αz
j , f−,j = βzj . (B6)
Substitution of Eqs. (B6) into Eqs. (B4) yields two coupled equations
F1(z)α+ EMβ = 0, EMα+ F2(z)β = 0, (B7)
29
with
F1(z) = (J + ∆)z+ µ+ (J −∆)/z, (B8)
F2(z) = (J −∆)z+ µ+ (J + ∆)/z=F1(1/z). (B9)
From the condition for the existence of nonzero solutions (α, β) to Eq. (B7), we immediately obtain
F1(z)F2(z) = E
2
M . (B10)
1. The case of L→∞
First, we consider the limiting case L → ∞, for which EM = 0 is exact. Equation (B7) can immediately be
decoupled into two equations
F1(z) = 0, (B11)
F2(z) = 0, (B12)
which can be easily solved. Denoting the solutions to Eq. (B11) as z1, z2 and that to Eq. (B12) as z3, z4, we find
z1 = x+, z2 = x−, z3 = x−1+ , z4 = x
−1
− ,
with
x± =
−µ±√µ2 − 4(J2 −∆2)
2(J + ∆)
. (B13)
In the topological phase of the chain when |µ| < 2J , it follows from Eq. (B13) that |x±| < 1. As a result, the solutions
in Eq. (B11), zj1,2 = x
j
±, decay exponentially with increasing j; whereas, the solutions in Eq. (B12), z
j
3,4 = x
−j
± ,
decay exponentially with decreasing j. Therefore, we see that, for a Kitaev wire with L → ∞, there exists an exact
solution of BdG Eq. (B4) corresponding EM = 0 with f+,j ∼ (xj+ − xj−) and f−.j ∼ (xL+1−j+ − xL+1−j− ) that fulfill
the boundary condition of Eq. (B5).
2. The case of finite L
Now, we turn to the case when L is finite but large, in which EM is nonzero but exponentially small. Since Eq.
(B10) cannot be decoupled for EM 6= 0, the corresponding four solutions become EM -dependent. Let us label these
solutions as zi(EM ) (for i = 1, 2, 3, 4), so that in the limit EM → 0 they approaches zi in an infinite wire, i. e.
zi(EM → 0) = zi. Notice that, as F1(z) = F2(1/z) from Eq. (B9), we have the relation z3(EM ) = 1/z1(EM ) and
z4(EM ) = 1/z2(EM ) between the pair of solutions z1,2(EM ) and z3,4(EM ). The exact expressions for zi(EM ) can be
found, by casting Eq. (B10) into a quadratic equation (J2 −∆2)y2 + 4µJy + (4∆2 + µ2 − E2M ) = 0 for y = z + z−1.
However, they are very lengthy and will not be presented here.
Corresponding to each zi(EM ), Equation (B7) allows us to derive the ratio between α
(i) and β(i). Specifically, for
the pair of solutions z1,2(EM ), by noting F1 (x±) = 0 but F2 (x±) 6= 0, we use Eq. (B10) to obtain F1 [z1,2(EM )] =
E2M/F2 [z1,2(EM )], which is substituted into Eq. (B7) to give (for i = 1, 2)
β(i) = − EM
F2 [zi(EM )]
α(i). (B14)
On the other hand, for the pair of solutions z3,4(EM ) = 1/z1,2(EM ), we recall F2 (1/x±) = 0 but F1 (1/x±) =
F2(x±) 6= 0, and thus substitute F2 [z3,4(EM )] = E2M/F1 [z3,4(EM )] into Eq. (B7) to obtain (for i = 3, 4)
α(i) = − EM
F1 [zi(EM )]
β(i). (B15)
Now, we are readily to find the general solutions to Eq. (B4) with Eqs. (B6), (B14) and (B15). Keeping in mind
that z3(EM ) = 1/z1(EM ) and z4(EM ) = 1/z2(EM ), we can express the general solutions of Eq. (B4) as
f+,j = α
(1)zj1(EM ) + α
(2)zj2(EM ) + α˜
(3)zL+1−j1 (EM ) + α˜
(4)zL+1−j2 (EM ),
f−,j = β(1)z
j
1(EM ) + β
(2)zj2(EM ) + β˜
(3)zL+1−j1 (EM ) + β˜
(4)zL+1−j2 (EM ), (B16)
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with α˜(3) = α(3)/zL+11 , α˜
(4) = α(4)/zL+12 , β˜
(3) = β(3)/zL+11 , and β˜
(4) = β(4)/zL+12 . In the limit EM → 0, Equations
(B16) naturally approaches the corresponding expressions in a L → ∞ chain. After imposing the open boundary
conditions in Eq. (B2), we obtain the following equations
− EM
F2 [z1(EM )]
α(1) − EM
F2 [z2(EM )]
α(2) + zL+11 (EM )β˜
(3) + zL+12 (EM )β˜
(4) = 0, (B17)
zL+11 (EM )α
(1) + zL+12 (EM )α
(2) − EM
F1 [z3(EM ]
β˜(3) − EM
F1 [z4(EM ]
β˜(4) = 0, (B18)
α(1) + α(2) − EMz
L+1
1 (EM )
F1 [z3(EM )]
β˜(3) − EMz
L+1
2 (EM )
F1 [z4(EM )]
β˜(4) = 0, (B19)
−EMz
L+1
1 (EM )
F2 [z1(EM )]
α(1) − EMz
L+1
2 (EM )
F2 [z2(EM ]
α(2) + β˜(3) + β˜(4) = 0. (B20)
The resolutions of Eqs. (B17)-(B20) and the exact determination of EM are possible but very complicated. For
our purpose, it suffices to noting the exponentially smallness of EM and thus seeking approximate solutions in the
linear order of EM . Keeping in mind x
L+1
± ≈ e−La/lM ∼ EM , we ignore terms ∼ E2M and beyond, such that Eqs.
(B17)-(B20) reduce to
−EM
s+
α(1) − EM
s−
α(2) + β˜(3)xL+1+ + β˜
(4)xL+1− = 0,
α(1)xL+1+ +α
(2)xL+1− −
EM
s+
β˜(3)−EM
s−
β˜(4) = 0,
α(1)+α(2) = 0, β˜(3) + β˜(4) = 0, (B21)
where we have introduced s± = F2 [x±] = F1
[
x−1±
]
given by
s± =
2∆
(
µ∆± J√µ2 − 4(J2 −∆2))
∆2 − J2 .
Consequently by solving Eq. (B21), we can obtain the eigenenergy
EM =
∣∣∣∆(4J2 − µ2)(xL+1+ − xL+1− )
J(∆ + J)(x+ − x−)
∣∣∣, (B22)
and the corresponding eigenfunctions
f+,j = A
[
xj+ − xj− −
EM
s+
xL+1−j+ +
EM
s−
xL+1−j−
]
,
f−,j = A
[
xL+1−j+ −xL+1−j− −
EM
s+
xj+ +
EM
s−
xj−
]
. (B23)
We emphasize that f±,j in Eq. (B23) fulfills the open boundary condition in Eq. (B2) approximately (to the order
of ∼ E2M ). As is manifest from Eq. (B23), for large but finite L, f+,j is localized near the left edge but involves
small admixture (at the order ∼ EM ) from xL+1−j± which decays from the right edge, while f−,j is localized near
the right end with small admixtures (∼ EM ) from xj± that decays from the left. The coefficient A in Eq. (B23) can
be determined from the renormalization condition
∑
j |ujM |2 + |υjM |2 = 1 (ignoring terms ∼ E2M ). In this way, we
obtain
A =
√
∆(4J2 − µ2)
J(µ2 + 4∆2 − 4J2) , (B24)
for µ2 − 4(J2 −∆2) > 0, when x± and s± are real; and
A = −i
√
∆(4J2 − µ2)
J(4J2 − 4∆2 − µ2) ,
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for 4(J2 −∆2)− µ2 > 0, when x+ = x?− = (−µ+ i
√
4J2 − 4∆2 − µ2)/2(∆ + J) and s∗+ = s−. Consequently, in both
regimes, the resulting f±,j are real. Having found f±,j , we can obtain the expressions for uj,M , υj,M ( in the linear
order of EM ) from Eq. (B3). The results are
ujM =
A
2
[
(1− EM
s+
)(xj+ + x
L+1−j
+ )− (1−
EM
s−
)(xj− + x
L+1−j
− )
]
,
υjM =
A
2
[
(1− EM
s+
)(xj+ − xL+1−j+ )− (1−
EM
s−
)(xj− − xL+1−j− )
]
. (B25)
Now, the Majorana wave functions fL/R,j can be readily derived using Eq. (B25) according to the main text. Since
f±,j can always be made real, we have fL,j = f+,j and fR,j = f−,j . Let us illustrate our results in the considered
regime µ2 − 4(J2 − ∆2) < 0, in which it is more convenient to write x± = ρe±iθ with ρ =
√
(J −∆)/(J + ∆) and
θ = arccos[−µ/2√J2 −∆2]. The Majorana wave function fj,L/R can then be written (in the leading order EM ) as
fLj = 2 |A| ρj sin(jθ),
fRj = 2 |A| ρL−j+1 sin[(L− j + 1)θ]; (B26)
and the energy, Eq. (B22), as
EM = ∆ρ
L 4J
2 − µ2
J(∆ + J)
∣∣∣ sin[(L+ 1)θ]
sin θ
∣∣∣
= ∆e−La/lM
4J2 − µ2
J(∆ + J)
∣∣∣ sin[(L+ 1)θ]
sin θ
∣∣∣. (B27)
We thus clearly see that the energy of the edge mode decays exponentially with L, and the localization length of the
Majorana wave functions near the edges is
lM =
a
ln ρ−1
=
a
ln(
√
(J + ∆)/(J −∆) .
As an example, consider the case of µ = 0 and J 6= ∆, when Eq. (B27) indicates EM = 0 when L is odd. In fact,
EM = 0 is an exact result for µ = 0 and odd L, which can be most easily seen by expressing the Kitaev Hamiltonian
in the Majorana basis [12]. In this basis, the Hamiltonian matrix (2L× 2L) For µ = 0 can be brought into a a block
diagonal form HK = H1 ⊕H2, in which H1 matrix couples Majorana operators (c4n+1, c4n+4) and H2 matrix couples
Majorana operators (c4n+2, c4n+3), respectively, for n = 0, 1, 2... Both H1 and H2 matrices are antisymmetric and
are of dimension L, such that we can immediately infer the existence of the zero energy-eigenvalue when L is odd.
3. Bulk correlations
Let us also calculate some correlations functions in the bulk of the wire, which are determined by the gapped modes.
In the thermodynamic limit L→∞, the bulk gapped modes can be characterized by their quasi-momentum ~k from
the Brillouin zone (BZ), k ∈ [−pi/a, pi/a], with the corresponding energy Ek =
√
(2J cos ka+ µ)2 + 4∆2 sin2 ka. In
this case, Eq. (18) takes the form
a′j =
1√
L
∑
k∈BZ
(ukαke
ikaj + v∗kα
†
ke
−ikaj), (B28)
where
uk =
√
Ek + ξk
2Ek
, vk = i
2∆ sin ka
Ek + ξk
uk =
2i∆ sin ka√
2Ek(Ek + ξk)
(B29)
satisfy the condition u2k + |vk|2 = 1 and ξk = −2J cos ka− µ.
We start with the correlation function f(r) ≡ 〈a′j+ra′j〉 = −f(−r) which can be written as
f(r) =
〈
a′j+ra
′
j
〉
=
1
L
∑
k∈BZ
ukv
∗
ke
ikar = −
∫ pi
−pi
dk˜
2pi
2i∆ sin k˜
2Ek˜
eik˜r,
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Figure 8. Contour of the integration S1 in the complex z-plane, four brancing points x± and x−1± , and three cuts C1, C2, and
C3 defining the branch of the function
√
F1(z)F2(z).
where k˜ = ka. After introducing the complex variable z = exp(ik˜), the expression for f(r) can be rewritten as a
contour integral over the unit circle S1 in the complex z-plane (see Fig. 8):
f(r) = − ∆
2pi
∮
S1
dz
iz
(z − z−1)
2
√
F1(z)F2(z)
zr
with F1(z) and F2(z) being defined in Eqs. (B8) and (B9), respectively. Note that the integrand in the above
expression has four branching points x+, x−, x−1+ = x−/ρ
2, and x−1− = x+/ρ
2 [zeros of F1(z) and F2(z)], and the
branch of this multivalued function is specified by making three cuts C1, C2, and C3 in the complex plane, see Fig.
8. After simple manipulations, the integral can be rewritten in the form
f(r) = − 1
2pi
α
2
√
1− α2
∮
S1
dz
iz
(z2 − 1)√
(z − x+)(z − x−)(z − x−1+ )(z − x−1− )
zr,
where α = ∆/J < 1. Without loss of generality, we consider r > 0 and deform S1 to the contour around the cut C1
which connects the points x+ and x−. To simplify the calculations we consider the case 1−α2  1, when ρ = |x±|  1
and |z|  1 for z ∈C1, and, using the approximate expression for (z − x−1+ )(z − x−1− ) ≈ (x+x−)−1 = ρ−2 for z ∈C1,
simplify the integral to the form
f(r) =
1
2pi
α
2(1 + α)
∮
C1
dz
iz
1√
(z − x+)(z − x−)
zr.
After writing
z(y) =
1
2
(x+ + x−) +
y
2
(x+ − x−) = ρ(cos θ + iy sin θ) ∈ C1,
where y ∈ [−1, 1], we find (the value of the function √(z − x+)(z − x−) is chosen to be positive on the right side of
the cut)
f(r) =
1
2pi
α
1 + α
ρr−1
∫ 1
−1
dy√
1− y2 (cos θ + iy sin θ)
r−1 (B30)
=
1
2
α
1 + α
ρr−1Pr−1(cos θ),
where Pn(x) is the Legendre polynomial of degree n. The asymptotics of f(r) for large r,
f(r  1) ≈ 1
2
α
1 + α
√
2
pir sin θ
ρr−1 cos[(r − 1/2)θ − pi/4], (B31)
shows exponential decay with the characteristic length ξBCS = lM = −a ln ρ.
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The correlation function
g(r) =
〈
a′†j+ra
′
j
〉
= g(−r) = 1
L
∑
k∈BZ
|vk|2 eikar =
∫ pi
−pi
dk˜
2pi
1
2
(
1 +
ξk˜
Ek˜
)
eik˜r (B32)
can be calculated in the same way (we again consider the case 1− α2  1, that is ρ 1): For r ≥ 1 we obtain
g(r) =
1
2
1
1 + α
ρr−1Pr−1(cos θ) (B33)
or asymptotically
g(r  1) ≈ 1
2
1
1 + α
√
2
pir
(
1− α2
1− α2 − β2
)1/4
ρr−1 cos[(r − 1/2)θ − pi/4]. (B34)
Finally, we calculate the correlation function
h(r) =
1
L
∑
k∈BZ
(uk + vk)
2 sin2 ka
Ek
eikar (B35)
which appears in the temperature-dependent correction to the energy of the Majorana mode, Eq. (62). After using
the expressions for uk and vk from Eq. (B29) and dimensional variable k˜ = ka, the expression for h(r) reads
h(r) =
∫ pi
−pi
dk˜
2pi
ξk˜ + 2i∆ sin k˜
E2
k˜
sin2 k˜ eik˜r =
∫ pi
−pi
dk˜
2pi
sin2 k˜
ξk˜ − 2i∆ sin k˜
eik˜r,
where we use the identity E2
k˜
= (ξk˜ + 2i∆ sin k˜)(ξk˜− 2i∆ sin k˜). The last integral can be transformed into the contour
integral in the complex z-plane as
h(r) =
1
2pi
∮
S1
dz
iz
(z − z−1)2
4F1(z)
zr =
1
4J(1 + α)
∮
S1
dz
2pii
1
z2
(1− z2)2
(z − x+)(z − x−)z
r,
and then calculated by deforming the contour of integration and using the Cauchy theorem: For r < −1, we deform
the contour to infinity with zero result for the integral; for r ≥ −1, the contour is deformed to zero and the result
of the integration is given by the contribution of the poles at z = x+, z = x−, and z = 0 (for r = 0, ±1). After
calculating the corresponding residues we obtain
h(r) =
1
4J
(1− x2+)2xr−2+ − (1− x2−)2xr−2− )
2i
√
1− α2 − β2
=
1
4J(1 + α)
ρr−3
sin θ
{
sin[(r − 2)θ]− 2ρ2 sin(rθ) + ρ4 sin[(r + 2)θ]} , r > 1
h(1) = − 1
4J(1 + α)
[
1 + 2
1 + α− 2β2
(1 + α)2
]
=
1
4J(1 + α)
[−2 + ρ2(4 cos2 θ − 1)],
h(0) = − β
2J(1 + α)2
=
1
4J(1 + α)
2ρ cos θ,
h(−1) = 1
4J(1 + α)
,
h(r) = 0, r < −1, (B36)
where we α = ∆/J and β = µ/2J . Note that this correlation function behaves differently for positive and negative r
due to the specific analytical structure of the integrand. The replacement of (uk + vk)
2 with (uk − vk)2 in the h(r)
results in the reflected (r → −r) behavior.
The above expressions for the correlation functions show that the bulk correlation length ξBCS is identical with
the localization length of the Majorana edge states lM . Mathematically it follows from the fact that both lengths
originates from the zeros x+ and x− of Ek [or F1(z)F2(z)] in the complex plane of z = exp(ika).
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