Methods for the computation of real parabolic cylinder functions U (a, x) and V (a, x) and their derivatives are described. We give details on power series, asymptotic series, recursion and quadrature. A combination of these methods can be used for computing parabolic cylinder functions for unrestricted values of the order a and the variable x except for the overflow/underflow limitations. By factoring the dominant exponential factor, scaled functions can be computed without practical overflow/underflow limitations. In an accompanying article we describe the precise domains for these methods and we present the Fortran 90 codes for the computation of these functions.
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of PCFs for real a and x. This article and the accompanying work and routines are intended to fill this gap.
For an overview of properties of these functions we refer to chapter 19 of Abramowitz and Stegun [1964] . The functions U (a, x), V (a, x) are the two standard linearly independent solutions of the differential equation: 
The Wronskian relation for U (a, x) and V (a, x) reads
They constitute a numerically satisfactory pair for x > 0, in the sense described by Miller [1950] because
as x → ∞. Because equation (1) is invariant under the change of variable x → −x, both U (a, −x) and V (a, −x) are also solutions of (1). Given that {U (a, x), V (a, x)} constitute a numerically satisfactory pair of independent solutions for x ≥ 0, we can compute U (a, x) and V (a, x) for x < 0 by writing them as linear combinations of U (a, −x) and V (a, −x), x < 0.
The following relations can be applied if the values of U (a, x) and V (a, x) are required for x < 0: U (a, x) = 1 2 − a cos(πa)V (a, −x) − sin(πa)U (a, −x), V (a, x) = sin(πa)V (a, −x) + cos(πa)
for a ≤ 0, and
+ a V (a, −x) − sin(πa)U (a, −x), V (a, x) = sin(πa)V (a, −x) + cos 2 (πa) π 1 2 + a U (a, −x),
when a ≥ 0. Notice, however, that U (a, x) and V (a, x) do not constitute a numerically satisfactory pair for x < 0 except when a = −(2k − 1)/2, k ∈ N or a = k, k ∈ Z.
In the sequel we restrict the discussion to x ≥ 0.
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DEFINITION OF SCALED FUNCTIONS
For large values of the parameters a and x the PCFs become very large or very small. To avoid overflow or underflow in numerical computations [Gil et al. 2006] and to improve the condition of the function evaluation (see Section 10) it is important to define scaled values with the dominant exponential behavior factored out. Appropriate scaling factors can be deduced from the integral representations in Section 9 (see also [Gil et al. 2004] ), the scaling factor being related to the contribution at the saddle point; this scaling factor can be also factored out from the uniform asymptotic expansions of Section 6 (see also Temme [2000] ).
The following quantity
plays a role as a dominant exponential factor. This function is real in the monotonic region x 2 /4 + a ≥ 0 and gets an imaginary part in the oscillatory region. As a function of
f (a, x) can be written as
where (using the same notation as in Temme [2000] and Gil et al. [2004] 
In the oscillatory region x 2 /4 + a < 0 (that is, a < 0 and 0 ≤ t < 1), the values for the square roots in Eq. (7) are taken in the principal branch. In this region, the imaginary part indicates that the parabolic cylinder functions oscillate with a phase function φ(a, x) ∼ 2aη as a → −∞, as we will later see explicitly in the expressions of the asymptotic expansions and integral representations in this region.
Because we are dealing with real parabolic cylinder functions, we will not include in our scaling factor the exponential of imaginary argument. Instead, we define the scaling factor as:
For the oscillatory domain the scaling factor will be also denoted by
The scaled PCFs for x ≥ 0 are defined as follows
METHODS OF COMPUTATION
Different strategies of computation should be considered depending on the range of the variable and the order a. Namely:
(1) Maclaurin series for small x.
(2) Poincaré asymptotic expansions for large x and moderate a.
(3) Uniform asymptotic expansions in terms of elementary functions for large |a|: (a) expansions in the monotonic region x 2 > −4a (b) expansions in the oscillatory region x 2 < −4a
(4) Uniform Airy-type asymptotic expansions around the turning points x 2 = −4a and large −a. (5) Integral representations when the previous methods fail:
(a) in the monotonic region x 2 > −4a both for a > 0 and a < 0 (b) in the oscillatory region x 2 < −4a (6) Recurrence relations when other methods become inefficient or when they fail.
In Gil et al. [2006] we describe in detail the different regions where each method is preferable for speed and accuracy considerations. Figure 1 shows a sketch of the use of the different methods in the (x, a)-plane for moderate values of a and x. In particular, the figure shows the selection of methods considered in the codes described in Gil et al. [2006] (relative precision 5 10 −14 ). The computations for U (a, x) and U (a, x) are based on the same method in each region in the (a, x)-plane and the same is true for V (a, x) and V (a, x).
These regions of computation can be chosen differently because the methods have regions of overlapping validity; in this case, the fastest methods should be considered. In particular, the integral representations we will develop cover the whole plane with few exceptions (|a| small; |x| small, and a positive semiinteger). Therefore, quadrature can be used as a validation of other methods and it is a guard method which can be used when all other methods become insufficient or fail.
In the following sections we describe these different methods of computation.
MACLAURIN SERIES
Maclaurin series are used for small x, both for U (a, x), V (a, x). These series are given in pages 686-687 of Abramowitz and Stegun [1964] .
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The coefficients in front of x k /k! in (14), which we denote by a k , satisfy the following recurrence relation
with a 0 = a 1 = 1. In terms of the even and odd solutions, the functions U (a, x) and V (a, x) can be written as:
the initial conditions being given by Eq. (2). The derivatives are easily obtained from Eq. (14). When considering a stopping criterion for the evaluation of the series in Eq. (14) it is important to take into account that the coefficients accompanying the even (odd) powers of x in the y 1 (a, x) ( y 2 (a, x)) series become zero at a = 0. A common stopping criterion consists in adding terms until the last term adds a contribution to the total sum smaller than the demanded relative accuracy. In this case, this criterion is dangerous because some terms become zero as a → 0.
A way to circumvent this problem is by adding two terms in each iteration. It is also worth noticing that the representation considered here ( [Abramowitz and Stegun 1964] , formulas 19.2.5-19.2.7) is preferable over the representation in terms of confluent hypergeometric functions ( [Abramowitz and Stegun 1964] , formulas 19.2.1-19.2.4). Indeed, the latter unavoidably suffers from cancellation problems as a → 0.
Usually, scaled functions will not be needed in the region 1 of Figure 1 because the values of |a| and x do not become very large and, for moderate values of a and x, scaled functions can be safely obtained by multiplying or dividing the functions by F (a, x) (Eq. (13)). However, Maclaurin series are a useful method of computation of the V -function for large positive a and x very close to 0, due to the cancellation of V (a, 0) and V (a, 0) for some values of a.
For positive a the initial conditions for the V -function can be written as
and therefore,
This corresponds to the case of Hermite polynomials. Of course, close to the points (2k − 1/2, 0) and (2k − 3/2, 0) we can expect loss of relative precision. This loss of precision is better under control with Maclaurin series than with the rest of the available methods (integrals and uniform asymptotics). Indeed, these cancellations are exact up to the usual rounding error limitations because they are caused by the factors 1 ± sin πa in Eq. (17); contrarily, the cancellation in Eqs. (34) and (107) is approximate. For this reason, it is convenient to use Maclaurin series also for large a > 0 and small x.
For computing series for large a > 0, it is necessary to scale the starting values in order to avoid overflow/underflow problems. Namely, we have:
and the coefficients are
• A. Gil et al. whereξ is defined in Eq. (10),
and
For large a and in order to avoid overflows, asymptotic expansions for β( 1 4 + a 2 ) and S ((2a) −1 ) are a convenient way of computing these functions. Later, we give details for the computation of β.
POINCARÉ EXPANSIONS FOR X LARGE
The asymptotic formulas for x |a| for the U and V functions are given by Eqs. 19.8.1 and 19.8.2 of Abramowitz and Stegun [1964] . Asymptotic expansions for the derivative can be obtained by differentiating both formulas. We have
where
and the coefficients can be computed recursively in the following way:
Regarding the evaluation of scaled functions, care must be taken because as x → ∞, ψ(a, x)/F (a, x) → 1 and then a straightforward computation of this ratio may cause cancellations. The scaled asymptotic expansions read
UNIFORM ASYMPTOTIC EXPANSIONS IN TERMS OF ELEMENTARY FUNCTIONS
We also consider asymptotic expansions for U (a, x) and V (a, x) in terms of elementary functions. Additional details on these expansions can be found in Temme [2000] .
Expansions for x
In the nonoscillating region, it is possible to derive unified expressions (for a > 0 and a < 0) from those given in Temme [2000] by restoring in these expressions the original variables. The expansions are valid for |a| → ∞ uniformly with respect to x ≥ 0 (when a → +∞) and with respect to t = x/(2 √ |a|) ∈ [1 + , ∞)
(when a → −∞), where is a small positive number. These expansions have the double asymptotic property of being valid for fixed t and large |a| and for fixed a and large t. The scaled U functions can be obtained from Eqs. (2.29) and (2.33) of [Temme 2000 ] for a ≥ 0 and (2.9) and (2.18) of [Temme 2000 ] for a ≤ 0. The expansions for a ≥ 0 and a ≤ 0 are, in fact, the same and they follow from the representations:
where F a and G a have the expansions 
Asymptotic expansions for the V -function and its derivative (or the corresponding scaled functions) can be obtained from the expansions for U (a, x) and its derivative, together with the analogous expansions for U (a, −x), x ≥ 0, and the formula
In this way, combining the expansions of Eq. (28) and the expansions for
], Eq. (2.34)) we obtain the following representations for the scaled V -functions when a > 0:
and P a and Q a have the expansions
with F (a, x) as given in Eq. (11). For large a the ratio M (a, x) should be computed with care because both the numerator and the denominator tend to overflow. The factor M (a, x) can be written as
where ξ is given by Eq. (10) and β(a) is given by Eq. (21); β(a) can be computed by means of an asymptotic expansion when a is large. We give more details on this expansion in the next section. The second terms in Eq. (34) should be dropped when the factor M (a, x) tends to underflow. For fixed a the factor M (a, x) decreases when t increases. For x 0 the second terms are noticeable because when x 2 √ a (t 1)
However, when
2 /2 and for moderately large x the second terms can be neglected.
For negative a, we rewrite the expansions (2.14) and (2.19) in Temme [2000] as:
These representations are the same as in Eq. (34) except that the second terms have disappeared.
The unscaled functions can be obtained by multiplying (28) or dividing (34) and (39) by F (a, x) (Eq. (13)).
Case
In the oscillatory region, we use the asymptotic expansions given by Olver [1959] , which are valid for large |a| uniformly with respect to |t| ≤ 1 − , being a small positive number. The expansions for the scaled functions are given by
η is defined in Eq. (10), β(|a|) is given by Eq. (21) and G(μ) is given later (Eq. (49)) in the form of an asymptotic expansion. Similarly as in the nonoscillatory case, when |a| is large both the numerator and the denominator of β(|a|) will overflow. In this case, the following expressions are preferable for the V -functions [Olver 1959 ]:
where β(|a|) in Eq. (40) can be written as
and the quantities G(μ), S(μ), S i (a, x)
and C i (a, x), i = 1, 2, are available in the form of asymptotic expansions. We have
The coefficients u s (t) satisfy the relation
where u 0 (t) = 1, r −1 = 0, and for s = 0, 1, 2, . . .
The coefficients v s (t) are given by v 0 (t) = 1 and
The asymptotic expansion for G(μ) reads:
The even coefficients are zero and the first four odd g s coefficients are:
The first four values of w k are w 0 = 1, w 1 = −1/576, w 2 = 2021/2488320, w 3 = −337566547/300987187200.
Modulus and Phase
Eq. (40) shows that when a 0 and t is fixed the functions U and V become highly oscillatory. Unavoidably, relative accuracy is lost near the zeros of the functions U , U , V , and V when fixed precision arithmetic is used. In addition, accuracy degrades as larger values of |a| are considered. This loss of precision is related to the fact that in Eq. (40) the argument of the trigonometric functions becomes large as a gets larger for fixed t.
It is possible to define quantities which do not suffer from this degradation, if computed in an stable way, and to confine the error caused to a simple function. We define the moduli as:
and the phase functions as:
where φ(a, x) is given by Eq. (42). Notice that φ → −∞ as a → −∞, which causes errors in the evaluation of trigonometric functions for large |a|.
With these definitions we have
The moduli M 1 and M 2 do not suffer from error degradation for large |a| in the oscillatory region when the expressions in Eq. (55) or Eqs. (40) and (43) are used. This is trivially true because cos 2 ψ + sin 2 ψ = 1 for any phase function ψ, no matter if ψ is very large and the sin ψ and cos ψ values are completely inaccurate (however, it is not numerically true that cos 2 ψ + cos 2 (ψ − π/2) = 1 for large ψ).
AIRY-TYPE ASYMPTOTIC EXPANSIONS
When a 0, x ≥ 0, Airy-type uniform asymptotic expansions are given in Olver [1959] (see also Section 3 of (Temme [2000] ). Here, we provide expressions for the scaled functions.
For large a in the monotonic region a > −x 2 /4, and for computing scaled PCFs, it is convenient to absorb the remaining exponential factor in the Airytype asymptotic expansions for the scaled PCFs by using scaled Airy functions [Gil et al. 2002] instead of plain Airy functions (when their argument is positive). Indeed, this exponential factor tends to cancel the dominant exponential of the plain Airy functions, causing large rounding errors. Also, overflow/underflow errors take place. Therefore, for a stable computation the accurate evaluation of scaled Airy functions of positive argument is needed. In [Gil Fullerton [1977] is used (the Fortran 77 code is available at Netlib). Algorithm 819 [Gil et al. 2002] , which computes Airy functions in the complex plane is also available, although for real computations an approach based on Chebyshev approximations is more efficient. Also, we find that for fixed precision the Chebyshev approach is more efficient than the method considered in [Fabijonas 2004 ], which is partly based on the integration of the defining second order ODE (see also Fabijonas et al. [2004] ).
With the usual notation μ = 2|a| and t = x/(2 √ |a|), for the scaled Ufunctions the expansions in terms of the scaled Airy functions read:
For the V -functions, an alternative expression for the front factors to the one in Olver [1959] and Temme [2000] can be used which is better suited for large a, similarly as in Section 6.2 for the expansions in terms of elementary functions. Namely:
where G(μ) is given by Eq. (49), S(μ) is given by Eq. (52). Ai(x), Ai (x), Bi(x), Bi (x) are scaled Airy functions [Gil et al. 2002] for positive x and plain Airy functions for negative x. This means that, for x > 0
while Ai(x) = Ai(x) when x < 0, and the same is true for the derivative and for Bi(x) and its derivative. The parameter ζ is defined as ζ = 3 2 2/3 with as given in Eq. (10) and the values are taken in the principal branch. As a function of t
In addition
The coefficients a s (ζ ) and b s (ζ ) are computed through the expansions
where η = 2 −1/3 ζ . The coefficients c s (ζ ) and d s (ζ ) are given by (65) where
When t is close to 1 (ζ close to 0) it is better to compute the functions φ(ζ ) and χ (ζ ) through the expansions
RECURRENCE RELATIONS
PCFs verify the following recurrence relations
We also have the following relation for the derivatives:
It is easy to check that the recurrence for the U -function in Eq. (68) has as a second solution the V -function multiplied by a factor not depending on x, and that a similar situation happens for the recurrence for the V function in Eq. (69). Exceptions are the negative semi-integer values for the U -recurrence and positive semi-integer values for the V -recurrence, as we will later discuss. We can take as linearly independent the pair of solutions of (68):
for positive a and for negative a but a = −k + 1/2, k ∈ N. Let us notice that in the case a = −k + 1/2, k ∈ N, the recurrence has only one linearly independent solution. Indeed, setting a = −1/2 in Eq. (68), we have the constraint U (−3/2, x) = xU (−1/2, x) and then all the sequences verifying the recurrence are necessarily of the form CU (−k + 1/2, x) with C a constant. It is thus advisable not to use this recurrence for computing V (a, x)/ (a + 1/2) values, particularly near negative semi-integer values of a. For this recurrence and for a → +∞ it is easy to check from the asymptotic expansions previously discussed that U (a, x) is a minimal solution because lim a→+∞ y 1 (a)/ y 2 (a) = 0. Indeed, from (28) and (34) we see that
Therefore, U (a, x) is minimal for x > 0 as a → +∞. This means that, for positive a, recursion for U (a, x) (V (a, x)) is only stable in the backward (forward) direction; that is, for decreasing (increasing) a.
As a → −∞ for fixed x the situation is quite different. Let us, for instance, consider the recurrence relation (69) which is satisfied by the following pair of independent solutions for negative a:
This is also a linearly independent pair of solutions of the recurrence for positive a but a = −1/2 + k, k ∈ N. Considering Eq. (40) we see that, as a → −∞:
where φ(a, x) ∼ aπ/2 + π/4 and
Therefore, any solution of (69) has the asymptotic behavior
for some constants C and . Clearly, no minimal solution exists as a → −∞ for fixed x. This means that recursion is well conditioned in both directions for negative values of a in the oscillatory region x 2 /4 + a < 0 and for any solution of the three-term recurrence. Only the usual accumulation of rounding errors will take place in this case.
However, it is important to note that the behavior of the solutions for negative a in the nonoscillatory region x 2 /4 + a > 0 is similar to the behavior for positive a, particularly for not too small x. Indeed, considering a large fixed value of x, we have that for large enough |a| in the oscillatory region (a < −x 2 /4) the solutions w 1 (a) and w 2 (a) are of the same size, but when |a| x, w 1 (x) is much larger (exponentially) than w 2 (a) (Eq. (4)); then we infer that w 1 (a)/w 2 (a) will increase for increasing values of a (a < 0) in the nonoscillatory region. This can also be checked by considering the uniform asymptotic expansions in terms of elementary functions. As a → −∞ in the monotonic region we have
with ξ as given in Eq. (10). The ratio r(a) shows a steep increase as a increases, particularly when x is large; indeed dr/da = 4 log(t + √ t 2 − 1)e −4aξ > 0. As a consequence, only if the a-values are inside the oscillatory region, both solutions can be safely computed in both directions.
In summary, the U -recurrence (68) can be used to compute values of U (a, x) in the backward direction (a decreasing). It can also be used in the forward direction for values of a such that a < −x 2 /4. On the other hand, the V -recurrence (69) can always be used in the forward direction, while the backward direction is also possible for values of a verifying a < −x 2 /4.
COMPUTATION THROUGH INTEGRAL REPRESENTATIONS
The algorithms are based on nonoscillating integral representations which are obtained by using methods from asymptotic analysis. A detailed study of how these stable integral representations are obtained can be found in [Gil et al. 2004] . Our algorithms follow the main results given in this reference. In the next sections, we give details on the paths used for computing the integrals in each parameter region and on the selection of the quadrature rules. Following [Takahashi and Mori 1973] , we will consider the application of the trapezoidal rule with a suitable change of the integration variable (in particular, we will use the erf-rule).
Computing for a > 0, x ≥ 0
For a > 0 we compute V (a, x) from Eq. (33). We evaluate U (a, x) and U (a, −x), a > 0, from stable integral representations.
9.1.1 U (a, x) and U (a, x) for a > 0, x ≥ 0. The starting point is the integral representation for U (a, x)
where C is a vertical line on which s > 0. The positive saddle point of the integrand is given by
Let us integrate (78) along the vertical through w 0 . We obtain
By replacing v → vw 0 , we obtain
where now
Next, we take v = σ p, where σ = 2/[a(w 2 0 + 1)], to remove a and t (or x) from the dominant part in the exponential function. This gives
We separate the real and imaginary parts:
where the imaginary part of the integrand is odd (and vanishes), and
The real part is even, and we reduce the domain of integration to [0, ∞). To get a finite integral, we replace the upper limit by p 0 . Next, in order to get an integral suitable for application of the trapezoidal rule (as explained in [Takahashi and Mori 1973] ), we substitute p = p 0 erf(r), where erf is the error function defined by
This gives
For the derivative we have
The imaginary part of the integrand is odd and vanishes, the real part is even, and we have
We choose an upper limit (b 0 ) of the r-integrals in (89) 
where ε is the precision demanded in the computation of the functions. For the p-integral this value is quite realistic. In the r-integral the damping factor of exp(−r 2 ) makes this value too large. However, at several moments in the implementation of the trapezoidal rule, a check is performed to avoid too many evaluations. 9.1.2 U (a, −x) and U (a, −x) for a > 0, x ≥ 0. For computing the V (a, x) function and its derivative for a > 0 and x ≥ 0, we will use Eq. (33). For this, we need to compute U (a, −x) and U (a, −x) for a > 0, x ≥ 0.
We define
and using Eqs. (2.21), (2.23) of [Gil et al. 2004] we have:
If we write u = σ p, σ = 2/(aw 2 0 ), we obtain
A finite interval is obtained by replacing the upper limit by a finite value b 0 . Because ψ( p) ≥ p 2 we take for b 0 the number that is used in the r-integrals 
This keeps the origin at the saddle point, and we obtain
Finally, we substitute q = erf(r), which gives
We proceed similarly with J d (a, x):
In the algorithm [Gil et al. 2006] 
Wronskian Relation for the Integrals. From the Wronskian relation between U (a, x) and U (a, −x)
we obtain the relation for the integrals:
It is convenient to combine the computation of U (a, x) with that of U (a, −x) for two main reasons:
(1) when computing the four quantities
in one algorithm the Wronskian relation (105) can be used for a stopping criterion; and (2) the time needed for the evaluation of the error function is cut down to a minimum.
9.1.4 Scaled Functions a > 0, x ≥ 0. Considering Eqs. (80), (90), (94), (95) and (33) the computation of the scaled functions can be summarized as follows.
The scaled U -functions read
where I (a, x) and I d (a, x) are computed by means of Eqs. (89) and (92).
For the V -functions the scaling reads
where M (a, x), as defined in Eq. (35). The same precautions regarding underflow described in Section 6.1 should be considered now. J (a, x) and J d (a, x) are computed by means of Eqs. (102) and (103).
Computing for
As before, we define t = x/(2 √ |a|). We will consider separately the monotonic case t > 1, the oscillatory case 0 ≤ t < 1, and the oscillatory case near the turning points t 1.
9.2.1 Oscillatory Region: a < 0 and 0 ≤ t < 1. Our starting point in this case is the following integral representation for the function Y (−a, x), a < 1/2:
The function Y (−a, x) is related to U (a, x) and V (a, x) through the following equation 
We see that U (a, x) and V (a, x), a < 0, can be obtained by considering the real and imaginary parts of (108).
In Gil et al. [2004] it was shown that an approximation to the steepest descent path for the integral (108) is given by w = u + iv with
The path of steepest descent follows from solving the equation
where w + = it + √ 1 − t 2 is a saddle point and
The path (111) runs through the saddle point w + = u + + iw + , and has the same slope at this point as the exact steepest descent path. As remarked in Section 3.1 of Gil et al. [2004] , this path becomes nonsmooth when t approaches 1. A reasonable interval range for the application of the integral representations considered in this section is 0 ≤ t ≤ 0.9. Specific integral representations for the case t ∼ 1 will be considered in a later section.
We integrate (108) with respect to u using (111) for the corresponding values of v. We write p = u − u + , q = v − v + and integrate with respect to p. This gives
We use an auxiliary algorithm for the evaluation of ln(1+z)−z for small complex z. This can be done by using a Taylor series, or by using auxiliary functions for the real case. In the latter approach, we have, with z = κ + iτ , κ > −1,
Take p = σ r, σ = 2/|a|, and take r 0 as the upper limit in the new integral. A first estimate of r 0 is obtained from the equation e −r 2 0 = ε/10. This gives
The finite interval [−u + /σ, r 0 ] is transformed to [−1, 1] by writing
Finally, this integral is transformed by using s = erfρ, and we obtain, writing
where g (ρ) = 1 + i dq dp
The interval [−∞, ∞] can be reduced to [0, ∞] by combining odd and even parts of the ρ−integrand. The upper limit is replaced by ρ 0 obtained from the equation
. By analogy with (3.14) and (3.23) of Gil et al. [2004] we have
where f (a) = (−a) a/2 e −a/2 and
We write (cf. (3.17) and (3.24) of Gil et al. [2004] )
To obtain expressions for g j (ρ), we write t = sin θ, which gives w + = e iθ . Further, we write ln(1 + ζ ) − ζ = α + iβ, and ζ = κ + iτ . Then,
Hence, U (a, x) , and V (a, x) functions written in real form are
with φ(a, x) as given in Eq.(42) and β(|a|) as defined in Eq. (21). The integrals G j (a, x) and H j (a, x) can be computed by means of the following
During the computations, these four integrals can be used in the Wronskian relation
to verify if the requested precision has been obtained.
Computing ψ( p).
Using the quantities introduced earlier we have for the function ψ( p) of (116):
For small values of p the real part of ψ( p) is of order p 2 , unless t → 1, which we exclude. For the imaginary part we have order p 3 when p is small. This is not evident from the above quantities, and some extra care is needed to obtain the correct order in a numerical computation. We have
The first two terms are O( p 2 ), the last term is O( p 3 ). So we need to combine the first two terms. We write
Then
Because
we obtain
and this representation shows the correct behavior for small p.
Oscillatory Region
Near the Transition Points: a < 0, t 1. For values of t close or equal to 1, the approach of the previous section is not efficient. For t 1 it is better to modify the method of computation by choosing a path that remains smooth when t → 1. In the algorithm in Gil et al. [2006] we use the approach described in this subsection for 0.9 ≤ t ≤ 1.
We integrate (108) with respect to v using p = u − u + , q = v − v + and the path defined by
This path has the correct slope at the saddle point, except when t = 1. We have (again, we assume in this notation that a > 0)
e aψ(q) dp dq + i dp
Again, the computation of ψ(q) needs some care for small values of q. This time we have
9.3 Monotonic Region:
The saddle points are now purely imaginary:
The path of steepest descent starts at w = 0, runs through w − and w + on the positive imaginary axis, and from w + to +∞. We consider the expressions (3.40) and (3.46) of Gil et al. [2004] (but, as before, we consider a < 0 in our notation)
• A. Gil et al. where f (a) is as in Eq. (12).
where ξ is given in Eq. (10),
If we write
where g i (θ ) and h i (θ ), i = 1, 2, are real, we find that the scaled functions can be written:
β(|a|) is given by Eq. (21),
The second term for the V -function and the derivative is always noticeable close to the turning points, that is, close to x 2 /4 + a = 0, because if t = 1 then N (a, x) = β(|a|). For larger t, N (a, x) may become very small; in particular, for a = 0 we have that N (a, x) = √ 2e
−x
2 /2 which becomes negligible for large x. In these circumstances, the second term should be neglected in order to avoid underflow problems. Writing (167) it is easy to avoid underflow problems by controlling the size of the argument in the exponential.
In the algorithm of Gil et al. [2002] , the θ−integrals in (151) and (152) are replaced by integrals along the half-line w = w + , w ≥ 0. The slope at the saddle point w + is correct, except when t = 1. Taking real and imaginary parts and considering the integrals for the derivatives, this results in the computation of four integrals.
The v-integrals in (151) and (152) We exploit common properties of these integrals and we compute the eight integrals in one algorithm, using the following Wronskian relation to verify if the numerical precision has been obtained:
Let (see (150)
We scale by writing u = σ p, σ = 2/|a|, and obtain, using v − v + = 1,
We replace 
The value of p 0 is obtained by solving for p the equation
This value is too small, but one Newton iteration using ψ r ( p) gives a value that is too large, but which is accepted. For the corresponding θ -integral for the derivatives in (151), we have
In the representations of ψ r ( p) and ψ i ( p) we can control the precision by using special algorithms for ln(1 + x) − x and arctan x − x for small x. 
where φ(v) is given in (156) with r − = v − . Put v = σ q + v − to obtain
For large t we have
and we take
The next steps are: q = q 1 r, r = 1 2 erfc(−ρ). This gives
For the integral
we put v = v − − σ q, again with σ = 1/x. For the integral H 3 of (165) we proceed in the same manner.
COMPUTATIONAL ASPECTS
In this last section, we provide some additional details on the numerical implementation of the different approximations given in this article.
Attainable Accuracy: Condition Numbers
The first important aspect to be considered is the impossibility of building an algorithm, based on fixed precision arithmetic, with uniform relative accuracy for any range of the parameters of the parabolic cylinder functions. The attainable relative accuracy is limited by the condition numbers of the functions with respect to their parameters. We can estimate the condition numbers by taking into account that the asymptotic behaviour of PCF is governed by the factor f (a, x) (7). Let us first study the condition numbers for F (a, x) = | f (a, x)| and leave for later the condition numbers caused by the phase of f (a, x). With this approximation, the condition number for the V -function with respect to a with fixed t = x/(2 √ a) can be estimated as follows
This means that for large |a| a relative error in a, r (a), is amplified by a factor |C a | ∼ |a| 2 log(|a|) when computing the V -function. The same is true for the derivative and the U -function and its derivative. Then, for instance, with a typical double precision machine-epsilon of = 2.2 10 −16 , the best attainable relative accuracy when |a| = 100 is |C a | ∼ 10 −13 . The condition number with respect to x and a fixed reads
which is the same as the condition with respect to t. The next figure shows the regions determined by the conditions that both |C x (F )| and |C a (F )| are smaller than a given number (100 and 500).
The problem of bad conditioning can be circumvented by considering variable precision arithmetic with an increasing number of significant digits when the condition numbers become large. With fixed precision arithmetic, the best solution consists in scaling out the dominant exponential factor. This is also convenient for variable precision because the bad conditioning is isolated in the computation of an elementary function.
For scaled functions, the condition of the exponential of imaginary argument (oscillatory region) is the main concern. This is related to the evaluation of trigonometric functions for large arguments, which limits on the attainable accuracy, particularly in the oscillatory region. Considering the representation in Eqs. (55) and (130)- (133) we get that, for instance, the condition number for V with respect to a for fixed t can be estimated to be
The condition number may get large for two reasons: First, because for large |a| the argument of the trigonometric functions becomes large (factor |a| in Eq. (187)); second, because the function has zeros and at the zeros relative accuracy loses meaning (factor tan ψ 1 ). The first effect becomes noticeable for large |a| while the second one takes place also for small a. Notice that for x = 0 the zeros are U (−2k + 1/2, 0)
). This loss of precision is unavoidable with fixed precision arithmetic. The moduli functions defined in Eq. (53) are not affected by the loss of precision caused by trigonometric function evaluations. In this sense, the routines in Gil et al. [2006] can be considered satisfactory because they provide accurate values for V and U for moderate values of the parameters (not very close to zeros of the functions) and the moduli functions can be computed with uniform accuracy from the V , V , U and U values.
For positive a, the scaled V -functions may also show large condition numbers when x is small. In particular, using Eq. (17) we see that when x = 0
This loss of precision is higher as larger a is considered and as values closer to the zeros of V (or V ) are considered. The loss of precision due to these zeros is only noticeable in a very restricted region close to x = 0. Considering Eqs. (34), we see that the loss of precision by cancellation will take place for x √ a when the two terms are of similar size (see Eqs. (37) and (38)). As noted before, for very small t it is preferable to use Maclaurin series instead of uniform asymptotic expansions or integrals because the cancellations are explicit at x = 0 with series (Eq. (17)).
It is important to stress that the Wronskian relations are insensitive to error degradation caused by the bad condition of the exponential and trigonometric functions. These errors are exactly canceled out in the Wronskian.
Applicability of the Different Methods
As commented on earlier, when building an algorithm which is able to produce results which are well conditioned, it is important to consider methods for which the dominant exponential factor can be factored out. This is also important in order to enlarge the range of computation of the functions. Among the different methods of computation considered, in all the asymptotic expansions except the Poincaré-type expansion, the scaling factor F (a, x) can be factored out exactly. The same is true for the integral representations considered. For both the Poincaré-type asymptotic expansion and Maclaurin series, the scaling factor F (a, x) can not be factored out exactly and an exponential term remains. In both cases, the remaining factor does not overflow or underflow in the natural region of application of each of these methods (x √ |a| small for series and x √ |a| for Poincaré asymptotics). The regions in the (x, a)-plane where the different methods can be applied are very similar for the U -and V -functions, except for Maclaurin series and the recurrence relations. The integral representations can be used almost without restrictions, except when |a| is small, as can be understood by noticing that the Wronskian-type relations satisfied by the integrals are singular at a = 0; additionally, the paths of integration and the saddle points become singular as a → 0 for fixed x (because t = x/(2 √ |a| → ∞). Uniform asymptotic expansions in terms of elementary functions when x 2 /4 + a > 0 have the double asymptotic property of being valid for fixed t and large a, and for fixed |a| and large t. This means that these expansions can also be used for quite small |a| when x is large. Uniform asymptotic expansions in terms of Airy functions can be used in large regions of negative a and they are particularly useful around the curve of turning points x 2 /4 + a = 0. Maclaurin series are (as happens with recurrence relations) a method of computation for which the regions of application for U and V are quite different. Notice that both U and V are built from the combination of the same two series y 1 and y 2 (Eq. (14) but that U decreases exponentially as a becomes large for fixed x > 0 and when x a while V increases exponentially. Therefore, for large a and/or large x cancellations are expected in the computation of U .
Recurrence relations are the only method considered for which it is not possible to factor out satisfactorily the scaling factor. For this reason, they can only be applied for plain PCFs (not scaled). The application of recurrences starting from pre-calculated function values can be considered with the following restrictions: First, a method to compute accurately the starting values should be available; second (and related) the parameters should not be too large in order to avoid a bad conditioning for the computation of the starting values (also overflow/underflow problems, which are a less limiting condition); third, the recurrences should be applied in the stable direction for the solution under consideration.
The last condition implies that, when x 2 /4 + a > 0, the V (a, x) function should be computed in the direction of increasing a while the U (a, x) has to be computed in the direction of decreasing a. For x 2 /4 + a < 0 there is no preferred direction for the application of the recurrence and both directions are possible for both functions, but recurrence in this region has the problem of the bad condition of the function values (particularly near the zeros of the functions). In addition, using the recurrences when there is a preferred direction of application is a more stable process (when the right direction is chosen) than applying the recurrence when all the directions have the same condition.
For the U , we can consider starting values for positive a and then apply backward recurrence; The starting values can be, for instance, computed by means of the uniform asymptotic expansions of Eqs (28), (34) . The starting a values should be sufficiently large so that the asymptotic expansion is accurate enough, but not too large in order to avoid bad conditioning. For the V the direction of application of the recurrence is the opposite and, if asymptotic expansions for computing the starting values are to be used, one should consider negative values of a of large enough modulus, but again, not too large in order to avoid bad conditioning.
In the accompanying article [Gil et al. 2006 ], we provide a detailed description of the selection of the regions in the (x, a)-plane where each method can be applied in order to compute the scaled functions for an aimed relative accuracy of 5 10 −14 (except close to the zeros of the functions).
