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Introduzione
Negli ultimi anni, sempre più dati statistici sono contraddistinti da una strut-
tura funzionale, grazie anche alle nuove tecnologie con cui questi vengono
estrapolati. L'analisi di tali dati chiamati FD (Functional data) risulta es-
sere non poco laboriosa per via delle grandi dimensioni che presentano, per
la complessità di rappresentazione e, non ultimo, per l'elevata correlazione
da cui, in genere, sono caratterizzati. Un potente strumento statistico che
ci permette di analizzare qualitativamente tali dati, con sforzi decisamente
minori, è l'analisi delle componenti principali funzionale. Tale tecnica nasce
da una generalizzazione della più comune versione vettoriale multivariata,
nota come PCA. L'analisi delle componenti principali funzionale si presta
bene come tecnica di riduzione della dimensione e di visualizzazione della va-
riabilità funzionale intrinseca nei dati; come PCA, ci consente di classiﬁcare
e modellizzare i dati. Altro notevole uso di fPCA è quello di snellire metodi
regressivi che hanno input funzionali e output scalare. Inoltre, la peculiarità
del metodo delle componenti principali è quella di essere supportata da otti-
me basi teoriche che ci permettono di analizzare il metodo matematicamente.
Il seguente lavoro seguirà due binari, uno puramente teorico e l'altro pra-
tico. Da un lato svilupperemo attentamente una solida teoria del metodo
delle componenti principali funzionale, curandone i dettagli in un generale
spazio di Hilbert, prima, e in L2(I), poi; dall'altro vedremo degli esempi di
applicazione del metodo alle serie storiche e, successivamente, un esempio di
carattere inﬁnito-dimensionale tramite il riconoscimento facciale. Per con-
seguire gli esempi applicativi ci siamo serviti principalmente di R e matlab.
Nello speciﬁco la tesi sarà strutturata come segue.
• Nel primo capitolo ci occuperemo di ricordare la teoria di PCA ana-
lizzandone gli obiettivi, ma soprattutto, gli aspetti geometrici in uno
spazio reale di dimensione ﬁnita d.
• Partendo dalle basi di PCA, vedremo in quale maniera, quanto de-
scritto in uno spazio ﬁnito-dimensionale si generalizzi a spazi inﬁnito
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dimensionali. Cercheremo di deﬁnire, costruttivamente, l'operatore di
covarianza, necessario per la teoria di PCA, e di analizzarne a fondo le
sue proprietà. Seguiremo con la presentazione della teoria spettrale in
spazi hilbertiani e sfrutteremo questa per portare a termine una teoria
inﬁnito-dimensionale di PCA.
• Nel terzo capitolo passeremo dal generale al particolare: guarderemo
più da vicino la teoria di PCA inﬁnito dimensionale sullo spazio L2(I)
generando cosi' quella che, eﬀettivamente, viene chiamata fPCA.
• Prima di occuparci degli esempi pratici cercheremo di creare un ponte
tra gli aspetti teorici e quelli applicativi; tenteremo, quindi, di capire
come riusciamo ad utilizzare buona parte della teoria studiata nelle
applicazioni e nell'uso dei software.
• Nell'ultimo capitolo, inﬁne, presenteremo alcuni esempi.
Come per la sezione teorica, partiremo da un esempio di analisi esplo-
rativa e riduzione della dimensione con PCA, applicando tale tecnica
ad alcuni dati forniti dall'azienda Intraget-Group. Successivamente,
servendoci del sito ISTAT, analizzeremo l'andamento dei laureati in di-
scipline tecnico scientiﬁche nelle regioni italiane tra il 2000 e il 2011; si
tratta di più realizzazioni di una stessa serie storica. Seguiremo nella
presentazione dei nostri esempi con l'aiuto di un archivio meteo (disisti-
le.it), dal quale estrarremo i millimetri di acqua piovana caduti a Pisa
tra il 2000 e il 2013; questo è il caso, più complesso, di una sola serie
storica; vedremo quindi quali sono gli eﬀetti dell'analisi esplorativa su
un problema di questo genere e ci occuperemo di aﬃancare fPCA a
uno dei metodi previsivi per serie storiche. Inﬁne, presenteremo il pro-
blema del riconoscimento facciale proponendone un algoritmo ottenuto
attraverso PCA inﬁnito-dimensionale.
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Capitolo 1
Analisi delle componenti
principali (PCA)
L'analisi delle componenti principali è una tecnica di statistica multivariata;
il suo sviluppo si deve a Pearson (1901) e Hotelling (1933) che hanno lavorato
su tale metodo indipendentemente. Lo scopo principale di PCA è quello di
ridurre la dimensione del problema sintetizzando l'informazione, raccolta in
una grande quantità di variabili generalmente correlate, in un numero minore
o uguale di variabili scorrelate. Rispetto ad altri metodi di riduzione, questo
garantisce una perdita minima dell'informazione. Ciò risulta essere di fon-
damentale importanza per un'analisi descrittiva o qualitativa visto che, con
un numero decisamente minore di dati , si riesce ad avere la stessa consape-
volezza che si otterrebbe studiando il problema con la totalità delle variabili.
Nel tentativo di fare ciò, PCA si propone altri obiettivi fondamentali per lo
studio di un problema. Per esempio individua la rappresentazione dei dati
più visibile possibile, in modo da riconoscere cluster e ottenere relazioni tra
le variabili; questo, in particolare, viene ottenuto con un graﬁco molto espli-
cativo che useremo nelle applicazioni (il biplot). Inoltre con PCA riusciamo
ad ottenere delle nuove variabili, che scopriremo essere combinazione lineare
di quelle originali, attraverso le quali le caratterizzazioni, le classiﬁche e la
struttura degli individui, del problema stesso, sono molto più chiare. Inﬁne,
non è da tralasciare, la capacità di trovare le direzioni di massima variabili-
tà, cioè le ﬂuttuazioni tipiche dei dati intorno alla loro media; a volte, PCA
viene applicato ad un training set di dati e poi, usando dei metodi usuali di
predizione, viene utilizzato come modello per ottenere la variabilità di queste
stesse predizioni, proprio grazie alle direzioni di massima variabilità.
Supponiamo che i dati siano rappresentati attraverso la nuvola tridimen-
sionale di punti rappresentata nella ﬁgura 1.1 .
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Figura 1.1: Nuvola tridimensionale di punti
Ovviamente da un'immagine del genere riusciamo ad estrarre solo una
minima parte dell'informazione contenuta nella nuvola, ovvero nei dati; se,
invece, ruotiamo la ﬁgura, la visuale cambia e riusciamo ad ottenere, insieme
a delle pessime rappresentazioni, la migliore graﬁca possibile.
Figura 1.2: Rotazioni della nuvola di punti
E' chiaro che, tra le rotazioni mostrate nella ﬁgura 1.2, la terza è quella
che racchiude maggiori informazioni in quanto mostra i punti nel modo più
aperto possibile.
PCA ottiene facilmente la migliore rappresentazione attraverso le prime
componenti principali.
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Possiamo esplorare il metodo da due punti vista: quello matematico e
quello statistico. Matematicamente si cercano delle variabili artiﬁciali, da
sostituire a quelle originali del problema, che siano scorrelate e che abbiano
una variabilità massima: supponendo di avere un problema rappresentato
da un vettore aleatorio d-dimensionale, ciò che si fa è cercare una base orto-
normale di Rd formata da vettori linearmente indipendenti (questi saranno
chiamati componenti principali) che massimizzano la varianza delle proiezio-
ni del vettore aleatorio originario sul nuovo sistema di riferimento (queste
saranno le nuove variabili). Tale tecnica concede una maggiore visibilità del
vettore aleatorio di partenza. La potenzialità matematica di PCA risiede
nelle solide basi teoriche che ci permettono di trovare le variabili in questio-
ni; vedremo che un ruolo decisivo sarà svolto dalla matrice di covarianza e
dal teorema spettrale.
Dal punto di vista puramente statistico, dopo aver ottenuto variabili scorre-
late, ci interessa la riduzione della dimensione del problema; si dovrà scegliere
un numero k, minore di d, di componenti principali che contengono una so-
stanziosa parte delle informazioni del problema. Attraverso questa scelta
otteniamo anche il piano o l'iperpiano in cui la visibilità dei dati (individui
e variabili ) è la migliore possibile.
Nei seguenti paragraﬁ cercheremo di soddisfare l'obiettivo matematico,
avvalendoci di una solida struttura teorica, e di rispondere alla riduzione
del problema proponendo diversi metodi pratici. Tuttavia il carattere delle
seguenti pagine sarà principalmente teorico, vedremo le corrispondenze pra-
tiche, delle nozioni illustrate in queste prime pagine, nel quarto capitolo, che
sarà un ponte tra teoria e applicazioni.
1.1 Descrizione teorica del metodo
Nella teoria che svilupperemo, l'informazione che abbiamo a disposizione per
l'analisi di un dato problema sarà rappresentata da un vettore aleatorio reale
X.
Sia X = (X1, ..., Xd) un vettore aleatorio reale tale che E
[‖X‖2] < ∞,
dove ‖ · ‖ rappresenta la norma di Rd indotta dal classico prodotto scalare
euclideo.
Deﬁnizione 1.
• µ := E[X] = (E[X1], ..., E[Xd]) indica la speranza di X;
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• Q := (Qij)i,j=1,...,d indica la matrice di covarianza di X, dove
Qij = E [(Xi − E[Xi])(Xj − E[Xj])] = Cov(X,Xj) .
Osserviamo che la classica deﬁnizione di covarianza, riportata sopra, di-
pende strettamente dalla scelta della base canonica su Rd. Vorremmo inve-
ce avere un deﬁnizione indipendente dalla scelta della base; per perseguire
questo obiettivo ci serviamo della seguente proposizione.
Proposizione 1.1.
Siano u, v vettori di Rd, la matrice di covarianza è caratterizzata dalla se-
guente proprietà
〈Qu; v〉 = Cov(〈X;u〉(〈X; v〉).
Dimostrazione.
Supponiamo di avere su Rd la base canonica (h1, ..., hd), chiamiamo ui e vi le
coordinate di u e v rispetto ad essa.
〈Qu; v〉 =
∑
i j
Qijuivj =
∑
i j
Cov(Xi, Xj)uivj =
=
∑
i j
Cov
(〈X, hi〉, 〈X, hj〉)uivj =
=
∑
i j
E
[〈X − µ, ui〉〈X − µ, vj〉] =
= E
[∑
i j
〈X − µ, ui〉〈X − µ, vj〉
]
=
= E
[〈X − µ, u〉〈X − µ, v〉] =
= Cov
(〈X, u〉, 〈X, v〉) .
Ora abbiamo ottenuto un'utile caratterizzazione della matrice di covarian-
za. Inoltre, è noto che, per come è deﬁnta, Q è una matrice reale, simmetrica
e semideﬁnita positiva quindi per essa vale il teorema spettrale per matrici
reali simmetriche; dunque per Rd esiste una base ortonormale di autovettori
di Q (e1, ..., ed) corrispondenti ad autovalori reali λ1, ..., λd ordinati in modo
che λ1 ≥ λ2 ≥ ... ≥ λd.
Come già precisato nella parte introduttiva di PCA, l'obiettivo è trovare
una base ortonormale di Rd che massimizzi la varianza delle proiezioni di
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X sul nuovo sistema di riferimento; la base di autovettori appena trovata
soddisfa queste condizioni. Infatti valgono le seguenti proposizioni.
Proposizione 1.2.
Sia X un vettore aleatorio in Rd con media µ e matrice di covarianza Q; ej
i vettori della base ortonormale del teorema spettrale, allora
e1 = argmax
v∈Rd : ‖v‖=1
V ar
(〈X, v〉)
e per ogni j > 1
ej+1 = argmax
v∈span(e1,...,ej)⊥ : ‖v‖=1
V ar
(〈X, v〉) .
Dimostrazione.
Supponiamo, senza ledere la generalià che µ = 0.
V ar
(〈X, v〉) = Cov(〈X, v〉〈X, v〉) =
prop.1.1
〈Qv, v〉 .
Grazie al teorema spettrale, ogni v in Rd può essere scritto come combi-
nazione lineare di e1, ..., ed, cioè v = α1e1 + ... + αded e se ‖v‖ = 1 allora∑d
i=1 α
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i = 1. Sia v tale che ‖v‖ = 1 allora
〈Qv, v〉 = 〈Q(α1e1 + ...+ αded), (α1e1 + ...+ αded)〉 =
=
∑
i,j
〈Qαiei, αjej〉 =〈ei,ej〉=δij
d∑
i=1
〈λiαiei, αiei〉 =
=
d∑
i=1
λi〈αiei, αiei〉 ≤
λ1≥λi : i>1
λ1
d∑
i=1
〈αiei, αiei〉 =
= λ1
d∑
i=1
α2i = λ1 .
Dunque, per ogni v ∈ Rd di norma 1, si ha che
sup
v : ‖v‖=1
〈Qv, v〉 ≤ λ1
ma se v = e1 allora
〈Qe1, e1〉 = λ1
il che ci dice esattamente che
argmax
v : ‖v‖=1
〈Qv, v〉 = e1
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ovvero
e1 = argmax
v∈Rd : ‖v‖=1
V ar
(〈X, v〉) .
La dimostrazione del caso generale si fa nello stesso modo.
Più in generale vale il seguente teorema.
Teorema 1.3.
Sia X un vettore aleatorio in Rd con media µ e matrice di covarianza Q;
e1, ..., ed una base ortonromale come sopra, allora per ogni j = 1, ..., d si ha
che
ej = argmax
vi : 〈vi,vj〉=δij
j∑
i=1
V ar
(〈X, vi〉) .
Inoltre la proprietà di sopra è equivalente alla seguente, che garantisce la
perdita minima di informazione tramite gli ej
ej = argmin
vi : 〈vi,vj〉=δij
E
∥∥∥∥∥X −
j∑
i=1
〈X, vi〉vi
∥∥∥∥∥
2
 .
Dimostrazione.
Per dimostrare la prima parte del teorema, procediamo per casi supponendo,
a meno di traslare, che µ = 0.
1. j = 1: la dimostrazione coincide esattamente con quella del teorema
precedente.
2. j = 2: dato che nel passo precdente abbiamo visto che e1 massimizza
la sommatoria delle varianze quando j = 1, ora dobbiamo vedere che
e2 = argmax
v : v ∈ span(e1)⊥
V ar
(〈X, e1〉)+ V ar(〈X, v〉) .
Tuttavia sappiamo che V ar
(〈X, e1〉) = λ1 e inoltre non dipende da v,
quindi
argmax
v : v ∈ span(e1)⊥
V ar
(〈X, e1〉)+ V ar(〈X, v〉) =
= λ1 + argmax
v : v ∈ span(e1)⊥
V ar
(〈X, v〉) .
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Dunque per avere la tesi è suﬃciente dimostrare che
e2 = argmax
v : v ∈ span(e1)⊥
V ar
(〈X, v〉)
ma questo viene direttamente dal teorema di prima.
3. j > 1 : come il punto precedente.
Vogliamo ora concentrarci sulla seconda parte del teorema e dimostrare
l'equivalenze delle due proprietà riportate, ovvero vogliamo dimostrare che
argmax
vi : 〈vi,vj〉=δij
j∑
i=1
V ar
(〈X, vi〉) = argmin
vi : 〈vi,vj〉=δij
E
∥∥∥∥∥X −
j∑
i=1
〈X, vi〉vi
∥∥∥∥∥
2
 .
Sviluppiamo il secondo membro dell'uguaglianza.
E
∥∥∥∥∥X −
j∑
i=1
〈X, vi〉vi
∥∥∥∥∥
2
 = E [‖X‖2 − j∑
i=1
〈X, vi〉2
]
=
= E
[‖X‖2]− j∑
i=1
E
[〈X, vi〉2] =
= E
[‖X‖2]− j∑
i=1
V ar (〈X, vi〉) .
Quindi
argmin
vi : 〈vi,vj〉=δij
E
∥∥∥∥∥X −
j∑
i=1
〈X, vi〉vi
∥∥∥∥∥
2
 =
= argmin
vi : 〈vi,vj〉=δij
(
E
[‖X‖2]− j∑
i=1
V ar (〈X, vi〉)
)
=
= E
[‖X‖2]− argmax
vi : 〈vi,vj〉=δij
d∑
i=1
V ar
(〈X, vi〉)
Questo ci permette di concludere.
Dunque abbiamo chiarito le proprietà della base di autovettori di Q;
grazie a ciò possiamo ﬁnalmente deﬁnire le componenti principali.
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Deﬁnizione 2.
Dato un vettore aleatorio X con media µ e matrice di covarianza Q; chiamia-
mo componenti principali gli autovettori e1, ..., en di Q. Più precisamente,
e1, che è l'autovettore relativo all'autovalore maggiore, si chiama prima com-
ponente principale; e2 seconda componente principale e così via.
Lo spazio generato dalle prime due componenti principali, span(e1, e2). sarà
chiamato piano principale.
Le componenti principali ci permettono di avere un nuovo sistema di rife-
rimento in cui il vettore X avrà una sua precisa rappresentazione. Quello che
ci aspettiamo, e che vogliamo per raggiungere il nostro obiettivo matematico,
è che proiettando il vettore X sul piano principale, la varianza, e quindi la
variabilità della proiezione, sia massima, per vedere X nel modo migliore
possibile. Deﬁniamo
forall i = 1, ..., d Vi := 〈X; ei〉 .
Vale la seguente proposizione.
Proposizione 1.4.
Le variabili Vi, deﬁnite come sopra, sono
1. scorrelate, cioè Cov (Vi, Vj) = 0 ∀ i 6= j;
2. V ar(Vi) = λi ∀i = 1, ..., d, cioè hanno varianza massima.
Dimostrazione.
1. Siano Vi, Vj le proiezioni con i 6= j allora
Cov (Vi, Vj) = Cov
(〈X, ei〉〈X, ej〉) = 〈Qei, ej〉 = λi〈ei, ej〉 = 0;
2. Nelle uguaglianze di sopra, se i = j, otteniamo V ar(Vi) = λi, come
volevamo.
Dunque le variabili scorrelate tra loro e di varianza massima che volevamo
ottenere, come annunciato nell'introduzione al metodo PCA, sono proprio le
proiezioni di X sugli assi principali.
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1.2 Riduzione della dimensione
Nel precedente paragrafo non abbiamo fatto alcuna allusione alla riduzione
del problema, ci siamo solo soﬀermati sulla ricerca delle componenti prin-
cipali. Dato che il metodo ha un forte carattere riduttivo, cercheremo ora
di capire in che modo possiamo scegliere un numero di componenti che sia
suﬃciente per sintetizzare il problema.
Ci sono tre diversi metodi euristici per comprendere la dimensione del proble-
ma. Nelle righe seguenti li descriviamo tutti dando maggiore importanza al
metodo della varianza cumulativa spiegata, nozione che a breve deﬁniremo,
che sarà il metodo usato nelle applicazioni riportate nel capitolo ﬁnale.
1. Regola di Kaiser
Il metodo prevede di scegliere come componenti principali solo quelle
il cui autovalore è maggiore o uguale ad uno; una forma equivalente è
scegliere le componenti con autovalori maggiori o uguali alla media di
tutti gli autovalori della matrice Q.
2. Metodo dello screen plot
Si rappresenta su un piano cartesiano il graﬁco degli autovalori delle
componenti (screen plot ). Il graﬁco è costruito ponendo sull'asse delle
ascisse il numero delle componenti e sulle ordinate il valore corrispon-
dente all'autovalore di ogni componente, si ottengono così punti (n, λn)
che vengono uniti da segmenti. La scelta delle componenti, a questo
punto, ricade sul numero k delle ascisse per cui i restanti autovalori
hanno più o meno lo stesso ordine di grandezza.
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In questo caso, per esempio, avremmo scelto k = 3, infatti dalla quarta
componente il graﬁco sembra costante.
3. Metodo della varianza cumulativa spiegata
Si ricordi che le nuove variabili Vi, ottenute nel paragrafo preceden-
te, sono tra loro scorrelate; quindi la varianza di V1 + ...+ Vd, coincide
esattamente con la somma delle varianze, cioè con la somma degli auto-
valori. Come prima cosa vorremmo avere un indicatore della variabilità
totale del problema; l'idea è usare proprio la somma degli autovalori.
Deﬁnizione 3.
Deﬁniamo varianza complessiva del problema, cioè del vettore alea-
torio X, la quantità
λ1 + ...+ λd .
Tuttavia siamo interessati a conoscere la percentuale di varianza spiega-
ta dalle componenti rispetto alla varianza totale del problema, per poter
capire quali tra queste percentuali risulti signiﬁcativa al ﬁne dell'inter-
pretazione del problema stesso. La scelta che viene fatta è racchiusa
nella seguente deﬁnizione.
Deﬁnizione 4.
Deﬁniamo varianza cumulativa spiegata dalla componente k−esima
il seguente valore
λ1 + ...λk
λ1 + ...+ λd
.
In particolare
λ1
λ1 + ...+ λd
è la varianza catturata dall'asse principale
e
λ1 + λ2
λ1 + ...+ λd
quella spiegata dal piano principale.
La varianza cumulativa spiegata, è comunemente, il parametro più utile
per stimare l'eﬃcacia del metodo e per intuire la dimensione del pro-
blema. In genere, per la riduzione della dimensione, si considerano le
k componenti principali con varianza cumulativa spiegata maggiore o
uguale al 80% della varianza totale dei dati.
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Capitolo 2
PCA negli spazi di Hilbert
In questo capitolo ci proponiamo di generalizzare la teoria dell'analisi delle
componenti principali negli spazi di Hilbert di dimensione inﬁnita; l'idea na-
sce dalla semplice osservazione che Rn, spazio ambiente per la teoria del meto-
do PCA, altro non è che uno spazio di Hilbert ﬁnito-dimensionale. Ci chiede-
remo dunque quali nozioni vengano conservate e quali ipotesi siano necessarie
per sviluppare una teoria che rispecchi quella del capitolo precedente.
2.1 Introduzione al problema
Per cominciare ricordiamo la deﬁnizione di spazio di Hilbert (H).
Deﬁnizione 5.
Uno spazio di Hilbert H è un spazio vettoriale reale o compleso dotato di
prodotto scalare 〈, 〉 , completo rispetto alla norma ‖ · ‖H indotta da 〈, 〉 .
H si dice separabile se ammette una base ortonormale S = {en}n∈N di
cardinalità ﬁnita o numerabile.
Osservazione 2.1.1. Ogni spazio hilbertiano ammette un sistema ortonor-
male completo ma non è detto che questo sia ﬁnito-numerabile.
Ricordiamo che gli spazi euclidei, e quindi Rn, ammettono sempre una
base ﬁnita, dunque l'ipotesi di separabilità dello spazio di Hilbert è fonda-
mentale per l'obiettivo che ci imponiamo di raggiungere.
Vediamo ora in che modo vengono generalizzate le altre nozioni di PCA in
uno spazio di Hilbert inﬁnito.
• Il vettore aleatorio X = (X1, ..., Xd) sarà sostituito da una variabile
aleatoria a valori nello spazio H .
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• La speranza di X non sarà più il vettore delle speranze delle singole
componenti ma semplicemente E[X] =
∫
Ω
X(ω)dP(ω).
Deﬁnizioni precise di variabili aleatorie a valori in spazi di Hilbert e
della sua speranza veranno date nel prossimo paragrafo.
• La matrice di covarianza Q, di cui abbiamo dato una deﬁnizione in-
trinseca nel capitolo su PCA, lascerà spazio ad un operatore lineare,
autoaggiunto, limitato, semideﬁnito positivo e compatto (stesse pro-
prietà della matrice Q) su H la cui deﬁnizione sarà oggetto di studio
dei successivi paragraﬁ.
• La teoria spettrale per matrici simmetriche verrà sviluppata nella sua
forma funzionale per operatori compatti e autoaggiunti; così sarà anche
per le proprietà su autovalori e autofunzioni di PCA che ci forniscono
le componenti principali.
2.2 Variabili aleatorie in spazi di Hilbert
Deﬁnizione 6.
Sia (Ω,F ,P) uno spazio di probabilità, (H, ‖ · ‖H) uno spazio di Hilbert reale
separabile e B(H) la sua σ-algebra di Borel. Una variabile aleatoria a valori
in H è un'applicazione
X : (Ω,F)→ (H,B(H)) tale che {ω : X(ω) ∈ A} ∈ F ∀A ∈ B(H) .
Come per le variabili aleatorie reali, possiamo deﬁnire la legge di X come
segue
Deﬁnizione 7.
Indichiamo con µX (legge di X) l'immagine di P tramite X ovvero
µX(A) = P
(
ω ∈ Ω : X(ω) ∈ A) ∀A ∈ B(H) .
Abbiamo ora bisogno della nozione di sperenza; come detto nell'introdu-
zione al problema vale la seguente deﬁnizione
E[X] =
∫
Ω
X(ω)dP(ω) =
∫
H
xdµX .
Tuttavia non sappiamo cosa indichi esattamente la nozione di integrale ri-
spetto ad una misura per variabili aleatorie a valori in un Hilbert.
Sfruttiamo la ben nota deﬁnizione di integrale di Lebesgue per chiarire
questo aspetto, osservando prima di tutto che ‖X(·)‖ è una variabile aleatoria
a valori reali.
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Proposizione 2.1.
Sia X una variabile aleatoria a valori in (H, ‖ · ‖) , allora
‖X(·)‖ : Ω→ R
è una variabile aleatoria reale.
Dimostrazione.
Dato che H è separabile, allora esiste una successione {ψn}n∈N ⊂ H′ tale che
‖X‖ = sup
n∈N
|ψn(X)|
questo ci permette di avere
‖X(ω)‖ = sup
n∈N
|ψn(X(ω))| ∀ω ∈ Ω .
Sappiamo che il sup di variabili aleatorie reali è una variabile aleatoria reale,
quindi possiamo concludere.
Il nostro obiettivo ora è quello di dare una deﬁnzione di E[X] e per
farlo dobbiamo deﬁnire correttamente l'integrale per X. Come fatto nella
deﬁnizione dell'integrale di Lebesgue, ci proponiamo di ottenere ciò che ci
serve per approssimazioni di funzioni semplici.
1. Come prima cosa enunciamo un lemma preliminare.
Lemma 2.2.
Sia H uno spazio di Hilbert separabile, X una variabile aleatoria a
valori in H. Allora esiste una successione (Xn)n∈N di variabili aleatorie
semplici (sempre a valori in H) tale che
∀ω ∈ Ω , ‖X(ω)−Xn(ω)‖ −→
n→∞
0 decrescendo .
2. Deﬁniamo ora l'integrale per variabili aleatorie semplici, della forma
che segue
X =
N∑
i=1
xiIAi , Ai ∈ F , xi ∈ H, n ∈ N .
Per ogni B ∈ F si ha∫
B
X(ω)P(dω) :=
N∑
i=1
xiP(Ai ∩B) .
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Osserviamo che questa deﬁnizione è indipendente dalla rappresenta-
zione di X; inoltre valgono le classiche uguaglianze e disuguaglianze
che comunemente usiamo per gli integrali di Lebesgue e, in particolare,
quella per le norme∥∥∥∥∫
B
X(ω)P(dω)
∥∥∥∥ ≤ ∫
B
‖X(ω)‖P(dω)
per la quale ricordiamo che ‖X‖ è una variabile aleatoria reale (propo-
sizione 2.1).
3. Siamo pronti, ora, per dare la deﬁnizione di speranza per una classe di
variabili aleatorie per le quali vale la seguente proprietà∫
Ω
‖X(ω)‖P(dω) <∞ .
Deﬁniamo
E[X] =
∫
Ω
X(ω)P(dω) := lim
n→∞
∫
Ω
Xn(ω)P(dω)
dove (Xn)n∈N è una successione di variabili aleatorie semplici deﬁnite
come sopra. La deﬁnizione appena data è dettata dalle seguenti consi-
derazioni:
se X è una variabile aleatoria a valori in un Hilbert, per il lemma del
punto 1 esiste una successione (Xn)n∈N di variabili aleatorie semplici
che l'approssima puntualmente; dunque si ha che∥∥∥∥∫
Ω
Xm(ω)P(dω)−
∫
Ω
Xn(ω)P(dω)
∥∥∥∥ =+/−X(ω)
=
∥∥∥∥∫
Ω
Xm(ω)−X(ω) +X(ω)−Xn(ω)P(dω)
∥∥∥∥ ≤
≤
∫
Ω
‖X(ω)−Xn(ω)‖P(dω) +
∫
Ω
‖Xm(ω)−X(ω)‖P(dω).
Per il lemma 2.2, entrambi gli integrali convergono decrescendo a zero
e questo ci permette di dare la deﬁnizione di sopra.
2.3 Deﬁnizione dell'operatore di covarianza e
sue proprietà
Nel primo capitolo abbiamo cercato di distaccarci dalla deﬁnizione classica
di matrice di covarianza
Qij = Cov(Xi, Xj)
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per dare spazio ad una deﬁnizione più generale che caratterizzasse la matrice
con la seguente proprietà
∀ v, u ∈ (Rn, 〈; 〉), 〈Qu; v〉 = E [〈X − E[X];u〉〈X − E[X]; v〉] (2.1)
indipendente dalla scelta della base su Rn.
Osservazione 2.3.1. Ricordiamo anche che dato X = (X1, ..., Xn)
E [〈X − E[X];u〉〈X − E[X]; v〉] = Cov(〈X;u〉〈X; v〉).
Ora vogliamo tentare di dare una deﬁnizione funzionale di questa matri-
ce, ovvero vogliamo deﬁnirla come un'applicazione lineare su Rn e sfruttare
poi questa per deﬁnire l'operatore di covarianza su H, che indicheremo con
la stessa lettera Q, per enfatizzarne le analogie.
Proposizione 2.3.
L'applicazione Q : Rn → Rn deﬁnita dalla seguente relazione, in cui 〈; 〉
rappresenta il prodotto scalare euclideo,
u→ E [〈X − E[X];u〉(X − E[X])]
soddisfa la proprietà 2.1
Dimostrazione.
〈Qu; v〉 =
〈
E
[〈
X − E[X];u〉(X − E[X])]; v〉 =
= E
[〈
X − E[X];u〉〈X − E[X]; v〉]
dove abbiamo usato solo la deﬁnizione di Qu e la linearità di speranza e
prodotto scalare.
Arriviamo, dunque, a una generalizzazione sugli spazi di Hilbert sfruttan-
do l'applicazione deﬁnita nella proposizione precedente.
Deﬁnizione 8.
Sia X : (Ω,F) → (H, ‖ · ‖H) tale che E[‖X‖2] < ∞. Chiamiamo operatore
di covarianza l'applicazione Q : H → H deﬁnita come segue:
∀ψ ∈ H Qψ = E [〈X − E[X];ψ〉(X − E[X])]
D'ora in avanti, per snellire la notazione, indicheremo l'usuale norma
operatoriale sugli spazi di Hilbert semplicemente con ‖ · ‖.
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Osservazione 2.3.2. L'applicazione appena deﬁnita soddisfa la proprietà
2.1 sostituendo a u, v ∈ Rn elementi dello spazio di Hilbert considerato.
Vogliamo vedere se questa è una buona deﬁnizione, ovvero se eﬀettiva-
mente Qψ è un elemento di H; lo facciamo sfruttando il teorema di Riesz
(B.3) e dividendo il lavoro in due parti.
1. Qψ ∈ H′ (duale topologico di H) ovvero Qψ : H → R defnita tramite
la seguente relazione
Qψ(ϕ) := 〈Qψ;ϕ〉
è lineare e continua.
Dimostrazione.
La linearità segue immediatamente dalla linearità del prodotto scalare.
Per dimostrare che è continua sfruttiamo il fatto che un operatore li-
neare è continuo se e solo se è limitato (appendice) ovvero è suﬃciente
dimostrare che
∃ C ∈ R tale che ∀ϕ ∈ H ‖Qψ(ϕ)‖R ≤ C‖ϕ‖H.
‖Qψ(ϕ)‖R = |〈Qψ;ϕ〉| =
oss.2.2.1
=
∣∣∣E[〈X − E[X];ψ〉〈X − E[X];ϕ〉]∣∣∣ ≤
C.Schwarz
≤ E
[∥∥X − E[X]∥∥ ‖ψ‖∥∥(X − E[X])∥∥ ‖ϕ‖]≤
≤ E
[∥∥X − E[X]∥∥2 ‖ψ‖] ‖ϕ‖ = ‖ϕ‖C
dove C := E
[
‖ψ‖ ∥∥X − E[X]∥∥2] <∞ per ipotesi.
Qundi concludiamo aﬀermando che Qψ ∈ H.
2. Abbiamo visto che Qψ è un elemento di H′ allora grazie al teorema di
Riesz (appendice) riusciamo ad identiﬁcare Qψ con un elemento di H,
come volevamo.
Dunque l'operatore di covarianza è ben deﬁnito. Ora vogliamo vedere se con
questa deﬁnizione Q è un operatore lineare, semideﬁnitio positivo, limitato,
autoaggiunto e compatto. La dimostrazione delle prime proprietà citate è
abbastanza semplice, per la compattezza invece avremo bisogno di nozioni
più avanzate.
Sia X : (Ω,F) → (H, ‖ · ‖H) una variabile aleatoria tale che E[‖X‖2] <
∞; sia Q l'operatore di covarianza deﬁnito prima allora valgono le seguenti
proposizioni.
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Proposizione 2.4.
Q è un operatore lineare.
Dimostrazione.
La dimostrazione segue chiaramente dalla linearità della speranza e del pro-
dotto scalare.
Ricordiamo la seguente deﬁnizione.
Deﬁnizione 9.
Siano H1 e H2 spazi di Hilbert. Un operatore lineare T : H1 → H2 si dice
limitato se
∃C ∈ R tale che ∀ψ ∈ H1 ‖Tψ‖H2 ≤ ‖ψ‖H1 .
Proposizione 2.5.
Q è un operatore limitato.
Dimostrazione.
Ricordiamo che
‖Qψ‖ = sup
‖ϕ‖=1
|〈Qψ;ϕ〉|
allora
‖Qψ‖ = sup
‖ϕ‖=1
|〈Qψ;ϕ〉| =
= sup
‖ϕ‖=1
E
[
〈X − E[X];ψ〉〈X − E[X];ϕ〉
]
≤
C.Schwarz
≤ sup
‖ϕ‖=1
E
[
‖X − E[X]‖2‖ψ‖‖ϕ‖
]
= C‖ψ‖
dove C := E
[∥∥X − E[X]∥∥2] <∞ e ‖ϕ‖ = 1
Deﬁnizione 10.
Sia H uno spazio di Hilbert, un operatore lineare T su questo spazio si dice
semideﬁnito positivo se
∀ψ ∈ H 〈Tψ;ψ〉 ≥ 0 .
Proposizione 2.6.
Q è semideﬁnito positivo.
Dimostrazione.
Sia ψ ∈ H allora
〈Qψ;ψ〉 = E[〈X − E[X];ψ〉〈X − E[X];ψ〉] =
= E
[〈X − E[X];ψ〉2] ≥ 0 q.c.
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Deﬁnizione 11.
Sia H uno spazio di Hilbert, sia T un operatore limitato su H. T si dice
autoaggiunto se T = T ∗ ovvero se
∀ψ, ϕ ∈ H 〈Tψ;ϕ〉 = 〈ψ;Tϕ〉 .
Proposizione 2.7.
Q è autoaggiunto.
Dimostrazione.
Siano ψ, ϕ ∈ H allora
〈Qψ;ϕ〉 = E[〈X − E[X];ψ〉〈X − E[X];ϕ〉] =
= E
[〈X − E[X];ϕ〉〈X − E[X];ψ〉]=
=
〈
E
[〈X − E[X];ϕ〉(X − E[X])];ψ〉 =
= 〈Qϕ;ψ〉 = 〈ψ;Qϕ〉
dove l'ultima uguaglianza deriva dall'ipotesi che lo spazio di Hilbert su cui
lavoriamo è reale.
A questo punto non ci rimane che dimostrare la compattezza dell'opera-
tore.
Compattezza dell'operatore
Per iniziare diamo una delle deﬁnizioni generali di operatore compatto su
spazi di Hilbert.
Deﬁnizione 12.
Sia H uno spazio di Hilbert, T un operatore limitato sullo stesso e
B := {ψ ∈ H : ‖ψ‖ = 1}. T si dice compatto se T (B) è relativamente
compatto in H.
Usare direttamente questa deﬁnizione per provare la compattezza di Q è
una strada abbastanza impervia, dunque sfruttiamo la compattezza di due
classi speciali di operatori.
É importante tenere conto del fatto che nella seguente deﬁnizione e in
alcuni dei successivi teoremi, useremo il concetto di radice quadrata di un
operatore semideﬁnito positivo; tale nozione non è aﬀatto ovvia e richiedereb-
be una rigorosa giustiﬁcazione. Per non distoglierci dall'obiettivo primario
della tesi, daremo, per ora, per buona la deﬁnizione di
√
A con A semide-
ﬁnito positivo, rimandando i chiarimenti all' appendice A che sarà dedicata
completamente alla giustiﬁcazione di tale complessa nozione.
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Deﬁnizione 13.
Sia H uno spazio di Hilbert, T un suo operatore lineare e limitato; T si dice
a traccia ﬁnita se esiste una base ortonormale E tale che
‖T‖1 :=
∑
e∈E
〈|T |e; e〉 <∞
dove |T | := √T ∗T .
Deﬁnizione 14.
Sia H uno spazio di Hilbert, T un suo operatore lineare e limitato; T si dice
operatore di Hilbert-Schmidt se esiste una base ortonormale E tale che
‖T‖2H.S :=
∑
e∈E
‖Te‖2 <∞
Osservazione 2.3.3. Le due nozione appena date sono strettamente collegate
tra loro, per le norme vediamo che
‖T‖2H.S =
∑
e∈E
‖Te‖2 =
∑
e∈E
〈Te;Te〉 =
∑
e∈E
〈T ∗Te; e〉 =
=
∑
e∈E
〈|T |2e; e〉 = ∥∥|T |2∥∥
1
e viceversa
‖T‖1 =
∑
e∈E
〈|T |e; e〉 = ∑
e∈E
〈
|T | 12 |T | 12 e; e
〉
=
=
∑
e∈E
〈
|T | 12 e; |T | 12 e
〉
=
∥∥∥|T | 12∥∥∥2
H.S
.
Osservazione 2.3.4. Le norme deﬁnite sopra tramite gli operatori Hilbert-
Schmidt e a traccia ﬁnita sono indipendenti dalla scelta della base ortonor-
male, la dimostrazione sará riportata in appendice nella proposizione ??.
Dimostreremo che l'operatore di covarianza è compatto sfruttando i se-
guenti legami
Q ∈ {traccia ﬁnita} ⊂ {Hilbert-Schmidt} ⊂ {compatti}.
Teorema 2.8.
Sia T un operatore H.S. su uno spazio di Hilbert H, allora T è compatto.
Dimostrazione.
Dividiamo la dimostrazione in due parti.
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1. ‖T‖ ≤ ‖T‖H.S infatti
sia ϕ ∈ H unitario, completando ϕ a sistema ortonormale per H otte-
niamo una base F ; dato che la norma H.S. non dipende dalla particolare
scelta della base allora
‖T‖H.S =
√∑
h∈F
‖Th‖2 ≥ ‖Tϕ‖.
Questo vale per ogni elemento unitario dello spazio di Hilbert dunque
si ha
‖T‖H.S ≥ ‖T‖ .
2. Ora dimostreremo che ogni operatore di H.S. può essere approssimato
con un operatore a rango ﬁnito. Questi sono sono compatti , dunque
l'approssimazione garantisce la compatezza dell'operatore H.S. rispetto
alla ‖ · ‖H.S.. Più precisamente vedremo che
∀ > 0 ∃B operatore a rango ﬁnito tale che ‖T −B‖ ≤ .
Sia E un sistema ortonormale di H, dato che T è per ipotesi H.S. allora
troviamo e1, ..., en elementi di E tale che∑
E−{ei}ni=1
‖Te‖2 < 2 .
Deﬁniamo allora B tale che{
B|span(e1,...,en) := T
B|span(e1,...,en)⊥ := 0
Chiaramente, assumendo valori non nulli solo su uno spazio ﬁnito-
dimensionale, B è a rango ﬁnito.
Inoltre, approssima T .
‖T −B‖2H.S. =
∑
e∈E
‖(T −B)e‖2 =
def.B
∑
e∈E−{ei}ni=1
‖Te‖2 ≤ 2 .
Dunque, rispetto alla norma H.S., T è approssimato da un operatore a rango
ﬁnito. Per il punto 1 lo è anche rispetto a ‖ · ‖ infatti, con le stesse notazioni,
vale
‖T −B‖ ≤ ‖T −B‖H.S ≤  .
Ciò prova la compattezza di T .
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Teorema 2.9.
Sia T un operatore a traccia ﬁnita su uno spazio di Hilbert H allora T è un
operatore di H.S, dunque compatto.
Dimostrazione.
Per l'osservazione 2.3.3 si ha ‖T‖2H.S = ‖|T |2‖1, quindi se dimostriamo che
|T |2 è un operatore a traccia ﬁnita quando T lo è abbiamo ﬁnito. Struttu-
riamo la dimostrazione in più passi.
1. Se T è un operatore a traccia fnita allora anche |T | lo è.
Osserviamo che, per come è deﬁnito, |T | è un operatore autoaggiunto
e in particolare si ha che
∣∣|T |∣∣ = √|T |∗|T | = |T |
e dunque ∥∥|T |∥∥
1
= ‖T‖1 .
Quindi, se T è a traccia ﬁnita, anche |T | deve esserlo.
2. Per ogni A operatore H.S. su H, si ha che A|T | e |T |A sono H.S.
Infatti, sia E una base ortonormale di H allora per ogni elemento e ∈ E
vale ∥∥|T |Ae∥∥2 ≤ ∥∥|T |∥∥2‖Ae‖2
grazie alle proprietà delle norme; quindi sommando su tutti gli elementi
della base
∥∥|T |A∥∥
H.S
=
∑
e∈E
∥∥|T |Ae∥∥2 ≤ ∥∥|T |∥∥2∑
e∈E
∥∥Ae∥∥2 = ∥∥|T |∥∥2‖A‖H.S. <∞
dato che |T | è limitato e A è H.S. Lo stesso vale per A|T | considerando
che il trasposto di un operatore H.S. è anch'esso H.S.
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3. |T |2 è a traccia ﬁnita.
‖|T |2‖1 =
∑
e∈E
〈|T |2e; e〉 = ∑
e∈E
〈|T |e; |T |e〉 =
=
∑
e∈E
〈
|T | 12 e; |T | 12 |T |e
〉
≤
C.Schwartz
≤
∑
e∈E
∥∥∥|T | 12 e∥∥∥∥∥∥|T | 12 |T |e∥∥∥ ≤
≤
√∑
e∈E
∥∥∥|T | 12 e∥∥∥2√∑
e∈E
∥∥∥|T | 12 |T |e∥∥∥2 =
def.
=
∥∥∥|T | 12∥∥∥
H.S.
∥∥∥|T | 12 |T |∥∥∥
H.S.
≤
punto2
≤
∥∥∥|T | 12∥∥∥
H.S.
∥∥∥|T | 12∥∥∥
H.S.
‖|T |‖ =
2.3.3
= ‖T‖21
∥∥|T |∥∥ <∞
dove l'ultima uguaglianza è dovuta dal fatto che T è a traccia ﬁnita per
ipotesi, inoltre dal punto 1 abbiamo che |T | è a traccia ﬁnita e dunque
limitato.
Proposizione 2.10.
Q è un operatore a traccia ﬁnita, quindi compatto.
Dimostrazione.
Come prima cosa ricordiamo che Q è autoaggiunto quindi |Q| = √Q2 = Q.
Sia ora E una qualsiasi base ortonormale di H e supponiamo, a meno di
ritraslare, che X sia una variabile aleatoria centrata allora∑
e∈E
〈|Q|e; e〉 =
∑
e∈E
〈Qe; e〉 =
def.
∑
e∈E
E
[
〈X; e〉〈X; e〉
]
=
= E
[∑
e∈E
〈X; e〉2
]
= E
[
‖X‖2
]
<∞
dove l'ultima disuguaglianza vale per le ipotesi poste sulla variabile aleatoria
X. Quindi l'operatore di covarianza è un operatore a traccia ﬁnita, questo
ci garantisce la compattezza di Q grazie a quanto provato prima.
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2.4 Decomposizione spettrale per operatori com-
patti e autoaggiunti
Abbiamo visto, nei precedenti paragraﬁ, che l'operatore di covarianza ha pro-
prietà molto simili alla matrice di covarianza; quindi, supponiamo che anche
la decomposizione spettrale possa avere il suo analogo funzionale. Nelle se-
guenti pagine vorremmo completare la teoria di PCA su spazi di Hilbert tro-
vando la decomposizione spettrale diQ; avremo bisogno di passare attraverso
la più ampia e generale teoria spettrale per operatori compatti e autoaggiun-
ti. La seguente sezioni avrà, dunque, un carattere tecnico-introduttivo che ci
permetterà di giungere alla conclusione desiderata nell'ultimo paragrafo del
capitolo.
2.4.1 Risultati preparatori
I seguenti paragraﬁ avranno un carattere piuttosto teorico costruttivo in
quanto deﬁniremo alcuni oggetti fondamentali e dimostreremo risultati pre-
paratori per la teoria spettrale che andremo a sviluppare.
Deﬁnizione 15.
• Sia T un operatore lineare su H.
ρ(T ) := {λ ∈ R : (T − λI)è bigettivo da H in H}
si chiama insieme risolvente di T .
• Il complementare di ρ(T ) si chiama spettro di T ; più precisamente,
chiamiamo spettro di T il seguente insieme
σ(T ) := {λ ∈ R : (T − λI) non è bigettivo da H in H} .
Gli insiemi di sopra ci inducono a dare una deﬁnizione precisa di autova-
lore e autospazio di un operatore.
Deﬁnizione 16.
Chiamiamo autovalore di un operatore T su H un λ ∈ R tale che
Ker(T − λI) 6= {0}
e Ker(T − λI) è l'autospazio di T relativo a λ.
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Notazione: Indichiamo con σp(T ) l'insieme di tutti gli autovalori di T ,
in accordo con una delle notazioni proposte da Brezis [11].
Osservazione 2.4.2. In generale σp(T ) ⊂ σ(T ) infatti se per un determinato
λ si ha Ker(T − λI) 6= {0} allora, per lo stesso λ, (T − λI) non è iniettivo
e a maggior ragione non può essere bigettivo.
Osservazione 2.4.3. Se H è ﬁnito-dimensionale allora l'insieme degli au-
tovalori di T e il suo spettro coincidono.
Prima di soﬀermarci sulle proprietà degli oggetti sopra deﬁniti, dimostria-
mo un importante risultato dovuto a Riesz.
Lemma 2.11.
Sia H uno spazio di Hilbert, M ⊂ H un sottospazio proprio chiuso e lineare
allora
∀ > 0 ∃ψ ∈ H tale che ‖ψ‖ = 1 e dist(ψ,M) ≥ 1− .
Questo lemma vale più in generale per ogni spazio vettoriale normato
Dimostrazione.
Sia ϕ ∈ H −M , dato che M è chiuso
d := dist(ϕ,M) > 0 .
Scegliamo ora, m0 ∈M tale che
d ≤ ‖ϕ−mo‖ ≤ d
1− 
e deﬁniamo ψ come segue
ψ :=
ϕ−m0
‖ϕ−m0‖ .
Si vede facilmente che ψ è un vettore unitario, inoltre appartiene a H essendo
somma di suoi elementi. Per concludere dobbiamo veriﬁcare che dist(ψ,M) ≥
1− .
Ricordiamo che
dist(ψ,M) := inf{dist(ψ,m) : m ∈M}
quindi ci basta veriﬁcare che per un qualsiasi m ∈M vale
dist(ψ,m) = ‖ψ −m‖ ≥ 1− .
26
Vediamolo.
‖ψ −m‖ =
∥∥∥∥ ϕ−m0‖ϕ−m0‖ −m
∥∥∥∥ =
=
1
‖ϕ−m0‖
∥∥ϕ− (m0 +m‖ϕ−m0‖)∥∥ =
=
1
‖ϕ−m0‖
∥∥ϕ− l‖ ≥
≥ d‖ϕ−m0‖ ≥ 1− 
dove l := m0 +m‖ϕ−m0‖ e appartiene a M in quanto combinazione lineare
di suoi elementi, quindi ‖ϕ− l‖ ≥ d.
Proprietà di spettri e insiemi risolventi
Proposizione 2.12.
Sia T un operatore compatto su uno spazio di Hilbert H di dimensione inﬁ-
nita. Valgono le seguenti aﬀermazioni
1. Ker(I − T ) = {0} ⇔ rango(I − T ) = H.
2. σ(T )− {0} = σp(T )− {0}
3. Sia (λn)n≥1 una successione di valori reali distinti convergente a λ ∈ R
e tale che
∀n, λn ∈ σ(T )− {0}
allora λ = 0.
Dimostrazione.
1. ⇒:
Sia Ker(I −T ) = {0}, supponiamo per assurdo che rango(I −T ) 6= H
e deﬁniamo H1 := rango(I − T ) = {Tψ : ψ ∈ H}. H1 è uno spazio
di Hilbert avendo ereditato norma e completezza della stessa da H.
Consideriamo ora T|H1 . Si ha che
T (H1) ⊂ H1
per come abbiamo deﬁnito H1; dunque, in particolare l'immagine della
palla unitaria tramite T|H1 sarà relativamente compatta in H1, questo
ci dice che T|H1 è un operatore compatto su H1. Deﬁniamo allora
Hn := (I − T )n(H)
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dato che (I − T ) è un operatore iniettivo per ipotesi, si ha che
Hn 6= Hn−1 e Hn ⊂ Hn−1 .
Abbiamo ottenuto una successione decrescente di spazi di Hilbert . Per
il lemma 2.11 applicato ad ogni Hn, scegliendo  = 1
2
, riusciamo a
costruire una successione (ψn)n≥1 tale che
• ∀n ψn ∈ Hn;
• ∀n ‖ψn‖ = 1;
• dist(ψn,Hn+1) ≥ 1
2
.
Allora
∀ n > m Hn+1 ⊂ Hn ⊂ Hm+1 ⊂ Hm
e allora hm+1 := −(ψn − Tψn) + (ψm − Tψm) + ψn è un elemento di
Hm+1.
Grazie a questo possiamo riscrivere Tψn − Tψm e otteniamo
‖Tψn − Tψm‖ = ‖hm+1 − ψm‖ ≥ inf
h∈Hm+1
dist(h, ψm) =
= dist(Hm+1, ψm) ≥ 1
2
.
Ciò signiﬁca che abbiamo costruito una successione (ψn)n≥1 la cui im-
magine tramite T non converge nella palla unitaria di H1; questo è
assurdo perchè avevamo dimostrato che T|H1 era compatto. Possiamo
concludere, dunque, aﬀermando che H1 = H come volevamo.
⇐:
Sia rango(I − T ) = H allora per la proposizione B.2 dell' appendice
vale che
Ker(I − T ∗) = (rango(I − T ))⊥ = {0} .
Inoltre T ∗, come T , è un operatore lineare e compatto di H allora dato
che {0} = Ker(I − T ∗), ancora per B.2, si ha che
{0} = (rango(I − T ∗))⊥ .
Ora possiamo conludere in quanto, applicando nuovamente B.2, otte-
niamo
Ker(I − T ) = (rango(I − T ∗))⊥ = {0}
che è esattamente ciò che volevamo.
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2. Sia λ ∈ σ(T ), supponiamo per assurdo che λ sia diverso da zero e
autovalore di T , allora si deve avere che
Ker(T − λI) = {0} .
Dunque, per il punto precedente, si ha
rango(T − λ I) = H
ma allora T −λ I è invertibile e, per deﬁnizione di risolvente, λ ∈ ρ(T ).
Assurdo per ipotesi.
3. Per ipotesi si ha che ∀n λn ∈ σ(T ) − {0}, quindi per il punto prece-
dente, ∀n λn ∈ σp(T )−{0} cioè tutti i λn sono autovalori non nulli di
T . Allora, ∀n esiste un'autofunzione en 6= 0 di T corrispondente a λn.
Sia En := span(e1, ..., en) notiamo che
• En ⊂ En+1 = span(e1, ..., en, en+1);
• En 6= En+1 infatti, se così non fosse, allora ogni elemento di En+1
si potrebbe scrivere come combinazione lineare di e1, ..., en e in
particolare en+1 =
∑n
i=1 αiei. In questo caso, applicando T , avrei
λn+1
n∑
i=1
αiei = λn+1en+1 = Ten+1 =
n∑
i=1
Tαiei =
n∑
i=1
αiλiei
questo implica che
n∑
i=1
αi(λi − λn+1)ei = 0
cioè λi − λn+1 = 0 ∀i. Dato che λi sono tutti diversi per ipotesi,
avrei che λi = 0 ∀i = 1, ..., n+ 1; questo è assurdo.
• Gli En hanno dimensione ﬁnita.
Applichiamo ora il lemma 2.11 ad ogni En−1, En; costruiamo dunque
una successione (ψn)n≥1 di vettori unitari tale che
∀ n ≥ 1, ψn ∈ En e ∀n ≥ 2, dist(ψn, En−1) ≥ 1
2
.
Vale anche
∀ 2 ≤ m < n Em−1 ⊂ Em ⊂ En−1 ⊂ En
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e in particolare si ha
(T − λnI)En ⊂ En−1
grazie alle seguenti uguaglianze con y =
∑n
i=1 αiei ∈ En
(T − λnI)y =
n∑
i=1
(λi − λn)αiei =
n−1∑
i=1
λiαiei ∈ En−1 .
Quindi∥∥∥∥Tψnλn − Tψmλm
∥∥∥∥ = ∥∥∥∥(Tψn − λψn)λn + ψn − (Tψm − λψm)λm − ψm
∥∥∥∥ =
= ‖ψn − l‖ ≥ dist(ψn, En−1) ≥ 1
2
dove l := −
(
(Tψn − λψn)
λn
− (Tψm − λψm)
λm
− ψm
)
e appartiene a En−1
per quanto detto precedentemente.
Ora possiamo concludere infatti, se λn → λ e λ 6= 0 allora avrei che (Tψn)n≥1
non sarebbe convergente, avendo
∥∥∥∥Tψnλn − Tψmλm
∥∥∥∥ ≥ 12 ; ciò è assurdo dato che
T è un operatore compatto.
Prima di passare al teorema spettrale, proviamo altri due risultati foda-
mentali per la decomposizione seguendo l'approccio di Brezis [11].
Teorema 2.13. (Riesz)
Sia H uno spazio di Hilbert, se BH := {ϕ ∈ H : ‖ϕ‖ ≤ 1} è compatto allora
H ha dimensione ﬁnita.
Il teorema vale più in generale per H spazio vettoriale normato
Dimostrazione.
Supponiamo per assurdo che H abbia dimensione inﬁnita; allora esiste una
successione di (Hn)n≥1 contenuti in H tale che
1. dimHn <∞;
2. ∀ n ≥ 1 Hn ⊂ Hn+1;
3. ∀n ≥ 1 Hn 6= H.
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Le caratteristiche di BH ci permettono di applicare il lemma 2.11 come nel-
la dimostrazione del teorema precedente. Grazie a ciò otteniamo una suc-
cessione (ψn)n≥1 di BH come prima (cfr. dim.3 Prop.2.12), per la quale
vale
‖ψn − ψm‖ ≥ 1
2
∀ m < n .
Abbiamo dunque ottenuto una successione di BH che non converge, ciò è
assurdo essendo BH compatto.
Lemma 2.14.
Sia T un operatore lineare, autoaggiunto e compatto su H tale che σ(T ) = {0}
allora T = 0.
Dimostrazione.
Supponiamo per assurdo che T 6= 0, deve quindi esistere un ϕ in H − {0}
tale che Tϕ 6= 0. Inoltre per la proprietà di simmetria vale che
〈Tϕ;ψ〉 = 〈ϕ;Tψ〉 ∀ψ ∈ H
che, per linearità del prodotto scalare, equivale alla seguente uguaglianza
〈(T − I)ϕ;−(T − I)ψ〉 = 0 .
Per ipotesi abbiamo che σ(T ) = {0}, questo vuol dire che
∀λ 6= 0 (T − λI) è bigettiva e qundi invertibile in H .
In particolare (T−I) è invertibile in H, quindi l'uguaglianza di sopra diventa
〈ϕ;−ψ〉 = 0 ∀ψ ∈ H
si ha dunque che ϕ = 0; assurdo.
2.4.4 Il teorema spettrale
Dopo le fondamenta tecniche che abbiamo gettato nel paragrafo precedente,
siamo pronti ora ad aﬀrontare dettagliatamente la diagonalizzazione di un
operatore compatto e autoaggiunto.
Teorema 2.15.
Sia H uno spazio di Hilbert separabile, T un operatore su H compatto e
autoaggiunto allora esiste una base di Hilbert {en}n∈N ortogonale e numerabile
tale che
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• ∀n, en è autovettore di T ;
• Sia Hn l'autospazio relativo all'ennesimo autovalore, allora ogni ψ ∈ H
può essere scritto nel seguente modo
ψ =
∞∑
n=1
〈ψ; en〉en
dove en ∈ Hn;
• Sia λn l'autovalore di T associato a enallora
Tψ =
∞∑
n=1
λn〈ψ; en〉en ;
• Sia Tkψ =
∑k
n=1 λn〈ψ; en〉en, allora ‖Tk − T‖ −→
k→∞
0.
Dimostrazione.
Sia (λn)n≥1 una successione di autovalori distinti e non nulli di T ;
En := Ker(T − λnI) l'autospazio corrispondente.
Deﬁniamo inoltre λ0 := 0 e E0 = Ker(T ).
Osserviamo che
• 0 < dimEn < ∞. Infatti, T è un operatore compatto quindi T (Bn) è
relativamente compatto (Bn è la palla unitaria in En) e vale che
∀n ≥ 1, Bn ⊂ T (Bn) ;
questo ci dice che anche Bn è compatto e allora, applicando il teorema
di Riesz 2.13, è chiaro che dimEn <∞.
• 0 ≤ dimE0 ≤ ∞ essendo un sottaspazio di uno spazio di Hilbert
inﬁnito.
L'obiettivo della dimostrazione sarà dimostrare che lo spazio generato da
tutti gli En è denso in H, in questo modo ottengo che ogni elemento di H
può essere approssimato con elementi di En e quindi può essere scritto come
combinazione lineare degli stessi; se dimostriamo anche che gli En sono tra
loro ortogonali arriviamo esattamente a ciò che volevamo trovando una base
di H formata da autofunzioni di T .
Iniziamo a vedere che gli En sono ortognali tra loro, cioè proviamo che
H =
⊕
n≥0
En .
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Siano ψ ∈ En e ϕ ∈ Em con n 6= m, si ha che
Tψ = λnψ e Tϕ = λmϕ .
Dunque
λn〈ψ;ϕ〉 = 〈Tψ;ϕ〉 =
simmetria
〈ψ;Tϕ〉 = λm〈ψ;ϕ〉
il che implica che
(λn − λm)〈ψ;ϕ〉 = 0 .
Ora, ricordiamo che λn 6= λm per ipotesi e dunque l'uguaglianza di sopra ci
dice che
〈ψ;ϕ〉 = 0
cioè
En ⊥ Em ∀n,m ≥ 0 .
A questo punto, deﬁniamo F := span
(
(En)n≥0
)
e dimostriamo che
F = H .
Osserviamo che
• T (F ) ⊂ F , dato che F è generato dagli autospazi di T .
• T (F⊥) ⊂ F⊥, infatti siano ϕ ∈ F e ψ ∈ F⊥ si ha che
〈Tψ;ϕ〉 = 〈ψ;Tϕ〉 =
Tϕ∈F
0
e dunque Tψ ∈ F⊥.
Deﬁniamo T0 := T|F⊥ , se dimostriamo che σ(T0) = {0} allora, per il lemma
2.14 , abbiamo che T0 = 0 ovvero T è nullo su F⊥ . Da questo viene che
F⊥ ⊂ Ker(T ) = E0 .
Inoltre, dalla deﬁnizione di F è chiaro che E0 ⊂ F . Unendo le informazioni
di sopra si ha
F⊥ ⊂ E0 ⊂ F
e allora deve essere F⊥ = {0}, dato che F 6= {0}, da cui viene la densità di
F in H come volevamo. Dimostriamo, perconcludere, che eﬀettivamente vale
la seguente proprietà
T0 := T|F⊥ ⇒ σ(T0) = {0} .
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Supponiamo per assurdo che non valga l'implicazione di sopra, allora esiste
λ ∈ σ(T0)− {0} ed esiste ϕ ∈ F⊥ − {0} tale che
T0ϕ = λϕ .
Inoltre per la proposizione 2.12 vale σ(T0)−{0} = σp(T0)−{0} quindi il λ di
sopra è in particolare un autovalore di T0 e quindi di T ; dunque deve esistere
un n ≥ 1 tale che λ = λn e allora ϕ ∈ En ⊂ F . Ma ricordiamo che ϕ ∈ F⊥
per ipotes,i quindi ϕ ∈ F ∩ F⊥ = {0} cioè
ϕ = 0
assurdo. Dunque in realtà σ(T0) = {0} e quindi abbiamo dimostrato che F
è denso in H.
A questo punto, per ogni n ≥ 0 possiamo scegliere una base di En; l'unione
di tutte queste genera una base di Hilbert ortogonale e numerabile composta
da autofunzioni di T . Allora,
∀ψ ∈ H, ψ =
∞∑
n=1
〈ψ; en〉en dove en ∈ En .
Osserviamo che l' esistena di una base per E0 è garantita dal fatto che que-
sto è un sottospazio di uno spazio di Hilbert, e quindi esso stesso un Hilbert;
mentre per gli En l'esistenza di una base è ovvia grazie alla dimensione ﬁnita.
Completiamo ora la dimostrazione, provando le proprietà esposte nell'e-
nunciato.
• Sia ψ ∈ H , allora
Tψ =
∞∑
n=1
λn〈ψ; en〉en .
Questa proprietà deriva dalla scrittura di ψ in termini di combinazione
lineare degli elementi della base e dal fatto che Ten = λnen, essendo en
autofunzioni.
• Sia Tk come nell' enunciato precedente, allora
‖Tk − T‖ −→
k→∞
0 .
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Ricordiamo che Tkψ =
∑k
n=1 λn〈ψ; en〉en e osserviamo che è un opera-
tore a rango ﬁnito.
‖Tk − T‖ = sup
‖ψ‖=1
‖(Tk − T )(ψ)‖ =
= sup
‖ψ‖=1
∥∥∥∥∥
k∑
n=1
λn〈ψ; en〉en −
∞∑
n=1
λn〈ψ; en〉en
∥∥∥∥∥ =
= sup
‖ψ‖=1
∥∥∥∥∥−
∞∑
n=k+1
λn〈ψ; en〉en
∥∥∥∥∥ ≤
≤ sup
n≥k+1
| − λn| sup
‖ψ‖=1
∥∥∥∥∥
∞∑
n=k+1
〈ψ; en〉en
∥∥∥∥∥ ≤
≤ sup
n≥k+1
|λn| sup
‖ψ‖=1
∥∥∥∥∥
∞∑
n=1
〈ψ; en〉en
∥∥∥∥∥ =
= sup
n≥k+1
|λn| sup
‖ψ‖=1
‖ψ‖ = sup
n≥k+1
|λn| .
Possiamo dunque concludere ricordando che valgono le ipotesi del punto
3 della proposizione 2.12 e quindi
sup
n≥k+1
|λn| −→
k→∞
0
come volevamo.
Il teorema spettrale ci permette dunque di diagonalizzare un operatore
compatto e autoaggiunto attraverso una base di Hilbert numerabile; questa
è formata unendo una qualsiasi scelta di basi degli autospazi di T .
2.5 Il caso di Q e le componenti principali
Nel primo capitolo abbiamo visto che l'obiettivo matematico di PCA si ridu-
ceva a trovare una base di Rn formata da autovettori della matrice di cova-
rianza Q; questi autovettori, chiamati componenti principali, erano ottenuti
diagonalizzando proprio la matrice di covarianza con il ben noto teorema
spettarle. Inoltre le variabili Vi, ottenute proiettando il vettore aleatorio su
l'ennesimo autospazio, rispondevano esattamente al tentativo di creare varia-
bili aleatorie scorrelate e con varianza massima. Grazie al teorema spettrale
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appena dimostrato riusciamo a ottenere gli stessi risultati per l'operatore Q.
Come prima cosa ricordiamo che Q è autoaggiunto, compatto, semideﬁnito
positivo oltre che lineare e limitato, quindi senza nessuna ulteriore ipotesi
possiamo applicare il teorema spettrale. Dunque è garantita l'esistenza di
una base ortogonale {en}n∈N di H costituita da autofunzioni di Q tale che
∀ψ ∈ H Qψ =
∑
n≥1
λn〈ψ; en〉en
dove λn indica l'autovalore corrispondente all'ennesima autofunzione; a meno
di normalizzare, possiamo suppore che la base di autofunzioni sia una base
ortonormale. Tuttavia le altre caratteristiche di Q ci permettono di avere
qualcosa in più.
Proposizione 2.16.
Siano λn gli autovalori di Q, dato che Q è semideﬁnito positivo allora
λn ≥ 0 ∀n .
Dimostrazione.
Sia en un autovettore di Q allora, grazie alla semideﬁnta positività, si ha che
0 ≤ 〈Qen; en〉 = 〈λnen; en〉 = λn‖en‖ = λn .
Proposizione 2.17.
Siano λn gli autovalori di Q, dato che Q è autoaggiunto allora
λn ∈ R ∀n .
Dimostrazione.
Sia en un'autofunzione di Q e λn il suo autovalore corrispondente, valgono le
seguenti uguaglianze
λn = 〈λnen; en〉 = 〈Qen; en〉 = 〈en;Qen〉 = 〈en;λnen〉 = λn
cioè λn è reale.
Le ultime due proposizioni ci permettono di ordinare gli autovalori.
Indichiamo con λ1 l'autovalore massimo e con e1 l'autofunzione corrispon-
dente, scelta come vettore della base; gli autovalori rispetteranno dunque il
seguente ordine
λ1 ≥ λ2 ≥ ... ≥ λn ≥ ....
Se dimostriamo che le autofunzioni hanno varianza massima abbiamo ottenu-
to ciò che volevamo, ovvero le en rappresenteranno le componenti principali
funzionali e 〈X; en〉 le nuove variabili.
Valgono i seguenti teoremi.
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Teorema 2.18.
Sia X una variabile aleatoria a valori in H (Hilbert reale e separabile), sia
E = {en}n∈N una base di autovettori come nel teorema spettrale. Allora per
ogni j naturale ﬁssato si ha che
ej = argmax
ψi : 〈ψi;ψl〉=δil
j∑
i=1
V ar
(〈X;ψi〉)
Dimostrazione.
Assumiamo, senza ledere la generalità, cheX sia centrata. Dopo aver chiarito
la deﬁnizione di varianza la dimostrazione procede esattamente come il caso
ﬁnito ??.
V ar
(〈X;ψ〉) = Cov(〈X;ψ〉〈X;ψ〉) = E[〈X;ψ〉〈X;ψ〉] = 〈Qψ;ψ〉 .
Il teorema appena dimostrato corrisponde al teorema 1.3 che assicurava
anche la minima perdita di informazioni approssimando X attraverso la base
di autovettori; la stessa proprietà del teorema 1.3 è soddisfatta per il caso
inﬁnito.
In particolare vale il seguente corollario.
Corollario 2.19.
Assumendo le ipotesi del teorema precedente, si ha che
argmax
ψ∈H , ‖ψ‖=1
V ar (〈X;ψ〉) = e1
e più in generale
argmax
ψ∈ span(e1,...,ej)⊥ , ‖ψ‖=1
V ar (〈X;ψ〉) = ej+1 .
Siamo quindi riusciti a caratterizzare le autofunzioni come gli elementi
dello spazio che massimizzano la varianza di 〈X;ψ〉, dunque se deﬁniamo
Vi = 〈X; ei〉
per ogni i si ha che
V ar(Vi) = V ar
(〈X; ei〉) = 〈Qei; ei〉 = 〈λiei; ei〉 = λi .
Inoltre le Vi sono scorrelate tra loro infatti
Cov(Vi;Vj) = 〈Qei; ej〉 = λiδij .
Allora possiamo concludere dando le seguenti deﬁnizioni.
37
Deﬁnizione 17.
• Deﬁniamo componenti principali funzionali su H le e1, ..., en, ...
ottenute dal teorema spettrale;
• Chiamiamo nuove variabili del problema le Vi = 〈X, ei〉.
Con queste deﬁnizioni abbiamo raggiunto l'obiettivo matematico del me-
todo PCA su spzi di Hilbert e contemporaneamente parte di quello statistico,
infatti, con le nuove variabili abbiamo la possibilità di avere una migliore
visuale delle informazioni contenute nella variabile aleatoria hilbertiana ori-
ginale. Per raggiungere l'altro obiettivo statistico, cioè ridurre la dimensione
del problema, dovremmo scegliere un numero ﬁnito di questa quantità nume-
rabile di componenti principali. Lo facciamo con gli stessi criteri illustrati nel
primo capitolo, deﬁnendo allo stesso modo varianza complessiva e varianza
cumulativa spiegata; l'unica accortezza che bisogna avere è ﬁssare un numero
N di componenti principali prima di usare le deﬁnizioni di sopra. Tuttavia
riprenderemo questi aspetti nel capitolo 4, dove tratteremo il legame tra la
teoria sviluppata nei primi tre capitoli e l'utilizzo pratico della stessa.
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Capitolo 3
Analisi delle componenti
principali funzionale (fPCA)
Alcuni dei dati che vengono analizzati statisticamente presentano una strut-
tura funzionale più che vettoriale; ogni singola osservazione può essere una
curva, una superﬁcie o più in generale una funzione. In questo caso la natu-
ra dei dati è strettamente inﬁnito-dmensionale e l'analisi multivariata, come
quella che abbiamo visto nel primo capitolo, perde di signiﬁcato anche se,
in realtà, ciò che nella pratica viene analizzato è un set di dati discreto con
andamento funzionale. Un data-set formato da serie storiche è il più im-
mediato esempio di dati funzionali; queste sono realizzazioni, traiettorie, di
uno speciﬁcato processo stocastico e quest'ultimo ha una natura fortemente
teorica e funzionale. In previsione dell'applicazione di PCA proprio alle serie
storiche, ci proponiamo di ampliare la teoria di PCA per variabili aleatorie
in spazi di Hilbert a processi stocastici in L2(I) dove I è un intervallo chiuso
di R. L'analisi delle componeni principali applicata a processi stocastici, in
teoria, e a serie storiche, in pratica, prende il nome di fPCA (functional prin-
cipal component analysis). In questo capitolo ci occuperemo di fornire una
solida teoria di fPCA, nei successivi invece ci occuperemo delle applicazio-
ni di questo metodo statistico. Nella teoria che svilupperemo, supponiamo
di considerare I l'insieme del tempo, tuttavia quanto descriveremo si può
estendere, senza particolari cambiamenti, a variabili aleatorie spaziali per le
quali I sarà un qualsiasi sottospazio compatto di Rn. Non ci soﬀermeremo
su ciò dato che le applicazioni di fPCA che vedremo saranno concerni le serie
storiche.
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3.1 Ambientazione e struttura del problema
Abbiamo visto, nel secondo capitolo, come estendere la teoria di PCA da Rn
a un generico spazio di Hilbert di dimensione inﬁnita; vogliamo ora conside-
rare un particolare spazio di Hilbert e cercare di capire se in questo riusciamo
ad avere una struttura ancora più chiara di quella presentata per H. Am-
bienteremo la teoria di fPCA in (L2(I), ‖ · ‖2) dove la norma è indotta dal
prodotto scalare 〈; 〉2; ricordiamo che
• I è un intervallo compatto di R;
• ∀ f, g ∈ L2(I) , 〈f ; g〉2 :=
∫
I
f(t)g(t)dt;
• ∀f ∈ L2(I), ‖f‖2 :=
√∫
I
|f(t)|2dt.
Gli oggetti che considereremo in questa sezione saranno processi stocastici in
L2(I) che deﬁniamo come segue.
Deﬁnizione 18.
Un processo stocastico misurabile in L2(I) è una famiglia di variabili aleatorie
reali (Xt)t∈I tale che
‖Xt‖2 =
√∫
I
|Xt|2dt <∞ q.c..
Per collegarci al capitolo 2 e sfruttare parte della teoria già approfondita in
esso, esprimiamo la deﬁnizione appena data dal punto di vista delle variabili
aleatorie in L2(I).
Deﬁnizione 19.
Un processo stocastico in L2(I) è una variabile aleatoria
X : Ω −→ L2(I) ⊂ RI tale che E[‖X‖22] <∞ .
Osserviamo che le due deﬁnizioni sono interscambiambili.
A questo punto abbiamo bisogno di deﬁnire speranza e operatore di cova-
rianza per aﬀrontare i successivi passi per fPCA, lo facciamo partendo dalle
giò note deﬁnizioni utilizzate in precedenza.
Deﬁnizione 20.
Sia X la variabile aleatoria associata al processo stocastico deﬁnita sopra. La
speranza di X è una funzione µ : I −→ R tale che
∀ t ∈ I µ(t) := E[Xt(ω)] .
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Per l'operatore di covarianza, consideriamo la deﬁnizione già data nel
capitolo precedente, guardandola anche da un diverso punto di vista tramite
le seguenti uguaglianze.
Qψ = E
[
〈Xt(ω)− µ(t);ψ(t)〉2
(
Xs(ω)− µ(s)
)]
=
= E
[( ∫
I
(
Xt(ω)− µ(t)
)
ψ(t)dt
) (
Xs(ω)− µ(s)
)]
=
=
∫
I
E
[
(Xt(ω)− µ(t))(Xs(ω)− µ(s))
]
ψ(t)dt =
=
∫
I
C(t, s)ψ(t)dt
dove C(t, s) := E
[(
Xt(ω) − µ(t)
)
(Xs(ω) − µ(s))
]
è la funzione di covarian-
za C : I × I −→ R; assumeremo che tale funzione sia continua. Abbiamo
dunque riscritto l'usuale operatore Q come un operatore nucleo indotto dalla
funzione di covarianza, useremo l'una o l'altra caratterizzazione a seconda
delle necessità.
Lo scopo matematico di fPCA, come quello di PCA, è riscrivere il processo
stocastico in una base diversa fatta da autofunzioni dell'operatore di cova-
rianza. Per fare questo è strettamente necessario l'utilizzo del teorema spet-
trale. In L2(I) non solo riusciamo a scirvere X come combinazione lineare
delle autofunzioni di Q ma riusciamo a dare una speciﬁca caratterizzazione
delle proiezioni del processo sugli assi principali e fare lo stesso anche per la
funzione di covarianza C(t, s). Lo faremo tramite due teoremi che si servono
del teorema spettrale. Osserviamo comunque che per utilizzare il teorema
spettrale è necessario che l'operatore di covarianza sia compatto, limitato,
autoaggiunto, semideﬁnito positivo e lineare. Per quanto già visto, l'opera-
tore Q guardato dalla prospettiva generale dell capitolo precedente soddisfa
già tutte queste proprietà. Quello che vogliamo fare ora è capire come si
trasmettono tali caratteristiche operatoriali alla funzione di covarianza.
1. La simmetria e la linearità dell'operatore si traducono in simmetria e
linearità della funzione di covarianza. Osserviamo che, per deﬁnizione,
la funzione C(t, s) è chiaramente simmetrica e lineare nelle sue variabili
senza l'aggiunta di ulteriori ipotesi.
2. La semideﬁnita positività dell'operatore, come il punto 1, non impone
di considerare altre ipotesi sulla natura di C(t, s); essa infatti risulta
essere sempre garantita grazie alle seguenti uguaglianze che valgono per
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ogni ψ ∈ L2(I).
〈Qψ;ψ〉2 =
∫
I
(∫
I
C(t, s)ψ(t)dt
)
ψ(s)ds =
=
∫
I×I
(
E
[(
Xt − µ(t)
)(
Xs − µ(s)
)])
ψ(t)ψ(s)dtds =
= E
[∫
I
(
Xt − µ(t)
)
ψ(t)dt
∫
I
(
Xs − µ(s)
)
ψ(s)ds
]
=
= E
[(∫
I
(Xt − µ(t))ψ(t)dt
)2]
≥ 0 .
3. La limitatezza di Q è garantita assumendo C(t, s) in L2(I). Infatti
∀ψ ∈ L2(I) valgono le seguenti
‖Qψ‖2 =
∫
I
∣∣Qψ(s)∣∣2ds = ∫
I
∣∣∣∣∫
I
C(t, s)ψ(t)dt
∣∣∣∣2 ds ≤
C.S.
≤
∫
I
∣∣∣∣∫
I
∣∣C(t, s)∣∣2dt∣∣∣∣ ∣∣∣∣∫
I
|ψ(t)|2dt
∣∣∣∣ ds =
=
∫
I
∫
I
∣∣C(t, s)∣∣2dt ds ∫
I
‖ψ‖22ds =
= ‖C(t, s)‖2L2(I×I)|I|‖ψ‖22 = Cost ‖ψ‖22
dove Cost := ‖C(t, s)‖2L2(I×I)|I| se ‖C(t, s)‖2L2(I×I) < ∞; quindi è
suﬃciente assumere che la funzione di covarianza sia L2(I × I).
4. La compattezza dell'operatore non si trasmette direttamente a C(t, s).
Ricordiamo che per dimostrare tale proprietà abbiamo sfruttato il fat-
to che l'operatore di covarianza fosse H.S.; l'idea quindi è vedere quali
proprietà bisogna eventualmente supporre abbia C(t, s) per assicurarci
che l'operatore Q sia H.S. Nel seguente teorema dimostremo che l'ipo-
tesi C(t, s) ∈ L2(I) è necessaria e suﬃciente per avere Q H.S.e quindi
compatto.
Prima di enunciare e dimostrare il risultato annunciato sopra, ricordiamo
un importante lemma che dimostreremo in appendice.
Lemma 3.1. B.5
Siano {en}n∈N e {fm}m∈N due basi ortonormali di L2(I). Per ogni n,m
numeri naturali, deﬁniamo gnm(s, t) := en(s)fm(t); allora {gnm}(n,m)∈N×N è
una base ortonormale di L2(I × I).
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Teorema 3.2.
Sia T : L2(I) −→ L2(I) un operatore limitato. T è di Hilbert Schimidt se
e solo se esiste un nucleo K(t, s) in L2(I × I) che induce T nella seguente
accezione
Tψ(t) :=
∫
I
K(t, s)ψ(s)ds ∀ψ ∈ L2(I) .
Dimostrazione.
⇐: Supponiamo che K(t, s) sia un nucleo in L2(I× I) che induce T . Siano
{en}n∈N e {fm}m∈N due basi ortonormali di L2(I); per il lemma B.5, se deﬁ-
niamo gnm(s, t) := en(s)fm(t), allora {gnm}(n,m)∈N×N è una base ortonormale
di L2(I × I). Quindi∑
n∈N
‖Ten‖22 =
∑
n∈N
〈Ten;Ten〉2 =
fmbase
∑
n∈N
∑
m∈N
|〈Ten; fm〉2|2 =
=
∑
n,m∈N
∣∣∣∣∫
I
fm(s)ds
∫
I
K(t, s)en(t)dt
∣∣∣∣2 =
=
∑
n,m∈N
∣∣∣∣∫
I×I
K(t, s) enfmdtds
∣∣∣∣2 =
=
∑
n,m∈N
|〈K(t, s); gnm〉2|2 = ‖K‖22 <
ipotesi
∞
⇒: Supponiamo che T sia un operatore H.S. e {en}n∈N, {fm}m∈N e {gnm}n,m∈N
basi ortonormali rispettivamente di L2(I) e L2(I × I). Deﬁniamo
cnm := 〈fm;Ten〉2 ∀ (n,m) ∈ N× N .
L'idea è quella di dimostrare che
∑N,M
n=0,m=0 cnmgnm sia una successione di
Cauchy e dunque convergente in L2(I × I) a una funzione che chiameremo
K(t, s).∥∥∥∥∥
N,M∑
n=0,m=0
cnmgnm −
N1,M1∑
n=0,m=0
cnmgnm
∥∥∥∥∥
2
2
=
N>N1;M>M1
∥∥∥∥∥
N,M∑
n=N1+1,m=M1+1
cnmgnm
∥∥∥∥∥
2
2
=
=
N,M∑
n=N1+1,m=M1+1
|cnm|2 <
∞∑
n=N1+1,m=M1+1
|〈fm;Ten〉2|2 =
∞∑
n=N1+1
‖Ten‖22 −→
N1→∞
0
dove la convergenza è assicurata dal fatto che T sia H.S. Quindi
∑N,M
n=0,m=0 cnmgnm
è di Cauchy e converge a K(t, s) =
∑∞
n,m cnmgnm. Ciò implica che
cnm = 〈K; gnm〉2 ∀n,m ∈ N .
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Sia ora T0 l'operatore indotto da K(t, s) nel signiﬁcato esplicitato prima,
vogliamo dimostrare che T0 = T . Allora, sia h(t, s) := g(t)f(s) ∈ L2(I × I)
si ha che〈
g(t);T0f(t)
〉
2
=
∫
I
T0f(t) g(t)dt =
def.T0
∫
I
g(t)dt
∫
I
K(t, s)f(s)ds =
def.K
=
∫
I×I
K(t, s)h(t, s)dtds =
=
∞∑
n,m
cnm
〈
h(t, s); gnm(t, s)
〉
2
=
defcnm
=
∞∑
n,m
〈fm;Ten〉2 〈g; en〉2 〈f ; fm〉2 =
= 〈g(t), T f(t)〉2 .
Dove l'ultima uguaglianza viene guardando gli stessi passaggi dal basso verso
l'alto. Quindi ∀ g ∈ L2(I) si ha che T = T0; come volevamo.
Abbiamo dunque capito che per garantire che Q abbia tutte le proprietà
che servono per applicare il teorema spettrale è suﬃciente che C(t, s) sia
continua e L2(I × I). Dunque sono esattamente queste le ipotesi che faremo
sulla funziona d covarianza da quì in avanti.
3.2 fPCA
Dopo aver chiarito la natura della funzione di covarianza possiamo, in que-
sto paragrafo, dedicarci alla decomposizione del processo stocastico e della
funzione di covarianza; questo ci permetterà di trovare le componenti prin-
cipali funzionali e nuove variabili per l'analisi. Il primo teorema di cui ci
occuperemo riguarda proprio l'esistenza di una base ortonormale di autofun-
zioni dell'operatore di covarianza ; seguirà il teorema di Karhunen-Loève che
espliciterà l'espansione del processo stocastico.
Teorema 3.3. Teorema di Mercer
Sia C : I × I −→ R la funzone di covarianza simmetrica, semideﬁnita posi-
tiva, continua che induce l'operatore Q. Allora esiste una base ortonormale
di funzioni continue di L2(I) {en}n∈N con autovalori λn 6= tale che
1. Qen = λn en ∀n ∈ N;
2. C(t, s) =
∑∞
n=1 λn en(t)en(s) ∀t, s ∈ I con convergenza uniforme;
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3.
∫
I
C(t, t)dt =
∑∞
n=1 λn <∞.
Dimostrazione.
Per ipotesi C(t, s) è in L2(I×I) e induce l'operatoreQ che, per il teorema 3.2,
è H.S. e quindi compatto. Possiamo dunque richiamare il teorema spettrale
e aﬀermare che esiste una base ortogonale di autofunzioni {en}n∈N di Q ; a
meno di normalizzare supponiamo che ‖en‖2 = 1. Per concludere la prima
parte dell'enunciato ci basta dimostrare che le en siano continue.
Continuità:
Dimostriamo prima che le en(t) sono limitate e sfruttiamo questo per la
continuità.
λnen(t) =
∫
I
C(t, s)en(s)ds ≤
C.S.
(∫
I
C(t, s)2
) 1
2
‖en‖22 ≤ |I|
1
2 ‖C‖∞
questo ci dice che le en sono limitate, essendo C continua su un compatto.
Ora dimostriamo la continuità per ogni n ∈ N.
λnen(t+ h) =
∫
I
C(t+ h, s)en(s)ds −→
h→0
∫
I
C(t, s)en(s)ds = λnen(t)
per il teorema di convergenza dominata infatti
C(t+ h, s) −→
h→0
C(t, s) per continuità di C
inoltre possiamo passare il limite sotto il segno dell'integrale grazie alla
limitatezza di C(t+ h, s)en(s) infatti
∣∣C(t+ h, s)en(s)∣∣ ≤ ‖C‖∞‖en‖∞ ≤
limitatezza en
|I| 12
λn
‖C‖2∞ .
Con questo dimostriamo la continuità delle en. Ora ci dobbiamo occupare
delle caratteristiche delle autofunzioni espresse tramite i punti 1,2,3.
1. Ovvio, per deﬁnizione di autofunzioni e autovalori.
2. La dimostrazione di questo punto non è aﬀatto banale e richiede diversi
passi. L'idea è sfruttare il fatto che tutte le autofunzioni di Q, anche
quelle con autovalori nulli, se esistono, formano una base di L2(I);
dunque i prodotti di queste, per il lemma B.5, costituiscono una base
di L2(I× I),quindi la funzione di covarianza deve potersi scrivere come
combinazione lineare di esse; a questo punto si dimostrerà che la parte
formata dalle autofunzioni con autovalori nulli è congrua a zero. Da
quì si passerà alla convergenza uniforme.
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(a) Per il teorema spettrale, {en(t)}n∈N è una base di L2(I) dunque
{en(t)em(s)}n,m∈N è una base di L2(I × I). Indichiamo con Z il
seguente insieme
Z := span
(
en(t)em(s) |n,m ≥ 1
)⊥
che coincide con lo spazio generato dalle autofunzioni con auto-
valori nulli, indichiamo queste con ϕi. Quindi, dato che C(t, s) ∈
L2(I × I), si ha
C(t, s) =
∑
n,m≥1
cnmen(t)em(s) + z(t, s)
con z(t, s) ∈ Z. Inoltre osserviamo che cnm = λnδnm infatti
cnm = 〈C(t, s), en(t)em(s)〉 =
∫
I×I
C(t, s)en(t)em(s)dtds =
=
∫
I
(∫
I
C(t, s)en(t)dt
)
em(s)ds =
∫
I
λnen(s)em(s)ds =
= λn〈en; em〉2 = λnδnm .
Ovvero, in realtà, si ha che C(t, s) =
∑
n≥1 λnen(t)en(s) + z(t, s).
(b) Dobbiamo ora dimostrare che z(t, s) ≡ 0.
Z è uno spazio di Hilbert, ammette dunque una base
{ϕi(t)ϕj(s) | ∀i, j ≥ 1}
tale che ogni suo elemento sia ortogonale a en, per ogni n ≥ 1.
Allora
z(t, s) =
∑
i,j≥1
〈z(t, s);ϕi(t)ϕj(s)〉2 ϕi(t)ϕj(t) ;
inoltre Z è ortogonale alla base fatta di autofunzioni con autovalori
non nulli e quindi
〈z(t, s); en(t)em(s)〉 = 0 ∀n,m ≥ 1 .
Allora, ﬁssato t ∈ I possiamo riscrivere z(t, s) nel seguente modo.
z(t, s) =
∞∑
i=1
〈z(t, ·);ϕi(·)〉2 ϕi(s) =
∞∑
i=1
∫
I
z(t, x)ϕi(x)dxϕi(s) =
=
∞∑
i=1
∫
I
C(t, x)ϕi(x)ϕi(s) dx =
simmetria di C
=
∞∑
i=1
∫
I
C(x, s)ϕi(x)ϕi(t) dx .
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Questa rappresentazione di z(t, s) ci permette di dimostrare che
tale funzione è semideﬁnita positiva. Infatti, sia f(t) ∈ L2(I)
allora
f(t) = f1(t)+f2(t) con f1 ∈ span
({en}n≥1) e f2 ∈ span({ϕi}i≥1) ;
Dato che le ϕi sono ortogonali alle en, si ha che ﬁssato t
〈z(t, s); f1(s)〉2 = 0
e ciò implica le seguenti uguaglianze∫
I×I
f(t)f(s)z(t, s)dt ds =
∫
I×I
f2(t)f2(s)z(t, s)dt ds =
=
∫
I×I
f2(t)f2(s)ds
∞∑
i=1
∫
I
C(t, x)ϕi(x)ϕi(s) dx =
=
∫
I
(∫
I
f2(t)C(t, x)
∞∑
i=1
〈f2(s);ϕi(s)〉2 ϕi(x)
)
dx ds =
=
∫
I×I
f2(t)f2(s)C(t, x)dt dx ≥
C semi.positiva
0
A questo punto vogliamo dimostrare che z(t, s) è anche continua;
lo facciamo vedendo che
∑
n≥1 λnen(t)en(s) è convergente e quindi
ha senso scrivere
z(t, s) = C(t, s)−
∑
n≥1
λnen(t)en(s) ,
cioè rappresentiamo z come somma di funzioni continue, quindi
anch'essa deve essere continua.
Preliminarmente aﬀermiamo che
∑
n≥1 λnen(t)
2 è convergente. In-
fatti, puntualmente, si ha che∑
n≥1
λnen(t)
2 = C(t, t)− z(t, t) ≤ supt∈IC(t, t) ≤ ‖C‖∞ (3.1)
Allora∑
n≥1
λn|en(t)en(s)| ≤
∑
n≥1
λn
(
1
2
en(t)
2 +
1
2
en(s)
2
)
≤
≤ 1
2
‖C‖∞ + 1
2
‖C‖∞ <∞
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dove la penultima disuguaglianza deriva da quanto dimostrato so-
pra. Possiamo concludere.
Abbiamo dimostrato che z(t, s) è semideﬁnita positiva e continua,
se z(t, s) > 0 per qualche (t, s) allora l'operatore da essa indotto
ammetterebbe almeno un'autofunzione ϕ0 con autovalore λ0 non
nullo ma, per come è stata deﬁnita z(t, s), tale ϕ0 dovrebbe essere
anche autofunzione di C con autovalore non nullo, ciò impliche-
rebbe che ϕ0 = em per qualche m; questo è assurdo e allora z ≡ 0.
Abbiamo ottenuto che puntualmente C(t, s) =
∑
n≥1 λnen(t)en(s).
(c) Rimane da dimostrare la convergenza uniforme.
Abbiamo visto che ∀t, s ∈ I si ha C(t, s) = ∑n≥1 λnen(t)en(s);
quindi, in particolare,
C(t, t) =
∑
n≥1
λnen(t)
2 .
Le somme parziali di questa serie formano una successione cre-
scente di funzioni continue(
m∑
n≥1
λnen(t)
2
)
m≥n
che converge puntualmente a C(t, t). Per il teorema di Dini, sulle
successioni, si ha che la convergenza è anche uniforme, quindi,
ﬁssato un  > 0 si ha che
∃ N > 0 tale che ∀ m ≥ N
m∑
n≥1
λnen(t)
2 ≤ 2 .
Allora, grazie alla 3.1 e a quanto dimostrato prima, vale anche che
∃ N > 0 tale che ∀ m ≥ N
∑
n≥1
λn|en(t)en(s)| ≤ 2‖C‖∞ .
Questo garantisce la convergenza uniforme della
∑
n≥1 λnen(t)en(s).
Dunque abbiamo ottenuto l'uguaglianza con convergenza unifor-
me, come volevamo.
3. Questo punto deriva direttamente dal punto precedente:∫
I
C(t, t)dt =
∫
I
∞∑
n=1
λnen(t)
2dt =
∞∑
n=1
λn‖en‖22 =‖en‖2=1
∞∑
n=1
λn <∞ .
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Con il teorema di Mercer abbiamo esplicitato il modo in cui la funzione
di covarianza dipende linearmente dalle autofunzioni dell'operatore che essa
induce; vogliamo ora decomporre il processo stocastico come combinazione li-
neare delle stesse autofunzioni per poter deﬁnire correttamente le componenti
principali e chiarire le metodologie di riduzione. Enunciamo e dimostriamo
il teorema di espansione di Karhunen-Loève.
Teorema 3.4. Teorema di espansione di Karhunen-Loève
Supponiamo valgano le stesse ipotesi del teorema di Mercer e, come nel sud-
detto teorema, chiamiamo {en}n∈N la base ortonormale di autofunzioni assi-
curata dal teorema di Mercer; sia inoltre X la variabile aleatoria che descrive
il processo stocastico (Xt)t∈I . Allora
Xt := µ(t) +
∑
n≥1
ξnen(t)
con
ξn :=
∫
I
(
Xt − µ(t)
)
en(t)dt
tale che
E[ξn] = 0 (3.2)
e
E[ξn ξm] = λnδnm . (3.3)
Dimostrazione.
Senza ledere la generalità, assumiamo che µ(t) ≡ 0. Deﬁniamo
ξ(ω) :=
∫
I
Xt(ω)en(t)dt
e dimostriamo che soddisfa 3.2 e 3.3.
• 3.2.
E
[
ξn
]
= E
[∫
I
Xten(t)dt
]
=
Fubini
∫
I
E [Xten(t)] dt =
∫
I
µ(t)en(t)dt =
µ≡0
0 .
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• 3.3.
E [ξnξm] = E
[(∫
I
Xten(t)dt
)(∫
I
Xtem(t)dt
)]
=
= E
[∫
I×I
XtXsen(t)em(s)dtds
]
=
=
∫
I×I
E [XtXs] en(t)em(s)dsdt =
=
∫
I×I
C(t, s)en(t)em(s)dtds =
= 〈Qen(t); en(s)〉2 =
= 〈λnen(t); en(s)〉2 =
= λnδnm .
Sappiamo, allora, che una variabile così deifnita soddisfa le proprietà richieste
dal teorema. Dobbiamo provare che eﬀettivamente le ξn sono coeﬃcienti per
Xt . Deﬁniamo
γN := E
(Xt − N∑
n=1
ξnen(t)
)2
e dimostriamo che al limite tende a zero.
γN = E
[
X2t
]− 2E [Xt N∑
n=1
ξnen(t)
]
+ E
[
N∑
m,n=1
ξnξmen(t)em(t)
]
=
= C(t, t)− 2E
[
Xt
N∑
n=1
ξnen(t)
]
+
N∑
n=1
λnen(t)
2
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Cerchiamo ora di sviluppare E
[
Xt
∑N
n=1 ξnen(t)
]
.
E
[
Xt
N∑
n=1
ξnen(t)
]
= E
[
Xt
N∑
n=1
(∫
I
Xsen(s)ds
)
en(t)
]
=
= E
[
N∑
n=1
∫
I
XtXsen(s)en(t)ds
]
=
=
N∑
n=1
∫
I
C(t, s)en(t)en(s)ds =
=
N∑
n=1
λnen(t)
2
allora , ricostruendo, otteniamo
γN := C(t, t)−
N∑
n=1
λnen(t)
2 .
A questo punto, per il secondo punto del teorema di Mercer, abbiamo che
N∑
n=1
λnen(t)
2 −→
N→∞
C(t, t)
con convergenza uniforme e allora
γN −→
N→∞
0
uniformemente. Ciò ci permette di concludere.
Il teorema di Karhunen-Loève espicita il ruolo delle variabili deﬁnite
permettondici di deﬁnire le componenti principali.
Deﬁnizione 21.
Deﬁniamo n-esima componente principale l'n-esima autofunzione en(t)
deﬁnita dal teorema di Mercer. Le ξn deﬁnite nel teorema precedente sono le
nuove variabili del problema.
Dopo aver ottenuto una esplicita caratterizzazione delle nuove variabili,
possiamo osservare che, grazie alla convergenza della serie degli autovalo-
ri, questi sono decrescenti e possiamo dunque ordinarli. Come nel capitolo
precdente possiamo allora chiamare prima componente principale pro-
prio l'autofunzione relativa all'autovalore maggiore. A questo punto, quanto
51
descritto nel paragrafo Il caso di Q e le componenti principali si trasporta
immediatamente in questa sezione mostrando le proprietà delle componenti
principali e la forza che hanno nel contenere la perdita di informazione nei
tentativi di riduzione.
52
Capitolo 4
Connessione tra teoria e pratica
Nelle precedenti pagine ci siamo occupati di potenziare la teoria dell'analisi
delle componenti principali nelle sue versioni vettoriale e funzionale. Tutta-
via, come più volte sottolineato, il metodo studiato è un potente strumento
statistico che viene usato in molti campi con l'utilizzo di software come R,
un importante programma di statistica che anche noi useremo negli esempi
di applicazioni del successivo capitolo. Per tale motivo, cerchiamo di corre-
dare la pura teoria matematica con degli stimatori che nella pratica vengono
utilizzati dagli algoritmi PCA e fPCA dei software di statistica.
Come già detto nel capitolo teorico su PCA, le informazioni da analizzare
sono, in genere, contenute in un vettore aleatorio X = (X1, ..., Xd); nella
pratica ogni variabileXi è determinata da un numero n di prove o osservazioni
(x1i, ..., xni). Ciò che prende in input il metodo è, quindi, una tabella, che
indichiamo con A, della seguente forma.
X1 X2 · · · Xd
1 x11 x12 · · · x1d
2 x21 x22 · · · x2d
· · · · · · · · · · · · · · ·
n xn1 xn2 · · · xnd
A questo punto, seguendo i passi teorici del primo capitolo, dovremmo
diagonalizzare la matrice di covarianza del vettore X, nella pratica si tratta
di diagonalizzare la matrice di covarianza empirica
Q̂ij :=
(∑n
k=1
(
xki − x¯i
)(
xkj − x¯j
)
n
)
ij
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dove x¯i :=
∑n
k=1 xik
n
∀ i = 1, ..., d. Questa, altro non è che la matrice di
covarianza della tabella. Diagonalizzando Q̂ otteniamo gli stimatori degli
autovalori e degli autovettori λ̂1, ..., λ̂d e ê1, ..., êd. Valgono le stesse con-
venzioni adottate nel primo capitolo secondo le quali λ1 ≥ λ2 ≥ ... ≥ λd e e1
indica la prima componente principale, e2 la seconda e così via. Le nuove va-
ribili che abbiamo chiamato V̂1, ..., V̂d saranno ottenute dalla moltiplicazione
matriciale tabella per componente principale:
V̂i = A · ei ∀i = 1, ..., d .
La scelta delle compenti principali viene fatta come descritto in teoria uti-
lizzando, però, le stime degli autovalori. Il software R ha delle funzioni
prestabilite per calcolare le componenti principali: sono rispettivamente
• λ̂n=eigen(Q)$value[n],
• ên= eigen(Q)$vector[,n],
• B= princomp(A) calcola le componenti principali, con il comando sum-
mary(B) si può leggere la varianza cumulativa spiegata che ci aiuta nella
scelta delle componenti principali da usare,
• biplot(B) restituisce il piano principale con le proiezioni delle osserva-
zioni (punti) e delle variabili (frecce) , questo graﬁco concede una visio-
ne completa e a colpo d'occhio delle relazioni tra variabili e individui
(osservazioni).
Vedremo l'utilizzo di questi comandi nel capitolo successivo; notiamo ora che
le frecce rosse non coincideranno perfettamente con le proiezioni delle varia-
bili principali, esse sono leggermente modiﬁcate per garantire una migliore
visuale delle relazioni tra esse.
L'idea, ora, è quella di sviluppare delle analoghe considerazioni pratiche
anche per la versione funzionale di PCA. L'applicazione di fPCA può essere
considerata da due diversi punti di vista:
1. Interpolazione a partire da PCA multivariata;
2. Espansione tramite basi funzionali.
Entrambi i metodi saranno spiegati nei seguenti paragraﬁ, anche se nelle
applicazioni ci ridurremo ad utilizzare con R il primo dei due metodi che de-
scriveremo. Tuttavia, prima di argomentare le diﬀerenze tra i due metodi, ci
concentreremo su delle utili stime per la funzione e l'operatore di covarianza.
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4.1 Stime preliminari
Osservazione 4.1.1. In tutti i precedenti capitoli, abbiamo indicato l'opera-
tore e la matrice di covarianza con la stessa lettera, proprio per sottolinearne
la somiglianza. Nei seguenti paragraﬁ risulterebbe fuorviante continuare ad
adottare la stessa notazione, quindi non lo faremo.
• Q indicherà l'operatore di covarianza;
• C(t, s) sarà la funzione di covarianza;
• Cov rappresenterà la matrice di covarianza;
• le stime saranno sempre indicate con un cappuccio.
La teoria del Capitolo 3 ci insegna che, dato un processo stocastico Xt,
dobbiamo trovare le autofunzioni del suo operatore di covarianza per poter
avere le componenti principali e applicare fPCA; questo sarà il nostro scopo
anche negli esempi. Nella pratica però, non possediamo il processo Xt, il
quale è un'entità teorica, ma solo alcune sue realizzazioni, a volte indipen-
denti a volte ottenute prendendo pezzi di un' unica realizzazione più lunga.
L'obiettivo diventa , quindi, trovare delle stime delle autofunzioni dell'ope-
ratore di covarianza.
Supponiamo di avere n copie indipendenti del processo X1(t), ..., Xn(t).
Ricordiamo che, nel capitolo teorico, avevamo deﬁnito la funzione di cova-
rianza C(t, s) := E
[(
Xt(ω)−µ(t)
)
(Xs(ω)−µ(s))
]
. Se deﬁniamo, nella usuale
maniera, lo stimatore della speranza delle copie del processo
X¯ :=
1
n
n∑
i=1
Xi ,
allora possiamo naturalmente approssimare la funzione di covarianza empi-
rica nel seguente modo
Ĉ(t, s) :=
1
n
n∑
i=1
(
Xi(t)− X¯(t)
) (
Xi(s)− X¯(s)
)
. (4.1)
Supponiamo, per semplicità di scrittura, che i processi siano centrati; allora,
l'operatore di covarianza può essere riscritto
Q̂ϕ(t) =
∫
I
Ĉ(t, s)ϕ(s)ds =
1
n
n∑
i=1
∫
I
Xi(t)Xi(s)ϕ(s)ds . (4.2)
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Abbiamo dunque ottenuto una stima per l'operatore Q, come volevamo. Dal-
la diagonalizzazione di questo riusciamo ad ottenere anche le stime degli
autovalori e delle componenti principali. Vogliamo ora, per completezza, di-
mostrare che lo stimatore cosi' deﬁnito converge all'operatore di covarianza
teorico.
Proposizione 4.1.
Siano X1(t), ..., Xn(t) n copie indipendenti dei un processo stocastico (Xt)t∈I ,
Q̂n gli stimatori dell'operatore di covarianza deﬁniti sopra; allora si ha che
Q̂n −→
n→∞
Q q.c.
Dimostrazione.
Indichiamo con Ĉn lo stimatore della funzione di covarianza deﬁnito da 4.1.
Osserviamo che
E[Ĉn] =
n− 1
n
C(t, s)
quindi, asintoticamente, Ĉn è uno stimatore corretto della funzione di cova-
rianza. Deﬁniamo
Ĉn−1 :=
n
n− 1Ĉn
e, come prima cosa, dimostriamo che Ĉn−1 converge asintoticamente a C,
quindi lo stesso vale per Ĉn.
Ĉn−1 =
1
n− 1
n∑
i=1
(
Xi(t)− X¯(t)
) (
Xi(s)− X¯(s)
)
=
=
1
n− 1
n∑
i=1
Xi(t)Xi(s)− 1
(n− 1)n
n∑
i=1
n∑
j=1
Xi(t)Xj(s) =
=
1
n− 1
n∑
i=1
Xi(t)Xi(s)− 1
(n− 1)n
n∑
i=1
∑
j 6=i
Xi(t)Xj(s)−
− 1
(n− 1)n
n∑
i=1
Xi(t)Xi(s) =
=
1
n
n∑
i=1
Xi(t)Xi(s)− 1
(n− 1)n
n∑
i=1
∑
j 6=i
Xi(t)Xj(s) .
Ricordiamo che, funzioni di variabili aleatorie indipendenti sono indipendenti
quindi le Yi := Xi(t)Xi(s) sono tra loro indipendenti. Allora, per la legge
forte dei grandi numeri si ha che
1
n
n∑
i=1
Xi(t)Xi(s) =
1
n
n∑
i=1
Yi −→
n→∞
E[Xi(t)Xi(s)] = E[XtXs] q.c.
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Per il secondo pezzo che deﬁnisce Ĉn−1, ﬁssiamo Xi, allora sempre per la
legge dei grandi numeri
1
n− 1
∑
j 6=i
Xi(t)Xj(s) −→
n→∞
E[Xi(t)Xj(s)] = Xi(t)E[Xs] q.c.
quindi, applicando nuovamente la legge dei grandi numeri
1
n
n∑
i=1
Xi(t)E[Xs] −→
n→∞
E[Xt]E[Xs] q.c.
cioè
1
(n− 1)n
n∑
i=1
∑
j 6=i
Xi(t)Xj(s) −→
n→∞
E[Xt]E[Xs] q.c.
Dunque, possiamo concludere dicendo che
Ĉn−1 −→
n→∞
E[XtXs]− E[Xt]E[Xs] = C(t, s) q.c.
Ricordiamo ora che
Q̂ϕ :=
∫
I
Ĉ(t, s)ϕ(s)ds
e che le Ĉn sono tutte limitate, dato che convergono a una funzione limitata.
Quindi ∫
I
Ĉ(t, s)ϕ(s)ds −→
n→∞
∫
I
C(t, s)ϕ(s)ds q.c. ∀ϕ ∈ H
Ovvero
Q̂n −→
n→∞
Q q.c.
Ottenuta la stima dell'operatore di covarianza, riusciamo a trovare anche
le stime dei suoii autovettori e autofunzioni. Nei prossimi paragraﬁ presen-
teremo due metodi per trovare le componenti principali funzionali di più
realizzazioni indipendenti di un processo stocatico.
4.2 fPCA: Interpolazione a partire da PCAmul-
tivariata
Questo è il più semplice approccio per l'utilizzo pratico di fPCA. Scopriremo
che consiste nell'applicare PCA, senza nessuna modiﬁca, ai dati a disposizio-
ne.
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Come nel paragrafo precedente, supponiamo di avere n copie indipen-
denti di un processo stocastico; consideriamo una discretizzazione del tempo
I = {t1, ..., tm} , che è ciò che abbiamo nella pratica, otteniamo quindi n
diverse realizzazioni indipendenti del processo (sono serie storiche) di lun-
ghezza m. É naturale mettere tutte le realizzazioni in una tabella A come
nel caso PCA.
t1 t2 · · · tm
1 x11 x12 · · · x1m
2 x21 x22 · · · x2m
· · · · · · · · · · · · · · ·
n xn1 xn2 · · · xnm
In questo caso, abbiamo bisogno anche di una stima temporale dell'o-
peratore di covarianza per poter sfruttare i dati sperimentali della tabella;
stimiamo, quindi,
∫
I
con una media e vediamo in che modo cambia Q̂. In-
dichiamo con ∆t l'ampiezza tra due punti successivi della partizione del-
l'intervallo temporale, supponiamo che quest'ampiezza sia costante; allora,
partendo dalla 4.2, si ha
̂̂Qϕi(tj) = 1
m
m∑
k=1
Ĉ(tj, tk)ϕ(tk)∆t =
=
1
m
m∑
k=1
(
1
n
n∑
i=1
Xi(tj)Xi(tk)
)
ϕ(tk)∆t =
=
m∑
k=1
Ĉ(tj, tk)
ϕ(tk)
m
∆t .
Osserviamo ora che
Ĉ(tj, tk) = Ĉovjk
cioè coincide perfettamente conl'elemento (i, j) della matrice di covarianza
della tabella riportata sopra; quindi si ha
̂̂Qϕi(tj) = m∑
k=1
Ĉov(tj, tk)
ϕ(tk)
m
∆t .
Ricordiamo ora che l'obiettivo era quello di trovare autofunzioni e autovettori
dell'operatore di covarianza, ovvero quello di trovare funzioni ϕi e numeri
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reali λi che risolvessero la seguente equazione per ogni j = 1, ...,m
̂̂Qϕi(tj) = λiϕi(tj) .
Grazie ai conti di prima, sappiamo che risolvere l'equazione di sopra è lo
stesso che risolvere
m∑
k=1
Ĉ(tj, tk)
ϕ(tk)
m
∆t = λiϕi(tj) . (4.3)
Sia, ora, vi l'i-esimo autovettore della matrice Ĉov e µi il suo rispettivo
autovalore, allora
∑m
k=1 Ĉov(t1, tk)v
i
k
·
·
·∑m
k=1 Ĉ(tm, tk)v
i
k
 = (Cov)vi = µivi =

µiv
i
1
·
·
·
µiv
i
m
 .
Dunque, ∀j = 1, ...,m vale
m∑
k=1
Ĉov(tj, tk)v
i
k = λv
i
j .
Allora, se scegliamo ϕi tale che
∀j = 1, ...,m ϕi(tj) = vij
riusciamo a risolvere la 4.3 con λi = µi∆tm .
Possiamo concludere aﬀermando che il problema di cercare autofunzio-
ni e autovalori di ̂̂Q si è ridotto a quello di cercare autovettori e autovalori
della matrice di covarianza. Vuol dire che, nella pratica, applichiamo PCA
multivariata alla tabella di sopra; poi, trovati gli autovettori , scegliamo una
tecnica di interpolazione (polinomiale, kernel smooth, spline, B-spline) per
ottenere le autofunzioni annunciate nel capitolo teorico. Con gli stessi coman-
di di R, presentati prima, si riescono ad avere stime della varianza cumulativa
spiegata che ci aiuta nella scelta delle componenti principali; ricordiamo che,
con questo metodo, viene scelto il numero di componenti che spiega almeno
l'80% della variabilità di tutto il problema.
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4.3 fPCA: Espansione con basi funzionali
Questo metodo è leggeremente più articolato di quello appena descritto, tut-
tavia sfrutta maggioramente la teoria sviluppata. L'idea è quella di interpo-
lare i dati discreti che si hanno a disposizione e successivamente applicare
fPCA. Vediamo i dettagli.
Assumiamo che valga la stima dell'operatore di covarianza espressa dalla
formula 4.2, di cui si è già discusso, e supponiamo di avere dei dati discreti
provenienti da n copie di un processo stocastico, messi in una tabella come
quella del precedente paragrafo. L'obiettivo rimane quello di trovare stima-
tori delle autofunzioni dell'operatore di covarianza avendo solo realizzazioni
empiriche di un processo. Ci proponiamo, in questa nuova ottica, di utiliz-
zare dei dati funzionali ottenuti partendo dall'interpolazione delle righe della
tabella A. Chiamiamo Φ(t) := (φ1(t), ..., φm(t)) i primi elementi di una base
scelta per l'interpolazione in L2(I), allora cerchiamo dei coeﬃcienti bil per i
quali sia sempre veriﬁcata la seguente uguaglianza
Xi(tj) := xij =
m∑
l=1
bilφl(tj) .
Supponiamo di riuscire a risolvere questo sistema algebrico, allora abbiamo
determinato univocamente tutti i coeﬃcienti dell'interpolazione che ponia-
mo in una matrice B := (bij)i=1,...,n;j=1,...,m . Dunque possiamo considerare,
invece che le realizzazioni teoriche Xi(t) non note, quelle approssimate X˜i(t)
rappresentate nel seguente modo
∀ i = 1, ..., n X˜i(t) =
m∑
l=1
bilφl(t) = bi·ΦT (t) ,
quindi il vettore X˜(t) = (X˜1(t), ..., X˜n(t)) potrà essere scritto come segue
X˜(t) = B · ΦT (t) .
A questo punto abbiamo a disposizione dei dati funzionali, dobbiamo quindi
trovare l'operatore di covarianza e le autofunzioni. La funzione di covarianza,
associata alle approssimazioni di sopra, può essere rappresentata in questa
forma
C˜(t, s) =
1
n
n∑
i=1
X˜i(t)X˜i(s) =
1
n
X˜(t)T X˜(s) =
1
n
Φ(t)BTBΦT (s) , (4.4)
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di conseguenza l'operatore Q˜, generato dalla funzione di covarianza, è
Q˜ϕi(t) =
∫
I
C˜(t, s)ϕi(s)ds =
∫
I
1
n
Φ(t)BTBΦT (s)ϕi(s)ds .
Ricordiamo, ancora una volta, che lo scopo è trovare delle funzioni ei(t) e dei
numeri reali λi tali che
Q˜ei(t) = λiei(t) .
Restringiamo il campo di ricerca delle ei(t) a una classe particolare di fun-
zioni, quelle che possono essere scritte nella seguente forma, dove di· è un
vettore riga formato da numeri reali,
ei(t) = di·ΦT (t) = Φ(t) · dTi· . (4.5)
Vogliamo, quindi, trovare i coeﬃcienti di· che soddisfano le uguaglianze di
sotto.
λi ei(t) = Q˜ϕi(t) =
∫
I
C˜(t, s)ei(s)ds =
=
∫
I
1
n
Φ(t)BTBΦT (s)ei(s)ds =
4.5
=
∫
I
1
n
Φ(t)BTBΦT (s)di·ΦT (s)ds =
=
∫
I
1
n
Φ(t)BTBΦT (s)Φ(s)dTi·ds =
W :=
∫
ΦT (s)Φ(s)ds
=
1
n
Φ(t)BTBWdTi· .
Ora, sempre per 4.5, abbiamo che ei(t) = Φ(t) · dTi· e quindi sfruttando
l'uguaglianza ottenuta sopra si ha che
λiΦ(t) · dTi· = λi ei(t) =
1
n
Φ(t)BTBWdTi·
cioè
λid
T
i· =
1
n
BTBWdTi· .
Noti B e W , si può risolvere questa equazione matriciale ottenendo i di· e i
λi, quindi le autofunzioni e gli autovalori cercati.
Osservazione 4.3.1. Notiamo che ci siamo occupati solo di aﬀrontare il caso
di più copie di un processo stocastico; in realtà la teoria studiata può essere
applicata anche al caso in cui viene analizzata una sola serie storica. Non
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ci soﬀermiamo, per ora, su questo caso; tuttavia aﬀermiamo che vale quanto
detto nelle precedenti pagine, bisogna solo fare un passo preliminare. Infatti,
la suddivisione in tabella risulta essere abbastanza naturale quando si hanno
a disposizione molteplici serie storiche, ma non è lo stesso nel caso di una
sola serie. Bisogna scegliere, preventivamente, un metodo di suddivisione per
ottenere una tabella che ci permetta di applicare quanto descritto. In genere
la divisione viene suggerita dalla natura dei dati; se si tratta di dati mensili,
per esempio, si potrebbe pensare di creare una tabella con 12 colonne invece
se i dati sono giornalieri la tabella potrebbe essere formata da 30 colonne. In
ogni modo la scelta è a discrezione dello statistico.
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Capitolo 5
Applicazioni
Per continuare il ﬁlo logico seguito nella sezione teorica della tesi, incomince-
remo con un esempio di applicazione del metodo PCA e seguiremo con degli
esempi di fPCA e PCA inﬁnito-dimensionale.
5.1 Esempio di analisi esplorativa tramite PCA
5.1.1 Presentazione dei dati
Nel seguente paragrafo esploreremo alcuni dati concessi dall'azienda Intarget-
Group di Navacchio; non riportiamo i dati utilizzati per l'analisi dato che
questi non sono pubblici, ci limitiamo a descriverne la natura.
Si tratta di dati giornalieri disposti in una tabella di 10 colonne e 181
righe. Le righe sono osservazioni giornaliere di 181 giorni a partire dal 3
Aprile 2014. Le colonne, invece, rappresentano variabili che contano visite, o
acquisti di un determinato prodotto, sul sito di un'azienda o di un marchio
prestabilito.
• Goal è il numero di acquisti conclusi ,
• Direct conta lei visite al sito fatte scrivendo la url sul browser o sele-
zionando uno dei preferiti sul browser stesso,
• Referral conta le visite provenienti da siti esterni che linkano il sito in
questione,
• Organic conta le visite provenienti dai motori di ricerca,
• CPC conta le visite provenienti da campagne pubblicitarie online, fatta
eccezione per quelle su Facebook,
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• DEM conta le visite fatte a partire da links contenuti in email auto-
matiche inviate a tutti i clienti (avvisi di scadenza, conferme ordine,
etc),
• FB-Dark conta le visite fatte attraverso campagne pubblicitarie su
Facebook,
• DemUPS conta le visite provenienti da email commerciali inviate ai
clienti che hanno accettato di ricevere avvisi su nuovi prodotti,
• FB-Sponsored conta le visite provenienti da post su facebook che sono
stati poi sponsorizzati (si tratta di un'altra modalità di fare pubblicità
su FB)
• Newsletter conta le visite fatte a seguito di newsletter mensili a conte-
nuto misto (news, formazione sui prodotti, proposte commerciali)
Notiamo che, eccetto Goal, sono tutte variabili che quantiﬁcano il traﬃco
giornaliero su un determinato sito; l'obiettivo è quello di capire se, attraverso
la sola PCA, è possibile individuare facilmente speciﬁche strutture dei giorni
e correlazioni tra le variabili, con particolare attenzione sul legame con Goal.
5.1.2 Analisi esplorativa
Per non invalidare l'indagine statistica, a causa di diﬀerenze di scale o di
unità di misura, standardizziamo i dati. Usiamo, in R, il seguente algoritmo
di standardizzazione in cui A indica la tabella di dati.
Listing 5.1: Standardizzazione della tabella A
stand <-function(A)
{ n=ncol(A);
AA=A;
for(i in 1:n)
{AA[,i]=(AA[,i]-mean(AA[,i]))/sd(AA[,i]);}
return(AA);
}
Applichiamo ora alla tabella di dati standardizzati AA il metodo del-
le componenti principali con il software R, usando i comandi presentati nel
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precedente capitolo; ricordiamo che con il summary otteniamo tutte le infor-
mazioni sulla varianza, varianza cumulativa e varianza spiegata delle compo-
nenti. Leggendo l'ultima riga estrapoliamo i dati che ci servono per la scelta
del numero delle componenti, quindi la rappresentiamo nel seguente graﬁco.
Vediamo che le prima due componenti spiegano il 74% della variabilità
del problema e con la terza arriviamo quasi al 85%. Le prime tre componenti
risultano essere suﬃcienti per spiegare buona parte del problema. Tramite
il comando loadings(B) di R riusciamo ad ottenere i punteggi delle variabili
rispetto alle componenti principali, cioè la tabella A ·C, dove C indica la ma-
trice le cui colonne coincidono con le componenti princpali. A questo punto
riportiamo una serie di graﬁci riassuntivi del metodo PCA. Il primo di questi
è il biplot, di cui abbiamo già parlato nel capitolo 4; da tale graﬁco riusciamo
ad estrapolare quasi tutta l'informazione ottenuta applicando PCA. Le frecce
rosse indicano le proiezioni aggiustate delle variabili sul piano principale, da
queste risulta abbastanza evidente che ci sono tre gruppi di variabili.
1. Fb-Dark e Newsletter sono quasi perpendicolari alla prima componente
principale,
2. Fb-Sponsored è perpendicolare alla prima componente principale ma è
diretta in direzione opposta rispetto a Fb-Dark e Newsletter,
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3. Il restante gruppo di variabili, compresa Goal, risulta essere tutto
diretto nella stessa direzione della prima componente principale.
Da queste osservazioni possiamo concludere che c'è una certa somiglianza, e
probabilmente correlazione, tra le variabili appartenenti allo stesso gruppo;
in particolare Goal è fortemente legata a Reﬀeral, DEM, DemUPS, Direct,
Organic e CPC. Potremmo, a questo punto, decidere di approfondire l'inda-
gine circa i legami tra le variabili disegnando una rappresentazione graﬁca
dei dati e riportando la matrice di correlazione tra le variabili. Da qui ab-
biamo la conferma che c'è una forte correlazione tra i dati del terzo gruppo
descritto sopra, la conferma numerica ci viene data dalla matrice di correla-
zione. Da questa si legge chiaramente che tutte le variabili di questo gruppo
hanno una correlazione elevatissima, non inferiore allo 0.8. Questo non lascia
dubbi circa il legame tra le varibili. Inoltre è chiaro che PCA fornisce otti-
me informazioni, contenute appunto anche in altri graﬁci, con una visibilità
ottimale.
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Tabella 5.1: Matrice di correlazione
Goal Direct Referral Organic CPC DEM FBDark DemUPS FBSponsored Newsletter
Goal 1.000 0.888 0.874 0.919 0.883 0.941 0.115 0.531 -0.146 0.300
Direct 0.888 1.000 0.805 0.977 0.912 0.938 0.221 0.616 -0.255 0.394
Referral 0.874 0.805 1.000 0.907 0.916 0.882 -0.004 0.471 0.054 0.261
Organic 0.919 0.977 0.907 1.000 0.947 0.957 0.175 0.596 -0.148 0.362
CPC 0.883 0.912 0.916 0.947 1.000 0.916 0.088 0.558 -0.145 0.336
DEM 0.941 0.938 0.882 0.957 0.916 1.000 0.106 0.544 -0.208 0.372
FBDark 0.115 0.221 -0.004 0.175 0.088 0.106 1.000 0.181 -0.208 0.372
DemUPS 0.531 0.616 0.471 0.596 0.558 0.544 0.181 1.000 -0.112 0.207
FBSponsored -0.146 -0.255 0.054 -0.148 -0.145 -0.208 -0.076 -0.112 1.000 -0.208
Newsletter 0.300 0.394 0.261 0.362 0.336 0.372 0.176 0.207 -0.208 1.000
Concentriamoci ora sulla struttura degli individui. Vediamo dal biplot
che essi non sembrano posizionati casualmente, si riconosce, seppure legger-
mente oﬀuscata dalla lunghezza dei nomi dei giorni, una struttura ad U.
Inoltre è palese che il 29 aprile è un giorno che si discosta da tutti gli al-
tri; facendo qualche ricerca abbiamo scoperto che quello è stato un giorno
particolare in cui le visite al sito in questione e gli acquisti sullo stesso sono
stati particolarmente rilevanti grazie a una serie di promozioni. Per poter
osservare meglio la struttura dei giorni, disegniamo le proiezioni dei giorni
sul piano principale e su quello formato dalla prima e dalla terza componen-
te. Lo facciamo usando una accortezza suggerita dall'esperienza dello staﬀ
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di Intarget-Group: sembra che giorni in cui si facciano meno visite online
siano quelli del ﬁne settimana, allora abbiamo colorato i giorni in modo che
il venerdì, il sabato e la domenica si disstinguessero rispetto agli altri.
Da entrambi i graﬁci è evidente che la struttura ad U non viene persa
e che i giorni del ﬁne settimana (in rosso) sono perfettamente clusterizzati
rispetti agli altri. Nella macchia rossa presente in entrambi i graﬁci si di-
stinguono anche alcuni degli altri giorni non lavorativi del nostro calendario
come 2 giugno, 25 aprile, 14 agosto, 1 maggio. Questi giorni sono sono nel
semipiano positivo della prima componente principale, segno che è possibi-
le interpretare la stessa proprio come un indicatore delle visite giornaliere.
Purtroppo, come accade per la seconda e la terza componente, non sempre è
possibile dare un signiﬁcato empirico alle componenti princiali; tal volta per
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farlo è necessario fare ulteriori indagini e servirsi di conoscenze che vanno al
di là della matematica o della statistica.
5.2 Analisi del numero di laureati in discipline
tecnico scientifche
5.2.1 Presentazione dei dati
I dati che analizzeremo nelle prossime pagine sono stati estrapolati dal sito
istat.it nella sezione Noi Italia, li riportiamo alla ﬁne del paragrafo nella ta-
bella 5.2 . Si tratta di serie storiche regionali che ci informano sul numero dei
laureati (triennali, magistrali, vecchio ordinamento e ciclo unico) in discipline
tecnico scientifche tra il 2000 e il 2011; si riferiscono ad ogni 1000 residenti di
età tra i 20 e i 29 anni. Osserviamo che si tratta di più realizzazioni di una
stessa serie storica pertanto non si troveranno diﬀerenze di scale o unità di
misura, dunque non occorre standardizzare i dati come nel caso precedente.
Prima di iniziare con un'analisi esplorativa di tipo temporale, riportiamo
il graﬁco Excel delle diverse realizzazioni delle serie storiche.
Già da questo graﬁco ci facciamo una prima idea sull'andamento delle
varie regioni, possiamo vedere che i proﬁli del Molise e della Valle D'aosta
si trovano distintamente al di sotto degli altri, quelli dell'Emilia Romagna e
della Toscana, per esempio, si distinguono nel senso opposto e spiccano sugli
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altri. Ciò suggerisce che, indipendentemente dall'anno, il numero dei laureati
(su mille persone intervistate) è maggiore in Toscana e in Emilia Romagna.
Vogliamo ora vedere l'andamento temporale generale delle serie storiche, lo
facciamo calcolando la media dei laureati di anno in anno con la seguente
funzione.
Listing 5.2: Media
media <- function (A)
{ N=nrow(A);
M=ncol(A);
B<-vector(,length=M);
for (i in 1:M) {B[i]=sum(A[,i])/N;}
return(B);
}
Plottando il graﬁco della media ottenuto si vede che, complessivamente, l'an-
damento del numero dei laureati è crescente; il proﬁlo medio presenta un picco
nel 2006 con un lieve calo nel 2007 seguito da una crescita quasi lineare e
inferiore a quella antecedente il 2006.
Alla vista di questo graﬁco ci siamo interrogati sul motivo del palese ca-
lo nel 2007; ricercando in rete abbiamo ricordato un importante evento per
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l'università italiana compleatatosi nell'anno demico 2001/2002: la riforma
Berlinguer del 3+2. Gli immatricolati di quest'anno accademico avrebbero
dovuto terminare il percorso triennale tra il 2004 e il 2005 (quando si con-
tano ancora gli immatricolati con il vecchio ordinamento del 1999/2000) e
quello magistrale tra il 2006 e il 2007. Nel numero di laureati del 2006/2007
devono essere considerati anche gli immatricolati a un corso di laurea di pri-
mo livello dell'anno 2003/2004; quindi, probabilmente la riforma ha inciso
negativamente sul percorso universitario degli studenti rallentandone il rag-
giungimento della laurea sia triennale che magistrale, nei tempi previsti. Si
tratta, tuttavia, di semplici supposizoni.
5.2.2 Analisi temporale
Dopo una prima descrizione dei dati, possiamo incominciare una vera e pro-
pria analisi temporale del problema sfruttando fPCA. Il metodo pratico che
adotteremo sarà l'applicazione di PCA multivariata presentata nel secondo
paragrafo del capitolo precedente. Con i soliti comandi, applichiamo PCA
alla tabella di dati riportata sopra. Cerchiamo di capire la dimensione del
problema riportando il graﬁco che riassume la quantità di varianza spiegata
dalle varie componenti.
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É palese che la prima componente racchiude piu' del 95% della variabi-
lità del problema (dal summary leggiamo che si tratta addirittura del 97%)
e con la seconda componente raggiungiamo quasi il 99%. Con il solo piano
principale riusciamo dunque ad esplorare abbondantemente il problema rac-
cogliendone quasi l'intera variabilità. A supporto di ciò riportiamo anche il
graﬁco delle varianze di ogni componente, dal quale si vede che la varianza
della prima è nettamente maggiore delle altre.
Riportiamo ora il biplot che ci suggerisce le prime possibili interpretazioni
strutturali delle regioni e degli anni.
Dalle proiezioni sul piano principale osserviamo che le frecce che indicano
gli anni sono tutte nella stessa direzione della prima componente; questo è
in linea con l'importante quantità di variabilità che spiega la componente
e ci suggerisce che, al variare degli anni, le regioni si comportano sempre
allo stesso modo. Non ci sono evidenti clusterizzazioni delle regioni, tutta-
via possiamo notare che il Lazio spicca nella direzione positiva della seconda
componente e in quella negativa rispetto alla prima; anche il Molise e la Valle
D'Aosta, di cui avevano già notato un proﬁlo inferiore rispetto agli altri, si
distinguono nella porzione di piano con entrambe le componenti positive.
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Riportiamo anche il graﬁco dei punteggi delle regioni sul piano principa-
le, dove si nota maggiormente il forte allineamento delle regioni con l'asse
principale.
Cerchiamo di capire ora, oltre al signiﬁcato, l'andamento delle due compo-
nenti. Ne presentiamo i graﬁci ottenuti tramite l'interpolazione smoot.spline
di R.
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Il graﬁco di sopra è stato ottenuto trovando le componenti tramite la
seguente funzione.
Listing 5.3: Componenti principali
componenti <-function(A,n)
{Q=cov(A);
e=eigen(Q)$vector[,n];
l=eigen(Q)$value[n];
pc1=sqrt(l)*e
}
Osserviamo che l'andamento dei due graﬁci è completamente diverso; pc1
ha un andamento quasi esponenziale (negativa) invece pc2 sembra avere una
andamento lineare.
Nei prossimi graﬁci faremo uso dell'interpolazione lineare. Per avere un'idea
su come fPCA possa spiegare la variabilità temporale di un problema, ne
disegniamo i graﬁci della media insieme a quelli della media più/meno prima
componente e facciamo lo stesso per la seconda.
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Figura 5.1
In entrambe le ﬁgure si vede che il graﬁco in blue sovrasta la media;
questo potrebbe essere l'indicatore della scelta del software di prendere come
autovettori quelli negativi. Dal primo graﬁco notiamo che la variabilità cresce
leggermente quando la media risulta essere maggiore, questo è assolutamente
intuitivo in quanto la varianza è una percentuale della media, quindi a media
maggiore corrisponde varianza maggiore e viceversa; guardando il secondo,
salta all'occhio che i graﬁci colorati invertono la loro direzione dopo l'anno
2007, in cui si intersecano. Questo potrebbe suggerirci che, l'andamento del
numero di laureati subisce un cambiamento in alcune regioni italiane a se-
guito del 2007. Per chiariﬁcare questi graﬁci e arricchire le osservazioni fatte
ﬁno ad ora, confrontiamo il graﬁco della media con alcune regioni italiane;
precisamente disgniamo quelle con punteggi minori e maggiori rispetto alla
prima e alla seconda componente.
Osservazione 5.2.3. Nei graﬁci che riporteremo successivamente adottere-
mo sempre la convenzione di proporre in blue le regioni con punteggi minori
e in rosso quelle con punteggi maggiori.
Iniziamo dalla prima componente. Vediamo che le regioni con punteggi
maggiori rispetto alla prima componente hanno un numero di laureati in-
feriore alla media, ogni anno; al contrario quelle con punteggi minori sono
sempre sopra la media. L'idea è quindi che la prima componente riassuma
l'andamento del numero di laureati in discipline tecnico scientifche rispetto
alla media regionale: nelle regioni con punteggi maggiori si contano meno
laureati che in quelle con punteggi minori.
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Analizziamo ora la seconda componente, sperando ci dia ulteriori infor-
mazioni sulla struttura del problema, usando lo stesso approccio di prima.
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Disegnando alcune delle regioni rilevanti, non otteniamo nessuna informa-
zione illuminante; possiamo solo notare che i graﬁci diﬀeriscono per l'anda-
mento dopo il 2007. Il graﬁco in rosso (il Lazio), a diﬀerenza di quelli in blue,
è crescente subito dopo il 2007 ma ha un calo negli anni successivi. L'idea è
che la seconda componente , che pure spiega solo il 3% della variabilità del
problema, potrebbe indicare lo sviluppo temporale dei laureati in discipline
tecnico-scientiﬁche nelle varie regioni. Lo snodo dei graﬁci potrebbe essere
spiegato con il fatto che ci sono due o tre regioni che reagiscono visibilmente
peggio o meglio al cambiamento che ha prodotto l'abbasamento del numero
medio dei laureati nel 2007.
Tuttavia da queste prime considerazioni ci viene in mente di esplorare
l'andamento medio delle regioni con punteggi positivi e negativi rispetto alla
seconda componente. Riportiamo anche l'andamento di altre regioni con la
solita convezione dei colori.
Figura 5.2: Regioni con punteggi negativi, regioni con punteggi positivi,
medie
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Notiamo che tutti i graﬁci in rosso presentano una crescita dopo l'anno
di snodo, e tutti quelli in blu una decrescita o comunque un andamento
abbastanza piatto. Osservando le medie vediamo che prima del 2006, i graﬁci
sembrano seguire un andamento simile, seppure uno si mentenga sopra e uno
sotto la media; la diﬀerenza si vede dal 2007 in poi.
• La media delle regioni con componenti minori (in blue), presenta una
decrescita tanto che, rispetto agli anni precedenti, dopo il 2006 il gra-
ﬁco si avvicina molto di più al proﬁlo medio. Sembra che risentano
maggiormante del cambiamento che ha portato al calo nel 2007.
• La media delle regioni con componenti maggiori (in rosso) presenta una
crescita; abbiamo l'impressione che tali regioni si riprendano meglio
dopo il 2007, o almeno risentano meno del cambiamento.
Concludendo, dall'analisi temporale riusciamo a estrapolare importanti
informazioni sulla variabilità del problema e sulla struttura delle regioni;
sappiamo, ora, per esempio, che le regioni che si trovano a sinistra e in alto
nel piano principale, sono quelle che producono un maggior numero di laureati
annualmente e che meglio hanno reagito al cambiamento che ha portato al
calo nel 2007.
Tabella 5.2: Laureati in discipline tecnico scientiﬁche tra il 2000 e il 2011
2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011
Piemonte 6,9 7,3 8,6 10,7 12,7 12,7 14,4 13,7 14,0 14,7 15,4 16,6
Valled'Aosta 0,4 0,6 0,1 1,0 1,6 1,2 0,1 0,4 0,6 2,6 1,4 2,3
Liguria 8,0 8,7 10,2 11,6 13,1 12,3 14,4 13,3 13,6 14,1 14,2 15,1
Lombardia 7,0 7,0 8,2 12,4 13,3 13,0 14,8 15,2 14,4 14,3 14,1 15,1
Trentino 3,7 3,0 8,7 5,1 5,8 6,2 7,0 6,7 7,7 7,6 8,2 9,0
Veneto 6,0 6,4 7,7 8,3 10,9 11,0 12,7 11,2 10,3 10,7 10,8 11,5
Friuli 5,6 6,0 8,2 12,5 13,4 13,5 17,7 15,1 15,5 15,5 16,1 15,9
EmiliaRomagna 8,7 9,3 11,3 13,5 16,2 16,5 17,4 17,3 18,3 18,1 18,3 19,6
Toscana 8,8 9,2 12,1 14,3 14,0 14,2 16,5 16,4 16,4 16,8 16,9 17,3
Umbria 6,6 6,1 6,9 8,5 10,6 11,8 13,5 12,7 11,1 11,0 11,9 12,0
Marche 5,1 6,3 7,1 8,3 9,4 12,3 12,8 11,8 13,1 13,8 14,6 14,8
Lazio 6,3 7,5 9,2 11,4 12,6 14,6 16,1 16,4 18,5 19,0 18,8 18,2
Abruzzo 6,5 5,7 6,5 6,8 7,6 8,6 10,4 9,6 9,1 8,9 9,5 10,9
Molise 0,6 0,7 0,6 1,1 1,4 0,7 2,3 1,3 2,3 2,1 2,7 3,7
Campania 4,2 5,5 6,1 6,6 8,2 8,6 10,2 9,9 10,2 10,4 10,4 10,6
Puglia 2,8 3,0 3,7 3,9 4,9 6,0 6,8 6,4 6,9 7,0 6,9 7,0
Basilicata 2,0 2,4 3,1 4,1 5,2 4,5 5,9 5,3 4,4 4,9 5,3 5,2
Calabria 4,2 3,9 4,8 7,0 6,9 8,4 9,5 9,6 9,2 9,2 8,9 9,8
Sicilia 3,9 4,2 4,7 5,1 6,2 6,8 7,5 7,0 7,0 6,9 7,5 8,1
Sardegna 3,9 4,9 5,4 6,2 7,3 6,7 7,0 7,76 8,2 8,1 8,3 8,9
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5.3 Analisi della stabilità della pioggia a Pisa
tramite fPCA
Nel seguente paragrafo ci occupiamo di aﬃancare fPCA a uno dei metodi di
previsione di serie storiche; lo scopo è notare il potenziale delle informazioni
sulla variabilità contenute nelle prime componenti principali rispetto a quelle
contenute nella semplice deviazione standard.
5.3.1 Presentazione dei dati
Il dataset è stato preso dall' archivio meteo del sito disistile.it; i dati giorna-
lieri forniti dal suddetto archivio contengono le informazioni sui millimetri di
acqua caduti a Pisa dal 1 Gennaio 2000 al 31 Dicembre del 2013 . La prima
parte del lavoro è stata snellire l'enorme quantità di dati a disposizione fa-
cendo le medie mensili per ottenere così la serie storica rappresentata sotto.
I dati si trovano nella tabella ?? Applicando fPCA come nell'esempio sui lau-
reati, dopo aver creato una tabella in cui le colonne rappresentassero i mesi
e le righe gli anni, non abbiamo ottenuto dei risultati molto soddisfacenti;
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questo dipende, in parte, dalla scelta della suddivisione della serie storica.
Risulta invece, più interessante, l'analisi si stabilità che proporremo.
5.3.2 Analisi dell'incertezza di previsione
Uno dei più famosi metodi predittivi per le serie storiche è quello di Holt
Winters, anche se più semplice sarebbe utilizzare la media, useremo questo
per la previsione. Il seguente graﬁco mostra la serie storica e la previsione
del 2014 ottenuta con H.W. ( usando in R il comando HW()). Interessante,
per capire la stabilità della previsione è osservare e analizzare i residui. Si
noti che, non sembrano esserci delle evidenti anomalie nei residui, tuttavia
particolarmente evidente è il picco, a ribasso, alla ﬁne del 2001. L'analisi dei
residui potrebbe essere corredata di molti più graﬁci e osservazioni, questo
però ci distoglierebbe dallo scopo di analizzare la stabilità della pioggia e
l'incertezza della previsione, quindi non ci concentreremo su quest'aspetto.
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Per rilevare l'incertezza della previsione siamo interessati a delle bande
che possano contenere i valori previsti al 90%. Creiamo la matrice A che
contiene i residui di ogni anno mese per mese.
residui.pioggia = residuals(HW.pioggia)
A=matrix(nrow=13, ncol =12)
for (i in 1:13)
{
A[i,]= residui.pioggia [((i -1)*12+1):(i*12)]
}
Il primo metodo, più semplice, che vediamo prevede l'utilizzo della devia-
zione standard; calcoliamo la deviazione standard dei residui per ogni mese
e, tramite queste, rintracciamo le bande che contengono i valori di previsione
al 90%.
%Vettore delle deviazioni standard mese per mese
Sig = 1:12
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for (j in 1:12) {
[j]= sd(A[ ,j])
}
%Plot dev.st e bande
par(mfrow=c(1,2))
ts.plot(Sig ,type="o",ylab="Dev.st residui ")
h=min(predict(HW.pioggia ,12)+ qnorm (0.05,0,Sig),
predict(HW.pioggia ,12)+ qnorm (0.95,0,Sig))
l=max(predict(HW.pioggia ,12)+ qnorm (0.95,0,Sig),
predict(HW.pioggia ,12)+ qnorm (0.05,0,Sig))
ts.plot(predict(HW.pioggia ,12), ylim=c(h,l),type="o",
ylab="Bande di variabilit\'a con dev.st")
lines(predict(HW.pioggia ,12)+ qnorm (0.05,0,Sig),
type="o", col= " red ",ylim=c(h,l))
lines(predict(HW.pioggia ,12)+ qnorm (0.95,0,Sig),
type="o",col= " blue ",ylim=c(h,l))
Da i comandi di R otteniamo il seguente plot.
Dal graﬁco delle deviazioni standard notiamo che, a conferma di ciò che
l'intuito ci suggerisce, la variabilità della pioggia è molto più accentuata a
Marzo, Settembre e Novembre. I mesi in assoluto più stabili sono Giugno e
Luglio. Osserviamo che i picchi del graﬁco non indicano maggiore o minore
quantità di pioggia, bensì maggiore variabilità o instabilità del meteo. Le
bande di previsione confermano quanto appena osservato dal graﬁco della
deviazione standard; inoltre è palese che nei mesi di maggiore stabilità l'in-
tervallo di incertezza è più stretto dunque la previsione più certa, al contrario
l'incertezza aumenta nei mesi di variabilità maggiore. Da questi graﬁci otte-
niamo già buone informazioni, ci aspettiamo che fPCA ci permetta di capire
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i proﬁli più tipici delle ﬂuttuazioni mettendo in evidenza eventuali cambia-
menti. Applichiamo fPCA, come nel paragrafo precedente, alla tabella dei
residui mensili. Si tratta di una tabella le cui righe rappresentano gli anni e
le colonne i mesi, questo preserva il carattere temporale dei dati. Calcoliamo
la prima e la seconda componente e ne analizziamo la struttura.
Listing 5.4: Applicazione di fPCA alla tabella dei residui
PCA = princomp(A)
e1=PCA$loadings [,1]
e2=PCA$loadings [,2]
par(mfrow=c(1,2))
ts.plot(e1,type="b"); ts.plot(e2,type="b")
Dal summary scopriamo che il piano principale cattura il 55% della varia-
bilità del problema distribuita in modo che la prima componente ne spieghi
il 34%. Osserviamo, preliminarmente, che si tratta di autofunzioni il cui
segno è scelto casualmente dal software quindi non dobbiamo considerare
rilevanti le direzioni di variabilità ma solo la variabilità stessa. Come la de-
viazione standard, la prima componente cattura la variabilità di Novembre
e Settembre, ma anche quella di Febbraio ; si nota che i picchi di Settem-
bre e Febbraio sono posizionati nello stesso verso, invece quello di Novembre
nel verso opposto. Dato che tali variazioni sono tutte percepite dalla prima
componente, possiamo dedurre che esse sono collegate: una maggiore quan-
tità di variabilità previsiva nei mesi di Febbraio e Settembre potrebbe essere
indice di una inferiore nel mese di Novembre, o viceversa. Guardando solo
la prima componente non percepiamo l'aspettata variabilità di Marzo che ha
valori poco distanti dallo zero. Questa invece viene catturata visibilmente
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dalla seconda componente, è il punto che segna il picco più alto. Inoltre, da
Marzo in poi tutti i mesi hanno segni concordi, seppure siano visibili delle
oscillazioni. Guardiamo ora gli intervalli che contengono i valori predetti al
90% ottenuti con la prima componente e con la seconda.
Listing 5.5: Fluttuazioni con pc1
par(mfrow=c(1,2))
h=min(predict(HW.pioggia ,12)-e1*PCA$sdev [1]* qnorm (0.95) ,
predict(HW.pioggia ,12)+e1*PCA$sdev [1]* qnorm (0.95))
l=max(predict(HW.pioggia ,12)+e1*PCA$sdev [1]* qnorm (0.95) ,
predict(HW.pioggia ,12)-e1*PCA$sdev [1]* qnorm (0.95))
ts.plot(e1,type="o")
ts.plot(predict(HW.pioggia ,12), type="o",
ylim=c(h,l),ylab=" deviazioni pc1 (34%)")
lines(predict(HW.pioggia ,12)+e1*PCA$sdev [1]* qnorm (0.95) ,
type="o",col= "red ",ylim=c(h,l))
lines(predict(HW.pioggia ,12)-e1*PCA$sdev [1]* qnorm (0.95) ,
type="o",col= "blue ",ylim=c(h,l))
Queste bande di oscillazione mettono in evidenza la stabilità previsiva
delle precipitazioni in Maggio, Giugno e Dicembre e anche la forte incer-
tezza di previsione per Febbraio, Novembre, Settembre e, inaspettatamente,
Agosto. Si noti, inoltre, che i graﬁci che deﬁniscono i limiti delle bande si
intersecano cambiando direzione. Questo conferma quanto già detto nell'a-
nalisi della prima componente circa il legame dell'instabilità delle pioggie in
alcuni mesi.
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Per ottenere i graﬁci della seconda componente, usiamo gli stessi comandi
di prima sostituendo e2 al posto di e1. Salta immediatamente all'occhio la
diﬀerenza delle informazioni contenute in questo graﬁco. La seconda compo-
nente mette in evidenza l'incertezza di previsione del metodo in mesi diversi
dalla prima. L'intervallo dei valori di Marzo, esaminato prima da pc1, è net-
tamente inferiore a quello di Aprile così come risulta maggiore l'incertezza di
previsione in Maggio, Giugno e Agosto. I graﬁci colorati si intersecano una
sola volta, a indicare il cambio di rotta della instabilità relativa alle previ-
sioni mensili di pioggia. Sembra che, Marzo sia legato a tutti gli altri mesi
successivi: una maggiore variabilità in questo mese ne implica una minore
durante i mesi successivi e viceversa. Possiamo conlcudere aﬀermando che,
grazie a fPCA riusciamo ad avere consapevolezza sulle ﬂuttuazioni tipiche
della quantità di pioggia nei dodici mesi del'anno chiarendone le direzioni e
legami
Tabella 5.3: Millimetri mensili di pioggia mensili
gen. feb. marzo aprile maggio giugno luglio agosto sett. ott. nov. dic.
2000 3,4000 0,3586 2,9806 3,1500 1,5194 2,0200 0,9613 0,6645 2,5933 5,1323 13,9633 3,6258
2001 3,4839 1,2893 3,5097 2,8533 1,2806 0,1467 0,9581 0,0000 5,6067 2,7290 3,7333 2,6903
2002 1,9968 3,2464 0,2258 2,6100 2,9320 2,4385 2,2742 4,9645 7,3567 4,7194 6,3133 6,5387
2003 2,9613 0,7500 1,1935 3,2167 1,8419 1,3533 1,4065 0,3484 1,7000 4,0710 10,0900 5,7097
2004 5,2806 4,9586 4,2387 3,5267 3,2032 3,1000 1,4774 0,5097 3,3033 5,4645 4,2967 4,4097
2005 2,2645 4,0964 3,9065 3,3033 2,3935 1,2500 1,9323 2,5097 1,3500 4,7533 1,9167 4,5742
2006 2,6742 4,1750 2,9742 2,4033 2,4806 1,0667 1,6484 4,2032 6,3833 2,5484 5,1267 4,9097
2007 2,6226 2,7821 3,3645 1,000 6,0774 1,9567 0,6452 2,8167 3,1900 3,9290 2,4867 3,5710
2008 5,1516 2,1828 4,2903 3,9833 4,1871 1,7667 0,6613 0,5097 1,1467 5,1452 6,1400 5,4839
2009 4,5161 3,4852 5,3097 3,2300 1,4419 2,6667 0,0000 0,6452 2,0000 2,9032 4,0000 6,8966
2010 5,6667 6,0714 4,5161 3,1034 5,1613 3,0000 0,3226 1,2903 3,6667 4,8387 7,0000 5,1613
2011 3,5484 4,2857 4,1935 2,3333 1,6129 2,3333 2,5806 0,9677 1,3793 1,6129 2,6667 4,6667
2012 2,5806 1,9231 0,9677 7,3333 3,8710 1,3333 0,3226 0,9677 3,3333 4,1935 4,6667 4,5161
2013 4,5161 3,9286 7,7419 5,0000 4,1935 1,6667 0,9677 1,6129 3,4483 3,8710 4,3333 1,2903
85
5.4 Primo algoritmo di riconoscimento facciale
Presentiamo, di seguito, un famoso algoritmo per il riconoscimento automa-
tico dei volti, basato sulla teoria delle componenti principali su dati di ca-
rattere inﬁnito-dimensionale. A diﬀerenza degli esempi esplorativi sulle serie
storiche, questa è un'applicazione di PCA come metodo di riduzione della
dimensione. L'idea di utilizzare PCA per il riconoscimento facciale, venne
proposta da Turk e Pentland nel 1991; attualmente le tecniche di riconosci-
mento automatico di volti si sono evolute e sfruttano strumenti matematici
sempre più raﬃnati, tuttavia l'algoritmo chiamato Eigenfaces (dal nome da-
to alle componenti principali) risulta essere un metodo veloce e semplice per
riconoscere degli individui in uno schedario o taggare photo come fa Picasa.
É di gran lunga più eﬃciente degli algoritmi che venivano usati in passato,
i quali si concentravano su occhi, bocca e naso e confrontavano gli individui
solo sulla base di queste conformazioni ﬁsionomiche. Eigenfaces ha comun-
que diversi limiti: è particolarmente sensibile ai cambi di espressione e di
luce, per tale motivo necessita di un'accurata supervisione nell'utilizzo.
5.4.1 Presentazione del problema
Figura 5.3: Yaleface
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Lo schedario che utilizzeremo, yaleface, contiene le immagini di 15 indi-
vidui, ognuno dei quali è rappresentato con 11 diverse caratteristiche: luce
centrale, con gli occhiali, felice, luce da sinistra, senza occhiali, normale,
luce da destra, triste, assonnato, sorpreso, con l'occhiolino. Sono tutte im-
magini in scale di grigi con risoluzione di 243 × 320 pixel. Per applicare
PCA, vogliamo creare una matrice che contenga tutte le immagini; lo faccia-
mo trasformando le matrici di pixel, associate alle immagini, in vettori con
243 · 320 componenti. Ognuno di questi vettori sarà la riga di una matrice
A di dimensioni 15 · 11 × 243 · 320, da quì il carattere inﬁnito-dimensionale
dell'esempio. In una matrice così fatta le immagini costituiscono gli individui
e le colonne (fatte di pixel) le variabili. Notiamo che, se applicassimo PCA
alla matrice A , avremmo una matrice di covarianza 243 · 320× 243 · 320, a
causa dell'elevato numero di pixel che formano un'immagine; si tratta di di-
mensione eccessivamente elevate. Turk e Pentland dimostrano che si riesce a
usare una matrice di covarianza di dimensioni 15 ·11×15 ·11. Vediamo come.
Sappiamo che la matrice di covarianza della matrice delle immagini A è
Q̂ = AT ·A. Deﬁniamo C := A ·AT (è la matrice di covarianza di AT ), questa
è una matrice 5 · 11× 15 · 11. Indicando con ui i suoi autovettori e λi i suoi
autovalori, abbiamo che
(A · AT )ui = Cui = λiui
quindi moltiplicando a sinistra per AT otteniamo
λiA
Tui = A
T · A · ATui = Q̂ATui .
Dunque, se gli ui sono gli autovettori di C allora ATui sono gli autovettori
della matrice di covarianza, cioè le componenti principali chiamate Eigenfa-
ces. É computazionalmente più conveniente usare quanto appena dimostrato
per applicare PCA a una matrice di dimensione tanto elevate quanto quella
dell'esempio.
5.4.2 Algoritmo e risultati
Per snellire la dimensione del problema, applicheremo PCA alla trasposta
della matrice descritta prima; questa sarà una matrice le cui righe contengono
i pixel e le colonne gli individui. Per semplicità di notazione, indicheremo con
B la trasposta di A. Dopo aver ottenuto la matrice delle immagini, dobbiamo
scrivere l'algoritmo del riconoscimento facciale. I passi che seguiremo saranno
i seguenti.
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1. Si calcola la faccia media e la si sottrae alla matrice B, questo ci
permette di avere delle immagini centrate allo stesso modo;
2. Si calcolano le componenti principali ei di B, Bei sono le componen-
ti principali di A chiamate eigenfaces e sono immagini sfocate che
contengono un po' delle informazioni di tutte gli altri individui;
3. Si sceglie un numero k di componenti tramite uno dei metodi utilizzati
nel primo capitolo, noi continueremo ad usare il metodo della varianza
cumulativa spiegata;
4. Si crea la matrice delle proiezioni dei volti iniziali sullo spazio formato
dalle k eigenfaces, ottenendo nuove immagine denominate ghostly ;
5. Si inserisce un nuovo volto I sottraendo a questo la faccia media per
concedergli una struttura analoga alla matrice cui applichiamo PCA;
6. Si proietta la nuova immagine I sullo spazio delle eigenfaces;
7. Si calcola la distanza euclidea tra la proiezione del volto del nuovo
individuo e le altre, se la minima distanza ottenuta coincide con la
distanza tra I e una delle immagini ghostly allora l'immagine viene
riconosciuta.
Lo schedario yaleface che, nella pratica useremo per le applicazioni, sarà
ridotto; toglieremo a questo un'immagine scelta casualmente e la useremo
come nuovo individuo. La funzione matlab che proponiamo ci permette anche
di stampare l'immagine tolta dallo schedario che costituirà l'immagine da
riconoscere.
Listing 5.6: Togliere un individuo casuale dallo schedario di partenza
function [B_new ,m]= Togliereindividuo(B);
m= ceil (165* rand (1));
colormap(gray (256));
imagesc(reshape(B(:,m) ,[243 ,320]));
%creare nuova matrica
B_new =[];
for j=1:165
if (j~=m)
temp=B(:,j);
B_new=[B_new temp];
end
end
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Una delle possibili immagini ottenute è quella rappresentata di seguito. La
matrice a cui applicare PCA è ora Bnew e la faccia da riconoscere è B(:,n-
individuo).
Seguiamo i passi dell'algoritmo descritto sopra.
1. Centriamo la matrice Anew.
Listing 5.7: Centratura
function [Bcentrata ,m]=centr(B);
m=mean(B,2);
Bcentrata = [];
for i=1: size(B,2)
temp=double(B(:,i))-m;
Bcentrata =[ Bcentrata temp];
end
2. Applichiamo pca.
Listing 5.8: pca
function [Eigface_mat ]=pca(Bcentrata)
C =cov(Bcentrata );
[W,D] =eig(C);
[y,I]=sort(diag(D),'descend ');
W=W(:,I);
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3. Scegliamo il numero di componenti principali e ne mostriamo la matrice
delle eigenfaces. Il codice seguente è la continuazione della funzione
pca(Bcentrata) iniziata nelle righe di sopra.
Listing 5.9: Scelta delle componenti
eigsum = sum(y);
j=1;
csum=y(1);
p=csum/eigsum;
k=0;
while p < 0.950 \&\& k~=size(Bcentrata ,2)
k=j;
j=j+1;
csum=csum+y(j);
q=csum/eigsum;
p=q;
end
varianzaspiegata=p
numerocomponenti=k
Eigface_mat= (Bcentrata* W(:,1: k))
Eigface_mat=Eigface_mat/norm(Eeigface_mat );
Figura 5.4: 48 eigenfaces
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Con il metodo della varianza cumulativa spiegata vengono scelte, in
questo caso, 48 componenti principali; abbiamo quindi notevolmente
ridotto le dimensione del problema. Anche la varianza spiegata dalle 48
componenti è ottima essendo 0.9503. Con lo stesso metodo, nelle altre
prove fatte, k si aggirava comunque intorno al 50. Da quest'immagine
notiamo che le prime eigenfaces sono molto più sfocate delle ultime,
questo dipende dalla variabilità che ognuna di esse spiega. Le immagini
sono tanto sfocate quanta più varianza catturano.
4. Riportiamo la funzione per il riconoscimento.
Listing 5.10: Riconoscimento automatico
function Riconoscimento(Eigeface_mat ,Bnew ,m,Newface ,e)
%Proiezioni
projectimg = [ ];
for i = 1 : size(Eigface_mat ,2)
temp = Eigface_mat ' * Bnew(:,i);
projectimg = [projectimg temp];
end
Newfacecentr = double(Newface)-m;
projtestimg = Eigface_mat '* Newface;
%Riconoscimento
dist = [ ];
for i=1 : size(Eigface_mat ,2)
temp = (norm(projtestimg -projectimg (:,i)))^2;
dist = [dist temp];
end
min(dist)
if min(dist) < e
[dist_min recognized_index] = min(dist);
stampa ([Newface ,Bnew(:, recognized_index )],1,2);
else
disp( 'Immagine non riconosciuta ');
end
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Con questi codici implementati in matlab, nel nostro caso, il ricono-
scimento avviene; le distanze tra le immagini sono dell'ordine di 106 a
causa dei bordi bianchi che contengono.
Osserviamo che a causa della grande distanza tra le immagini, il riconosci-
mento non sempre va a buon ﬁne.
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Appendice A
Radice quadrata di un operatore
positivo
Come anticipato nel capitolo 2, la nozione di radice quadrata di un operatore
non è aﬀatto ovvia. Come fatto per le matrici, vorremmo deﬁnire l'operatore
radice quadrata nel seguente modo.
Deﬁnizione 22.
Sia T un operatore lineare, limitato e semideﬁnito positivo su uno spazio di
Hilbert. Chiamiamo radice quadrata di T un operatore, che indichiamo con√
T , limitato e semideﬁnito positivo tale che(√
T
)2
= T .
L'esistenza di un operatore così fatto ha bisogno di un'attenta giustiﬁca-
zione.
Lemma A.1.
La serie di potenze per
√
1− z, deﬁnita in un intorno di zero, converge
assolutamente ∀ z ∈ C con |z| ≤ 1.
Dimostrazione.
Sia 1 + c1z+ c2z2 + ... la serie di potenze per
√
1− z deﬁnita in un intorno di
zero; dato che
√
1− z è analitica in {z ∈ C : |z| < 1} allora la serie conver-
ge assolutamente in questo insieme. Vogliamo ora dimostrare che converge
anche per |z| = 1.
Osserviamo che
cn =
dn
dzn
√
1− z < 0 ∀n ≥ 1 .
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Allora
N∑
n=0
|cn| = 1 + |c1|+ ...+ |cN | =
cn<0 :n≥1
1− (c1 + ...+ cN) =
= 1 + 1− (1 + c1 + ...+ cN) = 2−
N∑
n=0
cn =
= 2− lim
x→1−
N∑
n=0
cnx
n ≤ 2− lim
x→1−
√
1− z = 2 .
Questo è vero ∀N ∈ N allora si ha che
∞∑
n=0
|cn| ≤ 2
cioè ∞∑
n=0
cn =
∞∑
n=0
cnz
n
||z|=1 ≤ 2 ;
questo ci dice che la serie converge assolutamente anche per |z| = 1 come
volevamo.
Siamo pronti ora per deﬁnire la radice quadrata tramite il seguente teo-
rema.
Teorema A.2.
Sia T un operatore limitato e semideﬁnito positivo. Allora esiste un unico
operatore B limitato e positivo tale che B2 = T .
Dimostrazione.
Sena perdere di generalità ci restringiamo al caso in cui ‖T‖ ≤ 1. Osserviamo
che
‖I − T‖ = sup
‖ϕ‖=1
〈
(I − T )ϕ, ϕ〉 ≤ 1 .
Per il lemma appena dimostrato abbiamo che 1 + c1(I −T ) + c2(I −T )2 + ...
converge in norma ad un operatore B su tutto l'insieme {‖T‖ ≤ 1}.
• B è semideﬁnito positivo.
Infatti si ha
0 ≤ I − T ≤ I ⇔ 0 ≤ 〈(I − T )ϕ, ϕ〉 ≤ 1
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e allora sfruttando questo e le stime del lemma si ha che
〈Bϕ,ϕ〉 = 1 +
∞∑
n=0
cn
〈
(I − T )nϕ, ϕ〉 ≥
≥ 1 +
∞∑
n=0
cn =
dim lemma
1
• B2 = T .
Infatti, la convergenza della serie 1 + c1z + c2z2 + ... è assoluta e la
funzione f(y) = y2 è una funzione continua quindi
lim
N→∞
(
N∑
n=0
cnz
n
)2
=
(
lim
N→∞
N∑
n=0
cnz
n
)2
.
Inoltre, ricordando che, lim
N→∞
(∑N
n=0 cnz
n
)
=
√
1− z e, nel nostro caso,
z = I − T , possiamo concludere che
B2 = T .
• B è limitato. Ovvio dalla limitatezza di T .
Siamo dunque riusciti a deﬁnire la radice quadrata
√
T := B, dove B è
l'operatore ottenuto nel teorema di sopra.
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Appendice B
B.1 Complementi al capitolo 2
Indipendenza delle norme dalla scelta della base
Proposizione B.1.
Le norme ‖·‖1 e ‖·‖H.S sono indipendenti dalla scelta della base ortonormale
su H.
Dimostrazione.
Per l'osservazione 2.3.3, dato un operatore lineare e limitato T su H vale la
seguente uguaglianza
‖T‖2H.S. =
∥∥|T |2∥∥
1
⇔ ‖T‖1 =
∥∥√|T |∥∥2
H.S.
quindi basta svolgere la dimostrazione solo per una delle due norme; per
semplicità lo facciamo per ‖ · ‖H.S.. Siano E e F due basi ortonormali di H.
1. ∑
e∈E
‖Te‖2 =
∑
e∈E
∑
f ∈F
|〈Te; f〉|2 =
=
∑
f ∈F
∑
e∈E
|〈e;T ∗f〉|2 =
=
∑
f ∈F
‖T ∗f‖2
2. Usiamo le uguaglianze del punto precedente su |T | che è simmetrico.∑
e∈E
∥∥|T |e∥∥2 = ∑
f ∈F
∥∥|T |f∥∥2 .
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3. Concludiamo osservando che∑
e∈E
∥∥|T |e∥∥2 = ∑
e∈E
〈|T |e; |T |e〉 =
∑
e∈E
〈|T |2e; e〉 = ‖T‖2H.S.(E)
e dunque
‖T‖2H.S.(E) = ‖T‖2H.S.(F) .
Richiami di analisi funzionale
Proposizione B.2.
Sia T un operatore lineare, non limitato, denso e chiuso su H spazio vettoriale
normato, allora valgono le seguenti aﬀermazioni:
1. Ker(T ) = rango(T ∗)⊥;
2. Ker(T ) = rango(T )⊥.
Per la dimostrazione vedere [11] pagine 45,46.
Teorema B.3. teorema di rappresentazione di Riesz
Sia H uno spazio di Hilbert, H′ := {F : H −→ R : F sia lineare e continua}
il suo duale topologico; sia ψ un elemento di H e Φψ un funzionale deﬁnito
come segue
Φψ(ϕ) = 〈ϕ;ψ〉 ∀ϕ ∈ H .
Se Φψ ∈ H′ allora ogni elemento di H′ può essere scritto unicamente in tale
forma. (Segue automaticamente l'identiﬁcazione tra H e H′)
Teorema B.4.
Sia T un operatore limitato su H; le seguenti aﬀermazioni sono equivalenti.
1. T è continuo;
2. T è continuo in zero;
3. T è limitato.
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B.2 Complementi al capitolo 3
Lemma B.5.
Siano {en}n∈N e {fm}m∈N due basi ortonormali di L2(I). Per ogni n,m
numeri naturali, deﬁniamo gnm(s, t) := en(s)fm(t); allora {gnm}(n,m)∈N×N è
una base ortonormale di L2(I × I).
Dimostrazione.
Per dimostrare che le gnm deﬁnite nell'enunciato formano una base ortonor-
male di L2(I× I) dobbiamo far vedere che esse hanno norma uno e generano
ogni elemento di L2(I × I).
• gnm(t, s) ∈ L2(I × I). Infatti
‖gnm‖2 ≤ ‖en‖2‖fm‖2 <∞ .
• ‖gnm‖2 = 1. Infatti
‖gnm‖22 =
∫
I
∫
I
en(t)
2fm(s)
2dtds = ‖en‖22‖fm‖22 = 1 .
• gnm generano L2(I × I). Ci basta provare che se esistesse una funzione
h(t, s) ∈ L2(I×I) ortogonale a tutte le gnm allora tale h dovrebbe essere
nulla. Supponiamo, dunque, che esiste un'h(t, s) così fatta. Deﬁniamo
ht(s) := h(t, s)
allora per il teorema di Fubini ht(s) ∈ L2(I) quasi ovunque. Inoltre,
riscriviamo ‖h‖2.
‖h‖22 =
∫
I×I
h(t, s)2dtds =
∫
I
‖ht‖22dt =
=
∫
I
∑
m≥1
|〈fm;ht〉2|2 dt =
=
∑
m≥1
∫
I
|〈fm;ht〉2|2 dt .
Deﬁniamo Km(t) := 〈fm;ht〉2 ; se dimostriamo che sotto le ipotesi di
ortogonalità fatte
∫
I
|Km|2 dt = 0 per ogni m, allora, per la riscrittura
di sopra, abbiamo che ‖h‖2 = 0 cioè h ≡ 0 come volevamo.
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∫
I
|Km|2 dt = ‖Km‖22 =
∑
n≥1
|〈en;Km〉2|2 =
∑
n≥1
∣∣∣∣∫
I
Km(s)en(s)ds
∣∣∣∣2 =
=
∑
n≥1
∣∣∣∣∫
I×I
h(t, s)en(t)fm(s)dtds
∣∣∣∣ =
=
∑
n≥1
∣∣∣∣∫
I×I
h(t, s)gnm(t, s)dtds
∣∣∣∣2 =
=
∑
n,m≥1
|〈gnm;h〉2|2 =
gnm⊥h
0 .
Questo ci permette di concludere.
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