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ABSTRACT
Using data from a 1991 survey of 973 establishments engaged in the machining processes
in 21 different U.S. metal working industries, this study investigates the effects of
complementarities among process practices (such as the adoption of programmable
automation), workforce practices (such as training and selective hiring policies),
organizational practices (such as the adoption of participative problem solving and
group-based compensation systems), and interorganizational practices (such as interfirm
collaboration) on manufacturing firms' productivity. The empirical results indicate that
these manufacturing practices affect firms' performance not only individually but also as
interrelated elements in their manufacturing systems. Moreover, the return from joint
implementation of these manufacturing practices is greater than the sum of the returns
from adopting each practice exclusively. Consequently, these findings suggest that
management should manage the adoption of process, workforce, organization, and
interorganization practices jointly rather than treat them as separate entities.
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Chapter 1
INTRODUCTION
The importance of linkages among manufacturing practices was suggested by Wickham
Skinner in 1974. In his "Focused Factory" article, Skinner suggested that inconsistencies
between manufacturing policies (such as choices of equipment and production process,
training and supervisory approaches, production scheduling and control systems, and
organizational structure). caused poor performance in u.s. manufacturing industries.
However, it was not until 1986 that the importance of linkages among manufacturing
policies was recognized widely. Investigating the adoption of flexible manufacturing in
the U.S. and Japan, Jaikumar (1986) suggested that the maximum benefits from the
adoption of advanced manufacturing technology could not be realized when the work
organization did not fit to such technology. In addition, Milgrom and Roberts' (1990),
the most comprehensive formal theo.retical models addressing the interactions among
various manufacturing practices, suggest that maximum financial benefits can only be
realized when firms adopt various manufacturing practices jointly. The firm's benefits
from such strategic fits are known as economies of joint implementation.
Definition. The firm is said· to enjoy economies ofjoint implementation when the return
from joint implementation ofmanufacturing practices is greater than the sum ofthe returns
from adopting each practice exclusively. Other terms used on the literature include
complementarity, congruency, synergy, and mutual reinforcement.
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Since the 1980s, a number of empirical studies have examined the linkages among
manufacturing practices. The literature focuses on four aspects of manufacturing
practices: (1) process practices such as the adoption of programmable automation, (2)
workforce practices such as training and hiring policies (3) organizational practices such
as teamwork-oriented structures and group-based reward systems, and (4)
interorganizational practices such as collaboration with customers and suppliers. For
example, Snell and Dean (1992) and Youndt, Snell, et al. (1996), who study the metal-
working industries, find complementarities between process practices (such as uses of
advance manufacturing technology, just-in-time inventory control, and total quality
management) and workforce practices (such as selective staffing, comprehensive training,
use of performance evaluation, and competitive compensation). Kelley, et al. (1994) find
that there is a positive interaction between customer and internal collaboration in
machining plants. Pi! and MacDuffie (1996) and find linkages among process practices
(uses of flexible automation and minimizing buffers), workforce practices (high-
commitment workforce), and organizational practices (teamwork-oriented work
systems) in automotive assembly plants. Grant and Harvey (1992) find that positive
union and employee participation in the adoption of productivity improvement
programs increases the chances that firms implement such programs successfully.
Finally, Parthasarthy and Sethi (1993) find two-way complementarities between a firm's
choice of process technology (degrees of automation) and various workforce practices
(uses of high quality workforce and training), organizational practices (uses of
teamwork), and interorganizational practices (collaboration with suppliers). Together
3
these works support the economies of joint implementation theory and suggest that
various manufacturing practices reinforce one another in enhancing firms' performance.
However, ranging from examining linkages within a single (of the four) aspect of
practices to examining linkages across three aspects of practices, none of these empirical
studies have examined four-way complementarities among the four aspects of
manufacturing practices. Biases relate5i to one or more missing aspects from these
studies may help explain why some (i.e. Helper and Levine, 1994) do not find
statistically significant complementarities among the selected practices.
Hence, this study extends the already rich evidence in a potentially fruitful way by
examining the effects of both the complementarities among practices within each aspect
and the four-way complementarities among the four aspects on firms' productivity.
(Figure Lion the next page summarizes my research framework.) This paper is
organized as follows. The next chapter presents the theoretical background and
hypotheses regarding how each manufacturing practice contributes to the improvement
in firms' performance and how they are related to one another. Then, Chapter 3
discusses the general methodology used in this paper. Next, linkages within the same
aspect and linkages among different aspects are tested in Chapter 4 and 5, respectively.
Finally, suggestions for future research and model limitations are discussed in the
conclusion chapter.
4
Figure 1-1. Research Framework.
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Chapter 2
THEORETICAL BACKGROUND AND HYPOTHESES
In order to study the complementarities among process, workforce, organizational, and
interorganizational practices on firms' operational effectiveness, I focus on four
manufacturing concepts that are related to each aspect of manufacturing practices. These
concepts are suggested by Womack, et al. (1991), Steudel and Desruelle (1992), and
Goldman, et al. (1995) as guidelines for competing in dynamic markets. The four
selected concepts are (1) use of advanced technologies, (2) use of high performance
workforces, (3) use of high-involvement organizational structures, and (4) production
networking. Practices related to each concept are introduced first. Then, the links
among these four concepts are discussed.·
2-1 PROCESS PRACTICES
Differences in the manufacturing technology vanous firms employ contribute
considerably to differences in operational effectiveness among manufacturing firms. A
firm can improve its productivity by employing advanced technology such as
programmable automation in its manufacturing operations. (See Womack, et al. (1991),
Gyan-Buffour (1994), Kelley (1996), and MacDuffie, et al. (1996) for empirical effects of
programmable automation on productivity.) Programmable automation allows a plant
6
to run machines at faster speeds while maintaining product quality. Moreover, the setup
operations can be preprogrammed into these machines, reducing the setup time required
for each production run. Also, the highly flexible· holding devices in many automated
machine tools minimize geometric limitations common in conventional machining and
allow multiple tasks to be performed simultaneously.
Furthermore, the degree to which each machine contributes to productivity
Improvement depends on the newness of the technology it features and how
sophisticated that technology IS. Newer generation machines are often revised to
eliminate production problems found in the previous generation. Also, more and
improved user-friendly features are added so newer machines are easier to operate and so
their operators make fewer mistakes. (See Kelly (1996) for empirical evidence of effects
of machine tools' newness on productivity.)
In addition to programmable automation and new and sophisticated technology,
productivity improvement can be done through the use of computers in other
operations such as parts or product designs, quality assurance, process planning, and
material and part planning. Dynamic changes in customers' needs result in uncertainty
in engineering requirements. Use of computers in these operations reduces the time
required to store, process, and retrieve these changes in engineering requirements and,
hence, can increase firms' productivity.
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Moreover, the adoption of one technology can increase chance of successful
implementation of other technologies. Kelley and Brooks (1991) find that firms that use
computers in non-machining operations are more likely to adopt programmable
automation in their machining operations. This is because the accumulation of
knowledge learned in one technology can be used in other technology. For example,
the computer skills one learns from using computers in non-machining applications can
also be used in operating programmable machine tools. Also, computers ease the
technology transfer process by allowing information to be more readily shared across
firms' different manufacturing functions.
Hypothesis la. Implementing programmable automation, new technology or sophisticated
technology, or using computers in non-machining operations each helps increase a firm's
productivity.
Hypothesis lb. Implementing programmable automation, new technology and
sophisticated technology, and using computers in non-machining operations complement one
another in increasing afirm's productivity.
2-2 WORKFORCE PRACTICES
The quality of a firm's workforce also determines the effectiveness of its manufacturing
operations. Today's dynamic changes in customers' needs result in the uncertainty in
engineering and manufacturing requirements (Goldman, et al., 1995). In order to cope
with this uncertainty, a firm's workforce must have a broad range of skills. Workers
with multiple skills are capable of adapting to new requirements faster and, hence, can
be more productive than ones that possess narrow range or specialized skills. A number
of studies (e.g. Snell and Dean, 1992; Black and Lynch, 1996) suggest that a firm can
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increase the performance of its workforce through training and selective hiring policies.
In-house training can provide a firm's workforce with knowledge in various areas of
manufacturing operations and, hence, can enhance the workforce's variety of skills.
Also, hiring high-ability employees that already possess a wide variety of skills from
formal (school) training, training provided by previous employees, or previous work
experience will have immediate effects on the skill variety of a firm's workforce,
resulting in productivity improvement.
In addition, a firm can increase the efficiency of its workforce through long-term
employment practice. Several studies of the "learning curves" (e.g. Argote, et al. , 1990;
Mansfield, 1993, pp. 268-271) suggest that workers can accumulate knowledge from
repeatedly making the same product. I expect the concept of the learning curve is also
applicable to dynamic markets. This is because workers are likely to perform their tasks
on similar machines even though product requirements are changed. Consequently,
workers that are in the organization for long periods of time and learn from on-the-job
experience are likely to be more productive and adapt to changes in the organization
faster than new employees.
Moreover, these practices (hiring high-ability employees, training, and long-term
employment) are likely to complement each other in enhancing the productivity of a
firm's workforce. The time required by each individual to master the knowledge and
skills gained through training depends on the level of knowledge and skills already
possessed. As a result, new employees that already have high levels of knowledge and
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skills are likely to have higher learning rates than those with lower levels. In addition,
since training does not have immediate effects on workers' efficiency (Black and Lynch,
1996), the firm cannot receive the full benefits of its training investment if it does not
practice long-term employment. In other words, employees of a firm that has high
employee turnover may exit the organization before they can master the knowledge and
skills introduced by training programs.
Hypothesis 2a. Hiring high·ability employees, training, or practicing long.term
employment each helps increase afirm's productivity.
Hypothesis 2b. Hiring high-ability employees, training, and long.term employment
practices complement one another in enhancing afirm's productivity.
2-3 ORGANIZATIONAL PRACTICES
Dynamic changes in customers' needs and engineering requirements also require a firm's
organizational structure to promote rapid access to information as much as possible.
Rapid exchange of information among workers and managers can be done through
group communication. Moreover, cooperation among team members increases the
probability of innovative solutions to problems. Also, the team's proposed changes are
likely to be accepted by team members and, hence, can be implemented successfully.
Group-based compensation systems such as profit sharing plans and stock ownership
programs also play important roles in increasing a firm's productivity. Motivated by
economic benefits tied to firm performance, employees are more likely to commit to
their tasks and, hence, productivity increases. (See Doucouliagos (1995), Jones and Kato
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(1995), and Blasi, et al. (1996) for empirical evidence of the effects of worker
partIcIpation, profit sharing plans, and stock ownership programs on firms'
performance.)
Furthermore, a firm can increase its productivity by decentralizing its decision making
process. (Kelley (1994) finds that increasing firms' level of autonomy has positive effects
on productivity.) This is because people who are closest to the problems are the ones
who best know how to solve the problems. Distributing decision making authority to
employees can also promote employees' sense of problem ownership. Thus, they are
likely to be proactive (rather than passive) in solving the problems. Also, a flatter
managerial hierarchy can accelerate a firm's transformation process in responding to
dynamic business environments.
In addition to uses of teamwork structures, group-based compensation systems, and
decentralized decision making, unionization can increase a firm's performance.
Unionization allows workers to participate in decision making processes. Additionally,
workers can share experiences in improving a firm's productivity or solving production
problems while participating in the decision process. (Kelley (1994) also finds that
unionization has positive effects on productivity.)
These practices (uses of teamwork structure, group-based compensatIOn system,
decentralized decision making, and unionization) also mutually reinforce one another in
enhancing a firm's productivity. For example, workers with collaboration experience
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from unionization may be more likely to have pos!tlve reactions to collaborative
problem solving and be more effective in contributing to teams. Furthermore,
decentralized decision making can promote mutual respect and trust between
management and workforce. Therefore, it can increase the chance of successful
collaboration between workers and management. Similarly, group-based compensation
can promote trust and mutual dependence for joint success or failure among team
members and, hence, increase the chance of successful teamwork implementation.
(Kelley (1996) finds that employee stock ownership plans are closely related to
collaboration between employees and management and collaboration among workers.)
Hypothesis 3a. Use of teamwork, unionization, group-based compensation system, or
decentralizing decision making each helps increase afirm's productivity.
Hypothesis 3b. Use of teamwork, unionization, group-based compensation system, and
decentralizing decision making complement one another in enhancing afirm's productivity.
2-4 INTERORGANIZATIONAL PRACTICES
Similar to collaborative problem solving within a firm, collaboration with external
organizations (such as customers, subcontractors, technology suppliers, and competitors)
can also increase a firm's performance. Entering into collaborative relationships, each
company can focus its efforts on activities for which its resources best suit it (Goldman,
et. al., 1995). Alliances among companies with complementary resources can reduce
sunk costs and risks while accelerating development time. This expansion of resources
can increase the chances of innovative solutions to problems. (Kelley and Watkins
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(1992) find that firm's collaboration with its customers has pos!tlve effects on
productivity.) Also, people with more collaboration experience may be more likely to
have positive reactions to collaborative problem solving and be more effective in
contributing to the collaboration process. Thus, collaboration among customers,
subcontractors, material and technology suppliers, and competitors will mutually
reinforce one another in improving a firm's performance.
Hypothesis 4a. Collaboration with customers, subcontractors, technology suppliers, or
competitors each helps increase afirm's productivity.
Hypothesis 4b. Collaboration with customers, subcontractors, technology suppliers, and
competitors complement one another in enhancing afirm's productivity.
2-5 THE LINKS AMONG THE FOUR ASPECTS
The above discussion outlined four broad dimensions each thought to influence
productivity: (1) advanced technology, (2) high performance workforce, (3) high-
involvement organizational structure, and (4) production networking. As discussed in
Chapter 1, synergies among these dimensions may also exist when firms adopt strategies
along multiple dimensions jointly. The quality of a firm's workforce, and internal and
external collaborations are critical to successful implementation of advanced technology.
Advanced technology improves firms' operational effectiveness, but it also adds
complexity to the operators' tasks and, hence, its is more vulnerable to operators' errors.
Therefore, workers must have adequate knowledge and skills to operate such machines
in order to receive the maximum benefits from such technology adoption. Moreover,
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the adoption of new technology cannot immediately improve firms' performance.
Several adjustments are required before the benefits of such technology are fully realized.
Consequently, firms can practice both internal and external collaboration in order to
accelerate the technology transfer process. Furthermore, workers are likely to fear that
the introduction of new technology will jeopardize their future work conditions.
Allowing workers to collaborate in decision making, regarding the new technology
adoption, may make them more willing to adopt the new technologies. Thus, the
chance of successful implementation of new technology increases.
Also, internal collaboration and external collaboration will mutually reinforce each
other's effects on firms' productivity. As mentioned earlier, people with more
collaboration experience are more likely to have positive reactions to collaborative
problem solving and are more effective in contributing to the collaboration process. In
addition, the most important resources in both forms of collaboration are team
members' technical skills and knowledge that allows the members to contribute in
problem solving activities. As a result, high performance workforces are likely to
increase the· effectiveness of both internal and external collaboration in improving
productivity.
Hypothesis Sa. Uses of advanced technology, a high performance workforce, high-
involvement organizational structures, orproduction networking each helps increase afirm ~
productivity.
14
Hypothesis 5b. Uses of advanced technology, a high performance workforce, high-
involvement organizational structures, and production networking complement one another
in enhancing afirm's productivity.
15
Chapter 3
GENERAL METHODOLOGY
This chapter overviews methods used in this paper to identify complementarity among
practices within the same aspect and complementarity among different aspects that
influence firms' operational effectiveness. The discussions include a comparison
between theoretical and empirical analyses of complementarities, a description of the
survey data used here to test the hypotheses, and a description of the model used,
including the productivity measurement and control variables. More specific measures
and methods will be discussed in the next two chapters.
3-1 COMPLEMENTARITY TESTS
Two methods can be used to examine complementarities among various manufacturing
practIces: theoretical and empirical analyses. The former were pioneered by Paul
Milgram and John Roberts (1990) using the concepts of complementarity and
supermodularity in optimization and game theories developed by Topkis (1978). That
is, a supermodular function will be maximized when complementarities exist among a
function's parameters. By proving that a firm's theoretical profit (as a function of
several manufacturing parameters such as investment in equipment and product
innovations) has supermodularity characteristics, one can conclude that
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complementarities exist among these manufacturing practices. (See Fujishige (1991),
Milgrom and Roberts (1995), and Topkis (1995) for further details on maximizing a
supermodular function.) On the other hand, the empirical analyses use statistical and
regression techniques to test for interaction among different manufacturing practices on
survey data. Note that in empirical practice, limitations in the data and econometric
techniques mean that supermodular functions are not empioyed. Rather, by finding
that the interactions among various practice measures (such as degrees of automation and
training) are statistically significant and have positive effects on a firm's performance
measure (such as unit production hour and defect rates), one can conclude that
complementarities exist among manufacturing strategies. An empirical approach is
chosen here to test for complementarities among manufacturing practices throughout
this paper because rich data set are available for testing the theoretical implications.
3-2 DATA DESCRIPTION
The data used in this paper come from a 1991 national telephone survey of the U.S.
metal working sector which is a follow up of the similar survey conducted in 1987. The
design of questionnaires for both surveys was directed by Maryellen R. Kelley. The
metal working sector selected in both surveys consists of the set of 21 industries (at the
3-digit SIC level) that account for the great majority of machining activity of the U.S.
economy. See page 24 for a list of the selected industries.
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In the 1991 survey, for each establishment, the production manager or engineer who
was the most knowledgeable about the precision metal-cutting operations was
interviewed over the phone by the Center for Survey Research at the University of
Massachusetts-Boston. Over 200 questions on the plant's product, technology,
organizational characteristics, work force practices, and characteristics of its
relationships with its largest customers, as well as its suppliers, subcontractors, and other
organizations were asked in each telephone interview. Eighty-six percent of the 1,368
establishments interviewed in 1987 (1,177 establishments) survived to 1991 and were still
engaged in the machining operations. The 1991 survey yielded complete records on 973
establishments out of the 1,177 interviewees for the response rate of 83 percent.
The SIzes of these machining establishments are distributed unequally. Most
manufacturing establishments in the U.S. are small (employing fewer than 20
employees). In order to ensure that there was enough representation of large machining
establishments, a size-stratified random sampling technique was used. Consequently, the
selection probability of the large establishments was much higher than that of the small
ones. In addition, the establishments were given unequal chances to provide product
information. If the establishment used only one type of machine tool tec~nology (either
conventional or programmable), the respondent was asked to provide information on
only one product that was produced on such machines. (These products were all made
in metal-working operations, and may be intermediate parts.) On the other hand, the
information was requested for two products (one for each machine type) if both types of
18
machine tools were used. (Thus, there are 1637 observations in total.) As a result,
weights must be used when computing estimates of population parameters because of
the inequalities of the selection probabilities and the chances given for product
information requests. See Kelley (1995) for further details on the sample characteristics
and sampling procedures.
3-3 PRODUCTIVITY MEASUREMENT
Accounting costs such as overall production costs per unit of labor are well known to be
a poor basis for productivity comparisons across different organizations (Maskell 1991,
41-73). This is because these production costs include allocated cost elements (for
example administrative overhead, research and development costs, and other service
department costs) that are highly subjective to individual's judgment and accounting
practices. As a result, a time-based indicator for productivity is more preferable than a
cost-based one.
Following a methodology developed by Kelley and Watkins (1992), productivity is
defined here as a natural log scale of the unit production hours required to produce a
product of given attributes within a particular plant. The unit production hours are the
product of programming time (if relevant) plus setup time plus run time, divided by
units of output (such as number of physical items produced). The natural logarithm
transformation on the production hours is used to reduce skewness in the data. This
productivity indicator takes into account the relevant direct and indirect production
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activities for the machining process. Since general production steps used to make
machining products are similar, this productivity indicator when used together with
control variables for differences in product characteristics can be used to compare the
relative efficiency with which the similar operations are performed under different
conditions (see the control variable discussion in the next section). Firms that have high
values of this variable are assumed to be less productive. This productivity indicator is
used as dependent variables in all regression equations in both phases of the model (see
Chapters 4 and 5). (See Caves and Barton (1990), Maskell (1991), and Gupta and Somers
(1992) for details on alternative productivity measures.)
3-4 CONTROLLING FOR PRODUCT'S MANUFACTURABILITY
Differences in product "design for manufacturability" contribute considerably to
productivity differences among manufacturing firms. A number of the studies that
examine assembly plants (e.g. Womack, et al., 1991; Suarez, et. aI, 1994) find that
reducing the number of product components can reduce the number of assembly steps
required to make products and, hence, reduce the production time. This concept of
design for manufacturability can also be applied to other operations such as machining.
In machining, the production time of a product is determined by the number and speed
of the tasks performed. Therefore, a firm can increase its productivity by (1)
minimizing geometric complexity, (2) minimizing precision requirements, and (3)
increasing material machinability. A product with high geometric complexity requires
multiple cutting operations of various types and, hence, more tool changes and setup
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operations. Similarly, a product with tighter tolerance requirements reqUires more
intermediate inspections and repeated cutting actions at closer and closer tolerances.
Also, more machining time is typically required on a product made from hard materials.
(Kelly and Watkins (1992) find that it takes longer to make a product when it has high
geometric complexity, or requires tight tolerance requirements, or is made from hard
materials.) In addition, it is likely that an improvement in one product characteristic
will also lead to improvements in other product characteristics. So, these dimensions of
improved productivity are likely to be complementary.
Hypothesis 6a. Decreasing geometric complexity or precision requirement, or increasing
material machinability each helps increase afirm's productivity.
Hypothesis 6b. Decreasing geometric complexity and precision requirement, and increasing
material machinability complement one another in enhancing afirm's productivity.
3-5 MODEL DESCRIPTION
To analyze the data collected from the 1991 survey, a two-phase model diagrammed in
Figure 3-1 on page 25 is developed here based on the modeling techniques of ordinary
least squares regression with interaction terms. (See Montgomery (1991), Gujarati
(1995), and Jaccard and Wan (1996) for more details.)
Phase 1: Testing for Linkages within Single Aspects. In this phase, twelve ordinary
least squares regression analyses are performed to examine the linkages among
manufacturing practices within each aspect (Hypotheses 1a - 3b). First, the effects of
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control variables accounting for product manufacturability are tested (Hypotheses 6a
and 6b). After that, process, workforce, organizational, interorganizational practices,
respectively, are tested separately. For each aspect of manufacturing practices, the
exclusive effects (Hypotheses la, 2a, and 3a) are tested first by entering measures for each
practice into the regressions. With the exception of workforce practices, the joint effects
(Hypotheses Ib and 3b) are then tested by adding cross products of these practices to the
regressions. The joint effects of workforce practices (Hypothesis 2b) are tested by
comparing the structural changes of the regression coefficients at different levels of
employee turnover, college degree requirement on quality control jobs, and technical
training. (The previous method cannot be used because strong muticollinearity causes
the interaction coefficients to loose their significance levels. Also, see Berry and
Feldman (1991) and Gujarati (1995) for more details about multicollinearity.) As for the
tests of linkages among production networking practices (Hypotheses 4a and 4b), I
decided not to test the within-aspect interactions among these practices because a lot of
data regarding firms' practices in collaboration with their customers, subcontractors,
technology suppliers, and competitors are missing. Among the 973 that responded to
the 1991 survey, there were 160 plants that did not ship any machining output from the
plant and 59 plants that did not identify their largest customers. Furthermore, there
were 313 plants that did not subcontract any machining work and 33 plants that did not
response to the subcontracting questions. Also, there were 234 plants that did not buy
any new machine tool after January 1987 and 76 plants that could not identify their
technology suppliers. In addition, there are 160 plants that were not asked the
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competitor question because they did not ship outside and 52 plants that did not identify
any competItors. All together, the missing data from questions regarding firms'
collaboration with other companies yield 545 observations out of 1368 observations that
report production time (plants were asked to give information about 2 of their products)
that could be used to test the effects of these collaborations on productivity. See
Chapter 4 for further testing details of this phase.
Phase 2: Testing for Linkages among Different Aspects. In order to avoid
multicollinearity problems, I combine practices related to each aspect into a single
measure (practice bundle) for each aspect. Practices that are found in the first phase to
have positive relationships to productivity and are interrelated and consistent with one
another within the process, workforce, and organizational aspects individually are
chosen as relevant practices for the construction of a practice bundle (single measure) for
each aSpect. Also, production networking practices that capture firms' collaborations
with other companies are used for production networking bundle construction. Then,
five ordinary least squares regression analyses are performed to study the linkages among
these bundles. Similar to the tests performed in the first phase, the exclusive effects of
each bundle on productivity (Hypothesis Sa) are examined first by entering the practice
bundle variables into the regression. Then, multiplicative interactions are added to
explore the joint effects of these variables on productivity (Hypothesis 5b). See Chapter
5 for further testing details of this phase.
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Table 3-1 List of 21 Selected Industries Surveyed in 1987 and 19911
Industry Description
Nonferrous Foundries
Cutlery, Hand Tools and Hardware
Heating Equipment and Plumbing Fixtures
Screw Machine Products
Metal Forgings and Stampings
Ordnance and Accessories - Not Elsewhere Classified
Miscellaneous Fabricated Metal Products
Engines and Turbines
Farm and Garden Machinery and Equipment
Construction and Related Machinery
Metal Working Machinery and Equipment
Special Industrial Machinery - Excluding Metal Working
General Industrial Machinery and Equipment
Miscellaneous Machinery - Excluding Electrical
Electrical Industrial Apparatus
Motor Vehicles and Equipment
Aircraft and Parts
Guided Missiles and Space Vehicles
Engineering and Scientific Instruments
Measuring and Controlling Instruments
Jewelry, Silverware, and Plateware
1 Fifty percent of the sample establishment were in SIC's 354 and 359.
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3-Digit SIC Code
SIC 336
SIC 342
SIC 342
SIC 345
SIC 346
SIC348
SIC 349
SIC 351
SIC 352
SIC 353
SIC 354
SIC 355
SIC 356
SIC 359
SIC 362
SIC 371
SIC 372
SIC 376
SIC 381
SIC 382
SIC 391
No
PHASE 1:
Testing for Linkages
within Single Aspects
PHASE 2:
Testing for Linkages
among Different
Aspects
Figure 3-1. The two-phase model used in this paper.
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Chapter 4
LINKAGES WITHIN SINGLE ASPECTS
The first phase of the two-phase model presented in Chapter 3 is discussed in further
detail here. The effects of product practices related to manufacturability (Hypotheses 6a
and 6b), process practices (Hypotheses 1a and 1b), workforce practices (Hypotheses 2a
and 2b), and organizational practices (Hypotheses 3a and 3b) are examined in Sections 4-
1 through 4-4, respectively. In each section, measures used in the regression analyses are
introduced first. Then, the hypotheses testing procedures and findings are presented.
Finally, supplementary analyses comparing the average additive time reduction from
adopting these practices practices (with the exception of workforce practices) exclusively
and the average interactice time reduction from adopting these jointly are discussed. In
order to explain some unexpected findings related to workforce practices, the
supplementary analyses in that discussion compare the structural differences In
regression coefficients at different levels of job difficulty and unionization.
4-1 PRODUCT PRACTICES
4-1.1 Measurement for Product Practices
Following Kelley and Watkins (1992), three variables are used to capture the three
product practices (reducing geometric complexity and tolerance requirement, and
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increasing material machinability) related to design for manufacturability practices
discussed in the previous chapter. These practice variables are (1) number of tools used,
(2) precision requirement, and (3) material cost. The three measures constructed here
are used as control variables in all the regressions in Sections 4-2 through 4-4 of this
chapter in order to have meaningful productivity comparisons with which similar
operations are performed on different products. See Appendix 4-1 on page 76 for their
definitions, means and standard deviations.
Geometric Complexity. "Number of Tools Used" is defined as In (1 + the number of
tool changes required to produce the selected product). The natural logarithm
transformation is used to reduce skewness in the data. Also, one is added to the number
of tool changes to eliminate the chance of zero logarithm when no tool changes are
required in the production. High values of this variable mean the selected products have
high geometric complexities. Therefore, as shown in Table 4-1 on page 54, I expect
"Number of Tools Used" to have a positive coefficient sign. That is, high complexity
requires longer machining time on average, controlling for other variables.
Precision Requirement. "Precision requirement" is defined as a natural log scale of an
absolute value of the highest tolerance requirement in inches for a selected product. The
absolute value is used to return a positive value from negative tolerance values, such as
those of a shaft. High values of this variable mean the selected products have loose
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tolerance requirements. Consequently, this variable is expected to have a negative
coefficient sign.
Material Machinability. Costly materials require greater care in machining operations
to avoid making irreversible mistakes. Moreover, hard materials that are more difficult
to machine such as special alloy steels are often costly. Also, the material cost. per item
of large size workpieces is very likely to be high. As a result, "Material Cost" is used as a
proxy measure of the material machinability of a product. It is defined as In (1 + cost of
material used to produce one unit of the product). Similar to the geometric complexity
variable, one is added to the material cost to eliminate the chance of zero logarithm.
This is because the unit material cost was reported zero when it was less than 1 cent.
High values of this variable mean that the products require greater care or are difficult to
machine. Consequently, I expect this variable to have a positive coefficient sign.
4-1.2 Hypothesis Testing
The discussion in this section is based on Table 4-2 on page 55. Testing for exclusive
effects of design for manufacturability practices on productivity (Hypothesis 6a), the
three product practice variables enter Equation 4.1. Then, the joint effects of these
product practices on productivity (Hypothesis 6b) are tested by entering four cross
products of the three product practice variables: (1) Number-of-Tools-Used X Precision-
Requirement, (2) Number-of-Tools-Used X Material-Cost, (3) Precision-Requirement X
Material-Cost, and (4) Number-of-Tools-Used X Precision-Requirement X Material-
Cost. See Table 4-1 for expected coefficient sign of each variable and its implication on
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productivity improvement. I expect Number-of-Tools-Used X Precision-Requirement
and Precision-Requirement X Material-Cost to have negative coefficient signs because
they are cross products of variables that have opposite effects to one another (negative
for "Number of Tools Used" and "Material Cost" and positive for "Precision
Requirement"). On the other hand, the coefficient sign of Number-of-Tools-Used X
Precision-Requirement is expected to be positive because both variables have expected
negative relationships to productivity. That is the higher value they are, the longer time
it will require to produce the selected product. As for the three-way interaction, I
expect Number-of-Tools-Used X Precision-Requirement X Material-Cost to have a
negative coefficient sign. This is because it is a cross product of one expected negative
coefficient and two positive ones. See Table 4-2 on page 55 for the regression results.
The Exclusive Effects of Product Practices. "Number of Tools Used", "Precision
Requirement" and "Material Cost" variables have coefficient signs as expected (positive,
negative and positive, respectively) in both equations in Table 4-2. "Number of Tools
Used" and "Material Cost" are statistically significant in both equations. On the other
hand, "Precision Requirement" is statistically significant only in the "base case"
equation. Since its magnitude remains relatively stable, this is most likely because
multicollinearity causes significance levels in Equation 4.2 to decrease as the interaction
terms enter the regression. Overall, these findings provide support for Hypothesis 6a
suggesting that reduction in geometric complexity and precision requirement, and
increasing material machinability each helps increase a firm's productivity.
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The Joint Effects of Product Practices. I find the three product practices have joint
effects on a firm's productivity. Number-of-Tools-Used X Material-Cost, Precision-
Requirement X Material-Cost, and Number-of-Tools-Used X Precision-Requirement X
Material-Cost are statistically significant in Equation 4.2. As expected, the coefficient of
Precision-Requirement X Material-Cost is negative, while that of Number-of-Tools-
Used X Material-Cost is positive. These findings suggest that synergy exists when a firm
decreases precision requirement and increases material machinability jointly and when a
firm decreases geometric complexity and increases material machinability jointly.
In contrast, the finding from Number-of-Tools-Used X Precision-Requirement X
Material-Cost is counter to my expectation. The three-way interaction has a positive
coefficient sign. However, it is too early to draw the conclusion that synergy does not
exist when a firm implements the three product practices (decreasing geometric
complexity and precision requirement, and increasing material machinability) jointly.
The three two-way interactions must be taken into account in justifying the three-way
interaction effects. Additional analyses must be conducted to compare the sum of the
reductions in production time from the two-way interactions and the increase in
production time from the three-way interaction term. These analyses are discussed in
the next section.
4-1.3 Supplementary Analyses
In order to. explore the effects from adopting the three product practices jointly, I
calculate the average reductions in unit production hours from the regression equations
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in Table 4-2 by varying each variable by one standard deviation as shown in Table 4-3
on page 56. (See Appendix 4-6 on page 81 for the method used to calculate the average
percent changes.) I find that interactive production time reductions from implementing
three practices jointly, scenario (g), are more than its additive reductions that is the sum
of the exclusive effects, scenarios (i) - (iv). (Notice that the interactive production time
reductions in Equation 4.1 will always equal to their additive reduction because no
multiplicative interactions enter that regression.) These findings support Hypothesis 6b
suggesting that reduction in geometric complexity and precision requirement, and
increasing material machinability complement one another in enhancing a firm's
productivity.
4-2 PROCESS PRACTICES
4-2.1 Process Practice Measures
Four independent variables are used to capture the four process practices (uses of
programmable automation, new or sophisticated technology, and use of computers in
non-machining operations) accounting for the use of advanced technology in the
previous hypothesis discussion. These process practice variables are (1) type of machine
tool, (2) new machine utilization, (3) new machine cost, and (4) degree of other
computer use. The first two variables are developed based on Kelley and Watkins
(1992). See Appendix 4-2 on page 77 for definitions, means and standard deviations of
these process practice variables.
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Programmable Automation. "Type of Machine Tool," a dummy variable, identifies
whether or not programmable machine tools are used to produce the selected product.
Since automation is likely to improve a firm's productivity, the adoption of
programmable machine tools is expected to reduce the unit production hours.
Use of New Technology. "New Machine Utilization" captures machine tools' relative
newness to the same type of machine tool technology. It is equal to the share of all
computer controlled machines that are less than 5 year old when the selected product is
made on programmable machine tools. On the other hand, "New Machine Utilization"
equals the share of all conventional machines that are less than 5 years old when the
selected product is made on non-programmable machine tools. High values of "New
Machine Utilization" mean firms use new technology in their manufacturing operations.
As a result, this variable is expected to have a negative coefficient sign.
Use of Sophisticated Technology. "New: Machine Cost" is used as a proxy measure for
the level of sophisticated technology (including programmable machine tools) used in
manufacturing the selected product. It is equal to In (amount spent on new machines
between January 1987 and the end of 1990/number of new machine tools installed
between 1987 and 1990) if the plant installed new machine tools during that period.
(The natural logarithm transformation on the average new machine costs is used to
reduce the skewness in the data.) On the other hand, "New Machine Cost" equals In (1)
if the plant did not install any new machine tools during that period. (This is because In
(0) has no meaning.) High values of "New Machine Cost" mean firms use more
32
sophisticated technology and, hence, this variable IS expected to have a negatIve
coefficient sign.
Use of Computers in Non-Machining Operations. A dummy variable called
"Degree of Other Computer Use" indicates whether or not computers are used
intensively in non-machining applications. These non-machining applications are (1)
part or product design, (2) process planning and scheduling, (3) quality assurance, (4)
material or parts planning, and (5) other production processes. A firm is said to use
computers intensively in its non-machining operations when computers are used in at
..
least 4 non-machining applications. I expect this variable to have a negative regression
coefficient.
4-2.2 Hypothesis Testing
The discussion in this section is based on Table 4-5 on page 59. The "base case"
regression equation (Equation 4.3) is used to test the exclusive effects of the four process
practices on productivity (Hypothesis 1a). Controlling for product characteristics
(geometric complexity, precision requirement, and material machinability), four process
practice variables enter Equation 4.3. (The test for control variables' relationships to
productivity is skipped here because it has already been conducted in the product
practice discussion.) Then, the joint effects of process practices (Hypothesis 1b) are
tested by entering cross products of "Type of Machine Tool", "New Machine Cost", and
"Degree of Other Computer Use" variables (see Equations 4.4 - 4.7). Note that the
number of interaction terms to be included in the regression must be limited because of
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multicollinearity. Statistical significance will decrease as the number of collinear
variables added to the regression increases. Therefore, I exclude the "New Machine
Costs" variable from the tests for interaction effects because its regression coefficient in
Equation 4.3 is not significant and is relatively small (0.0054) compared to those of other
variables.
Two procedures for testing the joint effects developed here are based on MacDuffie
(1995) and Snell and Dean (1992). Both procedures test the joint effects by entering
interaction terms to the regressions. However, they assume different relationships
between the dependent variable and the independent variables. Since I have no prior
theoretical basis for preferring one over the other, I test Hypothesis 1b using each. The
first procedure (MacDuffie 1995) assumes both additive and multiplicative relationships.
It enters 3 two-way interaction terms to the "base case" equation (see Equation 4.4).
After that, a three-way interaction term is added (see Equation 4.5). By comparison, the
second procedure (Snell and Dean 1992) assumes only multiplicative relationships. It
removes the four process practice variables from the "base case" equation and enters the
3 two-way interaction terms (see Equation 4.6). Next, the two-way interactions are
removed and a three-way interaction is added (see Equation 4.7). Note that the
interaction terms constructed here are different from those in the two papers. Some of
the variables in the interaction terms tested here are dummy variables, while all variables
tested for interactions in those works are continuous variables. See Table 4-4 on page 58
for expected regression coefficients and changes in unit production hours.
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The Effects of Control Variables. In Table 4-5 on page 59, all of the control variables
in Equations 4.3 - 4.7 are statistically significant. Moreover, each variable has nearly the
same size effect (coefficient magnitude) across all the 5 equations. As expected,
"Number of Tools Used" and "Material Cost" variables have positive coefficient signs,
while "Precision Requirement" variable has a negative one. This confirms the finding
from product practice regressions that a firm can reduce the production time of a
product by decreasing its geometric complexity and precision· reqUirement and
increasing its material machinability.
The Exclusive Effects of Process Practices. "Type of Machine Tool", "New Machine
Utilization" and "Degree of Other Computer Use" have negative coefficient signs as
expected in the first three equations of Table 4-5. "Type of Machine Tool" is statistically
significant in all the three equations. On the other hand, "Degree of Other Computer
Use" is statistically significant only in the "base case" equation and "New Machine
Utilization" is not statistically significant in any of the three equations. A possible
explanation for the former is that multicollinearity causes its significance levels in
Equations 4.4 and 4.5 to decrease as the interaction terms enter the regressions. As for
the latter, the effect on the natural log scale of unit production hours from raising new
machine utilization gradually may be relatively small compared to changing the dummy
variables discontinuously, such as from non-programmable machine tools to
programmable ones.
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In contrast, "New Machine Cost" is not statistically significant in any of the first three
equations. Moreover, its regression coefficient is relatively small compared to those of
the other variables. As a result, it is not possible to draw any conclusion from the
regression results regarding whether or not the use of sophisticated technology,. as
measured by cost, helps increase a firm's productivity. The average cost of new
machines may fail to capture the level of sophisticated technology used by the selected
firm in manufacturing its products. Overall, Hypothesis la is partially satisfied by these
findings. That is implementing programmable automation, or use of computers in non-
machining operations exclusively each helps increase a firm's productivity.
The Joint Effects of Process Practices. Type-of-Machine-Tool X Degree-of-Other-
Computer-Use and Type-of-Machine-Tool X Degree-of-Other-Computer-Use X New-
Machine-Utilization have expected negative coefficient signs and are statistically
significant in Equations 4.4 - 4.6 and Equation 4.7 respectively. The former suggests that
automation and use of computers in non-machining operations complement each other
in productivity improvement. However, it is too early to draw the conclusion from the
latter that automation, use of new technology, and use of computer in non-machining
operations mutually reinforce one another in increasing a firm's productivity. This is
because there is no statistical evidence suggesting the negative interaction of Type-of-
Machine-Tool-Used X New-Machine-Utilization nor Degree-of-Other-Computer-Used
X New-Machine-Utilization. The negative coefficient of the three-way interaction in
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Equation 4.7 may be the result from the strong negative relationship of Type-of-
Machine-Tool X Degree-of-Other-Computer-Use.
4-2.3 Supplementary Analyses
In order to examine the effect of Type-of-Machine-Tool-Used X Degree-of-Other-
Computer-Used X New-Machine-Utilization, I calculate differc:nces in unit production
hours from the regression equations in Table 4-5 (see Table 4-6 on page 60). They
confirm the finding from the previous coefficient analysis regarding complementarity
between automation and use of computers in non-machining operations. The
interactive production time reductions from implementing both practice practices
jointly, scenario (d), is larger than its additive reduction, scenario (x). On the contrary,
the interactive reduction from implementing automation, use of new technology, and
use of computers in non-machining operations jointly, scenario (g) is smaller (but the
difference is not statistically significant) than its additive reduction, scenario (ii).
Therefore, the negative three-way interaction coefficient in Equations 4.5 and 4.7 is
because of the strong interaction between "Type of Machine Tool Used" and "Degree of
Other Computer Used". (Notice that this statement is untrue only in Equation 4.7
where an interactive reduction is larger than an additive reduction suggesting that
Equation 4.7 may not be the right model for testing interactions between these process
strategies.) However, this does not mean no complementarities exist between use of
new technology and automation or use of computers in non-machining operations.
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"New Machine Utilization" may fail to capture the newness of the technology used by
the firm.
4-3 WORKFORCE PRACTICES
4-3.1 Workforce Practice Measures
Eight independent variables are used to measure the three workforce practices Oong-
term employment, hiring high-ability employees, and training) accounting for use of
high performance workforce discussed in Chapter 2. These workforce practice variables
are (1) employee turnover, (2) technical education beyond high school, (3) college degree
for quality control, (4) college degree for part programming, (5) hourly wage, (6)
apprenticeship program, (7) technical training, and (8) programming training. See
Appendix 4-3 on page 78 for their definitions, means, and standard deviations.
Long-Term Employment. "Employee Turnover", is used as a proxy measure for the
length of time employees stay in a firm. It is equal to the total new hires in machining
jobs at the plant in 1989 and 1990 divided by the total employees in production jobs
excluding supervisors in 1991. High values of this variable mean employees stay in the
selected plant for a short time. Therefore, I expect "Employee Turnover" to have a
positive coefficient sign (see Table 4-7 on page 62).
Hiring High-Ability Employees. The ability of the plant's workforce can be assessed
from the level of formal education and the level of compensation. Three variables are
used to measure the former, while a variable called "Hourly Wage" is used to measure
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the latter. "Technical Education beyond High School" equals the number of months in
technical education beyond high school required by the plant on employees that are
responsible for setting up or operating machine tools. High values of this variable mean
the firm's workforce is highly educated. Consequently, it is expected to have a negative
coefficient sign. "College Degree for Quality Control" and "College Degree for Part
Programming" identify whether or not the plant requires a four-year college degree on
quality control related jobs and on part programming jobs, respectively. I expect both
variables to have negative coefficient signs. On the other hand, a variable called
"Hourly Wage" is used to capture the level of compensation paid to high skilled
employees. It is defined as the natural log scale of the average hourly wage excluding
fringe benefits paid to workers in machining jobs. The natural logarithm
transformation is used to reduce the data's skewness. To the extent that wages capture
skills, high values of this variable mean the firm tends to hire high skilled labor. As a
result, it is expected to have a negative coefficient sign.
Training. Three dummy variables are used to capture the training provided in the
selected plant. The first variable, "Apprenticeship Program", identifies whether or not a
plant provides a formal machining apprenticeship program lasting for at least three
years. The second variable, "Technical Training", indicates whether or not a plant
provides formal classes in shop mathematics, blueprint reading or analysis, or principles
of technology. The last variable, "Programming Training", identifies whether or not a
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plant provides formal classes in part programming for machine tools. I expect all the
three variables to have negative coefficient signs (see Table 4-7).
4-3.2 Hypothesis Testing
The discussion in this section is based on Table 4-8 through Table 4-14 (page 63-69).
Equation 4.8a is used to test the exclusive effects of the three workforce practices on
productivity (Hypothesis 2a). Controlling for product characteristics (geometric
complexity, precision requirement, and material machinability), eight workforce
practice variables enter the equation. Note that the differences in levels of employee
turnover are not statistically significant when the regression includes those plants that
have extraordinarily high employee turnover (more than or equal to 100 percent).
Omitting 36 plants that have employee turnover greater than 100 percent, the coefficient
of "Employee Turnover" changes drastically from 0.1434 in Equation 4.8 to 1.1537 in
Equation 4.8a, while the other coefficients do not. Because of the confounding effects of
these outliers, they are omitted from the remaining analyses.
Then, the joint effects of the workforce practices (Hypothesis 2b) are tested by
companng the structures of regression coefficients at different levels of employee
turnover (Equations 4.8b and 4.8c), formal education requirement on quality control
jobs (Equations 4.8d and 4.8e), and technical training (Equations 4.8f and 4.8g). This
method of testing the joint effects is different from the conventional method used by
several works, including the first two sections (design for manufacturability and use of
advanced technology) of this chapter that enter interaction terms into the regressions.
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Such a method is no longer validated because of multicollinearity. I have already added
11 variables to the "base case" equation (Equation 4.8a). Therefore, it is not likely that I
will get any statistical significance from entering the many interaction terms into the
equation. See Table 4-7 on page 62 for expected regression coefficient sign of each
variable and its implication for productivity improvement.
The Effects of Control Variables. In general, all of the control variables in Equations
4.8a - 4.8g are statistically significant and have coefficient signs as expected. This
complies with the findings from previous regressions that decreasing geometric
complexity and precision requirements and increasing material machinability help
enhance a firm's productivity.
The Exclusive Effects of Workforce Practices. From Equation 4.8a, all workforce
practice variables are statistically significant except for "College Degree for Part
Programming". As expected, "College Degree for Quality Control", ((College Degree
for Part Programming", ((Technical Training", and "Programming Training" have
negative coefficient signs, while ((Employee Turnover" has a positive one. See Table 4-9
on page 64 for their effects on the average percent changes in unit production hours and
Appendix 4-7 on page 82 for methods used to calculate these average percent changes.
These findings support Hypothesis 3a suggesting. that long-term employment, hiring
high ability employees, and training each can improye a firm's productivity.
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On the contrary, "Technical Education beyond High School", "Hourly Wage", and
"Apprenticeship Program" have positive coefficient signs suggesting that hiring high
quality employees and training can hurt a firm's productivity. These findings are
counter to the previous findings from "College Degree for Quality Control", "College
Degree for Part Programming", "Technical Training", and "Programming Training".
The unexpected positive coefficient from "Technical Education beyond High School"
may be because the variable fails to capture the selected firm's workforce quality.
Examining the variable closely, I find that "Technical Education beyond High School" is
biased towards zero. There are about 71 percent of the plants (736 out of 1033 plants)
that did not require any technical education beyond high school on its employees who
set up or operate machine tools (reporting zero months). Also, "Hourly Wage" may
capture something other than the quality of the workforce such as job difficulty,
geographic location, or unionization. Employees who work on difficult jobs, live in
high wage areas, or are members of a union may demand for higher compensation. See
the supplementary analyses discussion for testing of interactions between "Hourly
Wage" and "Job Difficulty", and "Hourly Wage" and "Unionization". As for
"Apprenticeship Program", there are two possible explanations for its unexpected result.
First, from Hypothesis 3b, long-term employment and training complement each other
and, hence, the absence of Employee-Turnover X Apprenticeship-Program in Equation
4.8a may cause "Apprenticeship Program" to have an unexpected positive coefficient.
(For testing of this interaction effect, see the next discussion regarding joint effects of
workforce policies.) Second, "Apprenticeship Program" may also capture a firm's use of
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a specialized workforce. The purpose of formal machining apprenticeship program is
often to train workers to perform specific tasks and, hence, a firm that provides this
program may be using a specialized workforce instead of a multiskilled workforce.
Many works (e.g. Womack, Jones, and Roos 1991; MacDuffie 1995) suggest that a
multiskilled workforce is more productive than a specialized one. Therefore, the
positive coefficient from "Apprentice Program" may result from a firm's use of a
specialized workforce rather than from a training effect.
Overall, "College Degree for Quality Control", "College Degree for Part
Programming", "Technical Training", and "Programming Training" appear better
indicators for the ability of the workforce and training than "Technical Education
beyond High School", "Hourly Wage", and "Apprenticeship Program". These findings
together with the findings from "Employee Turnover" support Hypothesis 2a that
practicing long-term employment, hiring high-ability employees, and training each
enhances a firm's productivity.
The Joint Effects of Workforce Practices. I find the three workforce practices have
joint effects on a firm's productivity. All the three F statistics from the Chow tests
(Gujarati, 1995, pp. 262-265) in Table 4-14 on page 69 are significant suggesting that the
structures of regression coefficients at two levels of employee turnover (Equations 4.8b
and 4.8c), formal education requirement on quality control jobs (Equations 4.8d and
4.8e), and technical training (Equations 4.8f and 4.8g) are different. Comparing
Equations 4.8b and 4.8c, "College Degree for Part Programming", "Technical Training",
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and "Programming Training" are statistically significant only when employee turnover
is less than or equal to 10%. When the employee turnover increases from less than or
equal to 10% to more than 10% and less than 100%, the average reduction in production
hours from requiring college degree for part programming jobs, and providing technical
training and programming training drops dramatically from 44.68% to 0.44%, 55.20% to
3.50%, and 42.65% to 11.58%, respectively (see Table 4-9 on page 64). These findings
provide preliminary support to Hypothesis 3b and suggests that synergy exists when a
firm implements long-term employment strategy and hires high-ability employees
jointly, or when a firm practices long-term employment and provides training.
Moreover, the 'positive coefficient of "Apprenticeship Program" found in Equation 4.8a
looses its significance level and becomes negative when employee turnover is less than or
equal to 10%. Its effect on production hours changes drastically fro~ insignificant
(0.80%) reduction to 88.96% increase when the employee turnover increases from less
than or equal to 10% to more than 10% and less than 100%. This finding confirms the
first explanation regarding the unexpected positive coefficient of "Apprenticeship
Program" in Equation 4.8a (see the exclusive effect discussion) suggesting that its
relationship to production hours is related to long-term employment. Providing
apprenticeship program without practicing long-term employment cannot improve a
firm's productivity. Most firms provide this training mainly to their new employees
who may exit the organization before their training becomes effective.
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Comparing Equations 4.8d and 4.8e, "College Degree for Part Programming" and
"Technical Training" are statistically significant and their size effects on productivity
increase radically when firms require college degrees on quality control related jobs.
The average time reduction of the former increases from 2.42% to 45.55%, and that of
the latter increases from 23.96% to 63.15% (see Table 4-11 on page 66). These findings
suggest that synergy exists when a firm requires college degrees on quality control and
part programming jobs jointly, or when a firm requires college degrees on quality
control and provides technical training jointly.
Comparing Equations 4.8f and 4.8g, the preVIOUS findings, regarding interactions
between "Technical Training" and "Employee Turnover", and "Technical Training" and
"College Degree for Quality Control", are confirmed. The average time reduction from
decreasing employee turnover by 1% increases considerably from 0.22% to 0.46% when
firms provide technical training and that from requiring college degrees on quality
control jobs increases from 29.45% to 55.49%. Besides, I find that the positive
coefficient of "Apprenticeship Program" found in Equation 4.8a looses its significance
level and becomes negative when firms provide technical training. Its effect on
production hours changes from 82.57% increase to 11.82% reduction, on average. This
finding suggests that the effect of "Apprenticeship Program" on production hours is also
related to technical training programs. Apprenticeship program alone does not appear
to statistically relate to a firm's productivity. Its relationship to productivity is
significant only when provided together with the technical training program so that
45
employees have multiple skills (instead of specialized ones), and are flexible to work on
any given job.
Overall, the structural differences in regression coefficients provide strong evidence to
support Hypothesis 2b, suggesting that long-term employment, hiring high-ability
employees, and training mutually reinforce one another in enhancing a firm's
productivity.
4-3.3 Supplementary Analyses
In order to explain the unexpected positive coefficient of "Hourly Wage" found in
Equation 4.8a (see the previous discussion regarding exclusive effects of workforce
practices), I compared the structural differences in regression coefficients at different
levels of job difficulty and unionization. ("Job Difficulty" indicates whether or not the
selected product is difficult to produce where its complexity score is equal or more than
15. "Complexity Score" is defined as [(number of tool changes) + loglo Itightest
tolerance requirement in inches I)2]. This means the product will be automatically
considered difficult to make when it requires more than 4 tool changes or its tolerance
requirement is tighter than 0.0001 inches. "Unionization" identifies whether or not the
plant's workers are unionized. For definitions, means, and standard deviations of the
former and the latter, see Appendices 4-1 and 4-4 respectively.)
However, I do not find any statistical evidence that could explain the positive
relationship of "Hourly Wage" to productivity. Firms did not pay higher wages to their
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employees who work on more difficult jobs nor did they pay higher wages to union
members. The relationship between the average hourly wage and productivity is far
more complex than this modeling could unravel. Nonetheless, one thing is clear. The
average hourly wage alone does not capture the productivity effect of the quality of a
firm's workforce.
4-4 ORGANZATIONAL PRACTICES
4-4.1 Organizational Practice Measures
Five independent variables are used to measure the four organizational practices (uses of
teamwork, unionization, group-based compensation system, and decentralized decision
making) accounting for high-involvement organizational structure discussed previously.
These organizational practice variables are (1) participative problem solving, (2)
unionization, (3) profit sharing with workers, (4) stock ownership plans, and (5) staff.
See Appendix 4-4 on page 79 for their definitions, means, and standard deviations.
Use of Teamwork. Measuring the extent to which a firm's employees work as a team,
factor analysis (Levine, 1977; Cattell, 1979) is used to construct "Participative Problem
Solving" from four items: (1) committee for new technology adoption, (2) committee for
quality control, (3) committee for other production problems, and (4) self-management
effort. Note that these items are not weighted in the factor analysis because
"Participative Problem Solving" is weighted when included in the regression. See
Appendix 4-4 for definitions, means, and standard deviations of these items and
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Appendix 4-5 for their factor loadings. (Notice that the first three items have positive
loadings, while self-management effort has a negative one. This is because higher values
of the former mean firms' blue-collar employees and managers work as a team, while
higher values of the latter mean firms' blue-collar employees and managers do not work
as a team.) High values of "Participative Problem Solving" means employees solve
production problems as a team. Consequently, I expect this variable to have a negative
coefficient sign as shown in Table 4-15 on page70.
Unionization. "Unionization", a dummy variable, identifies whether or not
production workers are unionized. It is expected to have a negative coefficient signs.
Group-Based Compensation System. Two dummy variables are used to capture firms'
use of group-based compensation systems. The first variable, "Profit Sharing with
Workers", indicates whether or not the plant has shared profits with workers for at least
2 years. The second variable, "Stock Ownership Plans", identifies whether or not the
plant has provided an employee stock ownership plan to blue-collar workers for at least
2 years. I expect both variables to have negative coefficient signs.
Decentrailized Decision Making. "Staff", a dummy variable, is used to identify
whether or not the plant has a low ratio of staff to production employees and, hence,
has decentrailized decision making. The plant is considered to have low staff when its
staff ratio {total employed at plant minus production employees excluding supervisors
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divided by total employed in 1991) is less than or equal to 0.30. "Staff" is expected to
have a negative coefficient signs (see Table 4-15).
4-4.2 Hypothesis Testing
The discussion in this section is based on Table 4-16 on page 72. The "base case"
regression equation (Equation 4.9) is used to test the exclusive effects of the four
organizational practices on productivity (Hypothesis 3a). Controlling for product
characteristics (geometric complexity, preClSlon requirement, and material
machinability), five organizational practice variables enter Equation 4.9. Then, the joint
effects of the four organizational practices (Hypothesis 3b) are tested. Since
multicollinearity limits the number of interaction terms to be included in the
regressions, only two-way interactions that are statistically significant will be chosen for
the test for three-way interaction effects. As a result, I enter seven two-way interactions
that are cross products of "Participative Problem Solving", "Unionization", "Profit
Sharing with Workers", and "Staff" (see Equation 4.10). (Note that I exclude "Stock
Ownership Plans" from the two-way interaction tests. This is because its regression
coefficient is not statistically significant in the "base case" equation (Equation 4.9). Thus,
it is not likely that any of its cross products will be statistically significant.) Then,
Unionization X Participative-Problem-Solving, Unionization X Profit-Sharing-with-
Workers, and Unionization X Staff that are not statistically significant are dropped (see
Equation 4.11). Finally, Profit-Sharing-with-Workers X Staff X Participative-Problem-
Solving is entered in the regression (see Equation 4.12). Note that I do not drop Staff X
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Profit-Sharing-with-Workers from the regressiOn even though its coefficient is not
statistically significant (see Equations 4.10 and 4.11) because the cross product of these
two variables and "Participative Problem Solving" is tested for three-way interaction in
the following step (Equation 4.12). See Table 4-15 on page 70 for expected regression
coefficients and changes in unit production hours.
The Effects of Control Variables. In Table 4.16, all of the control variables in
Equations 4.9 - 4.12 are statistically significant and have coefficient signs as expected.
Furthermore, each variable has nearly the same size effect (coefficient magnitude) across
all the four equations. This finding complies with the results in other sections
suggesting that a firm can increase productivity by decreasing geometric complexity and
precision requirement and increasing material machinability.
The Exclusive Effects of Organizational Practices. "Unionization", Profit Sharing
with Workers", "Stock Ownership Plans" and "Staff" have negative coefficient signs as
expected in all four equations in Table 4-16. "Unionization" and "Staff" are statistically
significant in all four equations. On the other hand, "Profit Sharing with Workers" is
statistically significant only in the first three equations and "Stock Ownership Plans" is
not statistically significant in any of the four equations. A possible explanation for the
former is that multicollinearity causes its significance level in Equation 4.12 to decrease
as the three-way interaction enter the regression. As for the latter, it may be because
"Stock Ownership Plans" is biased towards 2 ("No"). There are about 84 percent of the
plants (1086 out of 1299 plants) that did not provide stock ownership plans to their blue-
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collar workers for at least 2 years. Also, the two-year cutoff used in constructing "Stock
Ownership Plans" may not be effective in identifying plants that had well-established
stock ownership plans. These firms might still be in the early stage in the adoption of
stock ownership plans. Therefore, the maximum benefits from the programs could not
be realized (Blasi, et al.; 1996). In addition, it may be because the stock ownership plans
often provide only small percentage of ownership and, hence, there are small incentives
for workers to increase their work effort (Doucouliagos, 1995).
In contrast to other organizational practice variables, "Participative Problem Solving"
has a significant negative coefficient sign only in the "base case" equation. Its positive
coefficient signs are counter to expectation in Equations 4.10 - 4.12. Examining the
three equations closer, I find that its cross products with other variables have negative
coefficient signs. This suggests that practicing teamwork alone cannot increase a firm's
productivity. Teamwork practice must be supported by other organizational practices
such as group-based compensation system and decentralized decision making in order to
improve a firm's productivity. Therefore, the negative coefficient of "Participative
Problem Solving" in the "base case" equation captures the negative interaction effects of
practicing teamwork and other organizational practice jointly instead of the exclusive
effects of practicing teamwork alone. Overall, Hypothesis 3a is partially satisfied by
these findings suggesting that practicing unionization, group-based compensation
system, and decentralized decision making each helps increase a firm's productivity.
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The Joint Effects of Organizational Practices. Profit-Sharing-with-Workers X
Participative-Problem-Solving and Staff X Participative-Problem-Solving have negative
coefficient signs as expected and are statistically significant in Equations 4.10 and 4.11.
However, the two negative interactions loose t4.eir significance levels in Equation 4.12.
Moreover, both interactions' size effects (coefficient magnitudes) decrease considerably.
The size effect of Profit-Sharing-with-Workers X Participative-Problem-Solving
decreases from 0.3850 in Equation 4.11 to 0.1512 in Equation 4.11 and that of Staff X
Participative-Problem-Solving decreases from 0.3513 to 0.2098. Examining the three-
way interaction in Equation 4.12,. I find that Profit-Sharing-with-Workers X Staff X
Participative-Problem-Solving also has a negative coefficient sign as expected and is
statistically significant. This finding suggests that both two-way interactions capture the
negative three-way interaction effects of implementing the three organizational practices
jointly instead of the two-way interaction effects of practicing either teamwork and
group-based compensation system or teamwork and decentralized decision making
jointly. Overall, these findings support Hypothesis 3b, with the exception of
unionization, suggestmg that teamwork, group-based compensatlOn system, and
decentralized decision making complement one another in enhancing a firm's
productivity.
4-3.3 Supplementary Analyses
In addition to the coefficient analysis discussed above, I calculate the average reductions
in unit production hours from Equations 4.9,4.11, and 4.12 in Table 4-16 on page 72 by
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varying the values of "Participative Problem Solving", "Profit Sharing with Workers",
and "Staff" as shown in Table 4-17. (See Appendix 4-6 on page 81 for the method used
to calculate. the average percent changes. Also, Equation 4.9 has no interactive
reductions because no multiplicative interactions enter the regression.) I find that there
is an increase in production time when a firm practices teamwork exclusively, scenario
(c) of Equations 4.11 and 4.12. In addition, interactive production time reductions from
implementing both two and three organizational practices jointly, scenarios (d) - (~ and
(g) respectively, are more than their additive reductions that are the sum of the exclusive
effects, scenarios (x) - (z) and (i) - (iv) respectively. The two findings comply with the
findings in the previous sections. The former suggests that a firm must practice
teamwork together with other organizational practices in order to increase its
productivity. The latter suggests that teamwork, group-based compensation system, and
decentralized decision making mutually reinforce one another in improving a firm's
productivity.
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Table 4-1 Product Practice Variables Regressed on Unit Production Hours ~n)
- Expected Regression Coefficients and Changes in Unit Production Hours ~n)
Expected Changes in
Independent Variables Expected Unit Production Hours
Coefficient Signs as Independent Variables
Increase
Product Practices:
Number of Tools Used (In) Positive Increase
Precision Requirement (In) Negative Decrease
Material Cost (In) Positive Increase
Interactions:
Number of Tools xPrecision Requirement Negative Decrease
Number ofTools xMaterial Cost Positive Increase
Precision Requirement xMaterial Cost Negative Decrease
Number of Tools xPrecision xMaterial Cost Negative Decrease
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Table 4-2 Product Practice Variables Regressed on Unit Production
Hours On) - Regression Coefficients
Independent Variables ... \,.~ ~
Product Practices:
Number of Tools Used (In) 0.8713 **** 0.8462 **
Precision Requirement (In) -0.1078 **** -0.1425
Material Cost (In) 0.5620 **** 0.3486 *
Interactions:
Number of Tools Used (In) x Precision Requirement (In) -0.0321
Number ofTools Used (In) x Malerial Cost (In) 0.2675 ***
.Precision Requirement In) x Material Cost (In) -0.0480 *
Number of Tools Used xPrecision Req. xMaterial Cost 0.0486 ****
Intercept -4.3019 **** -4.8285 ****
Adjusted R-Squared 0.4732 0.4878
F-Statistic 410.37 **** 187.01 ****
Number of Observations 1368 1368
Significance Levels for Two-Tailed Tests: **** If p<=0.001; *** If p<=0.01; ** If p<=0.05; * If p<=0.10
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Table 4-3 Result Interpretation for Product Practice Regressions
Scenarios Unit Production Hours (In)
'LiJ., ~ ~
(1) Base Case: -0.4454 -0.3870
Number ofTools Used (In) =mean =1.6987
Precision Requirement (In) =mean =-6.5703
Material Cost (In) =mean =2.9682
(2) Decrease Geometric Complexity Exclusively: -0.5934 -0.5404
Number of Tools Used (In) =O.90*mean =1.5288
Precision Requirement (In) =mean =-6.5703
Material Cost (In) =mean =2.9682
(3) Decrease Precision Requirement Exclusively: -0.5162 -0.4490
Number of Tools Used (In) =mean =1.6987
Precision Requirement =O.90*mean =-5.9133
Material Cost (In) =mean =2.9682
(4) Increase Material Machinability Exclusively: -0.6122 -0.5579
Number of Tools Used (In) =mean =1.6987
Precision Requirement (In) =mean =-6.5703
Material Cost (In) =O.90*mean =2.6714
(5) Decrease Complexity and Increase Precision Jointly: -0.6643 -0.6150
Number ofTools Used (In) =O.90*mean =1.5288
Precision Requirement =O.90*mean =-5.9133
Material Cost (In) =mean =2.9682
(6) Decrease Complexity and Increase Machinability Jointly: -0.7602 -0.7140
Number of Tools Used (In) =O.90*mean =1.5288
Precision Requirement (In) =mean =-6.5703
Material Cost (In) =O.90*mean =2.6714
(7) Decrease Precision Req. and Increase Machinability Jointly: -0.6831 -0.6267
Number of Tools Used (In) =mean =1.6987
Precision Requirement =O.90*mean =-5.9133
Material Cost (In) =O.90*mean =2.6714
(8) Complexity, Precision, and Machinability Jointly: -0.8311 -0.7937
Number ofTools Used (In) =O.90*mean =1.5288
Precision Requirement =O.90*mean =-5.9133
Material Cost (In) =O.90*mean =2.6714
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\Table 4-3 - Continued
Scenarios Changes in Prod. Hours from Base Case
In Natural In In Natural In
Log Scales Percent Log Scales Percent
(a) Decrease Geometric Complexity Exclusively =(2) - (1) -0.15 -13.8% -0.15 -14.2%
(b) Decrease Precision Requirement Exclusively =(3) - (1) -0.07 -6.8% -0.06 -6.0%
(c) Increase Material Machinability Exclusively =(4) - (1) -0.17 -15.4% -0.17 -15.7%
(x) Additive Effect =(a) + (b) -0.22 -19.7% -0.22 -19.4%
(d) Interactive Effect: Complexity and Precision Jointly =(5) - (1) N/A N/A -0.23 -20.4%
(y) Additive Effect =(a) + (c) -0.31 -27.0% -0.32 -27.7%
(e) Interactive Effect: Complexity and Machinabil. Jointly =(6) - (1) N/A N/A -0.33 -27.9%
(z) Additive Effect =(b) + (c) -0.24 -21.2% -0.23 -20.8%
(D Interactive Effect: Precision and Machinability Jointly =(7) - (1) N/A N/A -0.24 -21.3%
57












Table 4-15 Organizational Practice Variables Regressed on Unit Production
Hours On) - Expected Regression Coefficients and Changes in Unit Production
Hours On)
Expected Changes in
Independent Variables Expected Unit Production Hours
Coefficient Signs as Independent Variables
Increase
Organizational Practices:
Participative Problem SolVing (Index) Negative Decrease
Unionization
Yes Negative Decrease
No : -
Profit Sharing with Workers
Yes Negative Decrease
No - -
Stock Ownership Plans
Provided Negative Decrease
Not Provided - -
Staff
Low Negative Decrease
High - -
Control Variables:
Number of Tools Used (In) Positive Increase
Precision Requirement (In) Negative Decrease
Material Cost (In) Positive Increase
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Table 4-15 - Continued
Expected Changes in
Independent Variables Expected Unit Production Hours
Coefficient Signs as Independent Variables
Increase
Interactions:
..
..
Unionization x Participative (Index)
Yes x Participative Negative Decrease
No x Participative -
-
Profit Sharing x Participative (Index)
Yes x Participative Negative Decrease
No x Participative -
·
Staff xParticipative (Index)
Low x Participative Negative Decrease
High x Participative - -
Unionization x Profit Sharing
Yes x Yes Negative Decrease
Yes x No -
-
No x Yes -
-
No x No - ·
Unionization x Staff
Yes x Low Negative Decrease
Yes x High .
·
No x Low - -
No x High - -
Staff xProfit Sharing
Low x Yes Negative Decrease
Low x No .
-
High x Yes
- ·
High x No -
-
Profit Sharing x Staff xParticipative
Yes x Low x Participative Negative Decrease
Yes x High x Participative -
-
No x Low x Participative - -
No x High x Participative -
·
71
Table 4-16 Organizational Practice Variables Regressed on Unit Production Hours
On) - Regression Coefficients
Independent Variables
Organizational Practices:
Participative Problem Solving (Index) -0.1452 ** 0.1602 * 0.1436 0.0744
Unionization
Yes -0.5459 *** -0.6372 *** -0.5881 **** -0.5821 ****
No
Profit Sharing with Workers
Yes -0.2000 * -0.2916 * -0.2778 * -0.2348
No
Stock Ownership Plans
Provided -0.3347 -0.3030 -0.3087 -0.3158
Not Provided
Staff
Low -0.1711 * -0.3003 ** -0.2883 ** -0.2217 *
High
Control Variables:
Number of Tools Used (In) 0.7903 **** 0.7809 **** 0.7836 **** 0.7830 ****
Precision Requirement (In) -0.1392 **** -0.1310 **** -0.1292 **** -0.1382 ****
Material Cost (In) 0.5874 **** 0.5853 **** 0.5854 **** 0.5883 ****
Significance Levels for Two-Tailed Tests: **** if p<=0.001; *** if p<=0.01; ** if p<=0.05; * if p<=0.1 0
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Table 4-16 -- Continued
Slgmficance Levels for Two-TaIled Tests. If p<-0.001, If p<-0.01; If p<=0.05; * If p<-O.1 0
Independent Variables u. 2 ~
Interactions:
Unionization x Participative (Index)
Yes x Participative -0.1120
No x Participative -
Profit Sharing xParticipative (Index)
Yes x Participative -0.3922 *** -0.3850 *** -0.1512
No x Participative - - -
'Staff x Participative (Index)
Low x Participative -0.3614 *** -0.3513 *** -0.2078
High x Participative - - -
Unionization xProfit Sharing
Yes x Yes 0.0743
Yes x No -
No x Yes -
No x No
-
Unionization XStaff
Yes x Low 0.1055
Yes x High
-
No x Low -
No x High
-
Staff x Profit Sharing
Low x Yes -0.1020 -0.1045 -0.2492
Low x No - - -
High x Yes -
- - -
High x No - - -
Profit Sharing x Staff x Participative
Yes x Low x Participative -0.4636 *
Yes x High x Participative
-
No x Low x Participative
-
No x High x Participative
-
Intercept -4.2582 **** -4.0759 **** -4.0826 **** -4.1727 ****
Adjusted R-Squared 0.5062 0.5116 0.5126 0.5136
F-Statistic 167.29 **** 98.13 **** 125.11 **** 115.19 ****
Number of Observations 1299 1299 1299 1299
. **** . - . ***. ** .
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Table 4-17 Result Interpretation for Organizational Practice Regressions
Scenarios Unit Production Hours (In)
~ ~~ ~
(1) Base Case: 4.0006 N/A 3.9176 3.9843
Participative (Index) =mean =0.0000
No Profit Sharing with Workers
High Use of Staff
No Unionization and No Stock Ownership Plans
(2) Practice Group-Based Compensation Exclusively: 3.8006 N/A 3.6398 3.7495
Participative (Index) =mean =0.0000
Has Profit Sharing with Workers
High Use of Staff
No Unionization and No Stock Ownership Plans
(3) Practice Low Use of Staff Exclusively: 3.8295 N/A 3.6293 3.7626
Participative (Index) =mean =0.0000
No Profit Sharing with Workers
Low Use of Staff
No Unionization and No Stock Ownership Plans
(4) Increase Teamwork Exclusively:
Participative (Index) =mean +S.D. =0.8749 3.8736 N/A 4.0432 4.0494
No Profit Sharing with Workers
High Use of Staff
No Unionization and No Stock Ownership Plans
(5) Practice Group-Based Compen. and Teamwork Jointly: 3.6736 N/A 3.4286 3.6823
Participative (Index) =mean +S.D. =0.8749
Has Profit Sharing with Workers
High Use of Staff
No Unionization and No Stock Ownership Plans
(6) Practice Low Use of Staff and Teamwork Jointly: 3.7025 N/A 3.4476 3.6459
Participative (Index) =mean +S.D. =0.8749
No Profit Sharing with Workers
Low Use of Staff
No Unionization and No Stock Ownership Plans
(7) Practice Low Staff and Group-Based Compen. Jointly: 3.6295 N/A 3.2470 3.2786
Participative (Index) =mean =0.0000
Has Profit Sharing with Workers
Low Use of Staff
No Unionization and No Stock Ownership Plans
(8) Practice Group-Based. Low Staff. and Teamwork Jointly: 3.5025 N/A 2.7284 2.6240
Participative (Index) =mean +S.D. =0.8749
Has Profit Sharing with Workers
Low Use of Staff
No Unionization and No Stock Ownership Plans
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Table 4-17 -- Continued
Scenarios
(a) Practice Group-Based Compen. Exclusively =(2) - (1) -0.20 N/A -0.28 -0.23
(b) Practice Low Use of Staff Exclusively =(3) - (1) -0.17 N/A -0.29 -0.22
(c) Increase Teamwork Exclusively = (4) - (1) -0.13 N/A 0.13 0.07
(x) Additive Effect =(a) + (c) -0.33 N/A -0.15 -0.17
(d) Interactive Effect:Group. &Teamwork Jointly = (5) - (1) N/A N/A -0.49 -0.30
(y) Additive Effect = (b) + (c) -0.30 N/A -0.16 -0.16
(e) Interactive Effect: Low Staff &Teamwrk. Jointly =(6) - (1 N/A N/A -0.47 -0.34
(z) Additive Effect = (a) + (b) -0.37 N/A -0.57 -0.46
(D Interactive Effect: Group. &Low Staff Jointly = (7) - (1) N/A N/A -0.67 -0.71
(a) Practice Group-Based Compen. Exclusively = (2) - (1) -18.1% N/A -24.3% -20.9%
(b) Practice Low Use of Staff Exclusively =(3) - (1) -15.7% N/A -25.0% -19.9%
(c) Increase Teamwork Exclusively = (4) - (1) -11.9% N/A 13.4% 6.7%
(x) Additive Effect =(a) + (c) -27.9% N/A -14.1% -15.6%
(d) Interactive Effect:Group. &Teamwork Jointly = (5) - (1) N/A N/A -38.7% -26.1%
(y) Additive Effect = (b) + (c) -25.8% N/A -15.0% -14.5%
(e) Interactive Effect: Low Staff &Teamwrk. Jointly =(6) - (1 N/A N/A -37.5% -28.7%
(z) Additive Effect = (a) + (b) -31.0% N/A -43.2% -36.7%
(D Interactive Effect: Group. &Low Staff Jointly = (7) - (1) N/A N/A -48.9% -50.6%
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Appendix 4-1 Definitions, Means, and Standard Deviations of Control Variables and
Product Variables
Variable Name Definition Mean 50
Number of Tools Used In (1 +number of tool changes required to make the product) 1.6987 0.9813
(In)
Precision Requirement In IUghtest tolerance requirement in inches I -6.5703 1.4910
(In)
Matenal Cost (In) In (1 + cost of material used to produce one unit of the 2.9682 2.3587
product)
Job Difficulty For selected product, 1.4198 0.4937
=1, if it is an easy job or Complexity Score is less than 15
=2, if it is ahard job or Complexity Score is equal to or more
than 15
Complexity Score [(number of tool changes) + (lOg10 I Ughtest tolerance 16.6259 15.6569
requirement in inches I)2]
Type of Machine Tool For selected product, 1.5761 0.4943
=1, if made using computer controlled machines
=2, if made using convenUonal machines
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Appendix 4-2 Definitions, Means, and Standard Deviations of Process Variables
Variable Name Definition Mean SD
Type of Machine Tool For selected product, 1.5761 0.4943
=1, if made using computer controlled machines
=2, if made using conventional machines
New Machine Utilization IfType of Machine Tool =1, then 0.2339 0.3012
=share of all computer controlled machines that are less than 5
years old
If Type of Machine Tool =2, then
=share of all conventional machines that are less than 5 year
old
New Machine Costs (In) For selected plant, 4.4471 2.7713
=In (amount spent on new machines between January 1987
and the end of 1990/number of new machine tools installed
between 1987 and 1990) if the plant installed at least 1 new
machine tool dunng the 1987-1990 period
=In (1) if the plant did not install any new machine tool
Degree of Other For selected plant, 1.4545 0.4981
Computer Use =1 if other computer use is intensive or Sum of Computer
Usage is equal or more than 4
=2 if other computer use is non-intensive or Sum of Computer
Usage is less than 4
Sum of Computer [(Part/Product Design Camp.) + (PPS Camp.) + (QA Camp.) + 0.6799 0.4667
Usage (MRP Camp.) +(Other Camp.)]
Part/Product Design For selected plant, 0.6799 0.4667
Computer Usage =1, if computers are used for part or product design
=0, otherwise
PPS Computer Usage For selected plant,
.-
0.7737 0.4186
=1, if computers are used for process planning, scheduling or
monitonng
=0, otherwise
QA Computer Usage For selected plant. 0.5640 0.4960
=1, if computers are used for quality assurance
=0, otherwise
MRP Computer Usage For selected plant, 0.7272 0.4455
=1, if computers are used for matenals or parts planning
=0, otherwise
Other Computer Usage For selected plant, 0.4890 0.5000
=1, if computers are used for automation of other production
processes
=0, otherwise
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Appendix 4-3 Definitions, Means, and Standard Deviations of Workforce Variables
Variable Name Definition Mean SO
Employee Turnover Total new hires in machining job at plant in 1989 and 1990 0.2026 0.4837
divided by total employees in production jobs not counting
supervisors in 1991
Technical Education Number of months in technical education beyond high school 8.4528 14.6966
Beyond High School the plant usually requires of new hires that are responsible for
setting up or operating machine tools
College Degree for For selected plant, 0.1732 0.3786
Quality Control Job = 1, if the plant requires a 4-year college degree on quality
control related jobs
=0, otherwise
College Degree for For selected plant, 0.0706 0.2562
Programming Job =1, if the plant requires a 4-year college degree of employees
who perform part programming on machine tool
=0, otherwise
Hourly Wage (In) In (average hourly wage excluding fringe benefits paid to 2.3993 0.2471
workers in machining jobs)
Apprenticeship For selected plant, 0.2004 0.4004
Program =1, if plant has aformal machining apprenticeship program of at
least 3years duration
=0, otherwise
Technical Training For selected plant, 0.2215 0.4154
= 1, if plant provides formal classes for employees in shop
mathematics, blueprint reading or analysis, or principles of
metallurgy
=0, otherwise
Programming Training For selected plant, 0.3739 0.4840
=1, if plant provides formal classes for plant employees in part
programming for machine tools
=0, otherwise
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Appendix 4-4 Definitions, Means, and Standard Deviations of Organizational
Variables
Variable Name Definition Mean SO
Participative Problem See Appendix 4-6 for description of factor scale 0.0000 0.8749
Solving
Unionization For selected plant, 1.7365 0.4407
=1, if production workers are unionized
=2, otherwise
Profit Sharing with For selected plant, 1.6089 0.4882
Workers =1, if plant has shared profits with workers for at least 2years
=2, otherwise
Stock Ownership Plans For selected plant, 1.8430 0.3640
= 1, if plant has provided employee stock ownership plan to
blue-collar workers for at least 2years
=2, otherwise
Staff For selected plant, 1.5632 0.4961
=1if plant has low staff or Staff Ratio is less than or equal to .30
=2if plant has high staff or Staff Ratio is more than .30
Committee for New For selected plant, 1.4784 0.4497
Technology Adoption = 1, if committees made up of both blue-collar workers and
managers dealing with implementations of new technology have
been established for less than 2years
=2, otherwise
Committee for Quality For selected plant, 1.5806 0.4936
Control = 1, if committees made up of both blue-collar workers and
managers dealing with quality control problems have been
establish for less than 2years
=2, otherwise
Committee for Other For selected plant, 1.5340 0.4990
Production Problems = 1, if committees made up of both blue-collar workers and
managers dealing with other production problems have been
established for less than 2years
=2, otherwise
Self-Management Effort For selected plant, 1.7557 0.4298
=1, if blue-collar workers regularly meet by themselves without
management to deal with production problems
=2, otherwise
Staff Ratio Total employed at plant minus production employees excluding 0.3467 0.1864
supervisors divided by total employed in 1991
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Appendix 4-5 Factor Scale Description of Participative Problem Solving
Loadings for
Variables Participative Uniqueness
Problem Solving
Committee for New Technology Adoption 0.7493 0.4386
Committee for Quality Control 0.7381 0.4552
Committee for Other Production Problems 0.7605 0.4219
Self-Management Effort -0.3159 0.9022
Notes: Factor analysIs IS conducted on unwelghted data
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Appendix 4-6 Calculations for Percent Changes in Unit Production Hours in Tables
4-3,4-6, and 4-17
Consider the following equation:
In HOUR2 -In HOUR) = L'l (Eq. 4.13)
where HOUR = unit production hours; L'l = changes in natural Iogscale . The above
equation can be rewritten as follows:
HOUR2
In HOUR =L'l
I
By taking antilogarithms of both sides of the above equation, we have
Subtracting 1 from both sides of the above equation, we obtain
HOUR2 - HOURI l>
HOURI =e-I
Multiplying 100 to both sides, the above equation can be written as
HOUR2 - HOURI
---=----....;..x 100 = (el> -1) ·100 = %L'l
HOURI
where %L'l = percent changes in unit production hours.
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(Eq.4.14)
Appendix 4-7 Interpretation for Regression Results in Section 4-3
Consider the following regression model used in Section 4-3:
(Eq.4.15)
where C =constant; Y, XI and X 3 =continuous variable; D2 =dummy variable. The
above equation can be rewritten as follows:
(Eq.4.16)
where e =2.718. Linear algebra and differential calculus can be used to determine
expected changes in Yas X!' Dz and X3 vary. However, these two techniques give
different results. Using linear algebra, expected changes in Y from YI to Yz can be
calculated as follows:
Let Xl varies from Xl to Xz' From Equation 4.15, we obtain
Then by replacing (XZ -xJ with dXI, we get
Taking antilogarithms of both sides of the above equation, we have
Subtracting 1 from both sides of the above equation, it can be rewritten as
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Y -Y dY2 I =ePrdX1 _ 1=_
YI Y
Let Dz varies from dl = 0 to dz = 1. From Equation 4.15, we obtain
Rewriting the above equation, we get
Y2In-=~
YI
Taking antilogarithms of both sides of the above equation, we have
Subtracting 1 from both sides of the above equation, it can be rewritten as
Y2 - Y\ = ePz _ 1= dY
YI Y
Finally, let X3 vary from Xl to X 2• From Equation 4.15, we obtain
And hence, we get
Taking antilogarithms of both sides, we have
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(Eq.4.17)
(Eq.4.18)
Subtracting 1 from both sides of the above equation, we obtain
Replacing Xz with (xl + dX3), the above equation can be rewritten as
[ 1+ dX
3 ]fJJ -1 = dY
X 3 Y
(Eq.4.19)
On the other hand, changes in Y as Xl and X3 vary can be calculated using differential
calculus as follows:
From Equation 4.16, we obtain
dYjY
--=AdX]
dYjY
dX jX =P3
3 3
(Eq.4.20)
(Eq.4.21)
Since Dz is a dummy variable, we cannot use differential calculus to obtain the effect of
varying Dz from 0 to 1 on Y: The first method using linear algebra is used to interpret
regression results in Section 4-3.
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Chapter 5
LINKAGES AMONG DIFFERENT ASPECTS OF PRACTICES
This chapter presents the second phase of the two-phase model presented in Chapter 3
in further detail and discusses findings regarding Hypotheses Sa and sb. First, measures
that combine practices within the same aspect into a bundle are introduced. Then,
hypotheses testing procedures and findings are presented. Finally, supplementary
analyses regarding unexpected results are discussed.
5-1 PRACTICE BUNBLE MEASURES
Four independent variables are used to capture four practice bundles (use of advanced
technology, high performance workforce, high-involvement organizational structure,
and production networking). The first three measures are constructed from practice
variables found in the previous chapter to have positive relationships to productivity. In
addition to these measures, the last independent variable is constructed from multiple
practices that reflect production networking conceptually. (The reason for not testing
production networking practice's relationship to productivity is discussed in Chapter 3.)
The following are practices selected to construct the four bundle measures.
Advanced Technology. All the four practice variables ("Type of Machine Tool", "New
Machine Utilization", "New Machine Cost", and "Degree of Other Computer Use")
8S
examined in the last chapter are selected. The first and the last variables have a
significant negative relationships to production time. On the other hand, the second
and the third variables have no significant relationships to productivity. I choose to
include "New Machine Utilization" and "New Machine Cost" variables in the pool of
advance technology practices because I find that the four practices as a whole better
represent firms' uses of advanced technology (see Table 4-5 on page 59). Adding the two
variables increases Cronbach's standardized alpha s~ore (Cronbach, 1951) from 0.1946 to
0.5717.
High Performance Workforce. From the eight flexible workforce variables examined
in the last chapter, five practice variables ("Employee Turnover", "College Degree for
Quality Control", "College Degree for Part Programming", "Technical Training" and
"Programming Training") are selected to capture the high performance workforce
bundle. With the exception of "College Degree for Part Programming", these variables
have significant negative relationships to production time (see Equation 4.8a on page 63).
I include "College Degree for Part Programming" in the pool of flexible workfor~e
practices because of its significant negative relationship to production time in plants that
have low employee turnover Oess than or equal to 0.10). On the contrary, I exclude
"Technical Education beyond High School", "Hourly Wage", and "Apprenticeship
Program" variables from the pool because I find that they do not capture firms' uses of
flexible workforce (see discussions in Sections 4-3.2 and 4-3.3).
86
High.Involvement Organizational Structure. All the 4 practIce variables
("Participative Problem Solving", "Unionization", "Profit Sharing with Workers",
"Stock Ownership Plans", and "Staff") examined in the last chapter are selected. With
the exception of "Stock Ownership Plans", these variables have significant negative
relationships to production time (see Table 4-16 on page 72). I choose to include "Stock
Ownership Plans" variable in the pool of flexible organization practices because it has
the second largest size effect on productivity improvement. Note that the factored
"Participative Problem Solving" variable is disintegrated into its original four items
("Committee for New Technology Adoption", Committee for Quality Control",
Committee for Other Production Problems", and "Self-Management Effort") before it is
used in the bundle construction.
Production Networking. Measuring the extent to which a firm collaborates with its
customers, subcontractors, technology suppliers, and competitors, sixteen practices are
selected for constructing the production networking bundle. These practices are (1)
customer helps design parts, (2) helps customer design part, (3) customer provides
technical assistance, (4) customer helps develop new products, (5) number of technical or
management meetings with customer, (6) receives technical assistance from
subcontractor, (7) develops new products with subcontractor, (8) number of technical or
management meetings with customer, (9) receives technical assistance from technology
supplier, (10) develops new machining methods with technology supplier, (11) develops
new products with technology supplier, (12) number of technical or management
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meetings with technology supplier, (13) shares technical training with competitors, (14)
shares machining method information with competitors, (15) develops new products
with competitors, and (16) collaborates with competitors on standard setting. (With the
exception of the 5th, 8th and 12th practices, these practices are dummy variables whose "0"
values mean "No" and "1" values mean "Yes".)
In order to combine variables that were measured in different units and of different
magnitudes, all practice variables accounting for each practice bundle are standardized
by conversion to z-scores producing mean 0, standard deviation 1 variables. Receiving
equal weight, these practices are than additively combined to form four indices, one for
each aspect. (I cannot find any theoretical basis for assigning different weights.) Note
that the signs of some selected practices are reversed so that the high values of these
practice variables mean higher productivity (see Appendix 5-2 on page 103). Therefore,
High values of "Advanced Technology" mean firms use programmable automation and
new and sophisticated technology in their machining operations and use computers in
their non-machining operations intensively. High values of "High Performance
Workforce" mean firms' workforce tends to posses knowledge and skills from formal
schools, training, and on-the-job experience. High values of "High-Involvement
Organizational Structure" mean firms' employees tend to collaborate with one another,
and firms are more likely to have group-based compensation systems and decentralize
their decision making. Finally, High values of "Production Networking" mean firms
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tend to collaborate with their customers, subcontractors, technology suppliers, and
competItors.
The additive combination of practices is chosen over the multiplicative one because I
find in the last chapter that most of these practices have both exclusive and joint effects
on productivity. The absence of any practice will weaken the net effect of the combined
score instead of removing the effects of other practices. As a result, a multiplicative
assumption suggesting that the combined score's effect on productivity will be zero
when any single practice is absent does not hold. Moreover, the sum of normalized
variables is still normally distributed, while the multiplication of normalized variables is
no longer normally distributed.
For ease of interpretation, a linear transformation is applied to all the summed z-scores
for each practice bundle so that the plant with the lowest score on a single bundle is 0 on
that bundle and the plant with the highest score is 100 (see Equation 5.7 on page 104).
Also, much literature (e.g. Caves and Barton, 1990; Mansfield, 1993) suggests that
production functions approximate Cobb-Douglas relationships. (In particular, the
marginal productivity of each input depends on the level of all inputs employed.)
Therefore, I apply a natural logarithm to all four bundle measures so that the linear
ordinary least squares regression technique can still be used to estimate the multiplicative
relationship of each strategic bundle to productivity (see Equation 5.8 on page 104).
89
Also, see Appendix 5-1 on page 102 for definitions, means and standard deviations of
these practice bundle variables.
Finally, the evidence of multicollinearity found in previous regression analyses (Chapter
3) suggests that the interaction terms' standard errors are likely to be inflated and, hence,
the regression is less likely to be able to identify any statistically significant interaction
effects. In order to deal with this multicollinearity problem, I follow MacDuffie (1995)
by performing a linear transformation called "centering," that subtracts the mean value
for each strategic bundle variable from its natural log score (see Equation 5.9 on page
104). Doing so can reduce multicollinearity without changing the structural relationship
among these variables, the F statistics, and the R2• (Note that MacDuffie (1995) also used
the additive approach and linear and log transformations; however, he did not test for
the exclusive and joint effects of the variables selected to construct the combined score.)
5-2 HYPOTHESIS TESTING
The discussion in this section is based on Table 5-2 on page 99. Equations 5.1, 5.1a, and
5.2 are used to test the exclusive effects of the four practice bundles (Hypothesis Sa).
Controlling for product characteristics (geometric complexity, precision requirement,
and material machinability), the three practice bundle ("Advanced Technology", "High
Performance Workforce", and "High-involvement Organizational Structure"), that are
constructed from variables examined in the last chapter, enter Equation 5.1. (The t~st
for control variables' relationships to productivity is skipped here because it has already
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been conducted in the last chapter.) Then, the effects of production networking is tested
by adding production networking variable to the regression (see Equation 5.2). After
entering the production n~tworking variable, I find that the number of observations
decrease from 1069 to 1032. Therefore, I omit the 37 observations that are missing in
Equation 5.2 and rerun Equation 5.1 (see Equation 5.1a) so that Equations 5.1a and 5.2
are comparable. Comparing the two equations, I find that Equation 5.2 better explains
the productivity difference in U.S. machining firms than Equation 5.1a. (By adding
"Production Networking", R2 increases from 0.4595 to 0.4615 in Equations 5.1a and 5.2,
respectively, while the size effects of the first three bundles remain the same. Moreover,
this increase in R2 is a statistically significant change.)
Next, the joint effects of these practice bundles (Hypothesis 5b) are tested by entering
cross products of "Advanced Technology", "High Performance Workforce", "High-
Involvement Organizational Structure", and "Production Networking" variables (see
Equations 5.3 - 5.5). Six two-way interaction terms are added (see Equation 5.3). Then,
four three-way interaction terms enter the regression (see Equation 5.4). Finally, a four-
way interaction term is added (see Equation 5.5). Comparing the four equations, I find
that Equations 5.3, 5.4, and 5.5 better explain the productivity difference in U.S.
machining firms than Equation 5.2. (All R2 from the three equations are higher than
that from Equation 5.2. Also, these changes are statistically significant.) See Table 5-1
on page 98 for expected regression coefficients and changes in unit production hours.
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The Effects of Control Variables. From Table 5-2 on page 99, all of the control
variables in Equations 5.1 - 5.5 are statistically significant. Moreover, each variable has
nearly the same size effect (coefficient magnitude) across all equations. As expected,
"Number of Tools Used" and "Material Cost" variables have positive coefficient signs,
while "Precision Requirement" variable has a negative one. This confirms the finding
from other regressions in the last chapter that a firm can reduce the production time of a
product by decreasing its geometric complexity and precision requirement and
increasing its material machinability.
The Exclusive Effects of Practice Bundles. "Advanced Technology", "High
Performance Workforce", and "High-Involvement Organizational Structure" have
negative signs as expected in Equations 5.2 -5.5. "Advanced Technology" is statistically
significant and has similar size effects in all four equations. On the other hand, "High
Performance Workforce" is statistically significant in Equation 5.3 and "High-
Involvement Organizational Structure" is statistically significant in the last three
equations. Moreover, the two variables' size effects in the last three equations are
considerably larger than those in Equation 5.2. This indicates possible left out variable
bias in Equation 5.2. Examining the last three equations closer, I find that "High-
Performance-Workforce X Production-Networking" has significant positive coefficient
signs and some cross products of "High-Involvement Organizational Structure" and
other variables have positive coefficient signs. This suggests that these positive
interaction terms cause "High Performance Workforce" and "High-Involvement
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Organizational Structure" to loose their significance levels and reduce the two variables'
size effects in Equation 5.2 (since both variables also capture the joint effects when the
interaction terms are absent from the regression). As for the insignificant negative
coefficient of "High Performance Workforce" in Equations 5.4 and 5.5, the three-way
and four-way interaction terms added may cause "High Performance Workforce" to
loose its significance levels despite its magnitude remaining stable.
In contrast to the first three variables, "Production Networking" is statistically
significant and has a negative coefficient sign in Equation 5.2 but has positive and
insignificant coefficient signs in the last three equations. Furthermore, "Advanced-
Technology X Production-Networking" have negative coefficient signs in Equations 5.3-
5.5. Together these findings suggest that the negative coefficient of "Production
Networking" in Equation 5.2 captures the negative interaction effects of practicing
production networking and adopting advanced technology jointly instead of the
exclusive effects of practicing production networking alone. Thus, these results suggest
that practicing production networking alone cannot increase a firm's productivity.
Overall, three of the four aspects in Hypothesis 5a are satisfied by these findings. That
is, uses of advanced technology, a high performance workforce, or high-involvement
organizational structures each is related to higher productivity.
The Joint Effects of Practice Bundles. Examining the four two-way interactions in
Equations 5.3-5.5, "Advanced-Technology X High-Involvement-Organizational-
Structure", "High-Performance-Workforce X High-Invol~ement-Organizational-
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Structure", and "Advanced-Technology X Production-Networking" have negative
coefficient sIgns as expected. "Advanced-Technology X High-Involvement-
Organizational-Structure" and "High-Performance-Workforce X High-Involvement-
Organizational-Structure" are statistically significant and have nearly the same size
effects in all the three equations. On the other hand, "Advanced-Technology X
Production-Networking" have nearly the same size effects in all the three equations, but
it is statistically significant only in Equation 5.3. A possible explanation for this is that
multicollinearity causes its significance levels in the last two equations to decrease as the
three-way and four-way interactions enter the regressions.
On the contrary, "High-Performance-Workforce X Production-Networking" is
statistically significant and has unexpected positive coefficient signs in the last three
equations. Further, "High-Involvement-Organizational-Structure X Production-
Networking" is not statistically significant in the last three equations. Examining the
three equations closer, I find that "High-Performance-Workforce X High-Involvement-
Organizational-Structure X Production-Networking" has significant negative coefficient
signs in Equations 5.4 and 5.5. This finding suggests that adopting either high
performance workforce and production networking or high-involvement organizational
structure and production networking cannot improve a firm's productivity. In other
word, interfirm collaboration is less likely to be successful when team members have
inadequate knowledge and skills to contribute to the team and when team members lack
internal collaboration experience. A firm must adopt the three practices jointly in order
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to improve its productivity. Note that this problem with modeling the complex
interactions of high performance workforce adoption may be the reason why several
studies (i.e. Helper and Levine, 1994) find no empirical suggesting customer
participation and worker participation are more productive when used together.
As for "Advanced-Technology X High-Performance-Workforce", it has unexpected
positive coefficient signs in the last three equations. However, these interactions are not
statistically significant in any of the last three equations. Consequently, it is too early to
draw the conclusion from this finding that negative synergy exists when firms use
advanced technology together with a high-performance workforce. The only
conclusion that can be drawn from this finding is that the two practices as measured
here do not complement one another in enhancing a firm's productivity. This may be
because the knowledge and skills the workforce possesses is not adequate for the firm to
receive maximum benefits from such advanced technology, or the workforce needs
more time to adjust to such advanced technology. Also, it may be because the adoption
of either high-involvement organizational structure or production networking is more
effective than the adoption of high performance workforce in maximizing the firm's
benefits from advanced technology adoption (since "Advanced-Technology X High-
Involvement-Organizational-Structure" and "Advanced-Technology X Production-
Networking" have significant negative coefficient signs).
Finally, for the three-way and four-way interaction effects, only "High-Performance-
Workforce X High-Involvement-Organizational-Strueture X Production-Networking"
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is statistically significant in Equation 5.4 and 5.5. Besides, it has negative coefficient
signs as expected in both equations. On the other hand, the other three-way and four-
way interactions, that are the cross products of "Advanced Technology" and other
variables, are not statistically significant in any of the last two equations. This may be
because of the opposite productivity effects of "Advanced-Technology X High-
Involvement-Organizational-Structure" and "Advanced-Technology X Production-
Networking", and "Advanced-Technology X High-Performance-Workforce". . In
addition, the bilateral complementarity effects of "Advanced-Technology X High-
Involvement-Organizational-Structure" and "Advanced-Technology X Production-
Networking" may be stronger than their three-way complementarity effect (Advanced-
Technology X High-Involvement-Organizational-Structure X Production-Networking).
Overall, these findings provide support for Hypothesis 5b suggesting that uses of
advanced technology, a high performance workforce, high-involvement organizational
structures, and production networking complement one another in enhancing a firm's
productivity.
5-3 SUPPLEMENTARY ANALYSES
In addition to the analyses discussed above, controlling for product characteristics I
regress "High Performance Workforce", "High-Involvement Organizational Structure",
and "Production Networking" on "Advanced Technology" (see Table 5.3 on page 101).
I find that "High-Involvement Organizational Structure" and "Production Networking"
are positively related to advanced technology adoption, while "High Performance
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Workforce" is negatively related to advanced technology adoption. In other words,
most firms do not use advanced technology in conjunction with high performance
workforce. Consequently, the workforce's inadequate knowledge and skills for
operating machines that employ advanced technology may be the reason why no
complementarities between advanced technology adoption and use of high performance
workforce are found in Equations 5.3-5.5.
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Table 5-1 Practice Bundle Variables Regressed on Unit Production Hours On) -
Expected Regression Coefficients and Changes in Unit Production Hours On)
Expected Changes in
Independent Variables Expected Unit Production Hours
Coefficient Signs as Independent Variables
Increase
Advanced Technology Negative Decrease
High Performance Workforce Negative Decrease
High-Involvement Organizational Structure Negative Decrease
Production Networking Negative Decrease
Interactions:
Technology xWorkforce Negative Decrease
Technology xOrganizational Structure Negative Decrease
Workforce xOrganizational Structure Negative Decrease
Technology x Networking Negative Decrease
Workforce xNetworking Negative Decrease
Organizational xNetworking Negative Decrease
Technology xWorkforce xOrganizational Negative Decrease
Technology xWorkforce xNetworking Negative Decrease
Technology xOrganizational xNetworking Negative Decrease
Workforce xOrganizational xNetworking Negative Decrease
Tech. xWorkforce xOrgan. xNetworking Negative Decrease
Control Variables:
Number of Tools Used (In) Positive Increase
Precision Requirement (In) Negative Decrease
Material Cost (In) Positive Increase
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Table 5·2 Practice Bundle Variables Regressed on Unit Production
Hours On) - Regression Coefficients
Independent Variables ..<.•/ .....~ ~~
Advanced Technology -0.3181 **** -0.3270 **** -0.3242 ****
High Performance Workforce -0.4815 -0.3830 -0.3030
High-Involvement Organizational Structure -0.0861 -0.0818 -0.0723
Production Networking -0.2220 *
Interactions:
. Technology xWorkforce
Technology xOrganizational Structure
Workforce xOrganizational Structure
Technology xNetworking
Workforce xNetworking
Organizational xNetworking
Technology xWorkforce x Organizational
Technology xWorkforce x Networking
Technology xOrganizational xNetworking
Workforce xOrganizational x Networking
Tech. xWorkforce xOrgan. x Networking
Control Variables:
Number of Tools Used (In) 0.4819 **** 0.4837 **** 0.4870 ****
Precision Requirement (In) -0.1415 **** -0.1459 **** -0.1454 ****
Material Cost (In) 0.6143 **** 0.6129 **** 0.6192 ****
Intercept -4.0442 **** -4.0575 **** -4.0756 ****
R-Squared 0.4652 0.4595 0.4615
Adjusted R-Squared 0.4622 0.4564 0.4578
F-Statistic 153.97 **** 145.24 **** 125.38 ****
F-Statistic for R-Sq. Change from Eq. 5.1 a - - 3.81 *
Number of Observations 1069 1032 1032
Significance Levels for Two-Tailed Tests: ····If p<=0.001; "'If p<=0.01; •• if p<=0.05; • if p<=0.10
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Table 5-2 - Continued
Independent Variables I:'>" ~17
Advanced Technology -0.3242 **** -0.4712 **** -0.4703 **** -0.4707 ****
High Performance Workforce -0,3030 -0.8559 * -0.7961 -0.8098
High-Involvement Organizational Structure -0.0723 -0.2215 *** -0.2042 *** -0.2064 ***
Production Networking -0.2220 * 0.1216 0.1693 0.1583
. -
Interactions:
Technology xWorkforce 0.1555 0.2676 0.2660
Technology xOrganizational Structure -0.1726 **** -0.1491 ** -0.1579 **
Workforce xOrganizational Structure -1.0614 **** -0.9635 *** -0.9790 ***
Technology xNetworking -0.2840 ** -0.2477 -0.2497
Workforce x Networking -. 2.9230 *** 2.8344 *** 2.7094 ***
Organizational xNetworking 0.0991 -0.1058 -0.1027
Technology xWorkforce xOrganizational 0.2234 0.1637
Technology xWorkforce x Networking 0.3534 0.4763
Technology xOrganizational x Networking -0.0146 0.0241
Workforce xOrganizational x Networking -1.9683 * -1.9934 *
Tech. xWorkforce xOrgan. xNetworking 0.5004
Control Variables:
Number of Tools Used (In) 0.4870 **** 0.4998 **** 0.5006 **** 0.5004 ****
Precision Requirement (In) -0:1454 **** -0.1284 **** -0.1330**** -0.1334 ****
Material Cost (In) 0.6192 **** 0.6255 **** 0.6259 **** 0.6253 ****
Intercept -4.0756 **** -3.9767 **** -4.0060 **** -4.0059 ****
R-Squared 0.4615 0.4834 0.4851 0.4852
Adjusted R-Squared 0.4578 0.4768 0.4764 0.476
F-Statistic 125.38 **** 73.27 **** 56.19 **** 53.04 ****
F-Statistic for R-Sq. Change from Eq. 5.2 - 7.20 **** 4.65 **** 4.24 **
Number of Observations 1032 1032 1032 1032
Significance Levels for Two-Tailed Tests: **** If p<=0.001; *** If p<=O.01; ** If p<=0.05; * If p<=O.10
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Table 5-3 "High Performance Workforce", "High-
Involvement Organizational Structure", and
"Production Networking" Regressed on "Advanced
Technology" - Regression Coefficiepts
Independent Variables ,h'
High Performance Workforce -0.2396 *
High-Involvement Organizational Structure 0.3181 ****
Production Networking 0.1199 **
Control Variables:
Number of Tools Used (In) 0.1132 ****
Precision Requirement (In) -0.0250
Material Cost (In) 0.0367 ***
Intercept -0.2712 **
R-Squared 0.1221
Adjusted R-Squared 0.1173
F-Statistic 25.35 ****
Number of Observations 1101
Significance Levels for Two-Tailed Tests:
**** if p<=O.001; *** if p<=O.01; ** if p<=0.05; * if p<=0.1 0
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Appendix 5-1 Definitions, Means, and Standard Deviations of Dependent, Practice
Bundle, and Control Variables
Variable Name Definition Mean SD
Unit Production Hour For selected product, -0.6952 2.5690
(In) =In [(programming time + setup time + run time)/number of
physical items produced] if made using programmable machine
tools
=In [(setup time +run time)/number of physical items produced]
if made using conventional machine tools
Advanced Technology Natural logarithm of acombined score (see Appendix 5-2) 0.0000 1.2113
(In)
High Performance Natural logarithm of acombined score (see Appendix 5-2) 0.0000 0.2304
Workforce (In)
High-Involvement Natural logarithm of acombined score (see Appendix 5-2) 0.0000 0.8587
Organizational
Structure (In)
Production Networking Natural logarithm of acombined score (see Appendix 5-2) 0.0000 0.4987
(In)
Number of Tools Used In (1 +number of tool changes required to make the product) 1.6987 0.9813
(In)
Precision Requirement In Itightest tolerance requirement in inches I -6.5703 1.4910
(In)
Material Cost (In) In (1 +cost of material used to produce one unit of the product) 2.9682 2.3587
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Appendix 5-2
Variables
List of Practices Used to Construct the Four Practice Bundle
Advanced Technology:
1. Type ofMachine Tool (sign reversed)
2. New Machine Utilization
High Performance Workforce:
1. Employee Turnover (sign reversed)
2. College Degree for Quality Control (sign reversed)
3. College Degree for Part Programming (sign
reversed)
High-Involvement Organizational Structure:
1. Committee for New Technology Adoption
2. Committee for Quality Control
3. Committee for Other Production Problems
4. Self-Management Effort (sign reversed)
Production Networking:
1. Customer Helps Design Parts
2. Helps Customer Design Parts
3. Customer Provides Technical Assistance
4. Customer Helps Develop New Products
5. Number ofTechnical or Management Meetings
with Customer
6. Receives Technical Assistance from Subcontractor
7. Develops New Products with Subcontractor
8. Number ofTechnical or Management Meetings
with Customer
3. New Machine Cost
4. Degree of Other Computer Use (sign reversed)
4. Technical Training (sign reversed)
5. Programming Training (sign reversed)
5. Unionization (sign reversed)
6. Profit Sharing with Workers (sign reversed)
7. Stock Ownership Plans (sign reversed)
8. Staff (sign reversed)
9. Receives Technical Assistance from Technology
Supplier
10. Develops New Machining Methods with
Technology Supplier,
11. Develops New Products with Technology
Supplier
12. Number ofTechnical or Management Meetings
with Technology Supplier
13. Shares Technical Training with Competitors
14. Shares Machining Method Information with
Competitors
15. Develops New Products with Competitors
16. Collaborates with Competitors on Standard
Setting
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Appendix 5-3 Data Transformation Procedures and .Regression Equation
Linear Transformation:
, [ Z - min(Z) ]Z = ·100
max(Z) - mineZ) (Eq.5.7)
where Z = original summed z-scorej z: = linearly transformed z-score; min(Z) =
minimum value of original summed z-score; max(Z) = maximum value of original
summed z-score.
Cobb-Douglas Relationship:
where Y = unit output; C = constant; Xl and Xz = inputs.
Regression Equation using centering technique:
InH = C +/3. [lnZ' - mean(lnZ')]+...+/3 ·lnX+...
(Eq.5.8)
(Eq.5.9)
where H = unit production hour; C = constant; InZ: = natural logarithm of z:;
mean~nz:) = mean value of InZ:.
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Chapter 6
CONCLUSION
In this paper, I have investigated both the linkages among practices within the same
aspect (process, workforce, organizational practices) and the linkages among process,
workforce, organizational, and interorganizational practices. Overall, my findings from
the U.S. metal working industries are consistent with and extend findings from others'
works (i.e. Parthasarthy and Sethi, 1993; MacDuffie, 1995). That is, accounting for all
dimensions of interactions among four aspects, complementarities among practices
within the same aspect and across different aspects do exist. The return from joint
implementation of manufacturing practices is greater than the sum of the returns from
adopting each practice exclusively. Consequently, these findings suggest that
management should manage the adoption of process, workforce, organization, and
interorganization practices jointly rather than treat them as separate entities. However,
one should keep in mind t.hat adopting these manufacturing practices jointly cannot
guarantee productivity improvement in the firm. The introduction of new practices
often lead to the disruption of firms' well-established routines and, hence, may lower
their performance. As a result, the introduction of new practices should be planned
carefully in order to receive maximum benefits from adopting these practices jointly.
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There are a number of limitations to this study pointing to several issues for future
research. First, this study only examines the cross-sectional productivity differences
among manufacturing firms during the same time period (the year 1991). The adoption
of these practices may have lagged effects on firms' performance. This may be the
reason why I find some practices such as the adoption of stock ownership plans do not
have strong relationship to productivity improvement. Consequently, future research
might perform a longitudinal analysis (examining the productivity differences over time)
in order to gain a clearer understanding of the relationships among these manufacturing
practices.
Second, this study only uses production time as an indicator for a firm's productivity.
Productivity can also be defined and measured in other ways such as inventory and
delivery performance, production flexibility (such as changes in production mix,
changes in production volume, and new product introduction) and quality performance
-
(Maskell, 1991; Gupta and Somers, 1992). Future research should be conducted using
other productivity measures in order to gain further insights into the effect of these
manufacturing practices on a firm's performance.
Third, the data used here do not address the marginal differences in the adoption of
some practices such as the level of programmable automation adoption and the level of
training provided to firms' employees. In the first phase of this study (Chapter 4:
Linkages among Practices within Single Aspects), several dummy variables are used to
measure process, workforce, and organizational practices a firm adopted. This may
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cause the practices captured by continuous variables to loose their significance levels in
the regression analyses. Also, the discontinuous size effects of dummy variables may be
overstated because of the linear assumption of the ordinary least square regression
model. As a result, more comprehensive surveys that measure these practices more
explicitly (using continuous measures) should be conducted to reveal the potential
exclusive and joint effects of these manufacturing practices on firms' performance.
Fourth, the choice of ordinary least squares regression techniques and functional forms
make series of assumptions (see Gujarati, 1995) that may not be fully valid for this study.
Since I did not test explicitly for the validity of these assumptions, additional research
should be conduct using other functional forms and econometric adjustments that may
be beneficial in explaining the relationships among these manufacturing practices.
Fifth, the survey only focuses on a limited set of process, workforce, organizational, and
interorganizational practices. The survey was not designed to address the effects of
practices such as cellular manufacturing, group technology, automated material handling
systems, total quality management, total maintenance, frequent job rotation, formalized
work rules, friendship ties among workers and management such as joint vacationing
and common cafeteria, quality of worklife (QWL), skilled-based compensation systems,
and collaboration with material suppliers. To the extent that these practices are related
and complementary to those studied here, leaving them out of the analyses could have
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biased the findings. Future studies regarding these practices should be conducted to
explain their effects on a firm's performance.
Finally, this study explicitly exammes complementarities among practIces within a
firm's manufacturing function that lead to the improvement in firms' operational
effectiveness (performing similar activities better than rivals perform them).
Unfortunately, a firm cannot outperform its rivals through joint adoption of these
manufacturing practices alone. This is because the joint adoption of these
manufacturing practices is easy to imitate and, hence, often diffuses rapidly (porter,
1996). Therefore, the gap in operational effectiveness may be getting smaller every day.
The adoption of these manufacturing practices should be accompanied by a set of well-
connected practices in a firm's other functions such as marketing, design, and finance.
The strategic fit among these activities is likely to create sustainable competitive
advantage and superior profitability. Consequently, future research should examine the
linkages between manufacturing strategies and other business strategies.
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