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Abstract Various approaches exist to relate saturated hydraulic conductivity (Ks) to
grain-size data. Most methods use a single grain-size parameter and hence omit the
information encompassed by the entire grain-size distribution. This study compares
two data-driven modelling methods—multiple linear regression and artificial neural
networks—that use the entire grain-size distribution data as input for Ks prediction.
Besides the predictive capacity of the methods, the uncertainty associated with the
model predictions is also evaluated, since such information is important for stochastic
groundwater flow and contaminant transport modelling.
Artificial neural networks (ANNs) are combined with a generalised likelihood un-
certainty estimation (GLUE) approach to predict Ks from grain-size data. The re-
sulting GLUE-ANN hydraulic conductivity predictions and associated uncertainty
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estimates are compared with those obtained from the multiple linear regression mod-
els by a leave-one-out cross-validation. The GLUE-ANN ensemble prediction proved
to be slightly better than multiple linear regression. The prediction uncertainty, how-
ever, was reduced by half an order of magnitude on average, and decreased at most
by an order of magnitude. This demonstrates that the proposed method outperforms
classical data-driven modelling techniques. Moreover, a comparison with methods
from the literature demonstrates the importance of site-specific calibration. The data
set used for this purpose originates mainly from unconsolidated sandy sediments of
the Neogene aquifer, northern Belgium. The proposed predictive models are devel-
oped for 173 grain-size Ks-pairs. Finally, an application with the optimised models
is presented for a borehole lacking Ks data.
Keywords Early stopping · Cross-validation · Generalised likelihood uncertainty
estimation · Artificial neural networks · Sedimentary aquifer · Data-driven
modelling · Likelihood measures · Principal component analysis · GLUE-ANN
1 Introduction
The quantification of saturated hydraulic conductivity (Ks; see the list of symbols)
is important for developing groundwater flow and contaminant transport models to
support decision making about environmental impact assessment, groundwater con-
tamination clean-up, water resources evaluation, or site monitoring. As an alternative
for measuring Ks, grain-size data has often been used to indirectly obtain Ks, as it is
one of the cheapest methods to obtain predictor variables for Ks. Hence, the develop-
ment of (semi-)empirical methods to provide reliable Ks predictions has received lots
of attention since the end of the 19th century. The large amount of literature devoted
to developing pedotransfer functions in soil physics sciences indicates that measur-
ing Ks directly is not always the most effective way to obtain the needed informa-
tion, with additional arguments demonstrating the need for predicting Ks instead of
measuring it. A first argument is that physically disturbed samples of subsurface sed-
iments are much more common than undisturbed samples. Only good quality bore-
hole cores allow for Ks measurements on minimally disturbed sediment. Grain-size
analysis can however still be performed on disturbed core samples. A pedotransfer
function developed in the previous setting gives the possibility to make detailed Ks
estimates, with a corresponding uncertainty, when undisturbed samples are absent.
Since disturbed sediment is easier and less expensive to retrieve than undisturbed
borehole cores, this makes the characterisation of small-scale hydraulic conductiv-
ity much more efficient. A second argument is that grain-size data is definitely more
ubiquitous than Ks data. If one thing is measured in the research sector or within the
industry concerning unconsolidated sediments, it is the grain-size distribution. This
is the most basic characteristic of the sediment, and is therefore very important to
know when correlating different lithological units in space. The ability to make reli-
able predictions of Ks, starting from grain size, therefore allows for gathering much
more information on the hydrogeology. This is especially true if former studies, or























μ; d Learning rate adaptation factors
Ks Saturated hydraulic conductivity
Ch; CK-C Hazen and Kozeny–Carman empirical coefficient
L2; L11; . . .; L1000 Grain-size fractions < 2; 11; . . .; 1000 µm
fi ith grain-size fraction
Dli ; Dsi Largest and smallest grain-size diameters of fraction fi
e Void ratio
SF Grain shape factor
s; S Sample number; total number of samples
L(θi |Y ) Likelihood for the ith parameter set conditioned on the observations Y
σ 2
ε,i
Error variance for the ith model
σ ′2ε Maximum likelihood estimate of the error variance
σ 2obs Observed variance
N Weighting power
n Number of samples used in model derivation
np Amount of neurons in layer p
One of the earliest predictive Ks models is the Hazen Equation (Hazen 1892),
which expresses the hydraulic conductivity (or permeability) as function of the square
of the 10th percentile grain-size diameter (d10)
Ks = Chd210, (1)
with the empirical coefficient Ch. This coefficient however ranges over three orders
of magnitude in the literature (Carrier 2003). Numerous attempts have been made
since Hazen to relate hydraulic conductivity and grain-size distribution for soil and
sediments. In their review, Cronican and Gribb (2004) mention the use of the fol-
lowing grain-size parameters: d10, geometric mean grain-size diameter (dm), sand,
silt and clay percentages, d50–d10, and the x-intercept of the d50 ∼ d10 straight line.
Vienken and Dietrich (2011) recently evaluated several existing methods in which
d20, d50, de (effective diameter) and the coefficient of uniformity U = d60/d10 are
used. An attempt to correlate Ks to grain-size data for hydrogeological applications
for clay-rich sediments is reported by Wemaere et al. (2008).
Math Geosci
One of the main limitations of these (semi-)empirical formulations is that they
all use one or very few parameters from the available grain-size distribution. While
certain cumulative percentages or particle sizes might yield a reasonable correlation
for a given hydraulic conductivity data set, the remaining information encompassed
by the entire grain-size distribution is often omitted. A typical example of a predictive
model that includes information from the entire grain-size distribution through the
use of an effective particle diameter (de), is the Kozeny–Carman Equation (Kozeny











e3/(1 + e)), (2)
with the empirical coefficient CK-C, grain-size fractions fi , with largest and small-
est grain-size diameters Dli and Dsi , a grain shape factor SF, and the void ratio e.
Because there are still limitations associated with the latter model (Carrier 2003),
approaches that allow calibration of the Ks versus grain-size distribution relation-
ship have been developed. Van De Genachte et al. (1996) used principal compo-
nent analysis in combination with multiple linear regression to model infiltration
parameters, including Ks, of sandy soil. Another example of such development is
the use of artificial neural networks (ANNs) for modelling soil hydraulic properties
including Ks as function of grain-size distribution and possibly other material param-
eters such as bulk density, organic matter and carbonate content (Schaap et al. 1998;
Pachepsky et al. 1999).
ANNs are computational tools that have found extensive application in a wide
range of research areas and can be seen as a form of non-linear regression (Basheer
and Hajmeer 2000). Moreover, it has been proven theoretically that multilayer feed-
forward networks are universal approximators (Hornik et al. 1989; Hornik 1991).
Environmental applications of this technique include stream flow, flood and rain-
fall forecasting (Kis¸i 2007; Jain and Kumar 2007; Tiwari and Chatterjee 2010;
Valverde Ramírez et al. 2005), processing remote sensing data (Linderman et al.
2004), flow and transport simulations (Morshed and Kaluarachchi 1998), ground-
water table prediction (Coppola et al. 2005; Joorabchi et al. 2009) and water quality
modelling (Zou et al. 2007; Khalil et al. 2011). In soil science, ANNs have been used
extensively for predicting soil hydraulic properties from more easily measurable pa-
rameters. Schaap and Leij (1998) and Schaap et al. (2001) used ANNs for predicting
soil water retention and log-transformed soil hydraulic conductivity from limited to
extended sets of basic soil properties. The possible input variables encompass sand,
silt and clay percentages, bulk density and retention points at 10 or 33 kPa. A hi-
erarchical set of practical models available in the ROSETTA software was created
for different levels of data availability (Schaap et al. 2001). Minasny et al. (2004)
used sand, silt, clay content, bulk density, and saturated water content in an ANN
prediction of soil hydraulic functions measured by multistep outflow data. Nakhaei
(2005) used 8 cumulative particle size fractions for predicting log-transformed hy-
draulic conductivity for loamy sand soils with ANNs, with individual modelling of
different soil types being found superior to joint modelling. Agyare et al. (2007) used
in addition to grain size and bulk density, organic carbon and nine different terrain
parameters to predict Ks.
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As discussed above, most efforts of applying ANNs for predicting Ks are situated
within the soil sciences, and use mainly clay, silt and sand content as grain-size input
variables. There are fewer applications of the method that use data from sedimen-
tary aquifers, possibly due to data scarcity which results from limited accessibility.
Moreover, in the framework of stochastic modelling and risk assessment, the quan-
tification of uncertainty related to these predictions is of equal importance, and this
aspect seems to be addressed rarely. Uncertainty estimation is however not standard
practice in ANN modelling. Asefa (2009) and Tiwari and Chatterjee (2010) show
that using random input and network parameter selection in combination with tra-
ditional ANN modelling allows for obtaining uncertainty estimates. The framework
that is developed here to produce in combination reliable predictions and their un-
certainties, makes use of the generalised likelihood uncertainty estimation (GLUE)
approach (Beven and Freer 2001). The principle of GLUE is based on a rejection
of the concept of the optimal model. Instead, multiple models are considered to be
equally acceptable if their performance, which is assessed through a likelihood mea-
sure, is alike. A quantitative measure of model performance is thus used to assess
the acceptability of each model and to weigh each model accordingly in the model
ensemble prediction and uncertainty estimates.
The objective of this paper is to develop an ANN ensemble modelling approach
to predict hydraulic conductivity with multiple grain-size fractions as data input, and
to provide reasonable uncertainty estimates using the GLUE methodology. The re-
sulting GLUE-ANN hydraulic conductivity predictions and associated uncertainty
estimates are compared with the ones obtained from linear regression models by us-
ing a leave-one-out cross-validation approach. An example application is shown in
which hydraulic conductivity predictions are made for locations where only grain-
size data was available. The Ks and grain-size data used originate from the Neogene
aquifer in northern Belgium, which consists of several mostly unconsolidated sub-
layers of quartz-rich sands with hydraulic conductivity values ranging between 10−3
and 10−11 m/s, the latter from clay lenses within an aquitard.
2 Methods and Materials
2.1 Measurements
2.1.1 Core Sampling
The study area covers approximately 60 km2 in the north of Belgium and is part of the
Nete basin (Fig. 1). At the study site the top 11–26 m of the aquifer are mainly com-
posed of (i) Quaternary deposits (2–5 m thick) with grain-size varying from fine to
coarse sand; (ii) well-sorted fine, white quartz sands usually referred to as Mol Sands
that become more greenish medium sand in the western part of the study area; and
(iii) underlying Kasterlee Sands that contain up to 1 weight % glauconite (Beerten et
al. 2010). A second, much thicker aquifer exists under a very heterogeneous aquitard,
the latter between 5 and 7 m thick and referred to as Kasterlee Clay. Stratigraphically
the top of the second aquifer mainly consists of very coarse Diest Sands (approxi-
mately 84 m thick in the Dessel 5 borehole), with glauconite up to 30 weight %. The
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Fig. 1 (A) Location of the study area in the Nete basin and Flanders, and (B) the 10 borehole locations
Dessel, Berchem and Voort (DBV) sands are present below the Diest sands, overlying
the gradual transition to the Boom Clay, which forms a regional aquitard (Wemaere
et al. 2008). The total thickness of the DBV layers amounts to around 70 metres at
the study site.
Nine boreholes were drilled to depths ranging from 50 (6 boreholes), 90 (2 bore-
holes) to 200 m. Contiguous coring was undertaken for all 50 and 90 m long cores
and for the lower section of the 200 m long borehole (from 90 to 200 m). A pushing
corer was used, developed for unconsolidated sediments, resulting in high recovery
and low disturbances. The undisturbed cores were retrieved in 1.1 m long and 96 mm
inner diameter PVC tubes and stored for further analyses (Beerten et al. 2010). The
reconnaissance boreholes with a depth of 50 m (Dessel 3, Dessel 4, Geel 1, Kaster-
lee 1, Retie 1 and Retie 2) and 200 m (Dessel 5) were all used for model develop-
ment, with hydraulic conductivity measurements being available for each of them.
For the two 90 m deep boreholes (named GT 01 and GT 02), only grain-size data
were available; they will be used in a final application of Ks prediction using the
proposed GLUE-ANN model. Both reconnaissance and 90 m long boreholes pene-
trate the upper aquifer, the Kasterlee Clay aquitard, and the lower aquifer. Sampling
consisted of sawing the 1.1-m long PVC cores longitudinally in two unequal parts
(approximately in a 20/80 % division of the core diameter). The upper longitudinal
section was used for geological description, while the lower part was used for sam-
pling before being vacuum-packed for storage awaiting future analysis. Cylindrical
plugs (100 cm3) were pressed in the cores for hydraulic conductivity (horizontal and
vertical Ks) measurements and grain-size analysis (Beerten et al. 2010).
2.1.2 Grain-Size Measurements
Grain-size measurements were performed by means of two different techniques: a de-
tailed analysis using a sedigraph yielding 20 size fractions (approximately 0.5, 0.7, 1,
1.4, 2, 3, 4, 6, 8, 11, 16, 22, 32, 44, 63, 88, 125, 177, 250 and greater than 250 µm), and
a standard method (European standard EN 933-1) yielding 8 size fractions (2, 10, 20,
50, 100, 200, 500 and 1000 µm). The former technique was applied to clayey samples,
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Fig. 2 Grain-size distributions of the upper aquifer (A), the Kasterlee Clay aquitard (B), the lower
aquifer (C), and the deepest part (90–200 m) of the lower aquifer (D). For C only sand samples (8 size
fractions) were analysed. In the other graphs, the clay samples (20 size fractions) were plotted separately
while the latter was applied to the sandy samples (see Fig. 2). Grain-size analyses
with the sedigraph method were performed after eliminating carbonates by acidifi-
cation, organic matter by oxygenation and particles larger than 250 µm by sieving.
Characterisation of the particles is based on the sedimentation while the quantifica-
tion is based on the attenuation of an X-ray beam. Because of the higher resolution in
the fine particle ranges (from approximately 22 to 0.5 µm), it was specifically applied
to the clayey samples (19 in total). Grain-size analyses of the sand samples have been
performed according to the European standard EN 933-1. Samples were prepared by
eliminating carbonates and organic matter as was done for the sedigraph method. For
the greater than 50 µm particles, standard sieving was used with mesh sizes of 100,
250, 500, and 1000 µm. For the smaller than 50 µm particles, a peptising agent was
added first after which the solid/water mix was put in a suspension cylinder for deter-
mination of the fine particles with class boundaries of 2, 11, and 22 µm. All particle
fractions are expressed in mass percentage of the total dry weight, after removal of
carbonates and organic matter. The reference diameters of the particle classes used in
this study are thus: 2, 11, 22, 50, 100, 250, 500 and 1000 µm. The respective cumula-
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Fig. 3 (A) Carbonate content, (B) organic matter, and (C) stratigraphy for the two geotechnical boreholes
(GT1 & GT2)
tive grain-size fractions are indicated as L2,L11, . . . ,L1000. Given that the analyses
were performed using two different techniques whose interval diameters did not al-
ways coincide, intermediate fractions were obtained by linear interpolation of the
lognormal distribution to allow both data sets to be combined in one analysis. The
average cumulative grain-size distributions were calculated for each stratigraphical
unit and are shown in Fig. 2.
The carbonate and organic matter content was checked for the entire stratigraph-
ical succession because of the potential importance in determining Ks. Wang et al.
(2009) demonstrated a negative correlation between hydraulic conductivity and or-
ganic matter, which is more important than grain size in the case of a very uniform,
well-sorted soil. Hydraulic conductivity falls back to half or maximum one third of
its initial value, with an increase in organic matter of 0.5 %. This paper deals however
with considerably more heterogeneity, both within a single sample as across samples.
Therefore, the role of organic matter is expected to be negligible. Organic matter in
the soils occurring at the studied site is on average 6.4 % in the first metre below
surface (Soetens 2008). However, the geological sediment subjects of this study are
mainly part of the first 50 metres below surface. Organic material is hardly present
(mostly below 0.3 %, never exceeding 2 %). The same is true for the carbonate con-
tent within the upper aquifer (below 0.5 %), but for the lower aquifer the average
value amounts to 3 to 4 %, with an occasional peak between 5 and 10 %. Both the
logs obtained from the two geotechnical boreholes are given in Fig. 3. Given these
low percentages, it is assumed that the organic matter and carbonate content only have
very little influence on the hydraulic conductivity in comparison with the textural in-
formation. The few samples with carbonate content exceeding 5 % might however
be influenced significantly, and not accounting for this quantity might indeed induce
errors. The lack of data for the entire data set did however not permit the inclusion
of this parameter in the analysis, but the presented method can always be extended to
include additional parameters.
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2.1.3 Saturated Hydraulic Conductivity Measurements
A total of 280 hydraulic conductivity measurements were performed on cylindrical
plugs of 100 cm3 using a constant-head permeameter based on the principles of Klute
(1965). This was assumed to be more practical than a falling-head method, because
of the amount of samples and the fixed-head method allows for a simpler laboratory
set-up where several samples are measured at the same time. Given the hydraulic con-
ductivities of the studied sediments, these fixed-head permeameter tests would have
required a few tens of minutes up to a few days. Because of the very low gradients ap-
plied, the permeability of the samples is not believed to be altered. Additional 27 hy-
draulic conductivity measurements were performed using a modified constant-head
permeameter adapted to medium-to-low Ks-values as described in Wemaere et al.
(2002). For the latter, cylindrical samples are transferred into a stainless steel cylin-
drical cell with two sintered stainless steel filters (pore diameter of 10 µm) at both
ends. De-ionised water is injected at the bottom of the sample under a constant pres-
sure of about 600 kPa and Ks is determined from flow measurements using Darcy’s
law (1856). The modified constant-head permeameter set-up is particularly suitable
for clayey sediments with Ks in the range 10−13 to 10−9 m/s. For high clay contents,
the measurement can last for three weeks until steady-state flow is achieved. In the
case of more silty or sandy samples, the technique is slightly modified using a 1-m
high water column with measurement times usually less than one day. The accuracy
is about 8 %. Since we are dealing with Tertiary material, subject to groundwater flow
for millions of years, the clay particles are assumed to be relatively immobile under
such conditions. Microbial growth is not expected to occur within the time frame of
the measurements.
About half of the samples were taken in a horizontal direction, whereas the other
half were taken vertically, about 10 cm away from the horizontal sampling locations.
The combined sample pairs were studied with statistical testing for the equality of
the mean and variance of the obtained Kh and Kv data. On average, the ratio of
geometric mean Kh and Kv values amounts to 2. However, the difference between
the two data sets was tested using the statistical t-test and F -test. The p-values were
respectively 0.104 and 0.076 for the upper aquifer, indicating that the difference of
the mean and variance of the Kh and Kv populations is not significant at the 5 %
level. For the aquitard and the lower aquifer, the t-test p-values amounted to 0.30
and 0.005, and 0.42 and 0.04 for the F -test. The difference between the Kh and Kv
data sets thus is not statistically significant, except when the lower aquifer data set is
considered separately. There, the presence of a few outliers might be the cause of this,
as can be seen in the scatter plots of Kv versus Kh in Fig. 4. This is also indicated by
the coefficient of determination values of 0.46, 0.67 and 0.38 for the upper aquifer,
aquitard, and lower aquifer, respectively. In any case, it is very clear that the Kv values
are not systematically lower than the corresponding Kh values, since 35 % of the
paired samples show higher Kv values. Moreover, the average observed anisotropy
is very small in comparison with the total K variability. Therefore, the data sets are
considered to be compatible, and no difference is made between Kh and Kv samples.
Grain-size analyses were however only performed on the Kh samples. This means
that the developed models will in principle be adequate for predicting only Kh data.
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Fig. 4 Vertical versus
horizontal Ks measurements in
the three different
hydrogeological units, with a
linear model fit for each unit
Fig. 5 Kernel density estimates
of all 173 hydraulic conductivity
samples used in the model
derivation
However, because of the strong indications of isotropy at the sample scale, in this
case the predictions will represent both the Kh and Kv values. A total number of
173 pairs of Ks-grain-size data were therefore available, and are used in the further
analysis. The Ks kernel density estimate is shown in Fig. 5. This is a non-parametric
way of estimating the probability density function of a random variable. One of the
advantages of the smooth kernel density estimates compared to discrete histograms
is their higher statistical efficiency (Scott 1979). Core samples for which only hy-
draulic conductivity was measured were used to determine the vertical anisotropy
factor (Beerten et al. 2010).
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Table 1 Correlations between grain-size fractions and log10-transformed hydraulic conductivity
Fraction ρ(Log10K) ρ(L2) ρ(L11) ρ(L22) ρ(L50) ρ(L100) ρ(L200) ρ(L500) ρ(L1000)
L2 −0.79 1.00 0.99 0.98 0.94 0.85 0.31 0.19 0.12
L11 −0.84 0.99 1.00 1.00 0.97 0.89 0.31 0.18 0.11
L22 −0.84 0.98 1.00 1.00 0.98 0.90 0.31 0.18 0.11
L50 −0.9 0.94 0.97 0.98 1.00 0.96 0.32 0.17 0.11
L100 −0.93 0.85 0.89 0.90 0.96 1.00 0.34 0.17 0.10
L200 −0.43 0.31 0.31 0.31 0.32 0.34 1.00 0.57 0.41
L500 −0.22 0.19 0.18 0.18 0.17 0.17 0.57 1.00 0.84
L1000 −0.14 0.12 0.11 0.11 0.11 0.10 0.41 0.84 1.00
2.2 Modelling
2.2.1 Linear Model
All cumulative grain-size fractions (L2,L11, . . . ,L1000) were used as predictor vari-
ables. These are however highly correlated, as is indicated in Table 1. Regressing
on multi-collinear predictor variables has a detrimental effect on regression analy-
sis and has to be avoided (Gunst and Mason 1980). Therefore, multiple regression
was applied after orthogonalisation of the data using principal components analysis
(PCA) as recommended by Van De Genachte et al. (1996). PCA produces orthogonal,
uncorrelated principal components as new independent variables that are linear com-
binations of the original variables (Hill and Lewicki 2007). PCA was performed on
the covariance matrix, therefore putting more weight on the most variable fractions,
because the performance of correlation-based PCA was slightly lesser. The compo-
nent loadings and correlation coefficients are given in Table 2. By loadings it is meant
the weight by which each original variable should be multiplied to get the component
score. The columns of Table 2 equal the eigenvectors of the covariance matrix. The
first PC explains 76 % of the variance, the first two PCs explain 96 % of the variance,
and the first three PCs explain 99 % of the variance. The largest diameters seem to
carry very little information on the variability within the grain-size data, since they
only load on a few components. Moreover, they show a very small correlation with
Ks, as is shown in Table 1.
Subsequently, stepwise multiple linear regression (MLR) was performed with the
principal component scores. The components with the highest explained variance
were added first, and their significance was checked before adding another. All eight
PCs were evaluated, even though the higher order PCs accounted for a very small per-
centage of the variance. This yielded a regression model based on the first (adjusted
R2 = 0.836), third (0.878), fifth (0.882) and eighth PC (0.888). The contribution of
the others PCs in the linear regression is statistically insignificant. The first PC shows
negative weights for all grain-size fractions, all being more or less equally important.
The third PC has a large positive contribution of L100, while PC5 gets a negative
contribution from L2 and positively from L50. Finally, adding PC8, with contribu-
tions from L2, L11, and L22, to the regression model was still statistically significant.
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Table 2 Variable loadings on the principal components of the grain-size data set, and the correlation
coefficients (in parentheses)
Size fraction PC1 PC2 PC3 PC4 PC5 PC6 PC7 PC8
L2 −0.22 −0.06 −0.32 0.00 −0.56 0.68 0.02 −0.24
(−0.94) (−0.13) (−0.28) (0.00) (−0.13) (0.08) (0.00) (−0.01)
L11 −0.38 −0.11 −0.41 0.01 −0.24 −0.26 0.00 0.75
(−0.97) (−0.14) (−0.21) (0.00) (−0.03) (−0.02) (0.00) (0.01)
L22 −0.43 −0.13 −0.41 0.02 0.06 −0.51 0.00 −0.61
(−0.97) (−0.15) (−0.19) (0.01) (0.01) (−0.03) (0.00) (−0.01)
L50 −0.49 −0.14 −0.03 0.02 0.73 0.44 −0.01 0.10
(−0.99) (−0.14) (−0.01) (0.00) (0.08) (0.03) (0.00) (0.00)
L100 −0.56 −0.12 0.75 −0.04 −0.31 −0.10 0.00 −0.03
(−0.96) (−0.10) (−0.26) (−0.01) (−0.03) (−0.01) (0.00) (0.00)
L200 −0.25 0.96 −0.02 0.12 0.01 0.00 0.01 0.00
(−0.45) (0.89) (−0.01) (0.02) (0.00) (0.00) (0.00) (0.00)
L500 −0.03 0.11 −0.05 −0.90 0.02 0.00 −0.41 0.00
(−0.25) (0.53) (−0.09) (−0.80) (0.01) (0.00) (−0.10) (0.00)
L1000 −0.01 0.04 −0.02 −0.41 0.03 −0.01 0.91 0.00
(−0.16) (0.39) (−0.07) (−0.78) (0.04) (−0.01) (0.45) (0.00)
Cumulative variance
accounted for (%)
76 96 99 99.68 99.89 99.935 99.997 100
Table 3 Performance measures (MSE = mean square error, MAE = mean absolute error, ME = mean
error, R2 = coefficient of determination) for the MLR and GLUE-ANN models. Two indicators for the
uncertainty envelope around the ensemble estimate are: M95 % PR (= mean 95 % prediction interval
range in log10 K space) and 95 % PO (= 95 % prediction interval outlier fraction)
Method MSE MAE ME R2 M95 % PR 95 % PO
Modelling all data
MLR 0.3 0.42 0.00 0.89 2.23 0.06
GLUE-ANN 0.21 0.34 −0.04 0.93 1.86 0.07
Leave-one-out cross-validation
MLR 0.34 0.44 0.00 0.88 2.24 0.07
GLUE-ANN 0.29 0.40 −0.03 0.89 1.80 0.08
A back-transformation is needed to express the regression models in terms of the
original particle size parameters. The resulting linear model is presented in Eq. (3),
and some goodness-of-fit measures are presented in Table 3
log10 Ks = −3.42 + 1.4x10−1L2 − 3.26x10−1L11 + 2.76x10−1L22
− 9.43x10−2L50 − 1.96x10−2L100 − 9.23x10−3L200
− 1.44x10−3L500 − 2.04x10−3L1000. (3)
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Fig. 6 Neural network architecture, weights, and activation function
The 95 % prediction intervals of this linear model are used to assess the uncertainty
about the predicted Ks values (Kleinbaum et al. 2007).
2.2.2 GLUE-ANN Approach
Artificial Neural Networks Artificial neural networks consist, like their biological
analogues, of several processing elements, called nodes or neurons, that are inter-
connected (Fig. 6). In a feedforward ANN architecture, information always moves in
one direction; it is the simplest type of ANN as there are no loops in the network. It
has input nodes, where the input data are entered, one or multiple so-called hidden
layers containing a certain amount of nodes, and one or multiple output nodes, where
the target variable predictions are provided. The number of hidden nodes is a criti-
cal parameter of any feedforward ANN: too many nodes may cause overfitting the
data, thus resulting in poor generalisation on data not used for training. On the other
hand, too few hidden nodes will cause underfitting of the model, which will therefore
be insufficiently accurate. Most of the mathematics behind the connections and pro-
cessing within the nodes are in fact linear combinations. The n1 input variables (x1i )
are recombined with weights (w2i,j ) and a bias (b2i ) to a set of n2 new variables (or
nodes) in the so-called hidden layer. The outputs of the hidden layers are recombined
in a similar way, to provide the networks output. The amount of nodes in the hidden
layer is not a fixed value, and depends on the complexity of the problem (Basheer
and Hajmeer 2000). The optimum number of nodes also increases proportionally to
the number of observations (Fletcher et al. 1998). The non-linear approximation ca-
pabilities of an ANN are a consequence of introducing so-called activation functions
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in each of the networks nodes. Sigmoid functions are the most commonly used ac-
tivation functions for the hidden layer, and are applied in this study. For the output
node, however, a linear activation function was used.
Since the correlations between the predictors and the dependent variable are con-
siderably high (Table 1), it is chosen to explain the residuals of the MLR model
through non-linear modelling with the ANN approach. Different transformations of
the predictor variables were tested for further analysis, but only the one with the
best results is retained in this paper: a square root transform. In addition, standar-
dising the inputs can make neural network training faster and reduces the chances
of getting stuck in local optima (Sarle 1997). Therefore, the cumulative grain-size
fractions were standardised to zero mean and unit standard deviation. Furthermore,
to avoid difficulties with the training algorithm in performing efficient optimisa-
tion of the network biases and weights with highly correlated variables (see Ta-
ble 2), orthogonalisation by PCA was performed similarly to the multiple regres-
sion analysis. Because of the universal approximation theorem (Hornik et al. 1989;
Hornik 1991) and the continuous character of input and output variables, it was cho-
sen to use the standard feedforward neural network architecture with one hidden layer
to develop the model.
The adaptive gradient descent with momentum training method (Tollenaere 1990;
Sarkar 1995; Haykin 1999), also known as SuperSAB, was used to calibrate the
network weights and biases. This method is a modification of the standard gradi-
ent descent back-propagation algorithm that allows for a faster learning process. It
is a combination of the momentum and the adaptive back-propagation methods. The
momentum method includes a fraction of the last step in the parameter space when
adjusting the network weigths. Equation (4) shows how the neuron weight wpi,j (t) for
training cycle t is calculated based on the partial derivative of the objective function to
the net target neuron input δp+1i (delta error δ; for a full derivation of the generalised
delta rule, the reader is referred to Henseler 1995), times the output of the neuron that
has to be weighted ypj , times the learning rate η, plus the weight of the former step
w
p
i,j (t − 1) times the momentum parameter α. This causes the optimisation to move
faster towards the minimum. However, high gradients around the minimum of the ob-
jective function might cause the algorithm to jump across. To solve this problem, the
momentum method is combined with an adaptive back-propagation, which allows for
adjusting the learning rate η according to changes of the sign of the objective func-
tion gradients. The learning rate η is increased if the sign of the gradient remains the
same, or decreased if it changes during training by the factors μ or d , respectively,
and is calculated by Eq. (5). The initial learning rate η and the momentum param-
eter α were selected by trial and error, and are equal respectively to 0.01 and 0.5.
The same method was applied for the network biases, and the least mean square error
(MSE) criterion was used to evaluate the model performance during training
	w
p







i (t − 1) if 	wpi (t)	wpi (t − 1) ≥ 0,
δη
p
i (t − 1) if 	wpi (t)	wpi (t − 1) < 0.
(5)
To ensure generalisation capacity of the trained neural network, the early stop-
ping technique was invoked (Prechelt 1998). The network performance is checked
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Fig. 7 Behaviour of ANN
model performance (mean
square error) as function of
training cycles. When the MSE
no longer decreases, an optimal
number of training cycles has
been reached and early stopping
is recommended: at about 100
training cycles, the maximum
generalisation capacity is
reached. For larger training
cycles, the network starts to
become overtrained and the
validation error rises again
regularly on a validation set during training. When the model performance starts to
decrease, the network is being overtrained, and generalisation cannot be guaranteed.
Hence, the weight configuration with the best performance is selected. Figure 7 shows
an example of the evolution of the training and early stopping MSE as function of the
number of iterations. With the early stopping technique, the network weights at about
100 training cycles are chosen in this example because of their maximum generalisa-
tion capacity (minimum validation MSE). For a higher number of training cycles, the
network becomes overtrained, indicated by the increasing validation set MSE. One
third of all samples were selected randomly for early stopping cross-validation. The
implementation of the discussed ANN training algorithms by Castejón Limas et al.
(2010) in the AMORE package for the R language (R Development Core Team 2010)
was used in this paper.
The parameter that remains to be determined is n2: the amount of hidden nodes.
Since the optimal number is dependent on the complexity of the problem amongst
other things (Basheer and Hajmeer 2000), it is generally determined by trial and
error. Several rules of thumb do exist in the literature, for example the number should
not exceed twice the number of inputs (Swingler 1996; Berry and Linoff 1997), and
approaches are available to perform a stepwise optimisation (Fletcher et al. 1998). We
choose to select n2 randomly with a maximum value of three times n1, the number of
input variables. The early stopping procedure will still prevent a network with a large
number of hidden nodes to become overtrained, and hence the uncertainty associated
with n2 will be accounted for.
Uncertainty Estimation by GLUE To obtain uncertainty estimations for the pre-
dicted Ks values, a Monte Carlo data set was generated by considering the follow-
ing random variations in model parameters and data sets: (i) the number of hidden
nodes (n2); (ii) the initialisation of network weigths (wpi,j ) and biases (bpi ); (iii) di-
mensionality reduction of the input data to a random number of input variables (n1)
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after principal component analysis; and (iv) the selection of early stopping data. A to-
tal of 10,000 Monte Carlo realisations were used to achieve convergence of the es-
timated uncertainty. This gives rise to an ensemble of 10,000 ANN models, which
are all a priori equally likely. To update the likelihoods of the individual models, the
concept of GLUE (Beven and Freer 2001) was used.
GLUE is based on a rejection of the concept of the optimal model. Instead, mul-
tiple models are considered to be equally acceptable if their performance is alike.
This concept is also called equifinality. For the application of the GLUE method to
this model ensemble, a number of choices have to be made explicitly (Beven and
Freer 2001). First, a quantitative measure of model performance has to be used to
assess the acceptability of each model and to weigh each model accordingly in the
model ensemble prediction and uncertainty estimates. This measure is called the like-
lihood measure. A second choice involves the rejection of the lesser performing part
of the model ensemble by selecting a behavioural threshold. In a final step, the model
ensemble predictions are calculated by taking the weighted mean, median and 2.5–
97.5 % weighted quantiles from the ensemble of behavioural model predictions, with
the individual model likelihoods L(θi |Y) used as weights, possibly rescaled by the
behavioural threshold. Considerable controversy exists however about the use of such
subjective likelihood measures, but examples exist that are consistent with classi-
cal and Bayesian statistics. The approach proposed by Stedinger et al. (2008) was
adopted here, which is valid for the assumption of normal and independently dis-
tributed model errors. Equation (6) is used as the likelihood measure, which equals
the model weights




where L(θi |Y) is the likelihood for the ith parameter set, θi , conditioned on the ob-
servations Y , σ 2ε,i is the mean square error for the model with the set of parameters θi ,
σ ′2ε is the maximum likelihood estimate of the error variance, and κ is a normalising
constant. This ensures that (i) the best fitting model determines the standard at which
other solutions are compared; (ii) the probability of each parameter set reflects how
well the model matches the calibration data; and (iii) the number of samples n used
in model derivation is accounted for in determining model performance.
When it comes to applications with the GLUE-ANN approach, for predicting Ks
and its uncertainty for example, the following extension based on Stedinger et al.
(2008) was implemented. These authors argue that the uncertainty interval of con-
ventional GLUE analysis does not correspond to statistically sound prediction inter-
vals, since the model error that describes the likely difference between the observa-
tions and their mean values is generally ignored. Using the likelihood measure in
Eq. (6), one can easily post-process Monte Carlo results to account for model error,
and end up with proper prediction intervals. This is accomplished by adding 50 dif-
ferent and independent zero-mean random normal variates with variance σ ′2ε to each
of the model outcomes, as suggested by Stedinger et al. (2008). The number of results
in the model ensemble used for constructing 95 % prediction intervals thus increased
to 50×10,000. The ensemble of 10,000 ANN models was used that way for generat-
ing 50 × 10,000 predictions for one of the 90 m long boreholes, for which grain-size
data was available but not Ks.
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2.2.3 Model Performance Assessment
To assess the performance of the developed models, a leave-one-out cross-validation
was performed. Due to the limited number of samples, a simplified form of cross-
validation where the observations are split into two sets—one for learning and one
for control—has not been pursued. For each Ks out of the 173 samples, the model
ensemble consisted of 1000 ANN models, trained with the other 172 samples. The
number of models was set to 1000 to balance reasonable convergence of the esti-
mated distributions and computational load (two orders of magnitude higher than the
normal modelling). For enabling proper comparison with the linear regression, the
same leave-one-out cross-validation was applied to the MLR model. The advantage
of this approach is that no data should be kept apart to serve as a final test set after
model derivation, and hence it is objective. It does require some additional compu-
tational time, but it is critical to the success of data-driven modelling methods that
rely heavily on the amount of available data, as is the case for ANNs. Based on the R
language, wrapper functions around the AMORE package algorithms (Castejón Li-
mas et al. 2010) for a GLUE-ANN analysis are provided in the web page as linked
to in the Appendix. Several options are provided, including the leave-one-out cross-
validation test using different likelihood measures, and a preprocessing routine for
the input data. A small script is added to illustrate the use of these functions with a
simple example.
3 Results
3.1 Predictive Power for Ks Models
First, the performance of the MLR model (Eq. (3)) and the optimised GLUE-ANN
model are compared. The prediction versus observation scatter plots of the model en-
semble based on all available samples and the model testing by leave-one-out cross-
validation are given in Fig. 8 and Fig. 9, respectively. Overall, both models perform
reasonably well, with all predictions within two orders of magnitude of the observa-
tions, and 90 % within one order of magnitude. The predictions of the GLUE-ANN
model in the Ks range of 10−4 to 10−6 m/s appear to be less biased. Based on the
performance measures provided in Table 3, the GLUE-ANN is demonstrated to per-
form better than the MLR according to all measures, except for the mean error. The
difference in performance between both models is small, however.
Figure 10 shows the prior and posterior distributions of the number of hidden
nodes in the model ensemble. As described before, the number was chosen randomly
between one and three times the number of variables used as input for the network,
and thus has a uniform prior distribution. Comparing this with the posterior distri-
bution, given by applying the weights based on Stedinger et al. (2008), it becomes
apparent that the optimal number of hidden nodes is 5 (which is also the architecture
for the model with maximum likelihood). Networks with more than 12 hidden nodes
seem to perform worse, and are thus penalised in the behavioural weighting. Some
contribution comes from the models with about 9 hidden nodes.
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Fig. 8 Hydraulic conductivity observations versus model predictions and uncertainty estimates (95 %
prediction interval) for the GLUE-ANN model (A), and the MLR model (B)
Fig. 9 Hydraulic conductivity observations versus model predictions and uncertainty estimates (95 %
prediction interval) from the leave-one-out cross-validation for the GLUE-ANN model (A), and the MLR
model (B)
To demonstrate the superior behaviour of predictive Ks models based on using
multiple grain-size variables or the entire grain-size distribution compared to single
parameter models, linear regression was also performed with the highest correlated
grain-size fraction L100. The MSE obtained with this model was 0.38, and increased
to 0.48 with the leave-one-out cross-validation. Comparing these values with the
model performances in case of MLR (Table 4) indicates that using a single grain-
size fraction is 19 % less accurate than using the entire grain-size distribution (based
on the ratio of the root MSE). The difference in accuracy with the non-linear ANN
model increases to about 29 %.
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Fig. 10 Kernel density estimate
of the prior and posterior
distributions of the number of
hidden nodes
Table 4 Performance measures (MSE = mean square error, MAE = mean absolute error, ME = mean
error, R2 = coefficient of determination) for some literature Ks estimation methods discussed by Vienken





USBR Seelheim Kaubisch Terzaghi Rosetta
MSE 1.49 9.43 0.89 0.8 2.57 1.71 1.71 2.44
MAE 0.93 2.9 0.74 0.63 1.23 1.05 0.97 1.09
ME 0.52 2.86 −0.42 0.23 1.21 0.99 0.26 0.99
R2 0.63 0.62 0.73 0.72 0.62 0.71 0.64 0.54
Next, Table 4 provides an overview of the performance of several literature-based
models to estimate Ks that are discussed by Vienken and Dietrich (2011), and the
predictive Ks model of the Rosetta software by Schaap et al. (2001). A comparison
between these values and the ones for the MLR and GLUE-ANN model indicate the
benefit of using a site-specific calibration. Most of them perform worse on the MSE
criterion than on the R2 value, indicating that relative hydraulic conductivities can be
obtained using these literature methods, but correct absolute values are more difficult
to obtain without calibration. For example, based on the MSE, the UBSR performs
four times worse than the ANN model, while the Beyer model is more than 40 times
worse.
3.2 GLUE-Based Prediction Uncertainty
To assess the uncertainty about the estimated hydraulic conductivity obtained by both
MLR and ANN methods, the 95 % prediction intervals are compared between mod-
els. The average 95 % prediction interval in log10(Ks)-space is included in Table 3, as
well as the percentage of observations that fall outside the 95 % prediction intervals.
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Fig. 11 Comparison of 95 %
prediction intervals for the
leave-one-out cross-validation
The GLUE-ANN approach appears to reduce the uncertainty about the Ks-values
by half an order of magnitude, on average. This is also illustrated in Fig. 11, by
plotting the 95 % prediction interval for all samples versus the observed hydraulic
conductivity. The mean values are indicated by the horizontal dotted lines. The mean
uncertainty owing to the GLUE-ANN model is about half of one order of magnitude
smaller than that for the MLR model. Also note that for GLUE-ANN the uncertainty
is consistent for the entire range of Ks-values; for MLR the uncertainty increases
significantly for log10(Ks) > −8.
To illustrate the very different character of the hydraulic conductivity probabil-
ity density functions obtained by both models, the distributions for a selected sam-
ple are shown in Fig. 12. The difference between the non-linear and linear methods
is very clear. Multiple separate high-density regions can be present in the GLUE-
ANN prediction, while the MLR model provides a Gaussian density function. In
this particular case, even the third highest peak, which corresponds to the observed
value, has a higher density than the MLR estimate, and is thus more likely. Evi-
dently, the MLR model also outperforms the GLUE-ANN model in several other
cross-validation cases, but overall, the estimation and uncertainty of the GLUE-ANN
model are superior.
3.3 Application: Predictions of Ks and Its Uncertainty for a 90 m Deep Borehole
As illustration of the derived site-specific data-driven multi-parameter models, Ks
predictions are made for an additional borehole, for which only grain-size data was
available. Figure 13 shows the Ks predictions for the entire stratigraphical section. It
seems that the GLUE-ANN Ks predictions are considerably higher in the Kasterlee
unit compared to the Mol Lower unit. This is consistent with data from the Dessel 4
borehole (not shown), although the spatial resolution of the latter is only half that of
the GT-01 borehole. Since the 90-m long borehole offers at least twice the resolution
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Fig. 12 Comparison between
the predictions of both models
for a selected sample from the
leave-one-out cross-validation,
illustrating the benefit of the
non-linear ensemble modelling
approach
Fig. 13 (A) Grain-size data from a 90-m deep borehole (GT 01). (B) Application of the GLUE-ANN and
multiple linear regression models for Ks predictions using data. The 95 % prediction intervals are plotted
at both sides of the Ks estimates. If the area in between is coloured black, the side closest to the estimate
(with the least uncertainty) represents the the GLUE-ANN model. The outer side represents the MLR
model. If the area in between has a white colour, the MLR model has the least uncertainty. (C) Magnitude
of the 95 % prediction interval for both the MLR and GLUE-ANN models
of the Dessel 4 reconnaissance borehole in terms of grain-size data, the greater detail
in predicted Ks supports the use of systematically lower Ks-values in the Kasterlee
unit for future groundwater modelling. For the lower aquifer (Diest Clayey Zone
and Diest), the predictions of both models seem to be more similar besides some
systematic lower values in the most upper and lowest parts. Several layers might now
be distinguished in this lower aquifer, since the other boreholes were less deep. For
instance, a slightly more conductive layer of about 10 m thickness can be found at
the top of the Diest unit.
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4 Conclusions
It was shown that using grain-size distributions together with linear and non-linear
data-driven modelling gives strong improvement over traditional non-site-specific
methods for predicting Ks. Multiple linear regression (MLR) combined with prin-
cipal component analysis is found to be reasonably accurate for predicting hydraulic
conductivity on the basis of grain-size data. Up to eight cumulative grain-size frac-
tions were included in the analysis; only two fractions (L500 and L1000) hardly con-
tributed to explaining variability in the Ks data. This shows that nearly the entire
particle-size distribution curve contains useful information to be included to build
predictive Ks models. This was further demonstrated on the basis of a comparison
with a linear regression model using as a single predictor variable the grain-size frac-
tion with the highest correlation (L100) with Ks. Considering this single grain-size
fraction increases the error by 19 and 29 % respective to the MLR and GLUE-ANN
model performances.
The non-linear data-driven modelling was performed by combining artificial neu-
ral networks (ANN) and generalised likelihood uncertainty estimation (GLUE). This
GLUE-ANN approach provided a greater accuracy in predicted Ks, and considerably
smaller prediction intervals, with equal reliability. The GLUE-ANN model is thus
preferred over the MLR model, especially in the framework of site-specific stochas-
tic groundwater flow modelling where small-scale variability in Ks is important. To
validate the developed models, a leave-one-out cross-validation was performed. The
advantage of this approach is that the maximum amount of data remains available
for training the ANNs. The GLUE-ANN model proved to be more accurate than the
MLR model, and the 95 % prediction uncertainty range was reduced on average by
half an order of magnitude.
The extension of the proposed model, using additional parameters as organic mat-
ter and carbonate content, soil porosity and density could potentially further increase
the performance of the model. A hierarchical set of models would then be useful to
deal with different data availability (generic, limited site-specific, and detailed site-
specific) at different locations. The results obtained from the textural information
only are however already satisfying, and show a reasonable uncertainty. Other miss-
ing parameters can be added to the network output layer as well, in order to make
predictions for all parameters, at locations with different parameter availability. The
application of the methods to a 90-m long borehole revealed that the increased accu-
racy of the GLUE-ANN can highlight better the subtle differences between several
geological units in terms of Ks. Moreover, the uncertainty associated with the GLUE-
ANN estimates is for several stratigraphic units considerably less than the uncertainty
on the MLR estimate. The applicability of this site-specific model to other sites re-
mains however limited, although this was not tested. A large range of Ks-values was
however used in the model derivation, therefore the application to sites with a similar
geological setting may still be successful.
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