ABSTRACT
Introduction
Hard constraint satisfaction problems typically involve the determination of a solution to a collection of constraints, C j for j = 1 to n, where the constraints are binary, either they are or are not not satisfied. It is clearly recognized [1] that in many situations, especially those modeling human reasoning, the constraints imposed are flexible and allow for some notion of degree of satisfaction, gradedness, rather then the all or nothing option of hard constraint satisfaction. One technique for implementing these flexible or soft constraints involves the use of fuzzy sets and fuzzy constraints [2, 3] . However implicit in most of the hard constraint approaches, as well as most approaches to softening, is a another aspect of lack of softness. This additional hardness is manifested at a meta level where the satisfactions to the individual constraints are aggregated to obtain the overall satisfaction. This meta level lack of softness is clearly manifested by the typically used imperative of requiring all constraints be satisfied. In some cases a weakening of this strong requirement can be authorized using such aggregation imperatives as "finding a solution that satisfies m out of n of the constraints." Although m out of n clearly weakens the All aggregation it is still a hard aggregation imperative, "m out of n" is a pure binary concept, it manifests none of the gradedness implicit in softening.
At a semantic level a soft aggregation of constraints is authorized by statements such Most constraints should be satisfied or Only about half the constraints need be satisfied. In these aggregation imperatives the use of the imprecise quantifiers most and only about half is an indication of the softness. In this work we describe an approach to implementing the soft aggregation of constraints. This approach described here makes considerable use of OWA operator [4] as a soft aggregation operator.
Mathematical Programming with OWA Objectives
In this section we provide a short introduction to the OWA aggregation operator [4] [5] [6] . We then introduce and provide a solution to the problem of constrained OWA aggregation. A fundamental aspect of these operators is the re-ordering step. In particular, a weight w j is not associated with a specific argument but with an ordered position of the argument. This ordering operation provides a nonlinear aspect to this aggregation operation. If we let B indicate 1 × n vector in ith component is b j , the jth largest of the a i , we see in vector notation F(a 1 , . . , a n ) = W B.
A number of properties can be associated with these operators [4] [5] [6] among these are: commutivity, monotonicity and boundedness (Min i [a i ] ≤ F(a 1 , . . . a n ) ≤ Max i [a i ]). These three conditions implies these operators are mean operators. These operators are also idempotent. By appropriate selection of the weights in W the OWA operator allows for the implementation of a large class of aggregation operators, in [7] Yager describes a large number of these. Some notable cases are the following. Max: w 1 = 1 and w j = 0 for all j ≠ 1. Min: w n = 1 and w j = 0 for all j ≠ n.
Average: w j = 1/n for all j. Arrow-Hurwicz: w 1 = α, w n = 1 -α, w j = 0 for all others.
Olympic-Average: w 1 = w n = 0, w j = 1/(n-2) for all others. Mean: w (n+1)/2 = 1 and w j = 0 for all others (if n is even then w n 2 = wn 2 +1 = 0.5 and w j = 0 for all others).
In the constrained OWA optimization problem we are interested in finding the maximal value of some objective function which is expressed as an OWA aggregation and where the variables appearing in this objective function are assumed to be constrained by some collection of constraints. In this problem it is assumed that F is a type of OWA operator defined via a particular weighting vector W, C j are a collection of constraints and the x i are our variables
The particular difficulty in solving this problem by conventional MP techniques is do to the fact that the OWA operator requires a reordering of the arguments, with F(x 1 , . . . x n ) = W B the calculation of B an unconventional operation. In the following we shall describe a technique introduced in [8] for converting the operation of W B into a more conventional form. Since the technique for converting the OWA objective into a more conventional form is independent of linearity of the original constraints, the C j , we shall consider the case in which the C j are linear as this allows us to more clearly understand the additional complexity introduced by the use of OWA objective functions
The linearly constrained OWA optimization problem is the following MP problem: In the above, it is assumed that F is a type of OWA aggregation defined via a particular weighting vector W. The above is an MP problem in which only the objective function is nonlinear.
As noted this nonlinearity is of a type involving the ordering of the elements, the x i 's An example of the above formulation would be a situation in which we desire to find a solution to the constraints which has the Maximum Minimum value for the x i 's. In this case our objective would be to find Maximum of Min i [x i ], here our OWA aggregation function F would be characterized by the weighing vector in which w n = 1 and all other weights are zero. On the other hand if our objective was to find a solution to the constraints which has the Maximum Maximum value for the x i 's then our OWA aggregation function F would be characterized a vector W in which w 1 = 1 and all other weights equal zero.
As we shall subsequently see this type of nonlinearity in the objective function, the ordering of the variables, will yield to a representation that is still linear but one that requires the introduction of some integer, binary, variables. Thus the solution to the above constrained OWA optimization problem will be of the form of mixed integer linear MP problem [9] . However, the current state of the technology provides us with very efficient algorithms for solving these types of problems.
In the following, we shall let A denote the m × n matrix whose elements are the a ij , let B be the m vector whose elements are b i , and X be the n vector whose elements are x i . Using this notation, we can express our basic problem as
Max: F(X) (I)'
Subject to: AX ≤ B and X ∈ R i (II)
A simple example of the type of problem we have in mind is Max: Min(x 1 , x 2 , x 3 )
Subject to:
0 ≤ x i ≤ 1 Here we desire to find the values for x 1 , x 2 , and x 3 that are at most one and have the largest smallest value for the three variables.
Another example would be
Here we desire to find values for x 1 , x 2 , and x 3 that have the largest median and sum to at least 1.
In order to obtain the solution to this constrained OWA optimization problem, we need to provide some mechanism for introducing the reordering operation required in the OWA operator in a manner consistent with MP techniques. The modeling of the ordering type nonlinearity requires the introduction of an additional number of constraints, which are all linear, as well as the introduction of some additional variables some which are binary 0/1 integer variables.
We now describe the procedure used to convert this problem into a more conventional programming problem [8] . Our first step is to introduce an additional collection of n variables, the ordered variables, which we denote as y 1 , y 2 , . . . y n . Thus y i is the ith largest of the x j . We shall find it convenient at times to express this as a column vector Y in which y i is the i th element. Using these ordered variables we can express our objective function (I)' in a purely linear form as Having introduced the vector Y into the objective function, we now proceed to introduce additional constraints in the problem to assure ourselves that y i is the i th largest of the x j .
The first step in this process is to inform the algorithm of the required ordering of the y i , that is that y 1 ≥ y 2 ≥ y 3 ≥ . . . y n . We can express this information in a collection of n -1 constraints We must now relate the y i to the x j in the appropriate manner. The first step in this direction is to impose the condition that y n is equal to the smallest (n th largest) of the x i . To assure ourselves of the satisfaction of this condition, we impose the following collection of constraints:
We can express these constraints in a vector notation as y n I -X ≤ 0, here I an n column vector with all elements equal one.
Next, we desire to impose the condition that y n-1 is the second smallest of the x i . To do this, we impose the following constraints:
We emphasize that z n-1, j is restricted to be a binary integer variable, takes either 1 or 0 as a value.
The need for introducing z n-1, j forces us to have an integer programming problem. In the above, K is some constant much larger than any value that any of the x j or y i can assume. To see how this works, we note that if z n-1,j = 0, then we effectively have y n-1 -x j ≤ 0, and thus y n-1 is restricted to be not greater than x j . On the other hand, in the case when z n-1,j = 1 we get y n-1 -x j ≤ K. Since K is some large number compared with the values for y n-1 and x j , this effectively poses no constraint. Thus, the condition of z n-1, i = 1 means no restriction is imposed. In addition, since ∑ j z n-1,j ≤ 1, this means that at most one of the z n-1,j can be one, and in turn only one of the restrictions, y n-1 ≤ x j is withdrawn. In order to make y n-1 as large as possible, a condition implicitly imposed because of the non-negative nature of w n-1 , the algorithm will choose to relax the most severe restriction which requires y n-1 to be less than the smallest of the x i . The relaxation of this restriction allows y n-1 to become equal to the second smallest of x i .
We can express the constraints just introduced in vector notation y n-1 I -X -K Z n-1 ≤ 0
In this notation, Z n-1 is an n column vector whose components are z n-1,i .
We now turn to the situation of obtaining y n-2 , the third smallest of the x i . In order to obtain this, we impose the constraints y n-2 I -X -K Z n-2 ≤ 0 I T Z n-2 ≤ 2 (IV) n -2 Z n-2 ∈ (0, 1)
here Z n-2 is an n column vector whose components are z n-2,j whose components are restricted to be 0 or 1. Here that two of the constraints y n-2 -x j -K z n-2,j ≤ 0 are allowed to be relaxed, and hence y n-2 can be evaluated to the third smallest value.
Generalizing the results, we see that for y j we get the following:
We now see the final structure of the mixed integer programming problem we must solve in order to solve the constrained OWA optimization problem.
Max: W T Y (I)
y j I -X -KZ j ≤ 0 for j = 1, n I T Z j ≤ n -j for j = 1, n Z j ∈ {0, 1} for j = 1, n
In the above, we recall that Z j is an n vector; thus, we need to introduce n × n binary integer variables to accomplish our task. Actually, all we need are n × (n -1) binary integer variables since Z n = 0 because I T Z n ≤ n -n ≤ 0 and hence z n,i = 0
Quantifier Guided Constraint Aggregation
It early was established that fuzzy subsets can be used for modeling soft constraint satisfaction problems [10] . Assume X is a space of alternatives and we have a collection of constraints which are of concern in a given problem. We can represent a soft constraint, as well as a hard constraint, as a fuzzy subset A i where for each x ∈ X, A i (x) indicates the degree to which constraint i is satisfied by x. Furthermore, it was suggested in [10] Yager [11] suggested a softening of the imperative used to aggregate the individual constraints by replacing the quantifier all guiding the aggregation by other softer quantifiers.
Central to the approach suggested by Yager is the use of the OWA operator to implement constraint satisfaction aggregations authorized by quantifiers. This implementation in turn makes considerable use ability to represent quantifiers as fuzzy subsets.
Classical binary logic has at its disposal two quantifiers, the universal quantifier, for all, and the existential quantifier there exists. Human discourse, rather than being restricted to only these two quantifiers, uses a large number of linguistic quantifiers. Examples of these objects are As noted by Zadeh [12] , quantifiers fall into two categories -absolute and proportional; our concern here is with proportional type quantifiers. He suggested that a proportional type quantifier, such as about half or most, can be represented as a fuzzy subset Q of the unit interval. In this representation, Q is defined so that for each r ∈ [0, 1], the membership grade, Q(r), indicates the degree to which the proportion r satisfies the concept which Q is representing. In this representation the quantifier all would be represented by a Q such that Q(1) = 1 and Q(r) = 0 for r ≠ 1. On the other hand a quantifier such as most could be represented for example by a fuzzy subset Q such that Q(r) = 0 for r ≤ 0.5, Q(r) = 2.5 r -1.25 for 0.5 < r ≤ 0.9 and Q(r) = 1 for r ≥ 0.9.
While we shall not here involve ourselves with the details of representing quantifiers as fuzzy sets we shall indicate class of quantifiers that are useful in aggregating constraint satisfactions. Using a fuzzy set representation of quantifiers Yager [4, 11] In order to represent the fuzzy subsets G i we draw upon an idea suggested by Zimmermann [13, 14] which provides a very natural and useful way of softening the constraints He suggests introducing a tolerance level p i for each constraint and defining
The where F w is the OWA aggregation operator obtained using the weights w i derived above.
The preceding softened constraint satisfaction problem can be seen to be an example of the type of linearly constraint OWA optimization which we discussed earlier. In order to operationalize the ordering process required by the OWA aggregation in the objective function, we must introduce some other variables and additional constraints just as was done in the earlier section.
We introduce the variables y 1 , . . . y m where y j indicates the j th largest of the g i . Using this we can express the objective function in a simple linear form, ∑ j w j y j . We now must introduce the constraints to obtain the y j . To do this we need a collection of constraints y j+1 -y j ≤ 0 for j = 1, m -1. Furthermore, we introduce a collection of constraints for each y j to assure us it is the j th largest. To accomplish this we use the following collection for each i = 0, . . 
