A highly successful approach to route planning in networks (particularly road networks) is to identify a hierarchy in the network that allows faster queries after some preprocessing that basically inserts additional "shortcut"-edges into a graph. In the past there has been a succession of techniques that infer a more and more fine grained hierarchy enabling increasingly more efficient queries. This appeared to culminate in contraction hierarchies that assign one hierarchy level to each vertex.
Introduction
Computing shortest, fastest, or otherwise optimal routes in networks is fundamental problem needed in many applications. For road networks alone there are multiple important applications, e.g., car navigation, traffic simulation, planning in logistics, etc. An important approach to fast route planning is to preprocess the network in such a way that subsequent queries are accelerated. In this paper we focus on point-to-point queries in road networks but note that other types of queries or networks might also be supported in a way analogous to previous applications of contraction hierarchies [12, 3] . A particularly successful class of preprocessing techniques for road networks is to exploit hierarchy in the network. An informal way to describe this is, that "usually", the farther away we are from source or destination, the more important are the roads we use. Hierarchical route planning techniques had a history in becoming more aggressive in exploiting the hierarchy resulting in smaller and smaller search spaces. This began with early heuristics based on road categories [15, 16] and later used exact techniques that insert shortcut edges. Shortcuts encode that certain subpaths are important and, together with an appropriate query algorithm, ensure that optimal paths can be found using hierarchical routing techniques. Such techniques include overlay graphs [22, 7] , reach based routing [14] , highway hierarchies [20] and highway node routing [21] -so far culminating in contraction hierarchies (CHs) [11, 12, 9] .
CHs order the vertices of the network by importance, i.e., we conceptually have n levels of hierarchy in a network with n vertices. By inserting appropriate shortcuts, CHs ensure that there exists an up-down path between any pair of vertices that is a shortest path. An up-down path progresses from the source vertex to more important vertices and then descends to less arXiv:1907.03535v1 [cs.DS] 8 Jul 2019 important vertices until reaching the destination. CHs are widely used since they are simple, allow fast preprocessing using little space and lead to very small search space.
In this paper we introduce edge hierarchies (EHs) as an even more fine grained way to define hierarchy in the network. EHs order edges rather than vertices by importance. They keep the concept of up-down paths resulting in a very simple query algorithm. Intuitively, this should further reduce search spaces. EHs -in contrast to CHs -only have to explore edges out of a vertex v that are more important than the edge leading to v in the current query. Also note that EHs are very close to the informal definition of hierarchical routing that we gave above.
After introducing basic terms and techniques in Section 2 and discussing further related work in Section 3, we describe EHs in detail in Section 4. While the basic query algorithm is simple by design, a preprocessing algorithm finding the "right" shortcuts turns out to be much more complicated. We also discuss some basic techniques for pruning the query search space.
In Section 5.2 we perform an experimental evaluation using large real world road networks and different cost functions. It turns out that EHs relax significantly less edges than CHs in particular for cost functions that are known to be difficult for CHs -with distance as the main optimization criterion and/or explicit modeling of turn penalties. Unfortunately, the overall query time is slightly worse than CHs and preprocessing time is considerably larger. Overall, EHs are thus an intriguing concept with considerable potential but they need further research to find out whether they will eventually be useful in some applications. In Section 6 we discuss possible research in this direction.
Preliminaries
In this paper, we consider directed and weighted graphs G = (V, E, w), where V is a set of vertices, E ⊆ V × V a set of edges connecting vertices and w : E → R + 0 a non-negative edge weight function. A path is a sequence of vertices (v 0 , . . . , v n ) such that (v i , v i+1 ) ∈ E for 0 ≤ i < n. The length of a path is the sum of its edge weights. The length of a shortest path with source vertex s and target vertex t is also called the distance between s and t, or dist(s, t).
The classical algorithm for finding shortest paths is Dijkstra's algorithm [10] . It maintains a distance label (dist) for each vertex and repeatably settles the vertex u with the currently smallest distance label among all unsettled vertices. It then relaxes all outgoing edges (u, v) by setting dist(v) ← min (dist(v), dist(u) + w (u, v) ). In the bidirectional version of Dijkstra's algorithm, the forward search from s is complemented by a backward search from t that only considers incoming edges of the settled vertices.
A shortcut is an edge whose length corresponds to the length of some nontrivial path in the graph. For example, for edges e 1 = (u, v) and e 2 = (v, w), a shortcut e s = (u, w) with w(e s ) = w(e 1 ) + w(e 2 ) can be added to the graph. Note that adding shortcuts does not change the distance for any pair of vertices in the graph. Also, by storing skipped vertices, we can recursively unpack shortcuts, e.g., by replacing e s with e 1 and e 2 to find the corresponding path that only uses original (non-shortcut) edges.
Contraction Hierarchies [11, 12, 9] use shortcuts to build a hierarchy where every vertex is on its own level. Vertices are repeatably removed from the graph in order of a measure of importance. If for any pair of incoming and outgoing neighbors u, w the removed vertex v is on the only shortest path (u, v, w), then a shortcut (u, w) is added. Whether this shortcut is necessary is determined by a so-called witness search that runs a shortest path search starting at u on the overlay graph. The overlay graph consists of all vertices not yet removed and all edges incident to these vertices. The witness search can be restricted to stop after settling a small amount of vertices. This might add unnecessary shortcuts but does not affect correctness, while having the potential to speed up the algorithm. Vertex importance is usually determined by a combination of different measures. Metrics successfully implemented in previous work (and used in the implementation we compare against in our evaluation) are the amount of shortcuts added when a vertex were removed next, the number of hops represented by these shortcuts and an additional level metric that helps removing vertices uniformly throughout the graph. These numbers have in common that they only change when a neighbor of a vertex is removed from the graph. The algorithm therefore maintains all vertices in a priority queue with their importance as key. When a vertex is removed, the importance of its neighbors are updated. The query algorithm is a bidirectional Dijkstra search that only relaxes edges that connect a vertex to a more (less) important vertex in the forward (backward) search. Due to this, edges only need to be stored at the end point that is removed first.
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More Related Work
There has been a lot of work on route planning. Refer to [3] for a recent overview. Here we only give selected references to place EHs into the big picture. Besides hierarchical route planning techniques there are also techniques which direct the shortest path search towards the goal (e.g., landmarks [13] , precomputed cluster distances [18] , arc flags [19] ). On road networks goal directed techniques are usually inferior to hierarchical ones since they need considerably more query or preprocessing time. However, combining goal directed and hierarchical route planning is a useful approach [13, 6] . We expect that this is also possible for EHs using the same techniques as used before. Other techniques allow very fast queries by building shortest paths directly from two (hub labeling [1] ) or three (transit node routing [4, 2] ) precomputed shortcuts without requiring a graph search. However, these methods require considerably more space than EHs.
Edge Hierarchies
The main idea of EHs is to provide a precomputed data structure that allows queries similar to those of CHs: All shortest paths can be found by a bidirectional Dijkstra search that only searches "upwards". In contrast to CHs, which build a hierarchy of vertices, EHs build a hierarchy of edges. Let r(u, v) denote the rank assigned to the edge (u, v). Then, paths found by an EH query have the form (
In line with the terminology from CHs, we call such paths up-down paths.
The EH query is a modified version of the bidirectional variant of Dijkstra's algorithm: In addition to the distance label dist, we maintain a rank label r at every node, set to 0 for s and t. When settling a vertex u, only edges with r(u, v) ≥ r(u) are relaxed. Whenever dist(v) is updated while relaxing an edge (u, v), r(v) is set to r(u, v). For a stopping condition, the algorithm maintains an upper bound d for dist(s, t) (initially ∞) which is updated whenever a vertex is settled that has already been settled from the other direction. No edges leaving vertices with dist(v) > d are relaxed. Figure 1 illustrates the search space of and Edge Hierarchy Query. Note how the edges ranked 2 and 3 are not in the search space of the backward search, even though its target vertex in settled. 
; // Or adjust weight + unset rank end end end end Algorithm 1 shows an algorithm template for constructing an EH. Initially, all edges are unranked (which we will treat as rank ∞). In iteration i, we pick an unranked edge (u, v) and set its rank to i . We then iterate over all unranked edges (u , u) and (v, v ) and test whether (u , u, v, v ) is a shortest path. If yes, we add either (u , v) or (u, v ) as a shortcut. If either of these two edges already exists, we instead adjust its weight and reset its rank to ∞, if it was already ranked before. Theorem 1. For every pair of vertices s and t, such that there is a path from s to t in the input graph, Algorithm 1 assigns ranks and adds shortcuts such that there is a shortest up-down path from s to t.
Proof. We prove this by showing the following: If at the beginning of iteration i, there is a shortest path from s to t that only uses unranked edges, then in iteration j > i, there exists an up-down-path p from s to t that only uses edges of rank ≥ i. As at the beginning of the first iteration, all edges are unranked, this proves the theorem.
In iteration i, an edge e gets ranked. Let p be a shortest path from s to t consisting only of unranked edges. If e is not part of p, then p is still a shortest path that only uses unranked (rank ∞) edges (which is an up-down path by definition).
If e is at neither end of p, then a shortcut is inserted that replaces two edges of p, so there still is a shortest path only using unranked edges from s to t.
If e = (s, v) (the case e = (v, t) is analogous) we distinguish two cases: 1. There still exists a shortest path of unranked edges from s to v: Then there is also a path of unranked edges from s to t.
Example showing that EH construction needs to calculate distances on the complete graph. Boxed numbers are edge ranks, unboxed numbers are edge weights. 
2.
There is no shortest path of unranked edges from s to v: Then (s, v) gets assigned rank i and can never change its rank (note for this, that edges can only be inserted or assigned to a different rank if there is a shortest path of unranked edges between their endpoints). Furthermore, there is a shortest path of unranked edges from v to t. By induction, in every iteration j > i, there will be an up-down-path from v to t that uses only edges of rank ≥ i. By adding the edge (s, v) to the beginning of that path, we get an up-down path from s to t. As the induction basis, note that at the end of the algorithm, no edges are unranked, so the claim holds trivially.
Note that from the induction in the proof above, it follows that we can use the EH query for the distance calculation in Algorithm 1.
The algorithm can also be slightly altered by only adding a shortcut if (u , u, v, v ) is the only remaining unranked shortest path from u to v . However, preliminary experiments showed that the version presented here yields better results.
An important difference to CH construction is that Algorithm 1 has to calculate distances in the complete graph, whereas CH construction only has to query the overlay graph. See Figure 2 for an example why using the overlay graph does not suffice for EHs: If (b, d) is assigned rank 2, we need to check whether p = (a, b, d, c) is a shortest path. If only the overlay graph were used for the distance calculation, then we would falsely assume that p is a shortest path and add a shortcut.
Shortcut Selection
The choice of the shortcut that is added in the inner loop of Algorithm 1 can make a significant impact on the total number of shortcuts added. For example, in Figure 3 , we could either add the shortcut (u, v ) or all of the shortcuts (u i , v) (assuming (u i , u, v, v ) is a shortest path for all u i ). In contrast, in CHs there is no choice of which shortcut to add.
We minimize the number of shortcuts added using a solution to a minimum bipartite vertex cover problem for every iteration of the outer while-loop of Algorithm 1.
The problem (U ∪ V, E) is constructed as followed: Instead of directly adding one of the two possible shortcuts, we add the vertices u , v to U, V respectively (if they have not been added before) and an edge between them.
After all shortcut candidates for an iteration of the outer loop have been added to the bipartite graph, we compute a minimum Vertex Cover C. Note that this can be done in polynomial time via maximum cardinality bipartite matching using König's Theorem. We then add the shortcuts (u , v) for every u ∈ U ∩ C and (u, v ) for every v ∈ V ∩ C. It is easy to verify that for every pair of candidate shortcuts, one is added. Also, every set of shortcuts added implies a Vertex Cover for the graph above, so finding a minimum Vertex Cover minimizes the number of shortcuts added in every iteration of the construction algorithm, given the edge that is assigned a rank.
To further minimize the number of shortcuts added, we always prefer edges already present in the graph: if (u , v) or (u, v ) is already in the graph (ranked or unranked), we change its weight accordingly and reset its rank. The pair (u , v ) is then not added to the minimum Vertex Cover problem described above.
Edge Selection
In every iteration of Algorithm 1, an edge is selected to rank. Our heuristic to select these edges is guided by two goals: Adding a small number of shortcut edges to the graph, and ranking edges uniformly throughout the graph. Here, we present the version that produced the best results in our preliminary experiments. Other versions that resemble the vertex selection strategies used for CHs resulted in worse preprocessing and query times.
Our heuristic works in rounds: in the beginning of each round, a set of edges to rank is selected and fixed. Only when all edges selected are ranked, a new round is started and a new set of edges is selected. Edges are selected by counting for each unranked edge e the number of new shortcuts that would be added if e was ranked. This is done by simulating an iteration of the outer while-loop of Algorithm 1 without actually adding any shortcuts to the graph and resetting r(u, v) to ∞ afterwards. Then, we select all edges that cause the minimum number of shortcuts among all their incident edges.
Stalling
A technique that significantly reduces query times for CHs is called Stall on Demand. The idea is to stall the search at vertices that do not lie on a shortest path from s to t by checking whether a shorter path can be found via incoming (outgoing) downward edges in the forward (backward) search. This can happen because CHs only guarantee shortest up-down paths between any pairs of vertices. The same is true for EHs. We present two stalling techniques that can be used with EHs.
Stall on Demand
In EHs any edge can be a downward or an upward edge depending on the rank of the edges leading to the source vertex of that edge. Stall on Demand checks all incoming (outgoing) edges in the forward (backward) search. Stall in Advance Stall on Demand may relax every edge twice: Once when settling the source (target) vertex and once for stalling when settling the target (source) vertex in the forward (backward) search. Stall in Advance relaxes every edge at most once: When settling a vertex u, we not only relax all outgoing (incoming) edges that are ranked higher than the path to u, but also all edges that are ranked lower. However, we do not update dist with the distance computed via the low ranked edges. Instead, we store it in a separate stallDist label. To check whether we can stall the search at vertex v, we compare dist(v) at with stallDist(v). If stallDist is smaller, we can stall at v.
Experimental Evaluation
We implement EHs in C++ and compile with gcc 7.4.0 using full optimizations (-o3). Our implementation of the construction algorithm is relatively straight forward without much emphasis on optimizations. For queries, we use adjacency arrays for incoming and outgoing edges and sort all edges incident to a vertex in descending order of their rank. This way we can stop iterating over a vertex's neighborhood once we find an edge with a lower rank than allowed for the current path. Additionally, we reorder the vertices in depth-first-search-post order for better memory locality. The EH construction algorithm uses CH queries to find the distance between two vertices and unless otherwise noted, EH queries do not use any stalling technique. For comparison with CHs, we use the implementation from RoutingKit 1 [9] where queries use Stall on Demand.
The machine used for all experiments is equipped with 4 x Intel Xeon E5-4640 at 2.4 GHz and 512 GiB DDR3-PC1600 RAM but only a single core is utilized.
Data Sets
We evaluate EHs on two benchmark graphs from the DIMACS Challenge on Shortest Paths [8] :
The road network of Western Europe from PTV AG with 18 million vertices and 42 million directed edges, and the TIGER/USA road network with 23 million vertices and 29 million undirected edges (resulting in 58 million directed edges), as well as smaller subsets of the TIGER/USA graph. Both graphs are available with edge weights corresponding to travel times or geographic distance.
In addition to these graphs, we also evaluate the performance on graphs that model the cost for taking turns at a crossing. We follow the approach used in [7, 3] to define simple turn costs that reportedly yield performance characteristics similar to truly realistic values: For the travel time metric, we assign costs of 100 seconds for U-turns (meaning an edge pair (u, v), (v, u)) and 0 for all other turns. For the distance metric, all turns are free. We explicitly model turns into our graphs. This can be done by splitting every vertex v into a number of vertices equal to its degree. Connecting each new vertex to one of v's incident edges. Then, edges between the new vertices are added: For each vertex incident to one of v's incoming edges, an edge is added to each of the vertices incident to one of v's outgoing edges. The weights of these new edges are set to the turn costs. We use a more compact representation of the same concept: We only split a vertex into a number of vertices equal to its outgoing degree and connect incoming edges directly to these new vertices, adding the turn costs to the edge weights. Figure 4 shows an example for travel times.
The distance metric as well as adding turn information are cases in which CHs were shown to perform significantly worse than with the travel time metric and without turn information (e.g. [7] ). Table 1 lists all instances and their sizes used in our evaluation. 
Results
As EHs share similarities with CHs, both using similar query algorithms, we compare the two with respect to their preprocessing and query times as well as the number of vertices settled and edges relaxed during queries. Another interesting property is the number of edges in the hierarchy. Note however, that CHs only store each edge once, whereas EHs need to store each edge at both endpoints. Tables 2 and 3 show these numbers averaged over 100 000 random queries. Due to time restrictions, the construction was only run once for each algorithm and instance. Checking whether the search can be stalled at a vertex is essentially an edge relaxation (minus priority queue operations), so we combine these numbers here. We can see that EHs suffer less from adding turns to the graphs than CHs. While the number of shortcuts added is comparable for EHs and CHs on the original graphs (with CHs even adding slightly fewer), CHs add significantly more when turns are added. This can also be seen in the number of edges relaxed: EHs relax up to 3.2 times fewer edges without turns and up to 7.5 times fewer edges with turns on EUROPE with distances. For the distance metric, EHs perform even better when adding turns than on the original inputs. This shows that the intuition behind EHs -ranking roads (edges) rather than junctions (vertices) -helps to better prune parts of the graph that are irrelevant for the query. However, due to a larger number of vertices settled (up to 3.3 times more without turns on USA with distances and up to 1.7 times more with turns on EUROPE with travel times) and more data to keep track of during queries, running times are still faster for CHs. The preprocessing step is much faster for CHs, partially due to our unoptimized implementation, but the CH vertex ranking also only updates the neighbors of a vertex after it was ranked. The edge ranking we use, on the other hand, simulates the ranking of every edge, for each round of edge selection. The CH implementation in RoutingKit also limits the number of steps done for the witness search, giving additional speed up. As EHs have to find witnesses and (depending on the edge ranking technique) calculate importance values for every edge, compared to CHs having to do the same for every vertex, longer preprocessing times are to be expected. Table 4 compares the number of vertices settled and edges relaxed for different stalling techniques averaged over 100 000 random queries. Here, the number of edges actually relaxed and the number of edges "relaxed" to check whether the search can be stalled are shown separately. We also count the number of vertices that are settled at their actual distance to the source vertex. This gives an insight into how many vertices would be settled with a perfect stalling technique. The table shows that for EHs with both Stall on Demand and Stall in Advance significantly more stall checks have to be done than for CHs, outweighing the savings in number of vertices settled. With these stalling techniques, queries become much slower than without any pruning of the search space at query time. For CHs, less stall checks have to be done for a more reduced number of settled vertices. The last column also shows that stalling holds more potential for CHs than for EHs. However, we also see that EHs already perform relatively well without stalling: CHs would have to settle more than twice as many vertices if no stalling was used and even when not counting the stall checks, CHs with Stall on Demand relax more edges than EHs.
The random queries used for the experiments above are long-ranged on average. However, real-world queries tend to be short-ranged. For this reason, Sanders and Schultes [20] introduce an evaluation methodology using Dijkstra Ranks. When running a Dijkstra query starting at some vertex in the graph, the ith vertex removed from the priority queue is assigned Dijkstra Rank i. Figure 5 shows number of vertices settled and number of edges relaxed for vertices of Dijkstra Ranks 2 6 , . . . 2 log |V | from 1 000 random starting vertices. This way, the performance of algorithms can be observed for both short-ranged and longranged queries (and everything in between). The comparison between EHs and CHs shows that their relative performance is very similar among all Dijkstra Ranks: EHs relax less edges and CHs always settle less vertices among all Dijkstra Ranks. Query times are also faster for CHs for all lengths.
Future Work
For CHs there is a lot of experience with configuring the preprocessing process. The additional complications of EH preprocessing make it likely that much better versions are possible also for EHs. Similarly, more sophisticated stalling techniques might help to prune the search space. On the application side, we can look for networks with different characteristics where EHs might have advantages. For road networks, we might harvest the advantage in number of relaxed edges by looking at generalizations of static shortest path search where edge relaxations are expensive, e.g., time-dependent edge costs [5, 17] or multicriteria shortest paths. 
