Genetic algorithms are applied to numerous problems that demonstrate different properties. To efficiently solve these problems, during the years a significant number of variation operators have been and still are created. It is a problem by itself how to correctly choose between those operators, i.e. how to find the most suitable operator (or a set) for a given problem. In this paper we investigate the choice of the suitable crossover operator on the basis of fitness landscape. The fitness landscape can be described with a number of properties, so a thorough analysis needs to be done to find the most useful ones. To achieve that, we experiment with 24 noise-free problems and floating point encoding. The results indicate it is possible to either select a suitable operator or at least to reduce the number of adequate operators with fitness landscape properties.
INTRODUCTION
Evolutionary algorithms play an important role in solving many difficult problems. To be able to solve different problems, in the last decades numerous versions of algorithms and operators have emerged that can be readily applied. Naturally, different algorithms were necessary since the "No Free Lunch" theorem states that there is no single best algorithm for all the problems [29] .
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However, this diversity of the algorithms, as much as it is advantageous, is often also a pitfall. It is not an easy task to choose the optimal algorithm and its parameters without a combination of experience and extensive testing. Therefore, it would be useful to have a method that can help in the choice of the parameters. In this work, we concentrate our attention to genetic algorithms with floating point encoding applied to continuous optimization. Furthermore, we are interested only in the differences in the behavior of the algorithm with respect to the choice of the crossover operator. We point out, even with this simplification, that there is still a plethora of options; for instance, in [9] there are descriptions of 89 floating point crossover operators.
To be able to give an insight about the choice of crossover operators, we analyze fitness landscape properties. The most common motivation for fitness landscape analysis is to get a better understanding of algorithm performance on a certain problem [19] . However, we approach the problem from the opposite point fo view, where we investigate fitness landscape in order to reach conclusion about the choice of the appropriate operator and, in consequence, the performance of the algorithm as a whole.
Of course, there is a question of the relative importance of crossover operator in genetic algorithms. Here, we regard crossover operator as the vital part of GA and refer to literature for a further discussion about the importance of crossover operator [18] .
Related Work
In existing literature the fitness landscape analysis is used mainly for the determination of optimization problem hardness for evolutionary algorithms and other optimization algorithms, such as deterministic local search. Authors in [8] formally define fitness landscapes, provide an in-depth look at basic properties and give detailed explanations and examples of existing fitness landscape analysis techniques. A survey of the literature on fitness landscape analysis for local search is given in [26] . Fitness analysis of landscape for the n-queens problem is conducted in [13] . The distribution of local optima in this instance is uniformly random and scattered over the search space. The landscape is rugged and there is no significant correlation between fitness and distance of solutions. Landscape analysis for benchmark fitness functions: Sphere, Rastrigin, Rosenbrock and Ackley functions is performed in [14] . To better understand the influence of genetic representations and associated variation operators when solving a combinatorial optimization problem (the Optimal Golomb Ruler problem) various landscape analysis techniques are used in [24] . The fitness landscape analysis for mutation reveals that indirect encodings have a good fitness distance correlation and distance to the optimum.
Herrera et al. apply a hybrid scheme in crossover, where each reproduction produces offspring using different crossover operators, and different parent and children selection mechanisms are used [11] . The operators are tested on 13 realvalued functions with 8 crossover operators and their pairs; performance was evaluated for individual problems, but the overall efficiency was difficult to predict [11] .
Our Contribution
There are two main contributions in this paper. First, we correlate the choice of the crossover operator with the fitness landscape properties. As far as we are aware, this is the first application of fitness landscape analysis in such a way. Although there is a significant body of work about fitness landscape, usually its properties are investigated post-hoc to get a better insight in the performance of the algorithm. The second contribution is the usage of genetic programming for automatic classification of crossover eligibility on the basis of fitness landscape properties.
The rest of the paper is organized as follows: in Section 2 we give preliminary information on crossover operators and benchmark functions we consider. Additionally, we present fitness landscape properties used in this research. In Section 3 we describe experimental results on the benchmark functions. Also, we give preliminary analysis on the correlation between fitness landscape properties and the choice of operators. In Section 4 we present a genetic programming approach to classify operators on a basis of fitness landscape and a discussion about achieved results and possible avenues for future work. Finally, in Section 5 we give a conclusion.
PRELIMINARIES
In this section we present the crossover operators used in the experiments, the employed benchmark functions and fitness landscape properties we consider in the experiments.
Crossover Operators
We consider only crossover operators for a two-parent case. Naturally, there are many crossover operators and the question is why we chose the following ones. When conducting the experiments we wanted to use as small as possible representative set of operators. Therefore, we chose the operators that are designed with various objectives in mind and that are widely accepted.
If n denotes the dimensionality of the individual, for all crossover operators presented here holds that parents
.., β s n , where f1 and f2 are the parents' fitness values and s child's fitness value. In some operators, a parameter α is used as a weighting factor whose value is chosen at random over [0, 1], if not specified otherwise.
Arithmetic Crossover
This is probably the most commonly used operator (also called whole arithmetic crossover), which takes the weighted sum of two parental alleles for each gene with the same α [5] :
Arithmetic Simple Crossover
In this operator a recombination point k is chosen uniformly. Then the first k float values of a random chosen parent are taken and copied into the child. The rest is the arithmetic average of parents 1 and 2 [5] . The arithmetic average is obtained via:
Arithmetic Single Crossover
In arithmetic single crossover first a random allele k is chosen. At that position the child assumes the arithmetic average of two parents. All other points are copied from a single randomly chosen parent. The expression for the arithmetic average is the same as for the simple arithmetic crossover [5] .
Local Crossover
Local crossover is the same as arithmetic crossover, except that the value α is randomly selected for each gene location [4] .
Average Crossover
Average crossover is whole arithmetic crossover with α = 0.5. Two parents β f 1 and β f 2 generate offspring β s in the following way [17] :
BGA Crossover
In BGA crossover two parents β f 1 and β f 2 generate offspring β s . Let β f 1 be the parent with better fitness. In that case, the offspring has genes calculated in the following way:
where λ equals
The sign "-" is selected with 0.9 probability and rangi = 0.5
where αi ∈ 0, 1 is randomly generated with p(αi = 1) = 
BLX-α Crossover
Blend-α crossover combines two parents β f 1 and β f 2 to generate offspring β s by sampling a new value in the range [min−I ·α, max+I ·α]. Here, min and max equal minimum and maximum values respectively for interval (β [7, 12] . For the α we use value of 0.5.
BLX-α-β Crossover
Blend-α-β operator creates a new offspring by selecting a random value from the interval between the two alleles of the parent solutions β f 1 and β f 2 . The interval is increased in direction of the solution with better fitness by the factor α, and into the direction of the solution with worse fitness by the factor β [6, 12] . The value for α is 0.75, and for β 0.25. In the case that β
i , random value is sampled from the interval:
[β
otherwise is sampled from:
Discrete Crossover
In discrete crossover an offspring β s is created from parents β f 1 and β f 2 , where the allele value for each gene i is given by β
i with equal likelihood [25] .
Flat Crossover
Flat crossover generates offspring whose genes are sampled randomly from the interval min(β [18, 20] . This crossover is the same as BLX-α crossover when α = 0.
Heuristic Crossover
In heuristic crossover (Wright's heuristic crossover), given two parents β f 1 and β f 2 , assume that the first parent (β f 1 ) has a smaller value on current allele [12, 30] . Then the offspring β s is created as
where α is chosen uniformly at random from interval [0, 1].
One Point Crossover
In one point crossover the descendant is created in the same way as in the one point crossover for a binary coded GA. First, choose a random point k. Two parents β f 1 and β f 2 generate offspring β s 1 and β s 2 . The first offspring copies allele values from the first parent up to the point k, and from the second parent from that point on. For the second offspring the procedure is analogous [15] .
Simulated Binary Crossover
Simulated binary crossover is devised to simulate the effect of one point binary crossover [2, 18] . Two parents β f 1 and β f 2 generate offspring β s 1 and β s 2 in the following way:
and
where B k ≥ 0 is obtained from the random number source having density
Distribution index η is any non-negative real number [3] .
Benchmark Functions
The test problems originate from the COCO platform (COmparing Continuous Optimisers) [10] , which has been extensively used in the last few years. Of the functions available we use 24 noise-free real-parameter single-objective problems. The dimensionality D of all the functions is set to 30, which matches a medium-sized optimization problem. The test functions are implemented so the global minimum has the value of zero. The problems can be differentiated on the basis of their modality, where functions 1, 2, 5, 6, 7, 10-14 are unimodal and 3, 4, 8, 9, 15-24 are multimodal.
Fitness Landscape Properties
Here we present only the properties we used in the correlating fitness landscape and crossover operators. Naturally, there are other properties we could have chosen and indeed adding more properties will be a future goal. Due to the lack of space we do not give discussion about fitness landscape but rather refer to the literature. Likewise, for explanations of the influence of some property to the landscape shape refer to [19, 23] . Fitness landscape can be defined as a set of two functions f and d that define the fitness value and the distance between encoded solutions in the landscape [19] .
The diameter of the population P is the maximum distance between the elements of the population [23] :
where dist(s, t) represents L1 distance [28] . Average distance of the population P is defined as [23] dmm(P ) = s∈P t∈P,t =s dist(s, t)
Indicator δ dmm represents the variation of the average distance of the initial population and population after local search algorithm [23] :
where U is the initial population, and O is population after local search.
Amplitude Amp(P ) represents distribution of solutions in objective space, i.e. the difference between the best and worst solution [23] :
Relative variation of the amplitude ∆Amp of initial and final population [23] is defined as
The average length of walk Lmm(P ) represents the average number of steps needed for the convergence of a solution [23] :
Autocorrelation function measures the correlation of the solutions that have distance d [27] :
Here, n is the number of pairs with distance d. In our experiments we use distance that equals 1. Correlation length is defined in the following way [22] :
Autocorrelation coefficient is a normalized measure of autocorrelation function [1] .
There are many other properties one could choose and indeed we experimented with other properties. The previous properties were chosen on a basis of the variance of their values for the benchmark functions; e.g. if a property gives roughly the same value for every test function, then it is not a good choice for further experiments. Nevertheless, additional properties can be easily added to the analysis as input variables in genetic programming (in Section 4).
CORRELATING CROSSOVER AND FIT-NESS LANDSCAPE
In this section we first compare individual operators on the set of all problems. Then we try to discern whether there are statistically significant differences between the operators in regards to the specific functions. Finally, we try to correlate between individual crossover operator efficiency on a given function and fitness landscape properties of that function.
Experimental Setup
In all the experiments with crossover operators, the same selection method and parameter values are used for all the operators. The evolutionary algorithm is a steady-state GA with a tournament selection operator. In every iteration, k individuals are randomly selected for tournament (k is set to 3). The worst of k individuals is identified and replaced with a new individual. The new individual is obtained by crossing the two parents remaining from the tournament. This selection scheme was applied in part because it avoids the use of crossover probability, giving all the operators a fair treatment. Additionally, it has produced the best overall results in different optimization domains in our previous experience.
Mutation is also applied to the new individual with a given mutation rate (0.3 in our experiments). The mutation operator is a simple random change of a random solution variable within the given bounds. We are aware that the influence of mutation may be even more pronounced than with the selection mechanism and crossover. We believe that the differences between crossover operators, if they are significant, should hold even with other mutation operators. On the other hand, conducting experiments without mutation is not in accordance with realistic application conditions.
The population size was set to 100, and the termination criteria is defined as reaching 10 6 fitness evaluations (some operators require an additional evaluation that was accounted for). This number of evaluations allows the algorithm a stable convergence for this problem size (30 variables), which should be a requirement for operator performance comparison. Each combination of benchmark function and operator was tested in 50 runs, and the average (mean) error of the 50 best solutions is recorded.
Crossover Operator Performance
The obtained results for each operator and each problem are aggregated in Tables 5 and 6 . The tables show normalized error, where the worst performing operator has the value of 1, and the optimal solution is denoted with zero. From these results, we are interested in discovering significant differences between the operators, which are regarded as different optimization algorithms. Since the resulting values are not normally distributed (the analysis is omitted), we rely on nonparametric methods to reveal if there are significant differences. This is achieved with the Friedman test, which calculates the average rank of each algorithm and determines the corresponding P-value. The Friedman results are given in Table 1 , and the P-value is equal to 0.016 which means there are significant differences with level of significance α = 0.05. The last column in the previous Table gives the normalized average error (ēN ), which is defined as the mean normalized error over all the problems.
Landscape Properties and Crossover Efficiency
The described landscape properties of benchmark functions are obtained with the following: a random population of 1000 individuals is generated within the defined boundaries ([−50, 50] for each variable) and the same initial population is used on every function. A local search algorithm was executed in parallel for every starting point in the population; the algorithm used is based on Hooke-Jeeves directed pattern search. The local search algorithm is run for every starting point until convergence, which was determined with precision of 10 −6 . After the convergence, the final population is recorded and fitness landscape properties are calculated for each function. The obtained values are given in Table 2 .
Just by visually inspecting these values, it is not easy to reach a conclusion whether one can choose the crossover operator on a basis of those data. For instance, it seems there is a correlation between data for functions 2, 6 and 19. In functions 2 and 6 the properties have similar values and BGA crossover performs good, while Flat, BLX-α and BLX-α-β perform poorly. However, for function 19 BGA operator performs poor and Flat, BLX-α and BLX-α-β perform good. For the function 19 we see that fitness landscape properties are consistently different than for functions 2 and 6. We believe that inspecting the properties only visually it is hard to see correlations if they are not obvious, and especially to quantify the impact of those differences. 
INFERRING PERFORMANCE WITH A GP-BASED CLASSIFIER
In this section we try to address the following questions: firstly, are the derived fitness landscape properties sufficient to distinguish between suitable and inefficient crossover operators for a specific function? Secondly, is it possible to predict crossover performance based on landscape features in a general case?
Crossover Operator Classes
To answer the first question, the crossover operators in this work are manually classified into three classes for each function: "good", "average" and "bad" crossovers. The classification is entirely subjective and is based on average operator error (Tables 5 and 6 ). The main goal here is to discern between the operators, rather than to give a formally justified classification.
The selection is made with the following guidelines: operators belong to different groups if their performances differ by at least a factor of two; if there are no three discernible groups, the "good" and "average" classes are populated first. For instance, for the second function in the benchmark, the division is made as follows: the BGA crossover is the only one considered "good", arithmetic, arithmetic simple, average, local and SBX are considered as "average", while the rest are classified as "bad". On the other hand, for functions 5, 17 and 22 all operators are considered "good" because there is no (significant) difference in their average error.
A Simple GP-based Classifier
Based on the described layout and available fitness landscape properties, we define a simple classifier based on symbolic regression (more advanced techniques are being investigated). A classifier of the same form is constructed independently for each crossover operator, so the final result is a family of classifiers where each is trained and tested separately. The GP classifier uses all landscape properties as terminals and the arithmetic operators (+, -, *, /) to build a tree that produces a value for a given function. Additionally, random constants (ERCs) in [−1, 1] are added to the terminal set. The absolute tree output value is used to determine the operator class: value in [0, 1] corresponds to "good", [1, 10] to "average" and greater values to "bad".
The classifier is trained to minimize the penalty (not entirely equivalent to classification error), which is accumulated for every function. If the operator is classified correctly, the penalty is zero; if the resulting class is different, the penalty is 1 for adjacent classes (e.g. good operator classified as "average") and 3 for opposite classes (e.g. a bad operator classified as "good"). The GP parameters are of secondary importance, but we used a population of 2000 and a stopping criteria of 50 generations without improvement.
Classification Results
When all the test cases (24 functions) are used as a learning set, the GP is able to produce classifiers for every operator that succeed in obtaining a correct class for every function (i.e. the total penalty is zero). This provides the answer to the first question of whether the landscape properties are correlated with operator performance. A detailed analysis of relevant properties for each operator was not conducted at this stage, but it is to be expected that not every property is equally important for every operator.
The answer to the second question remains a greater challenge. Since this is a preliminary investigation, no specific measures are undertaken to increase the generalization ability of the employed classifier -both the learning model, termination condition and additional test cases are devoted to future research. In this work a simple 4-fold cross-validation is performed on the available set of functions, so that 18 For any number of test cases (functions), the maximum penalty would equal to 3 times the number of functions, which corresponds to a 100% normalized penalty. In the cross-validation, penalties on the evaluation set on unseen functions for every operator and every fold are recorded. The average penalty of the evaluation set is 17%, which for individual operators varies from 12% to 22%. The achieved values are not spectacular, but we believe that a carefully designed classification process can enhance the quality of these initial results.
Constructing an Efficient Operator
To test the efficiency of the classifiers, we constructed an artificial algorithm that uses the "recommended" operator for each test function. This method may be considered a hyperheuristic, where a machine learning technique is used to construct the suitable optimization algorithm. For each function, only the operators that classify to "good" are considered; out of these, the operator with the closest to true average rank is selected (the rank is previously available from experimental results in Table 1 ). For instance, if three operators are classified as "good" for a given function, the one with the true rank closest to average among those three is selected.
The efficiency of such learned crossover is compared with individual crossover operators, and the results in terms of average rank are shown in Table 3 . The normalized average error (ēN ) obtained for this operator amounts to 0.33, which is the best among the individual crossover operators (Tables  5 and 6 ). Based on the Friedman test results in Table 3 , a post-hoc statistical analysis is performed to determine where the significant differences are. The analysis is performed by taking the operator with the best rank (which is the learned crossover) as a control operator and comparing it with the other operators. The Table 4 presents the results obtained with the Hochberg test; for the level of significance α = 0.05, we can conclude that the learned crossover operator is significantly better than the first eight operators from the table (with p-value less than α). For the remaining operators, a statistically significant difference cannot be proven, but the learned operator still provides the best normalized average error.
CONCLUSIONS
This paper describes how fitness landscape properties can be used to assess the crossover operator efficiency. The results show that the differences between the operators can be correlated with appropriate landscape properties. A preliminary investigation is performed which shows the potential of fitness landscape properties for operator classification in optimization.
Several issues need to be further investigated in this context. A more diverse set of classifiers (such as decision trees based on information gain) will be employed to enhance the learning and generalization. Also, additional test functions should be investigated, as well as their variations (e.g. rotations, translations, different number of variables).
Various local search algorithms are available for fitness landscape determination that should be investigated. This is especially important in terms of their time complexity, since a very large number of evaluations may be needed for convergence, which can negate the performance gain in a suitable crossover choice.
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