We study curvature functionals for immersed 2-spheres in a compact, three-dimensional Riemannian manifold M . Under the assumption that the sectional curvature K M is strictly positive, we prove the existence of a smooth immersion f : S 2 → M minimizing the L 2 integral of the second fundamental form. Assuming instead that K M ≤ 2 and that there is some point x ∈ M with scalar curvature R M (x) > 6, we obtain a smooth minimizer f : S 2 → M for the functional 1 4 |H| 2 + 1, where H is the mean curvature.
Introduction
Let M be a three-dimensional, compact Riemannian manifold with metric h. For any immersed closed surface f : Σ ֒→ M with induced metric g = f * h and second fundamental form A, we consider the functional
We denote by H the mean curvature vector and by A • the tracefree component of A. The extrinsic curvature is related to the intrinsic curvature, i.e. the sectional curvature K g of the induced metric and the sectional curvature K M f of the tangent plane in T M , by the Gauß equation (2) 1 4
Integrating and using the Gauß-Bonnet theorem yields the well-known identities
where χ(Σ) is the Euler characteristic. For M = R 3 the functional E reduces to the classical Willmore energy given by (4) W (f ) = 1 4 Σ |H| 2 dµ g , more precisely we have E(f ) = 2W (f ) − 2πχ(Σ). In [Will] Willmore proved the inequality W (f ) ≥ 4π for all f : Σ → R 3 , with equality only for the round spheres.
In the present paper we study the problem of minimizing E(f ) in the class of immersed spheres in the Riemannian manifold M . Any totally geodesic f : S 2 → M is trivially a minimizer, but totally geodesic immersions do not always exist. For instance, there are no totally umbilic surfaces in the Berger spheres (except S 3 ), see [ST] . For appropriate parameters, these spheres have positive sectional curvature [Dan] . We prove the following existence result. Theorem 1.1. Let M be a compact, 3-dimensional Riemannian manifold. On the class [S 2 , M ] of smooth immersions f : S 2 → M , consider the functional
If M has sectional curvature K M > 0, then there exists a minimizer f in [S 2 , M ] for E.
We remark that our proof actually needs only the two conditions that inf [S 2 ,M] E(f ) < 4π and that the area is bounded along some minimizing sequence. We always have inf [S 2 ,M] E(f ) ≤ 4π, since the energy goes to 4π for a sequence of distance spheres shrinking to a point. Moreover, the strict inequality is necessary to rule out such a minimizing sequence. For example, if M has strictly negative sectional curvature then E(f ) > 4π for any sphere immersed into M by equation (3), and the infimum is not attained. Of course, the boundedness of the area along the minimizing sequence is also necessary, at least if we want subconvergence of the surface measures. The first condition will be settled using a local expansion around a point with strictly positive scalar curvature. The strong curvature assumption K M > 0 of Theorem 1.1 is used to obtain the upper area bound. Possibly, the situation when the area actually goes to infinity (in the case when K M is not strictly positive) can be studied using results of Hutchinson [Hu1] on curvature varifolds, see also [MonVar] .
In asymptotically flat 3-manifolds M , spheres which are critical points of related curvature functionals have been constructed recently by Mondino [Mon1, Mon2] and Lamm, Metzger & Schulze [LMS] , see also [LM] . They obtain the solutions as perturbations of round spheres using implicit function type arguments. In [SiL] L. Simon proved the existence of an embedded torus in R n , which minimizes the classical Willmore functional. Our approach implements his fundamental theory in the case of spheres immersed into the Riemannian manifold M . Recently, an alternative approach to Simon's theorem was developed by Rivière [Riv] .
We now briefly outline the contents of the paper. In Section 2, we gain some global control in terms of area and diameter bounds. For the lower diameter bound we use the bound inf E < 4π mentioned above. Local area bounds are then obtained by adapting Simon's monotonicity formula [SiL] . In Section 3 we prove Theorem 1.1. First we obtain a limiting measure as a candidate for the minimizer. Adapting the arguments of [SiL] to the Riemannian situation, we establish C 1,α ∩ W 2,2 regularity away from a finite set of bad points where the curvature significantly concentrates. If a closed surface in R 3 has Willmore energy below 8π, as is the case in [SiL] , then the area ratio is bounded below two by the monotonicity formula. Unfortunately, this involves a global argument which does not generalize immediately to our situation in M . We rule out the formation of branch points using the global bound inf E < 4π. This step involves a degree argument for the Gauß map, which does not extend to higher codimension. Eventually, we exclude all bad points and finally prove smoothness. The fact that the limiting measure comes from an immersed sphere is proved using a compactness result of Breuning [Breu] .
In the final section 4 we discuss the following variant of Theorem 1.1. Theorem 1.2. For a closed, three-dimensional Riemannian manifold M , consider on the class of immersions f : S 2 → M the functional
If M has sectional curvature K M ≤ 2 and moreover the scalar curvature R M (x) > 6 for some point x ∈ M , then there exists a smooth minimizer f in [S 2 , M ] for W 1 .
We remark that the curvature conditions in Theorem 1.2 can be fulfilled, for instance they hold for a round sphere S 3 (R) if
Global bounds for the minimizing sequence
Here we collect some basic information for minimizing sequences of the functional E: global and local upper area bounds and a lower diameter bound. The first observation, following directly from (3), is
Proposition 2.1. Let M be a compact Riemannian 3-manifold with sectional curvature K M > 0. Then, for any immersed, closed surface f : Σ ֒→ M the total area µ g (Σ) is bounded by
We next apply Simon's monotonicity formula in R m to show a local, quadratic area bound.
Lemma 2.2. Let f : Σ ֒→ M be a closed immersed surface in a compact 3-manifold, with W (f ) + µ g (Σ) ≤ Λ for some Λ < ∞.
Then for any x ∈ M , ρ > 0 we have an estimate µ g {p ∈ Σ : f (p) ∈ B ρ (x)} ≤ Cρ 2 , where C = C(Λ, M ).
Proof. By Nash's theorem, there is an isometric embedding I : M ֒→ R m for some m ∈ N. The second fundamental forms of f , I • f and I are related by the formula
Taking the trace and squaring yields for an orthonormal basis
Integrating we see that
Thus for any x ∈ M , we get from Simon's monotonicity formula, see (1.3) in [SiL] ,
with constant C depending on W (f ), µ g (Σ) and on max |A I |.
Next we state an asymptotic expansion for the energy E on geodesic spheres around a point x ∈ M , which follows from the well-known expansion of the metric in exponential coordinates. Since
2 |H| 2 , we may combine Proposition 3.1 in [Mon1] with Lemma 3.5 and Proposition 3.8 in [Mon2] to get the result. Note that for M = R 3 we always have E(f ) ≥ 4π, with equality only for round spheres, by [Will] . Lemma 2.3. Let M be a 3-dimensional Riemannian manifold. Then for geodesic spheres S ρ (x) = {y ∈ M : dist(y, x) = ρ} around x ∈ M we have the expansion
In particular, if the scalar curvature
At several points in this paper we work in local normal coordinates. The following lemma collects the relevant inequalities between the Riemannian and the coordinate quantities.
Lemma 2.4. Let h 1,2 be Riemannian metrics on a manifold M , with norms satisfying
For any smooth immersed surface f : Σ → M , the following inequalities hold with universal C < ∞:
is the covariant derivative with respect to the metric h i .
Proof. The statements (i) and (ii) are obvious. To compare the Jacobians of f with respect to h 1,2 , we use · g1 ≤ (1 + ε) · g2 and compute for v, w ∈ T p Σ with g 2 (v, w) = 0
This proves the inequality (iii). Next we compare the norms for a bilinear map B :
and putting w α = v α /λ α we obtain
the orthogonal projections onto the normal spaces with respect to h 1,2 . Then we have for any δ > 0 the estimate
This proves the inequality (iv).
The lower diameter bound follows by combining Proposition 2.1, Lemma 2.3 and the following fact.
Proposition 2.5. Let M be a compact Riemannian 3-manifold. Assume there is a minimizing sequence
Proof. After passing to a subsequence, we may assume that the f k (S 2 ) converge to a point x 0 ∈ M . For given ε ∈ (0, 1] we choose ρ > 0, such that in Riemann normal coordinates
We have f k (S 2 ) ⊂ B ρ (x 0 ) for large k. Denoting by A e , g e k the quantities with respect to the coordinate metric, we get from Willmore's inequality and Lemma 2.4
Since µ g k (Σ) ≤ C by assumption, we may let first k → ∞, then ε ց 0 and finally δ ց 0 to obtain lim inf
As the upper bound follows from Lemma 2.3, the lemma is proved.
Lemma 2.6. Let f : Σ → M be a closed immersed surface in a compact 3-manifold, and put Σ ρ (x 0 ) = f −1 (B ρ (x 0 )) for x 0 ∈ M and ρ > 0. There exist constants ρ 0 > 0 and C < ∞ depending only on M , such that for x 0 ∈ f (Σ) we have
Proof. Again, we use an isometric embedding
Now from [SiL] , we obtain for 0 < σ ≤ ρ/2 ≤ ρ 0 the estimate
This settles the inequality, if ρ ≥ 2σ. As the claim is trivial for ρ ∈ [σ, 2σ], the lemma is proved.
Lemma 2.7. Let M be a Riemannian 3-manifold, and f : Σ ֒→ M a closed immersed surface with
For any η > 0 there exist ρ 0 = ρ 0 (M, η) > 0 and C = C(M, Λ) < ∞, such that for any x 0 ∈ M , x ∈ B ρ0 (x 0 ) and 0 < ρ ≤ ρ 0 the following inequalities hold, where B e , g e , . . . are defined with respect to normal coordinates centered at x 0 :
|A e | 2 e dµ g e + Cρ 2 .
Proof. We can assume that the assumption of Lemma 2.4 is satisfied on B 2ρ0 (x 0 ) with ε = C(M )ρ 2 0 . The first two statements follow directly from that lemma. For (8) 
where θ f k is the multiplicity and g k is the induced metric.
By Proposition 2.1 we can assume (10) µ k → µ weakly as Radon measures.
Using this convergence and the monotonicity formula Lemma 2.6, it follows as in [SiL] that (11) spt µ k → spt µ in the Hausdorff distance sense.
This Hausdorff convergence, together with Lemma 2.3 and Proposition 2.5, implies that
When working in normal coordinates, we denote the Euclidean coordinate quantities with an index ′′ e ′′ , for example µ In order to prove regularity, we would like to apply Simon's Graphical Decomposition Lemma proved in [SiL] . The most important assumption is that the L 2 -norm of the second fundamental form is locally small, which we will need simultaneously for infinitely many k. Therefore we define the so called bad points with respect to a given ε > 0 in the following way: Define the Radon measures α k on M by
Since α k (M ) ≤ C, there exists a Radon measure α on M such that (after passing to a subsequence) α k → α weakly as Radon measures. It follows that spt α ⊂ spt µ and α(M ) ≤ C.
Definition 3.1. We define the bad points with respect to ε > 0 by
Remark 3.2. Since α(M ) ≤ C, there exist only finitely many bad points. Moreover if ξ 0 ∈ spt µ \ B ε , there exists a ρ 0 = ρ 0 (ξ 0 , ε) > 0 such that α(B ρ0 (ξ 0 )) < 2ε 2 , and since α k → α weakly we get
for k sufficiently large.
From now on fix a point ξ 0 ∈ spt µ \ B ε and choose normal coordinates around that point. In the following we will work in these fixed coordinates. Using the estimates in normal coordinates in Lemma 2.7 as well as Lemma 2.2, the next Lemma is easily derived.
Lemma 3.3. For ε ≤ ε 0 there exists a ρ 0 = ρ 0 (ξ 0 , ε) > 0 and a β = β(M ) > 0, such that for all ξ ∈ spt µ ∩ B 
Thanks to Lemma 3.3 we are in position to apply the Graphical Decomposition Lemma of Leon Simon (Lemma 2.1 in [SiL] ).
4 and for infinitely many k the following holds: There exist 2-dimensional planes
and where 
(ξ)) is the disjoint union of the sets U l k .
Moreover the following estimates hold:
Next we prove a lower 2-density bound for the minimizing sequence f k away from the bad points, which we will need later.
Proposition 3.5. For ε ≤ ε 0 there exists a ρ 0 = ρ 0 (ξ 0 , ε) > 0 and a constant C = C(M ) > 0, such that for all ξ ∈ spt µ ∩ B ρ0 (ξ 0 ) and all ρ ≤ ρ 0
Proof. Let ρ 0 = ρ 0 (ξ 0 , ε) > 0 as in Remark 3.2 and ξ ∈ B ρ 0 2 (ξ 0 ). It follows that B ρ 0 2 (ξ) ⊂ B ρ0 (ξ 0 ). Choose according to the Hausdorff distance sense convergence a sequence ξ k ∈ spt µ k such that ξ k → ξ. Therefore for given ρ ≤ ρ 0 and k sufficiently large it follows that B ρ
. Since the norm of the mean curvature can be estimated by the norm of the second fundamental form, we get from (13) for k sufficiently large
By letting σ → 0 in Lemma 2.6, it follows that
Choosing ε 2 0 ≤ 1 2C we get for k sufficiently large
≥ C > 0, and the rest of the Proposition follows from the weak convergence µ k → µ.
In the next step we estimate the L 2 -norm of the second fundamental form on small balls around the "good points". This estimate will help us to show that the candidate minimizer µ is actually the measure associated to C 1,α ∩ W 2,2 -graphs in a neighborhood around the good points.
where c < ∞ and α ∈ (0, 1) only depend on the manifold M .
Proof. Let ε ≤ ε 0 such that Lemma 3.3 and Lemma 3.4 hold. Let ρ 0 = ρ 0 (ξ 0 , ε) > 0 as before and apply the Graphical Decomposition Lemma for ρ ≤ ρ0 4 given by Lemma 3.4 to infinitely many k. For these k (surface index), l ∈ {1, . . . , M k } (slice index) and γ ∈ ρ 16 , 3ρ 32 define the set
From the estimates for the diameters of the pimples P k,l j and the C 1 -estimates for the graph functions u l k , it follows that
(ξ) for ε ≤ ε 0 and δ k sufficiently small.
From Lemma 5.2 it follows that there exists a set
Now let γ ∈ T l be arbitrary (it will be chosen later). We apply the Extension Lemma 5.1 given in the Appendix to get a function w
where dH 1 e is the 1-dimensional Euclidean Hausdorff measure.
Observe that, with an analogous argument as above using the estimates on w l k , we get
By exchanging for each
To simplify notation at this point and later in the paper we just write
More precisely we have to do the following: Choose a radius γ ′ > γ such that the disc D l k has a smooth graph representation by u l k on the annulus
. We define the smooth 2-manifold Σ by identifying x ∈ A and p ∈ S 2 \ f
It is easy to check that Σ is orientable and has cohomology H 1 (Σ) = 0, and hence Σ is diffeomorphic to S 2 . This constructs the desired
From the definition of γ we have that
, it easily follows from a simple Fubini-type argument as done in [SiL] that we can choose γ ∈ T l such that for every l, k
Now notice that for ε ≤ ε 0 (this follows from the estimates for u
We get that
By summing over l and using the uniform bound on M k it follows that (20)
Since f k is a minimizing sequence for the functional E we get
Using the estimates of Lemma 2.7 we finally get that
By adding c times the left hand side of this inequality to both sides ("hole-filling") we get that for all ρ ≤ ρ0 4 and infinitely many k
In view of Lemma 5.3 in the Appendix the present Lemma is proved.
Now we are able to show that, in a neighborhood of the good points, the limit measure µ is the Radon measure associated to C 1,α ∩W 2,2 -graphs. First we recall the setting shortly: We had that u
where λ > Define the quantity α k (ρ) by
and notice that by Lemma 3.6 and Lemma 3.3 we have
Moreover it follows from Lemma 3.4 that
Therefore for ε ≤ ε 0 we may apply the generalized Poincaré inequality Lemma 5.4 to the functions f
Now we have (24) we get that
Thus, in view of (23), we conclude that
Moreover, it trivially follows that u
≤ cρ 2 ≤ c. Therefore it follows that the sequence u l k is equicontinuous and uniformly bounded in
, and we get the existence of a function u
and such that the function u l ξ satisfies the estimates
Be aware that, a priori, the limit function might depend on the point ξ. Indeed, the sequence u l k depends on ξ since it comes from the Graphical Decomposition Lemma which is a local statement.
Observe that, up to subsequences, η
, and by lower-semicontinuity, estimate (27) implies that
Now we can prove the graphical representation of the limit measure µ.
where H 2 denotes the 2-dimensional Hausdorff measure of the Riemannian manifold M , and where each function u
is as above, in particular
Proof. First we claim that for all ρ ≤ ρ0 128 we have
where θ k is a signed measure with lim inf k→∞ of the total mass is smaller than min cρ 2+α , cερ 2 , i.e.
To prove the claim recall that the diameter estimates in Lemma 3.4, the quadratic area decay and the monotonicity formula Lemma 2.6 yield
Thus Lemma 3.6 yields for ρ ≤ ρ0 128
The Graphical Decomposition Lemma 3.4 yields
We have that θ
, and (29) follows.
Now by taking limits in the measure theoretic sense we claim that
where θ ξ is a signed measure with total mass smaller than min cρ 2+α , cε 
ρ (ξ)) (∂U ) = 0. Now in general it follows for the 2-dimensional Hausdorff measure of some C 0,1 -graph u that
where the coefficients A, B i , C ij just depend on the metric h and are uniformly bounded in terms of the manifold M . Especially for the coefficient A we have
where h ij are the coefficients of the metric h of M . Therefore we get that the coefficient A is bounded from below by a positive constant, namely there exists a constant c 0 > 0 such that
Using the L ∞ -bounds for the functions u l k and the coefficients A, B i , C ij , we get that
The Dominated Convergence Theorem yields
Now because of (32) and the bounds for the functions u l k and u l ξ it follows that for ε ≤ ε 0 
The first term goes to 0, again by the uniform convergence u
For the second term we have that
This follows from the L ∞ -bound for the function u l ξ . Therefore we get that
In view of (27) 
With (28) we get in the same way that
It remains to estimate the last term (3). It follows as above that
The first term goes to 0 as usual, and the second term is the same as above, which yields
After all we have finally shown that
whereθ k is a signed measure such that the lim inf k→∞ of the total mass is smaller that min cρ 2+α , cε
After passing to a subsequence,θ k converges weakly to some signed measureθ ξ with total mass smaller than min cρ 2+α , cε 1 4 ρ 2 . Assume thatθ ξ (∂U ) = 0. It follows thatθ k (U ) →θ ξ (U ), and therefore we get
3.) Since the θ k 's were signed measures such that the lim inf of the total mass ≤ min cρ 2+α , cερ 2 , they converge in the weak sense (after passing to a subsequence) to a signed measure θ ξ with total mass smaller than min cρ 2+α , cερ 2 . Assuming θ ξ (∂U ) = 0, it follows that θ k (U ) → θ ξ (U ).
Now by taking limits in (29) we get from 1.), 2.) and 3.) that
where θ ξ = θ ξ +θ ξ is a signed measure with total mass smaller than min cρ 2+α , cε (x)) ≥ cρ 2 . We get
By choosing ε ≤ ε 0 we conclude that
(z), indeed for ε ≤ ε 0 we get
As above we obtain µ(B (40) and (41) 
.
Since the right hand side converges to 1, this shows that D ( Up to now we have shown that, away from the bad points, the limit measure µ is locally given by C 0,1 -graphs with small gradient bounded by cε 1 6 . In the next step we will show, using the power decay in Lemma 3.6, that these graphs are actually C 1,α ∩ W 2,2 -graphs, and that the L 2 -norm of their Hessians satisfy a similar power decay.
Proposition 3.8. For ε ≤ ε 0 there exists a ρ 0 = ρ 0 (ξ 0 , ε) > 0 such that
Proof. By applying Lemma 3.7 to ξ = ξ 0 , we get that for ε ≤ ε 0 there exist
Because of the uniform bounds on the area and the Willmore energy of the immersions f k in the induced metric g k , it follows from Lemma 2.7 that, for ρ 0 maybe smaller, we have µ (ξ 0 ) defines an integral, rectifiable 2-varifold with uniformly bounded first variation. By a compactness result for varifolds (see [SiGMT] Since the norm of the mean curvature can be bounded by the norm of the second fundamental form, it follows from Lemma 3.6 and the lower semicontinuity above that for all ξ ∈ B e ρ0 (ξ 0 ) and all σ > 0 such that
By definition of the weak mean curvature and the graph representation of µ e it follows that the functions u l ξ0 are weak solutions to the weak mean curvature equation
where
Now first of all it follows from a standard difference quotient argument (see [GT] , Theorem 8.
ρ0 (ξ 0 )). By applying the weak mean curvature equation to a suitable test function and using the bounds on D u l ξ0 and the power decay of the Willmore energy above one gets for x ∈ B e ρ0 (ξ 0 )∩L l and all σ > 0 sufficiently small that
For details see [Schy] . Now again by "hole-filling" we get B e σ
for some θ ∈ (0, 1). Applying Lemma 5.3 we obtain (ii). Now it follows from a Lemma of Morrey (see [GT] , Theorem 7.
, and the Lemma is proved.
Therefore we have up to now shown that our limit measure µ can be written as C 1,α ∩ W 2,2 -graphs away from the bad points. Now we will handle the bad points B ε and prove a similar power decay as in Lemma 3.6 for balls around the bad points. From this decay it will follow that the set of bad points is actually empty. Since the bad points are discrete and since we want to prove a local decay, we assume that there is only one bad point ξ 0 , and we will again work in normal coordinates around that point.
We will start with a technical but useful Lemma.
Lemma 3.9. Consider normal coordinates centered in ξ 0 on a neighborhood U ⊂ M . For x ∈ U let p ∈ f −1 k ({x}) be a preimage of x and consider the tangent space T p f k . We denote with (T p f k ) ⊥e the orthogonal complement in the normal coordinates, and with ⊥ e the projection on (T p f k ) ⊥e . Then for every ǫ > 0 there exists a ρ 0 = ρ 0 (ξ 0 , ε) > 0, such that for ρ < ρ 0 and k sufficiently large
Proof. By Nash's Embedding Theorem we can assume that M ⊂ R p is isometrically embedded for some p. Therefore the sequence {f k } k∈N can also be seen as a sequence of immersions in R p . Then Proposition 2.1 and the uniform bound on the Willmore energy [SiL] there exists a ρ 0 > 0 such that for ρ < ρ0 4 and k sufficiently large
2 . Now it's easy to see
where R(ρ) → 0 as ρ → 0. Therefore, by choosing ρ 0 sufficiently small such that for ρ < ρ 0 we have
ρ0 (ξ 0 ), we obtain the result. Now remember Definition 3.1 of the bad points. It follows that there exists a ρ 0 = ρ 0 (ξ 0 , ε) > 0 such that for ρ < ρ 0 and k sufficiently large
By choosing ρ 0 smaller if necessary it follows from Lemma 2.7 that
Moreover we get for ρ < ρ 0 and k sufficiently large that
and therefore, by choosing ρ 0 smaller if necessary, we get a contradiction to the lower diameter bound given in (12).
Let z ∈ spt µ k ∩ ∂B 
where 
Remark 3.10. Notice that z ∈ spt µ k ∩ ∂B (ξ 0 ) and I is a universal constant. From this it follows that there exist points {z
Now denote by
From the above inclusion, the universal bound on J k , the graphical decomposition from above and the universal bound on
where c is a universal constant independent on k and ρ.
In the next step we show that
To prove this notice that Proposition 3.5 and Lemma 2.7 imply
Moreover notice that
where B k was defined in Lemma 3.9. This follows from the graphical decomposition above, the diameter estimates for the sets P k,l j , the area estimate concerning the set B k and (53).
Define the perturbed planeL
(z)). Now Pythagoras yields |y − πLl
Therefore by triangle inequality we finally get (52).
6 ρ, we may assume (after translation) that ξ 0 ∈ L l k for all l ∈ {1, . . . , M k (z)} and k without changing the estimates for the functions u
Now we have that either the point z lies in one of the graphs or can be connected to one of the graphs.
Without loss of generality we may assume that this graph corresponds to the function u 1 k . Subsequently we will work only with this function u 1 k , which is defined on some part of the plane L 1 with some discs d 1 k,m removed. We will therefore drop the index 1. Define the set
It follows from the diameter estimates and the selection principle in [SiL] that for ε ≤ ε 0 there exists a τ ∈ ρ 64 ,
such that τ ∈ T k (z) for infinitely many k.
Since ξ 0 ∈ L, it follows from the choice of τ that for ε ≤ ε 0
Using the L ∞ -estimates for u k , we get for ε ≤ ε 0 that
Therefore we can again apply the Graphical Decomposition Lemma to the points z i,k . Thus we get that
where the usual properties and estimates holds.
Now we have again that the points z i,k either lie in one of the graphs u l i,k or can be connected to one of them. Without loss of generality let this be the graph corresponding to u 1 i,k . We will again drop the upper index. Since z i,k ∈ graph u k it follows that dist(z i,k , L) ≤ cε 1 6 ρ and that graph u i,k is connected to graph u k . Since the L ∞ -norms of u k and u i,k and their derivatives are small, we may assume (after translation and rotation as done before) that L i,k = L.
By continuing with this procedure we get after a finite number of steps, depending not on ρ and k, an open cover of ∂B 
Now it can happen that after one "walk-around" we do not end up in the same disc of spt µ k ∩ B e ρ 32 (z) which contains the point z. But then we can proceed in a similar way and do another "walk-around". Now by construction, the "flatness" of the involved graph functions and the diameter bounds for the discs, every "walk-around" corresponds to a part of spt µ k with an area that is bounded from below by cρ 2 , where c is a universal constant independent of k and ρ. On the other hand we have that µ e k (B e ρ (ξ 0 )) ≤ cρ 2 . It follows that after a finite number of "walk-arounds" (which is bounded by a universal constant) we have to get back to the disc of spt µ k ∩ B e ρ 32 (z) which contains the point z.
We summarize the above procedure and the resulting properties in the following remark. 
where the d p k,m are closed discs in
We may assume without loss of generality that the discs d p k,m are pairwise disjoint, since otherwise we can exchange two intersecting discs by one disc whose diameter is smaller than the sum of the diameters of the intersecting discs. Now let ρ ≤ ρ 0 and define the set
Again it follows from the diameter bounds, a simple Fubini argument and Lemma 5.2 that there exists a σ ∈ 3 4 − 1 256 ρ,
For such a σ denote by
σ (ξ 0 )). By Remark 3.10, we get that Q k is bounded by a universal constant which is independent of k and ρ.
Lemma 3.12. Suppose that
for some δ > 0 (which holds in our case by Lemma 2.3). Then for ε ≤ ε 0 eachΣ q k is a topological disc, and moreover k p = 1 for all 1 ≤ p ≤ P k .
Proof. Fix k ∈ N. First of all we construct a new immersed surfaceΣ k such that (μ k denotes the associated Radon measure)
To defineΣ k recall Remark 3.11 and notice that p,m diam d 
k , and where again R p denotes a rotation such that R p (R 2 ) = L p . Namely we just "flattened out" the components Σ 
Observe that by construction,Σ k is an immersed surface given by an immersion
follows directly. To prove property (ii) notice that
Now the first integral on the right hand side can be estimated by
Thus property (ii) follows by summing over 1 ≤ p ≤ P k ≤ c.
Now denote by N :Σ k → S 2 the Gauß-map and notice that N is constant on each end. Therefore the degree of the Gauß-map deg(N ) is half the Euler characteristic, and it follows from Gauß-Bonnet that deg(N ) = 1 4π
Therefore we get that, using (ii) above,
On the other hand it follows from the assumptions and Lemma 2.7 that
by choosing ρ 0 smaller if necessary. Since deg(N ) ∈ Z, it follows for ε ≤ ε 0 that (55) B e σ (ξ0)
Now by the choice of σ we have for all p = 1, . . . , P k that
where each γ p is a closed, immersed smooth curve and where P k is bounded by a universal constant. By construction and the choice of σ we have that γ p ∩ j P k,p j = ∅, therefore (see the almost graph representation of Σ p k above) γ p is almost a flat circle of radius σ which can be parametrized on the interval [0, 2πk p ). After some computations it follows from the choice of σ that (where κ denotes the geodesic curvature) and therefore it follows from the bound on P k that (56) ∂B e σ (ξ0)
κ ds e k − 2π
Now the Euler characteristic ofΣ
q k is given by
where b q is the number of boundary components ofΣ q k and g q is the genus of the closed surface which arises by gluing b q topological discs. Especially we have b q ≥ 1 and
By summing over q we get that the Euler characteristic of
Since Q k ≤ P k , we finally get that
Since 2(Q k − g) − P k ∈ N, it follows for ε ≤ ε 0 that P k = 2(Q k − g) − P k . Since Q k ≤ P k we get that Q k = P k and g = 0. Thus g q = 0 and b q = 1 for all q. This yields that the Euler characteristic ofΣ q k is 1 and therefore eachΣ q k is a topological disc. Moreover the estimate above yields k p = 1.
Now define the sets
By the diameter estimates for the discs d 
According to the Lemma 5.1, let w 
and we can do exactly the same as in the proof of Lemma 3.6 to get the same power decay as for the good points, but now for balls around the bad points. But by definition the bad points do not allow a decay like this, and therefore we have proved that there are no bad points.
Up to now we have shown that the limit measure µ is locally given by C 1,α ∩ W 2,2 -graphs. In the next step we show that there exists a C 1,α ∩ W 2,2 -immersion f : S 2 ֒→ M such that µ is the Radon measure associated to this immersion f . To prove this we will apply a result of Breuning [Breu] , which involves so called generalized (r, λ)-immersions (for the Definition see Definition 5.5).
For that recall Lemma 3.4 and Lemma 3.7, namely for every ξ ∈ spt µ there exist a radius r ξ > 0 and a natural number K ξ ∈ N such that 
For ξ ∈ spt µ let ρ ξ := sup{r ξ > 0 such that (i) and (ii) holds}. Since spt µ is compact, it follows that ρ := inf{ρ ξ : ξ ∈ spt µ} > 0. Notice that (i) and (ii) holds for ρ instead of r ξ .
By compactness of spt µ there exist {ξ 1 , . . . , ξ I } ⊂ spt µ such that spt µ ⊂
(ξ i ). From the Hausdorff distance sense convergence it also follows that
(ξ i ) for k sufficiently large.
ρ (ξ i ) . By the diameter estimates for the P k,l,i j and the selection principle 5.2 there exists aρ 2 ∈ (
for all i ∈ {1, . . . , I} and infinitely many k. 2 ≤ cερ, which follows from the diameter estimates for the discs. Notice that by the choice ofρ, no pimple intersects ∂B ē ρ (ξ 1 ), and we obtain a new
Of course we still have that
Moreover the above area estimate yields µ
6 + δ k , where δ k → 0. By construction of the limit graphs representing µ (see the part after Lemma 3.6 and Lemma 3.7) we have that w k,1 l → u l,1 uniformly, where u l,1 are the graph functions representing µ, namely µ B Observe that f
, and because of the C 1 -estimates for w k,1 l and u k,2 l and the diameter estimate for the pimples, these functions can be written as graphs over the planes L 2 l satisfying analogous estimates. We conclude that f Repeating the above procedure I times we obtain a C 1,1 -immersionf 
Now we show thatf
is an open cover of spt µ. By Lebesgue's Lemma there exists the Lebesgue numberρ > 0 such that for every ξ ∈ spt µ we have B ẽ ρ (ξ) ⊂ B ē ρ (ξ i ) for some i ∈ {1, . . . , I}. Now observe that alsof k (S 2 ) converges to spt µ in the Hausdorff distance sense (which follows from the uniform convergence of the corresponding graphs), thus Bρ
ρ (ξ i ) for some i. Therefore by construction off k we havẽ 
Finally we show that f satisfies the Euler-Lagrange equation and is smooth. First we prove
A standard approximation argument implies that the right hand side equals the infimum inf [S 2 ,M] E(f ) among smooth immersions. Therefore, (59) follows if we prove the lower semicontinuity of the functional, i.e.
For this we employ results about curvature varifolds due to Hutchinson [Hu1] . For convenience of the reader, we recall the main points. For an open set
loc (Σ, U ) be a properly immersed surface with induced metric g. For any vector field Y ∈ C 1 c (Σ, R n ) we have the first variation formula
We define a vector-valued bilinear form B(p) :
The integral 2-varifold V f induced by f on G 2 (U ) = U × G(2, p) has weight measure µ f = H 2 θ f , where θ f (x) = #f −1 {x} is the multiplicity function, and we have
Following Section 5.2 in [Hu1] , we show that V f has generalized curvature given by
We put B = 0 outside f (Σ). To prove the claim we must verify that (62)
This will follow from the first variation identity above, recalling that T x µ f exists for µ f -almost every x ∈ U , and hence
Secondly,
Similarly,
G2(U)
B ii (x), X(x, P ) dV f (x, P ) = Σ B ii (p), X(G f (p)) dµ g (p).
To calculate B, we first observe that B(N, · ) = 0 if N is normal along f . We further calculate
In particular B ii = H which completes the proof of (62). We will also need that B ∈ L 1 loc (µ f ) is uniquely determined by (62), see [Hu1] , Proposition 5.2.2.
Next consider a sequence of varifolds V k → V weakly in G 2 (U ), and functions ψ k ∈ L 2 (V k , R m ) with
Define the linear functionals Λ k :
By the Banach-Alaoglu theorem, we have Λ k → Λ in C 
Thus Λ extends continuously to L 2 (V, R m ) and hence ψ ∈ L 2 (V, R m ). Moreover, for any η ∈ C 0 c (U, R + 0 ) we get by Cauchy-Schwarz To compute the Euler-Lagrange equation, let f ∈ W 2,2 ∩ C 1,α (U, R 3 ), f (x) = (x, u(x)), be a graph given in local coordinates in M . The functional E(f ) is then given by
where h = h ij is the Riemannian metric on M , and g αβ = (h • f )(∂ α f, ∂ β f ),
Here Γ = Γ We see that a bound for Du implies an ellipticity condition
It is now straightforward to check that the Euler-Lagrange equation satisfies all the conditions of Lemma 3.2 in [SiL] , provided that Du is bounded. Hence we get that u belongs locally to W 3,2 ∩ C 2,α for some α > 0, and that the L 2 integral of D 3 u satisfies a power decay. As in [SiL] we can refer to [MCB] to conclude that u is in fact smooth. Therefore Theorem 1.1 is proved.
Proof of Theorem 1.2
The proof of Theorem 1.2, namely the problem of minimizing the functional
in the class of immersions f : S 2 ֒→ M , where M is a closed, three-dimensional Riemannian manifold with sectional curvature K M ≤ 2 and moreover R M (x) > 6 for some point x ∈ M , is very similar to the proof of Theorem 1.1. Here we summarize the different steps of the proof and point out the differences to the proof of Theorem 1.1.
Again we use the concept of minimizing sequences. Therefore let f k : S 2 ֒→ M be a minimizing sequence of immersed closed surfaces for the functional W 1 and denote by µ k the Radon measure on M associated to f k . Obviously we have that µ k (M ) ≤ W 1 (f k ) ≤ C uniformly in k. Therefore there exists a Radon measure µ on M such that, up to subsequences, (63) µ k → µ weakly as Radon measures, and as before the monotonicity formula Lemma 2.6 yields (64) spt µ k → spt µ in the Hausdorff distance sense.
Observe that, since R M (x) > 6 for some point x ∈ M , it follows similar to Lemma 2.3 that
W 1 (f ) < 4π.
Appendix

Some useful Lemmas
In this subsection we state some useful results we need for proving regularity. Lemma 5.1 is an extension result adapted to the cut-and-paste procedure we use and is proved in [Schy] .
Lemma 5.1. Let L be a 2-dimensional plane in R n , x 0 ∈ L and u ∈ C ∞ U, L ⊥ , where U ⊂ L is an open neighborhood of L ∩ ∂B ρ (x 0 ). Moreover let | D u| ≤ c in U . Then there exists a function w ∈ C ∞ (B ρ (x 0 ), L ⊥ ) with the following properties:
1.) w = u and ∂w ∂ν = ∂u ∂ν on ∂B ρ (x 0 ),
4.)
where dH 1 is the 1-dimensional Euclidean Hausdorff measure.
The second lemma is a useful selection principle proved in [SiL] .
Lemma 5.2. Let δ > 0, I ⊂ R a bounded interval and A k ⊂ I, k ∈ N, measurable sets with L 1 (A k ) ≥ δ for all k. Then there exists a set A ⊂ I with L 1 (A) ≥ δ, such that each point x ∈ A lies in A k for infinitely many k.
The third lemma is a decay result we need to get the power decay for the L 2 -norm of the second fundamental form in Lemma 3.6. The last statement is a generalized Poincaré inequality proved in [SiL] . and L 1 (p 2 (E)) ≤ δ, where p 1 is the projection onto the x-axis and p 2 is the projection onto the y-axis. Then for any f ∈ C 1 (Ω) there exists a point (x 0 , y 0 ) ∈ Ω such that
where C is an absolute constant.
