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Abstract
The expected present value of dividends is one of the classical stability criteria in actuarial risk theory. In this context,
numerous papers considered threshold (refractive) and barrier (reflective) dividend strategies. These were shown to
be optimal in a number of different contexts for bounded and unbounded payout rates, respectively.
In this paper, motivated by the behaviour of some dividend paying stock exchange companies, we determine the
optimal dividend strategy when both continuous (refractive) and lump sum (reflective) dividends can be paid at any
time, and if they are subject to different transaction rates.
We consider the general family of spectrally positive Le´vy processes. Using scale functions, we obtain explicit
formulas for the expected present value of dividends until ruin, with a penalty at ruin. We develop a verification
lemma, and show that a two-layer (a, b) strategy is optimal. Such a strategy pays continuous dividends when the
surplus exceeds level a > 0, and all of the excess over b > a as lump sum dividend payments. Results are illustrated.
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1. Introduction
Actuarial surplus models were originally developed by pioneers Lundberg (1909) and Crame´r (1930, 1955). The
classical surplus model is hence referred to as the ‘Crame´r-Lundberg’ model. Its ‘dual’ model (see Mazza and Rullie`re,
2004; Avanzi, Gerber, and Shiu, 2007) has gained considerable traction in recent years. Besides its intrisic interest,
useful links and synergies to the Crame´r-Lundberg model can be found (see, e.g. Afonso, Cardoso, and dos Reis,
2013, and also Remark 3.1).
In this paper, we focus on the development of a new type of optimal dividend strategies in the dual model. While
the probability of ruin is the traditional measure of stability (see Asmussen and Albrecher (2010) for a comprehensive
reference and Bu¨hlmann (1970) for a description of the stability problem), an alternative criterion was introduced by
de Finetti (1957). Bruno de Finetti argued the surplus should not implicitly be assumed to go to infinity when studying
the probability of ruin—the only way for the probability of ruin not to be certain is for the surplus to grow to infinity.
Recognising that surplus leakages were bound to happen, he suggested to study their expected present value instead.
This led to a very prolific literature (see Albrecher and Thonhauser, 2009; Avanzi, 2009, for comprehensive reviews).
∗Corresponding author.
Email addresses: b.avanzi@unsw.edu.au (Benjamin Avanzi), jluis.garmendia@cimat.mx (Jose´-Luis Pe´rez),
bernard.wong@unsw.edu.au (Bernard Wong), kyamazak@kansai-u.ac.jp (Kazutoshi Yamazaki)
October 11, 2018
ar
X
iv
:1
60
7.
01
90
2v
2 
 [m
ath
.O
C]
  3
 N
ov
 20
16
One has to determine when and how much dividends to pay—the answer to which is referred to as a dividend
strategy. Traditionally, researchers focused on determining the dividend strategy that maximises the expected present
value of dividends (without modifications). Main references are Gerber (1969); Loeffen (2008) for the Crame´r-
Lundberg model, and Bayraktar and Egami (2008); Avanzi, Shen, and Wong (2011); Bayraktar, Kyprianou, and
Yamazaki (2013) for the dual model. In absence of fixed transaction costs, such optimal strategies are often of the
barrier (more generally, band) type if dividend payouts are not constrained (see Bayraktar, Kyprianou, and Yamazaki,
2013, for the dual model), and of threshold type if dividend payouts are subject to a maximum payment rate (see Yin
and Wen, 2013). These two main types lead to reflection or refraction strategies, respectively; see also Gerber and
Shiu (2006). In presence of fixed transaction costs, impulse strategies appear (see, e.g. Bayraktar, Kyprianou, and
Yamazaki, 2014).
Often, reflection and refraction strategies are studied separately. However, a combination of both can be observed
sometimes in practice, and can be justified from an economic point of view; see also Gerber and Loisel (2012), who
argue that companies often have distribution strategies that have barrier and threshold components. In essence, the
dividend optimisation determines whether surplus dollars are best distributed now, or kept for generating dividends
in the future. The existence of a surplus (a buffer) is justified by the existence of frictional costs between capital
injections and dividends. In other words, the existence of transaction costs (taxes, financial intermediaries, delays)
mean that one should minimise any back and forth movements between companies and their investors. Because of
this, if there is not much free money available (if the surplus is low) then it makes sense to minimise distribution. If
there is a healthy cushion (arguably the most frequent situation) then a regular flow of dividends can be distributed. If
there is a lot of excess money available (due to a particularly profitable year of operation), diminishing marginal profit
returns suggest that any excess beyond that comfortable cushion should be distributed to investors.
The situation we just described is likely to occur when gains follow a stochastic behaviour such as in the dual
model. Examples include discovery, commission-based, and mining companies. For instance, in the global mining
industry, both BHP Billiton and Rio Tinto (which correspond to two of the largest listed mining companies globally),
have declared dividend policies that involve both refractive and reflective components (BHP Billiton, 2016; Rio Tinto,
2016). Indeed, BHP Billiton states the following in its dividend policy declaration (BHP Billiton, 2016): “The Board
will assess, every reporting period, the ability to pay amounts additional to the minimum payment, in accordance
with the capital allocation framework.” This behaviour is clearly observed in practice. In the United States, ‘extra
dividends’ are often paid on top of regular dividends. In this instance, we interpret regular dividends as continuous
payments that would be paid under the refraction regime, whereas extra payments are reflective payments. Addition-
ally, ‘extra’ dividends have the advantage of not being considered regular (by definition), which presents advantages as
investors expect stable, nondecreasing dividend payments (see, e.g., Avanzi, Tu, and Wong, 2016, and the references
therein). Any increase in regular dividends would likely be locked in.
The central question in this paper is how to define the three areas described above in an optimal way. The first area
corresponds to no dividend payment, the second to a steady flow of payments—a refraction area, and the third area
corresponds to an excess lump sum payment area—a reflection area. The boundaries between the three areas will be
denoted a and b > a. The reason for the name of “two-layer (a, b) dividend strategy” is now transparent, as there are
two dividend paying layers: (i) between a and b, where dividends are paid continuously and are subject to a maximum
payout rate, and (ii) above b, where all excess dividends are immediately paid as lump sum dividends to bring back
the surplus to level b.
As explained earlier, it is very inefficient to distribute money and then raise money again if needed. This is why a
money buffer—the surplus—is required. The mathematical way of defining this inefficiency is via transaction costs.
Along those lines, it can be arguable that the cost of a barrier type dividend (modelled as costs based on a singular
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component of dividend payments) would be higher than the cost of a threshold type dividend (modelled as costs based
on the absolutely continuous component). Furthermore, extra dividends have a signalling effect in that they may be
interpreted as an indirect commitment to higher returns in future years.
The two-layer (a, b) strategy was first considered by Ng (2010), who investigated the present value of dividends
under a combined threshold and barrier strategy for the compound Poisson dual model, although the issue of optimality
was not considered. This is also related to the multilayer dividend strategy (see, e.g. Albrecher and Hartinger, 2007).
We consider the much more general case of a spectrally positive Le´vy process, and investigate the optimality of the
two-layer strategy. We show that the global optimality of such a strategy will depend on the relative level of expenses
for the different types of dividend payments. The possibility of the optimal strategy involving liquidation, or with
persistent refraction but no liquidation, is also highlighted.
Numerical examples are further used to obtain additional insights. First, we consider a compound Poisson dual
model with diffusion and phase-type jumps, that admits an analytical form of scale function; see also Appendix
A.1. In particular, our problem is a mixture of the cases with only reflective and refractive dividend payments as in
Bayraktar, Kyprianou, and Yamazaki (2014) and Yin and Wen (2013) in the dual model. We confirm through a series
of numerical examples that the solutions approach to those in Bayraktar, Kyprianou, and Yamazaki (2014) and Yin
and Wen (2013) as the parameters describing the problem approach to some limits. Then with exponential jumps
and no diffusion (such as in Avanzi, Gerber, and Shiu, 2007, for instance), we study the impact of the volatility of
stochastic gains on the optimal dividend strategy.
The paper is arranged as follows. In section 2 the surplus model is formally introduced. A useful link between our
model and a version of the optimal dividend problem with additional capital injection of threshold-type (with ruin) is
also made. Section 3 introduces the two-layer (a, b) strategy formally and develops explicit formulas for the expected
present value of dividends until ruin and payoff at ruin with the help of scale functions. Existence and uniqueness of
optimal parameters (a∗, b∗), which satisfy certain smoothness conditions, are established in Section 4. A verification
lemma is developed in Section 5, which is subsequently used to show that the two-layer (a∗, b∗) strategy is indeed
optimal. Numerical illustrations are discussed in Section 6. Section 7 concludes.
2. Model
2.1. Surplus model
We consider the surplus Y = (Yt; t ≥ 0) which is a Le´vy process defined on a probability space (Ω,F ,P). For
x ∈ R, we denote by Px the law of Y when it starts at x and write for convenience P in place of P0. Accordingly,
we write Ex and E for the associated expectation operators. We shall assume throughout that Y is spectrally positive,
meaning here that it has no negative jumps and that it is not a subordinator. This allows us to define the Laplace
exponent ψY (θ) : [0,∞)→ R, i.e.
E
[
e−θYt
]
=: eψY (θ)t, t, θ ≥ 0,
given by the Le´vy-Khintchine formula
ψY (θ) := γY θ +
σ2
2
θ2 +
∫
(0,∞)
(
e−θx − 1 + θx1{x<1}
)
Π(dx), θ ≥ 0, (2.1)
where γY ∈ R, σ ≥ 0, and Π is a measure on (0,∞) called the Le´vy measure of Y that satisfies∫
(0,∞)
(1 ∧ x2)Π(dx) <∞.
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It is well-known that Y has paths of bounded variation if and only if σ = 0 and
∫
(0,1)
xΠ(dx) <∞; in this case,
Y can be written as
Yt = −cY t+ St, t ≥ 0,
where
cY := γY +
∫
(0,1)
xΠ(dx) (2.2)
and where (St; t ≥ 0) is a driftless subordinator. Note that necessarily cY > 0, since we have ruled out the case that
Y has monotone paths. Its Laplace exponent is given by
ψY (θ) = cY θ +
∫
(0,∞)
(
e−θx − 1)Π(dx), θ ≥ 0.
2.2. Introduction of dividends
A dividend strategy is a pair pi := (Apit , S
pi
t ; t ≥ 0) of nondecreasing, right-continuous, and adapted processes
(with respect to the filtration generated by Y ) such that Api0− = S
pi
0− = 0. In addition, with δ > 0 fixed, we require
that Api is absolutely continuous with respect to the Lebesgue measure of the form Apit =
∫ t
0
apisds, t ≥ 0, with api
restricted to take values in [0, δ] uniformly in time. The controlled risk process becomes
Upit := Yt −Apit − Spit , t ≥ 0.
Here and throughout the paper, let ∆ζt = ζt − ζt− for any process ζ. Let A be the set of all admissible strategies that
satisfy the above conditions and
∆Spit ≤ Upit− + ∆Yt, t ≥ 0.
Proportional costs are incurred for Api and Spi , and are denoted εA and εS , respectively. As explained in the introduc-
tion, we assume that the former is less than the latter:
εA < εS ,
with net dividend rates
βA := 1− εA > 1− εS =: βS ,
respectively. We additionally assume εS < 1 so that βA > βS > 0. Note that εA, εS could technically be negative.
We want to maximize over all admissible strategies pi the total expected dividends until ruin less transaction costs
and terminal payoff ρ˜ ∈ R (more precisely a penalty if negative): with q > 0,
Vpi(x) := Ex
(
βA
∫ σpi
0
e−qtapit dt+ βS
∫
[0,σpi ]
e−qtdSpit + ρ˜e
−qσpi
)
, x ≥ 0, (2.3)
where
σpi := inf{t > 0 : Upit < 0},
is the time to ruin. Here and throughout the paper, let inf ∅ =∞.
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For the rest of the paper, for notational convenience we will consider the equivalent problem of maximizing
vpi(x) :=
Vpi(x)
βA
= Ex
(∫ σpi
0
e−qtapit dt+ β
∫
[0,σpi ]
e−qtdSpit + ρe
−qσpi
)
, x ≥ 0, (2.4)
where β := βS/βA ∈ (0, 1) and ρ := ρ˜/βA ∈ R. Our objective is to compute the value function
v(x) = sup
pi∈A
vpi(x), x ≥ 0,
and obtain the optimal strategy that attains it, if such a strategy exists. It is clear that βAv(x) = suppi∈A Vpi(x), which
are both maximized by the same strategy.
For the rest of the paper, we assume that the expected profit per unit of time (drift of the surplus before dividends)
E[Y1] = −ψ′Y (0+) <∞, (2.5)
so that the considered problem will have nontrivial solutions.
Remark 2.1. There are alternative ways of interpreting the two-layer (a, b) strategy. Assume that the deterministic
drift in the middle layer is the actual expense rate. The top layer corresponds then to a ‘traditional’ barrier strategy.
The main difference is in the bottom layer, where the drift is effectively pushed up by continuous capital injections. As
shown below, maximisation of dividends net of capital injections in this context is a problem which is equivalent to
that considered in this paper.
The underlying surplus process is again a spectrally positive Le´vy process Yˆ . The strategy is given by a pair
ϑ = (Lϑ, Sϑ) where Lϑ models the capital injection while Sϑ models the (usual) dividend. We require that Lϑ (as in
Api above) is absolutely continuous with respect to the Lebesgue measure of the form Lϑt =
∫ t
0
lϑs ds, t ≥ 0, with lϑ
restricted to take values in [0, δ] uniformly in time. The controlled surplus process is then Uϑt = Yˆt−Sϑt + Lˆϑt , t ≥ 0.
The problem is to maximize, over all admissible strategies ϑ, the total dividend until ruin less capital injection
with additional terminal payoff: for βA > βS and ρˆ ∈ R,
Vˆϑ(x) := Ex
(
βS
∫
[0,σϑ]
e−qtdSϑt − βA
∫ σϑ
0
e−qtlϑt dt+ ρˆe
−qσϑ
)
, x ≥ 0,
where
σϑ := inf{t > 0 : Uϑt < 0}.
This can be easily transformed to the problem of maximizing (2.3) above. To see this, define
Yt := Yˆt + δt and Aϑt := δt− Lϑt , t ≥ 0.
Then Uϑt = (Yˆt + δt)− Sϑt + (Lˆϑt − δt) = Yt − Sϑt −Aϑt and for all x ≥ 0
Vˆϑ(x) = Ex
(
βS
∫
[0,σϑ]
e−qtdSϑt + βA
∫ σϑ
0
e−qtdAϑt − βAδ
∫ σϑ
0
e−qtdt+ ρˆe−qσ
ϑ
)
= Ex
(
βS
∫
[0,σϑ]
e−qtdSϑt + βA
∫ σϑ
0
e−qtdAϑt + ρ˜e
−qσϑ
)
− βAδ
q
,
with ρ˜ = ρˆ+ βAδ/q. In other words, the problem reduces to maximizing (2.3). Here, for Y to be a spectrally positive
Le´vy process (so that it is not a subordinator), it is required, when σ = 0, the drift parameter cˆY of Yˆ must be larger
than δ.
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3. The two-layer (a, b) strategy
The objective of this paper is to show the optimality of what we call the two-layer (a, b) strategy for a suitable
choice of (a, b). In this section, we shall first define the strategy and compute the expected present value (2.4) under
this strategy. Toward this end, we give a brief review of the refracted-reflected Le´vy process of Pe´rez and Yamazaki
(2015) and also the scale function.
3.1. Definition of the two-layer (a, b) strategy
We conjecture that the type of strategy that will maximise (2.3) is such that
1. (no-dividend area) dividends are not paid when the surplus is less than some level a ≥ 0;
2. (refractive area) dividends are paid continuously at maximum rate δ when the surplus is more than a, but less
than b > a;
3. (reflective area) dividends are paid as a lump sum such that the process is reflected at b if the process exceeds b;
in other words, any excess is immediately paid as a lump sum.
Such a strategy will be called a two-layer (a, b) strategy and is denoted by pia,b throughout this paper. This is illustrated
on the left hand side of Figure 1.
Remark 3.1. It is remarkable that maximisation of (2.3) as discussed in this paper is a problem that is intimately
related to the maximisation of dividends under a threshold strategy in a spectrally negative model with (forced)
capital injections. This is because one controlled sample path is a reflection of the other; see Figure 1. Thanks to
this nice property, some quantities can be drawn directly from Pe´rez and Yamazaki (2015) after appropriate change
of variables. Note that neither optimal strategy parameters nor optimality of the strategy were considered in Pe´rez
and Yamazaki (2015). In any case, optimisation would be different, because ruin occurs in this paper’s framework,
whereas it never occurs in the framework of Pe´rez and Yamazaki (2015).
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Figure 1: A sample path of Ua,b under a two-layer (a, b) strategy (left), and its corresponding spectrally negative refracted-reflected Le´vy process
U˜0,b−a ≡ b− Ua,b (right) as in (3.5).
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3.2. Surplus after dividends
The controlled surplus process, after the distribution of dividends according to a two-layer (a, b) strategy, is
denoted by
Ua,bt = Yt −Aa,bt − Sa,bt , t ≥ 0, (3.1)
where Aa,bt and S
a,b
t are the (cumulative) amounts of dividends collected until t ≥ 0 in the refractive and reflective
areas, respectively. In particular, we can write
Aa,bt := δ
∫ t
0
1{Ua,bs >a}ds, t ≥ 0.
These processes are well-defined by the following arguments.
For fixed δ > 0 and a ≥ 0, the refracted spectrally positive Le´vy processH is defined as the unique strong solution
to the stochastic differential equation (SDE)
Ht = Yt − δ
∫ t
0
1{Hs>a}ds, t ≥ 0; (3.2)
see Kyprianou and Loeffen (2010) for the spectrally negative Le´vy case and Pe´rez and Yamazaki (2016) for the
discussion on the existence/uniqueness for the spectrally positive case. Informally speaking, a linear drift at rate δ
is subtracted from the increments of the underlying Le´vy process Y whenever it exceeds a. As a result, the process
moves like Y below a, and above a it moves like a drift-changed process
Xt := Yt − δt, t ≥ 0. (3.3)
We also define, for the process X , the Le´vy process reflected at the upper boundary b > a given by
Vt := Xt − sup
0≤s≤t
(Xs − b) ∨ 0. (3.4)
The supremum term pushes the process downward whenever it attempts to up-cross the level b; as a result the process
only takes values on (−∞, b].
The process Ua,b in (3.1) is a concatenation of the refracted process H and the reflected process V . It is well-
defined because it is exactly the dual of the process recently considered in Pe´rez and Yamazaki (2015); see also
Remark 3.1. To be more precise, we can write
Ua,bt = b− U˜0,b−at , t ≥ 0, (3.5)
where U˜0,b−a corresponds to a refracted-reflected Le´vy process of Pe´rez and Yamazaki (2015), driven by the spec-
trally negative Le´vy process −X that is reflected from below at 0 and refracted at the threshold b − a. It admits a
decomposition
U˜0,b−at = −Xt − A˜0,b−at + S˜0,b−at , t ≥ 0,
where we can write
A˜0,b−at = δ
∫ t
0
1{U˜0,b−as >b−a}ds, t ≥ 0,
and where S˜0,b−a pushes the process upward so that it does not go below zero. In other words, below b− a, it moves
like a reflected process driven by−X while, above b−a, it moves like a spectrally negative Le´vy process−Y . Figure
1 shows the pathwise relation (3.5) between Ua,b and U˜0,b−a.
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For the rest of this paper, let, for all 0 ≤ a < b and x ≥ 0, the expected present value of dividends and additional
terminal payoff (2.4) under the two-layer (a, b) strategy be denoted
va,b(x) := Ex
(∫ σa,b
0
e−qtdAa,bt + β
∫
[0,σa,b]
e−qtdSa,bt + ρe
−qσa,b
)
, (3.6)
with its ruin time
σa,b := σ
pia,b = inf{t > 0 : Ua,bt < 0}.
By the relationship (3.5) and the results in Pe´rez and Yamazaki (2015), this can be computed explicitly. To this end,
we first review scale functions.
3.3. Scale functions
Scale functions are the primary tool to derive (3.6). We review some of the most relevant results in this section, so
that we can easily refer to them later. For a comprehensive discussion on the scale function and its applications, we
refer the reader to Kyprianou (2006) and Kuznetsov, Kyprianou, and Rivero (2013).
Fix q > 0. We use W(q) and W (q), respectively, for the scale functions of the spectrally negative Le´vy processes
−Y and −X (see (3.3) for the latter). These are the mappings from R to [0,∞) that take value zero on the negative
half-line, while on the positive half-line they are continuous and strictly increasing functions that are defined by their
Laplace transforms: ∫ ∞
0
e−θxW(q)(x)dx =
1
ψY (θ)− q , θ > ϕ(q),∫ ∞
0
e−θxW (q)(x)dx =
1
ψX(θ)− q , θ > Φ(q),
(3.7)
where ψY is defined in (2.1), ψX(θ) := ψY (θ) + δθ, θ ≥ 0, is the Laplace exponent for X , and
ϕ(q) := sup{λ ≥ 0 : ψY (λ) = q} and Φ(q) := sup{λ ≥ 0 : ψX(λ) = q}.
By the strict convexity of ψY , we derive the inequality ϕ(q) > Φ(q) > 0. We also define cX and γX for ψX
analogously to cY and γY .
We also define, for x ∈ R,
W(q)(x) :=
∫ x
0
W(q)(y)dy,
Z(q)(x) := 1 + qW(q)(x),
Z(q)(x) :=
∫ x
0
Z(q)(z)dz = x+ q
∫ x
0
∫ z
0
W(q)(w)dwdz.
Noting that W(q)(x) = 0 for −∞ < x < 0, we have
W(q)(x) = 0, Z(q)(x) = 1, and Z(q)(x) = x, x ≤ 0. (3.8)
In addition, we define W
(q)
, Z(q) and Z
(q)
analogously for −X .
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Regarding their asymptotic values as x ↓ 0 we have, as in Lemmas 3.1 and 3.2 of Kuznetsov, Kyprianou, and
Rivero (2013),
W(q)(0) =
{
0 if Y is of unbounded variation,
c−1Y if Y is of bounded variation,
W (q)(0) =
{
0 if X is of unbounded variation,
c−1X if X is of bounded variation,
(3.9)
and
W(q)′(0+) := lim
x↓0
W(q)′(x+) =

2
σ2 if σ > 0,
∞ if σ = 0 and Π(0,∞) =∞,
q+Π(0,∞)
c2Y
if σ = 0 and Π(0,∞) <∞,
W (q)′(0+) := lim
x↓0
W (q)′(x+) =

2
σ2 if σ > 0,
∞ if σ = 0 and Π(0,∞) =∞,
q+Π(0,∞)
c2X
if σ = 0 and Π(0,∞) <∞.
Remark 3.2. Scale functions are reasonably smooth. Indeed, if Y is of unbounded variation or the Le´vy measure is
atomless, it is known that W(q) and W (q) are C1(R\{0}). For more comprehensive results on smoothness of scale
functions, see Chan, Kyprianou, and Savov (2011).
3.4. Expected present value of dividends with terminal payoff/penalty
We shall now obtain the expected present value of dividends and terminal payoff/penalty (3.6) using the scale
function. Define, for all z, c ∈ R,
r(q)c (z) := Z
(q)(z) + qδ
∫ z
c
W(q)(z − y)W (q)(y)dy,
r˜(q)c (z) := R
(q)(z) + δ
∫ z
c
W(q)(z − y)Z(q)(y)dy,
with
R(q)(z) := Z
(q)
(z) +
ψ′X(0+)
q
, z ∈ R.
The following is a direct consequence of the results obtained in Pe´rez and Yamazaki (2015).
Lemma 3.1. For all 0 ≤ a < b and x ≥ 0, we have
va,b(x) = −Γ(a, b)
q
r
(q)
b−a(b− x)
r
(q)
b−a(b)
+
δ
q
Z(q)(a− x)− βr˜(q)b−a(b− x), (3.10)
where we define, for 0 ≤ a ≤ b,
Γ(a, b) := δZ(q)(a)− qρ− qβr˜(q)b−a(b). (3.11)
In particular for x ≥ b, va,b(x) = β(x− b) + va,b(b).
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Proof. Let E˜b−x be the expectation under which U˜0,b−a0− = −X0 = −Y0 = b− x and
τ˜+b := inf{t > 0 : U˜0,b−at > b};
see also Figure 1. Using the relation (3.5) and Proposition 5.1 in Pe´rez and Yamazaki (2015), we obtain that
Ex
(∫
[0,σa,b]
e−qtdSa,bt
)
= E˜b−x
(∫
[0,τ˜+b ]
e−qtdS˜0,b−at
)
= r˜
(q)
b−a(b)
r
(q)
b−a(b− x)
r
(q)
b−a(b)
− r˜(q)b−a(b− x). (3.12)
Also, by Corollary 4.2 of Pe´rez and Yamazaki (2015),
Ex
(
e−qσa,b
)
= E˜b−x
(
e−qτ˜
+
b
)
=
r
(q)
b−a(b− x)
r
(q)
b−a(b)
.
In a similar way, by using the proof of Corollaries 4.2 and 4.3 in Pe´rez and Yamazaki (2015),
Ex
(∫
[0,σa,b]
e−qtdAa,bt
)
= δE˜b−x
(∫
[0,τ˜+b ]
e−qtdt
)
− E˜b−x
(∫
[0,τ˜+b ]
e−qtdA˜0,b−at
)
=
δ
q
− δ
q
Z(q)(a)
r
(q)
b−a(b− x)
r
(q)
b−a(b)
+ δW(q)(a− x).
Putting the pieces together we obtain the result.
Note that for all 0 ≤ a < b and x ∈ R,
r
(q)
b−a(b− x) = Z(q)(b− x) + qδ
∫ a−x
0
W(q)(y)W (q)(b− x− y)dy,
r˜
(q)
b−a(b− x) = R(q)(b− x) + δ
∫ a−x
0
W(q)(y)Z(q)(b− x− y)dy,
where in particular
r
(q)
b−a(b) = Z
(q)(b) + qδ
∫ a
0
W(q)(y)W (q)(b− y)dy,
r˜
(q)
b−a(b) = R
(q)(b) + δ
∫ a
0
W(q)(y)Z(q)(b− y)dy.
These results are useful in the later sections.
4. Optimal layer levels (a∗, b∗)
Based on our conjecture that a two-layer (a, b) strategy is optimal, the first step is to identify the candidates (a∗, b∗)
so that the degree of smoothness of va∗,b∗ at these points increases by one. As we will see in the verification step, this
will guarantee that the slope of va∗,b∗ becomes 1 at a∗ and β at b∗.
4.1. Smooth fit conditions
We will find conditions on the thresholds a and b to ensure that the function va,b as in (3.10) is smooth enough.
This translates into the requirement that it is continuously differentiable in the bounded variation case, and that it is
twice continuously differentiable in the unbounded variation case.
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We begin by computing the first derivative of (3.10). By the continuity of the scale function on (0,∞), the function
va,b is differentiable on (0,∞)\{a∗, b∗} with
v′a,b(x) =
Γ(a, b)
q
r
(q)′
b−a(b− x)
r
(q)
b−a(b)
− δW(q)(a− x) + βr˜(q)′b−a(b− x). (4.1)
Here, for x ∈ (0,∞)\{a∗, b∗},
r
(q)′
b−a(b− x) = q
[
W (q)(b− x) + δ
(
W(q)(0)W (q)(b− x) +
∫ a
x
W(q)′(u− x)W (q)(b− u)du
)
1{x<a}
]
,
r˜
(q)′
b−a(b− x) = Z(q)(b− x) + δ
(
W(q)(0)Z(q)(b− x) +
∫ a
x
W(q)′(u− x)Z(q)(b− u)du
)
1{x<a},
and, in particular,
r
(q)′
b−a(0+) = qW
(q)(0), r˜
(q)′
b−a(0+) = 1, (4.2)
and, for all b > a ≥ 0,
r
(q)′
b−a((b− a)+)− r(q)′b−a((b− a)−) = qδW (q)(b− a)W(q)(0),
r˜
(q)′
b−a((b− a)+)− r˜(q)′b−a((b− a)−) = δW(q)(0)Z(q)(b− a).
(4.3)
Furthermore, for the case of unbounded variation where W (q) and W(q) are both differentiable on R\{0} by Remark
3.2, the function va,b is twice-differentiable on (0,∞)\{a∗, b∗} with
v′′a,b(x) = −
Γ(a, b)
q
r
(q)′′
b−a (b− x)
r
(q)
b−a(b)
+ δW(q)′(a− x)− βr˜(q)′′b−a (b− x). (4.4)
Here, integration by parts gives, for x ∈ (0,∞)\{a∗, b∗},
r
(q)′′
b−a (b− x) = q
[
W (q)′(b− x) + δ
(
W(q)′(a− x)W (q)(b− a) +
∫ a
x
W(q)′(u− x)W (q)′(b− u)du
)
1{x<a}
]
,
r˜
(q)′′
b−a (b− x) = qW (q)(b− x) + δ
(
W(q)′(a− x)Z(q)(b− a) +
∫ a
x
W(q)′(u− x)Z(q)′(b− u)du
)
1{x<a},
(4.5)
and, in particular,
r
(q)′′
b−a (0+) = qW
(q)′(0+), r˜(q)′′b−a (0+) = qW
(q)(0) = 0, (4.6)
and, for all b > a ≥ 0,
r
(q)′′
b−a ((b− a)+)− r(q)′′b−a ((b− a)−) = qδW(q)′(0+)W (q)(b− a),
r˜
(q)′′
b−a ((b− a)+)− r˜(q)′′b−a ((b− a)−) = δW(q)′(0+)Z(q)(b− a).
(4.7)
Using these, we pursue the pair (a, b) such that the va,b becomes smoother at a and b.
Smoothness at b: By (4.1) and (4.2),
v′a,b(b−) =
W (q)(0)
r
(q)
b−a(b)
Γ(a, b) + β and v′a,b(b+) = β.
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By this and (3.9), the continuous differentiability holds (i.e., v′a,b(b−) = v′a,b(b+) = β) for any choice of (a, b)
for the unbounded variation case while, in the bounded variation case, it holds if and only if
Cb : Γ(a, b) = 0 (4.8)
holds. For the unbounded variation case we further pursue twice continuous differentiability. By (4.4) and (4.6),
v′′a,b(b−) = −
Γ(a, b)
r
(q)
b−a(b)
W (q)′(0+) and v′′a,b(b+) = 0,
and hence the twice continuous differentiability holds (i.e., v′′a,b(b−) = v′′a,b(b+) = 0) if and only if (4.8) holds.
Smoothness at a: Regarding the differentiability at a, if a > 0, by (4.1) and (4.3),
v′a,b(a−)− v′a,b(a+) = δW(q)(0)
[
Γ(a, b)
W (q)(b− a)
r
(q)
b−a(b)
− βγ(a, b)
]
,
where we define, for 0 ≤ a < b,
γ(a, b) := β−1 − Z(q)(b− a). (4.9)
Hence the continuous differentiability at a holds automatically for the case of unbounded variation, while for
the case of bounded variation (by (3.9)) it holds on condition that
Ca :
W (q)(b− a)
r
(q)
b−a(b)
Γ(a, b)− βγ(a, b) = 0. (4.10)
In the unbounded variation case we further pursue twice continuous differentiability. By (4.4) and (4.7), if
a > 0,
v′′a,b(a−)− v′′a,b(a+) = −δW(q)′(0+)
[
Γ(a, b)
W (q)(b− a)
r
(q)
b−a(b)
− βγ(a, b)
]
.
Hence, the twice continuous differentiability at a holds if and only if (4.10) holds.
Note that, if (4.8) holds, then condition (4.10) simplifies to
C′a : γ(a, b) = 0. (4.11)
In summary, we have the following lemma.
Lemma 4.1. 1. For 0 ≤ a < b, if condition Cb as in (4.8) holds, then va,b is continuously differentiable (resp.
twice continuously differentiable) at b when Y has paths of bounded (resp. unbounded) variation.
2. For 0 < a < b, if condition Ca as in (4.10) holds, then va,b is continuously differentiable (resp. twice continu-
ously differentiable) at a when Y has paths of bounded (resp. unbounded) variation.
4.2. Existence and uniqueness of optimal layer levels (a∗, b∗)
We shall now pursue our candidate optimal two-layer (a∗, b∗) that simultaneously satisfies conditions Ca and Cb
(and hence C′a) when a
∗ > 0 and b∗ > 0, respectively. We will see that a∗ = 0 and/or b∗ = 0 can happen and in this
case Ca and/or Cb do not necessarily hold: these correspond to the persistent refraction and liquidation strategies,
respectively.
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The key observation here is that the functions Γ(·, ·) and γ(·, ·) as in (3.11) and (4.9), respectively, are related by
the following:
∂
∂a
Γ(a, b) = δqW(q)(a)− qβδW(q)(a)Z(q)(b− a) = δqβW(q)(a)γ(a, b). (4.12)
Because δqβW(q)(a), for a > 0, is positive, if we can find a pair (a∗, b∗) such that the curve a 7→ Γ(a, b∗) gets
tangent to the x-axis at a∗ > 0, then necessarily Γ(a∗, b∗) = γ(a∗, b∗) = 0. See the plots of Figure 2 in Section 6.
Now, for each fixed b ≥ 0, we consider the function
Γ(·, b) : a 7→ Γ(a, b), a ∈ [0, b).
In view of (4.9), γ(·, b) : a 7→ γ(a, b) is monotonically increasing on [0, b] and ends at
γ(b−, b) = β−1 − 1 > 0.
Hence, in view of the relation (4.12), Γ(·, b) on [0, b] is either (1) decreasing and then increasing or (2) increasing.
This implies that its minimum
Γ(b) := min
0≤a≤b
Γ(a, b), (4.13)
is attained at, say a(b), which is, for the case (1), the local minimizer aˆ such that γ(aˆ, b) = 0 or, for the case (2), zero.
On the other hand, because
∂
∂b
Γ(a, b) = −qβr(q)b−a(b) < 0, 0 ≤ a < b, (4.14)
we must have that Γ(b) is monotonically (strictly) decreasing and continuous in b ≥ 0.
In view of these, we first start at b = 0 and increase b until we attain the desired pair (a∗, b∗). More precisely, we
first compute for the case b = 0:
Γ(0) = Γ(0, 0) = δ − qρ− βψ′X(0+).
(i) For the case Γ(0) ≤ 0, we set a∗ = b∗ = 0.
(ii) Otherwise we shall increase the value of b until we get b∗ such that Γ(b∗) = 0. Because (4.14) gives a bound:
max
0≤a≤b
∂
∂b
Γ(a, b) ≤ −qβ < 0,
it is clear that Γ(b)
b↑∞−−−→ −∞. Hence, there are two scenarios:
(ii-1) Γ(b∗) = min0≤a≤b∗ Γ(a, b∗) = 0 is attained at zero: then we set a∗ = 0;
(ii-2) Γ(b∗) = min0≤a≤b∗ Γ(a, b∗) = 0 is attained at a local minimum, which we call a∗.
In both cases (ii-1) and (ii-2), the pair (a∗, b∗) satisfyCb. In addition, for (ii-1), we must have that Γ(·, b∗) is increasing
(or γ(·, b∗) ≥ 0) on [0, b∗] and hence
γ(a∗, b∗) = γ(0, b∗) = β−1 − Z(q)(b∗) ≥ 0.
For (ii-2), Ca (and hence C′a as well) holds.
We summarize these in the following lemma.
Lemma 4.2. There exist a pair (a∗, b∗) such that one of the following holds.
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(i) a∗ = b∗ = 0 and Γ(0) = δ − qρ− βψ′X(0+) ≤ 0.
(ii-1) a∗ = 0 < b∗ such that Γ(a∗, b∗) = 0 and β−1 − Z(q)(b∗) ≥ 0, and Γ(0) > 0.
(ii-2) 0 < a∗ < b∗ such that Γ(a∗, b∗) = γ(a∗, b∗) = 0, and Γ(0) > 0.
In fact, the criteria for (ii-1) and (ii-2) can be concisely given as follows. When Γ(0) > 0, we can define the
unique root of Γ(0, b0) = 0, which is explicitly written:
b0 := (Z
(q)
)−1
(δ − qρ
qβ
− ψ
′
X(0+)
q
)
.
By construction, a∗ > 0 if and only if Γ(b0) < 0. This holds if and only if Γ(·, b0) attains a local minimum—
γ(aˆ, b0) = β
−1 − Z(q)(b0 − aˆ) = 0 for some aˆ ∈ (0, b0), or equivalently b0 > (Z(q))−1(β−1). In sum, we have the
following.
Remark 4.1. When Γ(0) > 0, (ii-1) holds if b0 ≤ (Z(q))−1(β−1) and (ii-2) holds otherwise. For both cases, we have
b0 ∧ (Z(q))−1(β−1) ≤ b∗ ≤ b0.
Remark 4.2. Interestingly, in the formulation (2.3), the condition expressed in case (i) in Lemma 4.2 can be rewritten
as
βA
δ
q
+ βS
µX
q
≤ ρ˜, (4.15)
where µX = −ψ′X(0+) is the drift of the process X (after payment of continuous dividends). Equation (4.15)
considers the expected present value of net dividends coming from refractive and reflective dividends (respectively),
as opposed to the terminal payoff/penalty.
5. Optimality of the two-layer (a∗, b∗) strategy
For the selected layer levels (a∗, b∗), the form of va∗,b∗ can be written concisely. For b∗ > 0 (i.e. the case (ii)),
because Cb as in (4.8) holds, (3.10) simplifies to
va∗,b∗(x) =
δ
q
Z(q)(a∗ − x)− βr˜(q)b∗−a∗(b∗ − x), x ≥ 0, (5.1)
where in particular
va∗,b∗(x) =
δ
q
− βR(q)(b∗ − x), a∗ ≤ x, (5.2)
va∗,b∗(x) = β
(
x− b∗ − ψ
′
X(0+)
q
)
+
δ
q
, x ≥ b∗. (5.3)
On the other hand, for a∗ = b∗ = 0 (i.e. the case (i)),
v0,0(x) = βx+ ρ, x ≥ 0. (5.4)
For both cases, it can be confirmed that
va∗,b∗(0) = lim
x↓0
va∗,b∗(x) = ρ. (5.5)
We shall now show the optimality of the two-layer (a∗, b∗) strategy. To this end, we first obtain the verification
lemma and then show that the candidate value function va∗,b∗ solves the required variational inequalities.
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5.1. Verification lemma
We call a measurable function g sufficiently smooth if g is C1(0,∞) (resp. C2(0,∞)) when X has paths of
bounded (resp. unbounded) variation. We let LY be the operator for Y acting on a sufficiently smooth function g,
defined by
LY g(x) := −γY g′(x) + σ
2
2
g′′(x) +
∫
(0,∞)
[g(x+ z)− g(x)− g′(x)z1{0<z<1}]Π(dz). (5.6)
Lemma 5.1 (Verification lemma). Suppose pˆi is an admissible dividend strategy such that vpˆi is sufficiently smooth on
(0,∞), and satisfies
sup
0≤r≤δ
(
(LY − q)vpˆi(x)− rv′pˆi(x) + r
) ≤ 0, x > 0,
v′pˆi(x) ≥ β, x > 0.
(5.7)
In addition suppose ρ = vpˆi(0) ≤ limx↓0 vpˆi(x). Then vpˆi(x) = v(x) for all x ≥ 0 and hence pˆi is an optimal strategy.
Proof. By the definition of v as a supremum, it follows that vpˆi(x) ≤ v(x) for all x ≥ 0. We write w := vpˆi and show
that w(x) ≥ vpi(x) for all pi ∈ A and x ≥ 0. Fix pi ∈ A.
Let (Tn)n∈N be the sequence of stopping times defined by Tn := inf
{
t > 0 : Upit > n or U
pi
t <
1
n
}
. Since Upi
is a semi-martingale and w is sufficiently smooth on (0,∞) by assumption, we can use the change of variables/Itoˆ’s
formula (see Theorems II.31 and II.32 of Protter, 2005) to the stopped process (e−q(t∧Tn)w(Upit∧Tn); t ≥ 0) to deduce
under Px that
e−q(t∧Tn)w(Upit∧Tn)− w(x) =−
∫ t∧Tn
0
e−qsqw(Upis−)ds+
∫
[0,t∧Tn]
e−qsw′(Upis−)d(Ys −Apis )
−
∫ t∧Tn
0
e−qsw′(Upis−)dS
pi,c
s −
∑
0≤s≤t∧Tn
e−qs∆w(Upis− + ∆S
pi
s )
+
σ2
2
∫ t∧Tn
0
e−qsw′′(Upis−)ds+
∑
0≤s≤t∧Tn
e−qs[∆w(Upis− + ∆Ys)− w′(Upis−)∆Ys],
where we use the following notation: ∆w(ζs) := w(ζs) − w(ζs−) and ζc for the continuous part for any process ζ.
Rewriting the above equation leads to
e−q(t∧Tn)w(Upit∧Tn)− w(x) =
∫ t∧Tn
0
e−qs(LY − q)w(Upis−)ds
−
∫ t∧Tn
0
e−qsw′(Upis−)dA
pi
s −
∫ t∧Tn
0
e−qsw′(Upis−)dS
pi,c
s −
∑
0≤s≤t∧Tn
e−qs∆w(Upis− + ∆S
pi
s ) +Mt∧Tn
where
Mt :=
∫ t
0
σe−qsw′(Upis−)dBs + lim
ε↓0
∫
[0,t]
∫
(ε,1)
e−qsw′(Upis−)y(N(ds× dy)−Π(dy)ds)
+
∫
[0,t]
∫
(0,∞)
e−qs(w(Upis− + y)− w(Upis−)− w′(Upis−)y1{y∈(0,1)})(N(ds× dy)−Π(dy)ds), t ≥ 0,
(5.8)
where (Bs; s ≥ 0) is a standard Brownian motion andN is a Poisson random measure in the measure space ([0,∞)×
(0,∞),B[0,∞)× B(0,∞),ds×Π(dx)).
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Hence we derive that
w(x) =−
∫ t∧Tn
0
e−qs
[
(LY − q)w(Upis−)− apisw′(Upis−) + apis
]
ds
+
∫ t∧Tn
0
e−qsw′(Upis−)dS
pi,c
s +
∑
0≤s≤t∧Tn
e−qs∆w(Upis− + ∆S
pi
s )
+
∫ t∧Tn
0
e−qsapisds−Mt∧Tn + e−q(t∧Tn)w(Upit∧Tn).
Using the assumption (5.7) and apis ∈ [0, δ] a.s. for all s ≥ 0, we have
w(x) ≥
∫ t∧Tn
0
e−qsapisds+ β
∫
[0,t∧Tn]
e−qsdSpis −Mt∧Tn + e−q(t∧Tn)w(Upit∧Tn). (5.9)
In addition by the compensation formula (see Corollary 4.6 of Kyprianou, 2006), (Mt∧Tn : t ≥ 0) is a zero-mean
Px-martingale. On the other hand,
Ex
(
e−q(t∧Tn)w(Upit∧Tn)
)
= Ex
(
1{t<Tn}e
−qtw(Upit )
)
+ Ex
(
1{t>Tn}e
−qTnw(UpiTn)
)
,
where the former vanishes as t → ∞ because w is bounded on [0, n]. For the latter for sufficiently large n such that
w(n) > 0 (note that w(∞) =∞), we have, because ρ = w(0) ≤ limx↓0 w(x), x ≥ 0, by assumption,
Ex
(
1{t>Tn}e
−qTnw(UpiTn)
)
= Ex
(
1{t>Tn,UpiTn≤1/n}e
−qTnw(UpiTn)
)
+ Ex
(
1{t>Tn,UpiTn>n}e
−qTnw(UpiTn)
)
≥ Ex
(
1{t>Tn,UpiTn≤1/n}e
−qTnw(UpiTn)
)
.
By dominated convergence and because Tn converges to σpi a.s., we have
lim
t,n→∞Ex
(
1{t>Tn,UpiTn≤1/n}e
−qTnw(UpiTn)
) ≥ ρE(e−qσpi ).
In sum,
lim inf
t,n→∞ Ex
(
e−q(t∧Tn)w(Upit∧Tn)
) ≥ ρE(e−qσpi ). (5.10)
Now taking expectations in (5.9) and letting t and n go to infinity (Tn ↗ ∞ Px-a.s.), the monotone convergence
theorem and (5.10) give
w(x) ≥ Ex
(∫ σpi
0
e−qsapisds+ β
∫
[0,σpi ]
e−qsdSpis + ρe
−qσpi
)
= vpi(x).
This completes the proof.
5.2. Proof of optimality
We shall now show that the function va∗,b∗ satisfies all the requirements given in Lemma 5.1. We shall first see
that the function va∗,b∗ is concave with its slope v′a∗,b∗(a
∗) = 1 and v′a∗,b∗(b
∗) = β, respectively, when a∗ > 0 and
b∗ > 0.
Lemma 5.2. The function va∗,b∗ is concave and the following holds:
1. For x > a∗, we have β ≤ v′a∗,b∗(x) ≤ 1;
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2. For 0 < x < a∗, we have v′a∗,b∗(x) ≥ 1 > β.
Proof. The case b∗ = 0 holds trivially in view of (5.4). Hence, we focus on the case b∗ > 0. By (4.1) and (4.8),
v′a∗,b∗(x) = −δW(q)(a∗ − x) + βr˜(q)′b∗−a∗(b∗ − x), x > 0,
and, differentiating it,
v′′a∗,b∗(x) = δW(q)′(a∗ − x)− βr˜(q)′′b∗−a∗(b∗ − x), x ∈ (0,∞)\{a∗, b∗}.
In particular, for x > a∗, by (4.5),
v′′a∗,b∗(x) = −qβW (q)(b∗ − x) ≤ 0, (5.11)
and, if a∗ > 0 (which means C′a is satisfied) for x < a
∗, by (4.5) and (4.11),
v′′a∗,b∗(x) = −β
(
qW (q)(b∗ − x) + δ
∫ a∗
x
W(q)′(u− x)Z(q)′(b∗ − u)du
)
≤ 0. (5.12)
This shows that va∗,b∗ is concave on (0, b∗). This can be extended to (0,∞) by the continuous differentiability at
b∗ as in Lemma 4.1 and v′a∗,b∗(x) = β for x > b
∗.
To show (1) and (2), by the obtained concavity and va∗,b∗(b∗) = β, it is left to show for the case a∗ > 0 that
v′a∗,b∗(a
∗) = 1 and for the case a∗ = 0 that v′0,b∗(0+) ≤ 1. Indeed, for the former, by (4.11), v′a∗,b∗(a∗) =
βZ(q)(b∗ − a∗) = 1. For the latter, by Lemma 4.2 (ii-1), v′0,b∗(0+) = βZ(q)(b∗) ≤ 1.
We shall now compute the generator terms appearing in the variational inequalities. Toward this end, we use
the following lemma, which is a direct consequence of the well-known results that can be shown by the martingale
arguments. Similarly to LY as in (5.6), let LX be the operator for X acting on sufficiently smooth function g, defined
by
LXg(x) := LY g(x)− δg′(x) = −γXg′(x) + σ
2
2
g′′(x) +
∫
(0,∞)
[g(x+ z)− g(x)− g′(x)z1{0<z<1}]Π(dz).
Lemma 5.3. (i) For x < a∗, (LY − q)Z(q)(a∗ − x) = 0. (ii) For x < b∗, (LX − q)R(q)(b∗ − x) = 0. (iii) For
x < b¯ ≤ b∗, (LY − q)
( ∫ b¯
x
W(q)(u− x)Z(q)(b∗ − u)du) = Z(q)(b∗ − x).
Proof. (i) and (ii) hold immediately by, for instance, the proof of Theorem 2.1 in Bayraktar, Kyprianou, and Yamazaki
(2013). (iii) holds by applying the result in the proof of Lemma 4.5 in Egami and Yamazaki (2013).
Using this, we have the following lemma.
Lemma 5.4. (i) Suppose a∗ > 0. For 0 < x < a∗, we have (LY − q)va∗,b∗(x) = 0.
(ii) Suppose b∗ > 0. For a∗ < x < b∗, we have (LX − q)va∗,b∗(x) + δ = 0.
(iii) For x > b∗, (LX − q)va∗,b∗(x) + δ ≤ 0.
Proof. (i) We first rewrite (5.1) as
va∗,b∗(x) =
δZ(q)(a∗ − x)
q
− β
(
R(q)(b∗ − x) + δ
∫ a∗
x
W(q)(u− x)Z(q)(b∗ − u)du
)
.
17
We notice that by Lemma 5.3 (ii)
(LY − q)R(q)(b∗ − x) = −δZ(q)(b∗ − x).
Recall also Lemma 5.3 (i) and (iii). Putting the pieces together, we have the result.
(ii) In view of the form (5.2), Lemma 5.3 (ii) shows the result.
(iii) When b∗ > 0, by (5.3), for x > b∗,
(LX − q)va∗,b∗(x) = −βψ′X(0+)− βq(x− b∗)− δ + βψ′X(0+)
= −δ − βq(x− b∗) ≤ −δ.
When b∗ = 0, by Lemma 4.2 (i), δ − qρ− βψ′X(0+) ≤ 0 and hence, for x > 0,
(LX − q)v0,0(x) = −βψ′X(0+)− (βqx+ qρ) ≤ −δ.
Using the above lemmas, we now confirm that va∗,b∗ satisfies the variational inequalities (5.7). First, proceeding
like in the proof of Lemma 6 in Kyprianou, Loeffen, and Pe´rez (2012) (see also the proof of Lemma 4.3 of Herna´ndez-
Herna´ndez, Pe´rez, and Yamazaki, 2016), Lemmas 5.2 and 5.4 imply the first item of (5.7). The second item of (5.7)
is immediate by Lemma 5.2. Finally, (5.5) guarantees the last requirement in the lemma. Therefore we have our main
result as follows.
Theorem 5.1. The two-layer (a∗, b∗) strategy for (a∗, b∗) selected as in Lemma 4.2 is optimal, and the value function
is given by v(x) = va∗,b∗(x) for all 0 ≤ x <∞.
5.3. Convergence results
We conclude this section with some asymptotic results with respect to the parameters β and δ. Here, we show in
the limit that the absolutely continuous control Aa
∗,b∗ and/or the singular control Sa
∗,b∗ will vanish or get persistent;
i.e. (b∗ − a∗) → 0, b∗ → ∞ or a∗ → 0. Motivated by these results, we confirm numerically in the next section
the convergence of the optimal solutions to those in Bayraktar, Kyprianou, and Yamazaki (2014) and Yin and Wen
(2013).
Recall as in Lemma 4.2 that b∗ > 0 if and only if Γ(0) = δ − qρ− βψ′X(0+) > 0.
(i) Limits as β ↓ 0 (i.e. βS ↓ 0): Note that Γ(0) β↓0−−→ δ − qρ. Here, we are comparing the sizes of ρ (the liquidation
value) and δ/q (the value from the refractive barrier; see also Remark 4.2). When β is approaching 0, it does not
make sense to keep paying reflective dividends any more. Therefore, a decision between paying only refractive
dividends (b∗ →∞), and liquidating (b∗ = 0) has to be made. We have:
1. Suppose qρ/δ < 1. For sufficiently small β > 0, Γ(0) > 0 and hence b∗ > 0 by Lemma 4.2. In view
of Remark 4.1, because both b0 and (Z(q))−1(β−1) go to infinity as β ↓ 0, we must have b∗ β↓0−−→ ∞. In
words, the value of refractive dividends is greater than that of liquidating.
2. Suppose qρ/δ > 1. For sufficiently small β > 0, we must have Γ(0) ≤ 0, and hence a∗ = b∗ = 0. In
words, the value of liquidating is greater than that of refractive dividends.
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3. Suppose qρ/δ = 1 and ψ′X(0+) < 0. Then, Γ(0) > 0 and hence b
∗ > 0. In view of Remark 4.1,
because b0 = (Z
(q)
)−1(−ψ′X(0+)/q) (which does not depend on β) and (Z(q))−1(β−1)
β↓0−−→ ∞, we
must have that b∗
β↓0−−→ (Z(q))−1(−ψ′X(0+)/q). This also shows that a∗
β↓0−−→ 0. In this case, both the
values are equal. Furthermore, the drift in the refractive layer µX = −ψ′X(0+) is greater than 0 (positive
drift). Therefore, there is value in trying to harvest those positive prospects. It is then optimal to distribute
refractive dividends as much as we can, until ruin, i.e. a∗ = 0.
4. Suppose qρ/δ = 1 and ψ′X(0+) ≥ 0. Then for β > 0, we must have δ − qρ− βψ′X(0+) ≤ 0. Hence, by
Lemma 4.2, a∗ = b∗ = 0 for all β > 0. This is similar to case [3.] immediately above, except that we are
having a non-positive drift. Unsurprisingly, it is then optimal to liquidate the company immediately, i.e.
a∗ = b∗ = 0.
(ii) Limits as β ↑ 1: Note that we have Γ(0) β↑1−−→ −ψ′Y (0+) − qρ. Here, we are comparing the sizes of ρ (the
liquidation value) and µY /q := −ψ′Y (0+)/q (the value from the reflective barrier). When β is approaching
1, the two-layer dividend strategy converges to the pure reflective (barrier) strategy when transaction costs are
the same (see, e.g. Bayraktar, Kyprianou, and Yamazaki, 2014). The value of the reflective payment is µY /q
(since β → 1), and here the four cases boil down to two: whether one should have a positive barrier b∗ (case
[1.] below), or liquidate immediately (cases [2.-4.] below):
1. Suppose ψ′Y (0+) + qρ < 0. Then, for sufficiently large β < 1, Lemma 4.2 guarantees that b
∗ > 0. We
have (Z(q))−1(β−1)
β↑1−−→ 0 and b0 β↑1−−→ (Z(q))−1
( − (qρ + ψ′Y (0+))/q) > 0. Hence for sufficiently
large β < 1 we have (Z(q))−1(β−1) < b0 and hence, by Remark 4.1, 0 < a∗ < b∗ and therefore
Z(q)(b∗ − a∗) = β−1. This implies b∗ − a∗ β↑1−−→ 0.
2. Suppose ψ′Y (0+) + qρ > 0. Then, for sufficiently large β < 1, Lemma 4.2 guarantees that a
∗ = b∗ = 0.
3. Suppose ψ′Y (0+) + qρ = 0 and ψ
′
X(0+) > 0. We have ∂Γ(0)/∂β = −ψ′X(0+) < 0. Hence for
β < 1, we must have δ − qρ − βψ′X(0+) > 0. This means b∗ > 0. Because b∗ ≤ b0 and b0
β↑1−−→
(Z
(q)
)−1
(
− ρ− ψ′Y (0+)q
)
= 0, we have limβ↑1 a∗ = limβ↑1 b∗ = 0.
4. Suppose ψ′Y (0+) + qρ = 0 and ψ
′
X(0+) ≤ 0. We have ∂Γ(0)/∂β = −ψ′X(0+) ≥ 0. Hence for β < 1,
we must have δ − qρ− βψ′X(0+) ≤ 0, and by Lemma 4.2 that a∗ = b∗ = 0 for all β < 1.
(iii) Limits as δ ↑ ∞: We have Γ(0) δ↑∞−−−→ ∞. Hence, for sufficiently large δ, we must have b∗ > 0. Note that
Z(q)(x)
δ↑∞−−−→ 1 and hence (Z(q))−1(β−1) δ↑∞−−−→∞. Also,
b0 := (Z
(q)
)−1
(δ − qρ
qβ
− ψ
′
X(0+)
q
)
δ↑∞−−−→∞.
Now in view of Remark 4.1, b∗ ≥ b0 ∧ (Z(q))−1(β−1) δ↑∞−−−→ ∞. This means that when refractive payouts can
be higher (δ is higher), while still being cheaper in terms of transaction costs, then a pure threshold strategy a∗
(with b∗ →∞) becomes optimal.
6. Numerical Examples
In this section, we focus on the compound Poisson dual model (with diffusion), where Y and X have i.i.d. phase-
type distributed jumps. In this case, their scale functions have analytical expressions, and hence the optimal strategy
and the value function can be computed instantaneously. The class of processes of this type is important because
it can approximate any spectrally one-sided Le´vy process (see Asmussen, Avram, and Pistorius, 2004; Egami and
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Yamazaki, 2014). Full specifications are given in Appendix A.1. In Section 6.1, we show how the value function
and optimal levels a∗ and b∗ interact, whereas Section 6.2 investigates sensitivity to the main model parameters. In
Section 6.3 we investigate the impact of volatility of the surplus process on the optimal parameters a∗, b∗ and the gap
between them b∗ − a∗. For simplicity, in that last section, we focus on a plain vanilla compound Poisson dual model
with exponential jumps.
6.1. Computation of the value function
We first illustrate the computation of the pair (a∗, b∗) and the value function va∗,b∗ . As in our discussion in Section
4.2, the function a 7→ γ(a, b) is increasing and hence the minimizer a(b) of the function a 7→ Γ(a, b) over [0, b] is
either positive or zero; for the former case it becomes a local minimum as well. Thus, by a usual bisection method,
we can obtain, for b ≥ 0, a(b) and the infimum function Γ(b). When Γ(0) ≤ 0 then a∗ = b∗ = 0, and otherwise b∗
becomes the root of Γ(b) = 0. The function Γ(b) is again monotonically decreasing in b, and hence another bisection
method can be applied to obtain b∗. We then set a∗ = a(b∗) and compute the value function va∗,b∗ by the formula
(5.1) or (5.4).
In Figure 2 we plot the functions a 7→ γ(a, b), a 7→ Γ(a, b), and x 7→ va∗,b∗(x) for Case 1 (ρ¯ := qρ/δ = 0 with
ρ the terminal payoff at ruin) where 0 < a∗ < b∗ (left column) and for Case 2 (ρ¯ = 1.01) where 0 = a∗ < b∗ (right
column). In the first and second rows, we plot Γ(·, b) and γ(·, b), respectively, for b = b∗−2, b∗−1, b∗, b∗+1, b∗+2.
The down-pointing triangles indicate the points at a(b). In Case 1, it is confirmed that a 7→ γ(a, b) is increasing and
the value of a∗ becomes the point at which the curve a 7→ Γ(a, b∗) gets tangent to the x-axis. In Case 2, the curve
a 7→ γ(a, b∗) starts at a positive value and increases monotonically (hence it is uniformly positive). Because b∗ is
chosen so that Γ(0, b∗) = 0, the curve a 7→ Γ(a, b∗) is a curve that starts at zero and monotonically increasing.
In the last row, the value functions are shown by solid lines with a∗ and b∗ indicated by down- and up-pointing
triangles, respectively. In order to confirm the optimality, we also plot va,b for perturbed values of a and b. For Case 1
(left), we plot va,b for (a, b) = (a∗− 1, b∗− 1), (a∗− 1, b∗+ 1), (a∗+ 1, b∗− 1), (a∗+ 1, b∗+ 1). For Case 2 (right),
we plot va,b for (a, b) = (a∗ + 1, b∗ − 1), (a∗ + 1, b∗ + 1). We see that va∗,b∗ indeed dominates these uniformly in
x. In addition, the smoothness of va∗,b∗ as in Lemma 4.1 as well as the slope conditions as in Lemma 5.2 can also be
confirmed.
6.2. Sensitivity analysis
We shall now analyze the sensitivity of (a∗, b∗) and va∗,b∗ with respect to the parameters describing the problem.
We first study the sensitivity with respect to ρ¯ := qρ/δ with q and δ fixed.
In Figure 3, we plot the value function va∗,b∗ for ρ¯ ranging from−0.2 to 1.2. The points a∗ and b∗ are, respectively,
indicated by down- and up-pointing triangles; for the case a∗ = b∗ = 0, these are indicated by squares. The value
function is monotonically increasing in ρ¯ uniformly in x. For sufficiently large ρ¯ (in particular when ρ¯ = 1.2), it is
optimal to liquidate (a∗ = b∗ = 0). As we decrease the value of ρ¯ we arrive at 0 = a∗ < b∗ (when ρ¯ = 1.1) where
persistent refraction is optimal. For sufficiently small ρ¯, we have 0 < a∗ < b∗. In general, we see that both a∗ and
b∗ increase as ρ¯ decreases. This is consistent with our intuition: as the terminal payoff at ruin decreases, one tries to
avoid ruin and hence decreases the dividend payment.
Next, as motivated by the results in Section 5.3, we shall analyze the relations between our problem and the
following existing results:
1. Bayraktar, Kyprianou, and Yamazaki (2014) considered the case with only singular control that maximizes
vSpi (x) := Ex
(∫
[0,σpi ]
e−qtdSpit
)
, x ≥ 0.
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Figure 2: (Top row) Plots of a 7→ Γ(a, b), (middle row) a 7→ γ(a, b), and (last row) the value function va∗,b∗ with suboptimal net present values
va,b.
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Figure 3: Sensitivity of the value function v(x) with respect to ρ¯ := qρ/δ.
On condition that ψ′Y (0) < 0, it is optimal to reflect at bS such that ΓS(bS) = 0 where
ΓS(b) := Z
(q)
(b) +
ψ′Y (0+)
q
,
and the value function is given by
vS(x) = −Z(q)(bS − x)− ψ
′
Y (0+)
q
, x ≥ 0. (6.1)
2. Yin and Wen (2013) considered the case with only absolutely continuous control that maximizes
vApi (x) := Ex
(∫ σpi
0
e−qtdApit
)
, x ≥ 0.
On condition that ψ′Y (0) < 0, it is optimal to refract at aA such that ΓA(aA) = 0 where
ΓA(a) := δZ(q)(a)− q
Φ(q)
eΦ(q)a
(
1 + δΦ(q)
∫ a
0
W(q)(y)e−Φ(q)ydy
)
,
and the value function is given by
vA(x) = −eΦ(q)(aA−x)δ
∫ aA−x
0
W(q)(z)e−Φ(q)zdz +
δ
q
Z(q)(aA − x)− e
Φ(q)(aA−x)
Φ(q)
, x ≥ 0. (6.2)
We now analyze the sensitivity with respect to βS = β (with βA = 1 fixed). In Figure 4, we plot (in dashed
black) va∗,b∗ for various rate β ranging from 0.01 to 0.99. The value function va∗,b∗ is monotonically increasing in β
uniformly in x. In order to verify numerically the convergence as β goes to 1 and to 0, we also plot the value functions
(in solid black) vS as in (6.1) and vA as in (6.2) (with their optimal barriers indicated by squares). As in Section 5.3
(ii), as β approaches 1 (as the cost of singular control relative to absolutely continuous control decreases to zero), the
distance between a∗ and b∗ shrinks. We confirm in the plot that the optimal barriers as well as the value function
converge to those under Bayraktar, Kyprianou, and Yamazaki (2014). On the other hand, as the value β decreases to
zero, as in Section 5.3 (i), b∗ goes to∞. We also confirm that a∗ as well as the value function converge to those of
Yin and Wen (2013).
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Figure 4: Sensitivity of the value function v(x) with respect to β = [0.01, 0.02, 0.03, 0.04, 0.05, 0.1, ..., 0.90, 0.95, 0.96, 0.97, 0.98, 0.99].
Finally, we study the sensitivity with respect to δ. Figure 5 plots (in dashed black) the value function for δ ranging
from 0.1 to 3 along with the value functions (in solid black) (6.1) and (6.2) under Bayraktar, Kyprianou, and Yamazaki
(2014) and Yin and Wen (2013) (with δ = 3). As δ decreases to zero, the contribution of the absolutely continuous
control decreases. Consequently, b∗ and value function converge to those under Bayraktar, Kyprianou, and Yamazaki
(2014). On the other hand, as we increase the value of δ, as in Section 5.3 (iii) the value of b∗ increases quickly and
hence even for a moderate value δ = 3, the effect of singular control gets negligible, and converges quickly to the
value under Yin and Wen (2013) with the same δ.
6.3. Impact of the volatility on the optimal layer levels a∗ and b∗
In this section, we set σ = 0, and consider exponential jumpsZ with rate ω. The variance (volatility) of the surplus
process (per unit time) is 2κ/ω2 and the mean of the surplus process is µY = κ/ω − cY . We vary the parameter ω
while keeping the ratio κ/ω constant as well as the parameter cY . A large value of ω corresponds to a small variance
(volatility) of the process. We plot the barrier levels a∗, b∗ and b∗ − a∗ against the volatility of the surplus process
defined in Appendix A.1.
In Figure 6, optimal levels a∗ and b∗ (and their difference) are displayed for varying levels of volatility, and when
there is a penalty of −ρ = 2 at ruin (top left), a reward of ρ = 2 at ruin (top right), or absence of cash flow ρ = 0 at
ruin (bottom). In all cases, both the optimal reflective barrier b∗, and the spread b∗ − a∗ increase with volatility. The
story about the optimal refractive level a∗ is less clear. In presence of a penalty, it keeps increasing. When there is no
penalty or reward, a∗ increases initially when the volatility is increasing. However, after it reaches the peak level, it
starts to decrease and shows a convergent behavior (to a non-zero value).
Interestingly, when the terminal payoff ρ is large (such as in the top right case) and when volatility increases, it
is initially optimal to increase the refractive level a∗, but then it vanishes to 0, which seems counterintuitive. In fact,
this is because in this case the reward associated to ruin (ρ > 0) becomes more interesting than future prospects when
volatility is too high. However, the reflective level b∗ does not vanish, probably due to higher transaction costs. To
some extent, this graph provides some insights into the distinction between cases (ii-1) and (ii-2) in Lemma 4.2.
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7. Conclusion
In this paper we considered the impact and combination of absolutely continuous (refractive) and singular (reflec-
tive) dividend payments under the assumption of a spectrally positive surplus model. By developing and proving an
appropriate verification lemma, we showed that a two-layer (a, b) strategy is the one that will maximise the expected
present value of dividends (with any fixed liquidation payment/penalty) in this context. In fact, such a dividend strat-
egy is observed in practice (e.g. Gerber and Loisel, 2012; BHP Billiton, 2016; Rio Tinto, 2016). We derived the value
function explicitly with the help of scale functions, and discussed the convergence of our results with the most closely
related references Bayraktar, Kyprianou, and Yamazaki (2014) and Yin and Wen (2013).
The results in this paper could possibly be generalised so as to allow the top layer to be a refractive one as well
(although one should ensure that payout rates are higher in that layer). In fact, the model can be seen as multilayer
dividend strategy (see, e.g. Albrecher and Hartinger, 2007). We conjecture that there could be as many optimal layers
with increasing maximum payout as desired, as long as the transaction costs are ranked in the same way. This is left
to future research.
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Appendix A. Specification of the numerical illustrations
Appendix A.1. Dual model with diffusion and phase-type jumps
Let Y be of the form
Yt − Y0 = −cY t+ σBt +
Nt∑
n=1
Zn, 0 ≤ t <∞, (A.1)
for some cY ∈ R and σ ≥ 0. Here B = (Bt; t ≥ 0) is a standard Brownian motion, N = (Nt; t ≥ 0) is a
Poisson process with arrival rate κ, and Z = (Zn;n = 1, 2, . . .) is an i.i.d. sequence of phase-type-distributed random
variables with representation (m,α,T ); see Asmussen, Avram, and Pistorius (2004). These processes are assumed
mutually independent. The Laplace exponents of Y and X are then (with t = −T1 where 1 = [1, . . . 1]′)
ψY (s) = cY s+
1
2
σ2s2 + κ
(
α(sI − T )−1t− 1) ,
ψX(s) = (cY + δ)s+
1
2
σ2s2 + κ
(
α(sI − T )−1t− 1) ,
which are analytic for every s ∈ C except at the eigenvalues of T .
Suppose (−ζi,q; i ∈ Iq) and (−ξi,q; i ∈ Iq) are the sets of the roots with negative real parts of the equalities
ψY (s) = q and ψX(s) = q, respectively. We assume that the phase-type distribution is minimally represented and
hence |Iq| = m + 1 (if σ = 0, |Iq| = m); see Asmussen, Avram, and Pistorius (2004). As in Egami and Yamazaki
(2014), if these values are assumed distinct, then the scale functions of −Y and −X can be written, for all x ≥ 0,
W(q)(x) =
eϕ(q)x
ψ′Y (ϕ(q))
−
∑
i∈Iq
Bi,qe
−ζi,qx and W (q)(x) =
eΦ(q)x
ψ′X(Φ(q))
−
∑
i∈Iq
Ci,qe
−ξi,qx, (A.2)
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respectively, where
Bi,q :=
s+ ζi,q
q − ψY (s)
∣∣∣∣
s=−ζi,q
= − 1
ψ′Y (−ζi,q)
and Ci,q :=
s+ ξi,q
q − ψX(s)
∣∣∣∣
s=−ξi,q
= − 1
ψ′X(−ξi,q)
.
In Sections 6.1 and 6.2, we set cY = 0.5, σ = 0.2, and κ = 2 and, for the jump size distribution, we use the
phase-type distribution given by m = 6 and
T =

−5.6546 0.0000 0.0000 0.0000 0.0000 0.0000
0.6066 −5.6847 0.0000 0.0166 0.0089 5.0526
0.2156 4.3616 −5.6485 0.9162 0.1424 0.0126
5.6247 0.0000 0.0000 −5.6786 0.0000 0.0000
0.0107 0.0000 0.0000 5.7247 −5.7420 0.0000
0.0136 0.0000 0.0000 0.0024 5.7022 −5.7183

, α =

0.0000
0.0007
0.9961
0.0000
0.0001
0.0031

;
this gives an approximation to the Weibull random variable with parameter (2, 1) (see Egami and Yamazaki, 2014,
for the accuracy of the approximation). For other parameters, unless stated otherwise, we set βA = 1, βS = 0.5 (and
hence β = 0.5), q = 0.05, δ = 1 (and hence cX = 1.5), and ρ = 0. For Section 6.3, the parameters used in the
models are µY = 1, κ/ω = 2, cY = 1, q = 0.2, δ = 0.1, βA = 1, βS = 0.6 (and hence β = 0.6).
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