We study global-in-time behavior of the solution to a reactiondiffusion system with mass conservation, as proposed in the study of cell polarity, particularly, the second model of [15] . First, we show global-in-time existence of solution with compact orbit and then we examine stability and instability of stationary solutions
Introduction
The purpose of the present paper is to study the mass conserved reactiondiffusion system
where Ω ⊂ R N is a bounded domain with smooth boundary ∂Ω, ν is the outer unit normal vector, D, τ > 0 are constants, and (u 0 , v 0 ) = (u 0 (x), v 0 (x)) are smooth nonnegative functions. Given sufficiently smooth nonlinearity f = f (u, v), standard theory allows the existence of a unique local-in-time classical solution (u, v) = (u(·, t), v(·, t)) to (1) . Then mass conservation property for this system writes
Several equations in this form are used in the study of cell polarity, e.g. [15, 8] . It is expected that different spieces inside the cell shall separate according to their diffusion coefficients, i.e. slow and fast diffusions will localize the spieces near the membrane and in the cytosol, respectively. Although three kind of molecules are interacting inside the cell in [15] , each one of them has two phases, active and inactive which are characterized by slow and fast diffusions, respectively. Problem (1) thus focuses on these two phases of a single species, ignoring interactions between the other species.
Therefore, Turing pattern (see [23] ) is suspected for problem (1) , that is, the appearance of spatially inhomogeneous stable stationary states induced by diffusion. In [15] the authors presented the following three models for this purpose,
where a, b, α, α 1 , and α 2 are positive constants. So far, mathematical analysis is done for the first model, noticing the similarity between the FixCaginalp model [19] (see [11, 12, 13, 14] ). This paper deals with the second form of the reaction term f (u, v) of (3). The first fact we shall confirm on this model is the non-negativity of the solution. Theorem 1. The solution (u, v) = (u(·, t), v(·, t)) to (1) for the second case of f (u, v) in (3) satisfies u(·, t), v(·, t) ≥ 0 on Ω, t ≥ 0.
Regarding (4), we let
to write the model as
Here we assume τ = 1 and furthermore,
that is, either τ > 1 > τ D or τ D > 1 > τ . Using
system (6) transforms into
If the second term on the right-hand side of the first equation of system (9) is reduced to kw, we obtain
where z 0 = u 0 + v 0 and w 0 = Du 0 + v 0 . It is a generalization of the FixCaginalp model [5, 2] for g(z) = z − z 3 . We noticed that the first model of (3) is reduced to (10) (see [14] ). Then, as in the Fix-Caginalp model [19] , we used a variational structure arising between the Lyapunov function and the stationary state, to clarify the global-in-time dynamics [12] in accordance with a spectral property of the stationary state [13] .
Here we show similar properties for problem (9) . In this model, we still have a Lyapunov function which induces a variational function to formulate a stationary state. Accordingly the non-stationary solution is global-in-time (Theorem 2), while any local minimum is dynamical stable (Theorem 3). Furthermore, the Morse index of the stationary solution is equal to the dynamical instability if ξη 2 > k, where η 2 denotes the second eigenvalue of −∆ under the Neumann boundary condition (Theorem 4).
Although (9) is derived from (6) for the case of τ = 1, system (6) itself has a Lyapunov function even for τ = 1. This fact was noticed by [11] to confirm the existence of global-in-time solution and the spectral comparison property of stationary solutions. In the following section we shall confirm that the Lyapunov function of τ = 1 used by [11] is regarded as a limit case under suitable scaling.
Summary
To begin with, we note that mass conservation (2) takes the form
in (z, w)-variable of (8) . Noticing this property, we set
To derive the Lyapunov function of (9), we multiply the first equation of (9) with z t to obtain
where
and (·, ·) denotes the L 2 −inner product. Multiplying the second equation of (9) with w t − D∆w + kw, next, we obtain
From (12) and (13) it follows that
Therefore,
is a Lyapunov function with:
Now we formulate the stationary state of (9) . First,
holds in the stationary state of (9) and hence w = w(x) is a spatially homogeneous function denoted by w = w ∈ R. Then the total mass conservation (11) implies
Plugging (17) into the first equation, we see that the stationary state of (9) is reduced to a single equation concerning z = z(x), that is,
This problem is the Euler-Lagrange equation concerning the functional
defined for z ∈ H 1 (Ω). Our point is to regard (18) from the global dynamics of (9) . First, the Lyapunov function guarantees the global-in-time solution. Let (u 0 , v 0 ) ∈ X = C 2 (Ω) 2 and E λ be the set of solutions z = z(x) to (18) for λ ∈ R defined by
Theorem 2. If (7) holds, the solution (u, v) = (u(·, t), v(·, t)) to (6) with (5) is global-in-time. The orbit O = {(u(·, t), v(·, t))} t≥0 ⊂ X is compact and hence the ω-limit set defined by
is nonempty, compact, and connected. Furthermore, any (u * , v * ) ∈ ω(u 0 , v 0 ) admits z * ∈ E λ such that
for w * ∈ R defined by
Finally, it holds that
for
As we have seen, any stationary solution (u * , v * ) to (9) takes a critical (19) through (21)- (22). Now we examine its dynamical stability. The first result follows from the semi-unfoldingminimality property which is valid between the Lyapunov function L(u, v) and variational functional J λ (v). This structure of the second model is similar to the one of the first model of (3) studied in [12] . (19) for λ defined by (20) . Then (u * , v * ) derived from (21)- (22) is a dynamically stable stationary state of (6).
Finally we pay attention to the linearized stability. We write (9) as
recalling 1 − D/α = ξ/α. Then the linearlized equation of (24) around (z * , w * ) is given as
Therefore, the degree of linearized stability of (z * , w * ) to (9), or equivalently, that of (u * , v * ) to (6) , is indicated by the number of eigenvalues with negative real parts of the operator A = M −1 A 1 . This operator is actually realized in L 2 (Ω; C) 2 , the Hilbert space composed of square integrable complex-valued functions on Ω, with the domain
This z * , on the other hand, is also a stationary state of
that is,
The degree of linearized stability of z * to (26), on the other hand, is indicated by the number of negative eigenvalues of L, the self-adjoint operator in L 2 (Ω) defined by
with the domain
The following theorem assures that these two Morse indices coincide, provided that
recalling that η 2 is the second eigenvalue of −∆ with the Neumann boundary condition.
Theorem 4. Any eigenvalue σ ∈ C of A in Re σ < k/2ξ is real and is provided with equal algebraic and geometric multiplicities. If (28) is the case, furthermore, the numbers of negative and zero eigenvalues of A and L coincide.
Theorem 4 is regarded as a spectral comparison property first observed by [1] . It has been examined for the first model of (3) by [13] and for the second model with τ = 1 by [11] . Here we use a similar argument as in [3] for the proof.
Concluding this section, we confirm that the Lyapunov function L(u, v) and stationary state valid to τ = 1, that is, (14) and (18), respectively, are reduced to those for τ = 1 used in [11] , under suitable scaling. In the following, we assume D = 1, because τ = D = 1 is the trivial case of (1).
First, given τ = 1, we defineL(z, w; τ ) by
Since
which is the Lyapunov function used in [11] . Next, to derive the limit problem of (18) we takê
By taking τ → 1, it holds thatλ
On the other hand, by λ = ξλ we write (18) as
Therefore, we can require the limit problem as τ → 1 to be
with some µ ∈ R. From the solvability of (30) it follows that
Hence we end up with
The stationary state of (6) with τ = 1 is now formulated by (29)-(31), using z = u + v. This is the Euler-Lagrange equation of the functional
This paper is composed of six sections. Theorems 1, 2, 3, and 4 are proven in sections 3, 4, 5, and 6, respectively.
Proof of Theorem 1
Letting z + = max{z, 0}, we take the auxiliary system
for (6) . We shall show the property (4) for the solution to (32). Then this solution solves (6) . Hence it coincides with the solution to (6) because of the uniqueness of the latter. Thus Theorem 1 will be proven. In fact, the first equation of (32) implies
Then we obtain u = u(·, t) ≥ 0 by the maximum principle. From the second equation of (32), on the other hand, it holds that
Then v(·, t) ≥ 0 follows.
Proof of Theorem 2
In this section we will prove several a priori estimates. Henceforth, C i , i = 1, 2, · · · , 19 denote positive constants independent of t.
The first observation is the inequality
which follows from (11) and ξ > 0. Now we show the following lemma.
Lemma 4.1. It holds that
Proof.
we have
From the maximum principle in the form of
and hence (34).
Lemma 4.2. We have
Proof. First, (15) implies
By (8) and (35), we have
In (14), therefore, it holds that
Then (33) implies (36).
Lemma 4.3. It holds that
Proof. Taking µ > 0, we write the second equation of (9) as
Then it follows that
To estimate the second term on the right-hand side of (39), we use the semigroup estimate (see [17] )
recalling that N is the space dimension. First, we apply this to q = 2 and r = ∞ for N = 1 and 1 ≤ r < 2N (N −2) + for N ≥ 2. Then it follows that
and hence
from (39).
If N ≥ 2 we use also
derived from (36), which implies
by (34). Using (35), now we have
Then it holds that 0 ≤ u(·, t) ≤ u(·, t),
where the semigroup estimate (40) is applicable. From (36), (43), and (44) it thus follows that u(·, t) r ≤ C 12 ,
Thus we obtain
for N ≤ 5, while (43) is improved as
for N ≥ 6. Continuing this procedure, we reach (45) for any N and then (38) follows from (36).
Proof of Theorem 2. By Lemmas 4.1 and 4.3 we have
This implies T = +∞ and also compactness of the orbit
From the general theory (see [7, 6] ) the ω-limit set ω(u 0 , v 0 ) is non-empty, compact, connected, and invariant under the flow defined by (6), while
,ṽ(·, t)) be the solution to (6) for (u 0 , v 0 ) = (u * , v * ) and w = Dũ +ṽ,z =ũ +ṽ.
From the above property we have d dt L(z(·, t),w(·, t)) = 0, t ≥ 0, and then it follows thatz t = 0,w t = 0, ∇w = 0, from (15). Hence we have
and w * ∈ R. This w * is determined by the total mass
for λ in (20) . Then (22) follows, and z = z * is a solution to (18) . Since each (u * , v * ) ∈ ω(u 0 , v 0 ) satisfies w * = Du * + v * ∈ R, it holds that lim t↑+∞ ∇w(·, t) C 1 = 0.
Then we obtain (23).
Proof of Theorem 3
We have derived (25) by reducing the second equation of (9) to the stationary state. This process is valid even in the variational level, that is, between the functionals L(z, w) and J λ (z). In Lemma 5.1 below, we shall show the semi-unfolding-minimality property, observed in several models in nonequilibrium thermodynamics [9, 10, 19, 20, 21, 22, 16 ] (see also [18] ).
For the moment we regard L(z, w) and J λ (z) as smooth functionals of (z, w) ∈ H 1 (Ω) × H 1 (Ω) and z ∈ H 1 (Ω) defined by (14) and (19), respectively.
and define w ∈ R by (17) . Then it holds that
Proof. We have
The second identity of (46) is now derived as
The following lemma holds because h = h(z) is real analytic in z ≥ 0. The proof is similar to Lemma 7 of [12] and is omitted.
Lemma 5.2. Let z * = z * (x) be a local minimum of J λ (z), z ∈ H 1 (Ω), defined by (19) , where h = h(z) is a real-analytic function of z ∈ R. Then there is ε 0 > 0 such that any ε ∈ (0, ε 0 /4] admits δ 0 > 0 such that
We are ready to give the following proof using semi-duality.
Proof of Theorem 3. Let (z 0 , w 0 ) be the initial value and let 0 ≤ z * ∈ H 1 (Ω) be a local minimum of J λ (z), z ∈ H 1 (Ω), for λ defined by (16) . Given ε > 0, we shall show the existence of δ > 0 such that
for w ∈ R defined by (17) . This property will imply the stability of (z * , w) concerning (9) in X = C 2 (Ω) 2 , because the orbit
is compact in X. First, we take ε 0 > 0 be as in Lemma 5.2. Then the total mass conservation in the form of (11) implies
by (15) . Given ε ∈ (0, ε 0 /4], next, we take δ 0 as in Lemma 5.2. Then we determine δ > 0 such that (48) implies
From the second inequality of (50) we have
Now we show
In fact, if this is not the case we have t 0 > 0 such that
because of the first inequality of (50) and the continuity of t → z(·, t) ∈ H 1 (Ω). Then Lemma 5.2, based on (51) and (53), implies
Having (51) and (52), we obtain
Then (49) follows from (23).
Proof of Theorem 4
The eigenvalue problem of A in L 2 (Ω : C) 2 takes the form
which means (φ, ψ) = (0, 0) and
Henceforth, ( · , · ) and · indicate the inner product and norm in L 2 (Ω; C) 2 , respectively.
is real.
Proof. We may assume σ = 0. Letting
by (55). Then it follows that
The last two equalities of (57) imply
while from the first and the third equalities we have
Equalities (58)- (59) are reduced to
Thus σ 1 < αk/2 implies σ 2 = 0.
Henceforth, we define −∆ N by −∆ N φ = −∆φ, φ ∈ D(−∆ N ), and
We put also
The proof of the following lemma is similar to that of Lemma 3.3 of [3] , although more careful computation is needed.
Lemma 6.2. The algebraic and geometric multiplicities of the eigenvalue σ of A in (56) coincide.
To prove
it suffices to show the nonexistence of the solution to
First, equation (60) yields
from the second component. Multiplying Q to both sides, we obtain
Then the first component of (62) implies
Similarly, (61) implies
From the second equation of (65) it follows that
Plug this into the first equation of (65). Then we obtaiñ
and 
Here we have
Since (63), the sum of the last three terms on the right-hand side of the above equality is equal to
Hence it follows that
From the assumption we have
recalling Lemma 6.1. By this condition the right-hand side on (69) is positive if σ ≥ 0. If σ < 0, on the other hand, it is obvious that this positivity is satisfied. In any case we have (W, φ 0 ) > 0, a contradiction.
For the proof of Theorem 4, we write the second equation of (55) as
Next, the first equation of (55) writes
Therefore, it holds that
By Lemmas 6.1 and 6.2, any eigenvalue σ of A in (56) is real and is provided with equal algebraic and geometric multiplicities. Then it holds that
by (28). Here we put
for each s > −η 2 . From (27) and (71), the complex number σ in (56) is an eigenvalue of A if and only if it is real, σ/α < η 2 , and
To study (71) we fix s > −η 2 and take the eigenvalue problem
If Σ(s) denotes the set of eigenvalues µ of (73), then the relation (72) gives σ ∈ Σ(−σ/α). Problem (73) admits infinite number of eigenvalues, which are real, denoted by
according to their multiplicities. Then we use the weighted L 2 norm · s defined by u Hence the number of zeros and that of negative elements of {µ j (s)} ∞ j=1 are equal to the number of zeros and that of negative eigenvalues of L, denoted by m * and m, respectively. More precisely, we have
for each j, where µ * j denote the j-th eigenvalue of L. From (72), the real number σ in σ < αk/ξ is an eigenvlue of A if and only if µ j (−σ/α) = σ,
for some j ≥ 1. In particular, the number of zero eigenvalues of A is equal to that of zero elements of {µ j (0)} ∞ j=1 . Namely, this number is equal to m * . Rewriting (77) with s = −σ/α, on the other hand, we see that the number of negative eigenvalues of A is equal to that of s > 0 such that 
and ∂ ∂s (s φ 
