where p o (x) > 0 on (0, oo) and for Jc = 0,1, , n, p h is a realvalued, n -k times differentiate function on (0, oo). Also, y is an element of the set of all real-valued, 2n -fold continuously differentiate, finite functions on (0, oo).
In particular, a nonoscillation result is given for L 2n without sign restrictions on the coefficients. Oscillation results are given for L 4 without the requirement that p x be negative for large x. Finally, the oscillation of The oscillatory behavior of L 4 has been considered by Leighton and Nehari [8] , Barrett [1] , and Hinton [4] . In general, L 2n has been considered by Glazman [2] , Hinton [5] , Hunt [6] , and Hunt and Namboodiri [7] . DEFINITION 0.1. The operator L 2n is called oscillatory on [a, b] provided there is a function y y y ^ 0, and numbers c and d for which a ^ c < d g b such that L 2n y = 0 and y M(c) = 0 = y {k) (d) for k = 0, 1, -, n -1 .
Otherwise, L 2% is called nonoscίllatory on [α, b] . The operator L 2n is called oscillatory on [α, oo) if for any given c ;> a there is a d > c such that L 2n is oscillatory on [c, d] .
DEFINITION 0.2. Given a positive integer n and a number a define ® w (6) for all b > a to be the set of all real-valued functions y with the following properties:
is essentially bounded on [α, 6] , and (c) y {k) (a) = 0 = y {k) (b) for & = 0, 1, -. , n -1. The following theorem has provided the primary motivation for the results which are to follow. THEOREM 0.1 (Reid [9] ). The following two statements are equivalent.
(i) The operator L 2n is nonoscillatory on [a, b] .
(ii) // yeS) n (b) and y^O then I b (y) > 0.
Consequently, in order to show that L 2n is oscillatory on (0, °o), given any a > 0, it will suffice to construct B, ye S) Λ (δ) for some b > a for which I b (y) is not positive and |/ί 0. This is the technique of proof for all of the oscillation theorems which follow.
This method of proof is especially conducive to oscillation theorems which require that integral conditions be met by the coefficients of L 2n .
For example, Glazman [2, p. 104] showed that (-ΐ) n y
{2%)
+ py p --oo (see Theorem 3.2) .
Initially, the construction of y is suggested by the conditions of the hypothesis on the coefficients of L 2n and the corresponding quadratic formula. For example, to establish the above result, Glazman let y == 1 over the major portion of the interval [a, b] . To show that q = -oo (see Theorem 2.2) the author let y(x) = x -a over a portion of [a, b] . Next, we construct y over the remaining portion of [a, b] to insure that y e ® % (fe) and the integral of p n~k "y (n~k)2 is bounded above for k = 0, 1, , n independent of b. For other proofs using this method the reader should consult Glazman [2, pp. 95-105] and Hinton [4] . If for k = 1, -f n and x ^ a we have -oo < I P ™ < oo for
Proof. The proof is given only for n > 1. Suppose L 2n is oscillatory on [a, 6] . Then, there are numbers c and d and a function ^/ which is not identically zero such that L 2n y = 0 and 2/ fA;)
by integrating by parts n times. By integrating by parts n -k times we find that However, by integrating by parts k times and using Leibniz's rule we obtain
by Lemma 1.1 and the Cauchy inequality where
A simplification shows that
which is a contradiction. Therefore, L 2n is nonoscillatory on [α, δ] . It will be useful in applying Theorem 1.1 to note that
For the remainder of this paper we will assume that p k (x) is identically zero for k = 1 to n -2 and will denote ί>o(#), Λ-i(#), and Pn(%) by r(a?), g(α ), and p(x) respectively. Similarly, P%{x) and P£-i(#) will be denoted by P k (x) 
Proof. .
show that 
Ja
There is a number c such that
for all x ^ c. Let Γ(x) = 1 q(t)dt and let 6 X be the last zero of Y(x).
Jc
Integrating by parts we obtain the fact that ')*= 
Jb 5
In conclusion,
The conditions of Theorem 2.4, 1 | q \/x < co and lim^^ g(α?) = 0, S CO I q I < co and g bounded, to obtain the same result with a similar proof. Proof. We will use the fact that for α > 0 for 2/ given below. Let ζ(x) = -(3a; 3 -5α;
2 )/2, α(a ) = T/^", and β{x) = α; 2 . For 0<μ<l, 0<σ^l, /θ>0, and 0 < 7 ^ 1 define 2/ as follows:
Calculations show that
Since liminf aj ΓPx < -7-Af, Ja; 32
there is a δ > 0 and a sequence <p fc > -> oo for which Pick j« so close to zero that 7(l/32)Λf(l -μ)~2 = 7(l/32)Λf + 7δ/8. There is a positive integer N so large that μft. > α, δ/8, and
Given R, we will pick σ so that 2/'(#) is continuous at x = R. Therefore,
σ = l/(4Vp[l-μ](R-μp)).
Since σ -> 0 as R -+ oo and P t is bounded on [α, oo) pick JS so large that a < (δ/8)/μMp\l -μ)] ,
where Pf ( + py.
for a < 2n -1, and
Proof. Let f(α;) be the polynomial of degree 2w -1 such that ξ(0) = ξtoφ) = f (*>(1) -0 for k = 1, 2, . ., n -1 and ξ(l) = 1. Given α > 0, define 2/(#) as follows: Proof. For μ, />, i2, and v below, let y(x) be as in the proof of Theorem 3.1. Pick μ and v so that 0 < μ < 1 and v > 1. Pick p so large that μp^>a. As in the proof of Theorem 3.1
There is a number c such that 
