Solving multihomogeneous systems, as a wide range of structured algebraic systems occurring frequently in practical problems, is of first importance. Experimentally, solving these systems with Gröbner bases algorithms seems to be easier than solving homogeneous systems of the same degree. Nevertheless, the reasons of this behaviour are not clear. In this paper, we focus on bilinear systems (i.e. bihomogeneous systems where all equations have bidegree (1, 1)). Our goal is to provide a theoretical explanation of the aforementionned experimental behaviour and to propose new techniques to speed up the Gröbner basis computations by using the multihomogeneous structure of those systems. The contributions are theoretical and practical. First, we adapt the classical F5 criterion to avoid reductions to zero which occur when the input is a set of bilinear polynomials. We also prove an explicit form of the Hilbert series of bihomogeneous ideals generated by generic bilinear polynomials and give a new upper bound on the degree of regularity of generic affine bilinear systems. This leads to new complexity bounds for solving bilinear systems. We propose also a variant of the F5 Algorithm dedicated to multihomogeneous systems which exploits a structural property of the Macaulay matrix which occurs on such inputs. Experimental results show that this variant requires less time and memory than the classical homogeneous F5 Algorithm.
Introduction
The problem of multivariate polynomial system solving is an important topic in computer algebra since algebraic systems can arise from many practical applications (cryptology, robotics, real algebraic geometry, coding theory, signal processing, etc...). One method to solve them is based on the Gröbner bases theory. Due to their practical importance, efficient algorithms to compute Gröbner bases of algebraic systems are required: for instance Buchberger's Algorithm [9] , Faugère F 4 [15] or F 5 [16] .
In this article, we focus on the F 5 Algorithm. In particular, the F 5 criterion is a tool which removes the so-called reductions to zero (which are useless) during the Gröbner basis computation when the input system is a regular sequence. For instance, consider a sequence of polynomials (f 1 , . . . , f m ). The reductions to zero come from the leading monomials in the colon ideals f 1 , . . . , f i−1 : f i . Let LM(I) denote the ideal generated by the leading monomials of the elements of an ideal I. Then the reductions to zero detected by the F 5 criterion are those related to LM( f 1 , . . . , f i−1 ). For regular systems, LM( f 1 , . . . , f i−1 ) = LM( f 1 , . . . , f i−1 : f i ). Therefore, the F 5 criterion removes all useless reductions. In practice, if a homogeneous polynomial system is chosen "at random", then it is regular.
In this paper, we consider multihomogeneous systems, which are not regular. Such systems can appear in cryptography [17] , in coding theory [32] or in effective geometry (see [35, 36] ).
A multihomogeneous polynomial is defined with respect to a partition of the unknowns, and is homogeneous with respect to each subset of variables. The finite sequence of degrees is called the multi-degree of the polynomial. For instance, a bihomogeneous polynomial f of bi-degree (d 1 , d 2 ) over k[x 0 , . . . , x nx , y 0 , . . . , y ny ] is a polynomial such that ∀λ, µ, f (λx 0 , . . . , λx nx , µy 0 , . . . , µy ny ) = λ d1 µ d2 f (x 0 , . . . , x nx , y 0 , . . . , y ny ).
In general, multihomogeneous systems are not regular. Consequently, the F 5 criterion does not remove all reductions to zero. Our goal is to understand the underlying structure of these multihomogeneous algebraic systems, and then use it to speed up the computation of a Gröbner basis in the context of F 5 . In this paper, we focus on bihomogeneous ideals generated by polynomials of bi-degree (1, 1).
Main results
Let k be a field, f 1 , . . . f m ∈ k[x 0 , . . . , x nx , y 0 , . . . , y ny ] be bilinear polynomials. We denote by F i the polynomial family (f 1 , . . . , f i ) and by I i the ideal F i . We start by describing the algorithmic results of the paper, obtained by exploiting the algebraic structure of bilinear systems. In order to understand this structure, we study properties of the jacobian matrices with respect to the two subsets of variables x 0 , . . . , x nx and y 0 , . . . , y ny : We show that the kernels of those matrices (whose entries are linear forms) correspond to the reductions to zero not detected by the classical F 5 criterion. In general, all elements in these kernels are vectors of maximal minors of the jacobian matrices (Lemma 3.1). For instance, if n x = n y = 2 and m = 4, consider v = (minor(jac x (F 4 ), 1), −minor(jac x (F 4 ), 2), minor(jac x (F 4 ), 3), −minor(jac x (F 4 ), 4)) and w = (minor(jac y (F 4 ), 1), −minor(jac y (F 4 ), 2), minor(jac y (F 4 ), 3), −minor(jac y (F 4 ), 4)), where minor(jac x (F 4 ), k) (resp. minor(jac y (F 4 ), k)) denotes the determinant of the matrix obtained from jac x (F 4 ) (resp. jac y (F 4 )) by removing the k-th column. The generic syzygies corresponding to reductions to zero which are not detected by the classical F 5 criterion are v ∈ Ker L (jac x (F 4 )) and w ∈ Ker L (jac y (F 4 )).
We show (Corollary 4.1) that, in general, the ideal I i−1 : f i is spanned by I i−1 and by the maximal minors of jac x (F i−1 ) (if i > n y + 1) and jac y (F i−1 ) (if i > n x + 1). The leading monomial ideal of I i−1 : f i describes the reductions to zero associated to f i . Thus we need results about ideals generated by maximal minors of matrices whose entries are linear forms in order to get a description of the syzygy module. In particular, we prove that, in general, grevlex Gröbner bases of those ideals are linear combinations of the generators (Theorem 3.2). Based on this result, one can compute efficiently a Gröbner basis of I i−1 : f i once a Gröbner basis of I i−1 is known.
This allows us to design an Algorithm (Algorithm 3.2) dedicated to bilinear systems, which yields an extension of the classical F 5 criterion. This subroutine, when merged within a matricial version of the F 5 Algorithm (Algorithm 2.2), eliminates all reductions to zero during the computation of a Gröbner basis of a generic bilinear system. For instance, during the computation of a grevlex Gröbner basis of a system of 12 generic bilinear equations over k[x 0 , . . . , x 6 , y 0 , . . . , y 6 ], the new criterion detects 990 reductions to zero which are not found by the usual F 5 criterion. Even if this new criterion seems to be more complicated than the usual F 5 criterion (some precomputations have to be performed), we prove that the overcost induced by those precomputations is negligible compared to the cost of the whole computation.
Next, we introduce a notion of bi-regularity which describes the structure of generic bilinear systems. When the input of Algorithm 3.2 is a bi-regular system, then it returns all reductions to zero. We also give a complete description of the syzygy module of such systems, up to a conjecture (Conjecture 4.1) on a linear algebra problem over rings. This conjecture is supported by practical experiments. We also prove that there are no reductions to zero with the classical F 5 criterion for affine bilinear systems (Proposition 6.1) which is important for practical applications.
We describe now the main complexity results of the paper. We need some results on the so-called Hilbert bi-series of ideals generated by bilinear systems. For bi-regular bilinear system, we give an explicit form of this series (Theorem 5.1):
(1 − t 1 t 2 ) m−(ny+1)−ℓ t 1 t 2 (1 − t 2 ) ny+1 1 − (1 − (1 − t 1 t 2 ) m−(nx+1)−ℓ t 1 t 2 (1 − t 1 )
After this analysis, we propose a variant of the Matrix F 5 Algorithm dedicated to multihomogeneous systems. The key idea is to decompose the Macaulay matrices into a set of smaller matrices whose row echelon forms can be computed independently. We provide some experimental results of an implementation of this algorithm in Magma2. 15 . This multihomogeneous variant can be more than 20 times faster for bihomogeneous systems than our Magma implementation of the classical Matrix F 5 Algorithm. We perform a theoretical complexity analysis based on the Hilbert series in the case of bilinear systems, which provides an explanation of this gap.
Finally, we establish a sharp upper bound on the degree of regularity of 0-dimensional affine bilinear systems (Theorem 6.1). Let f 1 , . . . , f nx+ny be an affine bilinear system of k[x 0 , . . . , x nx−1 , y 0 , . . . , y ny−1 ], then the maximal degree reached during the computation of a Gröbner basis with respect to the grevlex ordering is upper bounded by:
This bound is exact in practice for generic bilinear systems and permits to derive complexity estimates for solving bilinear systems (Corollary 6.1) which can be applied to practical problems (see for instance [18] for an application to the MinRank problem).
State of the art
The complexity analysis that we perform by proving properties on the Hilbert bi-series of bilinear ideals follows a path which is similar to the one used to analyze the complexity of the F 5 algorithm in the case of homogeneous regular sequences (see [5] ). In [25] , the properties of Buchberger's Algorithm are investigated in the context of multi-graded rings. The algorithmic use of multihomogeneous structures has been investigated mostly in the framework of multivariate resultants (see [11, 13] and references therein for the most recent results) following the line of work initiated by [30] . In the context of solving polynomial systems by using straight-line programs as data-structures, [23] provides an alternative way to compute resultant formula for multihomogeneous systems.
As we have seen in the description of the main results, the knowledge of Gröbner bases of ideals generated by maximal minors of linear matrices play a crucial role. Theorem 3.2 which states that such Gröbner bases are obtained by a single row echelon form computation is a variant of the main results in [38] and [7] (see also the survey [8] ).
More generally, the theory of multihomogeneous elimination is investigated in [33] and [34] providing tools to generalize some well-known notions (e.g. Chow forms, resultant formula, heights) in the homogeneous case to multihomogeneous situations. Such works are initiated in [40] where the Hilbert bi-series of bihomogeneous ideals is introduced.
Structure of the paper
This paper is articulated as follows. Some tools from commutative algebra are introduced. Next, we investigate the case of bilinear systems and propose an algorithm to remove all reductions to zero during the Gröbner basis computation. Then we prove its correctness and explain why it is efficient for generic bilinear systems. To continue our study of the structure of bilinear ideals, we give the explicit form of the Hilbert bi-series of generic bilinear ideals. Finally, we prove a new bound on the degree of regularity of generic affine bilinear systems and we use it to derive new complexity bounds. Technical results and their proofs are postponed in Appendix.
2 Gröbner bases: the Matrix F 5 Algorithm
Gröbner bases: notations
In this section, R denotes the ring k[x 1 , . . . , x n ] (where k is a field) and for all β = (β 1 , . . . ,
Gröbner bases are defined with respect to a monomial ordering (see [10] , page 55, Definition 1). In this paper, we focus in particular on the so-called grevlex ordering (degree reverse lexicographical ordering). Definition 2.1. The grevlex ordering is defined by: If ≺ is a monomial ordering and f ∈ R is a polynomial, then its greatest monomial with respect to ≺ is called leading monomial and denoted by LM ≺ (f ) (or simply LM(f ) when there is no ambiguity on the considered ordering).
If I ⊂ R is a polynomial ideal, its leading monomial ideal (i.e. {LM ≺ (f ) : f ∈ I} ) is denoted by LM ≺ (I) (or simply LM(I) when there is no ambiguity on the ordering) .
Definition 2.2. let I ⊂ R be an ideal, and ≺ be a monomial ordering. A Gröbner basis of I (relatively to
Definition 2.3. Let I ⊂ R be an ideal, ≺ be a monomial ordering and f ∈ R be a polynomial. Then there exist unique polynomialsf ∈ R and g ∈ I such that f =f + g,f is monic and none of the monomials appearing inf are in LM ≺ (I). The polynomialf is called the normal form of f (with respect to I and ≺), and is denoted NF I,≺ (f ).
It is well known that NF I,≺ (f ) = 0 if and only if f ∈ I (see e.g. [10] ). Definition 2.4. Let I ⊂ R be an homogeneous ideal, ≺ be a monomial ordering and D be an integer. We call D-Gröbner basis a finite set of polynomials G such that G = I and
The following Lemma is a straightforward consequence of Dickson's Lemma [10, page 71, Theorem 5].
Lemma 2.1. Let I ⊂ R be an ideal and let ≺ be a monomial ordering. There exists D ∈ N such that every D-Gröbner basis with respect to ≺ is a Gröbner basis of I with respect to ≺.
The Matrix F 5 Algorithm
We use a variant of the F 5 Algorithm, called Matrix F 5 Algorithm, which is suitable to perform complexity analyses (see [4, 5, 19] ).
Given a set of generators (f 1 , . . . , f m ) of an homogeneous polynomial ideal I ⊂ R, an integer D and a monomial ordering ≺, the Matrix F 5 Algorithm computes a D-Gröbner basis of I with respect to ≺. It performs incrementally by considering the ideals
Let d ∈ N, denote by R d the k-vector space of polynomials in R of degree d. As in [16] and [4] , we use a definition of the row echelon form of a matrix which is slightly different from the usual definition: we call row echelon form the matrix obtained by applying the Gaussian elimination Algorithm without permuting the rows. The idea of the Matrix F 5 Algorithm (see Algorithm 2.2 below) is to calculate triangular bases of the vector spaces I i ∩ R d for 1 ≤ d ≤ D and 1 ≤ i ≤ m and to deduce from them a d-basis of I i+1 . These triangular bases are obtained by computing row echelon forms of the Macaulay matrices.
In the algorithm which follows, the columns in the matrix M d,i correspond to the monomials of R of degree d and are sorted by the chosen monomial ordering ≺ (from the largest to the smallest). An homogeneous polynomial is identified with the corresponding row in the matrix. Each row has a signature (t, f j ), where t is a monomial and 1 ≤ j ≤ i. The rows of the matrices are sorted as follows: a row with signature (t 1 , f j ) is preceding a row with signature (t 2 , f k ) if j < k or (j = k and t 1 ≺ t 2 ).
When the row echelon form of a matrix is computed, the rows which are linear combinations of preceding rows are reduced to zero. Such computations are useless: removing these rows before computing the row echelon form will not modify the result but lead to significant practical improvements. The so-called F 5 criterion (see [16] ) is used to detect these reductions to zero and is given below. [4, 16] 
)
Require:
M d,0 ← matrix with 0 rows 4: for i from 1 to m do 5: Construct M d,i by adding to M d,i−1 the following rows: 6: 
add the row f i with signature (1, f i ) 8: end if 9: if d > d i then 10: for all f from M d−1,i with signature (e, f i ), such that x λ is the 11: greatest variable of e, add the n − λ + 1 rows x λ f, x λ+1 f, . . . , x n f with the 12: signatures (x λ e, f i ), (x λ+1 e, f i ), . . . , (x n e, f i ) except those which satisfy: 13 :
end if 15: Compute M d,i the row echelon form of M d,i
16:
Add to G the polynomials corresponding to rows of M d,i such that their 17: leading monomial is different from the leading monomial of 18: the row with same signature in M d,i
19:
end for 20: end for 21: return G We recall now some results mostly given by [16] which justify the F 5 criterion by relating reductions to zero appearing in an incremental computation of a Gröbner basis of a homogeneous ideal with the syzygy module of the polynomial system under consideration. The next theorem explains how reductions to zero and syzygies are related:
Theorem 2.1 (F 5 criterion, [16] ). 
If t ∈ LM(I
The rows eliminated by the F 5 criterion correspond to the trivial syzygies, i.e. the syzygies (s 1 , . . . , s m ) such that ∀1 ≤ i ≤ m, s i ∈ f 1 , . . . , f i−1 , f i+1 , . . . , f m . These particular syzygies come from the commutativity of R (for all 1 ≤ i, j ≤ m, f i f j − f j f i = 0). It is well known that in the generic case, the syzygy module of a polynomial system is generated by the trivial syzygies. 1. the syzygy module of (f 1 , . . . , f m ) is generated by the trivial syzygies.
for
A sequence of polynomials which satisfies these conditions is called a regular sequence.
This notion of regularity is essential since the regular sequences correspond exactly to the systems such that there is no reduction to zero during the computation of a Gröbner basis with F 5 (see [16] ). Moreover, generic polynomial systems are regular.
Gröbner bases computation for bilinear systems

Overview
Let F = (f 1 , . . . , f 4 ) be a sequence of four bilinear polynomials in Q[x 0 , x 1 , x 2 , y 0 , y 1 , y 2 ], I be the ideal generated by F and V ⊂ C 6 be its associated algebraic variety. As above, I i denotes the ideal f 1 , . . . , f i , and we consider the grevlex ordering with x 0 ≻ . . . ≻ x nx ≻ y 0 ≻ . . . ≻ y ny . Since f 1 , . . . , f 4 are bilinear, for all (a 0 , a 1 , a 2 ) ∈ C 3 and 1 ≤ i ≤ 4, f i (a 0 , a 1 , a 2 , 0, 0, 0) = 0. Hence, V contains the linear affine subspace defined by y 0 = y 1 = y 2 = 0 which has dimension 3. We conclude that V has dimension at least 3.
Consequently, the sequence (f 1 , f 2 , f 3 , f 4 ) is not regular (since the co-dimension of an ideal generated by a regular sequence is equal to the length of the sequence). Hence, there are reductions to zero during the computation of a Gröbner basis with the F 5 Algorithm (see [16] ).
When the four polynomials are chosen randomly, one remarks experimentally that these reductions correspond to the rows with signatures (x 3 0 , f 4 ) and (y 3 0 , f 4 ). This experimental observation can be explained as follows.
Consider the jacobian matrices 
Denote by Ker L (jac x (F )) (resp. Ker L (jac y (F ))) the left kernel of jac x (F ) (resp. jac y (F )). Therefore, if (q 1 , . . . , q 4 ) belongs to Ker L (jac x (F )) (resp. Ker L (jac y (F ))), then the relation (1) implies that (q 1 , . . . , q 4 ) belongs to the syzygy module of I.
Given a (k + 1, k)-matrix M, denote by minor(M, j) the minor obtained by removing the j-th row from M. Consider
By Cramer's rule, it is straightforward to prove that v ∈ Ker L (jac x (F )). A symmetric statement can be made for jac y (F ). From this observation, one deduces that minor(jac x (F ), 4)f 4 (resp. minor(jac y (F ), 4)f 4 ) belongs to
We conclude that the rows with signature
are reduced to zero when performing the Matrix F 5 Algorithm described in the previous section. A straightforward computation shows that if F contains polynomials which are chosen randomly, then LM(minor(jac x (F ), 4)) = y In this section, we generalize this approach to sequences of bilinear polynomials of arbitrary length. Hence, the jacobian matrices have a number of rows which is is not the number of columns incremented by 1. But, even in this more general setting, we exhibit a a relationship between the left kernels of the jacobian matrices and the syzygy module of the ideal spanned by the sequence under consideration. This allows us to prove a new F 5 -criterion dedicated to bilinear systems. On the one hand, when plugged into the Matrix F 5 Algorithm, this criterion detects reductions to zero which are not detected by the classical criterion. On the other hand, we prove that a D-Gröbner basis is still computed by the Matrix F 5 Algorithm when it uses the new criterion.
Jacobian matrices of bilinear systems and syzygies
From now on, we use the following notations:
m is a sequence of bilinear polynomials and
• I is the ideal generated by F and I i is the ideal generated by F i ;
• Let M be a ℓ × c matrix, with ℓ > c. We call maximal minors of M the determinants of the c × c sub-matrices of M;
• jac x (F i ) and jac y (F i ) are respectively the jacobian matrices
• X is the vector of variables [x 0 , . . . , x nx ] t and Y is the vector of variables [y 0 , . . . , y ny ] t ;
Lemma 3.1. Let i > n x + 1 (resp. i > n y + 1), and let s be a maximal minor of jac
Proof. The proof is done when considering s as a maximal minor of jac x (F i−1 ) with i > n x + 1. The case where s is a maximal minor of jac y (F i−1 ) with i > n y + 1 is proved similarly. Note that jac x (F i−1 ) is a matrix with i − 1 rows and n x + 1 columns and i − 1 ≥ n x + 1. Denote by (j 1 , . . . , j i−nx−2 ) the rows deleted from jac x (F i−1 ) to construct its submatrix J whose determinant is s.
Consider now the i × (i − n x − 2)-matrix T such that its (ℓ, k) entry is 1 if and only if ℓ = j k else it is 0. N denotes the following i × (i − 1) matrix:
A straightforward use of Cramer's rule shows that
Remark that this implies
A routine computation of minor(N, i) by going across the last columns of N shows that minor(N, i) = ±s Theorem 3.1. Let i > n x + 1 (resp. i > n y + 1) and let s be a linear combination of maximal minors of
Proof. By assumption, s = ℓ a ℓ s ℓ where each s ℓ is a maximal minor of jac x (F i−1 ). According to Lemma 3.1, for each minor s ℓ there exists (s
Thus, by summation over ℓ, one obtains
Moreover, by Euler's formula
y ) be the ideal generated by the maximal
Proof. By Theorem 3.1, all minors of jac x (F i−1 ) (resp. jac y (F i−1 )) are elements of I i−1 : f i . Thus,
The above result implies that for all g ∈ M
), the rows of signature (LM(g), f i ) are reduced to zero during the Matrix F 5 Algorithm. In order to remove these rows, it is crucial to compute a Gröbner basis of the ideals M . These ideals are generated by the maximal minors of matrices whose entries are linear forms. The goal of the following section is to understand the structure of such ideals and how Gröbner bases can be efficiently computed in that case.
Gröbner bases and maximal minors of matrices with linear entries
Let L be the set of homogeneous linear forms in the ring R X = k[x 0 , . . . , x nx ], ≺ be the grevlex ordering on R X (with x 0 ≻ · · · ≻ x nx ) and Mat L (p, q) be the set of p × q matrices with entries in L with p ≥ q and
Given M ∈ Mat L (p, q), we denote by MaxMinors(M) the set of maximal minors of M. We denote by Macaulay ≺ (MaxMinors(M), q) the Macaulay matrix in degree q associated to MaxMinors(M) and to the ordering ≺ (each row represents a polynomial of MaxMinors(M) and the columns represent the monomials of degree q of k[x 0 , . . . , x nx ] sorted by ≺ from the largest to the smallest).
The main result of this paragraph lies in the following theorem: it states that, in general, a Gröbner basis of MaxMinors(M) is a linear combination of the generators.
Theorem 3.2. There exists a nonempty Zariski
-open set O in Mat L (p, q) such that for all M ∈ O, a grevlex Gröbner
basis of MaxMinors(M) with respect to ≺ is obtained by computing the row echelon form of Macaulay ≺ (MaxMinors(M), q).
This theorem is related with a result from Sturmfels, Bernstein and Zelevinsky (1993), which states that the ideal generated by the maximal minors of a matrix whose entries are variables is a universal Gröbner Basis. We tried without success to use this result in order to prove Theorem 3.2. Therefore, we propose an ad-hoc proof, which is based on the following Lemmas whom proofs are postponed at the end of the paragraph. 
Lemma 3.2. Let Monomials p−q (q) be the set of monomials of degree
Thus all polynomials in a minimal Gröbner basis of MaxMinors(M) have degree q and then can be obtained by computing the row echelon form of Macaulay ≺ (MaxMinors(M), q).
We prove now Lemmas 3.2, 3.3 and 3.4. Proof of Lemma 3.2. Let M be the (p, q)-matrix whose (i, j)-entry is a generic homogeneous linear form
and given a set a = {a
Consider the Macaulay matrix Macaulay ≺ (MaxMinors(M), q).
Remark that the number of monomials in Saying that Monomials p−q (q) ⊂ LM( MaxMinors(M) ) is equivalent to saying that the determinant of the square submatrix of Macaulay ≺ (MaxMinors(M), q) containing its first p q columns is non-zero. Let g ∈ k[a] be this determinant.
The
In the following ψ denotes the canonical inclusion morphism from
. . , v nx−p+q ), ψ v denotes the specialization morphism: Proof. There exists an affine bilinear system f 1 , . . . , f p ∈ k ′ (a)[x 0 , . . . , x p−q , y 0 , . . . , y q−2 ], such that:
One remarks that there also exists a polynomial h 2 ∈ k[a] such that if h 2 (a) = 0, then ϕ a (I) is 0-dimensional (since f 1 , . . . , f p is a generic affine bilinear system with p equations and p variables, see Proposition A.3). From Lemma B.2 (in Appendix), there exists a polynomial h 3 such that if h 3 (a) = 0, then ϕ a (I) is radical. From now on, we suppose that h 1 (a)h 2 (a)h 3 (a) = 0. If (w 0 , . . . , w p−q ) ∈ V ar( MaxMinors(ψ • ϕ a (M)) ) (where V ar denotes the variety), then the set of points in V ar(ϕ a (I)) whose projection is (w 0 , . . . , w p−q ) can be obtained by solving an affine linear system. The set of solutions of this system is nonempty and finite (since ϕ a (I) is 0-dimensional), thus it contains a unique element. So there is a bijection between V ar(ϕ a (I)) and V ar(
From Corollary B.1, this degree is p q−1 . According to Lemma 3.2,
and thus
Furthermore, the inequation h 1 (a)h 2 (a)h 3 (a) = 0 defines the wanted Zariski open set. 
Proof of Lemma 3.3. Consider the Zariski open set
is given by the set of all monomials of degree less than q. Therefore, the dimension of k
Therefore, all polynomials in MaxMinors(ψ • ϕ a (M)) have degree at least q. Now let g = 0 be a polynomial in MaxMinors(ϕ a (M)) . Then there exists v = (v 1 , . . . , v nx−p+q ) such that the specialized polynomial verifies ψ v (g) = 0 and such that deg(
, by a similar argument there also exists a monomial m 1 ∈ Monomials p−q (q) in g 1 . By induction construct the sequence
. This sequence is infinite and strictly decreasing (for the induced partial ordering on polynomials:
. But, when ≺ is the grevlex ordering, there does not exist such an infinite and strictly decreasing sequence.
Therefore LM(g) ∈ Monomials p−q (q) , which concludes the proof.
Proof of Lemma 3.4. In order to prove that the Zariski open set
, the fact that LM(MaxMinors(M)) = Monomials p−q (q) implies the equality of the monomial ideals LM( MaxMinors(M) ) = Monomials p−q (q) . Thus, we prove in the sequel that LM(MaxMinors(M)) = Monomials p−q (q).
A first observation is that the cardinality of MaxMinors(M) equals the cardinality of Monomials p−q (q) Let i 1 , . . . , i p−q be the indices of these rows (with i 1 < . . . < i p−q ). Denote by ⋆ the product coefficient by coefficient of two matrices (i.e. the Hadamard product) and let S q be the set of q × q permutation matrices. Thus m = σ∈Sq (−1)
We prove now that σ 0 = id. Suppose by contradiction that σ 0 = id. In the sequel, we denote by
• e i the q × 1 unit vector whose i-th coordinate is 1 and all its other coordinates are 0;
• σ 0 j is the integer i such that σ 0 e j = e i .
Since, by assumption, σ 0 = id, there exists 1 ≤ i < j ≤ q such that σ 0 j > σ 0 i . Because of the structure of M, we know that for the grevlex ordering
Let σ ′ be defined by
, and MaxMinors(M) has the same cardinality as Monomials p−q (q). Therefore, one can deduce that LM(MaxMinors(M)) = Monomials p−q (q).
An extension of the F 5 criterion for bilinear systems
We can now present the main algorithm of this section. Given a sequence of homogeneous bilinear forms F = (f 1 , . . . , f m ) ⊂ R generating an ideal I ⊂ R, ≺ the grevlex monomial ordering on R with x 0 ≻ · · · x nx ≻ y 0 ≻ · · · y ny , it returns a set of pairs (g, f i ) such that g ∈ I i−1 : f i and g / ∈ I i−1 (for i > min(n x + 1, n y + 1)). Following Theorem 3.1 and 3.2, this is done by considering the matrices jac x (F i ) (resp. jac y (F i )) for i > n x + 1 (resp. i > n y + 1) and performing a row echelon form on Macaulay ≺ (MaxMinors(jac x (F i )), n x + 1) (resp. Macaulay ≺ (MaxMinors(jac y (F i )), n y + 1)).
First we describe the subroutine Reduce (Algorithm 3.1) which reduces a set of homogeneous polynomials of the same degree: Algorithm 3.1. Reduce Require: (S, q) where S is a set of homogeneous polynomials of degree q. Ensure: T is a reduced set of homogeneous polynomials of degree q.
1: M ← Macaulay(S, q).
Return T the set of polynomials corresponding to the rows of M.
The main algorithm uses this subroutine in order to compute a row echelon form of the matrix Macaulay ≺ (MaxMinors(jac x (F i )) , n x + 1) (resp. Macaulay ≺ (MaxMinors(jac y (F i )), n y + 1)): if i > n y + 1 then
4:
T ← Reduce(MaxMinors(jac y (F i−1 )), n y + 1).
5:
for h in T do 6:
end for 8: end if 9: if i > n x + 1 then
10:
T ′ ← Reduce(MaxMinors(jac x (F i−1 )), n x + 1).
11:
for h in T ′ do
12:
V ← V ∪ {(h, f i )}
13:
end for 14: end if 15: end for 16: Return V The following Proposition explains how the output of Algorithm 3.2 is related to reductions to zero occurring during the Matrix F 5 Algorithm. Proof. According to Theorem 3.1, hf i ∈ I i−1 . Therefore
This implies that the row with signature (t, f i ) is a linear combination of preceding rows in the matrix Macaulay(F i , deg(tf i )). Hence this row will be reduced to zero. Now we can merge this extended criterion with the Matrix F 5 Algorithm. To do so, we denote by V the output of BLCRITERION (V has to be computed at the beginning of Matrix 
Main results
The goal of this part of the paper is to show that Algorithm 3.2 finds all reductions to zero for generic bilinear systems. In order to describe the structure of ideals generated by generic bilinear systems, we define a notion of bi-regularity (Definition 4.1). For bi-regular systems, we give a complete description of the syzygy module (Proposition 4.2 and Corollary 4.1). Finally, we show that, for such systems, Algorithm 3.2 finds all reductions to zero and that generic bilinear systems are bi-regular (Theorem 4.1), assuming a conjecture about the kernel of generic matrices whose entries are linear forms (Conjecture 4.1).
Kernel of matrices whose entries are linear forms
Consider an monomial ordering ≺ such that its restriction to k[x 0 , . . . , x nx ] (resp. k[y 0 , . . . , y ny ]) is the grevlex ordering (for instance the usual grevlex ordering with
Let ℓ, c, n x be integers such that c < ℓ ≤ n x + c − 1. Let M be the set of matrices ℓ × c where coefficients are linear forms of k[x 0 , . . . , x nx ]. Let T be the set of ℓ × (ℓ − c − 1) matrices T such that:
• each column of T has exactly one 1 and the rest of the coefficients are 0.
• each row of T has at most one 1 and all the other coefficients are 0.
If T ∈ T and M ∈ M, we denote by M T the ℓ × (ℓ − 1) matrix obtained by adding to M the columns of T. According to the proof of Lemma 3.1, some elements of the left kernel of a matrix M can be expressed as vectors of maximal minors:
. . .
Actually, we observed experimentally that kernels of random matrices M ∈ M are generated by those vectors of minors. This leads to the formulation of the following conjecture:
Conjecture 4.1. The set of matrices M ∈ M such that
. . . 
Structure of generic bilinear systems
With the following definition, we try to give an analog of regular sequences for bilinear systems. This definition is closely related to the generic behaviour of Algorithm 3.2. In the following, we use the notations:
• BL(n x , n y ) the k-vector space of bilinear polynomials in K[x 0 , . . . , x nx , y 0 , . . . , y ny ];
• X ⊂ k[x 0 , . . . , x nx , y 0 , . . . , y ny ] (resp. Y ) is the ideal x 0 , . . . , x nx (resp. y 0 , . . . , y ny );
• An ideal is called bihomogeneous if there exists a set of bihomogeneous generators. In particular, ideals spanned by bilinear polynomials are bihomogeneous.
• J i denotes the saturated ideal
• Given a polynomial sequence (f 1 , . . . , f m ), we denote by Syz triv the module of trivial syzygies, i.e. the set of all syzygies (s 1 , . . . , s m ) such that
• A primary ideal P ⊂ R is called admissible if x 0 , . . . , x nx ⊂ √ P and y 0 , . . . , y ny ⊂ √ P ;
• Let E be a k-vector space such that dim(E) < ∞. We say that a property P is generic if it is satisfied on a nonempty open subset of E (for the Zariski topology), i.e. ∃h ∈ k[a 1 , . . . , a dim(E) ], h = 0, such that P is does not hold on (a 1 , . . . , a dim(E) ) ⇒ h(a 1 , . . . , a dim(E) ) = 0.
Without loss of generality, we suppose in the sequel that n x ≤ n y .
Lemma 4.1. Let I m be an ideal spanned by m generic bilinear equations f 1 , . . . , f m and I m = ∩ P ∈P P be a minimal primary decomposition. Let P 0 ∈ P be one of its primary non-admissible components. If m < n x + 1 (resp. m < n y + 1),
Proof. Suppose that m < n x + 1. Consider the field k ′ = k(y 0 , . . . , y ny ) and the canonical inclusion
Generically, the system (ψ(f 1 ), . . . , ψ(f m )) is a regular sequence of k ′ [x 0 , . . . , x nx ]. Thus there exists an polynomial f ∈ X (homogeneous in the x i s) such that ψ(f ) is not a divisor of 0 in k ′ [x 0 , . . . , x nx ]/ψ(I m ). This means that ψ(I m ) : ψ(f ) = ψ(I m ). Suppose the assertion of Lemma 4.1 is false. Then X ⊂ √ P 0 and hence, f ∈ √ P 0 . Therefore there exists g ∈ k[y 0 , . . . , y ny ] such that, in R, gf ∈ √ I m (take g in (∩ P ∈P\{P0} √ P ) \ { √ P 0 } which is nonempty). Thus ψ(f ) ∈ ψ(I m ) (since ψ(g) is invertible in k ′ ), which is impossible since ψ(I m ) : ψ(f ) = ψ(I m ).
Lemma 4.2.
• Proof.
• If m ≤ n x , then by Lemma 4.1, J m = I m . Then according to Theorem A.1, there exists a nonempty Zariski-open set O ⊂ BL K (n x , n y ) m such that (f 1 , . . . , f m ) ⊂ O implies that (f 1 , . . . , f m ) is a regular sequence. Therefore, I m has co-dimension m and all the components of a minimal primary decomposition of I m are admissible.
• If n x + 1 ≤ m, then according to Proposition A.3, J m = (I m : Y ∞ ) : X ∞ is equidimensional of co-dimension m. Let V x be the set {(0, . . . , 0, a 0 , . . . , a ny )|a i ∈ k}. Since V x ⊂ V ar(I m : Y ∞ ) and codim(V x ) = n x + 1, it can be deduced that V x ⊂ V ar(J m ) and V ar(I m :
Since Y is not a subset of X, X is also a prime ideal associated to √ I m .
• Similar proof in the case n y + 1 ≤ m.
Lemma 4.3. Suppose that the local ring R X /I X (resp. R Y /I Y ) is regular and that X (resp. Y ) is a prime ideal associated to √ I and let Q be an isolated primary component of a minimal primary decomposition of I containing X (resp. Y ). Then Q = X (resp. Q = Y ).
Proof. By assumption, X is a prime ideal associated to √ I. Then, there exists an isolated primary component of a minimal primary decomposition of I which contains a power of X and does not meet R \ X. This proves that I X does not contain a unit in R X .
By assumption R X /I X is regular and local, then R X /I X is an integral ring (see e.g. [12, Corollary 10.14]) which implies that I X is prime and does not contain a unit in R X .
Let I = Q 1 ∩ · · · ∩ Q s be a minimal primary decomposition of I. In the sequel, Q iX denotes the localization of Q i by X. Suppose first that there exists 1 ≤ i ≤ s such that I X = Q iX with Q i nonadmissible which does not meet the multiplicatively closed part R \ X . Then Q iX is obviously prime which implies that Q i itself is prime [3, Proposition 3.11 (iv)]. Our claim follows.
It remains to prove that I X = Q iX for some 1 ≤ i ≤ s. Suppose that the Q i 's are numbered such that Q j meets the multiplicatively closed set R\X for r+1 ≤ j ≤ s but not Q 1 , . . . , Q r . I X = Q 1X ∩· · ·∩Q rX and it is a minimal primary decomposition [3, Proposition 4.9]. Hence, since I X is prime, r = 1 and Q 1 is the isolated minimal primary component containing X.
Proving that Q = Y in the case where R Y /I Y is regular and that Y is a prime associated to √ I is done in the same way. Proof. Suppose that n x + 1 ≤ m. Then, from Lemma 4.2, there exists a nonempty Zariski-open set O 1 such that X is an associated prime to √ I. Note also that this implies that I X has co-dimension n x + 1. Thus, from Lemma 4.3, it is sufficient to prove that there exists a nonempty Zariski-open set O 2 such that for all (f 1 , . . . , f m ) ∈ O 1 ∩ O 2 , R X /I X is a regular local ring.
From the Jacobian Criterion (see e.g. [12] , Theorem 16.19), the local ring R X /I X is regular if and only if jac(f 1 , . . . , f m ) taken modulo X has co-dimension n x + 1. Since the generators of I are bilinear, the latter condition is equivalent to saying that the matrix 
It is obvious that (f 1 , . . . , f m ) ∈ O 3 implies that J X has rank n x + 1; our claim follows.
In the case where n y ≤ m. The proof follows the same pattern using Lemmas 4.2 and 4.3 and the Jacobian criterion. The only difference is that one has to prove that there exists a nonempty Zariski-open set O 4 such that for all (f 1 , . . . , f m ) ∈ O 4 the matrix
has rank n y + 1, which is done as above.
Remark 4.2. The proof of Proposition 4.1 relies on the use of the Jacobian Criterion. From [12, Theorem 16.19], it remains valid if the characteristic of k is large enough so that the residue class field of X (resp. Y ) is separable.
The two following propositions explain why the rows reduced to zero in the generic case during the F 5 Algorithm have a signature (t, f i ) such that t ∈ k[x 0 , . . . , x nx ] or t ∈ k[y 0 , . . . , y ny ]. Finally, we see that
Since the syzygy module of a bihomogeneous system is generated by bihomogeneous syzygies, it can be deduced that • if h ∈ k[x 0 , . . . , x nx ], then ∀j, y j h ∈ I i−1 .
• if h ∈ k[y 0 , . . . , y ny ], then ∀j, x j h ∈ I i−1 . Let 0 ≤ j ≤ n y be an integer. Consider the polynomials h 1 , . . . , h i−1 , where h k is the determinant of the (i − 2) × (i − 2) matrix obtained by removing the (j + 1)th column and the kth row from M T . Then we can remark that
Proof. Suppose that
where the only non-zero component is in the (j + 1)th column. Keeping only the n y + 1 first columns of M T , we obtain
  , the following equality holds
This implies that y j h ∈ I i−1 . •
where t ∈ I m−1 is a bihomogeneous polynomial and the q i and q We just proved that I m−1 :
Corollary 4.1 shows that, when a bilinear system is bi-regular, it is possible to find a Gröbner basis of I m−1 : f m (which yields the monomials t such that the row (t, f m ) reduces to zero) as soon as we know the three Gröbner bases G x , G y , and G m−1 . In fact, we only need G x and G y since the reductions to zero corresponding to G m−1 are eliminated by the usual F 5 criterion. Fortunately, we can obtain G x and G y just by performing linear algebra over the maximal minors of a matrix (Theorem 3.2) .
We now present the main result of this section. If we suppose that Conjecture 4.1 is true, then the following Theorem shows that generic bilinear systems are bi-regular. . By Lemma 3.2, t is a leading monomial of a linear combination of the maximal minors of jac x (F m−1 ) (or jac y (F m−1 )). Consequently, the reduction to zero (t, f m ) is detected by the extended F 5 criterion.
Remark 4.3. Thanks to the analysis of Algorithm 3.2, we know exactly which reductions to zero can be avoided during the computation of a Gröbner basis of a bilinear system. If a bilinear system is bi-regular, then the Algorithm 3.2 finds all reductions to zero. Indeed, this algorithm detects reductions to zero coming from linear combinations of maximal minors of the matrices jac x (F i ) and jac y (F i ). According to Theorem 4.1, there are no other reductions to zero for bi-regular systems.
Hilbert bi-series of bilinear systems
An important tool to describe ideals spanned by bilinear equations is the so-called Hilbert series. In the homogeneous case, complexity results for F 5 were obtained with this tool (see e.g. [5] ). In this section, we provide an explicit form of the Hilbert bi-series -a bihomogeneous analog of the Hilbert series -for ideals spanned by generic bilinear systems. To find this bi-series, we use the combinatorics of the syzygy module of bi-regular systems. With this tool, we will be able to do a complexity analysis of a special version of the F 5 which will be presented in the next section.
We say that an ideal is bihomogeneous if there exists a set of bihomogeneous generators. The following notation will be used throughout this paper: the vector space of bihomogeneous polynomials of bi-degree (α, β) will be denoted by R α,β . If I is a bihomogeneous ideal, then I α,β will denote the vector space I ∩ R α,β .
Definition 5.1 ([40, 36]). Let I be a bihomogeneous ideal of R. The Hilbert bi-series is defined by
Remark 5.1. The usual univariate Hilbert series for homogeneous ideals can easily be deduced from the Hilbert bi-series by putting t 1 = t 2 (see [36] ).
We can now present the main result of this section: an explicit form of the bi-series for bi-regular bilinear systems. Let f 1 , . . . , f m ∈ R be a bi-regular bilinear sequence, with m ≤ n x + n y . Then
We decompose the proof of this theorem into a sequence of lemmas.
If I is an ideal of R and f is a polynomial, we denote byf the equivalence class of f in R/I and ann R/I (f ) = {v ∈ R/I : vf = 0},
If I is a bihomogeneous ideal and f is a bihomogeneous polynomial, we use the following notation:
Lemma 5.1. Let f 1 , . . . , f m ∈ R be bihomogeneous polynomials, with
Proof. We have the following exact sequence:
where ϕ 1 and ϕ 3 are the canonical inclusions, and ϕ 2 is the multiplication by f m .
From this exact sequence of ideals, we can deduce an exact sequence of vector spaces:
Thus the alternate sum of the dimensions of vector spaces of an exact sequence is 0: (α, β) , we obtain the claimed recurrence:
where
Proof. Saying that v ∈ ann R/Ii−1 (f i ) is equivalent to saying that the row with signature (LM(v), f i ) is not detected by the classical F 5 criterion. According to Theorem 4.1, if the system is bi-regular, the reductions to zero corresponding to non-trivial syzygies are exactly:
By Proposition 4.3, we know that if P ∈ k[x 0 , . . . , x nx ] ∩ (I i−1 : f i ) (resp. k[y 0 , . . . , y ny ] ∩ (I i−1 : f i )), then ∀j, y j P ∈ I i−1 (resp. x j P ∈ I i−1 ). Thus G Ii−1,fi (t 1 , t 2 ) is the generating bi-series of the monomials of k[x 0 , . . . , x nx ] which are a multiple of a monomial of degree n y + 1 in x 0 , . . . , x i−ny −2 and of the monomials of k[y 0 , . . . , y ny ] which are a multiple of a monomial of degree n x + 1 in y 0 , . . . , y i−nx−2 . Denote by g (i−1) x (t) (resp. g (i−1) y (t)) the generating series of the monomials of k[x 0 , . . . , x nx ] (resp. k[y 0 , . . . , y ny ]) which are a multiple of a monomial of degree n y + 1 (resp. n x + 1) in x 0 , . . . , x i−ny −2 (resp. y 0 , . . . , y i−nx−2 ). Then we have
Next we use combinatorial techniques to give an explicit form of g 
Let B j denote the number of monomials of k[x 0 , . . . , x i−ny−2 ] of degree j. Then
Since B j = i−ny−1+j j , we can conclude:
.
Proof of Theorem 5.1. Since the polynomials are bilinear, by Lemma 5.1, we have
Lemma 5.2 gives the value of G Ii−1,fi (t 1 , t 2 ). To initiate the recurrence, we need
Then we can obtain the claimed form of the bi-series by solving the recurrence:
6 Towards complexity results
A multihomogeneous F 5 Algorithm
We now describe how it is possible to use the multihomogeneous structure of the matrices arising in the Matrix F 5 Algorithm to speed-up the computation of a Gröbner basis. In order to have simple notations, the description is made in the context of bihomogeneous systems, but it can be easily transposed in the context of multihomogeneous systems. Let f 1 , . . . , f m be a sequence of bihomogeneous polynomials. Then consider the matrices M d in degree d appearing during the Matrix F 5 Algorithm. One can remark that each row represents a bihomogeneous polynomial. Let (d 1 , d 2 ) be the bi-degree of one row of this matrix. Then the only non-zero coefficients on this row are in columns which represent a monomial of bi-degree (d 1 , d 2 ) . Then a possible strategy to use the bihomogeneous structure is the following: • Compute the row echelon forms of the matrices M d1,d2 . This gives bases of I d1,d2 .
• The union of the bases gives a basis of
This way, instead of computing the row echelon form of a big matrix, we can decompose the problem and compute independently the row echelon forms of smaller matrices. This strategy can be extended to multihomogeneous systems.
In Table 1 , the execution time and the memory usage of this multihomogeneous variant of F 5 are compared to the classical homogeneous Matrix F 5 Algorithm for computing a D-Gröbner basis for random bihomogeneous systems (for the grevlex ordering). Both implementations are made in Magma2.15-7. The experimental results have been obtained with a Xeon processor 2.50GHz cores and 20 GB of RAM. We are aware that we should compare efficient implementations of these two algorithms to have a more precise evaluation of the speed-up we can expect for practical applications. However, these experiments give a first estimation of that speed-up. Furthermore, we can also expect to save a lot of memory by decomposing the Macaulay matrix into smaller matrices. This is crucial for practical applications, since untractability is often due to the lack of memory.
A theoretical complexity analysis in the bilinear case
In this section, we provide a theoretical explanation of the speed-up observed when using the bihomogeneous structure of bilinear systems. To estimate the complexity of the Matrix F 5 Algorithm, we consider that the cost is dominated by the cost of the reductions of the matrices with the highest degree. By using the new criterion described in Section 3.4, all the matrices appearing during the computations have full rank for generic inputs (these ranks are the dimensions of the k-vector spaces I d1,d2 ). We consider that the complexity of reducing a r ×c matrix with Gauss elimination is O(r 2 c). Thus the complexity of computing a D-Gröbner basis with the usual Matrix F 5 Algorithm and the extended criterion for a bilinear system of m equations over k[x 0 , . . . , x nx , y 0 , . . . , y ny ] is
When using the multihomogeneous structure, the complexity becomes: . Thus the theoretical speed-up that we expect is:
Multihomogeneous
C2 is a constant and
Now let us compare this theoretical speed-up with the one observed in practice. We can see in this table that, in practice, experimental results match the theoretical complexity:
speedup ≈ 0.6F (n x , n y , m, D).
Structure of generic affine bilinear systems
In this section, we show that generic affine bilinear systems have a particular structure: they are regular (Definition 2.6). Consequently, the usual F 5 criterion removes all reductions to zero. Proof. Let (f 1 , . . . , f m ) be a generic affine bilinear system. Assume that it is not regular. Then for some i, there exists g ∈ R such that g / ∈ I i−1 and gf i ∈ I i−1 . Denote by g h the bi-homogenization of g. 3) . By putting x nx = 1 and y ny = 1, we see that in this case, g ∈ I i−1 , which yields a contradiction. This shows that generic affine bilinear systems are regular.
Degree of regularity of affine bilinear systems
In this part, m, n x and n y are three integers such that m = n x + n y . We consider a system of bilinear polynomials
m . ϑ denotes the deshomogenization morphism:
Also, I stands for the ideal f 1 , . . . , f m and ϑ(I) denotes the ideal ϑ(f 1 ), . . . , ϑ(f m ) . In the following, we suppose without loss of generality that n x ≤ n y . We also assume in this part of the paper that the characteristic of k is 0 (although the results remain true when the characteristic is large enough).
The goal of this section is to give an upper bound on the so-called degree of regularity of an ideal I generated by a generic affine bilinear system with m equations and m variables. The degree of regularity is a crucial indicator of the complexity of Gröbner bases algorithms: for 0-dimensional ideals, it is the lowest integer d reg such that all monomials of degree d reg are in LM(I) (see [5] ). As a consequence, the degrees of all polynomials occurring in the F 5 algorithm are lower than d reg + 1. In the following, ≺ still denotes the grevlex ordering. Lemma 6.1. If the system F is generic, then there exists polynomials g 0 , . . . , g nx−1 ∈ k[y 0 , . . . , y ny−1 ] such that ∀j ∈ {0, . . . , n x − 1}, x j − g j (y 0 , . . . , y ny−1 ) ∈ ϑ(I).
Proof. We consider the m × n x matrix A = jac x (ϑ(F )) and the vector B = ϑ(f 1 )(0, . . . , 0, y 0 , . . . , y ny−1 ) . . . ϑ(f m )(0, . . . , 0, y 0 , . . . , y ny−1 ) .
. .
We denote by {A (i) } all the n x × n x sub-matrices of A. Let (α 0 , . . . , α ny−1 ) ∈ V ar( MaxMinors(ϑ(jac x (F ))) ) be an element of the variety. Let A α (resp. B α ) denote the matrix A (resp. B) where y i has been substituted by α i for all i. Since ϑ(I) is 0-dimensional, the affine linear system
has a unique solution. Therefore, the matrix A α is of full rank. Consequently, there exists an invertible n y × n y sub-matrix of A α .
Since k is infinite, we can suppose without loss of generality that, if the system is generic, then for all α, the matrix A Thus det(A (1) ) (i.e. the matrix of the n y first columns of A) does not vanish on any elements of the variety of ϑ(I). Therefore, the Nullstellensatz says that det(A (1) ) is invertible in k[y 0 , . . . , y ny−1 ]/(ϑ(I) ∩ k[y 0 , . . . , y ny−1 ]). Let h denotes its inverse. We know from Cramer's rule that there exists polynomials g j ∈ k[y 0 , . . . , y ny−1 ] such that
Multiplying this relation by h, we obtain:
x j − hg j (y 0 , . . . , y ny−1 ) ∈ ϑ(I). 
Proof. We supposed that n x ≤ n y , so we want to prove that d reg = n x +1. Let t = 
Therefore, for each monomial t of degree n x + 1, t ∈ LM(ϑ(I)). This means that d reg ≤ n x + 1.
Remark 6.1. This bound on the degree of regularity should be compared with the degree of regularity of a generic quadratic system with m equations and m variables. The Macaulay bound (see [26] ) says that the degree of regularity of such systems is m + 1. Since Gröbner bases algorithms are exponential in the value, it means that affine bilinear systems are a lot easier to solve than generic affine quadratic systems. Moreover, the inequality d reg ≤ min(n x + 1, n y + 1) is sharp: experimentally, it is an equality for random bilinear systems.
The following Corollary is a consequence of Theorem 6.1. Proof. According to [5] , the complexity of the computation of the Gröbner basis of a 0-dimensional ideal is upper bounded by
where n is the number of variables and d reg denotes the degree of regularity. In the case of a generic affine bilinear system in k[x 0 , . . . , x nx−1 , y 0 , . . . , y ny−1 ], n = n x +n y and d reg ≤ min(n x +1, n y +1) (Theorem 6.1).
Perspectives and conclusion
In this paper, we analyzed the structure of ideals generated by generic bilinear equations. We proposed an explicit description of their syzygy module. With this analysis, we were able to propose an extension of the F 5 criterion dedicated to bilinear systems. Furthermore, an explicit formula for the Hilbert bi-series is deduced from the combinatorics of the syzygy module. With this tool, we made a complexity analysis of a multihomogeneous variant of the F 5 Algorithm. We also analyzed the complexity of computing Gröbner bases of affine bilinear systems. We showed that generic affine bilinear systems are regular, and we proposed an upper bound for the degree of regularity of those systems.
Interestingly, properties of the ideals generated by the maximal minors of the jacobian matrices are especially important. In particular, a Gröbner basis (for the grevlex ordering) of such an ideal is a linear combination of the generators. In the affine case, this ideal permits to eliminate variables.
The next step of this work would be to generalize the results to more general multihomogeneous systems. For the time being, it is not clear how the results can be extended. In particular, it would be interesting to understand the structure of the syzygy module of general multihomogeneous systems, and to have an explicit formula of their Hilbert series. Also, having sharp upper bounds on the degree of regularity of multihomogeneous systems would be important for practical applications.
A Bihomogeneous ideals
In this part, we use notations similar to those used in Section 4:
• BH(n x , n y ) the k-vector space of bilinear polynomials in k[x 0 , . . . , x nx , y 0 , . . . , y ny ];
• J i denotes the saturated ideal I i : (X ∩ Y ) ∞ ;
• Given a polynomial sequence (f 1 , . . . , f m ), we denote by Syz triv the module of trivial syzygies, i.e. the set of all syzygies (s 1 , . . . , s m ) such that ∀1 ≤ i ≤ m, s i ∈ f 1 , . . . , f i−1 , f i+1 , . . . , f m ;
• Let E be a k-vector space such that dim(E) < ∞. We say that a property P is generic if it is satisfied on a nonempty open subset of E (for the Zariski topology), i.e. ∃h ∈ k[a 1 , . . . , a dim(E) ], h = 0, such that P does not hold on (a 1 , . . . , a dim(E) ) ⇒ h(a 1 , . . . , a dim(E) ) = 0.
Proposition A.1 ([36] ). Let I be an ideal of R. The two following assertions are equivalent:
• I is bihomogeneous.
• For all h ∈ I, every bihomogeneous component of h is in I. 2. ∀2 ≤ i ≤ m, (f i ∈ P, P ∈ Ass(I i−1 )) ⇒ P is non-admissible.
Proof. It is a straightforward consequence of Lemma A.1. Proof. Let f be the generic bilinear polynomial f = j,k a j,k x j y k in k({a j,k } 0≤j≤nx,0≤k≤ny )[x 0 , . . . , x nx , y 0 , . . . , y ny ]. Since P is admissible, there exists x j0 y k0 such that x j0 y k0 / ∈ P (this shows the non-emptiness). Let ≺ be an admissible order. Then consider the normal form for this order NF P (f ) = t monomial h t (a 0,0 . . . , a nx,ny )t.
where the h t 's are polynomials. Thus, if a polynomialf ∈ R is in P , then its coefficients are in the variety of the polynomial system ∀t, h t (a 0,0 , . . . , a nx,ny ) = 0. Proof. We prove the Proposition by recurrence on m.
• J 1 = I 1 is equidimensional and codim(I 1 ) = 1;
• Suppose that J i−1 is equidimensional of co-dimension i − 1. Then J i = (J i−1 + f i ) : (X ∩ Y )
∞ . f i is not divisor of 0 in J i−1 (Theorem A.1), thus J i−1 + f i is equidimensional of co-dimension i. Next, the saturation does not change the dimension of any primary component of a minimal primary decomposition of J i−1 + f i (the saturation only removes some components). Therefore, J i is equidimensional and its co-dimension is i.
