Gene expressions are considered among the most used features in cancer classification. The available gene expression data has a small number of samples and a relatively big number of dimensions, and that makes it not suitable for deep Convolutional Neural Networks (CNN) architectures, which exhibit state-of-the-art performance in many fields. In this paper, we propose a lightweight CNN architecture for breast cancer classification using gene expression data downloaded from Pan-Cancer Atlas using ''Illumina HiSeq'' platform. The downloaded gene expression data is preprocessed and then transformed into 2Dimages. We started the preprocessing by removing the outlier samples, which are determined based on the Array-Array Intensity Correlation (AAIC), which defines a symmetric square matrix of Spearman correlation. Then we applied a normalization process on the gene expression data to ensure that we can infer the expression level from it correctly and avoid biases in the expression measures. Finally, filtering is applied on the data. Model selection or a parameters search strategy is conducted to choose the values of the CNN hyper-parameters that give optimal performance. Our experiments show that our proposed method achieves an accuracy of 98.76%, which is the highest compared to other competing methods.
I. INTRODUCTION
Biological systems' physiological status and gene activities can be revealed at the transcriptome level by gene expression i.e. the actively expressed genes at any given time are reflected by transcriptome [1] . The transcriptome of an organism can be measured using RNA-Seq or DNA microarrays [2] . It is used to denote all RNAs or just mRNA, which is a messenger RNA molecule. These molecules transfer genetic information from DNA, which encodes all the information needed to specify the features and functions of every single cell [3] to the ribosome. Ribosomes connect amino acids, which are the building blocks of the protein together in the order specified by mRNA that encode proteins through the genetic code [4] . RNA-Seq measures the transcription of The associate editor coordinating the review of this manuscript and approving it for publication was Ran Su . a specific gene by converting long RNAs into a library of complementary DNA (cDNA) fragments that generate an expression profile. The genes that play a main role in the specification of the phenotype can be identified by comparing gene expression profiles from different tissues. i.e. comparing the diseased with the healthy tissues can reveal new insights over the genetic variables involved in pathology. Therefore, gene expression data can provide researchers with features that can be analyzed using computational methods to discover gene regularity targets, diagnosis disease, and develop drug [5] - [7] . Studies show that these data can provide very important information regarding tumor characteristics, which provide options for the treatment, care, and management of the patient [5] , [6] , [8] . Tumor characteristics offered deep insight into cancer detection problems [9] . Identifying genes that are highly expressed in tumor cells but not in normal ones using gene expression data is considered as a challenge that needs to be addressed using computational methods. Gene expression data itself revealed other challenges for the use of the computational methods due to the high dimensionality associated with these data and the relatively very small number of samples as well as the high amount of noise [8] , [10] .
Many unsupervised and supervised learning methods have been developed for cancer classification using gene expression data. The unsupervised methods include the work of Alon et al. [11] and Li et al. [12] , which use cluster analysis and decision trees for cancer classification respectively. Also, K-nearest neighbors (KNN) as unsupervised learning is used for breast cancer classification [13] . The supervised learning methods that are designed for cancer classification can be divided into statistical-based methods [14] and machine learning methods. The statistical methods include the work of Guha et al. [15] , who proposed a two-stage method using hidden Markov Model (HMM) and Bayesian linear variable selection procedures for cancer classification using copy number data. The machine learning methods include the work of Gregory and William [16] , and the work of Dwivedi [17] , which are based on artificial neural network, besides support vector machines methods which include the works of Furey et al. [18] and Vanitha et al. [19] .
Recently, a part of a broader family of machine learning known as deep learning, which uses more complicated algorithms to model the features of the data with a high level of abstraction has achieved state of the art in many classification fields such as image classification [20] - [22] , and speech recognition [23] . The algorithms of deep learning normally use raw features from large data set such as a collection of images and utilize these features to create a model based on hidden patterns buried inside and organized in many levels that learn to convert the input data into composite and more abstract representation [24] , [25] .
In spite of the fact that the application of deep learning in bioinformatics is limited due to the huge amount of dimensions compared to the relatively small size of samples [26] , [27] , there are many methods that use deep learning for cancer classification. These methods include the work of Kong and Yu [28] who presented a deep feedforward network classifier embedding feature graph information for cancer classification using gene expression data. Their network architecture consists of an input layer, graph embedded layer with ReLU activation function, two hidden layers with ReLU activation functions, and an output layer with softmax activation function. Lyu and Haque [29] embedded gene expression data into 2D-image of size 102 × 102 to be used as input for a Convolutional Neural Network (CNN) to classify the tumor types. Sevakula et al. [30] presented a method based on transfer learning for cancer classification, they used feature selection and normalization techniques in conjunction with stacked sparse auto-encoders on gene expression data. Danaee et al. [8] , presented a deep learning approach for cancer detection and identification of genes critical for breast cancer diagnosis. In their method, they deeply extracted functional features from high dimensional gene expression data using Stacked Denoising Autoencoder then they used supervised classification models to evaluate the performance of the extracted representation. Then they analyzed the Stacked Denoising Autoencoder connectivity matrices to identify a set of highly interactive genes.
In this paper, we constructed a lightweight CNN architecture for breast cancer classification using RNA-Seq gene expression data. The gene expression data is downloaded from Pan-Cancer Atlas [31] using ''Illumina HiSeq'' platform under R software via the TCGAbiolinks package [32] . The downloaded gene expression data is preprocessed and then transformed into 2D-images. We started the preprocessing by removing the outlier samples, which are determined based on the Array-Array Intensity Correlation (AAIC), which defines a symmetric square matrix of Spearman correlation between samples. Then we applied a normalization process on the gene expression data to ensure that we can infer the expression level from it correctly and avoid biases in the expression measures. Finally, filtering is applied on the data. To determine the best values of the CNN hyper-parameters that give optimal performance, we conducted a parameters search strategy using a grid search. Our constructed CNN shows improvement compared with previous work on breast cancer classification using Pan-Cancer Atlas gene expression data.
II. MATERIALS AND METHODS

A. DATA SET
The gene expression data set for breast cancer is downloaded from Pan-Cancer Atlas [31] using R studio, where the query is formulated using the GDCquery function of the TCGAbiolinks library [32] . GDC is an abbreviation for NCI's Genomic Data Commons that provides the research community with a unified data storage that enables data sharing across cancer genomic studies. There are many parameters that should be passed to the GDCquery function. These parameters include (project, legacy, data.category, data.type, platform, file.type, experimental.strategy, and sample.type). The project argument refers to the project that should be downloaded from the list of valid projects in the Pan-Cancer Atlas. For breast cancer, the value for this argument will be ''TCGA-BRCA''. The legacy argument can be set to true or false, in our case we set it to be true, which means that the query should look into the legacy repository when fetching the data. The legacy repository will make the unmodified copy of data that was previously stored in the TCGA Data Portal available for download. Each project has a different data category, thus data.category refers to the category of the data in the specific project. In our case, we should set the data category to ''Gene expression''. The data.type argument refers to the data type that we can use for filtering the files to download. In our case, we set it to ''Gene expression quantification''. Gene can be quantified by counting the number of reads that map to each gene using RNA-Seq [33] , [34] . For the platform, we can select one of several platforms and the value that we have chosen is ''Illumina HiSeq''. File type argument refers to the type that can be used in the legacy database. We used ''results'' as a value for the file.type argument. There are different experimental strategies that we can select from e.g., RNA-Seq, miRNA-Seq, and Genotyping Array. We have selected RNA-Seq to generate our expression profile. Such a profile can be called RNA-Seq gene expression profile [35] , [36] . Finally, the sample type refers to the type of sample that can be used for filtering the data to download. In our case, we set the sample type to ''c(''Primary solid Tumor'',''Solid Tissue Normal'')'' i.e. to download the gene expression associated with normal cases and cases with a tumor only. The downloaded BRCA data is transformed into a form of a matrix. The columns in this matrix represent the samples or the cases and the rows represent the genomic ranges of interest [37] , [38] . The BRCA data set has 1208 clinical samples with respect to 19948 genes. Because of this large number of genes i.e. the dimensions, it is important to reduce them, because this large number of genes will make the data vulnerable to noise, which can affect the performance of the classifier. Therefore, preprocessing steps are applied to the BRCA data in order to reduce the number of genes and select the genes that contribute positively to the accuracy of the classification.
B. DATA PREPROCESSING
We started the preprocessing step by constructing AAIC, which defines a symmetric square matrix of Spearman correlation between samples to identify problematic arrays [39] . We visualized the AAIC as shown in Figure 1 . The colors represent the strength of the correlation between the samples. A higher correlation is indicated in a dark color and lower correlation in a light color. According to this symmetric matrix, the samples that are considered as outliers will be removed. The correlation cut-off equal to 0.6 is used to determine the outliers, then normalization process is applied to BRCA gene expression data to ensure that we can infer the expression level from it correctly and avoid biases in the expression measures [40] - [43] . TCGAanalyze_Normalization function of the TCGAbiolinks library is used to carry out the normalization process. The method we used in this function is GC-content, which refers to the proportion of nucleotides in the strand of nucleic acid that holds either guanine (G) or cytosine (C). Therefore, the normalization process will remove the dependence in which GC-richer genes tend to be truly DE or the strong CG-Content bias [40] . We finalized the data preprocessing step by applying filtering on our gene expression data set using threshold value equal to 0.25 i.e. to select mean values across all samples that are higher than 0.25. The final obtained data set after the preprocessing has 1208 clinical samples with respect to 14477 genes. In the data set, there are 113 Negative samples and 1095 positive samples.
Before we start applying our lightweight CNN on the obtained data after the preprocessing, we visualized our preprocessed data by projecting it in a low dimensional space using Principal Component Analysis (PCA), which is a linear projection and t-Distributed Stochastic Neighbor Entities (t-SNE), which is a non-linear projection to capture the linear and non-linear dependencies as depicted in Figure 2 and Figure 3 respectively. From these figures, it is clear that our preprocessed data forms two clusters according to the class (Normal (N), Tumor (T)), which means that it contains the genes that discriminate between the normal and tumor cases. Because of the non-linearity in the gene expression, we see clearly that t-SNE performs better than PCA, but we can not rely on the figure to discriminate between the positive and negative classes because there are points that are hidden due to the overlapping. 
C. TRANSFORMING THE GENE EXPRESSION INTO 2D-IMAGES
The preprocessed data are transformed into 2D-images by reshaping them into a matrix of size (127×114) to be suitable for the use of the convolutional layer of the CNN. Transformation of data into images is adopted by many researches e.g. [29] . The data set contains a number of columns that cannot be transformed into (127 × 114) 2D-matrix, therefore, we appended the last column of the array with zeroes. This modification of array is commonly used to make the size of the input adjusted to the requirement. We applied the edge detection technique to have a better visualization for the obtained 2D-images. We visualized 10 negative (primary melanomas) and 10 positive (melanoma metastases) samples before and after edge detection as depicted in Figure 4 . From the figure, it is clear that there is a recognizable pattern that can differentiate the two classes.
D. CONVOLUTIONAL NEURAL NETWORK
Convolutional Neural Networks (CNN) are a classes of neural networks mostly applied for image classification. They were inspired by the biological process, where the connectivity between neurons is similar to the arrangement of the animal visual cortex. In CNN, spatial and temporal dependencies in an image can be captured by using relevant filters. The CNN normally reduces the image features into an arrangement that is easier to process without dropping features which are very important for getting a good classification. The architecture of the CNN consists of a sequence of layers, where each layer uses a differentiable function to transform one volume of activations to another. Normally three types of layers are stacked to build a CNN model; these layers are: convolutional layer, pooling layer, and fully-connected layer. Two types of pooling can be used in the pooling layer. The first type is the max pooling, which returns the maximum value from the part of the image covered by the kernel and it removes the noisy activations and performs de-noising beside dimensionality reduction. The second type is the average pooling, which simply reduces the dimensions and it uses this reduction as a noise suppressing mechanism [44] . Therefore, max pooling is better than average pooling when it comes to performance. Usually, CNN takes tensor of order 3 as input i.e. an image matrix of n rows, m columns, and 3 color channels (R, G, and B) and it takes the spatial structure of the images into account. The input goes through the convolution layer, pooling layer, and the fully-connected layer sequentially, where the output of each layer acts as input for the layer that comes after it. The network starts with 3*m*n input neurons which are used to encode the pixel intensities for the input features of the 2D-image followed by a convolutional layer using a f × f local receptive field or filter size and 3 feature maps that represents color channels. The result is a layer of 3 × (m-f+1) × (n-f+1) hidden feature neurons when a stride of 1 is used. The pooling layer will be applied to 2 × 2 regions, across each of the 3 feature maps to obtain 3 × (m-r+1)/2 × (n-r+1)/2 hidden features neurons. Normally the feature map is generated by using convolution operation in which the elements of the filter or the kernel are multiplied by the elements of the input matrix element-wise, and then the result is summed up to obtain one pixel of the feature map. The rest of the features are generated by sliding the filter across the input matrix. The convolution operation can be written mathematically as depicted in equation 1 below.
where i runs from 1 to m−f +1 and j runs from 1 to n−f +1. 
E. THE CONSTRUCTED CNN MODEL
After converting the cases in the gene expression data into 2D-matrix i.e. image like data as shown in Figure 4 , the visualization of the data shows that there is a recognizable pattern that can differentiate the two classes. The images that we obtained from the data have no complex shapes therefore; we constructed a lightweight CNN architecture using python programming language under the TensorFlow environment using Keras library. The pipeline representation of the constructed CNN architecture is depicted in Figure 5 . This architecture consists of two convolutional layers where the first layer can look for low-level features such as edges, corners, and curves in the 2D-images and the second layer can build up highlevel features based on the recognized low-level features that are obtained from the first layer. Two activation functions are used with our constructed CNN architecture namely the Rectified Linear Unit (ReLU), and sigmoid functions. ReLU is very popular and it has very good experimental results yet it has a very simple formula. It can be written mathematically as follows:
This means that it will return 0 for the negative values an the value back for positive values x. The sigmoid activation function can be written mathematically as follows:
Thus the sigmoid function is nonlinear in nature and the value of f(x) will change significantly in response to change in x in the range of −2 to 2 so it has a tendency to bring f(x) value to either end of the curve and thus makes a clear distinction in the classification, therefore, we used it after the last dense layer. The order in which we use these two activation functions is shown in Figure 5 .
The max pooling layer normally comes after the activation function that comes after the convolutional layer. the convolutional layer applies learned filters to the input features to create feature maps that take the exact location of features in the input, which means that slight movements in the location of the feature in the input features will end up with a different feature map. The max pooling layer can address this problem by down-sampling, which creates a lower resolution version of an input signal that still preserves the essential structural element and thus summarizes the features detected in the convolutional layer. Our two max pooling2D layers that are depicted in Figure 5 are applied using a stride of (2,2) in 2 × 2 patches of the feature map i.e. they reduce the size of each feature map by a factor of 2.
To connect the convolutional layers to the dense layers we used a flatten layer, which converts the multidimensional output into linear. The dense layer is a fully connected layer that connects each input to each output.
In our CNN architecture, batch normalization is used after the activation functions by adjusting and scaling the activations to speed up the learning process and reduce the value of the hidden layer shift around (covariance shift). This allows each layer to learn independently of other layers and enables us to use less dropout and hence we will not lose a lot of information. During the batch normalization process two trainable parameters will be added, these parameters are the mean parameter β and the standard deviation parameter γ [45] , where the inputs x are the values that are obtained from the activation function over mini-batch B and the output is y i = BN βγ (x i ), which is a batch normalization for these values and it can be obtained as shown in the following equations.
Our CNN has 3 hyper-parameters that are not known beforehand, these parameters are kernel size, number of filters, and dense units as shown in equation 9. Also, different learning rates are used during the training process in order to select the optimal accuracy within 100 epochs. The values of these hyper-parameters cannot be estimated from the data, and they should be obtained or set before building the CNN model. Therefore, we conducted a model selection or parameter search strategy to identify these parameters so that our CNN can predict unknown data, which is the testing data accurately. The values ranges that are used are depicted in equation 9. For the cancer classification, small and local features can differentiate the different class therefore; we used small sizes of kernels or filters in our grid search as shown in equation 9. Our parameters search strategy is based on a grid search using a stratified V fold cross-validation approach where the value of V is equal to 5. In the stratified V fold crossvalidation data are split into V folds where V-1 folds are used as train sets and the remaining one is used as a testing set and it should fulfill the following criteria: First, the percentage of samples are preserved in each class when preparing the folds. Second, two different folds cannot contain the same group. Various values of our parameters are tried and the values that give the best cross-validation accuracy are selected.
F. PERFORMANCE MEASURES
We evaluated the performance of our constructed CNN using five measures. These measures are accuracy, sensitivity, specificity, precision, and F-measure. They are considered to be among the most frequent measures that are used to evaluate the machine learning performance and they are obtained using the four values true positive (TP), true negative (TN), false positive (FP), and false negative (FN), which refer to the number of the cases that are correctly classified as positive class, the number of the cases that are correctly classified as negative class, the number of cases that are in the negative class and incorrectly classified as positive class, and the number of cases that are in the positive class and incorrectly classified as negative class respectively.
The classification accuracy refers to the percentage of correctly classified cases and it is calculated as follows:
Sensitivity (also known as recall or true positive rate) refers to the percentage of the samples that are correctly classified as positive (having cancer) among those observed as positive. In other words, it represents the proportion of the total positive samples that are correctly classified and it is calculated as follows:
Specificity (also known as true negative rate) measures the percentage of negative samples that are correctly identified as negative (not having the breast cancer). It can be calculated as follows:
Precision also is known as the positive predictive value. It is the percentage of the samples that are correctly classified as positive among the classified ones and is calculated as follows:
F-measure also is known as F-score. It states the balance between precision and sensitivity and has a range of 0 to 1. 0 indicates that there are no true positives whereas 1 indicates that there are neither false negatives nor false positives. Fmeasure can be calculated as follows:
III. RESULTS AND DISCUSSION
As referred to earlier the constructed CNN model contains two convolutional layers. Before we start the training we tuned the hyper-parameters of the CNN using grid search. The best parameters' values i.e. the values the give high performance are selected to be used with our constructed model. Our goal is to construct a model that generalizes or classify with high performance previously unseen data. The hyper-parameters that give the best results and the results they yielded as evaluated by the accuracy and F-measure are shown in Table 1 . Table 1 shows that kernel size, number of filters, and dense units of 3, 16, and 1024 respectively yielded a very high accuracy and F-measure, these values are used to build the CNN model that is depicted in Figure 5 . To evaluate the accuracy of our model we used leave one out cross-validation test. We first started by dividing our data set into five approximately equal sets and then we removed one set out of the five sets to represent the testing set and the remaining four sets are combined together to represent the training set. We repeated this process five times by removing one set in each time to represent the testing set. This way we will be having a different set for testing each time so that we can evaluate the generalization ability of our model. The average of the results from the five testing sets is taken to represent the final result. Our model Obtains an accuracy of 98.76%, a sensitivity of 91.43%, a specificity of 100%, a precision of 100%, and F-measure of 0.955.
The test and training accuracies and loss curves of the model are presented in Figure 6 and Figure 7 respectively. These figures show that the more our model performs a training task the better its accuracy will be. Given that our training and testing are repeated 100 times (100 epochs). Both the test and training accuracies become stable at an accuracy that is more than 99%, which means that it can generalize very well when predicting unseen data. Figure 8 shows the F-measure training curve. The ROC curve of our model is depicted in Figure 9 . The ROC curve is a threshold independent measure and it shows the effectiveness of our classification. The area under the ROC curve (AUC) is an important measure that reflects the classifier reliability. Our model shows AUC of 0.998 i.e. very close to 1, which indicates that it is a good classifier. Random classifier normally has an area around 0.5. Table 2 shows the comparison between our lightweight convolutional neural network, Padideh Danaee and Reza Ghaeini method, and Yunchuan Kong and Tianwei Yu method. The last two methods are applied to the same RNA- Seq gene expression data of breast cancer from The Cancer Genome Atlas (TCGA) database that we used. As mentioned earlier in this section that our method achieves prediction accuracy = 98.76%, sensitivity = 91.43%, specificity = 100%, precision = 100%, and F-measure = 0.955. The accuracy of our method is the highest among the existing methods that use the same breast cancer data set that we used; i.e. Padideh Danaee and Reza Ghaeini's method and the method of Yunchuan Kong and Tianwei Yu, which achieved accuracy of 94.78%, and 93.8% respectively. The differences in the accuracy between our method and these methods are 3.98%, and 4.96 %. We highlight that these differences are reasonably large given that the baseline accuracy is around 91%, which could be obtained by merely regarding all samples as positive samples (the data set has 1095 positive samples vs 113 negative samples). i.e., our method provides 7.76/9 = 86.22% error rate reduction, while Padideh Danaee and Reza Ghaeini's method and the method of Yunchuan Kong and Tianwei Yu provide 3.78/9 = 42% and 2.8/9 = 31.11% error rate reduction respectively. Our method shows 100% precision and specificity compared to Padideh Danaee and Reza Ghaeini, which achieves 97.20% and 97.5% for precision and specificity respectively. 100% precision means that all the observed positive samples are correctly classified. And 100% specificity means that all negative samples are classified correctly.
We applied other convolutional neural network architectures, namely AlexNet and VGG16 architectures on our obtained breast cancer data set. AlexNet [20] consists of five convolutional layers and three fully-connected layers. Some of the convolutional layers are followed by max pooling layers. It uses ReLU activation after each convolutional and fully connected layer. It also utilizes dropout before the first and the second fully connected layers. VGG16 which consists of 16 convolutional layers was proposed by K. Simonyan and A. Zisserman [21] . Recently it was used by [46] for predictions of cancer types based on gene expression data. The results we obtained when we applied these CNN architectures are depicted in Table 3 .
We also compared our results with SVM because it is considered among the most successful methods for cancer classification using gene expression data [47] . We used LIBSVM package [48] to train and build the SVM classification model using the breast cancer data set. Before building the model we performed a grid search to find the optimal parameters C and gamma of the LIBSVM tool and then we trained the SVM model. We used a five-fold cross-validation approach for training and testing our built model. the results we obtained are shown in table 3. Table 3 also shows the results of using t-SNE and PCA for reducing the features' dimensions before using the SVM classification method.
From the results, we can see that the SVM and t-SNE + support vector machine achieved a sensitivity of 100%. Because sensitivity concentrates on the actual positives that are correctly predicted and since our data set is highly imbalanced (9% negative class and 91% positive class), one can achieve very high sensitivity by predicting all the cases to be a positive class. In other words, classifiers are biased towards detecting the majority class and less sensitive to the minority class, and this leads to bias in classification [49] , [50] . In such highly imbalanced data, the main interest will be to correctly classify the minority class. Therefore, specificity, which measures the proportion of the actual negatives that are correctly classified is an important measure i.e. a good classifier that has high credibility should have high sensitivity and specificity at the same time. As shown in the table that our proposed method obtained specificity of 100%, which is very high compared to SVM and t-SNE + SVM (they obtained Specificity of 0 and 51% respectively), which means that they don't classify negative samples well. At the same time, our method obtained a very high value of sensitivity which is 91.43% besides that our method provides the highest accuracy rate compared to the other methods that are shown in table 3. t-SNE + support vector machine provides 4.87/9 = 54.11% error rate reduction compared to 86.22%, which is provided by our method. Regarding the deep learning methods, we see that AlexNet and VGG16 provide 5.69/9 = 63.22, and 4.04/9 = 44.89 error rate reduction respectively compared to 86.22% that is provided by our method. Also, our method is better than these two methods in classifying the minority class.
IV. CONCLUSION
In this work, we designed a new CNN architecture for breast cancer classification based on RNA-Seq gene expression data. The gene expression is downloaded from Pan-Cancer Atlas using R studio. The platform used for downloading the data is ''Illumina HiSeq''. The downloaded data is preprocessed by removing the outlier samples, which are determined based on the AAIC, which defines a symmetric square matrix of Spearman correlation between samples.
A normalization process is applied on the data to ensure that we can infer the expression level from it correctly and avoid biases in the expression measures. Finally, filtering is applied on the obtained data. To overcome the problems of small size and high dimensionality of the gene expression data, we designed a special CNN architecture that contains only two convolutional layers. To improve the CNN performance, we selected its hyper-parameters carefully using a grid search approach with five-fold cross-validation, the values of the hyper-parameters that give the highest performance are selected to be used in our designed architecture. The accuracy of our CNN shows improvement compared with previous work on cancer classification. As of future work, we intend to use CNN for cancer multi-class classification.
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