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Abstract
We investigate the idea of using diversified multi-
ple trees for Microarray data classification. We pro-
pose an algorithm of Maximally Diversified Multiple
Trees (MDMT), which makes use of a set of unique
trees in the decision committee. We compare MDMT
with some well-known ensemble methods, namely Ad-
aBoost, Bagging, and Random Forests. We also
compare MDMT with a diversified decision tree al-
gorithm, Cascading and Sharing trees (CS4), which
forms the decision committee by using a set of trees
with distinct roots. Based on seven Microarray data
sets, both MDMT and CS4 are more accurate on av-
erage than AdaBoost, Bagging, and Random Forests.
Based on a sign test of 95% confidence, both MDMT
and CS4 perform better than majority traditional en-
semble methods tested. We discuss differences be-
tween MDMT and CS4.
Keywords: ensemble classifier, diversified classifiers,
decision tree, Microarray data.
1 Introduction
DNA Microarray technology provides capability to
monitor the expression levels of thousands of genes
at one time. Microarray data analysis offers the po-
tential for discovering the causes of diseases, and iden-
tifying the marker genes which might be the signature
of certain diseases.
In response to this potential, many Microarray
classification algorithms have been proposed in the
past ten years. Most of them have been adapted from
data mining and machine learning methods, such as
support vector machines (SVMs) (Brown, Grundy,
Lin, Cristianini, Sugnet, Furey, Jr & Haussler 2000,
Guyon, Weston, Barnhill & Vapnik 2002), k-nearest
neighbor classifier (Yeang, Ramaswamy, Tamayo &
et al. 2001), ensemble methods including Bagging
and Boosting (Tan & Gibert 2003, Dietterich 2000),
etc. Many researchers have focused their efforts to
the study of ensemble decision tree methods (Li &
Liu 2003, Tan & Gibert 2003, Dettling 2004, Zhang,
Yu & Singer 2003) since they have shown promise to
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achieve high classification accuracy and its results are
very easy to be interpreted.
Ensemble methods combine multiple classifiers
(models) built on a set of re-sampled training data
sets, or generated from various classification methods
on a training data set. This set of classifiers form
a decision committee, which classifies future coming
samples. The classification of the committee can be
simple vote or weighted vote of individual classifiers
in the committee. We focuss on ensemble methods
of combining multiple classifiers built on a set of re-
sampled training data sets. The essence of ensem-
ble methods is to create diversified classifiers in the
decision committee. Aggregating decisions from di-
versified classifiers is an effective way to reduce bias
existing in individual trees. However, if classifiers in
the committee are not unique, the committee has to
be very large to create certain diversity in the com-
mittee.
A quick way to create diversity in the decision
committee is to include a set of unique trees. This
is a motivation of our proposed algorithm. A con-
cern for such a split is that it might break down some
attribute combinations or remove some informative
genes that are good for classification. However, it is
workable for Microarray data. Firstly, a Microarray
data set contains a large number of genes, thousands
to tens thousands, and this large number of genes
can afford for the removal of small number of genes
in subsequent trees. Secondly, Microarray data nor-
mally contains many noise values. It is very likely
that expression levels of some genes are falsely corre-
lated to outcomes (cancer or normal) due to noises.
If those genes are repeatedly used in a decision com-
mittee, they will cause unreliable predictions in new
cases. The diversified trees can avoid such problem.
Thirdly, biologists are interested in gene interactions,
the use of top genes by information gain ratio may
lead to the discovery of trees of few genes. By remov-
ing these top genes, more gene combinations may be
discovered.
CS4–cascading-and-sharing trees (Li & Liu 2003)
is a diversified decision tree ensemble. CS4 selects n
top genes and then builds n trees from the roots of
n top genes. Apart from the root of the tree is fixed,
other level of trees are constructed by using a nor-
mal tree construction method. CS4 has been shown
achieving higher classification accuracy than Bagging
and Boosting. It was reported that CS4 is better
than other ensemble decision tree methods for Mi-
croarray data analysis. However, apart from the top
level genes, other genes in the tree are shared. A num-
ber of trees may use some genes repeatedly. Thus,
noise from one gene may affect most trees. Also, the
performance of CS4 largely replies on the selection of
top genes.
A distinction between CS4 and our proposed al-
gorithm is that there are no common genes in our
trees in the decision committee whereas genes in trees
of CS4 are overlapping except the root genes. We
will compare these two diversified decision tree ap-
proaches in this paper, and compare them with other
traditional ensemble methods.
Complete-random classifiers (Liu, Ting & Fan
2005) also maximize the diversity of ensemble clas-
sifiers. Randomly generated trees may overlap, but a
large number of trees, for example, thousands to ten
thousands, diminish the effect of the overlaps. The re-
sults of complete random decision trees are promising
too. We do not consider this diversifying approach in
this paper based on efficiency consideration.
The rest of this paper is organized as follows. In
section 2, we describe the related work on ensemble
decision tree classification. In section 3, we introduce
our maximally diversified multiple decision tree algo-
rithm (MDMT). In section 4, we show experimental
results. In Section 5, we present discussions. In sec-
tion 6, we conclude the paper.
2 Related work
Bagging, Boosting and Random forests are some well-
known ensemble methods in the machine learning
field.
Bagging was proposed by Leo Breiman (Breiman
1996) in 1996. Bagging uses a bootstrap technique
to re-sample the training data sets. Some samples
may appear more than once in a data set whereas
some samples do not appear. A set of alternative
classifiers are generated from a set of re-sampled data
sets. Each classifier will in turn assign a predicted
class to an coming test sample. The final predicted
class for the sample is determined by the majority
vote. All classifiers have equal weights in voting.
Boosting was first developed by Freund and
Schapire (Freund & Schapire 1996) in 1996. Boosting
uses a re-sampling technique different from Bagging.
A new training data set is generated according to its
sample distribution. The first classifier is constructed
from the original data set where every sample has an
equal distribution ratio of 1. In the following training
data sets, the distribution ratios are made different
among samples. A sample distribution ratio is re-
duced if the sample has been correctly classified; Oth-
erwise the ratio is kept unchanged. Samples which
are misclassified often get duplicates in a re-sampled
training data set. In contrast, samples which are cor-
rectly classified often do not appear in a re-sampled
training data set. A weighted voting method is used
in the committee decision. A higher accuracy classi-
fier has larger weight than a lower accuracy classifier.
The final verdict goes along with the largest weighted
votes.
Tan and Gilbert (Tan & Gibert 2003) used Bag-
ging and Boosting C4.5 decision trees. For Microar-
ray data classification, the results showed that both
methods outperform C4.5 single tree on some Mi-
croarray cancer data sets. Statistik and Surich de-
veloped a new BagBoosting method (Dettling 2004).
Their experiments showed that BagBoosting outper-
forms constantly over Boosting and Bagging methods
and achieved a better accuracy result on some Mi-
croarray data sets compared with some well-known
single classification algorithms such as SVM and kNN.
Zhang and et al. (Zhang et al. 2003) proposed a
new ensemble decision tree method called determin-
istic forest which was a modified version of random
forests. Instead of re-sampling the training data set,
this method selects a specified number of the top
splits of the root node and then generates a number
of alternative trees. The accuracy of results from de-
terministic forests are comparable to random forests.
CS4–cascading-and-sharing proposed by Jinyan Li
and Huiqing Liu (Li & Liu 2003) makes use of both
in their ensemble C4.5 algorithm for Microarray data
classification. CS4 first uses the information gain ra-
tio to select top n genes from the original data set.
Then each of n genes in turn is used as the root node
of an alternative tree of ensemble trees. Root nodes
of ensemble trees are not determined by C4.5, but
the remaining parts of trees are constructed by C4.5.
CS4 diversifies roots of ensemble decision trees, but
does not diversify all trees in the committee as our
proposed algorithm.
3 Maximally diversified multiple decision
tree algorithm (MDMT)
To improve the accuracy and reliability of ensemble
decision tree methods for Microarray classification,
we propose a new maximally diversified multiple deci-
sion tree (MDMT) method. We avoid the overlapping
genes among alternative trees during the tree con-
struction stage. MDMT guarantees that constructed
trees are truly unique and maximizes the diversity of
the final classifiers. By doing this, MDMT will reduce
the instability caused by overlapping genes in current
ensemble methods. For example, if the expression
level of one gene is read wrongly, it only affects one
tree and all other trees are unaffected.
MDMT algorithm consists of the following two
steps:
1. Tree construction
The aim of this step is to construct multiple de-
cision trees by re-sampling genes. All trees are
built on all samples but with different sets of
genes. We conduct re-sampling in a systematic
way. First, all samples with all genes are used to
build the first decision tree. After the decision
tree is built, the used genes are removed from the
data. All samples with remaining genes are used
to built the second decision tree. Then the used
genes are removed. This process repeats until
the number of trees reaches the preset number.
As a result, all trees are unique and do not share
common genes.
Algorithm 1Maximally diversified multiple decision
tree (MDMT)
train(D, T , n)
INPUT: A Microarray data set D, and the number of trees n.
OUTPUT: A set of disjointed trees T
let T = ∅
for i = 0 to n− 1 do
call c4.5 to build tree Ti on D;
remove genes used in Ti from D;
T = T ∪ Ti.
end for
Output T ;
CLASSIFY(T , x, n)
INPUT: A set of trained trees T , a test sample x, and the
number of trees n.
OUTPUT: A class label of x
let vote(i) = 0 where i = 1 to c = the number of classes.
for j = 1 to n do
let c be the class outputted by Tj ;
vote(c) = vote(c) + accuracy(Tj);
end for
Output c that maximizes vote(c);
2. Classification
Since the k-th tree can only use the genes that
have not been selected by the previously created
k-1 trees, the quality of k-th tree might be de-
creased. To avoid this problem, The final pre-
dicted class of a coming unseen sample is deter-
mined by the weighted votes from all trees. Each
tree is given the weight of its training classifica-
tion accuracy rate. The value of each vote is
weighted by accuracy of tree making prediction.
The majority vote is endorsed as the final pre-
dicted class. When the vote is tie, the class pre-
dicted by the first tree is advantaged. Since all
trees are built on the original data set, all trees
are accountable on all samples. This avoids un-
reliability of voting caused by sampling a small
data set. Since all trees make use of different
sets of genes, trees are independent. This brings
another merit to this diversified committee. One
gene containing noise or missing values only af-
fects one tree but not multiple trees. Therefore,
it is expected to be reliable in Microarray data
classification where noise and missing values pre-
vail.
The complete list of MMDT algorithm is given in
Algorithm 1.
We give some explanations of the algorithms in the
following.
C4.5 is itself a gene selection algorithm based on
information gain ratio. Therefore, no gene selection
algorithm is required. In addition, C4.5 discretizes
continuous values by information gain ratio. No dis-
cretization pre-process is required for this algorithm.
The algorithm works on the set of the original data
set.
The input is a Microarray data set and a preset
number of trees. The first tree (T1) is constructed
based on the original training data set. The second
tree (T2) is based on a re-sampled training data set
where genes used in T1 are removed. As a result, T1
and T2 share no common genes and hence are unique.
The process repeats until the required number of trees
k is generated.
4 Experimental results
To evaluate the performance of ensemble decision tree
methods, Seven data sets from Kent Ridge Biological
Data Set Repository (Li & Liu 2002) are selected.
Table 1 shows the summary of the characters of the
seven data sets. We conduct our experiments by using
tenfold cross-validation on the merged original train-
ing and test data sets.
Table 1: Experimental data set details
Data set Genes Class Record
Breast Cancer 24481 2 97
Lung Cancer 12533 2 181
Lymphoma 4026 2 47
Leukemia 7129 2 72
Colon 2000 2 62
Ovarian 15154 2 253
Prostate 12600 2 21
Our developed MDMT algorithm is compared
with five well known single and ensemble decision
tree algorithms, namely C4.5, Random Forests, Ad-
aBoostC4.5, Baggingc4.5 and CS4. We have done
our experiments with all four algorithms apart from
CS4 using the Weka-3-5-2 package which is available
online (http://www.cs.waikato.ac.nz/ml/weka/).
We have done the experiments with CS4 using the
software tool provided by Dr Jinyan Li and Huiqing
Liu. Default settings are used for all compared en-
semble methods. We were aware that the accuracy
of some methods on some data sets can be improved
when parameters were changed. However, it was diffi-
cult to find another uniform settings good for all data
sets. Therefore, we did not change default settings
since the default produced higher accuracy on aver-
age. From our experiments, we found that a large
number of ensemble trees does not necessarily im-
prove the prediction accuracy. We use C4.5 default
settings for our MDMT algorithm and set the num-
ber of trees as 25 for the tenfold cross-validation test
since further increasing the number of ensemble trees
does not help to improve the prediction accuracy of
classification.
Table 2 shows the individual and average accu-
racy results of the six methods based on tenfold cross-
validation method.
Based on tenfold cross-validation test, our MDMT
outperforms other ensemble methods. Compared to
the single decision tree, MDMT is the best ensemble
method and outperforms C4.5 by 10.0% on average.
CS4 also performs very well and improve the accuracy
on average by 8.4%. Random Forests, Adaboostc4.5
and BaggingC4.5 improves the accuracy on average
by up to 4.3%. Among the five ensemble methods,
MDMT is the most accurate classification algorithm
and improves the accuracy of classification on all can-
cer data sets by up to 26.7%. CS4 is comparable
to MDMT in the test and improves the accuracy of
classification on all data sets by up to 17.4%. Bag-
gingc4.5 also outperforms C4.5 on all data sets by up
to 9.6%. Random Forests improves the accuracy on
lung cancer, Lymphoma, Leukemia and Prostate data
sets by up to 19.1%, but fails to improve the accu-
racy on breast cancer, Colon and Ovarian data sets.
AdaBoostc4.5 only improves the accuracy on Lung
Cancer,Lymphoma and Leukemia and decreases the
accuracy performance on Breast Cancer and Colon
data sets.
To determine whether MDMT and CS4 signifi-
cantly outperform ensemble traditional methods, we
also conducted a sign test. The results are shown in
Table 3. Based on a sign test of 95% confidence level,
MDMT performs better than C4.5, Random Forests,
AdaBoostC4.5 and BaggingC4.5. CS4 performs bet-
ter than Random Forests and AdaBoostC4.5. Not
enough evidence supports that CS4 is better than
C4.5 and BaggingC4.5. Both MDMT and CS4 do
not perform differently based on this test.
5 Discussions
Our experiments show that diversified ensemble clas-
sifiers outperform majority traditional ensemble clas-
sifiers tested. This suggests that diversity im-
proves classification accuracy of ensemble classifica-
tion. However, no evidence shows which diversi-
fied decision tree method is better between CS4 and
MDMT. In this section, we discuss their relative
strengths and weaknesses.
CS4 includes a set of decision trees in the decision
committee with a set of distinct top genes at roots.
The top genes are identified using information gain
ratio in current CS4 algorithm. Apparently, other cri-
teria can be used to find top genes too. If top genes
are biologically meaningful, this algorithm is very use-
ful for biologists. It groups genes by some informative
genes and builds classifier based on meaningful gene
groups. However, if the top genes are misidentified
due to noise, the classifier committee is misleading.
In addition, apart from the top genes, other genes in
trees overlap. One noise gene may affect a number of
trees.
In MDMT algorithm, a noise gene only affects one
tree, and hence the MDMT should tolerate more noise
than CS4 does. One concern of MDMT is that the en-
forcement of unique trees breaks up some gene com-
binations that are good for classification. However,
the experimental results do not indicate that this is
Data set C4.5 Random Forests AdaBoostC4.5 BaggingC4.5 CS4 MDMT
Breast Cancer 62.9 61.9 61.9 66.0 68.0 64.3
Lung Cancer 95.0 98.3 96.1 97.2 98.9 98.9
Lymphoma 78.7 80.9 85.1 85.1 91.5 94.1
Leukemia 79.2 86.1 87.5 86.1 98.6 97.5
Colon 82.3 75.8 77.4 82.3 82.3 85.8
Ovarian 95.7 94.1 95.7 97.6 99.2 96.4
Prostate 33.3 52.4 33.3 42.9 47.6 60
Average 75.3 78.5 76.7 79.6 83.7 85.3
Table 2: Average accuracy of seven data sets with six classification algorithms based on tenfold cross-validation
C4.5 Random Forests AdaBoostc4.5 Baggingc4.5 CS4 MDMT
MDMT (7,0,0) (7,0,0) (7,0,0) (5,2,0) (3,3,1) –
P-value 0.008 0.008 0.008 0.031 0.313 –
CS4 (6,0,1) (6,1,0) (7,0,0) (6,0,1) – (3,3,1)
P-value 0.063 0.016 0.008 0.063 – 0.313
Table 3: Summary of sign test between MDMT and other classification methods. The second row summaries the
pairwise comparison (higher, lower, tie) between MDMT and another classification method based on Table 2.
The third rows show the P-values of the test. The same test for CS4 is listed in the next two rows.
a case. This does affect finding some combinations of
highly informative genes with less informative genes.
This is a minus. However, it finds some combinations
of less informative genes that are missed by CS4. This
is a plus. Keep in mind that many biologists believe
that many “uninformative genes” play an important
role in diseases. MDMT has potential for finding such
genes combinations missed by CS4.
In short, CS4 is capable of finding informative
genes and the combinations of informative genes with
informative genes, and of informative genes with less
informative genes. MDMT is capable of discovering
combinations of informative genes with informative
genes, and of less informative genes with less infor-
mative genes. In addition, MDMT has potential of
being less sensitive to noise data than CS4. Note that
informative or less informative genes may only make
sense to data analyzers. For biologists, two methods
use different gene sets and different combinations to
equally explain a Microarray data. Both have poten-
tial to offer biologists some interesting discovery.
6 Conclusion
In this paper, we studied using diversified multiple
decision trees to classify Microarray data. We pro-
posed an algorithm that maximally diversifies trees
in the ensemble decision tree committee. Trees in the
committee share no common genes. Genes in trees
are not randomly selected, but are chosen by C4.5
in a covering-algorithm manner. We conducted ex-
periments on seven Microarray cancer data sets. The
experimental results show that the proposed method
and another existing diversified decision tree method,
which diversifies trees by using distinct tree roots, are
more accurate on average than other well-known en-
semble methods, such as Bagging, Boosting and Ran-
dom Forests. A sign test with 95% confidence shows
that both diversified algorithms perform better than
majority ensemble methods tested. The experiments
indicate that diversity improves classification accu-
racy of ensemble classification on Microarray data.
We discussed the relative strengths and weaknesses
of both diversified ensemble classification methods.
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