The statistical characteristics of network traffic -in particular the observation that it can exhibit long range dependence -have received considerable attention from the research community over the past few years. In addition, the recent claims that the TCP protocol can generate traffic with long rage dependent behavior has also received much attention. Contrary to the latter claims, in this paper we show that the TCP protocol can generate traffic with correlation structures that spans only an analytically predictable finite range of time-scales. We identify and analyze separately the two mechanisms within TCP that are responsible for this scaling behavior: timeouts and congestion avoidance. We provide analytical models for both mechanisms which, under the proper loss probabilities, accurately predicts the range in time-scales and the strength of the sustained correlation structure of the sending rate of TCP traffic. We also analyze an existing comprehensive model of TCP that accounts for both mechanisms and show that TCP itself exhibits a predictable finite range of time-scales under which traffic presents sustained correlations. Our claims and results are derived from analytical Markovian models that are supported by simulations. We note that traffic generated by TCP can be misinterpreted to have long range dependence, but that long range dependence is not possible due to inherent finite time-scales of the mechanisms of TCP.
Introduction
The existence of non-degenerate correlation structures over a range of time-scales in network traffic has been observed in a variety of network environments, such as Ethernet traffic [1] , Wide Area Networks traffic [2] , and of TCP to show that the protocol does not generate self-similar traffic, but instead presents a correlation structure only ¥ over a finite range of time-scales. In our earlier work [18] , we identified and modeled the mechanisms of TCP that are responsible for the traffic correlation structure over a finite range of time-scales, pointing out it was not self-similar. We relate the correlation behavior with the packet loss probabilities, and show that the correlation is present over a wide range of packet loss probabilities. In the subsequent work [19] , Guo et al. also point out the existence of finite time-scales in the TCP traffic pattern. They show that the exponential back-off in the timeout mechanism under relatively high loss rate can generate pseudo self-similar traffic.
To date, then, there is confusion regarding the correlation structure of traffic generated by TCP. Furthermore, the TCP protocol is composed of several mechanisms and little is known about the contribution of each of them to the correlation of TCP traffic. The goal of this paper is to carefully analyze the TCP protocol and identify how the timeout and congestion avoidance mechanisms give rise to a correlation structure in the traffic sending rate. We provide separate Markovian models for each mechanisms which, under the proper loss probabilities, accurately predicts the range in time-scales and the strength of the sustained correlation structure of the sending rate of TCP traffic. A simple simulation scenario is also used to support our conjecture and validate the models.
Our analysis applies to a wide range of loss probabilities, including very low and high loss probabilities. We show that, depending on the loss probability, each of TCP's internal mechanisms has a dominant effect in the correlation structure of the traffic generated by that session. For example, at a low packet loss probability of 0.01 a sustained correlation appear in time-scales ranging from 2 to 64 round trip times (RTTs) due to congestion avoidance, while at a high loss probability of 0.2 the range is from 2 to 512 RTTs due to the timeout mechanism.
We present an analytical technique for predicting the largest time-scales associated with the correlation structure of each Markovian model of the mechanisms. We also analyze a comprehensive model of TCP that accounts for both mechanisms and show that the traffic generated by this model also exhibits a sustained correlation only over a finite range of time-scales and that the timeout and congestion avoidance mechanisms are primarily responsible for this characteristic in the traffic. Finally, we simulate and analyze a realistic scenario with many non-identical TCP flows to validate our results.
There are also some studies that have investigated the behavior of aggregate wide area TCP/IP traffic over a broad range of time-scales. Their results indicate that at very fine time-scales, the network traffic tends to exhibit multi-fractal scaling [20] . The cut-off time-scale up to which this phenomena is present was empirically observed to be on the order of a round-trip time. The focus of our work is on time-scales of one or more round-trip times, since the purpose here is to investigate the traffic of a single TCP session and the transitions of its internal state are governed by multiples of round-trip times. Therefore, we do not consider any time-scales lower than one round trip time.
Many publications in the literature use the term self-similar and long range dependence loosely and in many cases this has led to much confusion. Moreover, the Hurst parameter has also been used as a parsimonious measure process is generally defined as a process whose empirical PSD is of 
. However, unlike the Weiner process its spectrum flattens out for frequencies below
@
and it does not suffer from the infinite variance problem associated with LRD processes.
The Markov on-off process is a well known short range dependent (SRD) process, however one could easily be misled if only a short finite frequency range is observed, as the process can possess sustained correlation structure over the corresponding time-scales.
It is worth mentioning that neither the timeout nor the congestion avoidance mechanisms can alone give rise to traffic with LRD characteristics, due to the inherent finiteness of their time-scales. However, the traffic induced by these mechanisms exhibits sustained correlation structure with similar ranges of time-scales to that of measured Internet traffic of previous studies, that have identified traffic to be self-similar. For example, in [22] the authors claim that the measured TCP packet traces over a lossy link is consistent with self-similar behavior. However, the range time-scales for which their results exhibits sustained correlations (Figure 1(c) ), which is from 2 to about 512
RTT, overlaps almost entirely with the time-scales generated by the timeout mechanism. In a more general sense, since most applications use TCP as their data transport protocol and the majority of the network traffic is carried 1 Note that a continuous time process under our definition can have
, but the inertia inherent in any physical system makes U # V a finite value for any observable process by TCP, one can easily misinterpret the origin of these correlation structures and the existence of self-similarity itself.
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The efforts made to explain self-similarity from an upper level perspective should take into consideration the behavior of TCP, since characteristics of the application layer are not necessary in order to generate the observed correlation structures in the network traffic if TCP is used as the transport protocol. As a result, we emphasize that one needs to be careful when claiming that network traffic is self-similar or when potentially identifying the cause of such correlation structures.
The rest of the paper is organized as follows. Section 2 describes the TCP timeout and congestion avoidance mechanisms and, respectively, presents Markov models of their behaviors. Section 3 presents the mathematical framework used to analyze these models, and shows that both models give rise to sustained correlation structures in the traffic over a certain range of time-scales. Section 4 provides a simple simulation scenario and results from that scenario to validate our models. Section 5 presents the comprehensive model of TCP and its analysis. In
Section 6 we present a more realistic simulation scenario composed of many non-identical TCP flows and present the results obtained. Finally, Section 7 summarizes the paper.
TCP Timeout and Congestion Avoidance Models
In this section we describe the behavior of the TCP timeout and congestion avoidance mechanisms and introduce two corresponding Markov chains that capture their functionality. Our purpose here is not to provide a detailed or complete model of TCP, but rather to highlight and investigate the timeout and congestion avoidance mechanisms in isolation. The analyses of these two simple models will demonstrate that each of the mechanisms can lead to sustained correlation structure over a finite range of time-scales in the traffic rate generated by a TCP session.
TCP is a window based network transport protocol that provides reliable end-to-end data communication [23] . It performs flow control and congestion control by regulating its sending window size through an additive increase/multiplicative decrease mechanism. TCP includes several mechanisms, among which timeouts and congestion avoidance can have a significant effect in the traffic pattern.
Timeout (TO) Model
TCP uses a timeout mechanism to achieve reliable transmission of data and to avoid congestion collapse [23] . Multiple acks for the same data packet can be generated by TCP, since a data packet that arrives out of sequence will trigger an ack packet with the sequence number that was actually expected (duplicate ACK). When three consecutive duplicate ack packets are received, the sender assumes that the corresponding data packet was lost and retransmits it without waiting for the retransmission timer to expire. If no TD acks are received, the retransmission timer will expire (timeout) which will trigger the retransmission of the data packet and set the sending window size to one. This abruptly reduces the sending rate, hopefully relieving possible network congestion. However, the retransmission timer value (c d % e
) for the retransmitted packet is set to twice the value of the previously used timer value. TCP doubles the timer value for each subsequent retransmission to further reduce the sending rate and adapt to network congestion. This exponential back-off continues for each potential retransmission after the first timeout occurs. After a timeout occurs, all TCP implementations impose a maximum value in the retransmission timer. However, different methods are used to enforce this bound. In some TCP implementations the maximum retransmission timeout timer is set to a predefined value (e.g., 120 sec. in Linux [24] ); while in others the maximum number of back-off stages (h p i r q t s ) is fixed (e.g., 6 in netBSD and in ns simulator), which leads to a maximum retransmission timer of
. In the TO model described below, we assume the latter criteria; that the retransmission timer can be doubled up to a maximum of For both the TO model and the following congestion avoidance (CA) model, we assume that packet loss is described by a Bernoulli process with parameter and that acknowledgment packets are never lost in the network.
Even though, the packet loss process in real networks is not given by a Bernoulli process, we will later argue that under our assumptions this process is sufficient to generate losses and it can be easily tuned. We will relax this constraint on later sections of the paper, when presenting both the comprehensive model and simulation results.
The assumption that acknowledgment packets are never lost is mainly for simplicity and should not have significant impact on our results. Based on the TCP timeout mechanism described above, we construct a discrete time Markov chain illustrated in Figure 1 
) to model the timeout mechanism. The single parameter of the model is the packet loss probability 
Congestion Avoidance (CA) Model
We now focus on the congestion avoidance mechanism and ignore the presence of timeouts to better capture the behavior of the additive increase/multiplicative decrease mechanism for governing the window size. Two distinct mechanisms, namely slow start and congestion avoidance, control the window growth of TCP and consequently, its traffic sending rate. TCP exits the slow start phase and enters congestion avoidance after the window size exceeds a certain threshold. This threshold is dynamically adjusted and is set to half of the largest window size when congestion is detected. We will ignore the slow start phase and focus solely in the congestion avoidance mechanism since most of TCP's traffic is transmitted while in this phase. Our simulation results show that for loss probabilities of 0.01, 0.1 and 0.2, the percentage of packets sent in the congestion avoidance phase is 0.92, 0.95 and 0.99, respectively. This result was obtained using the simulation scenario that will be presented in Section 4, which basically consists of a single TCP-SACK flow traversing a single link that drops packets according to a Bernoulli process. This result together with the fact that the vast majority of the traffic in the Internet is carried by a few long TCP sessions [25] , justifies our focus on the congestion avoidance phase. We conjecture that the impact of the slow start phase in the traffic correlation is very small and can be ignored.
In the congestion avoidance phase, the window size increases by one packet when all packets in the current window are successfully acknowledged. Hence, the window size grows linearly in time during the congestion avoidance phase. When a packet is lost, TCP reduces the size of the current congestion window to reduce the amount of traffic it can inject into the network. In most versions of currently deployed TCP, such as TCP-Reno and TCP-Sack, the window size is reduced by half when three duplicate (TD) acknowledgments are received. If a timeout ¢ occurs before that, the window size is reduced to one and, after exiting from the timeout mode of operation, TCP starts the window growth cycle again.
In the CA model, we only consider window reduction events due to triple duplicate acks, ignoring the timeout events and the slow start phase. Hence, the window grows linearly when no loss occurs and is reduced by half when a packet is lost. We also make the assumption that the RTT is longer than the time required to send all packets in a window [26] , which is reasonable if one considers a wide-area network. The discrete time Markov chain for this model is illustrated in Figure 2 and has only two parameters: the maximum window size (Ûi r q t s ) and the packet loss probability ( ).
State definition:
The state of the Markov chain is given by 
Transition probability matrix:
During the CA phase, the window size increases by one when all packets in the current window have been successfully acknowledged, provided that the current sender window lies below its maximum value. Thus, the transitions occur after the window is fully transmitted. If the window size is Þ , the probability that the entire window is successfully transmitted is just
. Once the window size reaches its maximum value, it remains at this value until a packet is lost. Whenever a packet is lost, the TCP sender reduces the window size to half, causing a transition from state
. The probability that at least one packet is lost among the Þ packets in the current window is just
, where
, which is the probability associated with this state transition. The transition probabilities for the chain are then given by: . Thus, it is defined as:
Model Analysis
In this section we first describe the mathematical framework used to analyze the correlation structure of both the TO and CA models. We then present various analytical results supporting our claim of sustained correlation in TCP traffic over a finite range of time-scales.
We are interested in the correlation structure of the traffic sent by a TCP source. Using the TO and CA models and % defined in equations (1) and (2), respectively, we can obtain the correlation structure of the packet sending rates. However, in order to compare different models and simulations, we adjust the time series associated with packet sending rate so that it has zero mean and unit variance. Thus, let è be the mean and é E be the variance of
. Both è and é E can be easily obtained from the steady state probability distribution of the Markov chain.
Assume that that the initial state distribution of the Markov models is the steady state probability distribution, i.e., at time 0 the model is already in steady state. The autocorrelation function of the traffic rate is given by:
is the expected steady state traffic sending rate of the model, which is zero due to normalization.
The power spectral density (PSD) of a discrete time (stationary) stochastic process is defined as the discrete Fourier transform of its autocorrelation function and is given by:
To construct and analyze both models, we use the TANGRAM-II modeling tool [27] , which allows us to obtain numerically ¢ , among other measures, the autocorrelation function ë ì f defined above (see [28] for a description of the technique). The power spectral density (PSD)
is then numerically computed from the autocorrelation function using equation (3) . Note that equation (3) applies since ë is real for any real-valued process, which is the case for the sending traffic rate.
Analytical Techniques
A technique frequently used in the literature for analyzing the correlation behavior of a process over different time-scales is based on wavelet transforms. Wavelet-based analysis [29, 30] is computationally very efficient and is robust under certain types of non-stationary components that may be present in the data and that generally cause problems for other estimation techniques. This analysis estimates the variance of the wavelet coefficients of the analyzed time series at particular time-scales. This estimate is then plotted in a double
scale and a linear asymptotic regime over all time-scales above a certain threshold is taken as evidence of self-similarity in the data. The slope of this asymptotic linear region yields an estimate of the Hurst parameter through the relation
The estimate of the variance of the wavelet coefficients measures the "energy" in the signal at the given timescale. This measure corresponds to an estimate of the power spectral density of the process at a frequency determined by the given time-scale [29] . In particular, the time-scale
corresponds to the frequency
, where is determined by the sampling rate of the time series. Therefore, the wavelet estimator is essentially the power spectral density of the process associated with the analyzed time series. However, the estimate of the power spectral density via the variance of the wavelet coefficients suffers from a bias that is dependent on the time-scale being analyzed. In the case the process is truly long range dependent (i.e., k ) § © $ , with
), this bias can be reduced to a simple form and removed giving rise to an unbiased estimator, as pointed out in [29] . However, if the process is not long range dependent, then the power spectral density estimate is biased.
To maintain consistency of presentation, we plot the analytically obtained power spectral density using the same axes as the wavelet analysis. That is, the § -axis is in a An illustration of this mapping is shown in Figure 3 . We note that the computationally efficient wavelet analysis method developed in [30] only yields estimates at time-scales
, where ÷ depends on the length of the time series, while the power spectral density can be computed at any time-scale (frequency). In the wavelet wavelet estimator 
. This normalization allows a direct comparison between all results obtained, since the same normalization is performed for the models.
In order to understand the correlation structure of the sending traffic, we use the wavelet-based estimator described above to analyze the packet rate time series. The publicly available wavelet analysis algorithms developed by Veitch and Abry [30] were used and we chose the Daubechies-1 as the mother wavelet. We did not find any need for higher order mother wavelets, since the results obtained were very similar. As mentioned above, the output of the wavelet analysis is a graph where the variance of the wavelet coefficients together with a a 95% confidence interval of such estimates are computed by the algorithm.
Time-scales and power spectral density
In this section, we derive an analytical procedure to obtain the lower boundary of the frequency range over which the process exhibits sustained correlation structure. Recall that sustained correlation structure is defined over a range of time-scales
Here we are interested in deriving § © I 8 @
, which corresponds to largest timescale associated with the correlation structure.
The power spectral density function of a discrete-time Markov process can also be expressed in term of the eigenvalues of the transition probability matrix. This result was derived in [31] and is given by:
where the is the radians frequency;
correspond to the -th eigenvalue of the transition probability matrix of the Markov chain;
is the average power contributed by and is defined in [31] . The parameter represents the time unit of the process and in our case is equal to c , which is one round trip time.
Note that each eigenvalue contributes a component to over all frequencies. Let be the largest positive real eigenvalue smaller than 1. It is known that the contribution of dominates for low frequencies [31] . The contribution of is given by:
where the identity
was applied.
Assume
. We will observe that this assumption holds in the analysis of our models. Thus, we have:
In [4] the authors relate the boundary of the frequency range to the poles of the power spectral density. This observation is also discussed by Franks in [32, 33] . Using this approach, the lower boundary of the frequency range is the pole of . Therefore, since ê m 5 ¡
, we have that the lowest frequency is given by:
Another interesting metric that can also be obtained analytically from our models is the strength of the corre- 
Analysis of the TO model
We begin by presenting the results of the TO model. Figure 4 illustrates the wavelet plots of the correlation structure of the sending traffic rate for different loss probabilities. ), given by equation (4), at which the process should start to loose its correlation structure. These values are also marked with an x cross in each corrsponding curve in Figure 4 . We can observe from Figures 4 and 5 that the time-scales predicted by equation (4) agrees well with the timeout mechanism. Table   1 also depicts ( h , which measures the strength of the correlation of the process and corresponds to the "Energy"
at larger time-scales in the graphs of Figure 4 .
An intuitive explanation for the increase in the range of time-scales with loss probability, is that for higher loss the system is more likely to reach higher values of the back-off exponent, which introduces longer delays between packet transmission times, significantly reducing the traffic rate. This phenomenon introduces more correlation in the generated traffic, as shown by the increase in g y ( h in the table. Moreover, this also directly affects the range of time-scales for which sustained correlation appears. For low loss probabilities the model exhibits almost no correlation structure, which is observed by the presence of an almost horizontal line over all time-scales. We observe that even though the range of time-scales predicted is high, the strength of correlation of the timeout mechanism is very low, having values of 1.27 for loss probability of 0.01, as compared with 56.5 for 0.3 loss probability. One could ask what would happen if the timeout mechanism was subjected to severe packet loss conditions and conjecture that the correlation structure would be more pronounced. Figure 5 illustrates this situation and the results show that this hypothesis is not true. At higher packet loss probabilities, the range of time-scales over which the model generates sustained correlations decreases slowly, as well as the strength of correlation. This can also be observed in Table 1 . Intuitively, when the loss probability is high, the dynamics of our model drifts to the states with high inter-packet delay. However, due to the finite state space of the model, the largest inter-packet delay is 
Analysis of the CA model
We now focus on the analysis of the CA model. Figure 6 illustrates the energy-time-scale plot of the traffic sending rate for different loss probabilities. Here the maximum window size, Û ī r q t s , was set to 30 packets, which is a typical value used in real TCP connections.
From the results, we observe that the curves have a linear increasing part which stops rising at a certain time-scale, and becomes horizontal. Again, we observe that the CA model exhibits very different behavior under different loss probabilities. In particular, as the loss probability decreases, both the range of time-scales for which and strength of 12.1 when the loss probability is 0.01. Table 2 illustrates the time-scales § © I 8 @ associated with the CA mechanism that were predicted by equation (4) in the corresponding cuves in Figure 6 . We observe the trend in the range of time-scales and in the strength of correlation as loss probability decreases. Table 2 : Times-scales and correlation strength of CA mechanism.
An interesting question is what happens to the range of time-scales when the model is exposed to very low loss probabilities. , the time-scales and the correlation behavior are similar to the case that the loss probability is 0.01. However, for Û ī q T s of 60 and 120 the correlation behavior spans a greater range of time-scales than their counterpart when the loss probability is 0.01. Moreover, the curve with
has a slightly larger range of time-scales in which the TCP session exhibit sustained correlations. This discussion is also supported by the time-scales predicted by equation (4) and by the strength of the correlation, both depicted in Table 2 .
Intuitively, this behavior arises from the fact that for very low loss probabilities the congestion avoidance mechanism increases the window size as much as possible. However, due to the limitation on the maximum windo ª w size imposed by
, this growth is inherently limited. Thus, a larger value of Û ī q T s allows the mechanism to reach larger window sizes and, consequently, reach higher time-scales. However, this drift to higher window sizes is only relevant under very low loss probabilities, since in this case the probability that the window increases past some larger value is not negligible ( § f ß ). The range of time-scales over which the model for the TO mechanism exhibits sustained correlations increases as the loss probability increases. In contrast, the model for the CA mechanism predicts that the range of time-scales increases as the loss probability decreases. Another observation is that in the case of 
Simulation Scenario
In this section we use simulation to support our claim that the internal mechanisms of TCP can generate data traffic with sustained correlation structures over a finite range of time-scales under different loss probabilities.
All simulations in this work were performed using the ns-2 simulator [34] . A simple network topology, consisting of a single source, a packet queue and a receiver, was simulated to investigate the traffic correlation structure generated by a single TCP session over a lossy link. . The receiver acts as a sink and simply collects the data packets sent. The TCP transport protocol is used to transfer the data between sender and receiver. We assume that the ack packets sent by the receiver are never lost.
In this simulation scenario, we investigated the behavior of a single TCP flow in the absence of any background traffic. All packets traversing the queue belong to the TCP session being analyzed. Thus, packet losses were generated solely by the Bernoulli loss process. This allows a direct comparison with the TO and CA models that capture the behavior of a single TCP flow.
During a simulation run, we capture two packet traces: one at the link between the sender and the queue (before the loss agent); the other between the queue and the receiver (after the loss agent). In all results presented, we analyze the first trace. For purposes of our study, we verified that both traces yield similar behavior, thus our conclusions also hold for the latter trace.
The parameters varied during the simulations were the packet loss probability, the link propagation delay (which is an important contributor to the RTT), and Û ī r q t s , the maximum window size of the TCP protocol. Our results showed that the propagation delay and Û ī r q t s had no significant impact on our conclusions. For the results presented here the link propagation delay was set to 50 ms, the link bandwidth to 1000 packets/sec and Û ī r q t s to 30. Notice that the time to transmit the maximum window (30ms) is much smaller than the RTT (around 100ms), which agrees with previous assumption made in both TO and CA models. The results shown are for the SACK version of TCP, which is becoming increasingly the dominant TCP used in the Internet [35] . However, we also simulated and analyzed TCP-Tahoe, which exhibited results very similar to the ones shown by SACK.
The simulations were usually executed for 100 to 500 hours of simulated time, corresponding roughly to the transmission of 2 to 40 million packets, depending on the loss probability. The reason for such long simulation runs is to obtain tight confidence intervals when performing the wavelet analysis.
Observations from Simulation
The packet rate time series was generated using the simulation packet trace with a bin size of the average RTT (c = 100 ms). Figure 9 shows the results of the wavelet analysis of the normalized time series for different loss Figure 9 : Wavelet analysis of the simulation traces Our first observation from Figure 9 is that under a Bernoulli loss process, a single TCP flow exhibits sustained correlation over a finite range of time-scales. We note that this correlation structure is present across all loss probabilities. A similar observation was also made in [11] where the authors use a different simulator, a more complex network model (i.e., more protocol layers) and no artificial loss process. Note that as the loss probability increases, the time-scales over which sustained correlation structure is present increases. For a loss probability of 0.01, the time-scales range from A second observation is that for low loss probability (0.01) the simulation result matches closely with the CA model under the same loss rate, as illustrated in the upper left graph of Figure 9 . Moreover, under high loss probability ð (0.3) the simulation matches the TO model, as illustrated in the lower right graph of Figure 9 . This clearly indicates that under low and high loss probabilities, the CA and TO mechanisms, respectively, dominate the traffic pattern generated by TCP. Under low loss probability the CA mechanism dominates and produces correlations over a shorter range of time-scales. In this loss regime the TO mechanism has very little impact. However, for high loss probability the effect of the CA mechanism diminishes and the traffic correlation is dominated by the TO mechanism, producing a larger range of time-scales.
The results in Figure 9 also validate the CA and TO models since under the proper loss regime the results from the model agrees well with simulation results. We point out that the correlation structure in the data traffic is caused by a mixture of the effect of the TO and CA mechanism. Thus, the simulation results obtained for medium loss probability (0.1) cannot be directly compared to either the TO or CA models. However, the upper right and lower left graphs show that indeed the correlation behavior is a mix of both mechanisms. These plots show the simulation results together with the results for both mechanisms in isolation for the same loss probability, and we observe that the simulation curve is almost a combination of the other two curves.
Comprehensive TCP model
So far we have seen that both models for TO and CA mechanisms in isolation can produce sustained correlation structures in the data traffic over some analytically predictable range of time-scales. In this section we analyze a comprehensive Markovian model of TCP that includes both TO and CA mechanisms as well as a bursty packet loss process.
Many Markovian models have been developed to model the various mechanisms of TCP [36, 37, 19, 38, 39] .
In the following analysis we will use a modified version of the model proposed in [36] , which captures the timeout and congestion avoidance behavior of TCP-Reno using a discrete-time Markov process.
The TCP behavior is modeled in terms of "rounds", where a round represents the back-to-back transmission of the current congestion window. The assumption, as used for both of the TO and CA models, is that the round-trip time is larger than the time required to transmit all packets in the congestion window. The packet loss process is independent among different rounds. However, if a packet is lost in a round, then all remaining packets in that window are also lost. This loss process is motivated by packets overflowing on a bottleneck queue with a drop-tail policy in the network. Moreover, since the round-trip time is larger than the time to send all packets in the window, it is reasonable to assume that the loss process is independent between rounds. The state of the model is described window size for round The original model proposed in [36] was validated using simulation and measurement results which indicate its adequacy in capturing the essence of TCP traffic [36, 40, 41] . In particular, it was shown that the model can predict the TCP throughput and packet sending rate under different scenarios quite well. The model described above, which will soon be analyzed, is slightly different from the one proposed in [36] . The original model allowed the sender to exit the timeout phase and return to the congestion avoidance phase immediately after a successful packet transmission. However, as discussed in the TO model, the TCP protocol requires the successful transmission of the subsequent data packet for the TCP sender to exit the exponential back-off phase and resume normal mode of operation. We modified the model and introduced this proper behavior. Note that the modified model requires two consecutive successful transmissions (one for the lost packet and the other for the new packet) before allowing the TCP sender to return to congestion avoidance phase, which is the same behavior of the TO model introduced earlier. This modification was accomplished by introducing the state variable c into the state space. Apart from this extension, the model used here is exactly the same as the one proposed in [36] . A complete description of the modified Markov chain is now given. 
Model analysis
This detailed model of TCP was analyzed using the same techniques described in previous sections to characterize the correlation behavior of traffic generated by TCP. Since this model captures the behavior of both TO and CA mechanisms, we expect the correlation to be the combination of the correlations for each of the individual mechanisms. Moreover, each mechanism is expected to dominate the correlation structure of the TCP model for loss probabilities where they have greater impact. Figure 10 illustrates the results of the comprehensive TCP model for different loss probabilities for the case
together with the results for the TO and CA models. We indeed observe that for low loss probabilities (0.01) the correlation structure is completely dominated by the CA mechanism, while for higher probabilities (0.3) the structure is dominated by the timeout mechanism. Under these loss probabilities, the results from the TCP model agree very well with both CA and TO results, respectively.
We also note that as loss probability increases the correlation structures change in a non-monotonic fashion, This knee indicates the time-scale at which the CA mechanism diminishes its impact on the correlation structure, while the TO has its effect magnified. We also observe that the range of time-scales for which the model exhibits sustained correlation structure varies according to the loss probability as well as the . This is consistent with the time-scales associated with the CA and TO models under low and high loss, respectively, as illustrated in Figure 10 . For the case
, we can observe from Figure 12 that the range of time-scales increase both for low and high loss probabilities, but the increase is more significantly in the latter case where the timeout mechanism is dominant. Figure   10 . We can note that increasing the
value has a direct influence on the time-scales, in particular, it increases the range of times-scales by almost a constant factor of four. However, the correlation strength does not seem to follow any regular increase, even though a small increase is present. An interesting observation can be made on the correlation strength of the mechanism across the range of loss probabilities. The value is high for low loss probability, decreases and then increases again to a larger value, as the loss probability increases. We note that the trend of the ( h was either monotonically increasing or decreasing for the TO and CA model, respectively, as loss probability increases. The current trend in the strength of the correlation supports our claim that the correlation of TCP is the combination of the correlation of its internal mechanisms, with each mechanism dominating at particular loss probabilities. Table 3 : Times-scales and correlation strength of TCP mechanism.
Influence of Packet Loss Process
It should be noted that the comprehensive TCP model assumes a loss process that is different than the one assumed in either of the individual models for CA and TO. In the former, the loss process is bursty within a round while in the latter it is independent and characterized by a Bernoulli process. However, our results in Figure 10 suggest that the dependency of the traffic correlation structure on these two loss processes is negligible. To understand this result, recall our assumption that the time to transmit a window worth of packets is smaller than a round-trip time, which is more adequate for a wide-area network where the RTT tends to be larger. In a separate work, the authors of [37] have shown that under the assumption above, the average throughput of a single TCP session when submitted to a correlated loss process and under a process where losses are iid are remarkably close to the actual measured throughput. This also confirms that the average behavior of TCP is not affected by the two loss processes investigated in [37] .
A conjecture to explain this phenomena is that, under the above assumptions, packet loss correlations quickly vanish after short time-scales (on the order of one RTT) on real networks. We conducted calculations of conditional packet loss probabilities on our simulation traces and the results show that packet loss correlations disappear after an average window size of packets, which is smaller than one RTT. Thus, we believe that realistic packet loss processes for the scenario described here will tend to be uncorrelated for lags over one RTT. Since this work focus on time-scales beyond a RTT, this explains the close match in the results of the two models which assume different packet loss processes. This result also justifies the use of a Bernoulli loss process for the TO and CA model, since losses tend to be independent beyond a RTT.
Realistic Simulation Scenario
In Section 4 we simulated a very simple network scenario consisting of a single TCP flow and a Bernoulli loss process, to show the behavior of the traffic correlation structure. We now consider a more realistic simulation scenario, where multiple TCP flows compete for bandwidth in a bottleneck link with a finite buffer. Losses are generated by overflow, each time a packet arrives to a full buffer queue. In order to achieve a loss probability of 0.01, 0.1, 0.2 and 0.3 the number of flows used was 31, 152, 490 and 1550, respectively. The above parameters ensure our earlier assumption that the average RTT is longer than the time to transmit a full window of packets. We obtained the TCP estimates for the RTT and ). Figure 12 illustrates the wavelet analysis of the traffic generated by one of the TCP sources. We note that all TCP sessions have the same statistical characteristics after a long simulation run and only one representative session was chosen to illustrate the results. We observe the same trend as in Sections 4 and 5: the presence of sustained correlation for a finite range of time-scales. Moreover, this range of time-scales varies according to the loss probability. Due to the large scale of the simulation scenario, it is computationally expensive to obtain tight ¤ confidence intervals for the larger time-scales. However, we strongly believe that the PSD is a flat curve for time-scales larger than 5 @ @ in all plots. Even though there are some discrepancies between the simulation and model results for particular loss probabilities, our observation that sustained correlation of TCP traffic spans a finite range of time-scales, which we can predict with reasonable accuracy, still holds. Moreover, the simulation results also show that the interplay between the CA and TO mechanism is the cause for this correlation. Note that the correlation structure observed is not an artifact of the Markovian model or the loss process, but is actually present and inherent to TCP, in particular, it arises from the CA and TO mechanisms. Understanding the reason for the discrepancy between the results for intermediate loss probabilities and the actual impact of the loss process in the traffic correlation is part of our future work.
Conclusion
In this paper we demonstrate that the TCP protocol can generate traffic with sustained correlation behavior over an analytically predictable finite range of time-scales. In particular, we point out that the congestion control and congestion avoidance mechanisms are responsible for generating this correlation structure. We show that under low loss probabilities (0.01) the traffic correlation structure is dominated by the congestion avoidance mechanism while the timeout mechanism has minimal impact. In contrast, under high loss probability (0.3) the timeout mechanism has a dominant impact on the traffic correlation, while the effect of the congestion avoidance mechanism is minimal. This sustained correlation structure in the traffic ranges from the time-scale of one RTT to a few orders of magnitude above the RTT (1024 RTT), and this range is dependent on both the loss probability and the value of the c d % e
. We provide separate Markovian models for each internal mechanisms which, under the proper loss probabilities, accurately predicts the range in time-scales and the strength of the sustained correlation structure of the sending rate of TCP traffic. Our claim is supported by the analysis of a comprehensive TCP model that is available in the literature and has been validated by others. The simulation results obtained also agree well with the results predicted by the models, which corroborates our conjecture and validates our models.
There are many studies in the literature that try to explain the origin of "long range dependence" in network traffic, including attributing this phenomena to the behavior of TCP protocol. Contrary to these latter studies,
we show that TCP alone cannot generate traffic with sustained correlation structure that extents to arbitrary large time-scales. The existence of an upper bound on the time-scale is related to the inherent finiteness in time-scales of TCP's internal mechanisms (TO and CA). However, we show that under proper circumstances, TCP can generate traffic with sustained correlation structure over a possibly significant range of time-scales, which can be analytically predicted.
We note that the effects of TCP should be considered when attributing the origin of statistical traffic characteristics to some particular phenomena, since the vast majority of network traffic is carried by TCP connections.
We believe that statistical properties of network traffic is caused by different factors in different protocol layers, among which TCP definitely plays an important role.
