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The piecewise algebraic curve, as the set of zeros of a bivariate spline function, is a
generalization of the classical algebraic curve. In this work, we present an algorithm for
computing the real intersection points of piecewise algebraic curves. It is primarily based
on the interval zeros of the univariate interval polynomial in Bernstein form. An illustrative
example is provided to show that the proposed algorithm is flexible.
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1. Introduction
LetΩ be a connected region inR2. Using a finite number of irreducible algebraic curves, we divideΩ into a finite number
of simply connected regions, which are called the partition cells. Denote by∆ the partition of the regionΩ , let δ1, δ2, . . . , δT
be a given ordering of the cells in∆ and write∆ = {δ1, δ2, . . . , δT }.
Let Pk[x, y] denote the set of bivariate polynomials in R[x, y] with real coefficients and total degree ≤ k, and denote by
Cµ(∆) the set of Cµ functions s onΩ for every δi ∈ ∆. Assume that the restriction s|δi is a polynomial functionwhich belongs
to R[x, y] and let
Pk(∆) := {s(x, y)|s[i](x, y) = s(x, y)|δi ∈ Pk[x, y], i = 1, 2, . . . , T }
be the set of piecewise polynomials defined on∆with total degree≤ k.
The multivariate spline space with degree k and smoothness µ overΩ with respect to∆ is defined as follows:
Sµk (∆) := {s(x, y) | s(x, y) ∈ Cµ(∆) ∩ Pk(∆)}.
The zero set
z(s) := {(x, y) | s(x, y) = 0, s(x, y) ∈ Sµk (∆)}
is called a piecewise algebraic curve (PAC for short). Obviously, the PAC is a generalization of the classic algebraic curve. Since
there is a possibility that {s(x, y)|δi = 0} ∩ δi = ∅, it is difficult to study PAC. In recent years, many researchers (Wang et al.)
have done a lot of significant work on PAC and piecewise algebraic variety [1–9]. For example, the Bezout theorem [2,4],
Noether-type theorem [5,7], Cayley–Bacharach theorem [6] and Riemann–Roch type theorems [7] of PAC were established.
Besides, PAC also relates to the remarkable Four-Color conjecture [4]. Moreover, the real zeros of parametric piecewise
algebraic variety was also discussed [8,9].
The problem of real intersection points for PAC is an important topic in computational geometry and has many
applications in various fields. However, the abovementioned Bezout theorem for PAC gives a theoretical upper bound for the
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number of the intersection points. It is necessary to study the computing or isolating of the intersection points of the given
piecewise algebraic curve (piecewise algebraic variety). Wang et al. [10] presented an algorithm for isolating the real zeros
for univariate splines based on Descartes’ rule of signs. Zhang et al. [11] discussed the real root isolation of the piecewise
algebraic varieties (including PAC) on a polyhedron partition. Lang et al. [12] presented an intersection point algorithm for
PAC based on the Groebner basis.
In this work, we give an algorithm for computing the intersection points of PAC primarily based on the interval zeros of
the univariate interval polynomial in Bernstein form. The proposed method possesses the advantages of not only tackling
more general PAC and reducing the computational cost as compared to [11] but also determining the position of intersection
points more effectively than the existing method of [12].
2. The interval polynomial in Bernstein form
Interval operations were first introduced byMoore [13]. The key idea of interval arithmetic is substituting an interval for
a floating number in numerical computation, which is used to tackle the instability and error analysis. In this section, we
briefly introduce some related concepts and results for interval polynomials in Bernstein form.
An interval polynomial of degree k is a polynomial whose coefficients are intervals, the Bernstein form of which is
[f ](t) =
k
i=0
[fi]Bi,k(t), t ∈ [0, 1] (1)
where Bi,k(t) = k!i!(k−i)! t i(1− t)k−i is the ith Bernstein basis function of degree k, and [fi] = [f i, f i] is an interval. The width
of [fi] is defined byw[fi] = |f i − f i|.
Since Bi,k(t) > 0, t ∈ [0, 1], the two bound polynomials of [f ](t)
[f l](t) =
k
i=0
f
i
Bi,k(t), [f u](t) =
k
i=0
f iBi,k(t) (2)
are called the lower boundary function and upper boundary function of [f ](t), respectively.
The set of real zeros of the interval polynomial [f ](t) is defined as
R([f ]) = {t0 ∈ R | ∃ f (t) ∈ [f ](t), s.t. f (t0) = 0}.
Obviously,
R([f ]) = {t0 ∈ R | [f l](t0) ≤ 0 ≤ [f u](t0)},
and then the zero set of [f ](t) is composed of several closed intervals. Each of these intervals is called an interval zero of
[f ](t).
From the results in [14] we can easily obtain:
Proposition 2.1. If [t0, t0] is an interval zero of [f ](t), then the endpoints t0 and t0 are the zeros of [f l](t) and [f u](t),
respectively.
Theorem 2.1. An interval polynomial [f ](t) of degree k has at most k interval zeros.
Each interval polynomial [f ](t) defined on [t1, t2] can be transformed into an interval polynomial [f ](t) defined on [0, 1],
i.e.,
[f ](t) = k
i=0
[fi]Bi,k(t), t ∈ [0, 1] (3)
under the coordinate transformationt = t−t1t2−t1 , t ∈ [t1, t2]. So from now on, we use the interval polynomial (1) for the later
discussion without any risk of confusion of meaning.
Since the Bernstein basis satisfies the property of the partition of unity, it is obvious that
[f l]([0, 1]) ⊂ [m[f l],M[f l]],
wherem[f l] = min1≤i≤k f i andM[f l] = max1≤i≤k f i.
Similarly,
[f u]([0, 1]) ⊂ [m[f u],M[f u]],
wherem[f u] = min1≤i≤k f i andM[f u] = max1≤i≤k f i.
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Therefore,
[f ]([0, 1]) ⊂ [m[f l],M[f u]].
If an interval polynomial [f ](t), t ∈ [0, 1] completely lies below or above the x-axis, then f [t] has no real zero. If the
interval polynomial [f l](t), t ∈ [0, 1] lies below the x-axis and [f u](t), t ∈ [0, 1] lies above the x-axis, then [0, 1] is an
interval zero of f [t]. These facts lead us to conclude the following proposition which is the foundation of the algorithm for
isolating the interval zeros of a given interval polynomial.
Proposition 2.2. With the above notation, we have the following results:
(1) If 0 ∉ [m[f l],M[f u]], then [0, 1] is not a zero of [f ](t).
(2) If M[f l] < 0, m[f u] > 0, then [0, 1] is an interval zero of [f ](t).
For any interval, there are three cases to be considered. In case (1),we discard the interval. In case (2),we save the interval.
Otherwise, we bisect the interval and test each interval until each interval is sufficiently small.
The numerical algorithm for finding a set of intervals which bound the interval zeros of a given interval polynomial [f ](t)
is presented as follows.
Algorithm 2.1. Computing the interval zeros of an interval polynomial.
Input. An interval polynomial [f ](t) =ki=0[f i, f i]Bi,k(t), t ∈ [0, 1] and a given precision ε.
Output. A set S containing all the interval zeros of [f ](t).
Step 1. Set the initial interval I := [0, 1] and let S be an empty set.
Step 2. If 0 ∉ [m[f l],M[f u]], discard this interval and process the next interval. Otherwise go to Step 3.
Step 3. IfM[f l] < 0,m[f u] > 0, or the width of I is less than the given tolerance ε, then set S := S ∪ I . Otherwise divide
I into two intervals at the midpoints, transform [f ](t) into form (3) on each subinterval, and go to Step 2.
Step 4. The union all the neighboring intervals in S.
Therefore, any polynomial f (t) = ki=0 fiBi,k(t) can be transformed into an interval polynomial in Bernstein form,
[f ](t) =ki=0[f i, f i]Bi,k(t). Each [f i, f i]whose width is less than a given tolerance ε is an interval containing fi. Here, [f i, f i]
is chosen to be [fi − ε2 , fi + ε2 ]. Obviously, the interval zeros of the interval polynomial f [x] converge to the exact zeros of
the original polynomial f (x)when the given precision ε is sufficiently small.
3. The main algorithm
Theproblem thatwe are addressing is the following: given twopiecewise algebraic curveswhich are defined by twogiven
splines s1(x, y) ∈ Sµm(∆) and s2(x, y) ∈ Sνn (∆), we compute the real intersection points of z(s1, s2) = {(x, y)| s1(x, y) = 0,
s2(x, y) = 0}.
It iswell known that each cell δi can bewritten as the interior of the intersection of a finite number of irreducible algebraic
curves, that is,
δi = {(x, y)| l[i]1 (x, y) ≥ 0, . . . , l[i]ri (x, y) ≥ 0}.
Meanwhile, letΛi = [mXi,MXi] × [mYi,MYi] be the minimal two-dimensional rectangle containing the cell δi.
We give the main algorithm for the real intersection points of the PAC z(s1, s2).
Algorithm 3.1. Computing the real intersection points of PAC.
Step 1. Set j = 1 and let I be an empty set.
Step 2. Transform the system {s[i]1 (x, y), s[i]2 (x, y)} into a triangular system {h[i]1 (y), h[i]2 (x, y)} by using the Groebner basis
method with respect to the lex order x ≻ y.
Step 3. Compute the interval zeros of interval polynomial [h1][i](y), y ∈ [mYi,MYi] by using Algorithm 2.1 and denote
by
I [i]y = {[y[i]j , y[i]j ] | w[y[i]j , y[i]j ] < ε, j = 1, . . . ,Ni}
the flexible interval zeros of [h1][i](y) in δi.
Step 4. If I [i]y = ∅, then z(s[i]1 , s[i]2 ) has no real intersection points. Otherwise, substituting [y[i]j , y[i]j ] into h[i]2 (x, y),
we obtain an interval polynomial [h2][i]j (x). Compute the interval zeros of [h2][i]j (x), x ∈ [mXi,MXi] and denote by
I [i]x,j = {[x[i]j,s, x[i]j,s] | s = 1, . . . , sj} the flexible interval zeros. Therefore,
I [i]x =
Ni
j=1
I [i]x,j = {[x[i]j , x[i]j ] | j = 1, . . . ,Mi}.
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Fig. 1. Two PAC, s1(x, y) = 0 and s2(x, y) = 0.
Step 5. If I [i]x = ∅, then z(s[i]1 , s[i]2 ) has no real intersection points. Otherwise, if the midpoint

x[i]j +x[i]j
2 ,
y[i]j +y[i]j
2

∈ δi, then
we say that [x[i]j , x[i]j ] × [y[i]j , y[i]j ] is an isolating interval for z(s[i]1 , s[i]2 ). Also,

x[i]j +x[i]j
2 ,
y[i]j +y[i]j
2

is an approximated real
intersection point of z(s[i]1 , s
[i]
2 ) and we set I := I ∪

x[i]j +x[i]j
2 ,
y[i]j +y[i]j
2

.
Step 6. Set j = j + 1, If j ≤ T then go to Step 2; otherwise, stop and output the set of all approximated real intersection
points I .
4. An illustrative example
A simple illustrative example is provided to show that the proposed algorithm is flexible.
Suppose Ω to be a triangulation of a quadrangle VAVBVCVD in R2 where δ1 = [VAVBVO], δ2 = [VBVCVO], δ3 = [VCVDVO],
δ4 = [VDVAVO], VA = (2, 0), VB = (0, 1), VC = (−1, 0), VD = (0,−1) and VO = (0, 0).
Let two splines s1(x, y) ∈ S13(∆) and s2(x, y) ∈ S12(∆) be defined as follows (see Fig. 1):
On cell δ1 :

s[1]1 = y3 − x,
s[1]2 = x2 + 2y2 − 1.
On cell δ2 :

s[2]1 = s[1]1 − 2x2y,
s[2]2 = s[1]2 + 2x2.
On cell δ3 :

s[3]1 = s[2]1 + y2(y− 3),
s[3]2 = s[2]2 + 3y2.
On cell δ4 :

s[4]1 = s[1]1 + y2(y− 3),
s[4]2 = s[1]2 + 3y2.
Specify a precision ε = 0.01 and take z(s[1]1 , s[1]2 ) as an example, in order to illustrate the proposed algorithm. Note that
δ1 ⊂ [0, 2] × [0, 1].
Step 1. {s[1]1 , s[1]2 } is transformed into the triangular form {h[1]1 (y), h[1]2 (x, y)}, where h[1]1 (y) = −1+ 2y2+ y6 and h[1]2 (x, y) =
x− y3.
Step 2. We compute all the interval zeros of [h1][1](y), y ∈ [0, 1] and obtain I [1]y = {[0.6719, 0.6797]}.
Step 3. Substituting [0.6719, 0.6797] into h[1]2 (x, y), we have the interval polynomial [h2][1](x) = x− [0.3033, 0.3140], x ∈
[0, 2] and get I [1]x = {[0.3033, 0.3140]}.
Step 4. [0.3033, 0.3140]×[0.6719, 0.6797] is an isolating interval since themidpoint (0.3086, 0.6758) for I [1]x × I [1]y belongs
to δ1. Therefore, (0.3086, 0.6758) is an approximated intersection point of z(s
[1]
1 , s
[1]
2 ).
Similarly, we can conclude that z(s[2]1 , s
[2]
2 ) has no intersection points, z(s
[3]
1 , s
[3]
2 ) has one intersection point (0.3605,
−0.3493) and z(s[4]1 , s[4]2 ) has one intersection point (0.4684,−0.3951).
5. Conclusion
This work presents an algorithm for finding real intersection points of two piecewise algebraic curves defined on an
arbitrary partition. It is primarily based on the interval zeros of the univariate interval polynomial in Bernstein form.
It is from the Bezout theorem for PAC that we know that the number of points of PAC not only depend on the degree of
the splines, but also heavily depend on the geometrical structure of the partition. However, the proposed algorithm does not
use the intrinsic characteristic and relationship of bivariate splines. Therefore, it is important to establish the relationship of
the numbers of intersection points between the adjacent cells. We will continue this difficult but important work in future
studies.
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