An energy minimizing snake algorithm that runs over a grid is designed and used to reconstruct high resolution 3D human faces from pairs of stereo images. The accuracy of reconstructed 3D data from stereo depends highly on how well stereo correspondences are established during the feature matching step. Establishing stereo correspondences on human faces is often ill posed and hard to achieve because of uniform texture, slow changes in depth, occlusion, and lack of gradient. We designed an energy minimizing algorithm that accurately finds correspondences on face images despite the aforementioned characteristics. The algorithm helps establish stereo correspondences unambiguously by applying a coarse-to-fine energy minimizing snake in grid format and yields a high resolution reconstruction at nearly every point of the image. Initially, the grid is stabilized using matches at a few selected high confidence edge points. The grid then gradually and consistently spreads over the low gradient regions of the image to reveal the accurate depths of object points. The grid applies its internal energy to approximate mismatches in occluded and noisy regions and to maintain smoothness of the reconstructed surfaces. The grid works in such a way that with every increment in reconstruction resolution, less time is required to establish correspondences. The snake used the curvature of the grid and gradient of image regions to automatically select its energy parameters and approximate the unmatched points using matched points from previous iterations, which also accelerates the overall matching process. The algorithm has been applied for the reconstruction of 3D human faces, and experimental results demonstrate the effectiveness and accuracy of the reconstruction.
INTRODUCTION
We perceive depth by using our two eyes when two slightly different and displaced images of an object are formed on both retinas. The amount of displacement between the two images depends on the distance of the object to the eyes. Distant objects are displaced less than closer objects and displacement is usually proportional to the inverse of depth. Similarly, in stereo vision, two or more cameras are used to find the depth at each point of a scene. Stereo depth perception is the process by which a 3D structure is recovered from two or more images of a scene taken from slightly different view points. The key step in 3D reconstruction from stereo images is the matching or stereo correspondence, used to find the correspondence between 2D projected object points in the left and right images. The output of a stereo correspondence algorithm is a disparity map, specifying the relative displacement of matching points in the two images. The stereo correspondence problem is inherently under-constrained and is usually further complicated by the fact that typical images also contain noise. In our work, we apply a classical computer vision model, i. e., energy minimizing snakes, also called active contour models, to solve the stereo correspondence problem. Energy minimizing snakes are often used in medical imaging for automatic detection and localization of certain image regions such as lesions and tumors 1 . Facial feature extraction 2 and tracking of non-rigid objects 3 are also some of the applications in which energy minimizing snakes are used. 3D reconstruction from stereo correspondences has been a subject of study for more than three decades. In a recent survey 4 , Brown et al. discussed past work in stereo correspondence research, and classified the techniques into local and global categories.
In local methods, correspondences are established by looking at the image features locally. Local methods have relied on two major approaches: (1) Feature-based approaches 5 which only match points and lines based on local information such as intensity, and yield sparse disparity maps, and (2) Area-based approaches which yield dense disparity maps by matching small image patches and relying on the assumption that nearby points usually have similar displacements. A typical area-based stereo matching algorithm proceeds as follows: for each point in one image, the displacement that aligns this point with one in the other image is found and the quality of match is measured by comparing windows centered at the two points using, for instance, the sum of absolute differences or the cross correlation 6 . Although areabased matching yields dense disparity maps, the results of the match are usually not accurate when the image gradient is low. As an example, points on the forehead and cheeks of a human face look almost the same everywhere. Another issue with area matching is the selection of the size of the search window and the determination that a match exists somewhere within this window. Global methods, on the other hand, are generally based on dynamic programming and the optimization of a function of a large number of correspondences. Dynamic programming methods treat stereo correspondence as the problem of finding an optimal path on a two-dimensional search plane. Successful attempts using dynamic programming to solve the stereo correspondence problem were reported by Baker and Binford 7 , and Ohta and Kanade 8 . In both cases, the authors used edges as basic primitives but only obtained sparse reconstructions. A fast and automatic stereo correspondence algorithm based on dynamic programming was also proposed by Benshair and Debrie 9 . One of the drawbacks of approaches based on dynamic programming is that they can only be applied to a single image pair and can't dispatch any temporal information to subsequent frames while, for instance, tracking objects in stereo image sequences. In this paper, an algorithm combining local and global correspondence techniques is introduced. To solve the gradient problem, we introduce an energy minimizing grid-like snake. The search area is usually determined by introducing seed points at the beginning stage of the iterative algorithm. The sparsely distributed seed points were generated using fast laser scans over the face surface. The grid snake, starting with the seed points, iteratively finds more and more matches in a coarse-to-fine fashion. After establishing the correspondences, camera calibration parameters are used to reconstruct the object. By its inherent architecture, the grid maintains two important characteristics -uniqueness and continuity. Marr and Poggio 10 were among the first to enforce uniqueness and continuity constraints to limit the search. They used a confidence measure for assigning a point in the left image to a set of possible corresponding points in the right image. This algorithm does not perform well on real images, mostly because the tokens and the features used are not sufficient to deal with most real and noisy data. In a work by Pollard et al. 11 the disparity gradient constraint was used and the algorithm first extracts a number of tokens from both images with each token characterizing a number of features. For example, edge points are detected and characterized by their strength and orientation. Tokens are then matched using an iterative winner-take-all procedure that enforces uniqueness. In our work, we used the pixel intensity as a matching token. The snake, in the shape of a grid, converges to the possible minimum global energy after several iterations while always maintaining the two constraints of uniqueness and ordering. Hence, our algorithm deploys both methods -the local method by using template matching and the global method by stabilizing the grid snake to the minimum global energy using the minimization of an objective function. Besides distributing the matches uniformly and unambiguously over a large image region where sufficient features are not available, the snake shows good performance in tracking when an object changes shape or its appearance in the images changes. The algorithm deals with general shape objects and perspective camera models. Another effort by Wong and Chung 12 , enforces the epipolar and planarity constraints in the cost function to solve the stereo correspondence and reconstruction problem using an active contour model. The algorithm is designed for objects with planar surfaces and approximates objects' shapes by assuming a weak perspective camera model. The reminder of this paper is organized according to the tasks needed to solve the 3D modeling from stereo, i.e., calibration, correspondence, and reconstruction. In section 2, we discuss the theory and implementation of binocular stereo calibration used in our work. Section 3 describes all aspects of the energy minimizing algorithm, including the grid architecture, definitions of energies, selection of energy parameters, the energy minimizing equation, and the technique used to remove bad matches from the final correspondence map. In section 4, we present and discuss some reconstruction results and then draw conclusions in section 5.
CAMERA CALIBRATION
The two cameras used in the stereo setup are first calibrated for later use in the implementation of the reconstruction algorithm. Camera calibration in the broad sense relates the image coordinates of a point to its world coordinates through a camera parameter matrix, called here an m-parameter matrix. The m-parameter matrix has eleven "m" unknown parameters. In the same way, we will have an n-parameter matrix with eleven "n" unknown parameters for the second camera. The "m" and "n" parameters are determined through correspondences of at least five and a half points from the two images. We used the stereo pair of the calibration pattern shown in Figure 1 and a modified existing technique 13 that explicitly extracts the calibration parameters from the projection matrix. The red round dots were used to obtain more accurate correspondences. The user clicks anywhere inside two corresponding dots and the system finds the center of gravity of the red dots, thus providing a more accurate correspondence.
The perspective projection can be described by the following equation:
where ( We define ( l x , l y ) as the coordinate of a point in the image captured by the first camera (we call it left camera). From equations (1) and (2), we obtain: 
In the same way, we have "n" parameters for the second or right camera and the corresponding matrix can be written as: higher number of points and applied the least squares method. Table 1 shows the m and n parameter values found from the calibration pattern of Figure 1 while Table 2 values found by applying the recovered m and n parameter matrices. The rightmost column of Table   2 shows the distance between the measured and estimated
coordinates. The average difference is found to be in the sub-millimeter range. 
STEREO MATCHING WITH ENERGY MINIMIZING SNAKE GRID
The energy minimizing snake grid algorithm described in this section finds the matching pairs of points on the two stereo images in two separate steps, by first establishing sparse correspondences between points in the stereo images (even in the absence of sufficient gradient) and then refining the results by establishing dense correspondences and performing interpolation.
Grid Setup and Initialization
Two separate grids are superimposed on each of the images of the stereo pair. The grids are identical and have the same number of rows and columns. The grid on the left image has a regular shape with straight vertical and horizontal lines (only the intersections of these lines will be used in the matching process). The grids are started with a few matched seed points collected using a vertical laser line swept over the individual's face while two video sequences are captured by the two cameras. Each stereo frame pair contains corresponding vertical laser lines to indicate sparse correspondences. This sparseness comes from the facts that: (1) the eye-safe laser does not present a high contrast under ambient lighting conditions, (2) the faces usually have areas of similar intensities as that of the laser, and (3) the laser line sometimes gets diffused by hairy regions on the face. For these reasons, it is usually impossible to detect a continuous laser line as it runs from the top to the bottom of the face. The sparse correspondence map of matched points resulting from this process provides the seed points to initialize the grid which is originally set at very low resolution. About 50% of the grid points can initially be matched using these seed points. Increasing the number of seed points did not necessarily result in an improvement of the final matching result. Figure 2 (a)-(d) show a frame pair from the left and right video sequences and the detected laser lines from this pair. When initialized with seed points, the left grid is kept and the right grid becomes distorted because of differences in disparities at matching points from the intersection of vertical and horizontal lines. To separate the face region from the background, half an elliptical area is manually defined using three mouse clicks, two at the outer ends of both eyes and a third at the bottom of the chin. The grid shown in Figure 3 was defined in this manner. If a point P i in the left image is to be matched in the right image, the search for a match is performed on both sides of the corresponding grid point P´i in the right image and the search area is defined to be within left point P´i -1 and right point P´i +1 .
The Energy Minimizing Algorithm
The goal now is to refine the matches obtained from the laser scans and fill up the missing parts on both grids for a more accurate reconstruction. Since the seed points may not be distributed uniformly and some points' correspondences may remain unknown, this creates holes in the grid as seen in Figure 4 (a) and (b). Points in these holes are later interpolated from surrounding points as seen in Figure 5 (a) and (b). The grid initialization step described in subsection 3.1 resulted in two low resolution grids, one regular on the left image and one irregular on the right image. Disparities in this case are differences in distances measured in the horizontal direction, which makes only vertical lines on the right grid distort to the left or right from their initial position seen on the left grid. In the stereo setup, both cameras were focused on the same scan line and the energy minimizing algorithm is applied by looking at the grid points one by one in the left image and finding the location where they match best in the right image. This approach raises the questions: 1) what image feature should be used for the search, and 2) where and how much area needs to be searched to find a match? These two questions will be addressed by introducing two energy terms in our algorithm, the external and internal energies denoted respectively by E ext and E int . The energy minimizing algorithm can then be described as follows: (a) (b)
Figure 3: Grid setup and initialization using seed points; (a) Straight grid set on left camera image, (b) distorted grid after performing seed point correspondences on right camera image.
1. Develop an energy function E i by combining E ext and E int to evaluate the energy of a match between two corresponding points in the left and the right images. E ext is rewarded with a negative sign while E int is penalized with a positive sign so that less energy indicates a better match. 2. Define the grid points P Li in the left image to be used to search for matches in the right image. 3. For a grid point P Li in the left image, compute all energies E i within a neighborhood A of all points, p Ri , in the right image. A match for P Li is expected to exist inside A and A is defined in such a way that the ordering and uniqueness constraints are maintained. The architecture of the grid helps in explicitly maintaining these constraints. 4. The point p Ri with the minimum value of E i is considered to be the best match for P Li in the current iteration.
Redefine A in the surrounding of the new location of p Ri . 5. For all grid points selected in the left image in step 2, follow steps 3 and 4 to find their matches and calculate locally the minimum E i for each. 6. Sum all minimum energy values for all P Li points. Assuming E n is the value of this sum, where n denotes the nth iteration, if E n-1 -E n > ε , where ε is a small threshold value, go to Step 4. Otherwise quit.
The energy minimizing algorithm is iterative and stops only when the global minimum energy E n stops decreasing beyond a given threshold.
External and internal energies
Assume that P i,j is a point at the i-th row and the j-th column of the grid in the left image. It is assumed that the intensity map of a small window around P i,j will remain almost unchanged in the right image. This property allows us to use a well-known method called template matching, where the intensity values within the template area in the left image are compared to intensity values of the same size template in the right image. The cross correlation (CC) value is used as a measure of the external energy as given in equation 5 and includes the correlation of all three color channels in the same formula. Figure 6 (a) shows the behavior of the external energy curve when a left grid point template is matched within ±20 pixels of the corresponding grid point in the right image. The curve presents a maxima at or near 1.0 if a good match is found. The shape and smoothness of the curve depends on the smoothness of the intensity map. Most face images lack contrast especially in areas like the forehead and cheeks where the external energy by itself will be insufficient to find a correct match, since the low gradient causes a left image template to match in several locations in the right image. In this case, an additional term, the internal energy, is used to assist in correcting false matches. Figure 6 (b) shows the internal energy curve, which has a value of zero in the middle of the search area and increases linearly from the center in both directions to reach a maximum of 1.0 at both ends. A false match generally causes a grid point to move away from its correct matching position as seen in Figure 7 , where the template at X i,j commits a false match and moves away to X′ i,j . The internal energy term was introduced to avoid these false matches by pulling the template towards its correct matching position assumed to be situated somewhere close to the center of the surrounding eight grid points. The objective is to find a match somewhere near X'' i,j which is simply the center of gravity of the surrounding grid points defined as:
The internal energy of the searched grid point (i,j) is defined by
where
′ is an image point between grid points X i,j-1 and X i,j+1 in the right image. The best match, X′′ i,j , is expected to yield the smallest internal energy value (0).
Xi,j+1
Xi+1,j Xi+1,j+1 As mentioned earlier, the best matches are those with the highest external energy and the lowest internal energy. In some instances, both conditions may not be satisfied at the same time. A compromise between the two conditions can be achieved by using the following energy equation:
where α and β are energy parameters and the values of E(i, j) are computed by matching the template centered at grid point X i,j in the left image with templates centered at grid points between X i,j-1 and X i,j+1 in the right image. The point with the minimum value of E(i, j) is selected as the best match or the nearest point to the actual X′′ i,j obtained from the pulling power exerted by the internal energy towards the center.
In equation 6, α and β control the importance of one energy term against the other. A large value of α with respect to β provides a large internal energy to the grid, making it stiff. On the other hand, a large value of β emphasizes the external energy, thus providing the grid with more elasticity. In our algorithm, β is proportional to the total gradient of the template in the left image. Thus, in low gradient regions, the grid has more elasticity and the grid points can be evenly distributed by relying mostly on the internal energy. In high gradient regions, the grid points mostly rely on the external energy. This choice was based on the fact that image regions with high gradients correlate well and unambiguously. A noise removal step was performed on the template before measuring the gradient using an edge operator. The selection of β is also dependent on the curvature of the vertical lines of the grid. Large curvature usually results from mismatches. Hence, when the curvature is bigger than a threshold, β is decreased so that α can dominate and pull the mismatched points toward the correct match positions. The global minimum energy, E n , is the summation of ) , ( j i E for all grid points. As iterations continue, the grid finds better matches and E n decreases. After several iterations, when E n does not decrease any further, it is concluded that the grid has become stable with the best matches at all its points. Convergence of the grid to the global minimum energy is shown in Figure 8 . At every few iterations, when the grid has stabilized, the resolution of the grid is doubled by inserting new columns and new rows. The new points introduced in the grid are assigned average disparities computed from the disparities of their neighboring points. The grid goes through iterations again to stabilize with the newly introduced points. After an expected resolution of the grid is obtained and the grid has stabilized, the points within the corresponding left and right grid cells are simply interpolated and mapped to obtain correspondence for each image point. The corresponding points from left and right images are then plugged into the set of equations (3) and (4) for reconstruction. The four equations in (3) and (4) are used to compute the three unknowns X, Y, and Z using a least squares method for higher accuracy. During the matching process, bad matches are introduced due to occlusion and variations in illumination in both images. On a human face, occlusion may appear near the nose. Bad matches also may appear on eyelids because of hair or very thin objects making the face surface discontinuous. Hair on eyes introduces sharp changes in depth, which violates the ordering constraint. Bad matches are usually those points with sharp changes in disparity with respect to surrounding good matches. Good matches usually come very close to the center of their surrounding points after several iterations of energy minimizing algorithm, while bad matches seem to appear far away from the center. At the final step of the algorithm, the bad matches are corrected by dragging them close to the center of their surrounding non-occluded points and forcing the grid points to be distributed evenly. As mentioned earlier the energy minimizing algorithm can apply a force to create a smoothed overlay of grid lines on image regions not having enough feature points and gradient. For this purpose, we update the internal energy curve as shown in Figure 9 .
Near the center, the energy still varies linearly, but bends exponentially into both directions away from the center. These two different shapes of the curve serve two different purposes: (1) the exponential part of the curve forces the bad matches to stay close to the center. In this part the energy minimizing equation becomes
with q being an assigned exponent value for the internal energy E int . (2) The linearity around the center is still maintained so that good matches that are not in the middle but close to it are not forced to displace.
EXPERIMENTS AND RECONSTRUCTION RESULTS
A stereo pair is acquired from a person standing still in front of two stereo video cameras while a laser is swept horizontally over their face. This produces two stereo sequences. The last two frames from the two sequences after the laser has been removed are used for matching and reconstruction. Prior frames are used to collect the seed points. Each pair of these frames has a laser line illuminating the face vertically along a line hence giving correspondences of points lying on the vertical line. The seed points from this line are fed into the energy minimizing algorithm for dense matching. Figure 10 shows a zoomed in portion of the face's stereo pair. The left image has the regular grid laid on it. The right image shows the grid after seed point matching. The vertical lines are bent to the left or right depending on depth variations on the face. 
CONCLUSIONS
An energy minimizing algorithm for stereo matching was discussed. This algorithm combines local and global techniques to produce a dense and accurate disparity map from low contrast face images, where traditional matching methods usually fail. The algorithm is iterative and takes about 20 seconds on a 2.4 GHz Pentium IV machine to match a stereo image pair at sub-millimeter accuracy. The algorithm can be improved in a number of ways: (1) by using a lookup table where pre-calculated cross correlation coefficients can be stored, which reduces the algorithm's runtime; (2) by first segmenting out the face from the background using depth information found initially in the coarse matching phase, hence correlating only points on the face region (this technique is deployable only when there are no obstacles between the person and the camera); (3) by collecting seed points automatically instead of using a laser sweep. These improvements would make the algorithm fully automatic and speed up the processing time required for the reconstruction. Energy minimizing snakes are also efficient tools for tracking. The algorithm described in this paper can potentially be used for tracking faces or any other object in multiple stereo image sequences to produce 3D animation of a moving object. Objects moving at relatively low speed can be tracked and reconstructed in real time since the size of the search areas can be significantly reduced in subsequent frames. For more details on our work, the reader is referred to reference 14.
