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Abstract — Maritime areas covers a large percentage of our 
world, being most of this area unexplored. Despite this, the sea 
has one of the most valuable and mostly exploited “economic 
platforms” of mankind, with applications in different sectors (as 
fishing industry, transportation cargo, etc.). Although this 
situation and the great evolution in technology can contribute to 
better know of the sea, this has not been happening. Given that a 
systematic collection of maritime data has already been carried 
out, yet is still dispersed and not used in its entirety. This is one of 
the objectives of the H2020 BigDataOcean project 
(http://www.bigdataocean.eu/site/), collecting the various data 
sources and thus being able to treat them together in order to 
obtain better results. This paper presents the analysis of the 
current landscape of big data, starting from the identification of 
existing ones, used tools and methodologies to be integrated in the 
project services, and platform with the aim of retrieving and 
analyzing the maritime data is presented. Then, the requirement 
engineering methodology is presented, being the methodology 
used during the project to identify the stakeholders, data sources, 
data value chain and the technologic gaps, resulting the in the 
identification of the first iteration of the requirements. 
Keywords — Big Data; Maritime Data; IoT 
I.  INTRODUCTION 
Marine areas (e.g. seas, oceans etc.) cover almost 72% of 
our planet [1]; though, at the same time, 95% of this realm 
remains unexplored [2]. Despite its unknown and unpredictable 
nature, the sea has been since the ancient times one of the most 
valuable and mostly exploited “economic platforms” of 
mankind, with applications crossing different sectors. It can be 
taken for granted that the sea can effectively satisfy nutritional 
needs through the fishing industry as well as its flora, boost the 
economic and strategic growth of coastal regions (e.g. tourism, 
transportation and logistics) contribute to a more sustainable 
planet, being an important source of renewable energy, define 
or contribute to explaining scientific phenomena of the utmost 
importance (e.g. favorable climate), as well as enable cultural 
and leisure activities. Building on the economic importance of 
marine areas, it is indicative to note that, based on a United 
Nations report “around 80% of global trade by volume is 
carried by sea, and around 70% of global trade by value” [3]. 
Relevant studies evince that “blue economy”, although difficult 
to monetize, is clearly a significant and strategic industry for 
the EU and has the potential to grow even further [4]. 
In response to those opportunities and challenges, there is a 
vigorous debate and discussion over the last few years on how 
state-of-the-art technologies and concepts can disrupt the status 
quo of the marine ecosystem. For example, cutting-edge sensor 
devices on all kind of ships and boats are becoming 
increasingly common [5]; Apart from GPS sensors for 
positioning and navigation, the shipping industry integrates 
also other kind of sensors to their products, including 
equipment that provide flows of ship performance and 
condition data, temperature and humidity sensors, energy 
wasting meters measuring what percentage of the powertrain of 
ships is turned into cruising speed (which differs based on the 
sea conditions), as well as devices such as fish finder radars 
and other sonar-based hardware. There are several sources of 
data, some from satellites where it is possible to retrieve a lot 
of information for study, other ones are sensors already 
deployed in the sea mostly for scientific and environmental 
reasons. Those mainly come in the form of surface or even sub-
merged sea-buoys, measuring temperature, sea streams, wind, 
luminance, sea and wave levels as well as salt concentration, 
water pollution, ice movements and tsunami indications to 
mention just a few of their capabilities. However, there is a 
limitation on the number of sensors placed on the sea, since 
they are expensive to maintain. 
The maritime-related industries face nowadays a challenge 
related with the distributed in different data sources, which 
creates problems when it needs data from an area that it is in 
another data source. At the same time, by integrating different 
sources, it will create an increase of data that the systems may 
not be prepared to use it [6]. It goes without saying that these 
systems should be cloud-based, in order to ensure seamless and 
universal data access; a need that further increases the 
challenge from the technological point of view [6]. The state-
of-the-art solutions are usually presented under the paradigm of 
high-performance computing (HPC); especially when real-time 
data processing is among the main objectives [7]. Another 
common obstacle is the pursued “collaboration” and 
integration amongst the various fragmented data types 
constituting the “big data stack” [8]; legitimate concerns can be 
raised to achieve cross-sector and multi-lingual data 
collaboration. However, the aforementioned do not constitute 
the only challenges one can identify; Selecting exploitation of 
proper data to solve the problem at hand, clarifying the correct 
model for storing and possessing the incoming data, identifying 
how to deploy the data for serving real-life applications, 
covering the “semantic gap” between the targeted knowledge 
and incoming (either structured or unstructured) data constitute 
only some of the challenges faced in the pre-application stages. 
Even data visualization can prove to be challenging when data 
are aggregated from diverse sources in a huge volume, and 
imported to a model allowing decision-making in minutes 
rather than weeks. From a practical point of view, although a 
plethora of individual and disconnected applications can be 
found (even with a simple web-based search) serving the “data 
exploitation for marine-related applications” profile, the fact 
that there is a lack of networked initiatives bringing together 
organizations and knowledge from different scientific and 
policy domains, as well as geographical areas is quite 
disappointing. Interesting cases of sensors‟, buoys and even 
satellite data exploitation can be found on fishing areas‟ 
protection and preservation [9]; environment preservation and 
monitoring; protection of wildlife [10]; optimizing marine 
transport and preventing accidents [11]. What are not easy to 
be found, although the potential applications and the 
underlying value seem unlimited, are cross-sectorial and cross-
domain applications. Combined data from port authorities, 
buoys, large and small ships, satellites, but also available open 
datasets on weather, fauna and flora population etc. can open a 
wide spectrum of unprecedented services, if effectively tackled 
by modern technologies. As it can be easily supposed, when 
stakeholders try to combine all aforementioned data in order to 
extract knowledge and conclusions, they are confronted with a 
challenge; to homogenize and cope with huge volumes of data. 
The abundance of such data volumes calls for new, innovative, 
more efficient and more effective applications and novel 
calculation methods. These applications and methods, if 
correctly designed and implemented, are capable of renovating 
industries operating in the maritime environment. 
II. BIGDATAOCEAN CONCEPT 
The BigDataOcean (BDO) project aims to solve the 
different problems presented during the Section I, by bringing 
together the data, the network and the technologies to create a 
curated, semantically enhanced, interlinked and multilingual 
repository for maritime big data, where different stakeholders 
will be able to contribute with data in order to support their 
own goals and operations, but also allow new stakeholders (e.g. 
entrepreneurs, local communities, local authorities) will be able 
to develop new solutions in order to enable new, socially and 
environmentally sustainable business models or solutions (see 
Fig. 1). The repository, which will be accessible by anyone and 
will store both private and public datasets, will store no 
personal data other than the necessary user credentials and 
profile information (the latter not being mandatory), while such 
data will not be analyzed by the platform. Due to this, it was 
made a study in different technologies and methodologies 
following the problems presented, and as a result a State-of-Art 
was made. During this paper is going to be present a resume of 
this study, and at same time the stakeholders of the pilots is 
made to support the definition of the BDO Maritime Data 
Value Chain, which was made by following the requirement 
methodology (also presented). As a result of this work, it was 
possible to reach the first requirements for the project. 
 
Fig. 1. Bid Data Meta-Value Chain. 
III. BIG DATA TECHNOLOGY LANDSCAPE 
BDO concept addresses a rather innovative combination of 
state of the art scientific fields and relevant technologies (e.g. 
analytics, rules engines, data curation, big data technologies, 
linked data repositories, trust, security and privacy providers 
and cloud storage, among others). Powerful tools that exist or 
are in their early adoption phase will be used as the scientific 
and technological cornerstones of BDO. Thus, to ensure the 
“win-win” situation amongst maritime end users and data 
providers, the big data landscape needs to be revisited and 
analyzed to ensure a proper technological baseline for the 
project. Through careful selection and adoption of tools and 
technologies the BDO system backbone will be interoperable 
with the most popular and established data processing 
technologies and sensor types, and being compatible to various 
different operation systems that one can nowadays meet. 
This section presents the undergoing effort of identifying 
existing methods and tools that constitute the pillars on which 
the project‟s technical implementation will be founded. Fig. 2 
depicts the taxonomy of the topics selected as relevant for the 
BDO big data solutions. The topics selection process 
considered the expected technological challenges related with 
the development of a platform like BDO, where Data 
Collection, Data Management, Data Analytics, and Data 
Visualization assume special importance. Each topic has been 
briefly described in the next subsections, and was identified 
technologies for each situation. However, for the scope of the 
paper, it was impossible to put all the information. 
 
Fig. 2. BDO Technology Landscape Taxonomy. 
It is certain that not all solutions analyzed will be applicable 
in BDO, or some of them might only be applicable in certain 
application specific services. Nevertheless, it was considered 
that such a comprehensive analysis on the big data landscape 
could contribute to both research and industrial communities. 
As an example, Data Collection (section II.A) is a broad 
concept that targets the acquisition of information from a 
panoply of sources. Depending on the need to integrate directly 
IoT devices and machines, it might be necessary to address 
low-level strategies for highly granular data using such as 
machine to machine protocols. Or it might be the case that data 
is already aggregated in large data sets and one only will 
require to understand different standards and apply 
transformation strategies to harmonize the data. The same 
principle of state of the art analysis needs also be applied to the 
Data Management solutions presented in section II.B, where 
one can have more or less clean data without much need for 
curation services, in opposition to data that requires advanced 
filtering, semantic enrichment strategies, etc. Another example 
of such comprehensiveness of the big data landscape here 
presented can also be found in section II.C, Data Analytics, 
where solutions for simulation and forecasting have been 
included to contemplate a scenario where stakeholders would 
need some kind of predictive information, e.g. for predictive 
maintenance scenarios. During this section, these topics are 
presented, and an analysis of the importance of each topic for 
the project is made. 
A. Data Collection 
Data collection is the approach to gather and measure 
information from a variety of sources, in this case, gather 
information from the maritime data value chain [12]. In order 
to ensure the quality of collected data, it is needed to select the 
requirements for deciding the best data strategies to be used in 
the platform. Within this section, a study in different topics to 
determine the best tools has been conducted. As illustrated in 
Fig. 2, this topic is divided in six sub-topics being described 
below. 
1) Technical Interoperability 
Organizations need a system or a product to work with 
other systems or products without special effort on the part of 
the customer. This is what IEEE [13] defines as 
interoperability. Of course, more detail can be added to this 
statement, e.g. enabling cooperation and data exchange among 
products or systems [14]. Following these two statements, it is 
possible to identify that the interoperability plays a pivotal role 
in ensure collaboration among all the involved actors. Three 
types of interoperability can be considered: 1) Technical 
interoperability (ability for different technologies to 
communicate and exchange data based upon well-defined and 
widely-adopted interface standards); 2) Semantic 
interoperability (ability of each endpoint to communicate data 
and have the receiving party understands the message in the 
sense intended by the sending party); and 3) Policy 
Interoperability (Common business policies and processes 
(e.g., identity proofing and identity vetting) related to the 
transmission, receipt, and acceptance of data between systems, 
which a legal framework supports). 
In the context of the BDO, the most relevant type of 
interoperability is going to be the technical one, due to the use 
of different technologies of data collection and exchange of the 
data between the different partners. The technological barrier 
exists because of one or more ICT mismatches, e.g. due to 
incompatible interfaces between the different systems, which 
can be enterprises, human-beings or computer systems. 
Examples of these types of barriers are: Communication 
barriers (as incompatibility of the protocols used to exchange 
information); Content barriers (as different techniques and 
methods used to represent information, or incompatibility in 
the tools used to encode/decode the information being 
exchanged); and Infrastructure barriers (as use of different 
incompatible middleware platforms). In this situation, a data 
integration engine is needed, to enable an effective and 
efficiently link between different existing repositories. The data 
stored in these repositories can be provided by sensors of 
different manufacturers creating an interoperability issue due to 
the variety of technologies. In this manner, it is necessary to 
establish a proper communication between the existing sources 
(i.e., databases, web-services, applications) in order to 
exchange information efficiently. 
2) Event Detection 
In BDO requires monitoring the collected data in the 
framework of the pilots. Pilot 1 involves identifying incidents, 
casualties or inspections‟ results in historical data, while Pilot 2 
requires identifying pollution areas. These can be made with 
the support of events, through a Complex Event Processing 
(CEP). CEP is an emerging network technology that creates 
actionable, situational knowledge from distributed message-
based systems, databases and applications in real time or near 
real time. CEP can deliver the capability to define, manage and 
predict events, situations, exceptional conditions, opportunities 
and threads in complex networks. Implementation scenarios 
range from network management to business optimization, 
resulting in enhanced situational knowledge, increased 
business agility, and the ability to more accurately (and 
rapidly) sense, detect and respond to events and situations. By 
using an highly scalable and dynamic solution such CEP can 
contribute to extract higher level of knowledge from a 
situational information abstracted from processing business-
sensory information [15]. CEP with the support of services can 
warn the user and monitor devices about pre-defined key 
performance indicators (KPIs). For this reason a study of 
different CEP engines was performed, as EsperTech CEP
1
, 
WSO2 CEP
2
, Fitman Dynamic CEP
3
 and Spark Streaming
4
. 
3) Data Transformation 
Data transformation and mapping is a current practice to 
enable interoperability between two organizations. With these 
characteristics, companies can specify peer-to-peer mappings 
in order to translate any data from one format to another, thus 
allowing a seamless exchange of information [16]. (Bernstein, 
2003). Every time a data transformation is performed (for 
example converting instances of a model A into model B), a 
mapping of the meta-mode must be performed. When 
performing a transformation between two models, the 
transformation must be designed taking into account the 
mappings defined. The data transformation is normally static 
processes that, once defined, can be repeated any number of 
times achieving the same results. However, to arrive at this 
point, it is necessary to specify the meta-model of the model(s) 
of each company, and to identify the respective mappings; for 
these situations the OMG MDA (Model-Driven Architecture) 
is usually used. OMG MDA is used to support the specification 
of software systems based on MDD (Model-Driven 
Development), with the ability to address the complete 
development and maintenance lifecycle, being one of the main 
objectives, to achieve this result as automatic as possible [17]. 
Thus, it is possible to transform any type of data format into 
another type of data format. Once this functionality is achieved, 
it is possible to tackle the semantic interoperability problem, by 
transforming the data sent to a format that the destination can 
understand (being one main objective of BDO project). To 
achieve this objective, several executable transformation 
languages exist, such as ATL
5
, QVT
6
 and XSLT
7
. 
                                                          
1 http://www.espertech.com/ 
2 http://wso2.com/products/complex-event-processor/ 
3 http://catalogue.fitman.atosresearch.eu/enablers/dynamiccep 
4 http://spark.apache.org/streaming/ 
5 http://www.eclipse.org/atl/ 
4) Data Linking 
BDO relies on open and closed data sources to enable 
maritime big data scenarios. However, data sources may suffer 
from different quality issues, such as inconsistencies and 
duplicates. Additionally, streamed data needs to be managed in 
an efficient and effective way. This topic allows doing data 
curation, semantic enrichment using RDF vocabularies, and 
linking data. Although these topics provide support during the 
process of data curation and linking, they are tailored for static 
data. In this way, they do not provide a solution to the problem 
tackled in BDO of semantic enrichment, curation, and linking 
of streamed Big Data sets. A study in several approaches that 
allow for curation, semantic enrichment using RDF 
vocabularies, and linking data, as LinDA
8
, R2R
9
, LIMES
10
 and 
Silk
11
. 
5) Multilingual Translation 
The European countries and language communities 
constitute a set of individual, unconnected, fragmented, 
isolated markets, causing the collected data to be available in 
different formats and languages [18]. To avoid this situation, it 
is required to develop mechanisms that enable data and data 
value chains to flow freely across language boundaries. A way 
to get around of this situation is through the use of multilingual 
translation software, enabling the automatic translation of the 
data which is being used in the project. BDO uses data from 
different countries (Greece, Portugal, Italy, etc.), which is 
going to bring benefits to the project, but requires the 
acceleration of data aggregation and interoperability services. 
Some multilingual translation tools were studied, as Google 
Translate API
12
, Bing Translate API
13
, IBM Watson
14
 and 
Yandex
15
. 
6) Data Extraction, Identification and Integration 
Data extraction tools and frameworks are used to extract 
data from different sources and to conduct the respective 
identification and integration into the platform. A simple 
application example of such process concerns the extraction of 
unstructured data from a webpage and turning it into a 
structured table for further development. In BDO this topic, is 
going to be used to allow the extraction of the data from 
different data sources, enabling an automatic way to extract, 
identify and integrate in BDO platform, several technologies 
were study, as import.io
16
, Octoparse
17
 and Content Grabber
18
. 
 
                                                                                                     
6 http://www.omg.org/spec/QVT/1.2/ 
7 http://www.w3.org/standards/xml/transformation 
8 http://linda-project.eu/tools/ 
9 http://r2r.wbsg.de/ 
10 http://aksw.org/Projects/LIMES.html 
11 http://silkframework.org/ 
12 https://cloud.google.com/translate/ 
13 https://www.microsoft.com/en-us/translator/translatorapi.aspx 
14 https://www.ibm.com/watson/developercloud/language-translator.html 
15 https://tech.yandex.com/translate/ 
16 https://www.import.io/ 
17 http://www.octoparse.com/ 
18 https://contentgrabber.com/ 
7) Data Access Control, Privacy and Security 
Security in terms of protection of personal/sensitive 
information within the context of BDO will be handled through 
a three-fold prism, which includes: 1) Data Access Control in 
general includes authorization, authentication, access approval, 
and audit (it was identified several tools, as XACML 
Protocol
19
, Balana WSO2
20
 and Paasword
21
); 2) Security of 
existing data frameworks (it was identified several tools, as 
HDFS Encryption
22
 and Spark Security
23
); and 3) Security of 
data across their data lifecycle, from data storage security, data 
in use, and data in transit (it was identified several tools, as 
Homomorphic Encryption
24
 and Verifiable Computation
25
). 
B. Data Management 
Data management includes all the tasks required to properly 
manage data during the whole data life-cycle, e.g., data 
integration, curation, storage, and query processing. In the 
context of BDO, data sources may be heterogeneous, e.g., data 
is represented using different data models, or streamed versus 
static data can be collected; and data integration techniques will 
allow for solving heterogeneity problems across BDO data 
sources. Additionally, BDO data can suffer from different 
quality issues, e.g., incompleteness, ambiguities, or 
inconsistencies, and data curation and cleaning strategies are 
required for assessing data quality. Moreover, semantic 
enrichment of heterogeneous data enables the representation of 
data provenance, as well as data meaning, or relation among 
different data sources. Thus, techniques for semantic 
enrichment will allow BDO data to be semantified using 
existing controlled vocabularies or ontologies.  
In this section, main tasks of data management are 
described, following the taxonomy represented in Fig. 2: 1) 
Semantic Interoperability, Data Integration and Semantic 
Enrichment (BDO data sources are heterogeneous, e.g., 
unstructured, structured, and may suffer of interoperability 
issues, for example the same real-world entities are represented 
differently in two datasets, example of tools study are 
KARMA
26
, PoolParty
27
 and Ultrawrap
28
); 2) Ontology 
Management (Defining controlled vocabularies and ontologies 
to be used in the semantic description of the BDO datasets, 
requires the execution of the entire ontology lifecycle, example 
of tools study are VoCol
29
 and ORE
30
); 3) Curation and 
Cleaning (It is the process to control data creation, 
maintenance and management to add value to data [19], 
                                                          
19 https://www.oasis-open.org/committees/tc_home.php?wg_abbrev=xacml 
20 https://github.com/wso2/balana 
21 https://www.paasword.eu/ 
22 https://www.cloudera.com/documentation/enterprise/5-4-
x/topics/cdh_sg_hdfs_encryption.html 
23 http://spark.apache.org/docs/latest/security.html 
24 https://en.wikipedia.org/wiki/Homomorphic_encryption 
25 https://en.wikipedia.org/wiki/Verifiable_computing 
26 http://usc-isi-i2.github.io/karma/ 
27 https://www.poolparty.biz/product-overview/ 
28 https://capsenta.com/ultrawrap/ 
29 https://github.com/vocol/vocol 
30 http://aksw.org/Projects/ORE.html 
enabling BDO processes to extract important information from 
the different maritime data sets, an example of tools study are 
OpenRefine
31
, Trifacta Wrangler
32
 and Datacleaner
33
); 4) Data 
Storage, Partitioning and Distribution (The problem of data 
storage, partitioning and distribution is one of the core 
technological challenges for Big Data technologies, some 
technologies were study, as MongoDB
34
, HBase
35
 and 
Cassandra
36
); and 5) Query Processing (In order to provide a 
platform that allows for accessing data from the BDO Big Data 
repository, an efficient and effective query processing engine is 
required, as example are SparqlMap
37
, Mulder
38
 and 
Virtuoso
39
). 
C. Data Analytics 
Data analytics is the advanced analytic techniques 
operating on data sets, giving us support to discover what has 
changed and how to react. Inside the BDO, the data analytics is 
responsible for the specification, execution and distribution of 
the big data on both active and historical data of the system 
[20]. It relates different type of data as public data from 
governments, local authorities, and other non-profit 
organizations involved in the maritime ecosystem as well as 
published data from other teams in BDO. In the end, this tool 
needs to be useful to the different pilots of the projects which 
have the aim of achieving the different goals of the pilots, as 
fault prediction, proactive maintenance, mare protection, etc. 
During this section different sub-topics of data analytics are 
studied. 
1) Data Mining 
In the last decade, there has been a gigantic increase in 
amount of information and data stored in electronic format 
[21]. This data is growing day by day, starting to be a concern 
since the obtained data may not be in the desired format to be 
used in data mining. Data mining is the process of extraction of 
predictive information from large data masses, at the same time 
can analyze data from different perspectives and summarize it 
into useful information. In BDO it brings benefits to facilitate 
near-real time analysis over the maritime datasets collected 
during the different projects pilots, in order to assess its 
performance in different usage context and data types. To 
support this, several tools were study, as RapiMiner
40
, Weka
41
 
and KMINE
42
. 
2) Simulation and Forecasting 
The continuous growth of data and the emergence of the 
big data concept changed the context related to forecasting. 
                                                          
31 http://openrefine.org/ 
32 https://www.trifacta.com/products/wrangler/ 
33 https://datacleaner.org/ 
34 https://www.mongodb.com/ 
35 https://hbase.apache.org/ 
36 http://cassandra.apache.org/ 
37 https://github.com/tomatophantastico/sparqlmap/ 
38 http://eis.iai.uni-bonn.de/Projects/MULDER.html 
39 https://virtuoso.openlinksw.com/ 
40 https://rapidminer.com/ 
41 http://www.cs.waikato.ac.nz/ml/weka/ 
42 https://www.knime.org/ 
This is mainly due to the fact that traditional forecasting tools 
do not have the capabilities to cope with big data processing 
requirements, thus the development of new tools and 
techniques is crucial [22]. This is of great importance 
particularly because there is a widespread belief that big data 
can increase substantially the quality of forecasts, by analyzing 
and discovering new hidden patterns [23]. 
In order to have big data forecasting methods it is necessary 
to provide simulation tools that can simulate the large amount 
of data and obtain sound results. Many different 
techniques/models can be applied and simulation is a core step 
to verify the possible outcomes. Simulation is then necessary 
so that value can be extracted out of big data. Chosen 
simulation models and techniques have a large spectrum of 
possibilities according to the area of application but methods 
such as neural networks have a growing rate of utilization. 
Some tools that can be used to forecast and simulate systems 
using big data are SAS Forecast Server
43
, Alyuda Forecaster 
XL
44
 and IBM SPSS Modeler
45
. 
3) Machine Learning 
Machine-learning techniques are fundamental for the Data 
Analytics process aiming to improve the accuracy of the 
developed algorithms and systems based on intelligent adaptive 
systems. In the BDO context, Machine Learning tools will be 
used to fine-tune the performance of the designated algorithms 
and prediction models developed for the project‟s pilots. 
Machine Learning is a very broad research area, having many 
solutions available in the literature. Some tools for machine 
learning are Microsoft Azure Machine Learning API
46
, Apache 
Mahout
47
 and Caffe
48
. 
D. Data Visualization 
Computer based data visualizations are designed to provide 
users with insights into their data, their inherent structure and 
relations, thus augmenting human situational awareness and 
decision making. They provide an ability to comprehend large 
amounts of data, supporting the perception of emergent 
properties and the formulization of hypothesis [24]. There are 
many ways to create a visual encoding of data as a big picture. 
Visualization design is full of trade-offs, and most possibilities 
in the design space are ineffective for a particular task, so 
validating the effectiveness of a design is both necessary and 
difficult. Visualization designers are required to take into 
account three very different kinds of resource limitations: those 
of the system, of human perception, and of the means of 
display. Some of the data visualization tools that can be used in 
BDO are Tableau
49
, Microsoft PowerBi
50
 and Lumify
51
. 
                                                          
43 https://www.sas.com/en_us/software/analytics/forecastserver.html 
44 http://www.alyuda.com/forecasting-tool-for-excel.htm 
45 https://www.ibm.com/us-en/marketplace/spss-modeler#product-header-top 
46 https://azure.microsoft.com/en-us/services/machine-learning/ 
47 http://mahout.apache.org/ 
48 http://caffe.berkeleyvision.org/ 
49 https://www.tableau.com/ 
50 https://powerbi.microsoft.com/en-us/ 
51 http://lumify.io/ 
IV. REQUIREMENTS ENGINEERING METHODOLOGY 
The requirements engineering methodology developed for 
the BDO project follows the main Requirement Engineering 
(RE) concept phases, adapted from the OSMOSE requirements 
Methodology [25] and in the IEEE Standard 830 1998 [26]. 
Basically, the methodology follows 5 stages (as illustrated in 
Fig. 3): 1) Preparation Phase (There are four steps envisaged: 
Stakeholders Characterization, Identification of Data Sources, 
Definition of Data Value Chain); 2) Elicitation Phase 
(Represents all the actions performed to acquire raw 
requirements related to what is intended to develop in the BDO 
project); 3) Analysis Phase (In this point is made the analysis 
of the requirements previously elicited); 4) Specification 
Phase (It is specified the user stories to support the definition 
of the minimum viable product, to identify the core features of 
BDO); and 5) Validation Phase (In this phase is intended to 
validate the implementations of the project). The Preparation 
and Elicitation phases and the step T2.2 of the Analysis phase 
of the BDO Requirements Engineering Methodology are 
accomplishing (following the steps of the Fig. 3), and the 
results are presented in this paper, the Preparation phase is 
described in Section II, IV, V and in VI.B. The work developed 
so far is a preparation work for the step T4.4 (Architecture 
Specification). 
A. Stakeholders Characterizarion 
Four pilots exist in the frame of the BDO project: 1) Fault 
Prediction and Proactive Maintenance Pilot (being focused on 
fault prediction and proactive maintenance in large commercial 
and passenger ships. With the aim of minimize fixed and 
operational costs of the ships, as well as their impact on the 
maritime and generic environment.); 2) Mare Protection Pilot 
(being focused on detect and prevent of the dispersion of the oil 
spill in the marine environment.); 3) Maritime Security and 
Anomaly Detection Pilot (being focused on vessel‟s maritime 
security and anomaly detection); 4) Wave Power as the Next 
Clean Energy Source Pilot (being focused on assess and select 
new areas of producing energy from waves). They support the 
identification of the value chain, To-Be targets and 
requirements to be the support of the project. 
Through the characterization of the pilots‟, it was possible 
to identify their position in the BDO value chain, direct 
suppliers and clients, own or external data sources and To-Be 
targets. Achieving a good intendment of how each pilot works 
and their expectations for the project, allowing to retrieve 
enough information to identify the first iteration of 
requirements and the first identification of possible gaps that 
are going to appear during the development of the project.  
During the characterization of the pilots 15 different types 
of stakeholders were identified: Pilot 1: Two stakeholders were 
identified (Ship owners and Maritime Equipment 
Constructors); Pilot 2: Three stakeholders were identified 
(Emergency Response Companies, National Entities, Non-
Governmental Organization and Marine Research Institute); 
Pilot 3: Four stakeholders were identified (Port authorities, 
Ocean Observatories, Port/cargo community systems, 
Transport and Logistics and Harbor Pilots and Maritime 
Consultants); and Pilot 4: Four stakeholders were identified 
(Hydrographical Centre, Offshore Renewables Service  
 Fig. 3. BDO Requirements Engineering Methodology. 
Provider, Zone Concessionaire and Energy Producer). The next 
two sub-section of the Section III are to present the raw 
requirements and the gap analysis as a result of the study made 
in the pilots. 
B. Raw Requirements 
It was identified 65 Raw Requirements for the BDO 
platform (later categorized into business, functional and non-
functional requirements), being 20 requirements related with 
the Data Acquisition, 2 requirements with Data Pre-Processing, 
9 requirements with Data Curation, 4 requirements with Data 
Storage, 23 requirements with Data Usage and 2 requirements 
that are related with two requirements at same time. 
An example of these requirements is the Scalability 
requirements (DS-04), which is a requirement related with the 
Data Storage, which require that the storage need to be scalable 
with the collected data. The Data forecast requirement (DC-05) 
of the Data Curation, is a requirement to use the data storage to 
forecast based on configuration of the user, for example to 
forecast when a ship needs a maintenance. The DU-13 
requirement related with Data Usage, is a requirement to 
provide data analytics related to vessels‟ movement tracking in 
cases of anomaly detection to the used. 
C. Gap Analysis 
This section analyses the existing Gaps between the 
capabilities offered by the Big Data related tools, addressed in 
Section II, and the TO-BE needs resulting from the stakeholder 
analysis and collected requirements. To conduct such analysis, 
the existing Gaps are classified as Gap (when a clear difference 
exists between the capabilities offered by a tool and the 
identified needs), Partial Gap (when part of the identified needs 
can be covered by the capabilities offered by a tool), and No 
Gap (when the capabilities offered by a tool satisfy the 
identified needs).  
Data Acquisition and Data Pre-Processing related 
requirements has a clear overlap between maritime related 
stakeholders data needs (common requirements), 
strengthening, therefore, the motivation for the development of 
a Maritime focused Big Data platform like BDO. Having in 
consideration the Data Collection related tools and frameworks 
described in Section II.A, it can be concluded that there is a 
Partial Gap between identified requirements and the referred 
tools and frameworks. While the identified tools and 
frameworks related to Technical Interoperability, Multilingual 
Translation, Data Extraction, Identification and Integration, and 
Data Access Control, Privacy and Security are able, with a 
certain level of adaptation, to address identified requirements; 
Data Linking related tools are not. Hence, BDO can directly 
select and use some of the tools from the Data Collection 
landscape, but with regards to Data Linking, tools such as 
LinDA are a good starting point but need further development 
from BDO to enable requirements such as the automatic 
correlation of data (DP-02).  
As verified for Data Acquisition and Data Pre-Processing, 
also Data Curation related requirements are characterized 
mostly by requirements common to the majority of the BDO 
stakeholders. Despite the interesting features of the reviewed 
Data Curation, serious limitations inhibit their direct use on 
Maritime Big Data contexts and, therefore, a Gap is identified. 
These limitations are related with at least one of the following 
factors: i) lack of Big Data related features; ii) lack of Maritime 
Big Data enabling solutions; and iii) commercial-only licenses. 
Regarding the Data Storage phase, four needs were 
identified, namely, availability of services to ensure data 
persistence, data availability, data consistency, and scalability 
(DS-01, DS-02, DS-03 and DS-04). Considering the literature 
review conduced in Section II.B.3 and the fact that technology 
is mature and easily configurable, a No Gap is acknowledged 
between capabilities offered by the respective technologies and 
the identified needs. 
The last phase of the BDO Value Chain refers to Data 
Usage. This configures the phase with the highest number of 
pilot specific requirements, reflecting the existing differences 
among them, where a Gap is identified as no specific solutions 
are found for the maritime sector. There are, of course several 
solutions for query processing, data analytics and data 
visualization but pilot specific solutions need to be developed 
in BDO. These requirements can be further clustered in 
Notifications and Alerts (Monitoring), Visualization, 
Prediction, and Assessment (e.g. DU-15, DU-17, DU-18, etc.). 
V. MARITIME DATA VALUE CHAIN 
The term “value chain” includes all the activities needed to 
transform a concept to a product or service through a set of 
intermediary phases of production, delivery to final users and 
final disposal after use. Such activities include design, 
production, marketing, distribution and support services up to 
the final consumer (and often beyond, when recycling 
processes are considered). The term „value chain‟ refers to the 
fact that value is added to preliminary products through 
combination with other resources (for example tools, 
manpower, knowledge and skills, other raw materials or 
preliminary products). As the product passes through several 
stages of the value chain, the value of the product increases 
[27].  
A Big Data ecosystem, as the BDO platform, creates the 
demand of new data management strategies, to handle 
efficiently the vast proliferation of data from various data 
sources, discover new ways to transform data to meaningful 
information and extract value from it through analytics 
processes. The big data value chain incorporates all the steps 
that are needed to extract value and insights from the collected 
data [28]. Such definition is also in line with the European 
Commission
52
 which considers the data value chain as the 
“center of the future knowledge economy, bringing the 
opportunities of the digital developments to the more 
traditional sectors (e.g., transport, financial services, health, 
manufacturing, retail)”. 
 
Fig. 4. Big Data Meta-Value Chain. 
Big Data Value Chain is used to model all the activities 
required in an information system. Fig. 4 captures the key high-
level activities in the Big Data Value Chain: 
 Data Acquisition is the process of identification of a 
variety of data sources (e.g., structured, unstructured, 
data-streams) and the infrastructure required to support 
data collection, data manipulation and processing and 
information delivery to end users with low (or at least 
predictable) latency; 
                                                          
52 https://ec.europa.eu/eurostat/cros/content/big-data_en 
 Following the Data Acquisition a set of pre-processing 
methods that analyse the data and enable the data 
exploration, transformation and modelling into linked 
information for data analytics purposes are used (Data 
Pre-Processing). Such methods may include stream 
mining, semantic analysis, cross-sectorial data analysis, 
Linked Data analysis and transformation, information 
extraction from streaming or batch data etc.; 
 Data Curation that will assess the quality of the data, 
perform data validation, classify and transform data to 
meaning full information is performed. Data curation is 
responsible to improve the accessibility and quality of 
data and ensure that data will be trustworthy, reusable, 
accessible, discoverable and will fit their purpose [28]; 
 Afterwards, the data should be stored in a persistent and 
scalable way (Data Storage). The selection of the most 
appropriate Data Base Management System (DBMS) is 
not a trivial procedure, as there is a plethora of tools and 
solutions available, each one serving various application 
scenarios and optimized for specific purposes. One 
starting point for opting a DBMS is to select which 2 
out of 3 factors of the CAP theorem should the platform 
covers. According to CAP theorem it is not feasible for 
a DBMS to be Consistent, Available and Partition-
tolerant at the same time. Traditional DBMSs were 
based on relational model and preserved the ACID 
properties, making them Consistent and Available. 
However, the 4Vs that characterize Big Data (i.e., 
Volume, Velocity, Veracity, Variety) make Partition-
tolerance needed. Thus, other DBMSs that are flexible 
to store unstructured or semi-structured data in 
distributed fashion (i.e., NoSQL systems), or new 
architecture schemes that boost query performance (i.e., 
new SQL systems) while maintaining ACID properties 
have emerged to cover Big Data requirements and 
realize the 5th V of Big Data (i.e., Value); 
 Finally, Data Usage covers the business activities such 
as decision-support, prediction, in use analytics and data 
visualization that rely on the underlying data stored in 
the DBMS. 
VI. INTEGRATED MARITIME DATA VALUE CHAIN (1ST 
VERSION) 
Producing the integrated maritime value chain is the 3
rd
 step 
of the Preparation Stage presented afore in Section III. During 
the first two steps of the preparation stage, we have presented 
an adapted version of the big data value chain of [28] to the 
actors that expressed interest for each pilot and collected 
valuable information regarding the actors‟ position on the value 
chain, their need of data, their competences etc.. The challenge, 
then, has been to bring all the pieces together and provide a 
common framework that captures the activities in each phase 
of the value chain, the involved actors and the interactions 
among them (i.e., actor needs and inter-dependencies). Fig. 5 
depicts the Maritime Value Chain. At the top level the steps of 
the value chain that will transform information and data 
streams to valuable data for the end users of the Big Data 
Ocean platform are given. Then these steps are decomposed to 
a set of activities extracted from the pilot needs as these have 
been identified in the corresponding workshop of each pilot. 
Finally, the bottom level of the figure depicts on the one hand 
the various stakeholders that are linked to the project‟s pilots 
and their position(s) in the value chain and on the other hand, 
the inter-dependencies among them. It should be noted that the 
methodology followed for the maritime value chain gives room 
to enrich the value chain when new business scenarios (besides 
the ones covered from the BDO pilots) appear or in case 
additional stakeholders not already identified express their 
interest for the project‟s activities during the project‟s lifetime. 
 
Fig. 5. Maritime Data Value Chain. 
VII. CONCLUSIONS AND NEXT STEPS 
In this paper a resume of the study made for the BDO 
project is presented, where was presented a state of the art 
analysis and evaluation on existing big data related methods, 
components and tools focusing four technology fields (Data 
Curation; Data Management; Data Analytics, Data 
Visualization). The main objective of this analysis concerns the 
definition of a Big Data landscape that can support the BDO 
platform implementation.  
Additionally, the paper addresses the methodology used for 
the identification of BDO related scenarios and requirements 
with a special focus on the Preparation, Elicitation, and 
Analysis phases. Using the referred methodology, 15 different 
types of stakeholders were identified. Together with some of 
these stakeholders, four pilot specific workshops have been 
conducted, leading to the elicitation of 65 Raw Requirements 
for the BDO platform (later categorized into business, 
functional and non-functional requirements). With the 
collected information, a first version of the Integrated Maritime 
Data Value Chain and Gap Analysis, relating the Big Data 
landscape and the stakeholders‟ expectations, has been 
achieved. 
For future work, it is needed to continue this work, 
reporting subsequent requirements engineering phases (namely 
the definition of the Minimum Value Product, within the 
Specification phase). A second iteration of the methodology is 
going to be done, which the purpose of fine-tuning and 
validating the results with the support of a serious games 
approach. Finally, it is missing the execution of the remaining 
steps of the methodology (which are going to be developed in 
future of the project), making the connection between user 
requirements and technical specifications and implementations, 
as well as validating BDO with the pilot cases. 
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