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MULTIPLICATIVE SCHRO¨DINGER PROBLEM AND THE
DIRICHLET TRANSPORT
SOUMIK PAL AND TING-KAM LEONARD WONG
Abstract. We consider an optimal transport problem on the unit simplex
whose solutions are given by gradients of exponentially concave functions and
prove two main results. One, we show that the optimal transport is the large
deviation limit of a particle system of Dirichlet processes transporting one
probability measure on the unit simplex to another by coordinatewise multipli-
cation and normalizing. The structure of our Lagrangian and the appearance
of the Dirichlet process relate our problem closely to the entropic measure on
the Wasserstein space as defined by von-Renesse and Sturm in the context of
Wasserstein diffusion. The limiting procedure is a triangular limit where we al-
low simultaneously the number of particles to grow to infinity while the ‘noise’
goes to zero. The method, which generalizes easily to other cost functions, in-
cluding the Wasserstein cost, provides a novel combination of the Schro¨dinger
problem approach due to C. Le´onard and the related Brownian particle sys-
tems by Adams et al. which does not require gamma convergence. Two, we
analyze the behavior of entropy along the lines of transport. The base measure
on the simplex is taken to be the Dirichlet measure with all zero parameters
which relates to the finite-dimensional distributions of the entropic measure.
The interpolating curves are not the usual McCann lines. Nevertheless we show
that entropy plus the transport cost remains convex, which is reminiscent of
the semiconvexity of entropy along lines of McCann interpolations in negative
curvature spaces. We also obtain, under suitable conditions, dimension-free
bounds of the optimal transport cost in terms of entropy.
1. Introduction
Throughout this paper let ∆n be the open unit simplex in R
n defined by
(1) ∆n = {p = (p1, . . . , pn) ∈ (0, 1)n : p1 + · · ·+ pn = 1}, n ≥ 2.
In a series of papers [19, 25, 20, 17, 26] we introduced and studied a Monge-
Kantorovich optimal transport problem on the unit simplex with the cost function
(2) c(p, q) := log
(
1
n
n∑
i=1
qi
pi
)
− 1
n
n∑
i=1
log
qi
pi
, p, q ∈ ∆n.
Whereas the quadratic transport on Rn is solved by the gradient map of a con-
vex function (see e.g. [22, 23]), our transport problem can be solved in terms of
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exponentially concave functions, i.e., functions ϕ such that eϕ are concave. Expo-
nentially concave functions have been applied to several recent results related to
optimal transport. For example, in [8] it was used to prove the equivalence of the
entropic curvature-dimension condition and Bochner’s inequality.
Given two Borel probability measures P and Q on ∆n, there exists, under suit-
able conditions, an exponentially concave function ϕ on ∆n whose gradient gen-
erates the Monge solution transporting P to Q. The details are given in Section
2. Very roughly, given p in the support of P , let q = T (p) be the image under
the Monge solution. Let r ∈ ∆n be the unique element such that ri ∝ 1/pi for
all i ∈ [n] := {1, 2, . . . , n}. Also, let π denote the unique element in ∆n such that
πi ∝ qi/pi for each i ∈ [n]. Then
πi = ri(1 +∇ei−rϕ(r)), ∀ i ∈ [n],
where e1, . . . , en are the vertices of ∆n and ∇ei−r is the directional derivative. The
map r ∈ ∆n → π =: pi(r) ∈ ∆n is called the portfolio map generated by ϕ due
to its first appearance in stochastic portfolio theory [10, 19]. The identity trans-
port corresponds to the exponentially concave function ϕ0(r) :=
1
n
∑n
i=1 log ri and
the induced portfolio map pi(r) ≡ (1/n, 1/n, . . . , 1/n) is called the equal-weighted
portfolio.
It is convenient to think of this problem as a multiplicative analogue of the
usual Wasserstein transport problem on Rn with cost c(x, y) = ‖x− y‖2. The map
x 7→ −x is a group operation that preserves Rn. In our case it is the map p 7→ r.
The difference y − x, between x ∈ Rn and its optimal Monge image y, is replaced
by the portfolio π. This multiplicative theme permeates all our arguments. Also,
the transport cost is asymmetric and not a metric between probability measures.
One can think of the Wasserstein transport as being performed by adding (con-
ditioned) Gaussian increments with vanishingly small noise. This is essentially the
Schro¨dinger problem approach to optimal transport due to Le´onard [13]. In Section
3 we study the analogue for our transport problem. We show in Theorem 10 that
our transport corresponds to multiplying by gamma random variables with mean
going to infinity (and scale one) and suitably normalizing. Let us give an informal
description of the statement of this result since we deviate from the usual gamma
convergence. Let p = (p1, . . . , pn) ∈ ∆n be given, and let G = (G1, . . . , Gn) be a
vector of i.i.d. gamma random variables with mean λ/n > 0 and scale one. Define
the ∆n-valued random vector Q = (Q1, . . . , Qn) where
(3) Qi =
piGi∑n
j=1 pjGj
, ∀ i ∈ [n].
Alternatively, we can replace G by D = (D1, . . . , Dn) where Di =
Gi∑
n
j=1 Gj
. Thus
D has the symmetric Dirichlet distribution with parameters (λ/n, . . . , λ/n).
Fix P0 and P1, two absolutely continuous probability distributions on ∆n. Sam-
ple two independent i.i.d. sequence {p(j), j ∈ N} from P0 and {q(j), j ∈ N}
from P1. Consider a positive sequence {λN , N ∈ N}. For every N , and for each
j ∈ [N ], generate an independent vector of gamma (or Dirichlet) random variables
G(j) with mean λN/n. Multiply with p(j) as in (3) and construct a sequence
Q(j) = (Q1(j), . . . , Qn(j)) ∈ ∆n. Both G and Q change with N . Condition on the
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event that the following two empirical distributions coincide:
1
N
N∑
i=1
δQ(j) =
1
N
N∑
i=1
δq(j).
Of course, this is a zero probability event, but it is not hard to assign meaning to
this conditioning that is consistent with our intuition. By matching the atoms this
leads to an explicit coupling between the two empirical distributions
LN(0) :=
1
N
N∑
j=1
δp(j), LN (1) :=
1
N
N∑
j=1
δq(j).
We show in Theorem 10 that, under suitable regularity conditions, if we choose
λN to be of order N
2/n, then, as N → ∞, this explicit coupling converges to the
optimal Monge coupling between P0 and P1 at a rate O
(
N−1/2n
√
logN
)
in the
Wasserstein-2 metric. The main idea is that the conditional coupling solves the
discrete Schro¨dinger problem and can be directly analyzed instead of first taking
N → ∞ and using Sanov’s Theorem as done in [1]. This method is robust and
extends to other cost functions (such asWasserstein-2) whenever the correct random
variables (e.g., Gaussians) can be identified.
In [20] we also defined a displacement interpolation that corresponds to linear
interpolation between the generating functions ϕ and ϕ0, or, correspondingly, be-
tween pi and the equal-weighted portfolio. We showed in [20] that each individual
particle travels along a straight line in the unit simplex, but the speed is non-
uniform and depends on the position. Hence, the displacement interpolation is
not McCann’s interpolation [15] where particles always travel at constant velocity.
In Theorem 15 we show that the displacement interpolation corresponds to large
deviations of the Dirichlet process whose marginal distribution is the Dirichlet dis-
tribution that is used in the static transport described above. This corresponds
to the Wasserstein-2 picture where the static Gaussian distribution extends to the
dynamic Brownian motion. It is possible that this particle system may lead to a
Markov Chain Monte Carlo algorithm for approximating the optimal transport.
More interestingly, the Lagrangian action corresponding to this dynamics has
an infinite-dimensional limit. Think of the unit simplex as the set of probability
measures with n atoms. This can be seen as a projection (made rigorous in Sec-
tion 3.4) from the set of all Borel probability measures on [0, 1]. For any such
probability measure µ, consider the relative entropy H(Leb | µ) of the Lebesgue
measure (or, uniform distribution) on [0, 1] with respect to µ. Our Lagrangian on
∆n is this relative entropy functional passed through the projection (see Lemma 11
and Definition 7). Another way to express this relative entropy is to consider the
distribution function F of µ. Then H(Leb | µ) is the entropy of the pushforward
of Leb by F , an observation that is taken from the work [24] by von Renesse and
Sturm on the entropic measure and Wasserstein diffusion. In particular, our rela-
tive entropy Lagrangian appears as the Hamiltonian of the entropic measure Pβ in
[24, eqn. (1.1)]. This is a connection that we do not fully understand although the
Dirichlet processes are also critical in their construction.
Next we establish in Section 4 the semiconvexity of entropy along the displace-
ment interpolation paths given above. The reference measure on the unit simplex
with respect to which (relative) entropy is calculated is the Dirichlet distribution
with all zero parameters. This is a σ-finite measure on ∆n that is related to the
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finite-dimensional distributions of the entropic measure (see [24, Lemma 3.1]). In
Theorem 16 we prove that if Pt, t ∈ [0, 1], is the displacement interpolation trans-
porting absolutely continuous probability measures P0 to P1 on ∆n, then the (rela-
tive) entropy of Pt (with respect to the reference measure) plus n times the cost of
transporting P0 to Pt is convex in t. This is highly reminiscent of the semiconvexity
of entropy along interpolating lines of Wasserstein-2 transport in negative curva-
ture spaces as established in [4]. It might also be related to the constant sectional
curvature −1 of the unit simplex under the geometry (in the sense of information
geometry, see [2]) induced by an exponentially concave function (see [20, Cor 4.10]).
Part of the argument involves a new Monge-Ampe`re equation (Theorem 17) that
might be of independent interest. The generator of the gamma subordinator is a
non-local operator. So, it is unlikely that the usual Otto calculus [12, 16] extends to
this context. It will be interesting to see if some version of entropy flow continues
to hold for this cost function.
Finally, in Section 5 we prove a Talagrand-type dimension-free bound on the
transportation cost (Theorem 22) whose intuition relies on the infinite-dimensional
extension of the Lagrangian that is described above.
2. The transport problem
In this section we gather and prove basic results about our transport problem
that are needed in this paper. For more details and motivations the reader may
refer to [19, 20]. Most of the proofs in this section are deferred till the Appendix.
2.1. The cost function. Let n ≥ 2 be an integer and consider the open simplex
∆n defined in (1). Its closure in R
n is denoted by ∆n. We equip ∆n with the
relative topology inherited from Rn. Any vector in (0,∞)n can be normalized to
give an element of ∆n. This leads naturally to the (commutative) group operation
(4) p⊙ q :=
(
piqi∑n
j=1 pjqj
)
1≤i≤n
, p, q ∈ ∆n.
The identity element is the barycenter e :=
(
1
n , . . . ,
1
n
)
, and the inverse of p ∈ ∆n
is given by
(5) p−1 :=
(
1/pi∑n
j=1 1/pj
)
1≤i≤n
.
Throughout this paper we let c : ∆n×∆n → [0,∞) be the cost function defined
by (2). By Jensen’s inequality we have c(p, q) ≥ 0 for all p, q, and c(p, q) = 0 only if
p = q. It is clear that the cost function is not symmetric in p and q. The asymmetry
is captured by the inversion (5). By a straightforward computation, we have
Lemma 1. For any p, q ∈ ∆n we have c(q, p) = c(p−1, q−1).
Remark 1. The inversion p ↔ p−1 sets up a duality between two copies of the
simplex. Following the results and terminologies of [20, Section 3] we regard p, q ∈
∆n in (2) as elements of the dual simplex, and p
−1, q−1 as elements of the primal
simplex. We call c∗(p, q) = c(p−1, q−1) = c(q, p) the dual cost function. In this
paper we focus on the dual simplex and the word dual is omitted. When the
duality is important it will be made explicit, such as in Section 3.3.
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The following lemma gives an interesting alternative expression in terms of the
group operation (4). The proof is left to the reader.
Lemma 2. Given p, q ∈ ∆n, define π = q ⊙ p−1 ∈ ∆n. Then
(6) c(p, q) = H (e | π) ,
where H is the relative entropy defined on ∆n ×∆n by
(7) H (p | q) :=
n∑
i=1
pi log
pi
qi
.
The variable π will play an important role throughout this paper. Following our
previous works [19, 20, 18] we call π the portfolio vector. Note that p = q (i.e.,
c(p, q) = 0) if and only if the portfolio vector π is equal to the barycenter e.
Definition 1 (Optimal transport cost). Given Borel probability measures P,Q on
∆n (written P,Q ∈ P(∆n)), consider the Monge-Kantorovich optimal transport
problem with cost c. We define the optimal transport cost by
(8) C(P,Q) := inf
R∈Π(P,Q)
E(p,q)∼R [c(p, q)] ,
where Π(P,Q) is the set of couplings of P and Q.
It is clear that C(P,Q) is not a metric since it is asymmetric in P and Q. Using
the language of information geometry [2] we call C a divergence, of which the
relative entropy (also called the Kullback-Leibler divergence) is a classical example.
At several places in this paper we will also make use of the Wasserstein-2 distance
defined for Borel probability measures on Rd by
(9) W2(P,Q) := inf
R∈Π(P,Q)
(
E(p,q)∼R
[‖p− q‖2])1/2 ,
where ‖ · ‖ is the Euclidean distance.
2.2. Solution via exponentially concave functions. First we introduce a sub-
space of P(∆n) which will play the role of the classical Wasserstein space W2(Rd)
in our transport problem.
Definition 2 (The classes L and La). Let P ∈ P(∆n) be a Borel probability
measure on ∆n. We say that P belongs to class L if
(10)
n∑
i=1
∫
∆n
|log pi| dP (p) <∞.
We let La be the subclass consisting of probability measures in L that are absolutely
continuous with respect to the (n− 1)-dimensional Lebesgue measure on ∆n.
Note that if P ∈ L, then the pushforward of P under the inversion map p 7→ p−1
also belongs to L. The same is true for La.
Proposition 3. Let P,Q ∈ L. Then for any coupling R ∈ Π(P,Q) we have∫
c(p, q)dR(p, q) ≤ 2
(
n∑
i=1
∫
|log pi| dP (p) +
∫
|log qi| dQ(q)
)
<∞.
In particular, we have C(P,Q) <∞.
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As shown in [19] the transport problem can be solved in terms of exponentially
concave functions.
Definition 3 (Exponentially concave function). A function ϕ : ∆n → R is expo-
nentially concave if eϕ is concave.
Let ϕ be exponentially concave. Since eϕ is concave, by well known results in
convex analysis (see [21]) it can be shown that ϕ is differentiable Lebesgue almost
everywhere. In particular, its gradient ∇ϕ is a.e. defined.
Definition 4 (Portfolio map). Let ϕ be exponentially concave on ∆n. When ϕ is
differentiable at r ∈ ∆n, we define pi(r) ∈ ∆n by
(11) (pi(r))i = ri (1 +∇ei−rϕ(r)) , i = 1, . . . , n,
where {e1, . . . , en} is the standard basis of Rn and ∇ei−r is the directional deriva-
tive. We call pi the portfolio map generated by ϕ.
An important property of the portfolio map is multiplicative cyclical monotonic-
ity (see [19, Proposition 4]): if m ≥ 1 and r(0), r(1), . . . , r(m) = r(0) is a cycle in
∆n, then
(12)
m−1∏
s=0
(
n∑
i=1
(pi(r(s)))i
ri(s+ 1)
ri(s)
)
≥ 1.
As shown in [19], this condition characterizes c-cyclical monotonicity of our trans-
port problem. The following theorem can be viewed as the analog of Brenier’s
theorem [3] in our context. Its proof can be found in the Appendix.
Theorem 4. Consider the Monge-Kantorovich optimal transport problem (8). If
P ∈ La and Q ∈ L, then there exists an exponentially concave function ϕ : ∆n → R
such that the following statements hold.1
(i) If pi is the portfolio map generated by ϕ, the mapping
(13) p 7→ q = T (p) := p⊙ pi(p−1),
which is P -a.e. defined, pushforwards P to Q.
(ii) The deterministic coupling (p, T (p)) is optimal for the transport problem
(8), and is P -a.e. unique.
Note that if we write r = p−1, then we can express (13) in the form
(14) qi =
(pi(r))i/ri∑n
j=1(pi(r))j/rj
, i = 1, . . . , n.
2.3. L-divergence. Apart from the portfolio map, an exponentially concave func-
tion on ∆n defines another fundamental quantity, namely the L-divergence. It can
be regarded as an distance-like quantity on the simplex. For simplicity and to focus
on the main ideas, we will impose regularity conditions on ϕ whenever needed. For
in-depth studies of the L-divergence see [25, 20, 26].
1Although we use the same notation ∆n, it is helpful to think that ϕ is defined on the primal
simplex. See Remark 1 and compare with (13).
DIRICHLET TRANSPORT 7
Definition 5 (L-divergence). Let ϕ be a differentiable exponentially concave func-
tion on ∆n. The L-divergence of ϕ is defined by
(15) D [r : r′] = log (1 +∇ϕ(r′) · (r − r′))− (ϕ(r) − ϕ(r′)) , r, r′ ∈ ∆n,
where ∇ is the Euclidean gradient and a · b is the Euclidean dot product.
By the exponential concavity of ϕ, it can be shown that D [r : r′] ≥ 0 and
D [r : r] = 0. If eϕ is strictly concave, then D [r : r′] > 0 for all r 6= r′. Using the
definition of pi (see (11)), we can write
(16) D [r : r′] = log
(
n∑
i=1
(pi(r′))i
ri
r′i
)
− (ϕ(r) − ϕ(r′)) .
Example 1. Suppose in Theorem 4 we let P = Q. Clearly the optimal coupling
is the identity q = p. This is induced by the distinguished exponentially concave
function
(17) ϕ0(r) :=
1
n
n∑
i=1
log ri, r ∈ ∆n.
To see this, note that the portfolio map generated by (17) is the constant map
(18) pi(r) ≡ e =
(
1
n
, . . . ,
1
n
)
, r ∈ ∆n.
By (13), we have q = p⊙pi(p−1) = p⊙ e = p. The induced L-divergence is our cost
function c, i.e.,
(19) D [r : r′] = c(r′, r) = log
(
1
n
n∑
i=1
ri
r′i
)
− 1
n
n∑
i=1
log
ri
r′i
.
Now suppose that ϕ is twice differentiable. Let ∇2ϕ be the Euclidean Hessian
of ϕ. Then, exponential concavity of ϕ is equivalent to
(20) L(r) := −∇2ϕ(r) −∇ϕ(r) ⊗∇ϕ(r) ≥ 0, for all r ∈ ∆n,
as a quadratic form. Regarding L(r) as an n× n matrix, for any (column) tangent
vector v ∈ Rn with v1 + · · · vn = 0 we have
(21) v⊤L(r)v = −e−ϕ(r) d
dh2
eϕ(r+hv)
∣∣∣∣
h=0
≥ 0.
This also gives the estimate
(22) D[r + hv : r] =
h2
2
v⊤L(r)v +O(|h|3), h→ 0.
The following result has been proved in [20] (using the exponential coordinate
system). Also see Lemma 20 below which computes the Jacobian of the transport
map.
Lemma 5. Let ϕ : ∆n → R be C2 and exponentially concave, and let pi be the
portfolio map generated by ϕ. If L(r) is positive definite in the sense that v⊤L(r)v >
0 for all nonzero tangent vectors v and all r ∈ ∆n, then the transport map T (p) :=
p⊙ pi(p−1) is a C1-diffeomorphism from ∆n onto its image.
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2.4. Displacement interpolation. Let P0, P1 ∈ La. By Theorem 4 there exists
an exponentially concave function ϕ1 on ∆n such that the deterministic transport
p 7→ q = T1(p) := p⊙ pi1(p−1),
where pi1 is the portfolio map generated by ϕ1 (not to be confused with its com-
ponents (pi1)i), is the a.e. unique solution of the transport problem for the pair
(P0, P1).
Recall the exponentially concave function ϕ0 defined by (17). Using the inequal-
ity of the arithmetic and geometric means, it is easy to see that the function
(23) ϕt := (1− t)ϕ0 + tϕ1
is exponentially concave for 0 ≤ t ≤ 1. From (11), it generates a portfolio map pit
which is a linear interpolation between the equal-weighted portfolio and pi1:
(24) pit = (1− t)e+ tpi1
This leads to the definition, taken from [20], of displacement interpolation for our
transport problem.
Definition 6 (Displacement interpolation). Let P0, P1 ∈ La. For 0 ≤ t ≤ 1, let Tt
be the map defined P0-a.e. by
(25) Tt(p) = p⊙ pit(p−1),
where pit is given by (24). We define the displacement interpolation {Pt}0≤t≤1 by
(26) Pt := (Tt)#P0.
Remark 2. We emphasize that our displacement interpolation is fundamentally
different from the one defined by McCann [15] for the quadratic cost ‖p − q‖2 on
R
d. If we let [P, P ′]t denote McCann’s displacement interpolation for the measures
P and P ′, then each individual particle moves along a constant velocity straight
line and the following properties hold: (i) (time symmetry) [P, P ′]t = [P
′, P ]1−t
and (ii) (time consistency) [[P, P ′]t, [P, P
′]t′ ]s = [P, P
′](1−s)t+st′ . Simple examples
show that both property fails for our interpolation (26). However, our interpolation
has the intermediate optimality property (for each pair (P0, Pt)) that the McCann
interpolation in this case does not. In Section 3.4 we will relate our interpolation
with a Lagrangian action. From [20] (also see (25)) it follows that for p fixed,
the path {p ⊙ pit(p−1)}0≤t≤1 is a straight line in the (dual) simplex ∆n run at
non-uniform speed.
In order that our displacement interpolation makes sense we need to show that
Pt ∈ La for each t. This is accomplished in the next proposition (c.f. [22, Proposi-
tion 5.19(iii)]) whose proof can be found in the Appendix.
Proposition 6. For P0, P1 ∈ La, we have Pt ∈ La for each interpolant of the
displacement interpolation {Pt}0≤t≤1. If P0 6= P1, the transport cost C(P0, Pt) is
smooth, increasing and strictly convex in t.
3. Multiplicative Schro¨dinger problem
In this section we represent the solution of the transport problem in terms of
an independent particle system driven by Dirichlet processes. We first tackle the
static transport problem (8) and then formulate and prove a dynamic version that
is consistent with our displacement interpolation.
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3.1. The Dirichlet transport. Consider the gamma distribution which is a two-
parameter family {Gamma(α, β) : α > 0, β > 0} of probability distributions on
(0,∞). The density function is given by
βα
Γ(α)
yα−1e−βy, y > 0,
where Γ(·) is the gamma function. We write Gamma(α) = Gamma(α, 1).
Let p = (p1, . . . , pn) ∈ ∆n be given, and let G1, . . . , Gn be independent such
that Gi ∼ Gamma(αi), for some constants α1, . . . , αn > 0. Define the ∆n-valued
random vector Q = (Q1, . . . , Qn) where
(27) Qi =
piGi∑n
j=1 pjGj
, 1 ≤ i ≤ n.
If we let D = (D1, . . . , Dn) where Di =
Gi∑
n
j=1 Gj
, then D has the Dirichlet distri-
bution with parameters (α1, . . . , αn). Using the group operation (4) we can write
Q = p⊙D. Intuitively, we think of p and Q as the positions of a particle at time
zero and time one respectively.
Let us find the distribution of Q. On the unit simplex ∆n we use the Euclidean
coordinate system (p1, . . . , pn−1) where the last component pn is dropped. The
range of (p1, . . . , pn−1) is the open set
(28) Dn−1 := {(p1, . . . , pn−1) ∈ Rn−1 : pi > 0, p1 + · · ·+ pn−1 < 1}.
Lemma 7. For p ∈ ∆n and α1, . . . , αn > 0 fixed, the density of Q (or, rather,
(Q1, . . . , Qn−1)) with respect to the Lebesgue measure on Dn−1 is given by
(29) f(q | p) := Γ(
∑n
j=1 αj)∏n
j=1 pjΓ(αj)
n∏
i=1
(
qi
pi
)αi−1 n∑
j=1
qi
pi


−
∑n
j=1 αj
,
where qn := 1−
∑n−1
i=1 qi.
Proof. Let Yi = piGi ∼ Gamma(αi, 1/pi). Then the joint density of (Y1, . . . , Yn)
on (0,∞)n is given by the product
n∏
i=1
p−αii
Γ(αi)
yαi−1i e
−yi/pi .
Consider the change of variable (y1, . . . , yn) 7→ (q1, . . . , qn−1, s), where s =
∑n
j=1 yj
and qi = yi/s. It can be easily verified that the Jacobian determinant of this
transformation is sn−1. Recall qn := 1 −
∑n−1
i=1 qi. Hence the joint density of
(q1, . . . , qn−1, s) is given by
(30) sn−1+
∑
n
j=1(αj−1)e−s
∑
n
j=1 qj/pj
n∏
i=1
p−αii
Γ(αi)
qαi−1i .
Since
∫ ∞
0
s−1+
∑
n
j=1 αj e−s
∑
n
j=1 qj/pjds = Γ

 n∑
j=1
αj



 n∑
j=1
qj
pj


−
∑
n
j=1 αj
,
integrating (30) with respect to s gives the result. 
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Lemma 8. For λ > 0 let fλ(q | |p) be the density in (29) where αi = λn for all i.
Then
(31) fλ(q | p) = Γ(λ)
Γ(λ/n)n
1∏n
i=1 pi
n∏
i=1
(
qi
pi
) λ
n
−1
(
n∑
i=1
qi
pi
)−λ
.
Moreover, we have
(32) lim
λ→∞
−1
λ
log fλ(q | p) = c(p, q),
where c(p, q) defined by (2) is our cost function, and the convergence holds locally
uniformly on ∆n ×∆n.
Proof. The formula (31) of the density follows directly from Lemma 7. Now take
logarithm, divide by λ and take the limit as λ → ∞. It is easy to see that the
following limit holds uniformly over compact sets:
lim
λ→∞
−1
λ
log fT (q | p) = log

 n∑
j=1
qj
pj

− 1
n
n∑
j=1
log
qj
pj
+ lim
λ→∞
1
λ
n∑
i=1
log pi
− lim
λ→∞
1
λ
[log Γ(λ)− n log Γ(λ/n)]
= c(p, q) + logn− lim
λ→∞
[log Γ(λ)− n log Γ(λ/n)] .
(33)
By Stirling’s approximation, we have
1
λ
[
log Γ(λ)− n log Γ
(
λ
n
)]
=
1
λ
[
λ logλ− λ log λ
n
]
+
O(log λ)
λ
.
Hence
lim
λ→∞
[
log Γ(λ)− n log Γ
(
λ
n
)]
= log n
and we obtain the desired limit (32). 
The limit (32) suggests (and it is not hard to prove) that the family of measures
corresponding to the densities {fλ(· | p)}λ>0 satisfies a large deviations principle
(LDP), as λ→∞, with rate λ and a good rate function c(p, ·).
3.2. The particle system. Let P0, P1 ∈ La. In [13] C. Le´onard shows that the
optimal coupling of the Monge-Kantorovich problem can be recovered from the
so-called Schro¨dinger problem which minimizes an entropic cost. We will keep the
spirit but deviate from this approach and characterize the solution as the limit of
explicit couplings constructed from a particle system. In particular, this allows us
to avoid the somewhat heavy analytic machinery behind gamma convergence. It
will be clear that our methods are robust and can be applied to other cost functions
as soon as suitable stochastic processes are identified.
Let λ > 0 be fixed. Given P0 and P1, let (Ω,F ,P) be a probability space over
which the following pair of independent random vectors are defined: p(1), p(2), . . .
are sampled i.i.d. from P0, and q(1), q(2), . . . are sampled i.i.d. from P1. For N ≥ 1,
consider the corresponding empirical measures
(34) LN (0) :=
1
N
N∑
j=1
δp(j), LN(1) :=
1
N
N∑
j=1
δq(j)
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that are random elements of P(∆n).
We will construct a coupling MN of LN (0) and LN(1) using the density (31).
Let SN be the group of permutations of N labels. For each σ ∈ SN , let
(35) MσN :=
1
N
N∑
i=1
δ(p(i),q(σ(i))).
We define MN as a mixture of {MσN}σ∈SN :
(36) MN :=
∑
σ∈SN
νσNM
σ
N ,
where the weight νσN is given by
(37) νσN :=
∏N
i=1 fλ(q(σ(i)) | p(i))∑
ρ∈SN
∏N
i=1 fλ(q(σ(i)) | p(i))
, σ ∈ SN .
Since each MσN couples LN (0) and LN (1), so does the mixture MN . Our aim is to
prove that MN converges to the optimal coupling R
∗ of (P0, P1) as N → ∞ and
λ = λN →∞ at a suitable rate.
Remark 3. The intuition behind the coupling MN is explained as follows. For
N fixed, let D(1), . . . , D(N) be i.i.d. Dirichlet random vectors with parameters
(λn , . . . ,
λ
n ) (and independent of {p(j)}j≥1). Define
q˜(j) = p(j)⊙D(j), 1 ≤ j ≤ N,
and
L˜N (1) :=
1
N
N∑
j=1
δq˜(j).
Then MN corresponds to the law of
1
N
∑N
j=1 δ(p(j),q˜(j)) conditioned on the event
L˜N(1) = LN(1). Strictly speaking this event has probability zero, but this can be
made rigorous by considering instead the event that each q˜(j) lands in a sequence
of vanishingly small neighborhood of some q(σ(j)). Moreover, think of 1/λ as a
‘noise’ parameter. As λ→∞, the noise reduces to zero and the transport becomes
progressively more optimal.
3.3. Convergence to the optimal coupling. Our objective is to prove that for
an explicit sequence {λN}N≥1 the sequence of probability measures MN converges
weakly to the optimal coupling R∗ with respect to the cost function c, P-almost
surely. To do this we need some regularity assumptions on the optimal transport
map.
Recall by Lemma 1 that c(p, q) = c(q−1, p−1). In the proof it is more convenient
to consider the transport from q−1 to p−1 rather than from p to q. Given P0 and
P1, let P˜0 and P˜1 be respectively the pushforwards of P0 and P1 under the maps
p 7→ p−1 and q 7→ q−1. Since we assumed P0, P1 ∈ La, it is easy to see that so are
P˜0 and P˜1. By Theorem 4, there exists an exponentially concave function ϕ on ∆n
such that if pi is the portfolio map generated by ϕ, then the map
(38) q−1 7→ p−1 = T ∗(q−1) := q−1 ⊙ pi(q)
pushforwards P˜1 to P˜0 and is the Monge solution (with respect to c(q
−1, p−1) for
the pair (P˜1, P˜0).
12 SOUMIK PAL AND TING-KAM LEONARD WONG
Consider the L-divergence D [· : ·] of ϕ (see (15)). From (22) we know that
D [· : ·] is locally quadratic. For technical purposes we will assume that D [· : ·] is
equivalent to the squared distance. This will allow us to apply known results about
the convergence rates of a sample empirical distribution to the true distribution in
the Wasserstein-2 distance in one step of the proof. It should be possible to weaken
this assumption, although at present we do not know how.
Assumption 1. The function ϕ is C2 on ∆n, and there exist α, α
′ > 0 such that
for all q, q′ ∈ ∆n we have
(39) α‖q′ − q‖2 ≤ D [q′ : q] ≤ α′‖q′ − q‖2.
From the lower bound in (39) we have that the quadratic form L(q) (see (20)) is
strictly positive definite. Hence, by Lemma 5 (which only uses L(q) > 0) the (dual)
transport map T ∗ in (38) is a C1-diffeomorphism. Consider the map T : ∆n → ∆n
defined by
T (p) =
(
(T ∗)−1(p−1)
)−1
, p ∈ ∆n.
Since c(p, q) = c(q−1, p−1), the map T is the Monge solution to the original problem
for (P0, P1).
Before stating the main result we give a set of sufficient conditions for Assump-
tion 1 to hold. The proof is given in the Appendix.
Lemma 9. Suppose there exist constants C1, C2, C3 > 0 such that −∇2ϕ ≤ C1I,
−∇2eϕ ≥ C2I and ‖∇eϕ‖ ≤ C3. Then there exists α, α′ > 0 such that (39) holds.
Theorem 10. Let P0, P1 ∈ La, and assume that the function ϕ in (38) satisfies
the conditions in Assumption 1. Let R∗ be the optimal Monge coupling for (P0, P1).
For any n ≥ 2, let λN = 4αN2/n. Then, P-almost surely, we have
W22 (MN , R∗) = O
(
N−1/n logN
)
, as N →∞.
Proof. Since the proof is long we will divide it into several steps.
Step 1. Recall that T is the optimal transport map from P0 to P1 and T
∗ is the
dual transport map from P˜1 to P˜0. For each particle p(j), let qˆ(j) = T (p(j)) ∈ ∆n
be the image of p(j) under T . For notational simplicity, let us denote π(j) =
pi(qˆ(j)).
Note that (38) implies that π(j) = qˆ(j)⊙p(j)−1. Using this identity, we observe
that for any q˜(j) ∈ ∆n we have
log
(
1
n
n∑
i=1
q˜i(j)
pi(j)
)
− log
(
1
n
n∑
i=1
qˆi(j)
pi(j)
)
= log
(
n∑
i=1
πi(j)
q˜i(j)
qˆi(j)
)
= D [q˜(j) : qˆ(j)] + (ϕ(q˜(j))− ϕ(qˆ(j))
≥ α‖q˜(j)− qˆ(j)‖2 + (ϕ(q˜(j)) − ϕ(qˆ(j)).
(40)
In the above computation, the second equality follows from (16) and the inequality
follows form (39).
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For each N , let M ′N denote the (random) probability measure
M ′N =
1
N
N∑
j=1
δ(p(j),qˆ(j)).
Since the p(j) ∈ ∆n’s are i.i.d. samples from P0 and qˆ(j) = T (p(j)) ∈ ∆n, M ′N is
the empirical measure of N i.i.d. samples from the optimal coupling R∗. Thus it
is natural to expect that W2(M ′N , R∗) → 0 as N → ∞. The convergence will be
quantified below, and we will show the same for MN by comparing it with M
′
N .
Step 2. Fix N ≥ 1, the number of particles. Since empirical measures do not
depend on the labeling of indices, we will relabel {q(j), j ∈ [N ]} (that were sampled
independently of {p(j), j ∈ [N ]}) such that the L2-matching distance between the
two samples is minimized:
(41)
1
N
N∑
j=1
‖q(j)− qˆ(j)‖2 = min
σ∈SN
1
N
N∑
j=1
‖q(σ(j)) − qˆ(j)‖2 =:WN (say).
That is, after the relabeling, the identity permutation ι attains the minimum in
WN =W22 (LN (1), L′N(1)).
For λ > 0 fixed, from the explicit formula of the density fλ from (31) and the
estimate (40), for any σ 6= ι we have
∏N
j=1 fλ(q(σ(j)) | p(j))∏N
j=1 fλ(qˆ(j) | p(j))
=
N∏
j=1
exp
[
−λ log
(
n∑
i=1
qi(σ(j))
pi(j)
)
+ λ log
(
n∑
i=1
qˆi(j)
pi(j)
)]
≤
N∏
j=1
exp
[−αλ‖q(σ(j)) − qˆ(j)‖2 + ϕ(q(σ(j))) − ϕ(qˆ(j))]
= exp

λ N∑
j=1
(ϕ(q(i))− ϕ(qˆ(j)))

 exp

−αλ N∑
j=1
‖q(σ(j)) − qˆ(j)‖2

 .
On the other hand, by a similar argument, we can get a lower bound for σ = ι:
∏N
j=1 fλ(q(j)) | p(j))∏N
j=1 fλ(qˆ(j) | p(j))
≥ exp

λ N∑
j=1
(ϕ(q(j)) − ϕ(qˆ(j)))

 exp

−α′λ N∑
j=1
‖q(j)− qˆ(j)‖2


= exp

λ N∑
j=1
(ϕ(q(j)) − ϕ(qˆ(j)))

 exp [−α′λNWN ] ,
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where WN is given by (41). In particular, for any σ ∈ SN with σ 6= ι we have the
estimate∏N
j=1 fλ(q(σ(j)) | p(j))∏N
j=1 fλ(q(j) | p(j))
=
∏N
j=1 fλ(q(σ(j)) | p(j))∏N
j=1 fλ(qˆ(j) | p(j))
∏N
j=1 fλ(qˆ(j)) | p(j))∏N
j=1 fλ(q(j) | p(j))
≤ exp

α′λNWN − αλ N∑
j=1
‖q(σ(j)) − qˆ(j)‖2

 .
(42)
Step 3. Let δN > 0 be a sequence, to be chosen later, such that limN→∞ δN = 0.
Partition SN into two disjoint subsets:
GN :=

σ ∈ SN : 1N
N∑
j=1
1{‖q(σ(j))− qˆ(j)‖ > δN} ≤ logN
N1/n

 , GcN = SN \ GN .
Consider σ ∈ GN and the probability measuresMσN andM ′N on ∆n×∆n. There
is a coupling between them that couples the atom (p(j), q(σ(j))) of MσN , with the
atom (p(j), qˆ(j)) of M ′N , with mass 1/N . The squared Euclidean distance (in R
2n)
between these two atoms is exactly ‖q(σ(j)) − qˆ(j)‖2. For each 1 ≤ j ≤ N , either
‖q(σ(j)) − qˆ(j)‖ ≤ δN , or ‖q(σ(j)) − qˆ(j)‖ ≤ 1 (diameter of ∆n). Since σ ∈ GN ,
there is only a vanishing fraction of indices that do not satisfy the former bound.
Hence, for all σ ∈ GN we have
W22 (MσN ,M ′N ) ≤ δ2N +
logN
N1/n
→ 0.
For σ /∈ GN we have the trivial bound W22 (MσN ,M ′N) ≤ 1 given by the diameter
of the simplex. Since MN is the mixture of {MσN} with weights {νσN}, the natural
mixture coupling gives
(43) W22 (MN ,M ′N) ≤ δ2N +
logN
N1/n
+
∑
σ∈Gc
N
νσN .
Hence, in order to show that W22 (MσN ,M ′N) → 0, it suffices to show that∑
σ∈Gc
N
νσN tends to 0 as N →∞.
To this end, note that from (37), we have
∑
σ∈Gc
N
νσN =
∑
σ∈Gc
N
∏N
j=1 fλ(q(σ(j)) | p(j))∏N
j=1 fλ(q(j)|p(j)) +
∑
σ 6=ι
∏N
j=1 fλ(q(σ(j)) | p(j))
≤
∑
σ∈Gc
N
∏N
j=1 fλ(q(σ(j)) | p(j))∏N
j=1 fλ(q(j) | p(j))
≤
∑
σ∈Gc
N
exp

α′λNWN − αλ N∑
j=1
‖q(σ(j))− qˆ(j)‖2

 , by (42)
≤ N ! exp
[
α′λNWN − αλNδ
2
N logN
N1/n
]
.
(44)
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The last inequality uses the crude estimate |GcN | ≤ |SN | = N ! as well as the fact
that
N∑
j=1
‖q(σ(j))− qˆ(j)‖2 ≥ Nδ
2
N logN
N1/n
for σ ∈ GcN .
Step 4. We now let λ = λN depend on N . By Stirling’s approximation for N !,
we can bound (44) above by
(45) C0 exp
[
α′λNNWN − αλNN δ
2
N logN
N1/n
+N logN
]
,
where C0 > 0 is a constant. We will choose λN suitably such that the sum in (44)
tends to zero exponentially fast as N →∞.
Note that {q(j), j ∈ [N ]} and {qˆ(1), j ∈ [N ]} are two independent collection of
i.i.d. random vectors sampled from P1 (modulo the relabeling in Step 2 which is
irrelevant). Let VN = W22 (LN (1), P1) and UN = W22 (L′N(1), P1). By the triangle
inequality, we have that
(46) WN ≤ 2(UN + VN ).
A lot of results are known on the rate of convergence of VN (and hence UN ).
In particular, we will use the recent results obtained by Fournier and Guillin [11,
Theorem 2]. Since P1 is supported in ∆n, it has compact support in R
n and all
exponential moments exist. Hence Assumption (1) in their Theorem 2 is satisfied
for p = 2. Consider the function a(N, x), for 0 < x < 1, from that result (replacing
their d by n):
a(N, x) = C


exp
(−cNx2) , if n < 4,
exp
(−cN(x/ log(2 + 1/x))2) , if n = 4,
exp
(
−cNxn/2
)
, if n > 4.
Fix x > 0 and all large N such that x/N < 1. Then
a
(
N, (x/N)2/n
)
= C


exp
(
−cN1−4/nx4/n
)
, if n < 4,
exp
(
−cx/(log(2 + (N/x)1/2))2
)
, if n = 4,
exp (−cx) , if n > 4.
The function b(n, x) = 0 in [11, Theorem 2] for x > 1 under our assumption.
Thus, there exist some positive constants C, c depending on n, P1 such that for
all x > 0 and all large enough N with x/N < 1, we have
P
(
N2/nVN ≥ x2/n
)
≤ C exp (−cx) , ∀ n ≥ 2.
Replace x by 2c logN above. Then, there exists a constant c0 such that for all large
enough N ,
P
(
N2/nVN ≥ c0(logN)2/n
)
≤ CN−2, ∀ n ≥ 2.
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In particular, by the Borel-Cantelli lemma, almost surely, for all large enough N ,
we have
(47) VN ≤ c0
(
logN
N
)2/n
, ∀ n ≥ 2.
Of course, exactly the same statements hold for UN , and hence for WN , by (46),
perhaps for a different choice of constants.
Step 5. Now choose δ2N = c1N
−1/n, for some large enough constant c1 > 0 and
for n ≥ 3. Given any c0 > 0, by choosing c1 suitably we can guarantee that, for all
n ≥ 2,
N−1/nδ2N logN = c1N
−2/n logN > c0
(
logN
N
)2/n
,
for all large enough N . In fact, by choosing c1 large enough, almost surely, for all
large enough N , we can guarantee
λNN
(
δ2N logN
N1/n
− α
′
α
WN
)
≥ λNN
(
c1
logN
N2/n
− c0α
′
α
(
logN
N
)2/n)
≥ 1
2
λNN
1−2/n logN.
Now let λN =
4
αN
2/n. For all large enough N , we have
(48) αλNN
(
δ2N logN
N1/n
− α
′
α
WN
)
≥ 2N logN.
Therefore, from (45), for all large enough N ,
(49)
∑
σ/∈GN
νσN ≤ C0 exp (−N logN) .
Combining everything, from (43), almost surely, for all large enough N ,
W22 (MN ,M ′N) ≤
c1 + logN
N1/n
+ C0e
−N logN ≤ 2 logN
N1/n
, for n ≥ 2.
Since M ′N corresponds to a random sample from the optimal Monge solution,
W22 (M ′N , R∗) in the Wasserstein-2 metric also satisfies (47), perhaps with a different
choice of constants. Note that R∗ is compactly supported and therefore has all
finite exponential moments. Combining this with our last bound, using triangle
inequality, and ignoring lower order terms gives us the statement of the theorem. 
3.4. Dynamic extension. We now extend the previous static result to a dynamic
setting. Let M1(0, 1] be the collection of Borel probability measures on (0, 1]
equipped with the Le´vy metric of weak convergence. We may regard it as the
subset ofM1[0, 1] of all probability measures that do not charge the singleton {0}.
Fix n ≥ 2 and define the subintervals
Ei =
(
i− 1
n
,
i
n
]
, i = 1, . . . , n.
Then there is a natural projection map from M1(0, 1] to ∆n given by
(50) µ ∈ M1(0, 1] 7→ (µ(Ei))1≤i≤n ∈ ∆n.
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Let Leb denote the uniform (Lebesgue) measure on (0, 1]. Consider the relative
entropy I(µ) := H (Leb | µ) of the Lebesgue measure with respect to µ ∈M1(0, 1].
Our first observation is the following.
Lemma 11. Given π ∈ ∆n, let Mpi ⊂ M1(0, 1] denote the collection of µ such
that µ(Ei) = πi for 1 ≤ i ≤ n. Then
inf
µ∈Mpi
H (Leb | µ) = H (e | π) ,
where the right hand side is the discrete relative entropy defined by (7).
Proof. Let µ ∈ Mpi. Then the projection of µ under (50) is π, and the projection
of Leb is e. By the information monotonicity of the relative entropy, we have
H (e | π) ≤ H (Leb | µ). By tensorization, the equality is achieved (uniquely) by
µ∗ ∈Mpi such that µ∗ is uniform when restricted to each of the subintervals Ei. 
We now define a Lagrangian action on functions on ∆n which is consistent with
the cost c. Let In denote the set of all functions f = (f1, . . . , fn) : [0, 1] → [0, 1]n
such that each fi is right-continuous, strictly increasing, fi(0) = 0, and f(1) ∈ ∆n.
Each fi can be thought of as the distribution function of a measure µi supported
on the subinterval Ei in the sense that
fi(t) = µi
(
i− 1
n
,
i− 1 + t
n
]
, fi(1) = µi(Ei).
Together, the coordinate functions represent a probability measure µf in M1(0, 1]
given by µf =
∑n
i=1 µi. Let f˙i(s) denote the density of the absolutely continuous
part of fi (with respect to Leb) at s ∈ (0, 1].
We now explain how elements of In induce transport paths in ∆n. Let p, q ∈ ∆n
be given, and let f ∈ In be such that f(1) = q ⊙ p−1. For each t ∈ [0, 1], let π(t)
be the unique element in ∆n such that
(51) πi(t) ∝ (1− t) 1
n
+ fi(t), 1 ≤ i ≤ n.
In particular, π(0) = e and π(1) = f(1). Given f , we define an interpolation
{q(t)}0≤t≤1 between p and q by q(t) = p⊙ π(t), i.e.,
(52) qi(t) =
(1− t)pi/n+ fi(t)pi
(1− t)/n+∑nj=1 fj(t)pj , 1 ≤ i ≤ n.
The cost of transporting p to q along this path is taken to be H (Leb | µf ). We
formalize the above discussion with the following definition.
Definition 7 (Dynamic cost function). Let p, q ∈ ∆n. Consider a path {q(t)}0≤t≤1
of the form (52) for some f ∈ In with f(1) = q⊙p−1. We define the transport cost
of this path by the Lagrangian action
(53) I(f) := I(µf ) = H (Leb | µf ) = − 1
n
n∑
i=1
∫ 1
0
log f˙i(s)ds.
From Lemma 11, we immediately have the following
Proposition 12. For given p, q ∈ ∆n, let π = p−1 ⊙ q. Then
(54) inf{I(f) : f(1) = π} = H (e | π) = c(p, q),
and the infimum is attained uniquely by f(t) = tπ, t ∈ [0, 1].
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By Proposition 12, the unique cost minimizing interpolating path, given the two
end points, satisfies f(t) = tπ(1) and
(55) π(t) = (1 − t)e+ t(q ⊙ p−1), q(t) = p⊙ π(t), q(0) = p, q(1) = q.
Hence, π(·) is the linear interpolation between the barycenter of ∆n and π(1). This
is the same as the displacement interpolation (see Remark 2).
Our Lagrangian action (53) should be compared with the classical integrated
kinetic energy
(56)
∫ 1
0
‖ω˙(t)‖2dt, ω(0) = x, ω(1) = y,
corresponding to the quadratic cost ‖x−y‖2 (here ω˙ is the velocity). The minimizing
curves in (56) are constant-velocity straight lines. In (53), it is the portfolio weights
that travel along constant-velocity straight lines.
Now we formulate the dynamic extension to the multiplicative particle system
described in Section 3.2. Recall that the standard gamma subordinator is a right-
continuous, increasing Le´vy process {γ(t)}t≥0 such that γ(0) = 0 and γ(t) is dis-
tributed as Gamma(t, 1). The gamma subordinator can be thought of as a (random)
measure on (0,∞). It has no mass at zero, since, almost surely, γ(0+) = 0 by right
continuity.
For λ > 0, we will normalize this measure to get the family of Dirichlet processes
as a random probability measure on the interval (0, 1]. More formally, given T > 0,
define the Dirichlet process Dλ as a (random) element in M1(0, 1] such that
(57) Dλ (a, b] =
γ(bλ)− γ(aλ)
γ(λ)
, 0 < a < b ≤ 1.
That is, Dλ is the measure with the distribution function (γ(tλ)/γ(λ), 0 ≤ t ≤ 1).
Interestingly, this process is also the conditional process given γ(λ) = 1 (see [7]).
We will often write Dλ(t) to denote the distribution function Dλ[0, t] = Dλ(0, t].
The large deviations of the Dirichlet process, as λ → ∞, connects it with our
transport problem. The following result is originally due to Lynch and Sethuraman
[14] and the following statement is taken from [9]. See in particular Theorem 4.7
(for α = 0) and Lemma 4.5 (for ν = Leb).
Lemma 13. The family of laws
(
Dλ, λ ≥ 0) satisfies a Large Deviation Principle
(LDP) on M1(0, 1] with speed λ and a good rate function I(µ) = H (Leb | µ).
We can now extend Theorem 10 to this dynamic setting. Consider independent
i.i.d. samples {p(j), j ≥ 1} from P0 and {q(j), j ≥ 1} from P1. For each σ ∈ SN
we define
πσ(j) = q(σ(j)) ⊙ (p(j))−1 , j ≥ 1.
Extend the probability space (Ω,F ,P) to include an i.i.d. sequence {γ(j), j ≥ 1}
where each γ(j) is an n-dimensional vector of independent standard gamma subor-
dinators (γ1(j, t), . . . , γn(j, t), t ≥ 0). By an abuse of notation we retain the same
notation (Ω,F ,P) for the extended probability space. For each N ≥ 1, define
processes (πσ(i, t), 0 ≤ t ≤ 1, 1 ≤ i ≤ N), 0 ≤ t ≤ 1, by
(58) πσi (j, t) =
γi(j, tλ)
γi(j, λ)
πσi (j), 1 ≤ i ≤ n, 1 ≤ j ≤ N.
Then each πσ(j, ·) ∈ In, and therefore, as described above, can be thought of as
the distribution function of a random element in M1(0, 1]. For notational brevity,
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let us denote that random measure also by πσ(j, ·). The context will make it clear
whether we refer to the measure or its distribution function.
Lemma 14. The law of πσ(j, ·) on M1(0, 1] is the conditional distribution of Dnλ,
given the events
Dnλ (Ei) = π
σ
i (j), 1 ≤ i ≤ n.
Proof. We drop the index j for this proof. Suppose γ is standard gamma subordi-
nator. Then, by stationary independent increment property
γi(t) := γ ((i− 1)n+ t)− γ((i− 1)n), 0 ≤ t ≤ λ, 1 ≤ i ≤ n,
are n independent gamma subordinators run on the time interval [0, λ]. The event
Dnλ(Ei) = π
σ
i is equivalent to the event γi(λ) = π
σ
i . By the conditional indepen-
dence property of the Dirichlet process mentioned below (57) the vector of measures
with distribution functions (γi(·λ)/γi(λ), 1 ≤ i ≤ n) are jointly independent of each
other and also independent of the random vector (γi(λ), 1 ≤ i ≤ n). In particular,
conditioning on the latter has no effect on the former. This completes the proof. 
For σ ∈ SN and j ∈ [N ], let
(59) qσ(j, t) := p(j)⊙ πσ(j, t),
where πσ(j, ·) is sampled from the conditional distribution given in Lemma 14 for
the given initial and end points. Let MσN be the empirical path
MσN :=
1
N
N∑
j=1
δ{qσ(j,·)}.
It is a probability measure on the space of RCLL paths from [0, 1] to ∆n. That is,
with probability 1N it chooses the pair (p(j), q(σ(j))) and the path q
σ(j, ·) given by
(59).
Analogous to (36), we let
MN :=
∑
σ∈SN
νσNM
σ
N ,
where the weights νσN are given as in (37). The interpretation is the same, except
that the pair in the discrete system is replaced by a (random) path.
Theorem 15. Under the assumptions of Theorem 10, P almost surely, MσN con-
verges weakly to the delta mass on the path (q(t), 0 ≤ t ≤ 1) given by (55), where
(p, q) is chosen at random from the optimal Monge coupling of P0 and P1.
Proof. Consider the representation (58). By the well-known strong law of large
numbers applied to the gamma subordinator, πσj (i, t)/π
σ
j (i), as a monotone function
in t ∈ (0, 1], converges uniformly almost surely to the function h(t) = t, independent
of σ, as λ → ∞. Since, by Theorem 10 and the continuous mapping theorem, the
law of πσ converges to the portfolio map of the optimal Monge coupling of P0 and
P1, the statement of the theorem follows. 
4. Entropy along displacement interpolation
Consider the displacement interpolation {Pt}0≤t≤1 for a pair of probability mea-
sures P0, P1 ∈ La. In this section we study the behaviors of the entropy along such
paths.
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4.1. Statement of main result. By Theorem 4 there exists an exponentially
concave function ϕ1 such that its portfolio map pi1 induces the optimal Monge
coupling
q = T1(p) = p⊙ pi1(p−1).
To focus on the main ideas we will impose some regularity conditions on the function
ϕ; similar conditions are also adopted in [20, 26]. We believe they can be relaxed
using the ideas of [15, Section 4] but this will not be attempted in this paper.
Assumption 2. Assume that ϕ1 is twice continuously differentiable everywhere
on the primal simplex ∆n, and that the quadratic form L(r) defined by (20) is
strictly positive definite everywhere on ∆n.
First we recall the definition of entropy with respect to an arbitrary reference
measure. Following the convention in the theory of optimal transport, our entropy
is the negative of the information-theoretic entropy.
Definition 8 (Entropy). Let µ be a σ-finite measure on ∆n which will be referred
to as the reference measure. Let P ∈ P(∆n) be absolutely continuous with respect
to µ. The entropy of P with respect to µ is defined by
(60) Entµ(P ) =
∫
log
dP
dµ
dP.
Recall the Euclidean coordinate system (p1, . . . , pn−1) with range Dn−1 given by
(28). If ρ = dPdµ is the density of P with respect to µ, then the entropy of P with
respect to µ is given by
Entµ(P ) =
∫
Dn−1
ρ(p) log ρ(p)dµ(p).
Our result takes the most natural form when we adopt a special σ-finite reference
measure, the Dirichlet distribution with all parameters equal to zero. For a given
n it is closely related to the finite-dimensional marginals of the entropic measure
constructed in [24, Section 3.1].
Definition 9 (Reference measure). We let µ0 be the σ-finite measure on ∆n defined
using the parameterization (28) by
(61) dµ0(p) =
1
p1p2 · · · pn−1pn dp1dp2 · · · dpn−1, p ∈ ∆n,
where pn = 1− p1 − · · · − pn−1.
We are now ready to state the main result of this section.
Theorem 16. Consider the displacement interpolation {Pt}0≤t≤1 under Assump-
tion 2. Then the map
(62) t 7→ Entµ0(Pt) + nC(P0, Pt)
is convex on [0, 1].
While the entropy itself may not be convex along the displacement interpolation,
Theorem 16 states that it becomes convex after adding n times the transport cost
from P0 to Pt. We believe that this result suggests the presence of ‘curvature’ in
the space P(∆n) when endowed with the divergence C.
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4.2. A Monge-Ampe`re equation. The main ingredient of the proof of Theorem
16 is a Monge-Ampe`re equation which relates the measures P0 and Pt = (Tt)#P0
in our transport problem. Namely, if we write
(63) dP0(p) = ρ0(p)dµ0(p) and dPt(q) = ρt(q)dµ0(q),
where ρ0 and ρ1 are respectively the densities of P0 and Pt with respect to the
reference measure µ0 (see (61)), we want to express ρt in terms of ρ0.
We begin by introducing some notations. Fix 0 ≤ t ≤ 1. For p ∈ ∆n we let
r = p−1. Recall that ϕt = (1 − t)ϕ0 + tϕ1, where ϕ0(r) = 1n
∑n
i=1 log pi and ϕ1 is
given by Theorem 4. Let
r˜ = (r1, . . . , rn−1) ∈ Dn−1
be the (first n−1) coordinates of r and write ϕt(r) = ϕ˜t(r˜) as a function of r˜. Also
let
L˜t(r˜) := −∇2ϕ˜t(r˜)− (∇ϕ˜t(r˜))(∇ϕ˜t(r˜))⊤
be the Riemannian matrix of the L-divergence of ϕ˜t under coordinate system
r˜. Abusing notations, we also write L˜t(r˜) = L˜t(r). By Assumption 2 we have
det(L˜t(r˜)) > 0 for all r˜ ∈ Dn−1.
Theorem 17. Let p ∈ ∆n, r = p−1 and q = Tt(p). Write π = pit(r). Using the
notations of (63), we have
(64) ρt(q) = ρ0(p)
π1 · · ·πn
det(L˜t(r))
1
r21 · · · r2n
.
This equation is quite different from the classical Monge-Ampe`re equation for
the quadratic cost (see for example [22, Theorem 4.8]). We have not only the
determinant of the Riemannian matrix L˜t of the exponentially concave function
ϕt, but also the product of the portfolio weights. The regularity theory of this
equation is an interesting problem that is beyond the scope of this paper.
The proof of Theorem 17 will make use of the following lemmas.
Lemma 18. Let p ∈ ∆n, r = p−1 and q = Tt(p). Let u ∈ (0,∞)n−1 be the vector
defined by
(65) u = 1+
∇ϕ˜t(r˜)
1− r˜⊤∇ϕ˜t(r˜) ,
where 1 = (1, . . . , 1)⊤ is the vector of all ones. Then
(66) qi =
ui
1 +
∑n−1
j=1 uj
, i = 1, . . . , n− 1.
Proof. Note that
∂
∂r˜i
=
∂
∂ri
− ∂
∂rn
, i = 1, . . . , n− 1.
Since
ei − r = (ei − en)−
n−1∑
k=1
rk(ek − en),
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we have
∇ei−rϕt(r) =


∂ϕ˜
∂r˜i
(r˜)−
n−1∑
k=1
r˜k
∂ϕ˜
∂r˜k
(r˜), for i = 1, . . . , n− 1,
−
n−1∑
k=1
r˜k
∂ϕ˜
∂r˜k
(r˜), for i = n.
Consider the vector of weight ratios given by
wt(r) =
(
(pit(r))1
r1
, . . . ,
(pit(r))n
rn
)⊤
.
Since (pit(r))iri = 1 +∇ei−rϕt(r) by (11), we have
(67) ((wt(r))1, . . . , (wt(r))n−1)
⊤
= 1+∇ϕ˜(r˜)− (r˜⊤∇ϕ˜(r˜))1,
and (wt(r))n = 1− r˜⊤∇ϕ˜(r˜).
We have q = Tt(p) = p⊙ pit(r). By (14), we have
qi
qn
=
(wt(r))i
(wt(r))n
, i = 1, . . . , n− 1.
Let u = (q1/qn, . . . , qn−1/qn)
⊤. From (67), we have
u =
1+∇ϕ˜(r˜)− (r˜⊤∇ϕ˜(r˜))1
1− r˜⊤∇ϕ˜(r˜) = 1+
∇ϕ˜(r˜)
1− r˜⊤∇ϕ˜(r˜) .
Since ui = qi/qn, we obtain (66) by a straightforward computation. 
Recall the so-called matrix determinant lemma. See for example [6, Lemma 1.1].
Lemma 19 (Matrix determinant lemma). Let A be an invertible m × m square
matrix and u, v ∈ Rm be column vectors. Then
det(A+ uv⊤) = (1 + v⊤A−1u)det(A).
Lemma 20. Let Jt(r) be the Jacobian matrix of the transformation r˜ 7→ u (65).
Then
(68) |det(Jt(r))| = r
n
(pit(r))nn
det(L˜t(r)).
In particular, the map r˜ 7→ u (and hence the transport map Tt) is a C1-diffeomorphism.
Proof. Let ∂i =
∂
∂r˜i
and similarly for the second derivatives. Writing down the
components of (65) explicitly, we have
ui = 1 +
∂iϕ˜t
1−∑n−1k=1 r˜k∂kϕ˜t .
For notational simplicity we write π = pit(r), w = π/r and suppress the argument
r throughout. Differentiating, we have
∂ui
∂r˜j
=
(1−∑n−1k=1 r˜k∂kϕ˜t)∂ij ϕ˜+ ∂iϕ˜(∑n−1k=1 r˜k∂kj ϕ˜t + ∂jϕ˜)
(1−∑n−1k=1 r˜k∂kϕ˜t)2
=
1
wn
∂ij ϕ˜t +
1
w2n
∂iϕ˜
(
n−1∑
k=1
r˜k∂kj ϕ˜t + ∂jϕ˜t
)
,
DIRICHLET TRANSPORT 23
where wn = 1−
∑n−1
k=1 r˜k∂kϕ˜t as in the line after (67).
Expressing the above in matrix form, we have
Jt(r) =
1
wn
∇2ϕ˜t + 1
w2n
∇ϕt(∇2ϕ˜tr˜ +∇ϕ˜t)⊤.
Now we apply the matrix determinant lemma (with A = 1wn∇2ϕ˜t, u = 1wn∇ϕ˜t and
v = 1wn (∇2ϕ˜tr˜ +∇ϕ˜t)) to get
det(Jt(z)) =
1
wn−1n
(
1 +
1
wn
(r˜⊤∇ϕt + (∇ϕt)⊤(∇2ϕ˜t)−1(∇ϕ˜t))
)
det(∇2ϕ˜)
=
1
wnn
(
1 + (∇ϕ˜t)⊤(∇2ϕ˜t)−1(∇ϕ˜t)
)
det(∇2ϕ˜).
(69)
In the last equality we used again the identity wn = 1− r˜⊤∇ϕ˜t.
On the other hand, again by the matrix determinant lemma, we have
det(L˜t(r)) = det
(−∇2ϕ˜t − (∇ϕ˜t)(∇ϕ˜t)⊤)
=
(
1 + (∇ϕ˜t)⊤(∇2ϕ˜t)−1(∇ϕ˜t)
)
det(−∇2ϕ˜).
Plugging this into (69) gives the formula (68).
From the proof of [26, Proposition 2.9], we have that the map r˜ 7→ u is C1 and
one-to-one. By Assumption 2, the Jacobian determinant is everywhere non-zero.
Thus, by the inverse function theorem, the map r˜ 7→ u is a C1-diffeomorphism. 
Proof of Theorem 17. Consider the transformation p 7→ q = Tt(p) which is a C1-
diffeomorhpism by Lemma 20. The following heuristic formula can be justified by
the change of variables formula:
dPt(q) = ρt(q)
1
q1 · · · qn dq1 · · · dqn−1 = ρ0(p)
1
p1 · · · pn dp1 · · · dpn−1 = dP0(p).
This gives
(70) ρt(q) = ρ0(p)
q1 · · · qn
p1 · · · pn
1∣∣∣ ∂(q1,...,qn−1)∂(p1,...,pn−1)
∣∣∣ .
We need to find the Jacobian determinant tof the transformation p 7→ q. Using
the notations of Lemma 18, the transport map can be written as the composition
(71) p 7→ r = p−1 7→ u 7→ q.
Thus we can express the Jacobian determinant as a product.
First we consider p 7→ r. Since
ri =
1/pi∑n
j=1 1/pj
,
for 1 ≤ i, j ≤ n− 1 we have
∂ri
∂pj
=
−ri
pi
δij +
1
pi
(r2j − r2n).
By the matrix determinant lemma, we have after some computations
(72)
∣∣∣∣ ∂(r1, . . . , rn−1)∂(p1, . . . , pn−1)
∣∣∣∣ = r1 · · · rnp1 · · · pn .
The Jacobian determinant of the transformation r 7→ u has been computed in
Lemma 20.
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Finally, it is easy to show that
(73)
∂(q1, . . . , qn−1)
∂(u1, . . . , un−1)
= qnn .
Combining (72), Lemma 20 and (73), we have∣∣∣∣ ∂(q1, . . . , qn−1)∂(p1, . . . , pn−1)
∣∣∣∣ = r1 · · · rnp1 · · · pn
rn
πnn
det(L˜t(r))q
n
n .
Plugging this into (70), we get
ρt(q) = ρ0(p)
q1 · · · qn
r1 · · · rn
πnn/r
n
n
det(L˜t(r))qnn
.
Since qi = (πi/ri)/
∑n
j=1(πj/rj) by (14), simplifying gives the desired formula
(64). 
4.3. Proof of Theorem 16. Consider the entropy
Entµ0(Pt) =
∫
log
dPt
dµ0
(q)dPt(q).
Using the Monge-Ampe`re equation (64), we have
Entµ0(Pt) =
∫
log ρt(Tt(p))dP0(p)
=
∫
log
(
ρ0(p)
π1 · · ·πn
det(L˜t(r))
1
r21 · · · r2n
)
dP0,
where π = pit(r) = pit(p
−1). It follows that Entµ0(Pt) equals
Entµ0(P0) +
∫ n∑
i=1
log πidP0 −
∫
log det(L˜t(r))dP0
plus a constant which does not depend on t.
On the other hand, since by Lemma 2
c(p, q) = H (e | π) =
n∑
i=1
1
n
log
1/n
πi
,
we have
nC(P0, Pt) = n log
1
n
−
∫ n∑
i=1
log πidP0.
Thus
Entµ0(P0) + nC(P0, Pt) = K −
∫
log det(L˜t(r))dP0(p).
for some constant K, and the convexity of t 7→ Entµ0(P0)+nC(P0, Pt) is equivalent
to that of
t 7→ −
∫
log det(L˜t(r))dP0(p).
Lemma 21. For any r ∈ ∆n fixed, the map t 7→ L˜t(r) is concave in the Lo¨wner
order, i.e., if t = (1− α)t1 + αt2 and α ∈ [0, 1], then
L˜t(r) −
[
(1 − α)L˜t1(r) + αL˜t2(r)
]
is positive semidefinite.
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Proof. Since ϕ˜t = (1− α)ϕ˜t1 + αϕ˜t2 , we have
L˜t(r) −
[
(1 − α)L˜t1(r) + αL˜t2(r)
]
= α(1 − α) [(∇ϕ˜t1 )(∇ϕ˜t1)⊤ + (∇ϕ˜t1)(∇ϕ˜t2 )⊤ + (∇ϕ˜t2)(∇ϕ˜t1 )⊤ + (∇ϕ˜t2)(∇ϕ˜t2 )⊤]
= α(1 − α)(∇ϕ˜t1 +∇ϕ˜t2)(∇ϕ˜t1 +∇ϕ˜t2)⊤,
which is clearly positive semidefinite. 
By the previous lemma the map t 7→ L˜t(z) is concave in the Lo¨wner order. The
map A 7→ (det(A))1/(n−1) is non-decreasing in the Lo¨wner order by the Minkowski
determinant inequality. Also, it is a well-known fact (see for example [5, Theorem
17.9.1]) that − log det(·) is a convex function of non-negative definite matrices.
Combining, − log det(·) is a non-increasing convex function in the Lo¨wner order.
By Lemma 21, t 7→ − log det(L˜t(r)) is convex in t and the theorem is proved.
5. Dimension-free bounds of the transport cost
As a consequence of ths structure of our Lagrangian, in this final section we
derive, under suitable conditions, upper bounds of the transport cost C(P,Q) that
do not depend explicitly on the dimension n (or, rather, n− 1, of the simplex ∆n).
The bounds will be derived from a natural way of generating a random element
from the simplex ∆n. Consider n− 1 distinct points on the unit interval (0, 1), say
u1, . . . , un−1. Arrange them in increasing order:
0 < u(1) < u(2) < · · · < u(n−1) < 1.
Consider the gaps between the order statistics, i.e.,
(74) pi = u(i) − u(i−1), i = 1, . . . , n,
where by convention u(0) := 0 and u(n) := 1. Then p = (p1, . . . , pn) ∈ ∆n. For
instance, we let U1, . . . , Un−1 be i.i.d. uniform random variables on (0, 1), then the
vector of gaps is uniformly distributed on ∆n.
Given n ≥ 2, let Pn ∈ P(∆n) denote the uniform distribution on ∆n. On the
other hand, let X1, . . . , Xn−1 be i.i.d. [0, 1]-valued random variables with distribu-
tion function F that admits a continuous strictly positive density f . In particular,
F (0) = 0 and F (1) = 1. Let q = (q1, . . . , qn) be the gaps between the order sta-
tistics of X , and let Qn denote its law in ∆n. A natural coupling of Pn and Qn
can be obtained by generating U1, . . . , Un−1 whose gaps are distributed according
to Pn and defining Xi = F
−1(Ui) for 1 ≤ i ≤ n− 1. Using this coupling (which is
not necessarily optimal for cost function c) we obtain the following bound.
Theorem 22. Suppose that the density f of F is continuous and strictly positive
on [0, 1]. Then
lim sup
n→∞
C (Pn, Qn) ≤ H(F ),
where the right side is the Shannon entropy of the distribution function F with
respect to the Lebesgue measure:
H(F ) = −
∫ 1
0
f(u) log f(u)du.
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Proof. Since F−1 is an increasing function, it follows that for the coupling given
before the statement the order statistics are preserved. That is, F−1
(
U(i)
)
= X(i).
Thus the cost of transport is given by
c(p, q) = log
(
1
n
n∑
i=1
F−1(U(i))− F−1(Ui−1)
U(i) − U(i−1)
)
− 1
n
n∑
i=1
log
(
F−1(U(i))− F−1(Ui−1)
U(i) − U(i−1)
)
,
where U(0) ≡ 0 and U(n) ≡ 1. The proof is completed by the following lemma. 
Lemma 23. The sequence of random variables
log
(
1
n
n∑
i=1
F−1(U(i))− F−1(Ui−1)
U(i) − U(i−1)
)
, n ≥ 1,
converges to zero in L1. The sequence of random variables
− 1
n
n∑
i=1
log
(
F−1(U(i))− F−1(Ui−1)
U(i) − U(i−1)
)
converges in L1 to Ent(F ) = − ∫ 10 f(u) log f(u)du.
Proof. Let G = F−1. Since f is strictly positive and continuous on [0, 1], it is uni-
formly continuous on [0, 1] and bounded above by, say, M > 0, and bounded below
by, say, m > 0. Hence G is continuously differentiable and G′(u) = 1/f (G(u)) ∈
[1/M, 1/m].
Consider the function
R(h) := max
x∈[0,1−h]
∣∣∣∣G(x+ h)−G(x)h −G′(x)
∣∣∣∣ , 0 < h < 1.
We have the straightforward estimate
R(h) ≤ max
x∈[0,1−h]
1
h
∫ h
0
|G′(x+ t)−G′(x)| dt.
Since G′ is uniformly continuous on [0, 1], for ǫ > 0 there exists δ > 0 such that
|G′(x+ t)−G′(x)| < ǫ whenever t ≤ δ. It follows that
lim
h↓0
R(h) = 0.
Let ǫ > 0 be given. Let δ > 0 be such that R(h) < ǫ whenever h < δ. Then∣∣∣∣∣ 1n
n∑
i=1
G(U(i))−G(U(i−1))
U(i) − U(i−1)
− 1
n
n∑
i=1
G′(U(i−1))
∣∣∣∣∣
≤ ǫ+ 1
n
∑
i:U(i)−U(i−1)>δ
G′(U(i−1))
≤ ǫ+
(
1
m
)
· #{i : U(i) − U(i−1) > δ}
n
.
Since the U(i)’s are the order statistics of the uniform distribution, it is not difficult
to show that
#{i:U(i)−U(i−1)>δ}
n → 0 in L1. Thus 1n
∑n
i=1
G(U(i))−G(U(i−1))
U(i)−U(i−1)
and
1
n
∑n
i=1G
′(U(i−1)) have the same L
1 limit (if exists).
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On the other hand, since 1M ≤ G′ ≤ 1m , we have
1
n
∑
i
G′(U(i))→
∫ 1
0
G′(u)du = F−1(1)− F−1(0) = 1
almost surely. By continuity of log, we also have
log
(
1
n
n∑
i=1
G(U(i))−G(U(i−1))
U(i) − U(i−1)
)
→ 0 a.s.
Since G′ is bounded between 1M and
1
m , by the mean value theorem the convergence
holds in L1 as well.
Since G′ is bounded above and below (from 0), a similar argument shows that
− 1n
∑n
i=1 log
(
G(U(i))−G(U(i−1))
U(i)−U(i−1)
)
and− 1n
∑n
i=1 logG
′(U(i−1)) have the same L
1 limit
given by
−
∫ 1
0
logG′(u)du =
∫ 1
0
log f(G(u))du = −
∫ 1
0
f(x) log f(x)dx,
which is the entropy of f .

Appendix
Proof of Proposition 3. Let θi = − log pi and φi = − log qi for 1 ≤ i ≤ n. Then the
cost function (2) takes the form
(75) c(p, q) = log
(
1
n
n∑
i=1
eθi−φi
)
− 1
n
n∑
i=1
(θi − φi).
By the Cauchy-Schwarz inequality, we have
c(p, q) ≤ 1
2
[
log
(
1
n
n∑
i=1
e2θi
)
− 1
n
n∑
i=1
(2θi)
]
+
1
2
[
log
(
1
n
n∑
i=1
e−2φi
)
− 1
n
n∑
i=1
(−2φi)
]
.
Since
log
(
1
n
n∑
i=1
e2θi
)
≤ 2 max
1≤i≤n
|θi| ≤ 2
n∑
i=1
|θi|,
we have the estimate
c(p, q) ≤
(
1 +
1
n
)( n∑
i=1
|θi|+ |φi|
)
.
Integrating against any coupling R ∈ Π(P,Q) and replacing the constant by 2 shows
that the transport cost is finite whenever P,Q ∈ L. 
Proof of Theorem 4. Since P,Q ∈ L, by Proposition 3 we haveC(P,Q) <∞. Since
the cost function is continuous and bounded below, by general results of optimal
transport (see for example [22, 23]), there exists an optimal coupling R∗ ∈ Π(P,Q)
solving the transport problem, and its support is c-cyclical monotone.
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Let m ≥ 1 and let {(p(s), q(s)}m−1s=0 be a sequence in the support of R∗. By the
c-cyclical monotonicity of R∗, we have
m−1∑
j=0
log
(
1
n
n∑
i=1
qi(s)
pi(s)
)
≤
m−1∑
j=0
log
(
1
n
n∑
i=1
qi(s)
pi(s+ 1)
)
,
where by convention (p(m), q(m)) := (p(0), q(0)). For each s let π(s) = q(s)⊙p(s)−1
and r(s) = p(s)−1. Rearranging, we have
m−1∑
j=0
log
(
n∑
i=1
qi(s)/pi(s)∑n
k=1 qk(s)/pk(s)
pi(s)
pi(s+ 1)
)
=
m−1∑
j=0
log
(
n∑
i=1
πi(s)
ri(s+ 1)
ri(s)
)
≥ 0.
(76)
Thus the (multi-valued) portfolio map
r 7→ {π = q ⊙ p−1 : p = r−1, (p, q) ∈ supp(R∗)}
induced by the optimal coupling is multiplicatively cyclical monotone in the sense of
(76). (In [19, Proposition 12] we performed this argument using another coordinate
system.)
By [19, Proposition 4, Proposition 6], there exists an exponentially concave func-
tion ϕ on ∆n such that if pi is the portfolio map generated by ϕ, (p, q) is any pair
in the support of R∗ and ϕ is differentiable at r = p−1, then
(77) π = q ⊙ p−1 = pi(r).
Rearranging, we have q = p ⊙ pi(p−1) which is the image of p under the map-
ping (13). Since P ∈ La is absolutely continuous and ϕ is differentiable almost
everywhere, for P -a.e. values of p there is a unique element q ∈ ∆n such that
(p, q) ∈ supp(R∗) and (77) holds. This proves (i) and (ii) together. 
Proof of Proposition 6. First we show that Pt ∈ L for all t. By Remark 2, for each
p the trace of {Tt(p)}0≤t≤1 is a straight line in ∆n. It follows that for each i we
have
| log(Tt(p))i| ≤ max{| log pi|, | log(T1(p))i|} ≤ | log pi|+ | log(T1(p))i|.
Since both P0, P1 ∈ L by assumption, we have Pt ∈ L as well.
Next we prove that Pt is absolutely continuous. For vectors a and b we let
a
b = (
ai
bi
) be the vector of component-wise ratios, and we use a · b and 〈a, b〉 inter-
changeably to denote the Euclidean dot product.
Let 0 < t < 1 be given. Let wt(r) =
pit(r)
r be the vector of unnormalized weight
ratios. Recall that q = Tt(p) = p ⊙ pit(p−1) = r−1 ⊙ pit(r) and similarly for q′.
Then, by (14), we have
q = Tt(p) =
(
(wt(r))i∑n
j=1(wt(r))j
)
1≤i≤n
.
Thus, if we can prove that the distribution P˜t of wt(r) (where r = p
−1 and p ∼ P0)
is absolutely continuous, then Pt is absolutely continuous and we are done.
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To this end, consider the quantity〈
pit(r
′)
r′
− pit(r)
r
, r′ − r
〉
= (1− t)
〈
e
r′
− e
r
, r′ − r
〉
+ t
〈
pi1(r
′)
r′
− pi1(r)
r
, r′ − r
〉
= (1− t)
(
2− e · r
r′
− e · r
′
r
)
+ t
(
2− pi1(r′) · r
r′
− pi1(r) · r
′
r
)
≤ −(1− t) log
((
e · r
r′
)(
e · r
′
r
))
− t log
((
pi1(r
′) · r
r′
)(
pi1(r) · r
′
r
))
.
(78)
In the last line we used the estimate log(1 + x) ≤ x.
By the multiplicative cyclical monotonicity of the portfolio maps (see (76)), we
have (
e · r
r′
)(
e · r
′
r
)
≥ 1,
(
pi1(r
′) · r
r′
)(
pi1(r) · r
′
r
)
≥ 1
for all r, r′ ∈ ∆n. It follows from (78) and the Cauchy-Schwarz inequality that
(79)
∥∥∥∥pit(r′)r′ − pit(r)r
∥∥∥∥ ≥ (1− t) log
((
e · rr′
)(
e · r′r
))
‖r′ − r‖ , r 6= r
′.
By (19), the right hand side of (79) equals
(80) (1− t)c(r, r
′) + c(r′, r)
‖r − r′‖ ,
which is positive for r 6= r′. By the Taylor approximation (22) c(r, r′) + c(r′, r) is
of order ‖r − r′‖2 when r ≈ r′, thus (80) is of order (1− t)‖r − r′‖ when r ≈ r′.
From (79) and the previous observation, the mapping p 7→ r = p−1 7→ wt(r) is
one-to-one and its inverse is locally Lipschitz. Since P0 is absolutely continuous by
assumption, we have that P˜t, and hence Pt, is absolutely continuous.
To prove the second claim, let pit be the portfolio map at time t. By Lemma 2,
we have
C(P0, Pt) = Ep∼P0
[
H
(
e | pit(p−1)
)]
= Ep∼P0
[
H
(
e | (1 − t)e+ tpi1(p−1)
)]
.
By properties of the relative entropy (see for example [5, Theorem 2.7.2]) the quan-
tity H
(
e | (1− t)e+ tpi1(p−1)
)
is smooth and convex in t, and is increasing and
strictly convex whenever pi1(p
−1) 6= e. Since P0 6= P1 by assumption, the last
condition holds on a set of positive probability under P0. This completes the proof
of the proposition. 
Proof of Lemma 9. Recall that
(81) D[q′ : q] = log(1 +∇ϕ(q) · (q′ − q))− (ϕ(q′)− ϕ(q)).
Since log(1 + x) ≤ x, we have the upper bound
D[q′ : q] ≤ ∇ϕ(q) · (q′ − q)− (ϕ(q′)− ϕ(q))
which is the Bregman divergence of ϕ (see [2, Chapter 1]). Let q 6= q′. Applying
Taylor’s theorem along the line segment [q, q′] from q to q′, we have
D[q′ : q] ≤ ‖q′ − q‖2(v⊤(−∇2ϕ(q′′))v)
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for some q′′ on [q, q′] and v = q
′−q
‖q′−q‖ . From the hypotheses we have
(v⊤(−∇2ϕ(q′′))v) ≤ C1,
so the upper bound in (39) holds with α′ = C1.
To derive a lower bound, let Φ = eϕ and express (81) in the form
D[q′ : q] = log
(
Φ(q) +∇Φ(q) · (q′ − q)
Φ(q′)
)
= − log
(
Φ(q) +∇Φ(q) · (q′ − q) + ‖q′ − q‖2(v⊤∇2Φ(q′′)v)
Φ(q) +∇Φ(q) · (q′ − q)
)
= − log
(
1 +
(v⊤∇2Φ(q′′)v)
Φ(q) +∇Φ(q) · (q′ − q)‖q
′ − q‖2
)
.
Again q′′ is some point on [q, q′] and v is as above. Using − log(1 + x) ≥ −x, we
have the bound
(82) D[q′ : q] ≥ C2
Φ(q) +∇Φ(q) · (q′ − q)‖q
′ − q‖2.
Since Φ is non-negative and concave on ∆n, it is bounded above by some M > 0.
Since ‖q′ − q‖ ≤ 1 for q, q′ ∈ ∆n, we have
Φ(q) +∇Φ(q) · (q′ − q) ≤M + C3.
Plugging this into (82) gives the lower bound with α = C2M+C3 . 
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