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Abstract
We are concerned with a moment problem for a nonlinear pseudoparabolic equation with one space
dimension on an interval. The boundary conditions are imposed in terms of the zero-order moment and the
first-order moment. Based on an elliptic estimate and an iteration method we established the well-posedness
of solutions in the usual Sobolev space. We are able to get regularity of the solution so that both solution
and its derivative with respect to the time variable belong to the same Sobolev space with respect to the
space variable. This feature is different from problems with parabolic equations, where the regularity order
of solution is higher than that of the time derivative with respect to the space variable. Previous results
reflected only this parabolic nature for the pseudoparabolic equation.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Let [α,β] (α < β) be an interval of the real line R and let T be a positive real number. In this
paper, we shall consider the following one-dimensional nonlinear pseudoparabolic equation
ut −
(
a(x, t)uxt
)
x
= F(x, t, u,ux,uxx), α < x < β, 0 < t < T, (1.1)
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u(x,0) = u0(x), α  x  β, (1.2)
and the nonlocal moment boundary conditions
β∫
α
u(x, t) dx = 0,
β∫
α
xu(x, t) dx = 0, 0 t  T . (1.3)
Initial-boundary value problems for pseudoparabolic equations have been investigated exten-
sively in the past years. This kind of equations models a variety of important physical processes,
for example, long dispersive waves [2], discrepancy between the conductive and thermodynamic
temperatures [7], and aggregation of populations [14], etc. Integral representations of solutions
were obtained in [8,12]. Existence and uniqueness of solutions of boundary value problem of
Dirichlet or Neumann type were established in [5,13,15,16]. Numerical solutions by spectral
method were studied in [15]. Riemann problem and Riemann–Hilbert problem were investigated
in [9,10]. Nonlocal boundary value problems were studied in [3,4] and references therein.
In [4], for the linear pseudoparabolic equation
ut −
(
a(x, t)ux
)
x
− (a(x, t)uxt)x + q(x, t)u = f (x, t),
the nonlocal boundary value problems (1.2) and (1.3) were investigated.
For the nonlinear function F in (1.1) we assume that
F : [α,β] × [0, T ] ×R3 →R and there exists a positive constant K such that∣∣F (x, t, y11 , y12 , y13)− F (x, t, y21 , y22 , y23)∣∣K(∣∣y11 − y21 ∣∣+ ∣∣y12 − y22 ∣∣+ ∣∣y13 − y23 ∣∣)
for x ∈ [α,β], t ∈ [0, T ], yji ∈R, i = 1,2,3, j = 1,2. (1.4)
We shall establish the well-posedness of the problem (1.1)–(1.3) under the condition (1.4).
We are able to get regularity of the solution u for both u and ut so that they belong to the same
Sobolev space with respect to the space variable x. This feature is different from problems with
parabolic equations, where the regularity order of u is higher than that of ut with respect to x.
The results in [4] reflected only this parabolic nature for the pseudoparabolic equation.
We now introduce some function spaces needed in this paper. Let X be a Banach space and
let u : (0, T ) → X be an abstract function. We denote by L2(0, T ;X) the standard Banach space
with the norm
‖u‖L2(0,T ;X) =
( T∫
0
∥∥u(t)∥∥2
X
dt
)1/2
,
and by W 1,2(0, T ;X) the Banach space of all u ∈ L2(0, T ;X) with ut ∈ L2(0, T ;X). The norm
in W 1,2(0, T ;X) is
‖u‖W 1,2(0,T ;X) =
(‖u‖2
L2(0,T ;X) + ‖ut‖2L2(0,T ;X)
)1/2
.
Let W 1,∞(α,β), Hi(α,β) and H 0(α,β) = L2(α,β) be the standard Sobolev spaces [1,6]. Their
norms are denoted by ‖ · ‖1,∞, ‖ · ‖i and ‖ · ‖0, respectively.
Throughout this paper, we denote by c a universal constant. This means that it may change
from time to time.
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with given moments. In Section 3 we shall establish the existence and uniqueness of solutions for
the problem (1.1)–(1.3). Our results will be applied to the linear problem studied in [4]. Through
our iteration method we are able to get solutions in Sobolev space instead of in weak sense as
in [4].
2. Well-posedness of solution for a linear elliptic problem
In this section, we consider the following linear elliptic problem with moment boundary con-
ditions⎧⎪⎪⎪⎨
⎪⎪⎪⎩
v(x) − (a(x)vx(x))x = f (x), α < x < β,
β∫
α
v(x) dx = 0,
β∫
α
xv(x) dx = 0. (2.1)
Assume that a ∈ W 1,∞(α,β) and there exist positive constants a1, a2, a3 such that
0 < a1  a(x) a2, ∀x ∈ [α,β], (2.2)
‖a‖1,∞  a3. (2.3)
Let
w(x) =
x∫
α
v(ξ) dξ. (2.4)
Then we have that
v(x) = w′(x), (2.5)
and w satisfies⎧⎪⎪⎨
⎪⎪⎩
w(x) − a(x)wxx(x) = F(x) − a(α)wxx(α), α < x < β,
w(α) = 0, w(β) = 0,
β∫
α
w(x)dx = 0, (2.6)
where
F(x) =
x∫
α
f (ξ) dξ. (2.7)
From (2.4)–(2.7), we have
Proposition 2.1. v ∈ H 2(α,β) is a solution of (2.1) if and only if w = ∫ x
α
v(ξ) dξ ∈ H 3(α,β) is
a solution of (2.6).
By Proposition 2.1, to study the well-posedness of the problem (2.1) in H 2(α,β), it suffices
to consider the problem (2.6) in H 3(α,β). To this end, we need some results about the following
classical problem:{
W(x) − a(x)Wxx(x) = G(x), α < x < β, (2.8)
W(α) = 0, W(β) = 0.
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unique solution W in H 2(α,β) [11]. Let P denote the solution mapping of (2.8) from G to W .
That is, W = P(G). For the operator P we have
Lemma 2.2. Assume that the function a satisfies (2.2). Then the operator P defined above has
the following properties:
(1) P is a bounded linear mapping from L2(α,β) to H 2(α,β), i.e.∥∥P(G)∥∥2  c‖G‖0, ∀G ∈ L2(α,β); (2.9)
(2) In addition, if a satisfies (2.3), then P is a bounded linear mapping from H 1(α,β) to
H 3(α,β). That is∥∥P(G)∥∥3  c‖G‖1, ∀G ∈ H 1(α,β); (2.10)
(3) P(1) 0 and ∫ β
α
P (1) dx > 0.
Proof. The linearity of P is obvious. We rewrite (2.8) in the form⎧⎨
⎩
1
a(x)
W(x) − Wxx(x) = 1
a(x)
G(x), α < x < β,
W(α) = 0, W(β) = 0.
(2.11)
For (1), in L2(α,β), taking inner product in (2.11) with W and integrating by parts, we get
‖W‖0 + ‖Wx‖0  c‖G‖0, (2.12)
by (2.2). It follows from (2.11) and (2.12) that
‖Wxx‖0 =
∥∥∥∥1a (G − W)
∥∥∥∥
0
 c‖G‖0. (2.13)
Hence (2.9) follows.
For (2), from (2.8) we have
Wx − axWxx − aWxxx = Gx.
By (2.12), (2.13), (2.2) and (2.3), we obtain
‖Wxxx‖0 =
∥∥∥∥1a (Wx − axWxx − Gx)
∥∥∥∥
0
 c
(‖G‖0 + ‖Gx‖0).
So we have (2.10).
The first inequality in (3) follows from the maximum principal [11]. The second inequality is
from the first inequality and the continuity of P(1). 
We now state the main result of this section.
Theorem 2.3. Assume that a satisfies (2.2) and (2.3). If f ∈ L2(α,β) then the problem (2.1) has
a unique solution v in H 2(α,β) and
‖v‖2  c‖f ‖0. (2.14)
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in H 3(α,β) under the assumptions.
For the uniqueness of the solution of the problem (2.6), we only need to prove that
if w ∈ H 3(α,β) is a solution corresponding to F ≡ 0 then w ≡ 0. Note that in this case
w ∈ C2(α,β) by Sobolev embedding theorem and hence wxx(α) makes sense.
Let w be a solution of the homogeneous problem (2.6), that is F ≡ 0. We first claim that
wxx(α) = 0. (2.15)
In fact, if this is not the case, then either wxx(α) < 0 or wxx(α) > 0. Suppose that wxx(α) < 0.
Then (2.6) implies that⎧⎪⎪⎨
⎪⎪⎩
w(x) − a(x)wxx(x) > 0, α < x < β,
w(α) = 0, w(β) = 0,
β∫
α
w(x)dx = 0.
It follows from the maximum principal that
w(x)min
{
w(α),w(β)
}= 0, ∀x ∈ (α,β).
Hence, combining with the condition that
∫ β
α
w(x)dx = 0 and the continuity of w, we deduce
that w ≡ 0 on [α,β]. This contradicts to wxx(α) < 0.
If wxx(α) > 0, the same argument also leads to a contradiction. This proves our claim (2.15).
From (2.15) and (2.6), w satisfies{
w(x) − a(x)wxx(x) = 0, α < x < β,
w(α) = 0, w(β) = 0.
Thus w ≡ 0. This shows the uniqueness of solutions.
Now we prove the existence. Since f ∈ L2(α,β), we have
F ∈ H 1(α,β) and F(α) = 0,
by (2.7).
Define
w = P(F) −
∫ β
α
P (F )dx∫ β
α
P (1) dx
P (1), (2.16)
where P is the operator defined in Lemma 2.2. Then w ∈ H 3(α,β) by (2) of Lemma 2.2, and a
routine check shows that
w(α) = w(β) = 0,
β∫
α
w(x)dx = 0, wxx(α) =
∫ β
α
P (F )dx
a(α)
∫ β
α
P (1) dx
,
and w satisfies the first equation of (2.6). Therefore w is a solution of (2.6) in H 3(α,β) and we
have the existence.
Finally, (2.14) follows from the fact that v = wx is the unique solution of (2.1) in H 2(α,β),
(2.10) and (2.16). 
1062 D.-Q. Dai, Y. Huang / J. Math. Anal. Appl. 328 (2007) 1057–1067We now consider the elliptic problem (2.1) with a parameter t ∈ [0, T ]. In this case, (2.1)
becomes⎧⎪⎪⎪⎨
⎪⎪⎪⎩
v(x, t) − (a(x, t)vx(x, t))x = f (x, t), α < x < β, 0 t  T ,
β∫
α
v(x, t) dx = 0,
β∫
α
xv(x, t) dx = 0, 0 t  T . (2.17)
For each fixed t ∈ [0, T ], if a(·, t) satisfies (2.2) and (2.3) and f (·, t) ∈ L2(α,β), then by
Theorem 2.3, there exists a unique solution v for the problem (2.17) with v(·, t) ∈ H 2(α,β) and
the estimate (2.14) holds. The following lemma gives the regularity of the solution with respect
to t .
Lemma 2.4. Assume that a(x, t) satisfies (2.2) and (2.3) uniformly for t ∈ [0, T ]. Moreover,
if a ∈ L∞(0, T ;W 1,∞(α,β)) and f ∈ L2(0, T ;L2(α,β)), then the unique solution v of the
problem (2.17) belongs to L2(0, T ;H 2(α,β)) and
‖v‖L2(0,T ;H 2(α,β))  c‖f ‖L2(0,T ;L2(α,β)). (2.18)
Proof. First we show that v is strongly measurable as a function from [0, T ] to H 2(α,β). Since
the functions a and f are strongly measurable from [0, T ] to W 1,∞(α,β) and from [0, T ] to
L2(α,β), respectively, there are sequences of simple (finitely-valued) functions ak : [0, T ] →
W 1,∞(α,β) and fk : [0, T ] → L2(α,β) such that [17, Chapter V]
lim
k→∞‖ak − a‖W 1,∞(α,β) = 0, a.e. t ∈ [0, T ], (2.19)
lim
k→∞‖fk − f ‖L2(α,β) = 0, a.e. t ∈ [0, T ]. (2.20)
For any fixed positive integer k, since ak and fk are simple functions, there exist two parti-
tions P1 and P2 of the interval [0, T ] such that ak and fk are constants with respect to t on each
subinterval belongs to P1 and P2, respectively. Let P be the fine partition obtained by combin-
ing P1 and P2. Then ak and fk are constant with respect to t on each subinterval belonging to
the partition P . More precisely, if we denote
P : 0 tk0 < tk1 < · · · < tknk  T ,
then we have
ak(t, x) = ak
(
tki , x
)
, fk(t, x) = fk
(
tki , x
)
,
for tki  t < tkt+1, i = 0,1, . . . , nk − 1.
For each positive integer i with 0 i  nk , let v
tki
k (x) be the solution of (2.17) with a and f
replaced by ak(tki , x) and fk(t
k
i , x), respectively. So v
tki
k (x) is constant with respect to t . Define
vk(t, x) = vt
k
i
k (x), for t
k
i  t < tki+1, i = 0,1, . . . , nk − 1.
Then vk is a simple function with respect to t and it also is the solution of (2.17) with a and f
replaced by ak and fk , respectively.
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⎪⎪⎪⎩
wk − (akwkx)x = fk − f +
[
(ak − a)vx
]
x
, α < x < β, 0 t  T ,
β∫
α
wk(x, t) dx = 0,
β∫
α
xwk(x, t) dx = 0, 0 t  T .
Following the proof of Theorem 2.3, we get∥∥wk(·, t)∥∥H 2(α,β)
 c
(∥∥fk(·, t) − f (·, t)∥∥0 + ∥∥[(ak(·, t) − a(·, t))vx]x∥∥0)
 c
(∥∥fk(·, t) − f (·, t)∥∥0 + ∥∥ak(·, t) − a(·, t)∥∥W 1,∞(α,β)∥∥v(·, t)∥∥2)
 c
(∥∥fk(·, t) − f (·, t)∥∥0 + ∥∥ak(·, t) − a(·, t)∥∥W 1,∞(α,β)∥∥f (·, t)∥∥0) a.e. t ∈ [0, T ],
by (2.14).
Combining (2.19) and (2.20), we have
lim
k→∞‖vk − v‖H 2(α,β) = 0, a.e. t ∈ [0, T ].
Hence v is strongly measurable with respect to t .
From the assumptions and the proof of Theorem 2.3, we know that the constant c in (2.14)
does not depend upon t ∈ [0, T ]. Thus (2.18) follows directly from (2.14). 
3. Solvability of the nonlinear pseudoparabolic problem
In this section, we prove the main result.
Theorem 3.1. Let the function a satisfy the assumptions in Lemma 2.4 and F satisfy (1.4).
If u0 ∈ H 2(α,β) such that
F0 ∈ L2
(
0, T ;L2(α,β)), (3.1)
where F0(x, t) = F(x, t, u0, (u0)x, (u0)xx), then the problem (1.1)–(1.3) has a unique solution
u ∈ W 1,2(0, T ;H 2(α,β)).
Proof. Existence. We use the successive approximation method. We define
u0(x, t) = u0(x),
as the initial value. Suppose that un(x, t) is defined, we let un+1(x, t) be the solution of the
problem⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
un+1t −
(
aun+1xt
)
x
= F (x, t, un,unx, unxx), α < x < β, 0 < t < T,
un+1(x,0) = u0(x), α  x  β,
β∫
α
un+1(x, t) dx = 0,
β∫
α
xun+1(x, t) dx = 0, 0 t  T .
(3.2)
We first claim that if un ∈ W 1,2(0, T ;H 2(α,β)), then for the composite function Fn(x, t) =
F(x, t, un,unx, u
n
xx) we have Fn ∈ L2(0, T ;L2(α,β)).
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For n 1, by the assumption (1.4), we have∣∣Fn(x, t)∣∣ ∣∣Fn(x, t) − F0(x, t)∣∣+ ∣∣F0(x, t)∣∣
K
(∣∣un(x, t) − u0∣∣+ ∣∣unx(x, t) − (u0(x))x∣∣+ ∣∣unxx(x, t) − (u0(x))xx∣∣)
+ ∣∣F0(x, t)∣∣.
By the assumptions on un, we have that Fn ∈ L2(0, T ;L2(α,β)) and thus this proves our claim.
Next we show the existence of the solution un+1 of (3.2). To this end, we consider the problem⎧⎪⎪⎪⎨
⎪⎪⎪⎩
vn+1(x, t) − (a(x, t)vn+1x (x, t))x = Fn(x, t), α < x < β, 0 t  T ,
β∫
α
vn+1(x, t) dx = 0,
β∫
α
xvn+1(x, t) dx = 0, 0 t  T . (3.3)
By virtue of Lemma 2.4, there exists a unique solution vn+1 ∈ L2(0, T ;H 2(α,β)) for the prob-
lem (3.3). To the problem (3.2), we define
un+1(x, t) =
t∫
0
vn+1(x, τ ) dτ + u0(x).
Then un+1 is a solution of (3.2) and un+1 ∈ W 1,2(0, T ;H 2(α,β)). Hence the sequence {un}∞n=0
is well defined. We now show that it is convergent in W 1,2(0, T ;H 2(α,β)). To this end, let
zn(x, t) = un+1(x, t) − un(x, t)
we then have⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
znt (x, t) −
(
a(x, t)znxt (x, t)
)
x
= Fn(x, t) − Fn−1(x, t), α < x < β, 0 t  T ,
zn(x,0) = 0, α  x  β,
β∫
α
zn(x, t) dx = 0,
β∫
α
xzn(x, t) dx = 0, 0 t  T .
(3.4)
By Lemma 2.4 and the assumption (1.4), we get∥∥znt (·, t)∥∥2  c∥∥Fn(·, t) − Fn−1(·, t)∥∥0
 cK
(∥∥(un − un−1)(·, t)∥∥0 + ∥∥(unx − un−1x )(·, t)∥∥0 + ∥∥(unxx − un−1xx )(·, t)∥∥0)
 c
∥∥zn−1(·, t)∥∥2.
Define yn(x, t) = znt (x, t), then
zn(x, t) =
t∫
0
yn(x, τ ) dτ, (3.5)
and
∥∥yn(·, t)∥∥2  c
∥∥∥∥∥
t∫
yn−1(·, τ ) dτ
∥∥∥∥∥
2
 c
t∫ ∥∥yn−1(·, τ )∥∥2 dτ,0 0
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∥∥yn(·, t)∥∥2  c (ct)n−1(n − 1)!
T∫
0
∥∥y0(·, τ )∥∥2 dτ. (3.6)
Hence
∥∥un+1t − unt ∥∥L2(0,T ;H 2(α,β))  c (cT )n−1(n − 1)! . (3.7)
For the function zn, by (3.5) and (3.6 ), we have
∥∥zn(·, t)∥∥2  c (cT )n−1(n − 1)! .
That is
∥∥un+1 − un∥∥
L2(0,T ;H 2(α,β))  c
(cT )n−1
(n − 1)! . (3.8)
It follows from (3.7) and (3.8) that {un} converges to a function u in W 1,2(0, T ;H 2(α,β)),
which is a solution of (1.1)–(1.3).
Uniqueness. Finally we show the uniqueness. Let u1, u2 ∈ W 1,2(0, T ;H 2(α,β)) be two so-
lutions. Then for the difference u1 − u2, we have⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
(u1 − u2)t −
(
a(u1 − u2)xt
)
x
= F(x, t, u1, u1x, u1xx) − F(x, t, u2, u2x, u2xx), α < x < β, 0 < t < T,
(u1 − u2)(x,0) = 0, α  x  β,
β∫
α
(u1 − u2)(x, t) dx = 0,
β∫
α
x(u1 − u2)(x, t) dx = 0, 0 t  T .
Similar to the above estimate, we can deduce
∥∥(u1 − u2)t (·, t)∥∥2  c∥∥(u1 − u2)(·, t)∥∥2
= c
∥∥∥∥∥
t∫
0
(u1 − u2)τ (·, τ ) dτ
∥∥∥∥∥
2
 c
t∫
0
∥∥(u1 − u2)τ (·, τ )∥∥2 dτ.
It follows from Gronwall inequality [6, pp. 363–364] that
(u1 − u2)t = 0.
That is, (u1 −u2)(x, t) is independent of t . From the initial condition, we deduce that u1(x, t) ≡
u2(x, t). 
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))As an example, we consider the following linear initial-boundary value problem of pseudopar-
abolic equation with integral boundary conditions⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
ut −
(
b(x, t)ux
)
x
− (a(x, t)uxt)x + q(x, t)u = f (x, t), α < x < β, 0 < t < T,
u(x,0) = u0(x), α < x < β,
β∫
α
u(x, t) dx = 0,
β∫
α
xu(x, t) dx = 0.
(3.9)
We assume that there exist positive constant ci (i = 0,1, . . . ,7) such that
0 < c0  a(x, t) c1,
∣∣b(x, t)∣∣ c2, ∣∣q(x, t)∣∣ c3,∣∣at (x, t)∣∣ c4, ∣∣ax(x, t)∣∣ c5, ∣∣bx(x, t)∣∣ c6,∣∣atx(x, t)∣∣ c7, (3.10)
for all (x, t) ∈ [α,β] × [0, T ].
Bouziani in [4] considered the problem (3.9) in the case that a ≡ b. He proved that for
u0 ∈ L2(α,β) and f ∈ L2(0, T ;H−1(α,β)) the problem has a unique weak solution u with
u ∈ C(0, T ;L2(α,β)) and ut ∈ L2(0, T ;H−1(α,β)) under the assumptions more than (3.10)
(see assumptions A1 and A2 in [4, p. 373]). Using Theorem 3.1, we have
Theorem 3.2. Under the assumptions (3.10), if u0 ∈ H 2(α,β) and f ∈ L2(0, T ;L2(α,β)), then
the problem (3.9) has a unique solution u such that u ∈ W 1,2(0, T ;H 2(α,β)).
Proof. The problem (3.9) can be rewritten as the form (1.1)–(1.3) in which
F(x, t, u,ux,uxx) = f − qu + (atx + bx)ux + (b + at )uxx.
The conditions (3.10) imply that F satisfies (1.4). Hence the result follows from Theo-
rem 3.1. 
We point out that instead of f ∈ L2(0, T ;H−1(α,β)) in [4], we need that f ∈ L2(0, T ;L2(α,β
in Theorem 3.2.
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