In this paper, we examine the performance of several classifiers in the process of searching 1 for very negative opinions. More precisely, we do an empirical study that analyzes the influence 
Introduction 8
The information revolution is the most prominent feature of this century. The world has become 9 a small village with the proliferation of social networking sites where anyone around the planet can 10 sell, buy or express their opinions. The vast amount of information on the Internet has become a 11 source of interest for studies, as it offers an excellent opportunity to extract information and organize it of three techniques, namely Naive Bayes, Decision Tree, and Nearest Neighbour, in order to classify 83 Urdu and English opinions in a blog. Their results show that Naive Bayes has better performance 84 than the other two. The quality of the selected features is a key factor in increasing the efficiency of the classifier for 88 determining the target. Some typical features are n-grams, word embedding, and sentiment words.
89
These features have been employed by different researchers.
90
The influence of this type of content features has been analyzed by several opinion mining studies
91
[3,27,28].
92
Tripathy et al. [29] proposed an approach to find the polarity of reviews by converting text into 93 numeric matrices using countvectorizer and TF-IDF, and then using it as input in machine learning We deal with n-grams based on the occurrence of unigrams and bigrams of words in the document.
124
Unigrams (1g) and bigrams (2g) are valuable to detect specific domain-dependent (opinionated) 125 expressions.
126
We assign a weight to all terms by using two different representations: TF-IDF and
127
CountVectorizer.
128
TF-IDF is computed in Equation 1. feature of a word. The vectors may encode linguistic regularities and patterns of the word contexts.
144
The acquisition of word embeddings can be done using neural networks.
145
We used the doc2vec algorithm introduced in Le and Mikolov [39] were not part of those categories were filtered out. The list of selected words was then stemmed.
176 Table 2 summarizes all the features introduced above with a brief description for each one.
177 Table 2 . Description of all linguistic features. class. Table 3 shows the number of reviews in each class for each task. 
Features Descriptions

185
196
In our analysis, we employed 5_fold cross_validation and the effort was put on optimizing F1
197 which is computed with respect to very negative (VN) (which is the target class):
where P and R are defined as follows:
Where TP stands for true positive, FP is false positive, and FN is false negative. Table 6 . Polarity classification results by SVM, NB, DT classifiers for Electronic dataset with all linguistic features alone and combined together, in terms of Precision (P), Recall (R) and F1 scores for very negative class (VN). The best F1 is highlighted (in bold). The results, which are quite low due to the difficulty of the task, show that SVM is by far the 204 best classifier for searching for the most negative opinions. SVM achieves the highest F1 scores in all 
Electronic
207
The performance of NB differs greatly depending on the number of features used in classification.
208
NB works better with a small number of features, more precisely the best scores are achieved when it 209 only uses either Lexicon or Doc2Vec. It is worth noting that the combination of heterogeneous features 210 hurts the performance of this type of classifier.
211
The DT classifier has a similar behavior to SVM in terms of stability, but its performance tends to 212 be much lower than that of SVM, as can be seen in Figure 1 . Moreover, it should also be noted that the combination of just the lexicon and Doc2Vec 220 (Doc2Vec+Lexicon) works very well with SVM and DT. This specific combination clearly outperforms 221 the results obtained by just using either Lexicon or Doc2Vec alone, and even tends to perform better 222 than using just n-grams, which is considered a very strong baseline in this type of classification task. 
Conclusions
224
In this article, we have studied different linguistic features for a particular task in Sentiment
225
Analysis. More precisely, we examined the performance of these features within supervised learning 226 methods (using SVM, NB, DT), to identify the most negative documents on four domains review 227 datasets.
228
The experiments reported in our work shows that the evaluation values for identifying the 229 most negative class are low. This can be partially explained by the difficulty of the task, since the difference between very negative and not very negative is a subjective continuum without clearly 
