.1 shows the two classes: c 1 as circles and c 2 as triangles. The projected means of the two classes are shown in black. One possible vector w is shown, along with the projection of all the points onto w. Here w has been translated so that it passes through the mean of the data. One can observe that w is not very good in discriminating between the two classes, since the projection of the points onto w are all mixed up in terms of their class labels. The optimal linear discriminant direction is shown in Figure 22 .2.
Each point coordinate a i has associated with it the original class label y i , and thus we can compute, for each of the two classes, the mean of the projected points as follows
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To maximize the separation between the classes, it seems reasonable to maximize the difference between the projected means, |m 1 − m 2 |. However, this is not enough. For good separation we also require the variance of the projected points in each class to be not too large. A large variance would lead to possible overlaps among the points of the two classes due to the large spread of the points, and thus we may fail to have a good separation. LDA maximizes the separation by ensuring that the scatter s 2 i for the projected points within each class is small, where scatter is defined as
Note that the scatter is the total squared deviation from the mean, as opposed to the variance, which is the average deviation from mean. In other words
where n i = |D i | is the size, and σ 2 i is the variance, for class c i . We can incorporate the two LDA criteria, namely maximize distance between projected means, and minimize sum of projected scatter, into a single maximization criterion
The goal of LDA is to find the vector w that maximizes J(w), i.e., the direction that maximizes the separation between the two means m 1 and m 2 , and minimizes the total scatter s 2 1 + s 2 2 of the two classes. Note that we can rewrite (m 1 − m 2 ) 2 as follows
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where B = (µ 1 − µ 2 )(µ 1 − µ 2 ) T is a d × d rank-one matrix called the between class scatter matrix.
As for the projected scatter for class c 1 , we can compute it as follows
where S 1 is the scatter matrix for D 1 . Likewise, we can obtain
Notice again that the scatter matrix is essentially the same as the covariance matrix, but instead of recording the average deviations from the mean, it records the total deviations, i.e.,
Combining (22.8) and (22.9), the denominator in (22.6) can be rewritten as (22.10) where S = S 1 + S 2 denotes the within class scatter matrix for the pooled data. Since both S 1 and S 2 are d × d symmetric positive semi-definite matrices, S has the same properties. Using (22.7) and (22.10), we write the LDA objective function (22.6) as follows
To solve for the best direction w, we differentiate the above criterion function with respect to w, and set the result to zero. We do not explicitly have to deal with the constraint that w T w = 1, since in (22.11), the terms related to the magnitude of w cancel out in the numerator and the denominator.
Recall that, in general, if f (x) and g(x) are two functions then we have
where f (x) denotes the derivative of f (x). Taking the derivative of (22.11) with respect to the vector w, and setting the result to zero, gives us
The above equation represents the generalized eigenvalue problem. Here λ = J(w) is a generalized eigenvalue of B and S, and it must satisfy the equation det(B−λS) = 0.
Since the goal is to maximize the objective (22.11), J(w) = λ should be chosen to be the largest generalized eigenvalue, and w the corresponding generalized eigenvector. If S is non-singular, i.e., if S −1 exists, then (22.13) leads to the regular eigenvalueeigenvector equation
In other words, λ = J(w) is an eigenvalue, and w is an eigenvector of the matrix S −1 B. To maximize J(w) we look for the largest eigenvalue λ, and the corresponding dominant eigenvector w specifies the best linear discriminant (LD).
Algorithm 22.1: Linear Discriminant Analysis
Algorithm 22.1 shows the pseudo-code for linear discriminant analysis. The vector 1 n i is the vector of all ones, with the appropriate dimension for each class, i.e., 1 n i ∈ R n i for class i = 1, 2. After dividing the into the two groups D 1 and D 2 , LDA DRAFT @ 2012-09-29 17:13. Please do not distribute. Feedback is Welcome. Note that this book shall be available for purchase from Cambridge University Press and other standard distribution channels, that no unauthorized distribution shall be allowed, and that the reader may make one copy only for personal on-screen use. Example 22.2 (Linear Discriminant Analysis): Consider the twodimensional iris data (for sepal length and sepal width) shown in Example 22.1. Class c 1 , corresponding to iris-setosa, has n 1 = 50 points, whereas the other class c 2 has n 2 = 100 points. The means for c 1 and c 2 are given as The direction of most separation between c 1 and c 2 is the dominant eigenvector corresponding to the largest eigenvalue of the matrix S −1 B. The solution is as follows J(w) = λ 1 = 0.11 w = 0.551 −0.834 Figure 22 .2 plots the optimal linear discriminant direction w, translated to the mean of the data. The projected means for the two points are shown in black. We can clearly observe that along w the circles appear together as a group, and are quite well separated from the triangles. Except for one outlying circle (lower left corner), all points in c 1 are perfectly separated from points in c 2 .
For the two class scenario, if S is non-singular, we can also directly solve for w without computing the eigenvalues and eigenvectors. Noting that B = (µ 1 − µ 2 )(µ 1 − µ 2 ) T is a d × d rank-one matrix, we immediately have that Bw must point in the same direction as (µ 1 − µ 2 ), since
where b = (µ 1 − µ 2 ) T w is just a scalar multiplier.
We can then rewrite (22.14) as
λ is just a scalar, we can solve for the best linear discriminant as
Once the direction w has been found we can normalize it to be a unit vector. Thus, instead of solving for the eigenvalue/eigenvector, in the two class case, we immediately obtain the direction w using (22.16). Intuitively, the direction that maximizes the separation between the classes, can be viewed as a linear transformation (by S −1 ) of the vector joining the two class means (µ 1 − µ 2 ). In particular, if the within class scatter matrix S is diagonal, then w will be in the same direction as µ 1 − µ 2 .
Example 22.3: Continuing Example 22.2, we can directly compute w as follows Note that even though the sign is reversed for w, compared to the w in Example 22.2, they represent the same "direction"; only the scalar multiplier is different.
Kernel Discriminant Analysis
Kernel discriminant analysis, like linear discriminant analysis, tries to find a direction that maximizes the separation between the classes. However, it does so in feature space via the use of kernel functions. Let the dataset be given as:
, where x i is an object, and y i ∈ {c 1 , c 2 } is the class label. Let the dataset be partitioned into two parts: D 1 = {x T i |y i = c 1 } and D 2 = {x T i |y i = c 2 }. Further, let n 1 = |D 1 | and n 2 = |D 2 |.
Similar to the LDA objective in (22.6), the goal of kernel LDA is to find the direction vector w in feature space that maximizes
where m 1 and m 2 are the projected means, and s 2 1 and s 2 2 are projected scatter-values in feature space.
Since LDA is based on eigenvalue-eigenvector computation, using an approach similar to the one used to derive (??), it can be shown that the direction vector w can be expressed as a linear combination of the points in feature space. In other words, we can express w as follows
φ(x k ) represents the mean for D i in feature space, the mean of the points projected onto w is given as
where a = (a 1 , a 2 , · · · , a n ) T is the weight vector, and
where K c i is the n × n i subset of the kernel matrix, restricted to columns belonging to points only in D i , and 1 n i is the n i -dimensional vector all of whose entries are one. m i is thus an n-length vector that stores, for each point in D, its average kernel value with respect to the points in D i .
We can re-write the separation between the projected means as follows (22.21) where M = (m 1 − m 2 )(m 1 − m 2 ) T is the between class scatter matrix. We can also compute the projected scatter for each class, s 2 1 and s 2 2 , purely in terms of the kernel function
where K i is the i-th row of the kernel matrix, and N 1 is the class scatter matrix for c 1 . Let K(x i , x j ) = K ij . We can express N 1 more compactly in matrix notation as follows
T where I n 1 is the n 1 × n 1 identity matrix, 1 n 1 ×n 1 is the n 1 × n 1 matrix all of whose entries are ones.
In a similar manner we get s 2 2 = a T N 2 a, where
I n 2 is the n 2 × n 2 identity matrix, 1 n 2 ×n 2 is the n 2 × n 2 matrix all of whose entries are ones.
The sum of projected scatter values is then given as
Substituting (22.21) and (22.22) in (22.17), we obtain the kernel LDA maximization condition
Notice how all the terms in the expression above only contain kernel functions. The weight vector a is the eigenvector corresponding the largest eigenvalue of the generalized eigenvalue problem
If N is non-singular, a is the dominant eigenvector corresponding to the largest eigenvalue for the system
As in the case of linear discriminant analysis (22.16), when there are only two classes we do not have to solve for the eigenvector. a can be directly obtained as
Once a has been obtained, we can normalize w to be a unit vector by ensuring that
This implies that we should scale a by dividing it by 1 √ a T Ka . Finally, we can project any point x onto the discriminant direction, as follows
Algorithm 22.2 shows the pseudo-code for kernel discriminant analysis. The method proceeds by computing the n × n kernel matrix K, and the n × n i class specific kernel matrices K c i for class c i . After computing the between class and within class scatter matrices M and N, the weight vector a is obtained as the dominant eigenvector of N −1 M. The last step scales a so that w will be normalized to be unit length. DRAFT @ 2012-09-29 17: 13. Please do not distribute. Feedback is Welcome. Note that this book shall be available for purchase from Cambridge University Press and other standard distribution channels, that no unauthorized distribution shall be allowed, and that the reader may make one copy only for personal on-screen use. Feedback is Welcome. Note that this book shall be available for purchase from Cambridge University Press and other standard distribution channels, that no unauthorized distribution shall be allowed, and that the reader may make one copy only for personal on-screen use.
Algorithm 22.2: Kernel Discriminant Analysis
comprising the sepal length and sepal width attributes. Figure 22 .3a shows the points projected onto the first two principal components. The points have been divided into two classes: c 1 (circles) corresponds to iris-virginica and c 2 (triangles) corresponds to the two other iris types. Here n 1 = 50 and n 2 = 100, with a total of n = 150 points. Since c 1 is surrounded by points in c 2 a good linear discriminant will not be found.
Instead, we apply kernel discriminant analysis using the homogeneous quadratic kernel
Solving for a in (22.24) yields λ 1 = 0.0511
However, we do not show a since it lies in R 150 . Figure 22 .3a shows the contours of constant projections onto the best kernel discriminant. The contours are obtained by solving (22.26), i.e., by solving w T φ(x) = n j=1 a j K(x j , x) = s k for different values of the scalars s k . The contours form pairs starting from the center. For instance, the first curve on the left and right of the origin (0, 0) T forms the same contour, i.e., points along both the curves have the same value when projected onto w. Thus, we can see that contours or pairs of curves starting with the fourth curve (on the left and right) from the center all relate to class c 2 , whereas the first three contours deal mainly with class c 1 , indicating good discrimination with the homogeneous quadratic kernel.
A better picture emerges when we plot the coordinates of all the points x i ∈ D when projected onto w, as shown in Figure 22 .3b. We can observe that w is able to separate the two classes reasonably well; all the circles (c 1 ) are concentrated on the left, whereas the triangles (c 2 ) are spread out on the right. The projected means are shown in white. The scatters and means for both classes after projection are given as which, as expected, matches λ 1 = 0.0511 from above. In general, it may not desirable or possible to reconstruct the vector w, since it lies in feature space. However, since each point x = (x 1 , x 2 ) T ∈ R 2 in the input space is mapped to the point φ(x) = ( √ 2x 1 x 2 , x 2 1 , x 2 2 ) T ∈ R 3 in the feature space via the homogeneous quadratic kernel, for our example it is possible to visualize DRAFT @ 2012-09-29 17: 13. Please do not distribute. Feedback is Welcome. Note that this book shall be available for purchase from Cambridge University Press and other standard distribution channels, that no unauthorized distribution shall be allowed, and that the reader may make one copy only for personal on-screen use. The projections onto w are identical with those shown in Figure 22 .3b. Table 22 .1. Let us consider only the four points x 1 , x 4 , x 7 , x 9 that belong to the two classes. Apply LDA to those four point to answer the following questions.
