Abstract. Recently, linear codes with a few weights were widely investigated due to their applications in secret sharing schemes and authentication codes. In this paper, we present two classes of linear codes with the defining sets derived from the kernel of either norm or trace function. We use Gauss sums to represent their Hamming weights and obtain the lower bounds of their minimum distances. In some special cases, the weight distributions of the linear codes are explicitly determined. In particular, we obtain some codes which are optimal or almost optimal with respect to some certain bounds on linear codes.
Introduction
Let F q denote the finite field with q elements. An [n, l, d] linear code C over F q is a l-dimensional subspace of F Let A i denote the number of codewords with Hamming weight i in a code C with length n. The weight enumerator of C is defined by 1 + A 1 z + · · · + A n z n .
The sequence (A 1 , A 2 , · · · , A n ) is called the weight distribution of C. The code C is called to be t-weight if the number of nonzero A j , 1 ≤ j ≤ n, in the sequence (A 1 , A 2 , · · · , A n ) equals to t. Weight distribution is an interesting topic and was investigated by [1, 4, 10, 11, 17, 18, 20, 21] . It could be used to estimate the errorcorrecting capability and the error probability of error detection of a code.
Let D = {d 1 , d 2 , . . . , d n } ⊆ F r , where r is a power of q. Let Tr r/q be the trace function from F r onto F q . We define a linear code of length n over F q by C D = {(Tr r/q (xd 1 ), Tr r/q (xd 2 ), . . . , Tr r/q (xd n )) : x ∈ F r }.
(1.1)
Although different orderings of the elements of D result in different codes C D , these codes are permutation equivalent and have the same length, dimension and weight distribution. Hence, the orderings of the elements of D will not affect the results in this correspondence. This construction is generic in the sense that many known codes [5, 6, 7, 8, 12, 13, 17, 22, 24, 26, 27, 28, 29, 31] could be produced by selecting the defining set. If the set D is well chosen, the code C D may have good parameters. In this paper, by using the generic construction (1.1), we present two classes of linear codes with the defining sets derived from the kernel of either norm or trace function. We use Gauss sums to represent their Hamming weights and obtain the lower bounds of their minimum distances. In some special cases, the weight distributions of the linear codes are explicitly determined. Some codes with two weights, three weights and four weights are obtained. In particular, we obtain some codes which are optimal or almost optimal with respect to some certain bounds on linear codes. Two-weights codes are closely related to strongly regular graphs, partial geometries and projective sets [14, 15] . Linear codes with a few weights have applications in secret sharing schemes [25, 30] and authentication codes [9] .
For convenience, we introduce the following notations in this paper: q e-th power of a prime p, F q k finite field with q k elements and k a positive integer, α primitive element of F q k ,
primitive element of F q , χ canonical additive character of F q , χ ′ canonical additive character of F q k , ψ multiplicative character of F q , ψ ′ multiplicative character of F q k , η quadratic multiplicative character of F q , Tr q k /q trace function from
primitive 3-th root of complex unity, i = √ −1 primitive 4-th root of complex unity, Re(x) real part of a complex number x.
Preliminaries
2.1. Gauss sums. Let F q be a finite field with q elements, where q is a power of a prime p. The canonical additive character of F q is defined as follows:
where ζ p denotes the p-th primitive root of unity and Tr q/p is the trace function from F q to F p . The orthogonal property of additive characters [23] is given by:
Let ψ : F * q −→ C * be a multiplicative character of F * q . The trivial multiplicative character ψ 0 is defined by ψ 0 (x) = 1 for all x ∈ F * q . It is known [23] that all the multiplicative characters form a multiplication group F * q , which is isomorphic to F * q . The orthogonal property of a multiplicative character ψ is given by (see [23] ):
The Gauss sum over F q is defined by
It is easy to see that G(ψ 0 , χ) = −1 and G(ψ, χ) = ψ(−1)G(ψ, χ). Gauss sum is an important tool in this paper to compute exponential sums. In general, the explicit determination of Gauss sums is a difficult problem. In some cases, Gauss sums are explicitly determined in [10, 23] . Let (
) denote the Legendre symbol. The well-known quadratic Gauss sums are given in the following. 
For q ≡ 1 (mod 4), it is known that q can be uniquely written as q = m 2 + m
′2
with odd m and even m ′ , i.e., either m ≡ 1 (mod 4) if 4|m ′ , or m ≡ 3 (mod 4) if 2||m ′ . Let π = m + m ′ i be a primary element (see [19] ), where i = √ −1. For the multiplicative character ϕ of order 4, the Gauss sum G(ϕ, χ) is given in [19] as follows.
Lemma 2.2. (Prop. 9.9.5, [19] ) For ord(ϕ) = 4 and q ≡ 1 (mod 4),
2.2. Jacobi sums. If ψ is a multiplicative character of F q , then ψ is defined for all nonzero elements of F q . It is now convenient to extend the definition of ψ by setting ψ(0) = 1 if ψ is the trivial character and ψ(0) = 0 if ψ is a nontrivial character. Let ψ 1 , . . . , ψ m be m multiplicative characters of F q . Then the sum 
Let ϕ be a cubic multiplicative character of F q . We give some brief facts about J(ϕ, ϕ). It is clear that the values of ϕ are in the set {1, ω, ω 2 }, where ω =
Then we have J(ϕ, ϕ) = a + bω with a, b ∈ Z and
The following lemma, which can be found in [19] , will be used in this correspondence. Jacobi sums have been widely used in coding theory. For more details about Jacobi sums, the reader is referred to [19, 23] .
The first class
Let k be a positive integer and F q k a finite field with q k elements. Let α be a primitive element of F q k and β = α q k −1 q−1 a primitive element of F q . In this section, we assume that gcd(k, q − 1) = h.
Let Tr q k /q be the trace function from F q k onto F q and N q k /q the norm function from F * q k onto F * q . We define a linear code of length n over F q by
where the defining set
In fact, D = α q−1 is the multiplicative subgroup of F *
Let χ be the canonical additive character of F q . And let χ ′ = χ • Tr q k /q, which is a lift of χ from F q to F q k , be the canonical character of F q k . By the basic facts of additive characters, for any b ∈ F * q k , we have
By the orthogonal property of additive characters, we have
For convenience, we denote
For any b ∈ F * q k , the Hamming weight of a code word
equals to w(c b ) = n − N b . Therefore, it is sufficient to compute the exponential sums
Lemma 3.1. Let χ be the canonical additive character of F q . Then
Proof.
To compute T (b), we need two lemmas below.
Lemma 3.2.
[23] Let χ be a nontrivial additive character of F q and ψ a multiplicative character of F q of order s = gcd(t, q − 1). Then
for any a, b ∈ F q with a = 0. 
In the following lemma, we use Gauss sums to represent the exponential sum
where ϕ is the multiplicative character of order h of F q .
Let N q k /q be the norm mapping from F q k to F q . For a multiplicative character ψ of F q , it can be lifted from
By Lemmas 3.3 and 3.4, we have
Therefore,
where h = gcd(k, q − 1). Note that
In general, the explicit values of T (b) in Lemma 3.4 are very difficult to determine for d ≥ 2. However, for some small d, we obtain the value distribution of T (b). (
times,
with odd m and even m ′ .
(1) For h = 2, we have that q ≡ 1 (mod 2) and ϕ is just the quadratic multiplicative character η. Let C (2,q) j , j = 0, 1, be the cyclotomic classes of order 2 of
where
which occurs
, we have η(b
(2) For h = 3, we have that q ≡ 1 (mod 3). By Lemma 2.4, 4q can be uniquely written as 4q = A 2 +27B 2 with A ≡ 1 (mod 3). For the cubic multiplicative character ϕ, we have
by Lemmas 2.3 and 2.4, where a = 
Without loss of generality, we assume that ϕ(β) = ω. If b
, we have
q−1 ) = 1 and
, we have ϕ(b q 3 −1 q−1 ) = ω and
, we have ϕ(b we have
by Lemma 2.1. Let C 
, we have ϕ(b
q−1 ) = −1, and
q−1 ) = 1, and
which occurs 
times.
From the discussions above, we obtain the weight distributions of C D for d = 1, 2, 3, 4 in the following. 
where ϕ is a multiplicative character of order h of F q . And C D is a
linear code. In particular, for h = 1, 2, 3, 4, we have:
weight linear code achieving the
Griesmer bound and its weight distribution given in Table I . Table III . Weight distribution of the code in Theorem 3.7 for h = 3 weight Frequency 0 1 
Proof. By Equation 3.2, Lemmas 3.1 and 3.4, for a codeword c b ∈ C D , we have
Then the dimension of C D is k. The weight distributions of C D can be obtained by Lemmas 3.4 and 3.5. If d = 1, the parameters are [
Hence, C D is optimal if h = 1.
From Theorem 3.7, we can make C D a linear code with only two weights for h = 3, 4 if we select some special q. Table  V ; if we let q = m 2 + m ′2 with m Table VI . This is confirmed by a Magma experiment.
] two-weight linear code with weight distribution given in
q k−1 − 2q k−3 3 ( A 2 ) k 3 q k −1 3 q k−1 + q k−3 3 ( A 2 ) k 3 2(q k −1) 3q k−1 + 3q k−2 2 q k −1 4 q k−1 − q k−2 2 3(q k −1) 4
The second class
Let p be a prime and q = p e with a positive integer e > 1. Let χ, χ ′ be the canonical additive characters of F q and F q k , respectively. In this section, a class of p-ary linear code C D is defined by
with the defining set
To determine the length n of C D , we need a lemma below.
Lemma 4.1. For the canonical additive character χ of F q , we have
by Lemma 4.1. Hence,
By the basic facts of additive characters, for any b ∈ F * q k we have
By Lemma 4.1, we have
By the orthogonal relation of additive characters, we have
Let 
In the following, we compute the exponential sum ∆(b), b ∈ F * q k .
Lemma 4.2. Let q = p e with e > 1, then
where ϕ is a multiplicative character of order
Proof. By the same method used to compute S(b) in the proof of Lemma 3.4, we can similarly obtain
This implies that
Since the norm function N q/p :
Similarly, we have
otherwise, and
Hence, we have
By Lemma 4.2, determining the value distribution of ∆(b) is a very difficult problem. However, for some special q, we can attack this problem. In the following, we determine the value distribution of ∆(b) if q = p 2 . The semi-primitive case Gauss sums, which will be used later, are known as follows. 
Further more, for 1 ≤ s ≤ N − 1, the Gauss sums G(ψ s ) are given by
if N is even, p, r and (1) If p = 2, then
Proof. If we let e = 2, then q = p 
Since the values of ϕ are in the set {1, ω, ω 2 }, we have Re(φ(b
}. Let 
be the cyclotomic classes of order p + 1 over F q . Without loss of generality, we assume thatφ(β) = ζ p+1 . It is clear that
which is called the character matrix of Table VIII . Weight distribution of the code in Theorem 4.6 for e = 2, p > 2 and even k weight Frequency 0 1 Table IX . Weight distribution of the code in Theorem 4.6 for e = 2, p > 2 and odd k weight Frequency 0 1 
Then we have This coincides with the result given in Theorem 4.6. We remark the best known code with length 104 and dimension 4 has minimum distance 81 ≤ h ≤ 82 according to [16] .
It is observed that the weights of C D in Tables VIII and IX Example 4.14. Let p = 5, e = 2 and k = 2, then C D in Corollary 4.11 is a [26, 4, 20] linear code, which is optimal with respect to the Griesmer bound, with weight enumerator 1 + 520z 20 + 104z 25 .
concluding remarks
In this paper, we have presented two classes of linear codes with only a few weights and determined their weight distributions in some special cases. Some optimal or almost optimal codes are obtained. An application of a linear code C over F q is constructing secret sharing schemes introduced in [25, 30] . If w min /w max > q−1 q , then the linear code can be used to construct secret sharing schemes with interesting access structures [30] . For the code in Theorem 3.7 for h = 1, we have w min w max = 1 > q − 1 q .
For the code in Theorem 3.7 for h = 2, we have Hence, these linear codes in this paper can be employed in secret sharing schemes using the framework in [30] .
To conclude this paper, we present some open problems in the following:
(1) Determine the weight distribution of the q-ary linear code C D defined in (3.1) for gcd(k, q − 1) ≥ 5. (2) Determine the weight distribution of the p-ary linear code C D defined in (4.1) for q = p e and e ≥ 3. In fact, in [17] , the authors gave the weight distribution of the linear code C D defined in (4.1) for p = 2 and e = 3. It is interesting if these problems could be solved.
