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Cap´ıtulo 1
Introduccio´n
Esta tesis presenta el estudio y el desarrollo de modelos de transporte de carga ele´ctrica
en superredes semiconductoras (SL, de superlattice), cuya estructura f´ısica y principales
caracter´ısticas se tratan en el cap´ıtulo siguiente. Las superredes semiconductoras son siste-
mas fuertemente no lineales casi-unidimensionales, formados por una sucesio´n de barreras
y pozos de potencial, y cuya riqueza radica en la gran variedad de patrones y comporta-
mientos distintos que se encuentran variando los para´metros f´ısicos involucrados.
En la presente tesis nos basaremos en la superredes de´bilmente acopladas, con lo que ya fi-
jamos unas determinadas caracter´ısticas de nuestros sistemas, como veremos ma´s adelante.
A continuacio´n, hacemos un resumen del contenido de la tesis.
En el Cap´ıtulo 2 tratamos las superredes desde un punto de vista general. Introducimos
los conceptos necesarios para comprender su funcionamiento y la configuracio´n estaciona-
ria que los electrones adoptan en ellas, mediante el concepto de minibanda y el modelo
de Kronig-Penney. Despue´s, abordamos el comportamiento dina´mico de las superredes
con la descripcio´n del modelo de Esaki y Tsu, sencillo pero genial, e introducimos tam-
bie´n el concepto de conductancia diferencial negativa. Finalmente, describimos que´ son
las superredes fuertemente y de´bilmente acopladas. El grado de acoplamiento entre pozos
vecinos, dependiente del taman˜o de las barreras, determina junto con el campo el tipo
de transporte. As´ı, en superredes fuertemente acopladas el transporte se realiza principal-
mente por minibanda, mientras que para superredes de´bilmente acopladas el mecanismo
predominante es el tu´nel resonante secuencial. Por u´ltimo, detallamos ma´s el concepto de
conductancia diferencial negativa, importante manifestacio´n que tiene como consecuencia
la aparicio´n de inestabilidades en la corriente.
En el Cap´ıtulo 3 repasamos el modelo ma´s importante para superredes de´bilmente
acopladas propuesto en 1994 por L. L. Bonilla et al. [6] en el que el mecanismo de tu´nel
resonante secuencial es el principal responsable del transporte de carga. Se explican las
aproximaciones necesarias para su formulacio´n, en particular, la separacio´n de las escalas
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temporales a las que ocurren los diferentes feno´menos f´ısicos relacionados con el trans-
porte; lo que permite derivar un modelo discreto, con ecuaciones diferenciales no lineales
acopladas, cuyo nu´mero viene determinado por el nu´mero de periodos de la superred, y
que representan la continuidad de carga y la ecuacio´n de Poisson en cada pozo de la su-
perred. Los feno´menos cua´nticos se introducen a trave´s de la densidad de corriente tu´nel,
que evalu´a las probabilidades de transicio´n tu´nel entre niveles energe´ticos de pozos vecinos
en funcio´n del campo ele´ctrico presente. Segu´n consideremos como para´metro del sistema
la corriente total o el voltaje aplicado, obtendremos dos variantes del modelo, que vamos
a estudiar en los cap´ıtulos siguientes. Despue´s de presentar los valores t´ıpicos de variables
y para´metros, se utilizan las escalas adecuadas para adimensionalizar el modelo. As´ı, se
logra que todas las variables sean de orden unidad y se facilita la resolucio´n del mismo
con sus variantes.
En el Cap´ıtulo 4 estudiamos los estados estacionarios del sistema para voltaje cons-
tante. Despue´s de construir nume´ricamente la curva caracter´ıstica I–V, elaboramos un
ana´lisis de estabilidad lineal de las ramas estacionarias. Este ana´lisis presenta la posible
existencia de puntos de bifurcacio´n de Hopf cerca de las extremidades superiores de las
ramas estacionarias. Despue´s, se hace un desarrollo en escalas mu´ltiples para encontrar la
ecuacio´n de amplitud y los puntos de bifurcacio´n.
El Cap´ıtulo 5 comienza con una descripcio´n de los me´todos nume´ricos utilizados pa-
ra resolver nume´ricamente el modelo y mediante los cuales hemos podido caracterizar
nume´ricamente la respuesta del sistema a diferentes manipulaciones del voltaje aplicado
(sweeping). El resultado principal es la descripcio´n detallada de diversos nuevos escena-
rios de recolocacio´n de los dominios del campo ele´ctrico y la respuesta de la densidad
de corriente, que an˜aden nuevas fenomenolog´ıas a las ya conocidas en la literatura. De
hecho, encontramos oscilaciones auto-sostenidas de la densidad de corriente cerca de las
extremidades de las ramas estacionarias estables de la curva caracterist´ıca I–V debidas
al reciclaje perio´dico de dipolos de carga cerca del ca´todo que desaparecen dentro de la
superred, antes de que puedan alcanzar el a´nodo. Tambie´n investigamos la dependencia de
la respuesta dina´mica del sistema del nu´mero de ramas multi–estables de la caracter´ıstica
I–V, de su extensio´n y del tiempo de ramping (i.e. el tiempo necesario para pasar de un
voltaje Vi a otro Vf ). Vamos a encontrar dos valores cr´ıticos del tiempo de ramping, τc1 y
τc2, cuyos valores dependen de los para´metros de la superred, que seleccionan el escenario
de relocacio´n para los dominios del campo ele´ctrico as´ı como el comportamiento de la
corriente durante el sweeping. Nuestro trabajo an˜ade nuevos escenarios a los que ya se
hab´ıan encontrado en [1].
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En el Cap´ıtulo 6 analizamos el modelo a corriente constante. En estas circunstancias, la
naturaleza discreta del sistema se manifiesta: aparece el caracter´ıstico feno´meno de anclaje
de los frentes de onda cuando el para´metro de control (la corriente) esta´ en un determi-
nado intervalo, feno´meno t´ıpico de los sistemas discretos, no compartido con los sistemas
continuos. El dopaje adimensional ν tiene el papel de para´metro de control: el l´ımite con-
tinuo se alcanza cuando ν → 0. En este cap´ıtulo tambie´n introducimos la nocio´n de pozo
activo, y con una analisis asinto´tica conseguimos describir la dina´mica de los frentes de
onda cerca de las corrientes cr´ıticas con unas ecuaciones reducidas. Nuestra descripcio´n
empeora cuando el dopaje decrece y nos acercamos al l´ımite continuo. En realidad, en este
caso vamos a necesitar ma´s pozos activos para obtener una descripcio´n adecuada. Final-
mente, veremos que si el dopaje adimensional ν es suficientemente pequen˜o, y entonces
estamos en el l´ımite del continuo, las ecuaciones del modelo se pueden aproximar por una
ecuacio´n hiperbo´lica de primer orden, y los frentes de onda del modelo discreto son ondas
de choque de la misma cuya velocidad obedece a una expresio´n del tipo igualdad de a´reas.
Como conclusio´n, en el Cap´ıtulo 7 resumimos los contenidos esenciales de la tesis y
presentamos las conclusiones generales, as´ı como una descripcio´n de los que, a nuestro en-
tender, son los principales problemas abiertos y los futuros trabajos que se podr´ıan seguir
a partir de ella.
En las Ape´ndices A y B detallamos la aproximacio´n anal´ıtica de la velocidad y de
la difusio´n utilizadas en el Cap´ıtulo 6, y los ca´lculos necesarios para una correccio´n del
primer orden de la regla de a´reas iguales.
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Cap´ıtulo 2
Conceptos generales
2.1. Superredes semiconductoras
Muchos an˜os han pasado desde que Esaki y Tsu hicieron las primeras observaciones
teo´ricas sobre los peculiares feno´menos, en reg´ımenes de transporte de carga, que se hu-
bieran podido ver en materiales cuya realizacio´n pra´ctica todav´ıa iba a tardar de´cadas.
Esos materiales se llaman superredes semiconductoras y esta´n hechos de dos materiales se-
miconductores. Un semiconductor se puede describir como un material cuyo portamiento
esta´ en el medio entre conductores y aislantes, es decir, bajo ciertas condiciones conduce
la corriente ele´ctrica y bajo otras no la conduce.
Detallamos ma´s. En general, los so´lidos se clasifican segu´n la ordenacio´n de sus a´tomos
en so´lidos amorfos, cristalinos o policristalinos. Los so´lidos cristalinos se pueden clasifi-
car segu´n su resistividad, que es una medida de la resistencia al pasaje de la corriente
ele´ctrica. Si la resistividad es muy pequen˜a, el material es un metal y se suele decir que
es un conductor (como el hierro). Si en cambio la resistividad es muy grande, el material
es un aislante (como la cera´mica). Pero existe tambie´n otro tipo de material cuya resis-
tividad esta´ entre las dos sobredichas y que depende tambie´n de otros factores, como la
temperatura, la iluminacio´n o la presencia de impurezas. Son los semiconductores.
La propriedad de no conducir/conducir la corriente ele´ctrica hace los materiales semi-
conductores ideales para las aplicaciones donde es importante tener dos estados, 0 y 1, o
sea el as´ı llamado bit. En general los dispositivos microelectro´nicos se realizan con mate-
riales semiconductores como el Germanio o el Silicio, elementos situados en la columna IV
de la clasificacio´n perio´dica de los elementos, pero se pueden tambie´n obtener semicon-
ductores uniendo elementos sime´tricos respecto a la columna IV para formar elementos
compuestos de tipo III-V como el Arseniuro de Galio (GaAs) y el Arseniuro de Aluminio
(AlAs), o de tipo II-VI como el Telurio de Zinc. De todos estos, lo ma´s importantes (y
ma´s utilizados) son el Silicio, el Germanio (con lo cual se hizo el primer transistor) y el
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Arseniuro de Galio. Este u´ltimo tiene la desventaja de no encontrarse en la naturaleza y
su fabricacio´n es entonces bastante cara (ademas de ser el Arsenio to´xico).
Ahora, ¿que´ es una superred? Como ya hemos dicho, es una heteroestructura en la
cual los dos materiales que la forman (GaAs y AlAs, por ejemplo) tienen un gap distinto
(el gap de un semiconductor ’mide la cantidad de energ´ıa mı´nima necesaria para que un
electro´n pase de la banda de valencia a la banda de conduccio´n). Cuando se crecen capas
alternas de ambos materiales se forman pozos de energ´ıa en el material con gap menor
(GaAs), rodeados de barreras formadas por el de gap mayor (AlAs). Si la dimensio´n de
cada capa es de pocos nm los feno´menos f´ısicos que tienen lugar esta´n gobernados por las
leyes de la meca´nica cua´ntica.
Lo que movio´ a Esaki y Tsu a idear una superred fue lograr una estructura perio´dica
a semejanza de la de un cristal natural, pero de per´ıodo mayor, de manera que se pudie-
ran medir macrosco´picamente feno´menos cua´nticos dif´ıcilmente medibles en los cristales
naturales (p.e. las oscilaciones Bloch).
Desde que es posible construir superredes como las hab´ıan imaginadas Esaki y Tsu, se
han convertido en un campo muy activo dentro de la f´ısica de semiconductores: aparte de
su intere´s tecnolo´gico como generadores sintonizables de alta frecuencia, o´ como la´seres,
son un laboratorio muy apropriado para investigar multitud de feno´menos cua´nticos, y,
sobre todo, en su estudio se derivan modelos de gran intere´s matema´tico.
2.2. El modelo de Kronig-Penney
Este modelo, tambie´n llamado modelo de bandas de energ´ıa, consiste en suponer que
los electrones libres del cristal esta´n sometidos a un potencial perio´dico cuadrado unidi-
mensional V (x), definido como
V (x) =


V0 si 2i a ≤ x < (2i+ 1) a,
0 si (2i+ 1) a ≤ x < 2(i+ 1) a,
para i = 0, 1, 2, . . .
La evolucio´n de cada uno de estos electrones libres viene dada por su funcio´n de onda
ψ(x, t) mediante la ecuacio´n de Schro¨dinger con potencial V (x):
i~
∂ψ(x, t)
∂t
=
(
− ~
2
2m
∂2
∂x2
+ V (x)
)
ψ(x, t).
Separando variables de la forma ψ(x, t) = ψ(x)e−iEt/~, se obtiene la ecuacio´n de Schro¨din-
ger estacionaria:
− ~
2
2m
d2ψ(x)
dx2
=
[
E − V (x)
]
ψ(x).
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Como V (x) es un potencial perio´dico, podemos resolver esta ecuacio´n aplicando el Teorema
de Bloch, donde ψ(x) = eikxuk(x) y uk(x) = uk(x+ a). El resultado que se obtiene es una
relacio´n entre el per´ıodo del potencial a y los para´metros E y k, que son los valores de la
energ´ıa y el nu´mero de onda del electro´n respectivamente. Esta relacio´n es de la forma
cos(ak) = f(E) (2.2.1)
y la hemos esquematizado en la Figura 2.1(a). Cuando |f(E)| ≤ 1 la relacio´n (2.2.1) tiene
solucio´n para cualquier valor real de a. Son los valores permitidos de la energ´ıa o bandas
de energ´ıa permitida. Cuando |f(E)| es mayor a 1 no existe solucio´n porque a deber´ıa
ser complejo. Los valores de E corresponientes a este caso forman las bandas de energ´ıa
prohibida, que generalemente reciben el nombre de gap de energ´ıa. Estas bandas de energ´ıa
E
1
0
-1
Banda de 
E prohibida
banda 1
banda 2
banda 3
banda 4
gap 1
gap 2
gap 3
(a) (b)
E
k
0
Banda de
E permitida
f(E)
Figura 2.1: (a) Gra´fica de la funcio´n f(E) e intervalos (sombreados) de E en los que f(E)
esta´ en el intervalo [−1, 1]. (b) Diagrama de bandas: 1era zona de Brillouin. No´tese que a
medida que E crece, las bandas son cada vez ma´s anchas y los gaps cada vez ma´s estrechos
(de [19]).
se suelen representar en un sistema de coordenadas (O, k,E) en el que los intervalos de
energ´ıa se disponen verticalmente centrando el per´ıodo en k = 0 (1era zona de Brillouin).
Esta representacio´n recibe el nombre de diagrama de bandas de energ´ıa o diagrama E-k.
Ve´ase la Figura 2.1(b). Los valores de E son sime´tricos respecto del eje k = 0 porque la
funcio´n coseno es par; si (k,E) es solucio´n de (2.2.1), tambie´n lo es (−k,E).
A temperatura cero y en ausencia de agentes exteriores que puedan producir una
corriente, los electrones ocupan los valores permitidos ma´s bajos de la energ´ıa. As´ı, van
rellenando las bandas permitidas ma´s bajas hasta asumir la energ´ıa total del material.
Cuando la u´ltima banda no es lo suficientemente alta, algunos electrones deben situarse en
la banda permitida siguiente, como ocurre en el caso representado en la Figura 2.1(b) en las
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bandas 2 y 3. La u´ltima banda casi completa recibe el nombre de banda de valencia (banda
2, a la cual le faltan cuatro electrones, o que tiene cuatro huecos). La banda permitida
siguiente es la banda de conduccio´n (banda 3, que tiene cuatro electrones que pueden
desplazarse y conducir una corriente ele´ctrica). Estas dos bandas de energ´ıa permitida
esta´n separadas por un gap de energ´ıa prohibida (gap 2). Este gap es la barrera que tienen
que saltar los electrones para poder desplazarse por el cristal y producir una corriente
ele´ctrica y determina la resistividad de un material. Es el para´metro ma´s importante de
un material para los ingenieros y fabricantes de dispositivos microelectro´nicos.
En un material aislante el gap es muy grande (5 eV), y a temperatura ambiente (300oK)
muy pocos electrones consiguen saltar de la banda de valencia a la de conduccio´n. En
los metales estas bandas esta´n muy pro´ximas o incluso solapadas –no hay gap– y los
electrones no necesitan ganar energ´ıa para pasar a la banda de conduccio´n. Por eso los
metales son excelentes conductores. En los semiconductores el gap es intermedio (1.12 eV
para el Si, 1.42 eV para el GaAs), de manera que a temperaturas bajas los electrones
de la banda de valencia no ganan suficiente energ´ıa como para saltar el gap, mientras
que a temperaturas suficientemente altas (temperatura ambiente) pueden conseguirlo. De
ah´ı que los semiconductores den lugar a un transporte de carga entre pobre y excelente.
El diagrama de bandas de un material permite adema´s evaluar una magnitud impor-
tante de un portador de carga: la masa efectiva m∗, definida por
m∗ =
(
1
~2
d2E
dk2
)−1
.
Esta magnitud es proporcional a la curvatura de E(k) y generalmente puede estimarse a
simple vista en el diagrama. En k = 0 la curvatura aumenta a medida que nos situamos
en las bandas ma´s altas. Esto significa que en este caso la masa efectiva de una part´ıcula
aumenta a medida que subimos de banda. El nombre de masa efectiva se debe a que
esta magnitud permite darle a una fuerza exterior cua´ntica una expresio´n ana´loga a la de
la Mecanica Cla´sica newtoniana. As´ı, los portadores con masa efectiva grande son “ma´s
pesados” y por lo tanto “ma´s dif´ıciles” de desplazar para producir una corriente.
2.3. Modelo de Esaki-Tsu: comportamiento dina´mico
Vamos a describir ahora el funcionamiento de una superred cuando se aplica un voltaje
y el campo ele´ctrico actu´a sobre los portadores de carga causando su movimiento. Una
de las cualidades ma´s interesantes de las superredes es que exhiben distintos mecanismos
para el transporte dependiendo de sus caracter´ısticas estructurales y funcionales.
Esaki y Tsu idearon el modelo para describir el transporte electro´nico a trave´s de la
banda de energ´ıa ma´s baja. La derivacio´n parte de la ecuacio´n semicla´sica del movimiento
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de un electro´n en un so´lido unidimensional al que se aplica un campo ele´ctrico F :
~
dk
dt
= eF (2.3.1)
La velocidad de grupo entonces se obtiene como
vg =
1
~
∂E(k)
∂k
(2.3.2)
donde E(k) es la relacio´n de dispersio´n. La ecuacio´n (2.3.1) tiene como solucio´n
k(t) = k(0) +
eF t
~
(2.3.3)
Ahora podemos suponer (como en [18]) que la relacio´n de dispersio´n es sinusoidal:
E(k) =
∆
2
[1− cos(kl)] (2.3.4)
donde ∆ es la anchura de la banda y l es el per´ıodo de la superred. Se obtiene entonces
vg =
∆l
2~
sin(Φ +
eF l
~
t) (2.3.5)
o sea, la velocidad de grupo de los electrones oscila en el tiempo con la frecuencia
wB =
eF l
~
(2.3.6)
que se llama frecuencia de Bloch. La ecuacio´n (2.3.5) significa f´ısicamente que los electrones
son acelerados hasta el borde de la primera zona de Brillouin con momento k = pil y
luego sufren una reflexio´n Bragg, adquiriendo un momento −k. En so´lidos cristalinos la
frecuencia de Bloch es muy alta, del orden de varios THz, pero debido a que los tiempos
de scattering son muy pequen˜os y las bandas muy anchas, el electro´n sufre alguna colisio´n
antes de alcanzar el borde de la zona de Brillouin y no completa la oscilacio´n, por lo que
no se han observado estas oscilaciones en so´lidos formados por un solo semiconductor.
De esta imposibilidad (de completar la oscilacio´n) surgio´ la idea de Esaki y Tsu de
construir estructuras artificiales con potenciales de per´ıodo mayor que el de los cristales
naturales, de forma que los electrones interactuaran solo de´bilmente con los del pozo ve-
cino. As´ı se crear´ıan bandas ma´s estrechas, permitiendo a los electrones completar una
oscilacio´n sin sufrir scattering y por lo tanto generando oscilaciones macrosco´picas de muy
alta frecuencia. Adema´s, para completar el modelo con los procesos de scattering, introdu-
jeron fenomenolo´gicamente un tiempo medio de colisiones τs a trave´s de una probabilidad
exponencial decreciente de transporte sin colisiones (bal´ıstico). La velocidad global de los
electrones es entonces promediada sobre todo el gas:
v =
∫ ∞
0
e−
t
τs dvg =
eF
~2
∫ ∞
0
∂2E(k)
∂k2
e−
t
τs dt (2.3.7)
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donde hemos utilizado (2.3.1) y (2.3.2). De (2.3.4) obtenemos
v(F ) =
µF
1 + ( FFc )
2
µ =
eτs
m∗
m∗ =
1
~2
∂2E(k)
∂k2
=
∆l2
2~2
Fc =
~
eτsl
donde µ es la movilidad, m∗ la masa efectiva en el fondo de la minibanda, y Fc el campo
ele´ctrico para el cual la curva v(F ) alcanza su ma´ximo, comenzando a decrecer para
campos mayores. La curva v(F ) entonces, segu´n este modelo, tiene un intervalo donde es
decreciente, o sea existe una zona de conductancia diferencial negativa. Esta caracter´ıstica
sera´ la clave para entender el comportamiento fuertemente no lineal de las superredes
semiconductoras.
2.4. Superedes fuertemente y de´bilmente acopladas
Como ya hemos dicho, el comportamiento dina´mico de una superred semiconductora
depende estrictamente de su estructura, o sea ba´sicamente de tres ingredientes: la es-
tructura de bandas (a trave´s del acoplamiento entre primeros vecinos), la magnitud de
la ca´ıda de potencial en un per´ıodo debida al campo eF l y la magnitud de los procesos
de scattering Γ = ~τ (donde τ es el tiempo medio entre colisiones). Cuando las barreras
son lo suficientemente estrechas (≈1 nm) , la superred se dice fuertemente acoplada. Si
el campo ele´ctrico es relativamente bajo, la mayor parte del transporte se realiza por la
primera minibanda de estados extendidos. El fuerte acoplamiento entre pozos y los campos
bajos hacen posible utilizar los estados estendidos de Bloch. Las ecuaciones resultantes no
distinguen por tanto entre pozos y barreras y son del mismo tipo que las utilizadas para
estudiar el transporte en semiconductores. Lo que cambia es la anchura de las bandas de
energ´ıa permitida, que en las superredes fuertemente acopladas es mucho mayor. De toda
forma, no vamos a detallar ma´s este primer tipo de superredes por que´ el tema de esta
tesi es el estudio de modelos de superredes de´bilmente acopladas.
Cuando la longitud de la barrera es bastante mayor (≈5nm) que la longitud de onda del
electro´n dentro de la barrera, la superred se dice de´bilmente acoplada. Ahora la descripcio´n
de las propriedades electro´nicas se puede basar en considerar mu´ltiples pozos aislados en
los que se acoplan de´bilmente los niveles discretos para dar lugar a subbandas. En estas
circustancias, una modelizacio´n correcta debe trabajar con la base de autoestados de pozos
individuales conectados mediante corrientes tu´nel a trave´s de las barreras. Para campos
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suficientemente altos (≈100 kV/cm), la subbanda de menor energ´ıa de un pozo se acopla,
o sea se situ´a a la misma energ´ıa, con la primera subbanda de energ´ıa superior del pozo
contiguo, dando lugar a tu´nel resonante: la probabilidad de paso por efecto tu´nel de la
barrera es ma´xima cuando al otro lado, es decir, en el pozo vecino, hay estados vacantes
con la misma energ´ıa. Al electro´n situado en una subbanda ma´s alta que la fundamental
pueden occurrirle dos cosas: que pase de nuevo por efecto tu´nel resonante a una subbanda
superior del pozo contiguo, o que sufra scattering a la subbanda inferior del mismo pozo.
Pero en una superred con un potencial rectangular es imposible alcanzar una resonancia
entre niveles de tres pozos distintos, ya que la distancia intersubbanda se incrementa con
el ı´ndice de la subbanda. As´ı la opcio´n ma´s probable es que decaiga por scattering a la
subbanda ma´s baja del pozo en el que se encuentra. A continuacio´n vuelve a pasar por
efecto tu´nel al pozo de al lado. De ah´ı la calificacio´n de secuencial. Su primera evidencia
experimental se debe a Capasso et al [15].
Tanto las superedes fuertemente acopladas como las superredes de´bilmente acopladas
operan bajo voltajes aplicados intensos que, o bien les hacen cambiar entre dos estados
estacionarios de conduccio´n, o bien provocan la aparicio´n de oscilaciones. Estos efectos
se llaman inestabilidades electro´nicas. Matema´ticamente significa que los para´metros que
gobiernan el tipo de respuesta (o solucio´n) que presenta el dispositivo (o el modelo), como
el voltaje externo aplicado, toman valores que lo situ´an en zonas de su espacio de fase
donde aparecen cambios de comportamiento (o bifurcaciones). Un denominador comu´n
del funcionamiento en estas circustancias de estos y otros dispositivos es la aparicio´n de
zonas de Conductancia Diferencial Negativa, o sea de zonas donde:
dv(F )
dF
= 0 (2.4.1)
Este comportamento ano´malo (en principio ser´ıa da esperar que a mayor campo aplica-
do, los electrones fuesen ma´s veloces) ocurre por causas f´ısicas muy diferentes en dispositi-
vos o materiales diversos y tiene como consecuencia comu´n la aparicio´n de inestabilidades
y de oscilaciones de la corriente que pueden ser de muy alta frecuencia. En superredes
de´bilmente acopladas, la aparicio´n de zonas de conductancia negativa se debe a la manera
en la cual los electrones pasan de un pozo al pozo contiguo. Cuando las subbandas esta´n en
resonancia, la transmisio´n de corriente es ma´xima. Si el campo aumenta ma´s, los niveles se
desalinean y, al no haber estados vacantes con la misma energ´ıa al otro lado de la barrera,
menos electrones pasan al pozo siguiente y la velocidad de grupo disminuye, obtenie´ndose
la zona de Conductancia Diferencial Negativa.
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Cap´ıtulo 3
El modelo matema´tico discreto de
conveccio´n-difusio´n
3.1. Introduccio´n
En este Cap´ıtulo vamos a tratar un modelo reducido descripto por ecuaciones de ba-
lance para el transporte de carga en superredes fuertemente acopladas. Es un modelo
discreto propuesto en 1994 por L.L. Bonilla et al [6] para transporte mediante tu´nel re-
sonante secuencial y su estudio asinto´tico y nume´rico se llevara´ adelante en los Cap´ıtulos
siguientes.
3.2. Caracter´ısticas generales
El modelo que vamos a introducir es de tipo conveccio´n-difusio´n y el mecanismo de
transporte principal es el tu´nel resonante secuencial. Se completa con la ecuacio´n de Pois-
son y las condiciones de contorno. El ana´lisis de las diferentes escalas de tiempo involucra-
das permite considerar que en cada pozo hay un campo Fi y una densidad de electrones
ni, y establecer una relacio´n para ellos, por lo que se obtiene un modelo discreto. Toda
la informacio´n cua´ntica se introduce a trave´s de la densidad de corriente tu´nel eJi→i+1
y su expresio´n puede ser derivada de primeros principios microsco´picos bajo ciertos l´ımi-
tes mediante el me´todo del hamiltoniano de transferencia ([10], [4], [7]). Otro ingrediente
fundamental para que se produzcan oscilaciones de la corriente cuando se aplica un vol-
taje constante es que haya un exceso de carga, es decir, que se hayan introducido en la
red cristalina a´tomos con un electro´n ma´s en su capa ma´s externa. Se habla entonces de
superred dopadas. De esta manera, con un pequen˜o aporte de energ´ıa este electro´n queda
libre y pasa a la banda de conduccio´n, contribuyendo al transporte de carga.
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3.3. Escalas temporales
Para derivar un modelo matema´ticamente sencillo y retener por otra parte toda la f´ısica
del problema a nivel experimental, tenemos que hacer unas suposiciones sobre las diferentes
escalas temporales a las que tienen lugar los fe´nomenos relevantes en el transporte de carga,
en el re´gimen de tu´nel resonante secuencial. Estas escalas son:
Tiempo de relajacio´n diele´ctrica τrd: es el tiempo necesario para que las fluc-
tuaciones de carga decaigan y se obtenga neutralidad ele´ctrica local. Su orden de
magnitud se puede obtener como el per´ıodo de la superred dividido por la velocidad
electro´nica media. Para las superredes que se modelizan en esta tesis es del orden de
10-100 ns.
Tiempo tu´nel entre pozos vecinos τt: es el tiempo que tarda un electro´n en
pasar de un pozo a otro por efecto tu´nel mediado por scattering. Es del orden de
500 ps.
Tiempo de scattering intersubbanda τs: es el tiempo que tarda un electro´n en
pasar mediante scattering de una subbanda de energ´ıa mayor a la primera subbanda
del mismo pozo. Es del orden de 0.1 ps.
Por lo tanto tenemos la siguiente separacio´n de escalas temporales:
τs  τt  τrd . (3.3.1)
(3.3.1) nos permite suponer que los electrones ocupan so´lo la primera subbanda de cada
pozo (despreciando τs) y que en cada instante de tiempo se puede asignar a cada pozo
una densidad de electrones ni, sin considerar los que en ese instante pueden estar pasando
de un pozo a otro (despreciando τt). As´ı pues, integrando la ecuacio´n de Poisson que
vamos a introducir a continuacio´n, podemos asignar un valor Fi del campo en cada pozo y
podemos calcular la corriente entre dos pozos vecinos en funcio´n del campo y la densidad
de electrones locales.
3.4. Para´metros f´ısicos
Representan las caracter´ısticas f´ısicas de una superred concreta bajo condiciones exter-
nas concretas, necesarias para que exista una solucio´n f´ısicamente real al problema. Con
su variacio´n se explora el espacio de soluciones posibles. Son:
Voltaje externo aplicado (bias) V : su valor esta´ determinado por la obtencio´n
en la muestra del campo ele´ctrico necesario para alcanzar las condiciones de tu´nel
resonante secuencial.
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Densidad de corriente J : es la densidad de corriente total a trave´s de la muestra.
Es un para´metro externo cuando no lo es el voltaje.
Dopaje ND: es el nu´mero de a´tomos donadores que se introducen en la muestra por
unidad de volumen. Su valor var´ıa entre 1015 y 1018 a´tomos/cm3
Numero de pozos N : como veremos, es necesario un nu´mero suficiente de pozos (y
barreras) para observar claramente la formacio´n de dominios. En esta tesis N = 40,
y experimentalmente N var´ıa entre 10 y 100.
Longitud del periodo l: es la suma de las dimensiones de un pozo w y de una
barrera b. Esta´n determinadas por la necesidad de obtener por lo menos tres niveles
suficientemente separados en un pozo (w varia entre 5 y 20 nm) y barreras que
permitan un acoplo de´bil, pero resonancias suficientemente anchas entre los niveles
(b var´ıa entre 2 y 10 nm)
3.5. La corriente tu´nel
La densidad de corriente tu´nel eJi→i+1 es el ingrediente que relaciona las ecuacio-
nes del modelo en los distintos pozos. Se calcula usando fo´rmulas expl´ıcitas derivadas a
partir de consideraciones cua´nticas mediante el me´todo del Hamiltoniano de transferencia
([4],[7]), cuando el ensanchamiento de scattering es mucho menor de las energ´ıas de las
subbandas y de los potenciales qu´ımicos. Tenemos:
Ji→i+1 =
e v(f)(Fi)
l
{
ni − m
∗kBT
pi~2
ln
[
1 + exp
(
− eFil
kBT
)
×
(
exp
(
pi~2ni+1
m∗kBT
)
− 1
)]}
, i = 1, . . . , N − 1, (3.5.1)
En estas fo´rmulas,m∗ es la masa efectiva, T la temperatura, kB and ~ son las constantes
de Boltzmann y de Planck respectivamente, y la “forward tunneling velocity” v (f) es
una suma de Lorentzianas centradas en los valores resonantes del campo FCν = (ECν −
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N ND dW /dB γ m
∗
EC1 EC2 EC3 Vb
(cm−2) (nm/nm) (meV) (10−32 Kg) (meV) (meV) (meV) (V)
40 1,5 × 1011 9.0/4.0 8 8,43 44 180 410 0.982
Cuadro 3.1: Para´metros del SL 9/4 en [21].
EC1)/(el):
v(f)(Fi) =
n∑
j=1
~3l(γC1+γCj )
2m∗2
Ti(EC1)
(EC1 − ECj + eFil)2 + (γC1 + γCj )2
, (3.5.2)
Ti() =
16k2i k
2
i+1α
2
i (k
2
i + α
2
i )
−1(k2i+1 + α
2
i )
−1
(w + α−1i−1 + α
−1
i )(w + α
−1
i+1 + α
−1
i )e
2αid
, (3.5.3)
~ki =
√
2m∗, (3.5.4)
~ki+1 =
√
2m∗[+ e(d+ w)Fi], (3.5.5)
~αi−1 =
√
2m∗
[
eVb + e
(
d+
w
2
)
Fi − )
]
, (3.5.6)
~αi =
√
2m∗
[
eVb − ewFi
2
− )
]
, (3.5.7)
~αi+1 =
√
2m∗
[
eVb − e
(
d+
3w
2
)
Fi − )
]
. (3.5.8)
En estas ecuaciones, Cj indica la j-esima subbanda de un pozo, ECj es su energ´ıa medida
desde el fondo del pozo, γCj es la anchura de scattering, Ti es la probabilidad sin dimen-
siones de transmisio´n a trave´s de la i-esima barrera, y eVb es la altura de la barrera en
ausencia de ca´ıdas de potencial. Valores t´ıpicos de estos para´metros estan en el Cuadro
3.1.
Las fo´rmulas para Ji→i+1 obtenidas con distintos me´todos nos dan una corriente tu´nel
parecida a la Fig. 3.1, y e´ste es el motivo por el cual obtenemos resultados parecidos.
3.6. Ecuaciones
Contamos la barrera que separa el a´nodo del primer pozo de la superred como barrera
0. Entonces el per´ıodo i-esimo de la superred empieza a la derecha de la (i − 1)-esima
barrera y termina a la derecha de la i-esima barrera.
Las ecuaciones del modelo relacionan matema´ticamente las variables y los para´metros de
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Figura 3.1: Densidad de corriente tu´nel para ni = ni+1 = ND como funcio´n del campo
Fi = F , de lo cual se deduce que FM ≈ 3,945 kV/cm y JM ≈ 3,1269 A/cm2 para T = 5
K y para los valores del SL en el Cuadro 3.1.
la siguiente forma:
Fi − Fi−1 = e
ε
(ni −NwD), (3.6.1)
dni
dt
= Ji−1→i − Ji→i+1, i = 1, · · · , N. (3.6.2)
1
N + 1
N∑
i=0
Fi =
V
(N + 1) l
(3.6.3)
J0→1 = σF0, (3.6.4)
JN→N+1 = σFN
nN
ND
. (3.6.5)
donde e es la carga del electro´n, ε la permitividad media de la superred , N wD la densidad
de dopaje del pozo i y σ la conductividad de los contactos.
(3.6.1) es la ecuacio´n de Poisson (discreta): relaciona la diferencia del valor del
campo ele´ctrico entre dos pozos con la acumulacio´n de carga que la produce, resul-
tado de restar a la densidad de carga negativa ni la densidad de a´tomos donadores
ND que han cedido un electro´n, y que por tanto esta´n cargados positivamente.
(3.6.2) es la ecuacio´n de la continuidad de carga: la variacio´n de la densidad de
carga ni en el pozo i es la diferencia entre la carga entrante desde el pozo i− 1 y la
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carga saliente hacia el pozo i+ 1.
(3.6.3) es la ecuacio´n del bias: establece que el voltaje aplicado externo o bias V es
la suma de las ca´ıdas de voltaje Fi l en cada uno de los pozos.
(3.6.4) y (3.6.5) son las condiciones de contorno: la relacio´n entre densidad de
corriente y campo ele´ctrico es lineal en los contactos, como en [1].
Derivando (3.6.1) respecto al tiempo e insertando el resultado en (3.6.2), obtenemos
ε
e
dFi
dt
+ Ji→i+1 = J (3.6.6)
que es una ley de Ampere: la corriente total eJ a trave´s de la superred es la suma de la
corriente de desplazamiento de Maxwell y de la corriente tu´nel entre el pozo i y i+ 1.
3.7. Adimensionalizacio´n
Para tratar nume´ricamente las ecuaciones es aconsejable quitar las dimensiones para
que todos los te´rminos sean de orden unidad y se condense la influencia de los para´metros
en el mı´nimo nu´meros de ellos, facilitando as´ı la interpretacio´n de las soluciones. Fijamos
primero las escalas necesarias, por lo que establecemos como unidad de campo el valor
para el cual se alcanza el primer ma´ximo de la curva v(F ), que llamamos FM . A partir de
este valor obtenemos la unidad de velocidad como vM = v(FM ). Como unidad de densidad
de carga fijamos el dopaje de la superred ND. El resto de las unidades surgen de las ya
tomadas de la siguiente forma:
Ei =
Fi
FM
, n˜i =
ni
ND
, J˜i→i+1 =
Ji→i+1
JM
,
J˜ =
J
JM
, t˜ =
t
t0
≡ JM t
εFM
, v˜(Ei) =
v(Fi)
vM
(3.7.1)
V˜ =
V
V i0
≡ V
(N + 1)FM l
, σ˜ = ρcσ ≡ FM σ
JM
, vM =
JM l
eND
Introduciendo (3.7.1) en (3.6.1) - (3.6.6), y quitando las tildes, obtenemos el siguiente
modelo adimensional:
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dEi
dt
+ Ji→i+1 = J , i = 1, · · · , N. (3.7.2)
N∑
i=0
Ei = (N + 1)V , (3.7.3)
Ji→i+1 = v(Ei)
{
ni − ρ0 ln
[
1 + e−aEi
(
e
ni+1
ρ0 − 1
)]}
, i = 1, . . . , N − 1, (3.7.4)
J0→1 = σE0 , (3.7.5)
JN→N+1 = σEN nN . (3.7.6)
donde
ν =
eND
εFM
, ρ0 =
m∗kBT
pi~2ND
, a =
elFM
kBT
, (3.7.7)
son para´metros sin dimensiones. Sus valores para el SL descripto en el Cuadro 3.1 esta´n
en el Cuadro 3.2. La Fig. 3.1 ensen˜a la densidad de corriente tu´nel como funcio´n del
perfil homo´geneo Fi = F cuando las densidades de electrones ni son puestas iguales a
la densidad de dopaje en todos los pozos de la superred. Observamos varios ma´ximos
relativos, el primero de los cuales nos da los valores de FM y JM . Los intervalos del campo
entre dos ma´ximos corresponden aproximadamente a los plateau en la curva caracter´ıstica
I–V.
Cuadro 3.2: Typical scales for T = 5 K.
FM JM vM x0 t0 ν ρ0 ρc V0
(kV/cm) (A/cm2) (m/s) (nm) (ns) (–) (–) (Ω m) (V)
– –
JM l
eND
εFM l
eND
εFM
JM
eND
εFM
m∗kBT
pi~2ND
lFM
evMND
FMNl
3.945 3.127 1.691 2.494 2.066 5.212 0.111 12.62 0.205
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Cap´ıtulo 4
Caracter´ıstica corriente-voltaje e
inestabilidades de la corriente
4.1. Introduccio´n
En este Cap´ıtulo estudiamos las soluciones del modelo de conveccio´n-difusio´n presen-
tado en el Cap´ıtulo anterior para superredes funcionando en re´gimen de tu´nel resonante
secuencial. Aunque el modelo es bastante sencillo, la no linealidad de la corriente tu´nel y
el elevado nu´mero de grados de libertad que presenta el sistema hace que el espectro de
soluciones sea muy rico, y en particular presente inestabilidades de la corriente y solucio-
nes perio´dicas. Esto hace que las superredes sean muy interesantes desde el punto de vista
tecnolo´gico como dispositivos generadores de sen˜ales de alta frecuencia, con una ventaja
fundamental respecto a los osciladores Gunn: la posibilidad de sintonizar esta variando el
voltaje aplicado.
La aparicio´n de dominios de campo ele´ctrico en superredes semiconductoras dopadas re-
monta por lo menos al an˜o 1974, cuando Esaki y Chang dieron cuenta de esa aparicio´n
en [17]. La conductividad de una superred dopada de GaAs/AlAs exhib´ıa oscilaciones en
funcio´n del voltaje aplicado, y e´stas ten´ıan correlacio´n con la separacio´n entre las dos
primeras subbandas, por lo que se atribuyeron a formacio´n de dominios. Cuando las te´cni-
cas de crecimiento epitaxial se refinaron lo suficiente, fue´ posible observar claramente las
ramas en la caracter´ıstica I–V para valores del voltaje entre las dos resonancias.
En la Sec. (4.2) vamos a construir nume´ricamente la curva caracter´ıstica corriente –voltaje
I–V, mientras en la Sec. (4.3) haremos un estudio de la estabilidad lineal, encontrando po-
sibles puntos de bifurcacio´n de Hopf cerca de las extremidades de las ramas estacionarias.
Finalmente, en la Sec. (4.4) estudiamos, con un me´todo de escalas mu´ltiples, la bifurcacio´n
de Hopf.
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Resumimos brevemente el modelo (adimensional) de conveccio´n-difusio´n presentado en el
Cap.(3). Consiste de las ecuaciones
dEi
dt
+ Ji→i+1 = J , i = 1, · · · , N. (4.1.1)
N∑
i=0
Ei = (N + 1)V (t) , (4.1.2)
Ji→i+1 = v(Ei)
{
ni − ρ0 ln
[
1 + e−aEi
(
e
ni+1
ρ0 − 1
)]}
, i = 1, . . . , N − 1, (4.1.3)
J0→1 = σE0 , (4.1.4)
JN→N+1 = σEN nN . (4.1.5)
donde el u´nico cambio respecto a (3.7.2) - (3.7.6) esta´ en la condicio´n del bias (4.1.2),
porque aqu´ı la ca´ıda de potencial en la superred es una funcio´n V (t) que depende del
tiempo. Esto es necesario para ‘reproducir’ nume´ricamente lo que pasa en los experimentos,
o sea para poder mover el voltaje, y por lo tanto el sistema, de manera ‘cont´ınua’ desde
un estado a otro muy cerca. Llameremos up-sweep (down-sweep), o in general sweeping,
la transicio´n cont´ınua de Vi a Vf con Vf > Vi ( Vf < Vi) en un intervalo de tiempo que
llamaremos tiempo de ramping, en general muy breve pero suficiente para permitir un
proceso adiaba´tico.
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Figura 4.1: Curva caracter´ıstica I–V de la superred 9/4 de Ref. [21] obtenida haciendo
crecer y decrecer adiaba´ticamente V ∈ [0, 4] V. Los para´metros corresponden a la Tabla 3.1
a 5 K y resistividad del ca´todo de 25.2 Ωm (σ˜ = 0,5). El nu´mero de la rama crece con el
voltaje: la i-esima rama tiene una capa de acumulacio´n de carga que separa los dominios
de campo alto y de campo bajo que se situ´a en el pozo (N − i+ 1)-esimo.
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Figura 4.2: Biestabilidad entre las ramas 5 y 6 de la caracter´ıstica I–V de Fig. 4.1
(V ∈ [0,55, 0,6] V). La solucio´n estacionaria resulta inestable con soluciones oscilatorias
de pequen˜a amplitud cerca de la extremidad superior de la rama 5.
4.2. Estados estacionarios
Resolviendo nume´ricamente el modelo de conveccio´n-difusio´n construimos el primer
plateau de la curva caracter´ıstica I–V para la superred cuyos para´metros principales esta´n
en la tabla (3.1), a temperatura T = 5 K y resistividad de los contactos 1/σ = 25,2 Ωm
(σ˜ = 0,5). La Fig. (4.1) muestra la parte de ramas estacionarias obtenidas haciendo up-
sweep y down-sweep del voltaje desde cero Voltios hasta el final del primer plateau y desde
valores altos del voltaje hasta cero.
No´tese que las partes superiores de las ramas que hemos numerado como impares (desde
la 23e´sima hasta la 33e´sima) no aparecen por que corresponden a regiones de biestabilidad
y son saltadas durante el proceso de up-sweep. De la misma manera, las partes centrales
de las ramas que van de la 35-e´sima a la 39-e´sima no aparecen por que corresponden a
regiones de tri-estabilidad y son saltadas durante los procesos de up-sweep y down-sweep.
Todas estas curvas que faltan se pueden obtener haciendo up-sweep empezando desde la
parte que esta´ en figura. La cuenca de atraccio´n de las ramas estacionarias de la Fig. (4.1)
es muy pequen˜a cerca de las extremidades y es exa´ctamente en esas regiones que nuestro
me´todo nume´rico de alta precisio´n mejora los resultados antecedentes, como se ve en
Fig. (4.2). Adema´s, hemos encontrado que las ramas I–V pueden pasar por bifurcacio´n de
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Hopf a soluciones oscilatorias de pequea˜ amplitud cerca de las extremidades superiores,
como explicaremos ma´s adelante.
Segu´n su estabilidad, podemos distinguir cuatro tipos de ramas I–V:
1. La primera rama B1 es monoestable desde V = 0 hasta que su extremo superior
coincide con el extremo inferior de B2, creando entonces una pequen˜a regio´n de
biestabilidad.
2. De B2 a B21, la longitud de las ramas aumenta (B2 mide 0.122 V y B19 mide 0.177
V) a la vez que la pendiente (la conductividad diferencia´l positiva) disminuye. Se
puede ver que las ramas con voltaje bajo tienen una pendiente empinada parecida
a la que tiene la curva antes del primer ma´ximo de la densidad de corriente tu´nel
homoge´nea en Fig. (3.1). ¿ Por que´? El perfil del campo en ramas con voltaje pequen˜o
es parecido al perfil de una solucio´n con campo espacialmente uniforme, que cumple
entonces Ji→i+1(F,ND, ND) = J , correspondiente a la primera rama de Fig. (3.1).
De la misma manera, las ramas con voltaje alto son parecidas a perfiles de campo
espacialmente homoge´neo que cumplen la misma relacio´n, pero e´sta vez el perfil del
campo corresponde a la tercera rama de Fig. (3.1). Ramas con voltaje intermedio son
una combinacio´n de dominios con campo alto y bajo, entonces las pendientes son una
interpolacio´n entre conductividad diferencial positiva baja y alta. La parte central de
cada rama corresponde a una regio´n de monoestabilidad, mientras que los extremos
son regiones de biestabilidad. Conforme el nu´mero de rama crece, la regio´n central
se va estrechando y las regiones de biestabilidad que incluyen las extremidades de
las ramas crecen.
3. La rama B22 es la u´ltima que tiene un rango de monoestabilidad en el centro, y la
primera en la que el extremo superior es un rango de triestabilidad, coincidiendo con
la parte central de la rama B23 y el extremo inferior de la rama B24.
4. La rama B23 es biestable excepto en el centro y en el extremo superior, donde es
triestable. No´tese que el extremo inferior es todav´ıa biestable.
5. De B24 a B39 las ramas son triestables en el centro y los extremos y biestables en
el resto. Los rangos de triestabilidad se van ensanchando conforme el voltage va
creciendo, pero siempre quedan dos rangos de biestabilidad.
6. La rama B40 es la u´ltima: es triestable en su extremidad inferior, biestable en la
parte central, y monoestable hasta llegar al segundo plateau.
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4.3. Estabilidad lineal
Linealizamos (3.7.2) - (3.7.6) cerca de una solucio´n estacionaria E∗i , i = 0, . . . , N . Sea
Ei(t) = E
∗
i + ε e˜i(t) , J(t) = J
∗ + ε ˜(t) , ε 1 . (4.3.1)
Insertando (4.3.1) en (3.7.2) - (3.7.6) llegamos a
de˜i
dt
+ aie˜i−1 + bie˜i + cie˜i+1 = ˜ , i = 1, . . . , N (4.3.2)
de˜0
dt
+ σe˜0 = ˜ (4.3.3)
de˜N
dt
+ η e˜N + γ e˜N−1 = ˜ (4.3.4)
N∑
i=0
e˜i = 0 , (4.3.5)
donde introducimos las siguientes constantes que dependen del perfil estacionario:
ai =
(
∂Ji→i+1
Ei−1
)
E=E∗
, bi =
(
∂Ji→i+1
Ei
)
E=E∗
, ci =
(
∂Ji→i+1
Ei+1
)
E=E∗
, (4.3.6)
y
γ = −σ E
∗
N
ν
, η =
J∗
E∗N
+
σ E∗N
ν
. (4.3.7)
El sistema de ecuaciones diferenciales ordinarias (4.3.2) - (4.3.5) puede resolverse por la
separacio´n de variables:
e˜i = eˆi e
λ t , j˜ = ˆ eλ t (4.3.8)
Sustituyendo (4.3.8) en (4.3.2) - (4.3.5) llegamos al sistema lineal
λ eˆi = ˆ− ai eˆi−1 − bi eˆi − ci eˆi+1 , i = 1, . . . , N − 1 (4.3.9)
λ eˆ0 = σ ˆ (4.3.10)
λ eˆN = ˆ− γ eˆN−1 − η eˆN (4.3.11)
N∑
i=0
eˆi = 0 (4.3.12)
que determina los eˆi en funcio´n del autovalor λ.
Poniendo todo en forma matricial queda:
λ eˆ = jˆ−M · eˆ (4.3.13)
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o sea:
λ


eˆ0
eˆ1
...
eˆN

 =


ˆ
ˆ
...
ˆ

−


b0 c0 0 0 . . . 0
a1 b1 c1 0 . . . 0
0
. . .
. . .
. . .
. . .
...
...
. . .
. . .
. . .
. . . 0
0 . . . 0 aN−1 bN−1 cN−1
0 . . . 0 0 aN bN


·


eˆ0
eˆ1
...
eˆN

 (4.3.14)
con b0 = σ , c0 = 0 , aN = γ , bN = η .
Podemos reescribir (4.3.13) de la forma (λI + M)·eˆ = jˆ, lo cual implica que
eˆ = (λI + M)−1 · jˆ. Entonces de (4.3.12) tenemos:
N∑
i=0
(λI + M)−1 · 1 = 0 (4.3.15)
que es una ecuacio´n polino´mica de grado N en λ, con N ceros por tanto. Sumando las
filas y incorporando la condicio´n del bias (4.3.12) llegamos a:
(N + 1) ˆ = eˆ0 (a1 + b0) + · · ·+ eˆi (ai+1 + bi + ci−1) + · · ·+ eN (bN + cN−1) . (4.3.16)
Definiendo
si = ai+1 + bi + ci−1 , i = 1, . . . , N − 1
s0 = a1 + b0
sN = bN + cN−1
(4.3.17)
tenemos:
ˆ =
1
N + 1
N∑
i=0
si eˆi (4.3.18)
y sustituyendo en (4.3.14) obtenemos finalmente
λ


eˆ0
eˆ1
...
eˆN

 =


1
N + 1


s0 s1 . . . sN
s0 s1 . . . sN
...
...
...
...
s0 s1 . . . sN

−


b0 c0 0 0 . . . 0
a1 b1 c1 0 . . . 0
0
. . .
. . .
. . .
. . .
...
...
. . .
. . .
. . .
. . . 0
0 . . . 0 aN−1 bN−1 cN−1
0 . . . 0 0 aN bN




·


eˆ0
eˆ1
...
eˆN

 .
(4.3.19)
Una ra´ız de esta ecuacio´n es cero, las otras son los N autovalores de (4.3.15). Resolviendo
nume´ricamente (4.3.19) para distintos valores del voltaje, encontramos los resultados que
se muestran en las Figuras 4.3 y 4.4.
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Figura 4.3: Evolucio´n de los 41 autovalores que determinan la estabilidad lineal de la rama
estacionaria B35 para 20 valores del voltaje aplicado de V = 3,54 a 3,56 V.
4.4. Ecuacio´n de amplitud
De las Fig. (4.3) y (4.4) y de las simulaciones nume´ricas del modelo (que vamos a
detallar en el cap´ıtulo a continuacio´n) se deduce que cerca de la extremidades superiores
de las ramas la solucio´n cesa de ser estacionaria y se convierte en oscilatoria cuando
el voltaje V pertenece a un intervalo que llameremos (Vα , Vβ): el sistema experimenta
una bifurcacio´n de Hopf. Para describir este feno´meno cualitativamente, vamos a tener
en cuenta las no linealidades que juegan un papel importante cuando el voltaje supera el
valor cr´ıtico Vc. De hecho, la perturbacio´n de un estado estacionario con un voltaje pro´ximo
al cr´ıtico esta´ gobernada por una ecuacio´n de amplitud que describe el comportamiento
esencial, tanto de forma cualitativa que cuantitativa. En nuestro caso, queremos obtener
la siguiente informacio´n del ca´lculo de esta ecuacio´n. Por una parte, determinaremos la
posicio´n exacta del punto de Hopf degenerado, donde la naturaleza del comienzo de las
oscilaciones de la corriente pasa de ser supercr´ıtica a ser subcr´ıtica. Por otra parte, la
ecuacio´n de amplitud nos determinara´ la dependencia de la frecuencia con el voltaje cerca
de V = Vc.
4.4.1. Condicio´n de no-resonancia
Queremos saber bajo que´ condiciones el problema lineal no homoge´neo asociado a
(4.3.2) - (4.3.5) tiene solucio´n acotada y perio´dica en el tiempo, o sea, queremos saber
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Figura 4.4: (a) Evolucio´n de los 41 autovalores que determinan la estabilidad lineal de
la rama estacionaria B5 para 20 valores del voltaje aplicado de V = 0,56 a 0,6 V. Los
cuadros muestran la figura con todos los autovalores y un zoom de la regio´n cerca del eje
imaginario. (b) Parte real de los autovalores en funcio´n del voltaje. El gap en la figura
corresponde a la inestabilidad oscilatoria.
bajo que´ condiciones no existen te´rminos seculares en nuestros ca´lculos. Sean λ = ±iω un
par de autovalores que cruzan el eje imaginario cuando el voltaje esta´ en el voltaje cr´ıtico
Vc. Entonces el problema lineal no homoge´neo es:
de˜i
dt
+ aie˜i−1 + bie˜i + cie˜i+1 − j˜ = fi eiωt , i = 1, . . . , N − 1 (4.4.1)
de˜0
dt
+ σe˜0 − j˜ = g0 eiωt (4.4.2)
de˜N
dt
+ η e˜N + γ e˜N−1 − j˜ = gN eiωt (4.4.3)
N∑
i=0
e˜i = 0 (4.4.4)
Poniendo
e˜i = eˆi e
iωt, j˜ = jˆ eiωt (4.4.5)
en (4.4.1) - (4.4.4) nos queda
ai eˆi−1 + (bi + i ω) eˆi + ci eˆi+1 = jˆ + fi , i = 1, . . . , N − 1 , (4.4.6)
(σ + i ω) eˆ0 = jˆ + g0 , (4.4.7)
γ eˆN−1 + (η + i ω) eˆN = jˆ + gN , (4.4.8)
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N∑
i=0
eˆi = 0 . (4.4.9)
Si reescribimos todo en forma matricial, (4.4.6) - (4.4.9) se convierten en:
(M + i ω I)~e = ~j + ~f + ~g , (4.4.10)
donde
~j =
(
jˆ, . . . , jˆ
)T
, ~f = (0, f1, . . . , fN−1, 0)
T , ~g = (g0, 0, . . . , 0, gN )
T (4.4.11)
y M esta´ definida en (4.3.13) - (4.3.14) como
M =


b0 c0 0 0 . . . 0
a1 b1 c1 0 . . . 0
0
. . .
. . .
. . .
. . .
...
...
. . .
. . .
. . .
. . . 0
0 . . . 0 aN−1 bN−1 cN−1
0 . . . 0 0 aN bN


(4.4.12)
La solucio´n de (4.4.10) es ~e = (M + i ω I)−1 (~j + ~f + ~g) y tiene que cumplir (4.4.9).
Como el te´rmino proporcional a jˆ ya cumpl´ıa la ecuacio´n (4.4.9), la condicio´n para no
tener te´rminos seculares es que la suma de los otros dos te´rminos se anule, o sea
N∑
i=0
N∑
j=0
〈(M + i ω I)−1〉ij (fj + gj) = 0 . (4.4.13)
LLameremos a (4.4.13) condicio´n de no resonancia y la utilizaremos para hallar nuestra
ecuacio´n de amplitud.
4.4.2. Bifurcacio´n de Hopf
Llamamos E∗i,c y J
∗
c el perfil estacionario de campo ele´ctrico y la corriente corres-
pondientes al voltaje cr´ıtico Vc . Queremos construir la solucio´n perio´dica que bifurca de
V = Vc. Sea  un para´metro que define la desviacio´n del voltaje cr´ıtico
V = Vc + ε
2 ϕ ε 1 (4.4.14)
donde ϕ = ±1 segu´n Vc = Vα o Vc = Vβ. Entonces ∀ i = 0, . . . , N los correspondientes
campos y corriente son:
E∗i (ε) = E
∗
i,c + ϕε
2
(
dE∗i
dV
)
V =Vc
+O(ε4)
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J∗(ε) = J∗c + ϕε
2
(
dJ∗
dV
)
V =Vc
+O(ε4) (4.4.15)
Ponemos ahora E∗,Vi,c =
(
dE∗i
dV
)
V =Vc
y J∗,Vc =
(
dJ∗
dV
)
V =Vc
. Insertando (4.4.15) en (4.3.2),
los te´rminos a orden O(1) son conocidos y los a orden O(ε2) cumplen las ecuaciones:
aiE
∗,V
i−1,c + biE
∗,V
i,c + ciE
∗,V
i+1,c − J∗,Vc = 0 , i = 1, . . . , N − 1 ,
J∗,Vc = σ E
∗,V
0,c , J
∗,V
c = σ E
∗,V
N,c
(
2E∗N,c −E∗N−1,c
ν
+ 1
)
− σ E∗,VN−1,c
E∗N,c
ν
,
N∑
i=0
E∗,Vi,c = N + 1 .
(4.4.16)
que se pueden resolver nume´ricamente. Para calcular la solucio´n que bifurca de Vc, supon-
dremos ∀ i = 0, . . . , N el desarrollo en escalas mu´ltiples habitual en una bifurcacio´n de
Hopf:
Ei(t; ε) = E
∗
i,c + εE
(1)
i (t, T ) + ε
2
[
E
(2)
i (t, T ) + ϕE
∗,V
i,c
]
+ ε3E
(3)
i (t, T ) +O(ε
4)
J(t; ε) = J∗c + εJ
(1)(t, T ) + ε2
[
J (2)(t, T ) + ϕJ∗,Vc
]
+ εJ (3)(t, T ) +O(ε4)
(4.4.17)
donde T = ε2t . Elegimos esta escala lenta del tiempo de forma que se puedan eliminar los
te´rminos seculares que aparecen por primera vez en las ecuaciones para E (3) . Ponemos:
am,n,pi =
(
∂m+n+pJi→i+1
∂mEi−1 ∂nEi ∂pEi+1
)
E=E∗
c
, γc = −
σ E∗N,c
ν
, ηc =
J∗c
E∗N,c
+
σ E∗N,c
ν
.
Insertando (4.4.17) en (3.7.2) - (3.7.6) e igualando en potencias de ε, obtenemos la si-
guiente jerarqu´ıa de ecuaciones:
O(ε):
∂E
(1)
i
∂t
+ a1,0,0i E
(1)
i−1 + a
0,1,0
i E
(1)
i + a
0,0,1
i E
(1)
i+1 − J (1) = 0 , i = 1, . . . , N − 1 ,
J (1) − ∂E
(1)
0
∂t
= σE
(1)
0 ,
J (1) − ∂E
(1)
N
∂t
= γcE
(1)
N−1 + ηcE
(1)
N ,
N∑
i=0
E
(1)
i = 0 .
(4.4.18)
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O(ε2):
∂E
(2)
i
∂t
+ a1,0,0i E
(2)
i−1 + a
0,1,0
i E
(2)
i + a
0,0,1
i E
(2)
i+1 − J (2) =
−1
2
[
a2,0,0i (E
(1)
i−1)
2 + a0,2,0i (E
(1)
i )
2 + a0,0,2i (E
(1)
i+1)
2
]
− a1,1,0E(1)i−1E(1)i −
a1,0,1E
(1)
i−1E
(1)
i+1 − a0,1,1E(1)i E(1)i+1 , i = 1, . . . , N − 1 ,
J (2) − ∂E
(2)
0
∂t
= σE
(2)
0 ,
J (2) − ∂E
(2)
N
∂t
= γcE
(2)
N−1 + ηcE
(2)
N + σE
(1)
N
(
E
(1)
N −E(1)N−1
ν
)
,
N∑
i=0
E
(2)
i = 0 .
(4.4.19)
O(ε3):
∂E
(3)
i
∂t
+ a1,0,0i E
(3)
i−1 + a
0,1,0
i E
(3)
i + a
0,0,1
i E
(3)
i+1 − J (3) = −
∂E
(1)
i
∂T
− a2,0,0i E(1)i−1 (E(2)i−1 + ϕE∗,Vi−1,c)−
a0,2,0i E
(1)
i (E
(2)
i + ϕE
∗,V
i,c )− a0,0,2i E(1)i+1 (E(2)i+1 + ϕE∗,Vi+1,c)− a1,1,0i [E(1)i−1 (E(2)i + ϕE∗,Vi,c )+
E
(1)
i (E
(2)
i−1 + ϕE
∗,V
i−1,c)]− a1,0,1i [E(1)i−1 (E(2)i+1 + ϕE∗,Vi+1,c) +E(1)i+1 (E(2)i−1 + ϕE∗,Vi−1,c)]−
a0,1,1i [E
(1)
i (E
(2)
i+1 + ϕE
∗,V
i+1,c) +E
(1)
i+1 (E
(2)
i + ϕE
∗,V
i,c )]−
1
6
[a3,0,0i (E
(1)
i−1)
3 + a0,3,0i (E
(1)
i )
3+
a0,0,3i (E
(1)
i+1)
3]− 1
2
[a2,1,0i (E
(1)
i−1)
2E
(1)
i + a
2,0,1
i (E
(1)
i−1)
2E
(1)
i+1 + a
1,2,0
i (E
(1)
i )
2E
(1)
i−1+
a0,2,1i (E
(1)
i )
2E
(1)
i+1 + a
1,0,2
i (E
(1)
i+1)
2E
(1)
i−1 + a
0,1,2
i (E
(1)
i ) (E
(1)
i+1)
2]−
a1,1,1i E
(1)
i−iE
(1)
i E
(1)
i+1 , i = 1, . . . , N − 1 ,
J (3) − ∂E
(3)
0
∂t
= σE
(3)
0 ,
J (3) − ηcE(3)N − γcE(3)N−1 −
∂E
(3)
N
∂t
=
∂E
(1)
N
∂T
+
σ
ν
E
(1)
N (2E
∗,V
N,c −E∗,VN−1,c) + γcE(1)N−1+
2σ
ν
E
(1)
N E
(2)
N −
σ
ν
(E
(1)
N E
(2)
N−1 +E
(2)
N E
(1)
N−1)
N∑
i=0
E
(3)
i = 0 .
(4.4.20)
Resolvemos ahora estos sistemas de ecuaciones diferenciales y apliquemos la condicio´n de
no resonancia (4.4.13) cuando nos encontraremos con te´rminos proporcionales a e±i ω t.
Las solucio´n de (4.4.18) nos dan la solucio´n linealizada:
E
(1)
i (t, T ) = A(T ) e
i ω tξi + c.c. i = 0, . . . , N
J (1)(t, T ) = A(T ) ei ω t + c.c.
(4.4.21)
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donde c.c. significa el complejo conjugado del te´rmino anterior y ξi es la solucio´n de
(4.3.9) - (4.3.12) correspondiente al autovalor λ = i ω, es decir, es el autovector asociado
al autovalor que cruz el eje imaginario en V = Vc. Insertando (4.4.21) en (4.4.19)
obtenemos
∂E
(2)
i
∂t
+ a1,0,0i E
(2)
i−1 + a
0,1,0
i E
(2)
i + a
0,0,1
i E
(2)
i+1 − J (2) =
−|A|2 [a2,0,0i |ξi−1|2 + a0,2,0i |ξi|2 + a0,0,2i |ξi+1|2 + a1,1,0i Re (ξi−1 ξi) + a1,0,1i Re (ξi−1 ξi+1)
+ a0,1,1i Re (ξi ξi+1)] − A2 e2 i ω t [ξ2i−1 + ξ2i + ξ2i+1 + ξi−1 ξi + ξi−1 ξi+1 + ξi ξi+1] + c.c. ,
i = 1, . . . , N − 1 ,
J (2) − ∂E
(2)
0
∂t
− σE(2)0 = 0 ,
J (2) − ∂E
(2)
N
∂t
− γcE(2)N−1 − ηcE(2)N =
σ
ν
[|A|2 (|ξN |2 − 2Re(ξN ξN−1) +A2 e2 i ω t(ξ2N − ξNξN−1) + c.c. ] ,
N∑
i=0
E
(2)
i = 0 .
(4.4.22)
Aqu´ı tampoco hay te´rminos resonantes; buscamos una solucio´n del tipo
E
(2)
i (t, T ) = α0,i |A(T )|2 + α2,iA(T )2 e2 i ω t + c.c. i = 0, . . . , N
J (2)(t, T ) = β0 |A(T )|2 + β2A(T )2 e2 i ω t + c.c.
(4.4.23)
Insertando (4.4.23) en (4.4.22) e igualando los te´rminos proporcionales a |A|2 y a A2 e2 i ω t,
se obtienen para las (2N + 4) inco´gnitas {α0,i , α2,i , β0 , β2} , i = 0, . . . , N las siguientes
ecuaciones con las condiciones de contorno y la condicio´n del bias:
Te´rminos proporcionales a |A|2:
a1,0,0i α0,i−1 + a
0,0,1
i α0,i+1 − β0 = −[a2,0,0i |ξi−1|2 + a0,2,0i |ξi|2 + a0,0,2i |ξi+1|2+
a1,1,0i Re(ξi−1 ξi) + a
1,0,1
i Re(ξi−1 ξi+1) + a
0,1,1
i Re(ξi ξi+1)] ,
β0 = σ α0,0 , β0 − γc α0,N = σ
ν
(|ξN |2 − 2Re(ξN ξN−1))
N∑
i=0
α0,i = 0 .
(4.4.24)
Te´rminos proporcionales a A2 e2 i ω t
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2 i ωα2,i + a
1,0,0
i α2,i−1 + a
0,1,0
i α2,i + a
0,0,1
i α2,i+1 − β2 = −(ξ2i−1 + ξ2i + ξ2i+1+
ξi−1ξi + ξiξi+1 + ξi−1ξi+1) ,
β2 = (2 i ω + σ)α2,0 , β2 − 2 i ωα2,N − γc α2,N−1 − ηc α2,N = σ
ν
(ξ2N − ξN ξN−1) ,
N∑
i=0
α2,i = 0 .
(4.4.25)
Resolviendo (4.4.24) y (4.4.25) tenemos la solucio´n a orden O(ε2), pero nos queda por
conocer A(T ). La funcio´n de amplitud resultara´ de introducir las soluciones a orden O(ε)
y O(ε2) en las ecuaciones (4.4.20), y aplicar luego la condicio´n de no resonancia (4.4.13).
Efectivamente, en este proceso encontramos que los te´rminos resonantes (proporcionales
a ei ω t) que aparecen son:
−ξi dA
dT
− ϕ [(ξi−1 + ξi + ξi+1) (E∗,Vi−1,c) +E∗,Vi,c ) +E∗,Vi+1,c)]A−
[α0,i−1 (a
2,0,0
i ξi−1 + a
1,1,0
i ξi + a
1,0,1
i ξi+1) + α0,i (a
0,2,0
i ξi + a
1,1,0
i ξi−1 + a
0,1,1
i ξi+1)+
α0,i+1 (a
0,0,2
i ξi+1 + a
1,0,1
i ξi−1 + a
0,1,1
i ξi) + α2,i−1 (a
0,0,2
i ξ¯i−1 + a
1,1,0
i ξ¯i + a
1,0,1
i ξ¯i+1)+
α2,i (a
0,2,0
i ξ¯i + a
1,1,0
i ξ¯i−1 + a
0,1,1
i ξ¯i+1) + α2,i+1 (a
0,0,2
i ξ¯i+1 + a
1,0,1
i ξ¯i−1 + a
0,1,1
i ξ¯i)+
1
2
(a3,0,0i ξi−1|ξi−1|2 + a0,3,0i ξi|ξi|2 + a0,0,3i ξi+1|ξi+1|2) +Re(ξi−1)Re(ξi) (a1,2,0i ξi + a2,1,0i ξi−1)+
Re(ξi)Re(ξi+1) (a
0,1,2
i ξi+1 + a
0,2,1
i ξi) +Re(ξi−1)Re(ξi+1) (a
1,0,2
i ξi+1 + a
2,0,1
i ξi−1)+
a1,1,1i (ξ¯i−1 ξi ξi+1 + ξi−1 ξ¯i ξi+1 + ξi−1 , ξi ξ¯i+1)]A |A|2
i = 1, . . . , N − 1 ,
(4.4.26)
mientras las condiciones de contorno nos dan:
g0 = 0 ,
gN = −ξN dA
dT
+ [
σ
ν
ξN (2E
∗,V
N,c −E∗,VN−1,c)− γc ξN−1]A+A|A|2
σ
ν
[α0,N (ξN−1 − 2ξN )+
α2,N (ξ¯N−1 − 2ξ¯N ) + α0,N−1 ξN−1 + α2,N−1 ξ¯N−1] .
(4.4.27)
Finalmente, aplicando la condicio´n de no-resonancia (4.4.13) obtenemos
dA
dT
= ϕ ζ1A− ζ2A |A|2 , (4.4.28)
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donde
ζ1 =
N∑
i=1
N∑
j=1
〈(M + i ω I)−1〉ij c1j
N∑
i=1
N∑
j=1
〈(M + i ω I)−1〉ij ξj
, (4.4.29)
ζ2 =
N∑
i=1
N∑
j=1
〈(M + i ω I)−1〉ij c2j
N∑
i=1
N∑
j=1
〈(M + i ω I)−1〉ij ξj
(4.4.30)
y c1j , c2j son los coeficientes de A y |A|2, respectivamente. Se puede probar, de forma
ana´loga a lo que se hizo en [8], que ζ1 = (∂λ/∂V )V =Vc . Entonces, Re(ζ1) > 0 en Vα y
Re(ζ1) < 0 en Vβ .
(4.4.28) es la ecuacio´n de amplitud que quer´ıamos hallar. Esta ecuacio´n tiene la solucio´n
perio´dica
A(T ) = Reiϕθ(T−T0) , (4.4.31)
con
T0 = c.te , R =
√
ϕRe(ζ1)
Re(ζ2)
, θ = Im(ζ1)− Im(ζ2)Re(ζ1)
Re(ζ2)
. (4.4.32)
La estabilidad de A(T ) depende so´lo del signo de Re(ζ2), ya que ϕRe(ζ2) > 0 en Vα y en
Vβ. Si Re(ζ2) > 0 y V = Vα, entonces una o´rbita perio´dica estable y de radio R bifurca de
Vα hacia V > Vα (la solucio´n estacionaria es estable si V < Vα e inestable si V > Vα). En
este caso tenemos una bifurcacio´n de Hopf supercr´ıtica. Si por el contrario Re(ζ2) < 0 y
V = Vα, la rama de soluciones oscilatorias bifurca hacia V < Vα y la bifurcacio´n de Hopf
es subcr´ıtica. El caso V = Vβ es parecido.
4.5. Conclusiones
En este cap´ıtulo hemos estudiado los estados estacionarios de nuestro modelo y su
estabilidad; del estudio de la estabilidad lineal hemos deducido la presencia de puntos
de bifurcacio´n de Hopf cerca de las extremidades superiores de las ramas I–V y con un
me´todo de escalas mu´ltiples hemos hallado la ecuacio´n de amplitud de nuestro sistema,
con la que hemos calculado el punto donde la bifurcacio´n de Hopf cambia de supercr´ıtica a
subcr´ıtica. Adema´s, la frecuencia de las oscilaciones puede sintonizarse variando el voltaje,
y depende tambie´n de los dema´s para´metros del sistema (curva v(E), densidad de dopaje
y condiciones de contorno).
Cap´ıtulo 5
Estudio nume´rico del modelo y de
la dina´mica de recolocacio´n debida
a sweeping del voltaje
5.1. Introduccio´n
En este Cap´ıtulo vamos a explorar con un extenso estudio nume´rico la respuesta
dina´mica a cambios del voltaje en superredes semiconductoras, usando el modelo deta-
llado en el Cap. 3. As´ı haciendo, vamos a encontrar oscilaciones auto-sostenidas de la
corriente cerca de las extremidades de las ramas estacionarias estables de la curva carac-
ter´ıstica I–V. Estas oscilaciones se deben al reciclaje perio´dico de dipolos de carga cerca
del ca´todo que desaparecen dentro de la superred, antes que puedan alcanzar el a´nodo.
Queremos tambie´n investigar como la respuesta dina´mica del sistema a un cambio de vol-
taje depende del nu´mero de ramas multi–estables de la caracter´ıstica I–V , de su extensio´n
y del tiempo de ramping (i.e. el tiempo necesario para pasar de un voltaje a otro) necesario
para cambiar voltaje (de Vi a Vf ).
Entre nuestros resultados, vamos a encontrar un escenario de tripolo–dipolo distinto de lo
encontrado en [1]. Adema´s, encontraremos que el tiempo de ramping selecciona el escenario
de dipolo/tripolo para grandes saltos del voltaje. Suponemos que hay muchas ramas de
la caracter´ıstica I–V en el intervalo entre Vi y Vf (cambios de voltaje grandes). Entonces,
existen dos tiempos cr´ıticos de ramping τc1 y τc2, τc2 < τc1, cuyos valores exactos depen-
den de los para´metros de la superred en la Tabla 3.1. Para los para´metros usados en las
simulaciones, los tiempos cr´ıticos de ramping estan entre 10 y 30 µs.
Si el tiempo de ramping es mayor de τc1, la corriente sigue adiaba´ticamente las ramas
estables hasta sus extremidades, cae a la pro´xima rama estable y repite el proceso hasta
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cuando Vf es alcanzado.
Para tiempos de ramping entre τc2 y τc1, al movimiento adiaba´tico sobre una rama estable
sucede un escenario de dipolo–tripolo hasta cuando la siguiente rama estable es alcanzada.
Segu´n el nu´mero de ramas multi–estables, a veces una rama estable es saltada. En fin, si
el tiempo de ramping es ma´s pequen˜o de τc2, la rama estable final es alcanzada despue´s
un so´lo escenario de dipolo-tripolo para cambios de voltaje au´n ma´s grandes.
5.2. El me´todo nume´rico
El problema que tenemos que resolver es un sistema de ecuaciones diferenciales ordina-
rias de la forma dE/dt = F(E(t)), donde Fi(E) = J(t)− Ji→i+1(Ei−1(t), Ei(t), Ei+1(t)),
que debe resolverse junto con una condicio´n inicial y la condicio´n del bias:
dEi(t)
dt
= J(t)− Ji→i+1(Ei−1(t), Ei(t), Ei+1(t)), i = 0, . . . , N, (5.2.1)
Ei(0) = V (0), i = 0, . . . , N (5.2.2)
N∑
i=0
Ei(t) = (N + 1)V (t). (5.2.3)
Sumando (5.2.1) desde i = 0 hasta i = N y usando (5.2.3) se obtiene una expresio´n
expl´ıcita para la corriente J(t):
J(t) =
dV
dt
+
1
N + 1
N∑
i=0
Ji→i+1(Ei−1(t), Ei(t), Ei+1(t)). (5.2.4)
Entonces, resolver el sistema (5.2.1) - (5.2.3) equivale a resolver el sistema siguiente junto
con la misma condicio´n inicial, que verifica la condicio´n del bias (5.2.3):
dEi(t)
dt
=
dV
dt
+
1
N + 1
N∑
j=0,j 6=i
Jj→j+1(Ej−1(t), Ej(t), Ej+1(t))
− N
N + 1
Ji→i+1(Ei−1(t), Ei(t), Ei+1(t)), i = 0, . . . , N,
Ei(0) = V (0), i = 0, . . . , N.
En efecto, se puede recuperar el sistema inicial sumando estas ecuaciones desde i = 0
hasta i = N :
d
dt
[
N∑
i=0
Ei(t)− (N + 1)V (t)
]
=
1
N + 1
N∑
i=0

 N∑
j=0,j 6=i
Jj→j+1(Ei−1(t), Ei(t), Ei+1(t))


− N
N + 1
N∑
i=0
Ei(t) = 0 si se desarrolla el doble sumatorio,
luego
∑N
i=0 Ei(t) = (N + 1)V (t) ma´s una constante, que es nula, porque se debe cumplir
la condicio´n de contorno. Ambas formulaciones son por lo tanto equivalentes.
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5.2.1. Euler expl´ıcito
El me´todo de Euler expl´ıcito se escribe como En+1i = E
n
i + ∆t Fi(E
n). Escrito en
detalle, esto es
En+1i = E
n
i + ∆t
[dV (tn+1)
dt
+
1
N + 1
n∑
j=0,j 6=i
Jj→j+1(E
n
j−1, E
N
j , E
n
j+1)
− N
N + 1
Ji→i+1(E
n
i−1, E
n
i , E
n
i+1)
]
, i = 0, . . . , N,
donde se muestran los tiempos en los que las variables son evaluadas. Se puede resolver
con el algoritmo siguiente:
1. Ca´lculo de JnT (i) := Ji→i+1(E
n
i−1, E
n
i , E
n
i+1), i = 0, . . . , N .
2. Ca´lculo de Jn =
dV (tn+1)
dt
+
1
N + 1
N∑
i=0
JnT (i).
3. Construccio´n de En+1i = E
n
i + ∆t
[
Jn − JnT (i)
]
.
4. Ca´lculo de Jn+1 =
dV (tn+1)
dt
+
1
N + 1
N∑
i=0
Ji→i+1(E
n+1
i−1 , E
n+1
i , E
n+1
i+1 ).
5. Representacio´n de la solucio´n (tn+1, Jn+1) y (tn+1, i, En+1i ); n=n+1; goto 1.
NOTA: En el paso 2, Jn no es la corriente en el tiempo tn porque dV/dt esta´ evaluada en
el tiempo tn+1. La razo´n de evaluar esta funcio´n en este instante de tiempo es que es el
que corresponde en la ecuacio´n exacta el instante tn+1. Siendo la funcio´n V (t) conocida
∀t, hay que usar el valor exacto; no por ello el me´todo va a ser ma´s impl´ıcito.
5.2.2. BDF-1: Euler impl´ıcito
El me´todo BDF de orden 1 es el Euler impl´ıcito: En+1i = E
n
i + ∆t Fi(E
n+1), i.e.
En+1i = E
n
i + ∆t
[dV (tn+1)
dt
+
1
N + 1
N∑
j=0,j 6=i
Jj→j+1(E
n+1
j−1 , E
n+1
j , E
n+1
j+1 ) (5.2.5)
− N
N + 1
Ji→i+1(E
n+1
i−1 , E
n+1
i , E
n+1
i+1 )
]
, i = 0, . . . , N. (5.2.6)
Este sistema debe resolverse mediante un proceso iterativo como el me´todo de Newton-
Raphson aplicado al sistema G(y) = 0, en el que G(y) = y − y0 − ∆tF(y) viene dada
por
Gi(y) = yi − y0i −∆t
[dV (tn+1)
dt
+
1
N + 1
N∑
j=0,j 6=i
Jj→j+1(yj−1, yj, yj+1) (5.2.7)
− N
N + 1
Ji→i+1(yi−1, yi, yi+1)
]
, (5.2.8)
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donde el vector y0 = En sirve de estimacio´n inicial para las iteraciones de Newton en la
iteracio´n temporal tn → tn+1:
yl+1 = yl − [JG(yl)]−1 ·G(yl), (5.2.9)
donde JG es la matriz jacobiana de G:
[
JG
]
i,j
= ∂Gi/∂yj, y l es el ı´ndice de las iteraciones
de Newton. Es de esperar que para l suficientemente grande se alcance una solucio´n va´lida
tal que |G(yl)| < TOL. Entonces, En+1 = yl.
5.2.3. BDF-2, 3 y 4
Los cuatro primeros BDFs son de la forma siguiente:
yn+1 − yn = ∆tF (yn+1), (5.2.10)
3
2
yn+1 − 2yn + 1
2
yn−1 = ∆tF (yn+1), (5.2.11)
11
6
yn+1 − 3yn + 3
2
yn−1 − 1
3
yn−2 = ∆tF (yn+1), (5.2.12)
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12
yn+1 − 4yn + 3yn−1 − 4
3
yn−2 +
1
4
yn−3 = ∆tF (yn+1). (5.2.13)
Se resuelven con un algoritmo general parecido al expuesto para el BDF-1, con la salvedad
de que los BDF-k con k > 1 requieren un proceso previo para calcular k − 1 condiciones
iniciales adema´s de y0. Aparte de eso, basta con una ligera modificacio´n para adaptar Gi
y ∂Gi/∂yj .
5.2.4. Detalles del algoritmo
Para el BDF-1 los elementos de la matriz JG son de la forma
∂Gi(y
l)
∂yj
=
∂
∂yj
[
yli − y0i −∆t
(dV (tn+1)
dt
+
1
N + 1
N∑
k=0,k 6=i
Jk→k+1(y
l
k) (5.2.14)
− N
N + 1
Ji→i+1(y
l
i)
)]
, (5.2.15)
luego
∂Gi(y
l)
∂yj
=


1 +
N∆t
N + 1
∂Jj→j+1(y
l
j)
∂yj
, si j = i,
− ∆t
N + 1
∂Jj→j+1(y
l
j)
∂yj
, si j 6= i.
(5.2.16)
Esto es, las columnas son constantes excepto en la diagonal; se puede construir esta matriz
haciendo
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do j=0,N
αj = − ∆t
N + 1
∂Jj→j+1(y
l
j)
∂yj
, que se evalua nume´ricamente
do i=0,N[
JG
]
i,j
= αj
enddo[
JG
]
j,j
= 1−Nαj
enddo
Para hacer las iteraciones de Newton en (5.2.9) se obtiene el vector b =
[
JG(y
l)
]−1 ·G(yl)
resolviendo el sistema
JG(y
l) · b = G(yl). (5.2.17)
Entonces, la iteracio´n de Newton es una simple resta de vectores conocidos:
yl+1 = yl − b. (5.2.18)
El algoritmo para pasar de (En, Jn) a (En+1, Jn+1) es el siguiente:
1. Definir y0 = En; l = 0.
2. Con yl, obtener J l:
a) Calcular la carga correspondiente a yl mediante Poisson: nli =
yli − yli−1
ν
+ 1 ,
i = 1, . . . , N ,
b) Calcular J lT (i) = Ji→i+1(y
l
i;n
l
i, n
l
i−1), i = 1, . . . , N
c) Sumar J l =
dV (tn+1)
dt
+
1
N + 1
N∑
j=0
J lT (i).
3. Construir Gi(y
l) = yli − y0i −∆t[J l − J lT (i)] y hacer el test |G(yl)| < TOL. Si falla,
hay que hacer una iteracio´n de Newton, pasos 4 y 5, y volver a 2. Si no falla, goto
7.
4. Construir el vector b:
a) Evaluar nume´ricamente
∂Ji→i+1(y)
∂y
∣∣∣∣
yli
≈ Ji→i+1(y
l
i + , n
l
i, n
l
i−1)− Ji→i+1(yli − , nli, nli−1)
2
,
b) Construir JG(y
l) con (5.2.16),
c) Resolver JG(y
l) ·b = G(yl), mediante descomposicio´n LU, por ejemplo (es un
sistema pequen˜o: 41x41).
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5. Construir yl+1 = yl − b.
6. l=l+1; goto 2.
7. En+1 = yl, Jn+1 = J l. Entonces, n=n+1; goto 1.
5.2.5. Sobre el rendimiento de los BDF
Los valores t´ıpicos del campo ele´ctrico esta´n contenidos en Ei ∈ (0, 20). Para estos
valores, el valor de ∂Jj→j+1(y)/∂y resulta ser muy pequen˜o; esta´ contenido (−0,18, 1,35),
luego acotado por 1.4.
En la expresio´n (5.2.16), este valor se divide por N + 1 = 41 y se multiplica por
∆t = 10−2, t´ıpicamente, lo cual da una cota para αj = 3,4 × 10−4 en el algoritmo de
construccio´n de la matriz jacobiana JG. As´ı, esta matriz resulta ser una ligera perturbacio´n
de la matriz identidad. Adema´s, menor es ∆t, menor es la perturbacio´n.
Poniendo JG = I, las iteraciones de Newton quedan como y
l+1 = yl −G(yl), i.e.
yl+1i = y
0
i + ∆t Fi(y
l), (5.2.19)
lo cual muestra que el BDF-1 es equivalente a iterar el Euler expl´ıcito en cada iteracio´n
temporal hasta cumplir el test |G| < TOL. Este proceso sigue siendo impl´ıcito mientras las
iteraciones se detengan con un test como e´ste.
En el caso del BDF-2, JG ≈ 3I/2, luego
3
2
yl+1i = 2y
0
i −
1
2
y1i −∆t Fi(yl). (5.2.20)
De nuevo esto son iteraciones muy ra´pidas, con una aproximacio´n de En+1i mejor que las
anteriores, aunque hace uso de dos condiciones iniciales.
Nota importante: En el ca´lculo de la derivada de Ji→i+1 respecto de Ei hay que tener
en cuenta que ni y ni+1 esta´n en la expresio´n de Ji→i+1 y dependen de Ei:
∂ni
∂Ei
=
1
ν
,
∂ni+1
∂Ei
= −1
ν
.
De hecho:
∂Ji→i+1
∂Ei
(Ei, ni, ni+1) =
∂v(Ei)
∂Ei
Ji→i+1
v(Ei)
+ aρ0v(Ei)

1− 1
1 + e−aEi
(
e
ni+1
ρ0 − 1
)


+ v(Ei)

 ∂ni∂Ei −
e
ni+1
ρ0
−aEi
1 + e−aEi
(
e
ni+1
ρ0 − 1
) ∂ni+1
∂Ei

 .
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Figura 5.1: Densidad de corriente total durante sweeping de Vi = 0,83V a Vf = 1,37V
(siete ramas) con tiempos de ramping: (a) τr = 30µs (valor adimensional: τ˜r = 2× 104), y
(b) τr = 15µs (τ˜r = 10
4). L´ınea gruesa negra: parte superior de las ramas I–V, l´ınea fina
roja: parte inferior de las ramas I–V, l´ınea fina azul: itinerario de la curva (V (t), J(t)). En
(a), la corriente sigue adiaba´ticamente la curva I–V, mientras en (b) el tiempo de ramping
es tan pequen˜o que la 4ta y la 6ta rama son saltadas. La conductividad adimensional del
ca´todo es σ˜ = 0,5.
Por lo tanto, hay que an˜adir a la aproximacio´n nume´rica el valor siguiente:
v(Ei)
ν

1 + e
ni+1
ρ0
−aEi
1 + e−aEi
(
e
ni+1
ρ0 − 1
)

 . (5.2.21)
Aunque no es una cantidad despreciable (que por lo tanto tenemos en cuenta en nuestro
algoritmo), las pruebas nume´ricas muestran que se puede eliminar este valor sin que el
me´todo de Newton se resienta.
5.3. Sweeping largo: evolucio´n de J(V ) a lo largo de la curva
I–V
En esta seccio´n vamos a describir la respuesta dina´mica de la superred a un sweeping
del voltaje V (t) = Vi + ∆V tH(τr − t)/τr + ∆V H(t − τr), donde ∆V es constante y
H(t) = 1 si t > 0, H(t) = 0 si t < 0 es la funcio´n de Heaviside. Escogemos el voltaje inicial
en la parte central de una rama y el voltaje final Vf = Vi +∆V en partes distintas de otra
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Figura 5.2: Densidad de corriente total J en funcio´n del tiempo despue´s switching del
voltaje con escenario de tripolo-dipolo. Vi = 1,0 V (para t < 0) and ∆V = 0,2 V.
rama estable, para que se puedan encontrar muchas ramas estables entre Vi y Vf . Hemos
encontrado distintos escenarios.
5.3.1. Sweeping partiendo de ramas biestables: escenario de dipolo–
tripolo modificado
Escogemos Vi = 0,83V, en la parte central monoestable de la rama B8 y Vf = 1, 37V,
en la parte central de la rama B14. Estas dos ramas son biestables pero tienen una parte
central de monoestabilidad. La Fig. (5.1) muestra la respuesta dina´mica de la densidad
de corriente total J(t) al sweeping del voltaje con dos distintos tiempos de ramping.
Para tiempos de ramping suficientemente largos (que no ensen˜amos aqu´ı) la densidad de
corriente J(t) sigue adiaba´ticamente la curva caracter´ıstica I–V. Para tiempos de ramping
antes de un primer valor cr´ıtico, J(t) no puede alcanzar la extremidad superior de las
ramas y cae a la parte inferior de la siguiente rama en el rango de voltaje donde las dos
ramas son estables. Para cada rama saltada, esta ca´ıda pasa por el siguiente escenario de
dipolo–tripolo modificado, como se ve en el gra´fico de la corriente dibujado en la Fig. 5.2:
Fase 1: La acumulacio´n de carga que separa los dominios de campo alto y bajo se queda en
el mismo pozo mientras la densidad de corriente crece hasta que sobrepasa el valor
cr´ıtico para el cual J = σF cruza la curva de la Fig. (3.1) J = Ji→i+1(F,ND, ND)
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sobre su segunda rama (Jc ≈ 2,9 A/cm2).
Fase 2: El ca´todo suelta una onda de dipolo de carga que se mueve hacia el a´nodo mientras
la vieja acumulacio´n de carga se mueve tambie´n en direccio´n del a´nodo. Despue´s de
un breve transitorio durante el cual la corriente baja, toda la estructura, un tripolo
de carga, se mueve r´ıgidamente hacia el a´nodo.
Fase 3: La vieja acumulacio´n de carga alcanza el a´nodo dejando el dipolo de carga en mo-
vimiento (despue´s de un breve transitorio durante el cual la corriente decrece ma´s)
r´ıgidamente hacia el a´nodo con una velocidad ma´s baja del tripolo.
Fase 4: La parte frontal del dipolo, un agotamiento de carga, alcanza el a´nodo dejando
so´lo la acumulacio´n de carga por detra´s. La densidad de corriente sube a valores
ma´s grandes corespondientes a la pro´xima solucio´n estacionaria estable mientras la
acumulacio´n de carga se mueve hacia su destino final que separa los dominios de
campo alto y bajo del perfil de campo ele´ctrico estacionario.
La fase 2 esta´ caracterizada por una serie de spikes a doble pico (correspondientes a
los saltos de un pozo a otro de las dos acumulaciones de carga), mientras las fases 3 y 4
exhiben spikes monopico; ver Fig. (5.2).
Las fases 2, 3 y 4 son exactamente como descripto en [1] (que no describe la fase 4) y co-
rrecto en [27] (que an˜ade la fase 4). En los trabajos antecedentes, la fase 1 se caracterizaba
con el movimiento de la acumulacio´n de carga de un solo pozo hacia el ca´todo. no´tese
que las observaciones experimentales se refieren solo al comportamiento de la densidad
de corriente, no al movimiento de los dominios de carga, entonces no pueden discriminar
entre nuestra Fase 1 y la otra de [1]. Para explicar las diferencias en la Fase 1, notamos
que segu´n la Fig. 6.2 una acumulacio´n de carga puede moverse en contra del flujo de los
electrones si la corriente es grande y la densidad de dopaje es suficientemente grande.
De todas formas, la corriente cr´ıtica para este movimiento ser´ıa exponencialmente cerca a
la corriente ma´xima para que la acumulacio´n de carga existe si la densidad de dopaje es
todav´ıa ma´s grande, eliminando en pra´ctica la posibilidad que una acumulacio´n de carga
se pueda mover contracorriente bajo corriente constante. En las simulaciones de Amann et
al. el intervalo de corriente que permit´ıa el movimiento en contra del flujo de los electrones
era bastante ancho, mientras hemos encontrado que es insignificante para la corriente tu´nel
y la densidad de dopaje de nuestras simulaciones. Entonces el aumento de voltaje debido
al switching esta´ compensado simplemente con un aumento de la corriente en la fase 1,
sin movimiento de la acumulacio´n de carga, como indica la Fig. 5.2. Cuando la corriente
sobrepasa su valor cr´ıtico (ver el pico de la corriente por encima del valor ma´ximo de la
corriente para las ramas estacionarias de Fig. 5.1), empieza la fase 2: el ca´todo suelta un
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dipolo que se mueve hacia el a´nodo junto con la vieja acumulacio´n de carga. E´sta y las
siguientes fases son como en los trabajos [1] y [27]. El comportamiento de la corriente
se puede explicar usando ideas de perturbaciones singulares como se ha hecho en [4] y
[6]. Conforme el voltaje va creciendo, la acumulacio´n de carga se posiciona ma´s cerca del
ca´todo y eso es el motivo para que el viaje del dipolo-tripolo en la superred es ma´s breve,
como se ve en la Fig. 5.1.
Hemos visto que haciendo sweeping entre B8 y B14 tenemos una sucesio´n de escenarios
de dipolo–tripolo. Que va a pasar si seguimos disminuyendo el tiempo de ramping? Lo
que occurre es que empezamos a saltar ramas. No´tese que el proceso de dipolo-tripolo
es bastante ra´pido en Fig. 5.1 y termina con un voltaje ma´s pequen˜o del intervalo de
biestabilidad cerca de la extremidad de la correspondiente rama de la curva I–V.
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Figura 5.3: Perfiles de los campos correspondientes a la Fig. 5.1 durante la recolocacio´n
del dominio de campo ele´ctrico. (a) Detalle de la emisio´n y del viaje de la acumulacio´n
de carga durante la segunda fase de la recolocacio´n en Fig. 5.1(a). (b) La 4ta rama en
Fig. 5.1(b) ha sido saltada, entonces la 4ta acumulacio´n de carga falta y no hay fase de
recolocacio´n.
Para aquel valor del voltaje, solo una rama es estable y J(t) sigue esta rama estable
hasta la pro´xima emisio´n de dipolo. De todas formas, mientra el voltaje va creciendo, los
intervalos de biestabilidad crecen a expensas de los rangos centrales monoestables de las
ramas. Cuando el tiempo de ramping decrece bajo un cierto valor cr´ıtico (que depende de
la rama), el voltaje al final de un proceso de emisio´n de dipolo y de su viaje en la superred
puede estar en el rango de biestabilidad de dos ramas. Entonces, la acumulacio´n de carga
del dipolo se para en una posicio´n correspondiente a la rama estacionaria con corriente
inferior que es ma´s cerca al ca´todo de la acumulacio´n de carga de la rama con corriente
mayor. Esto se puede observar en la Fig. 5.1(b). No´tese que las ramas B11 y B14 han sido
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Figura 5.4: Sweeping del voltaje con ∆V = 0,5 V y tiempo de ramping τr = 30µs para
distintos Vi sobre la caracter´ıstica I–V: (a) Vi = 0,5 V, (b) Vi = 1 V, (c) Vi = 1,5 V, (d)
Vi = 2 V, (e) Vi = 2,5 V, (f) Vi = 3 V, (g) Vi = 3,5 V, (h) Vi = 4 V, ∆V = 1,5 V. En
(a), (b), (g) y (h), la corriente sigue la curva I–V sobre la parte superior de cada rama,
mientras J var´ıa entre 6 y 16 A/cm2. En (c), se salta una rama (la 5ta) por primera vez.
En (d) y (e), las ramas 3 y 5 son saltadas. En (f), la parte superior de la 5ta rama es
alcanzada pero la 6ta es saltada.
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saltadas. La Fig. 5.3(b) muestra que el correspondiente proceso de dipolo-tripolo es ma´s
largo cuando se salta una rama.
5.3.2. Mismo rango de sweeping para ramas biestables y triestables
Esta´ claro de cuanto dicho antes que los intervalos de biestabilidad tienen una gran
influencia sobre la respuesta dina´mica al sweeping del voltaje. Para aclarar este punto,
hemos dibujado en las Fig. 5.4(a) - 5.4(h) la respuesta dina´mica al sweeping del voltaje
de anchura ∆V = 0,5 V con tiempo de ramping τr = 30µs (como en Fig. 5.1(a)) y
distintos voltajes iniciales Vi. Observamos que el escenario de dipolo-tripolo ocurre para
Vi pequen˜o, se empiezan a saltar ramas cuando Vi crece y el escenario de dipolo-tripolo
desaparece para voltages todav´ıa ma´s grandes donde el rango de triestabilidad de las
ramas es muy ancho. Claramente, la eventualidad de que ocurra un escenario de dipolo-
tripolo depende del tiempo de ramping: aparece otra vez en cuanto el tiempo de ramping
disminuye suficientemente.
5.4. Sweeping del voltaje a Vf cerca de la extremidad supe-
rior de las ramas
En esta seccio´n vamos a describir la respuesta dina´mica al sweeping del voltaje de Vi
a Vf cerca de la extremidad superior de la misma rama. Primero, seleccionamos las ramas
cerca del final del plateau, que eran las u´nicas consideradas en [1]. Segundo, consideramos
las ramas cerca del inicio del plateau y observamos un comportamiento bastante distinto.
5.4.1. Valores altos del voltaje cerca del final del plateau
La Fig. 5.5 muestra la respuesta de la corriente al sweeping del voltaje de Vi en el rango
de biestabilidad de la rama B37, cerca de su extemidad superior. Dejando un tiempo de
ramping de 100 ns, observamos un comportamiento parecido a lo observado por Amann
et al. en [1]:
(i) Si Vf < Vth (final de la rama estacionaria) la corriente se queda en la misma rama y
el tiempo que necesita para llegar a su valor final crece conforme Vf se acerca a Vth.
(ii) Si Vf > Vth el estado final es sobre la pro´xima rama, y el estado transitorio dura
ma´s a med´ıda que nos acercamos a Vth, ver Fig. 5.6(a).
De la misma manera, cuanto ma´s largo es el tiempo de ramping, ma´s largo parece ser el
transitorio antes de que la corriente caiga a la pro´xima rama estable I–V, como se muestra
en la Fig. 5.6(b). Esta figura muestra como el tiempo de ramping afecta la respuesta de
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Figura 5.5: Respuesta de la corriente al sweeping del voltaje de Vi = 3,68 V a cinco
valores de Vf cerca de Vth (1: 3.74, 2: 3.747, 3: 3.7472732, 4: 3.7474 y 5: 3.76 V). El
tiempo de ramping es τr = 100 ns y hemos puesto t = 0 al final del sweeping. No´tese el
comportamiento oscilatorio para Vf = 3,747 V.
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Figura 5.6: Respuesta de la corriente al sweeping del voltaje de Vi = 3,5 V a dos distintos
valores de Vf y tres distintos tiempos de ramping en cada caso: (a) Vf = 3,555 V > Vth,
con τr = 1 ns, 1 µs y 100 µs. (b) Vf = 3,5545 V < Vth, con τr = 0,1 µs, 1 µs and 100 µs.
En todos los casos hemos puesto t = 0 al final del sweeping. Para τr = 100 µs, la corriente
experimenta oscilaciones de pequen˜a amplitud en el caso de Fig. 5.6(b).
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la corriente al sweeping del voltaje con Vf cerca de Vth para las ramas I–V cerca del final
del plateau.
Ahora seleccionamos B35 y cambiamos el tiempo de ramping de pequen˜o a grande para
dos distintos Vf cerca de Vth, uno ma´s grande y el otro ma´s pequen˜o. Para Vf > Vth,
observamos que a la larga la corriente cae al valor ma´s bajo en la rama B36, pero el estado
transitorio dura ma´s conforme el tiempo de ramping crece. Para Vf ≈ Vth, la cuenca de
atraccio´n de B35 es tan pequen˜a que la corriente a la larga cae a su valor final en la rama
B36. De todas formas, la manera en que todo esto ocurre depende fuertemente del tiempo
de ramping:
(i) Si el tiempo de ramping es demasiado pequen˜o, la corriente cae ra´pidamente y el
estado final es sobre la rama B36.
(ii) Para tiempo de ramping intermedios, la corriente oscila cerca de la rama estacionaria
B35 antes de caer a la rama B36.
(iii) Para tiempos de ramping largos, la corriente parece quedarse al valor en la rama
estacionaria B35 y a la larga resiste mucho ma´s, antes de caer a la rama B36.
Una caracter´ıstica distinta de la respuesta de la corriente al sweeping del voltaje con Vf
cerca del final de una rama estacionaria es que, en el caso (i), el estado final estable para
Vf < Vth muy cerca a Vth puede ser oscilatorio, no estacionario.
Esta afirmacio´n sigue de la observacio´n de las Fig. 5.5 y 5.6 y del ana´lisis de estabilidad
lineal y no lineal que se ha desarollado en el Cap´ıtulo 4.1. Ah´ı se muestra que la rama
estacionaria pierde su estabilidad en Vosc < Vth porque la parte real de dos autovalores
complejos y conjugados se hace positiva para Vosc < V < Vth, como se ve´ claramente
en la Fig. 4.3, que muestra los autovalores del problema de estabilidad lineal cerca de la
rama estacionaria B35 para 20 distintos valores del voltaje cerca de Vth. Para esta rama,
Vosc ≈ 3,5547 V.
5.4.2. Sweeping del voltaje a valores bajos cerca de las extremidades
superiores de las ramas
La Fig. 5.7 muestra que el sweeping cerca de la extremidades superiores de las ramas
I–V del primer plateau a voltaje bajo es ma´s complicado de lo que se ha descripto antes.
En este caso, sucede que la ca´ıda de la corriente a la pro´xima rama puede ocurrir via el
escenario de dipolo–tripolo, no como en las simulaciones nume´ricas de Amann et al. (que
seleccionan siempre ramas estacionarias a voltaje alto que tienen intervalos de triestabili-
dad), pero conforme a las observaciones experimentales de Rogozia et al. (Fig. 9 de [27]).
Otra discrepancia entre las simulaciones nume´ricas de [1] y los experimentos es que el pico
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Figura 5.7: Respuesta de la corriente a sweeping del voltaje entre las ramas B5 y B6 de
la caracter´ıstica I–V con Vi = 0,56 V, tiempo de ramping τr = 10µs y cuatro valores
distintos de Vf cerca de Vth: 1: 0.59, 2: 0.591, 3: 0.59203 y 4:0.593 V. No´tese que hemos
bajado la curva 3 de 0.2 A/cm2 por claridad.
de corriente que acompan˜a la emisio´n del dipolo es mucho ma´s alto que en las simulaciones
(dos veces la corriente ma´xima de las ramas estacionarias en lugar del incremento de 20 %
que se observa experimentalmente). En nuestras simulaciones el pico de la corriente que
acompan˜a la emisio´n del dipolo es mucho ma´s pequen˜o de lo encontrado en los ca´lculos
de Amann et al., aunque esto se debe a la distinta conductividad del ca´todo y por lo
tanto a la distinta corriente cr´ıtica para la creacio´n del dipolo. La aparicio´n del escenario
de dipolo–tripolo durante el sweeping del voltaje ocurre hasta voltajes corespondientes a
ramas que empiezan a mostrar triestabilidad. Si fijamos Vf lo suficiente cerca de Vth, con
Vf < Vth, y cambiamos el tiempo de ramping, observamos un comportamiento peculiar.
Para todos los tiempos de ramping, la recolocacio´n de los dominios de campo, que separan
las partes alta y baja de los perfiles del campo, ocurre via un escenario de dipolo–tripolo,
como se ve en la Fig. 5.8(a). De todas formas, el tiempo td que ocurre para empezar el
escenario de dipolo–tripolo no es una funcio´n mono´tona del tiempo de ramping: parece
que td puede tener ma´ximos y mı´nimos locales en funcio´n de τr. Hemos observado que td
crece con τr hasta τr ≈ 2,2µs. Luego td decrece con τr hasta como mı´nimo 7 µs. Luego td
crece otra vez para τr ma´s grande, como se ve en la Fig. 5.8(a). Hemos comprobado que
para un tiempo de ramping de 100 µs td es otra vez ma´s pequen˜o que para τr = 30µs.
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Figura 5.8: Respuesta de la corriente al sweeping del voltaje entre las ramas B5 y B6 de
la caracter´ıstica I–V, con Vi = 0,56 V. (a) Vf = 0,593 V > Vth y siete distintos tiempos
de ramping de 1 a 25 µs. (b) Detalles de la respuesta de la corriente para Vf = 0,59203 V
< Vth y tres tiempos de ramping cortos: 0.1, 2.1994 y 2.1995 µs.
Para determinar la origen de este comportamiento no mono´tono de td como funcio´n del
tiempo de ramping, observamos que, a medida que el voltaje crece con el tiempo, la co-
rriente se hace oscilatoria antes de que empiece el escenario de dipolo–tripolo. La forma de
las oscilaciones de la corriente y su per´ıodo local tambie´n cambian a medida que el tiempo
pasa, como se ve en las Fig. 5.7 y 5.8(b). Esta u´ltima figura muestra tambie´n que, para
tiempos de ramping parecidos, la corriente puede caer a la rama I–V ma´s baja o bien conti-
nuar a oscilar por un tiempo ma´s largo. La Fig. 5.9 muestra el perfil del campo durante las
oscilaciones de la corriente de la Fig. 5.8 para Vf < Vth. Se puede ver que las oscilaciones
de la corriente dependen de la formacio´n perio´dica de un pequen˜o impulso del campo en
el ca´todo y a su movimiento hacia el a´nodo en unos pocos per´ıodos de la superred antes
de contraerse y desaparecer. A la larga, cuando el voltaje crece con el tiempo, un dipolo
consigue destacarse de la regio´n del ca´todo y provoca un escenario de dipolo–tripolo, que
baja la corriente a su valor estable en la pro´xima rama I–V. La Fig. 5.10 muestra que el
mismo mecanismo es responsable de las oscilaciones de la corriente de pequen˜a amplitud
para Vf > Vth.
El ana´lisis de estabilidad lineal de las ramas estacionarias I–V nos da otra pista para
entender lo que esta´ pasando en el sweeping desde valores bajos del voltaje. Como se
ve claramente en la Fig. 4.4, para voltajes bajos hay una inestabilidad de la solucio´n
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Figura 5.9: Evolucio´n del perfil del campo ele´ctrico corespondiente a la Fig. 5.8(b), con
Vi = 0,56 V y Vf = 0,59203 V < Vth, para los dos tiempos de ramping (muy parecidos) (a)
τr = 2,1994µs y (b) τr = 2,1995µs. En (a), la acumulacio´n de carga es emitida despue´s un
breve transitorio oscilatorio. En (b), una acumulacio´n de carga es emitida desde el ca´todo,
desaparece en el interior de la muestra y este comportamiento se ripete periodicamente,
de manera parecida al efecto Gunn confinado en una parte de la superred.
estacionaria para V < Vth. En aquel voltaje, una rama estacionaria bifurca y esta segunda
rama experimenta una bifurcacio´n de Hopf, que hemos estudiado en el cap´ıtulo precedente.
Los perfiles del campo ele´ctrico para estas soluciones oscilatorias coresponden a la emisio´n
perio´dica de un pequen˜o impulso de campo (dipolo de carga) y a su movimiento cerca del
ca´todo.
Las Fig. 4.4(a) y 4.4(b) muestran que el autovalor que determina la estabilidad lineal de
la rama estacionaria B5 es real y se anula para un valor del voltaje ma´s pequen˜o de Vth.
Los autovalores con parte real grande que quedan son complejos y tienen parte real menor
de cero. El gap que se observa en la Fig. 4.4(b) coresponde a la inestabilidad oscilatoria,
aunque ser´ıa necesario un estudio ma´s detallado para averiguar este tema. Entonces, se
puede conjeturar la siguiente sucesio´n de bifurcaciones desde la rama estacionaria B5
conforme el voltaje crece hacia Vth:
(i) estable;
(ii) rama estacionaria con oscilaciones de pequen˜a amplitud empezando en B5;
(iii) bifurcacio´n de Hopf desde la rama estacionaria que bifurca;
(iv) aniquilacio´n de la oscilacio´n antes o en Vth.
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Figura 5.10: Evolucio´n del perfil del campo ele´ctrico corespondiente a la curva nu´mero 6
de la Fig. 5.8(a), que tiene el intervalo oscilatorio ma´s largo antes que una acumulacio´n de
carga sea emitida desde el ca´todo (tiempo de ramping τr = 20µs). (a) Detalle del regimen
oscilatorio transitorio. (b) Detalle del perfil cerca del ca´todo (15 pozos ma´s cercanos)
cuando la acumulacio´n de carga es finalmente emitida.
Durante el sweeping del voltaje, la corriente pasa para esta sucesio´n de bifurcaciones y
no hay razo´n para que el tiempo td tenga que ser una funcio´n mono´tona del tiempo de
ramping td.
5.5. Conclusiones
En resu´men, en este cap´ıtulo hemos analizado el estudio nume´rico del modelo y la
respuesta del sistema a sweeping del voltaje. Hemos encontrado distintos escenarios de
recolocacio´n de los dominios de campo ele´ctrico y descripto el mecanismo con lo cual
sucede la recolocacio´n de los dominios. En el caso de sweeping muy largo, o sea cuando
entre el voltaje inicial y el voltaje final esta´n muchas ramas de la curva I–V, la recolocacio´n
de los dominios depende del tiempo de ramping: si es suficientemente largo, la corriente
sigue adiaba´ticamente la curva I–V queda´ndose siempre en la rama ma´s alta. Si en cambio
es bastante breve, cada salto de rama es realizado via un escenario de dipolo–tripolo,
parecido a los ya descriptos en [1]: un agotamiento de carga se forma en el ca´todo y se
mueve hacia el a´nodo produciendo una acumulacio´n de carga por detra´s. Junto con la
vieja acumulacio´n de carga, el tripolo de carga resultante se mueve hacia el a´nodo hasta
que la primera acumulacio´n de carga y el agotamiento de carga llegan ah´ı. Entonces, la
acumulacio´n de carga que queda se mueve hasta llegar a su posicio´n final. Para tiempos
de ramping intermedios, y suponiendo que las ramas I–V tienen intervalos anchos de
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biestabilidad, el escenario de dipolo–tripolo puede ser saltado para ocurrir en otros saltos
de ramas. Si el voltaje final esta´ cerca de la extremidad superior de las ramas, la corriente
puede caer a la pro´xima rama estable, pero puede quedarse mucho tiempo sobre la rama
estacionaria inicial (o bien puede oscilar a su alrededor en el caso que hay una inestabilidad
oscilatoria) si el tiempo de ramping es suficientemente largo. El tiempo que el sistema
necesita para empezar el escenario de dipolo–tripolo y estabilizar el valor de la corriente
sobre la pro´xima rama I–V no es una funcio´n mono´tona del tiempo de ramping.
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Cap´ıtulo 6
Movimiento de frentes de onda en
superredes semiconductoras
6.1. Introduccio´n
En la naturaleza hay una gran variedad de feno´menos que son bien modelizados como
sistemas discretos, o sea no continuos. Entre ellos, esta´n las superredes semiconductoras,
que son sistemas complejos verdaderamente no lineales. De hecho, en ciertos regimenes de
transporte no lineal los experimentos muestran patrones de sistemas espacialmente dis-
cretos (multiestabilidad de tantos estados estacionarios cuantos per´ıodos de la superred,
debida a la formacio´n de dominios del campo ele´ctrico). En otros regimenes (oscilaciones
perio´dicas auto-sostenidas y oscilaciones cao´ticas de la corriente) las superredes se portan
de manera ma´s parecida a los sistemas cont´ınuos. En el primer caso, la modelizacio´n se ha-
ce con ecuaciones de equilibrio discretas, mientras en el segundo las necesitamos cont´ınuas.
En este cap´ıtulo vamos a estudiar como el ser un sistema discreto (N pozos y N barreras)
afecta a nuestro sistema y su comportamiento dina´mico global. E´ste es un tema comu´n en
muchos campos: propagacio´n de impulsos nerviosos en fibras de mielina, propagacio´n de
pulsos a trave´s de ce´lulas card´ıacas, suelta de ondas de calcio en ce´lulas vivientes, juncio-
nes de cadena de superconductores Josephson, cadenas the diodos resonadores acoplados,
movimiento de dislocaciones en cristales y absorbimiento de a´tomos sobre un substrato
perio´dico. Una caracter´ıstica propia de los sistemas discretos (que no comparten los siste-
mas continuos) es el anclaje de los frentes de onda (pinning): para valores del para´metro
de control en un cierto intervalo, el frente de onda que une dos estados constantes se que-
da anclado. Cuando por otra parte supera un valor l´ımite, el frente empieza a moverse
otra vez (depinning). La existencia de ese valor l´ımite es algo que se supone sea un hecho
intr´ınsecamente discreto, que se pierde con la aproximacio´n cont´ınua.
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Figura 6.1: Desarrollo de escalones en el perfil del frente de onda conforme la corriente
adimensional J se acerca al valor cr´ıtico para ν = 3. (a) J ≈ J2, (b) J > J2, (c) J ≈ J1,
(d) J < J1.
Consideramos entonces una superred infinitamente larga, bajo condiciones de densidad de
corriente constante. Es decir, entre las ecuaciones de nuestro modelo la densidad de co-
rriente total J va a ser un para´metro ma´s, y no una variable. De esta manera la condicio´n
del bias sobra, y de hecho no esta´.
El dopaje adimensional ν tiene el papel de para´metro de control: el l´ımite continuo es
alcanzado cuando ν → 0. Para valores grandes de ν, estamos en el l´ımite fuertemente dis-
creto y los frentes de onda esta´n anclados (pinned) para valores de J en un cierto intervalo
[J1(ν), J2(ν)]. Si J < J1(ν) el frente se mueve siguiendo el flujo de los electrones. Si en
cambio J > J2(ν) el frente se mueve contracorriente, en contra del flujo de los electrones.
Cuando el dopaje decrece, antes J2 y despues J1 (para valores del dopaje todav´ıa mas pe-
quen˜os) desaparecen. Esto quiere decir que los frentes pueden ser estacionarios o moverse
en direccio´n de la corriente por debajo de un primer valor cr´ıtico de ν y se mueven siem-
pre en direccio´n de la corriente por debajo de un segundo valor cr´ıtico de ν (ver Fig. 6.2).
Puesto que el l´ımite continuo corresponde al dopaje que se acerca a cero, frentes estacio-
narios y frentes que se mueven contracorriente son caracter´ısticas de superedes discretas,
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Figura 6.2: Corrientes cr´ıticas J1 y J2 en funcio´n del dopaje adimensional ν. De [13]
que se pierden en el l´ımite continuo.
Por contraste con las repentinas ca´ıdas y subidas de la corriente y del campo ele´ctrico
durante el movimiento de los frentes de onda, veremos que para valores de J fuera del
intervalo (J1(ν), J2(ν)) los frentes se pueden describir como perfiles cont´ınuos que se mue-
ven a velocidad constante. A medida que nos acercamos a una de las corrientes cr´ıticas
Ji desde el intervalo donde los frentes se propagan, el perfil de los mismos desarrolla unos
escalones y se hace discontinuo en J = Ji (ver Fig. 6.1). Con esto el frente queda anclado
para J1 < J < J2. Cerca de Ji, la velocidad de los frentes es proporcional a |J − Ji| 12 .
La clave de nuestra teor´ıa de frentes es que hay unos pocos valores de Ei (los pozos acti-
vos) que difieren de una constante durante el movimiento del frente. Si estudiamos unas
ecuaciones reducidas para estos pozos activos podemos describir el frente cerca de las co-
rrientes cr´ıticas. Nuestra descripcio´n empeora conforme el dopaje decrece y nos acercamos
al l´ımite cont´ınuo. De hecho, en este caso vamos a necesitar ma´s pozos activos para obtener
una descripcio´n adecuada. Por fin, veremos que si el dopaje adimensional ν es suficien-
temente pequen˜o (y entonces estamos en el l´ımite del cont´ınuo), los frentes de onda son
esencialmente ondas de choque cuya velocidad obedece una expresio´n del tipo igualdad de
a´reas.
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Figura 6.3: Velocidad de conveccio´n v(E) y coficiente de difusio´n D(E) como funciones
del campo ele´ctrico en unidades adimensionales.
6.2. Planteamiento del problema
Las ecuaciones del modelo que vamos a presentar a continuacio´n son mas o menos las
mismas del cap´ıtulo anterior, lo que cambia es que esta vez consideramos un sistema under
constant current conditions, es decir, la densidad de corriente J juega el papel del campo
externo. Adema´s, suponemos que la densidad de corriente tu´nel eJi→i+1 se pueda escribir
como
Ji→i+1 =
niv(Fi)
l
−D(Fi) ni+1 − ni
l2
, (6.2.1)
donde la velocidad de conveccio´n v(F ) y el coeficiente de difusio´n D(F ) satisfacen respec-
tivamente v(−F ) = −v(F ) (es decir, v es impar) y D(−F ) = v(F ) l + D(F ). La forma
t´ıpica de estos coeficientes (en unidades adimensionales) se puede ver en Fig. 6.3.
La fo´rmula (6.2.1) puede ser usada para temperaturas suficientemente altas (ver Ape´ndi-
ce A de [4]). Para comparar nuestros resultados teo´ricos con las soluciones nume´ricas del
modelo, hemos utilizado aproximaciones anal´ıticas de estas funciones (ver la Ape´ndice A).
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Entonces tenemos, en el pozo i,
Fi − Fi−1 = e
ε
(ni −NwD),
ε
e
dFi
dt
+ Ji→i+1 = J(t) .
La ley de Ampe´re correspondiente a la (6.2.1) es :
ε
e
dFi
dt
+
niv(Fi)
l
−D(Fi)ni+1 − ni
l2
= J(t) . (6.2.2)
No´tese que para campos grandes, pra´cticamente para todos los plateaus excepto el primero,
el coeficiente de difusio´n es despreciable y tenemos entonces un modelo ma´s simple, con
Ji→i+1 = niv(Fi) como en [6].
Para examinar el modelo, es mejor quitar las dimensiones. Haciendo como en 3.7 y cogendo
vM l como unidad para D(F ), tenemos, para la superred 9/4 de [22], FM = 6,92 kV/cm,
NwD = 1,5× 1011 cm−2, vM = 156 cm/s, vM (d+w) = 2,03× 10−4 cm2/s y eNwDvM/(d+
w) = 2,88 A/cm2. Las unidades de corriente y de tiempo son respectivamente 0.326 mA
y 2.76 ns. Quitando las tildes queda:
dEi
dt
+ v(Ei)ni −D(Ei) (ni+1 − ni) = J, (6.2.3)
Ei −Ei−1 = ν (ni − 1), (6.2.4)
o bien, de manera equivalente,
dEi
dt
+ v(Ei)
Ei −Ei−1
ν
−D(Ei) Ei+1 +Ei−1 − 2Ei
ν
= J − v(Ei). (6.2.5)
donde ν = eNwD/(ε FM ) es el para´metro de dopaje adimensional, ν ∼ 3 para el primer
plateau de nuestra superred 9/4.
6.3. Plano de la estabilidad
Consideramos una superred infinita, bajo condiciones de densidad de corriente cons-
tante. Fijada J ∈ (vm, 1) (vm es el mı´nimo de la funcio´n v(E) entre las resonancias C1C1
y C1C2), una pequen˜a ana´lisis de estabilidad lineal nos dice que la ecuacio´n (6.2.5) tiene
dos soluciones estacionarias espacialmente homoge´neas estables, E (1)(J) y E(3)(J), y una
inestable, E(2)(J), con v(E(k)) = J (ver Fig. 6.4).
Buscamos soluciones del modelo que cumplan Ei → E(1)(J) cuando i → −∞ y Ei →
E(3)(J) cuando i → ∞, que pueden ser estacionarias o bien dependientes del tiempo.
Nuestras simulaciones nume´ricas muestran que cuando hay soluciones estas son frentes de
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Figura 6.4: Fijada J , la ecuacio´n (6.2.5) tiene las soluciones E1, E2 y E3
onda viajera que se mueven con velocidad constante c = c(J, ν) t.q. Ei(t) = E(i−ct) ∀ i =
0,±1, . . . y donde E(τ) es un perfil regular solucio´n del siguiente problema de autovalores
para c y E(τ):
c
dE
dτ
= v(E) − J + v(E) E −E(τ − 1)
ν
−D(E) E(τ + 1) +E(τ − 1)− 2E
ν
, (6.3.1)
E(−∞) = E(1)(J), E(∞) = E(3)(J). (6.3.2)
Usando un principio de comparacio´n se puede probar rigorosamente la existencia de fren-
tes estacionarios, como se ha hecho en [13]. Para valores de la corriente que no pertenecen
al intervalo donde los frentes son estacionarios, se puede probar solo que hay frentes que
se mueven a la dercha o a la izquierda. Adema´s, se puede probar que frentes estacionarios
y en movimiento no pueden coexistir para el mismo valor de la corriente [14].
La prueba del hecho que los frentes en movimiento son frentes de ondas viajeras es esencial-
mente nume´rica (ver Fig. 6.5); notamos tambie´n que todos los pasos notable, en Fig. 6.1,
tienen la misma longitud. Nuestra construccio´n asinto´tica de los frentes de onda cerca de
las corrientes cr´ıticas J1 y J2 explotara´ la naturaleza de ondas viajeras de los frentes en
movimiento.
Resolviendo nume´ricamente (6.2.5) se puede mostrar que, despue´s de un breve transi-
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Figura 6.5: Perfil del campo ele´ctrico de un fronte de onda en tres pozos consecutivos. El
campo esta´ representato en cada pozo en funcio´n del tiempo, que muestra como el frente
se mueve con velocidad constante.
torio, una variedad de condiciones iniciales tales que Ei → E(1)(J) cuando i → −∞ y
Ei → E(3)(J) cuando i→∞ evoluciona hacia un monopolo estacionario o en movimiento.
La Fig. 6.2 es un plano de fase que muestra las regiones del plano (J, ν) donde los distintos
frentes son estables.
Hay dos importantes valores de ν, ν1 < ν2, tales que:
Para 0 < ν < ν1 y cualquier J ∈ (vm, 1) fijada, se han observado solo frentes de
monopolos viajeros que se mueven en direccio´n de la corriente. Para ν > ν1, se han
encontrado solo monopolos estacionarios.
Para ν1 < ν < ν2, frentes viajeros que se mueven en direccio´n de la corriente existen
solo si J ∈ (vm, J1(ν)), donde J1(ν) ∈ (vm, 1) es el valor cr´ıtico de la corriente. J1(ν)
es una funcio´n monotona decreciente tal que J1 → vm cuando ν →∞; ver Fig. 6.6.
Para ν > ν2 observamos nuevas soluciones. Como antes, tenemos frentes viajeros que
se mueven en direccio´n de la corriente si J ∈ (vm, J1(ν)) y monopolos estacionarios
si J ∈ (J1(ν), J2(ν)), donde J2(ν) < 1 es una nueva corriente cr´ıtica, ver Fig. 6.6.
La funcio´n J2(ν) empieza en J2(ν2) = 1, decrece hacia un u´nico mı´nimo, y luego
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Figura 6.6: Corrientes cr´ıticas J1 y J2 en funcio´n del dopaje adimensional ν.
crece hacia 1 conforme ν → ∞. Para J2(ν) < J < 1, las soluciones estables de
(6.4.1) y (6.4.2) son monopolos viajeros contracorriente (a la izquierda). Conforme
ν va creciendo, J1(ν) y J2(ν) alcanzan vm y 1, respectivamente. Entonces cuando
ν es suficientemente grande las soluciones estacionarias se pueden encontrar para la
mayor´ıa de los valores de J .
La Fig. 6.7 muestra la velocidad de los frentes de onda en funcio´n de la corriente para
ν = 3, correspondiente al primer plateau de la superred 9/4. Para valores de ν ma´s grandes,
el intervalo de J donde existen soluciones estacionarias se vuelve mas grande otra vez, casi
llenando todo (vm, 1) cuando ν →∞. Para ν muy grande, las velocidades de los monopolos
que se mueven en direccio´n de la corriente y contracorriente llegan a ser muy pequen˜as en
valor absoluto.
6.4. Anclaje de frentes de onda con un solo pozo activo
En las corrientes cr´ıticas, J1(ν) y J2(ν), los frentes de onda que se mueven en la
direccio´n de la corriente (a la derecha, siguiendo el flujo de los electrones, con c > 0)
para J pequen˜a y los que van contracorriente (a la izquierda, en contra del flujo de los
electrones, con c < 0) para J ma´s grande cesan de propagarse.
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Figura 6.7: Velocidad del frente de onda en funcio´n de la densidad de corriente para ν = 3.
Hemos comparado la velocidad medida nume´ricamente con los resultados de nuestra teoria
con uno o cuatro pozos activos.
Lo que pasa es que cuando J se acerca a los valores cr´ıticos el perfil del campo E(τ) se pone
ma´s y ma´s empinado, hasta desarrolar lo escalones de Fig. 6.1. De hecho, exactamente en
Jk, k = 1, 2, se abren unos gaps en el perfil del frente de onda, que as´ı pierde su continuidad.
El perfil del campo ele´ctrico resultante es un frente estacionario Ei = Ei(J, ν): el frente de
onda esta´ anclado para J1 < J < J2. La transicio´n de depinning de frentes estacionarios
a frentes en movimiento es te´cnicamente una bifurcacio´n silla-nodo. Vamos a estudiar
primero el caso simple de dopaje adimensional ν grande, y luego veremos que pasa en el
caso general.
Para dopaje suficientemente grande y J cerca de los valores cr´ıticos, el movimiento del
frente esta´ gobernado dal comportamiento de un solo pozo, que llameremos pozo activo. Si
miramos bien la forma de un frente estacionario cerca de las corrientes cr´ıticas, observamos
que todos los pozos tienen campo ele´ctrico cerca de E (1)(J) o´ E(3)(J) excepto un pozo
que es arrastrado hasta eventualmente saltar: el pozo activo. Sea E0 el valor del campo
ele´ctrico en el pozo activo. Podemos reconstruir el perfil E(i−ct) a partir de la evolucio´n de
E0(t) = E(−ct). Antes de que el pozo activo salte, Ei ≈ E(1)(J) para i < 0 y Ei ≈ E(3)(J)
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Figura 6.8: Velocidad del frente de onda en funcio´n de la densidad de corriente para ν = 20.
Hemos comparado la velocidad medida nume´ricamente con los resultados de nuestra teoria
con un solo pozo activo.
para i > 0. Entonces (6.3.2) se vuelve en
dE0
dt
≈ J − v(E0)− v(E0) E0 −E
(1)
ν
+D(E0)
E(1) +E(3) − 2E0
ν
. (6.4.1)
Como antes, esta ecuacio´n tiene tres soluciones estacionarias para J1 < J < J2, dos
estables y una inestable, y solo una estable de lo contrario. En las corrientes cr´ıticas, dos
de estas soluciones se unen formando un nodo-silla. Para valores bajos de la corriente,
las dos soluciones que se unen forman un doble cero correspondientes a un ma´ximo de la
parte derecha de (6.4.1). Para valores altos de J , las dos soluciones que se unen forman
un doble cero correspondientes a un mı´nimo de la parte derecha de (6.4.1). Las corrientes
cr´ıticas son tales que el desarollo de (6.4.1) cerca de las dos soluciones estacionarias que
se unen,
J − v(E0)− v(E0) E0 −E
(1)
ν
+D(E0)
E(1) +E(3) − 2E0
ν
= 0, (6.4.2)
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tiene termino lineal igual a cero,
D′0(E
(1) +E(3) − 2E0)− 2D0
−v′0(E0 −E(1))− v0 − ν v′0 = 0, (6.4.3)
donde D′(0) quiere decir D′(E0), etc. Las u´ltimas dos ecuaciones nos dan aproximaciones
de E0 y de la corriente cr´ıtica Jc (que puede ser J1 o´ J2). Los resultados de nuestro ana´lisis
esta´n en las Fig. 6.7 y 6.8 y muestran una excelente correspondencia con las simulaciones
nume´rica del modelo para ν > 2. Nuestra aproximacio´n es peor para ν ma´s pequen˜o, lo
cual quiere decir que necesitamos ma´s pozos activos para mejorarla.
Construimos ahora el perfil del frente de onda viajera despue´s el depinning, para J poco
menor de J1 o´ poco mayor de J2. Sea E0(Jc) la solucio´n estacionaria de (6.4.1) para
J = Jc. Poniendo E0(t) = E0(Jc) + ϕ(t) para J → Jc y desarollando hasta te´rminos de
orden |J − Jc|, (6.4.1) se convierte en
dϕ
dt
≈ α (J − Jc) + β ϕ2 , (6.4.4)
donde los coeficientes α y β esta´n dados para
α = 1 +
v0 +D0
ν v′1
+
D0
ν v′3
, (6.4.5)
2νβ = D′′0(E
(1) +E(3) − 2E0)− 4D′0 − 2v′0
+v′′0 (E
(1) −E0 − 2ν), (6.4.6)
β < 0 si Jc = J1 y β > 0 si Jc = J2.
La ecuacio´n (6.4.4) tiene la solucio´n (exterior)
ϕ(t) ∼ (−1)k
√
(α (J − Jk)
β
tan
(√
αβ (J − Jk) (t− t0)
)
(6.4.7)
(k = 1, 2), para J tal que sign(J − Jk) =signβ. La funcio´n ϕ es casi siempre muy pequen˜a
y explota cuando el argumento da la funcio´n tangente llega a ±pi/2. Entonces la aproxi-
macio´n exterior vale sobre un intervalo de tiempo (t− t0) ∼ pi/
√
αβ (J − Jk). El rec´ıproco
de este intervalo de tiempo nos da una aproximacio´n de la velocidad del frente de onda,
|c(J, ν)| ∼
√
αβ (J − Jk)
pi
. (6.4.8)
En las fig. 6.7 y 6.8 comparamos esta aproximacio´n con la velocidad calculada nume´ri-
camente para ν = 3 y ν = 20, respectivamente.
Cuando la solucio´n empieza a explotar, la solucio´n exterior (6.4.7) deja de ser una buena
aproximacio´n por que´ E0(t) se va del valor estacionario E0(Jc). Tenemos entonces que vol-
ver a (6.4.4) para obtener una aproximacio´n interior para esta ecuacio´n. Siendo J cerca
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Figura 6.9: Perfil del frente de onda cerca de J = J2 para ν = 20. Hemos comparado los
resultados del desarollo asinto´tico con un so´lo pozo activo con la solucio´n nume´rica del
modelo.
de Jc y E0(t) − E0(Jc) de orden 1, resolvemos nume´ricamente (6.4.4) en J = Jc con la
condicio´n de matching E0(t) − E0(Jc) ∼ (−1)k2/[pi
√
β/[α (J − Jc)] − 2|β| (t − t0)], para
(t− t0) → −∞.
Esta solucio´n interior describe el salto de E0 a valores cerca de E
(1) si Jc = J1, o a valores
cerca de E(3) si Jc = J2. Durante el salto, el movimiento de E0 fuerza el movimiento de
los otros puntos. Entonces, para Jc = J1 podemos calcular E1(t) insertando la solucio´n in-
terior para E0 en (6.2.5), con J = Jc y E2 ≈ E(3). Ana´logamente, para Jc = J2, podemos
calcular E−1(t) usando la solucio´n interior para E0 en (6.2.5), con J = Jc y E−2 ≈ E(1).
En la Fig. 6.9 comparamos el desarollo construido con estas soluciones interior y exterior
con la solucio´n nume´rica del modelo. No´tese que hemos reconstruido los perfiles E(i− ct)
de las ondas viajeras a partir de la identidad E0(t) = E(−ct).
6.5. Anclaje de frentes de onda con ma´s pozos activos
La descripcio´n anterior de la trasiccio´n de depinning empeora cuando ν decrece. De
hecho vamos a necesitar ma´s de un pozo activo para aproximar el movimiento del frente de
onda, y el depinning se describe con un sistema reducido con ma´s de un grado de libertad,
correspondientes a los pozos activos. Aqu´ı tambie´n tenemos una bifurcacio´n silla-nodo
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cuya forma normal es otra vez (6.4.4) con coeficientes diversos. Para encontrar el salto de
los pozos activos vamos a resolver el sistema reducido con una condicio´n de matching.
Pero: como determinamos el nu´mero de pozos activos optimal, es decir, ¿ cuantos pozos
necesitamos para una buena aproximacio´n del salto? Para ν fijado, el autovector corres-
pondiente al autovalor cero tiene un cierto nu´mero de componentes que son de orden 1,
mientras los dema´s son muy pequen˜os. El nu´mero de componentes de magnitud ’normal’
va a determinar el nu´mero optimal de pozos activos: so´lo uno si ν > 10, cuatro si ν = 3,
etc. El autovector del sistema reducido de ecuaciones para los pozos activos es una buena
aproximacio´n de los componentes ma´s grandes del autovector correspondiente al sistema
completo. Conforme nos vamos acercando al l´ımite del cont´ınuo, ma´s y ma´s puntos entran
en el sistema reducido de ecuaciones y ya este me´todo no es adecuado para describir el
modelo. Para este caso, en la pro´xima seccio´n vamos a introducir un metodo alternativo.
Como antes, el perfil del frente de onda cumple E(i−ct) = Ei(t), donde i = −L, . . . ,M son
los ı´ndices de los A = L+M+1 pozos activos. Entonces suyas dina´micas reducidas cumplen
(6.2.5) para i = −L, . . . ,M con las aproximaciones E−L−1 ∼ E(1) y EM+1 ∼ E(3). Te-
nemos que encontrar soluciones estacionarias aproximadas del sistema y luego linealizarlo
respecto a las apropiadas. En la corriente cr´ıtica aproximada Jc, uno de los autovalores del
sistema linealizado es cero. Llamamos U †i y Ui los autovectores A-dimensionales izquierdo
y derecho (A = L+M + 1) correspondientes al autovalor cero de la matriz de coeficientes
para el sistema linealizado, escogidos de manera que
∑M
i=−L U
†
i Ui = 1. Muy cerca a Jc, el
perfil del campo ele´ctrico va a ser Ei(t) ∼ Ei(Jc, ν) + Uiϕ(t) ma´s te´rminos que decrecen
de manera exponential respecto al tiempo. La funcio´n ϕ cumple (6.4.4) con los siguientes
coeficientes:
α =
M∑
i=−L
U †i +
v0 +D0
ν v′−L−1
U †0 +
DMU
†
M
ν v′M+1
, (6.5.1)
β =
1
2ν
M∑
i=−L
[
D′′i U
2
i (Ei+1 +Ei−1 − 2Ei)
+2D′iUi(Ui+1 + Ui−1 − 2Ui)− 2v′iUi(Ui − Ui−1)
+v′′0(Ei−1 −Ei − 2ν)U2i
]
U †i . (6.5.2)
Aqu´ı hemos puesto U−L−1 = UM+1 = 0, E−L−1 = E
(1), EM+1 = E
(3), vi = v(Ei),
v′i = v
′(Ei) Di = D(Ei), etc. Todas las cantidades esta´n evaluadas en J = Jc. Claramente
estas fo´rmulas se convierten en (6.4.5) y (6.4.6) si L = M = 0, U0 = U
†
0 = 1.
Obviamente, la solucio´n y la interpretacio´n de (6.4.4) es la misma de antes, solo
tenemos que cambiar la condicio´n de matching y la descripcio´n del salto de los pozos
activos. El aumento del nu´mero de pozos mejora considerablemente la aproximacio´n de
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Figura 6.10: Perfil del frente de onda cerca de J = J2 para ν = 3. Hemos comparado los
resultados del desarollo asinto´tico con un so´lo pozo activo con la solucio´n nume´rica del
modelo. No´tese que la mayor fuente de error es la estima teorica del per´ıodo de tiempo
(un error de 200 sobre un perio´do de 3,000).
la velocidad del frente de onda: ver Fig. 6.7. El salto de los pozos activos se describe
resolviendo la ecuacio´n (6.2.5) para i = −L, . . . ,M , con J = Jc, Ei(t) = Ei(Jc, ν)+Uiϕ(t),
y la misma condicio´n de matching de antes. La Fig. 6.10 muestra una comparacio´n entre la
aproximacio´n compuesta y la solucio´n nume´rica del perfil del campo ele´ctrico para ν = 3.
No´tese la mejora respecto a la aproximacio´n con un so´lo pozo activo. Nuestra analisis
muestra que la transicio´n de frente en movimiento a frente estacionario implica pe´rdida
de continuidad del perfil del frente de onda. Para el sistema reducido de pozos activos, la
transicio´n es una bifurcacio´n silla-nodo global: dos soluciones estacionarias se unen en las
corrientes cr´ıticas y (para J < J1(ν) o´ para J > J2(ν)) aparece un frente de onda viajera.
Cerca de las corrientes cr´ıticas, el perfil de campo de este frente es muy empinado: se
parece mucho a los t´ıpicos pasos discretos del perfil estacionario sobre largos intervalos de
tiempo (que se rescalan como |J −Ji|− 12 ), seguidos de repentinas transiciones entre pasos.
Aunque no tenemos una prueba, es natural conjeturar que la transicio´n de depinning para
el modelo completo es del mismo tipo de la transicio´n para el sistema reducido de pozos
activos.
Adema´s, remarcamos que nuestra teor´ıa de depinning de frentes se puede aplicar con
pocas modificaciones al modelo ma´s complicado que hemos presentado en el Cap. (3), en
el sentido que all´ı la relacio´n constitutiva para la densidad de corriente tu´nel eJi→i+1 es
ma´s complicada de (6.2.1). La clave de nuestro razonamiento es que durante el depinning
solo un nu´mero finito de pozos son activos para ν suficientemente grande.
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6.6. El l´ımite continuo
El l´ımite continuo del modelo es u´til para comprender las oscilaciones auto-sostenidas
de la corriente y el movimiento del frente de onda. Consiste en suponer ν → 0, i → ∞,
con νi = x ∈ [0, Nν], Nν  1. En este l´ımite, (6.2.5) se convierte en
∂E
∂t
+ v(E)
∂E
∂x
= J − v(E), (6.6.1)
hasta te´rminos de orden ν. La ecuacio´n (6.6.1) corresponde al l´ımite hiperbo´lico del bien
conocido modelo de Kroemer para el efecto Gunn. Para J constante, las soluciones de
estas ecuaciones son ondas de choque. Estas ondas esta´n relacionadas con los frentes de
onda, cuya velocidad puede ser calculada expl´ıcitamente.
De hecho, sea V (E+, E−) la velocidad de una onda de choque tal que E se convierte en E−
(resp. E+) a la izquierda (resp. derecha) del choque. Dentro de la onda de choque, tenemos
que usar el modelo discreto con ni  1, dEi/dt ∼ −V (Ei − Ei−1)/ν  1, y J = O(1).
No´tese que hemos rescalado la velocidad del frente de onda de manera que V = cν es la
velocidad correcta para el perfil continuo (rescalado) E(x− V t) = E(ν (i− ct)). Entonces
E+ −E− =
∑
(Ei −Ei−1) ∼ ν
∑
ni
∼ V
∑ Ei −Ei−1
v(Ei) +D(Ei)
+
∑ D(Ei)
v(Ei) +D(Ei)
νni+1
∼ V
∑ Ei −Ei−1
v(Ei) +D(Ei)
+
∑ D(Ei) (Ei+1 −Ei)
v(Ei) +D(Ei)
.
De lo cual se deduce
V ∼
∑ v(Ei) (Ei+1−Ei)
v(Ei)+D(Ei)∑ Ei−Ei−1
v(Ei)+D(Ei)
,
que se convierte en
V (E+, E−) =
∫ E+
E−
v(E)
v(E)+D(E) dE∫ E+
E−
dE
v(E)+D(E)
, (6.6.2)
en el l´ımite continuo. Esta espresio´n es equivalente a la siguiente regla de a´reas iguales
ponderada (weighted equal-area rule)∫ E+
E−
v(E)− V (E+, E−)
v(E) +D(E)
dE = 0. (6.6.3)
Para D = 0, esta fo´rmula se reduce a la ya derivada para el modelo de conveccio´n discreto
en [2]. En la Ape´ndice B vamos a dar una expresio´n que incluye una correccio´n a esta
fo´rmula. Existe un solo valor de J , J ?, tal que V = J con E− = E
(1)(J) y E+ = E
(3)(J).
Para J ∈ (vm, J∗), un frente de onda que conecta E(1)(J) a E(3)(J) es un frente de onda
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Figura 6.11: Comparacio´n de las aproximaciones a la velocidad del frente de onda hechas
con la regla de a´reas iguales (al orden principal) y la regla de a´reas iguales corregida (que
incluye correcciones al primer orden) con la solucio´n nume´rica del modelo para ν = 0,01.
con E+ = E
(3)(J), y E− tal que V (E
(3)(J), E−) = v(E−). Adema´s, a la izquierda de la
onda de choque esta´ una regio´n de cola que se mueve r´ıgidamente con el choque y tal que
[v(E) − V ] ∂E
∂ξ
= J − v(E), (6.6.4)
para ξ = x−V t negativo, y E(−∞) = E(1)(J), E(0) = E−. Toda esta estructura (regiones
de choque y de cola) se llama un mono´polo con cola izquierda, ver [9]. Ana´logamente, para
J ∈ (J∗, 1), un frente de onda que conecta E(1)(J) a E(3)(J) se llama mono´polo con cola
derecha. Este monopolo consiste en una onda de choque con E− = E
(1)(J), y E+ tal que
V (E+, E
(1)(J)) = v(E+), y una regio´n de cola que cumple (6.6.4) para ξ positivo, con las
condiciones de contorno E(0) = E+ y E(∞) = E(3)(J), ver [9]. En conclusio´n, la velocidad
del frente de onda como funcio´n de J esta´ determinada por las siguientes ecuaciones:
C(J) = V (E(3)(J), E−), con
v(E−) = V (E
(3)(J), E−), si vm < J < J
∗, (6.6.5)
C(J) = V (E+, E
(1)(J)), con
v(E+) = V (E+, E
(1)(J)), si J∗ < J < 1. (6.6.6)
No´tese que C(J) es el valor l´ımite de la velocidad del frente de onda rescalada, c(J, ν)ν,
para ν → 0+. Hemos comparado la aproximacio´n continua de la velocidad del frente de
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onda (en pozos cruzados por unidad de tiempo, i.e., c(J, ν) = C(J)/ν, non rescalada) con
la solucio´n nume´rica del modelo para ν = 0,01 en Fig. (6.11). La regla de a´reas iguales
corresponde a (6.6.2), (6.6.5) y (6.6.6) y su diferencia ma´xima con la solucio´n nume´rica
es acerca de 17.6 %. La correccio´n en la Ape´ndice B mejora mucho el reultado: esta vez la
diferencia ma´xima es como ma´ximo 3% de la solucio´n nume´rica.
6.7. Conclusiones
En este Cap´ıtulo hemos analizado el movimiento de frentes de onda en modelos discre-
tos de conveccio´n-difusio´n de transporte de carga no lineal en superredes semiconductoras.
Los frentes en movimiento son perfiles del campo ele´ctrico que se mueven r´ıgidamente con
velocidad constante. La falta de propagacio´n de los frentes es debida a la pe´rdida de con-
tinuidad del perfil del campo que se ancla cuando la densidad de corriente J llega a las
corrientes cr´ıticas. Hemos caracterizado la falta de propagacio´n de los frentes de onda y ,
al contrario, el depinning de los frentes con me´todos de perturbaciones singulares. Estos
me´todos se basan en el hecho que solo unos pocos pozos activos toman parte al movimiento
de los frentes de onda, para dopaje adimensional ν suficientemente grande. En el l´ımite
cont´ınuo, cuando ν tiende a cero, ma´s y ma´s pozos se ponen activos y tiene sentido una
distinta aproximacio´n. En este l´ımite, las ecuaciones discretas se convierten en ecuaciones
diferenciales y los frentes de onda en ondas de choque con una regio´n de cola r´ıgida a su
izquierda o´ su derecha. Hemos obtenido una regla de igualdad de a´reas para estas ondas de
choque, y tambie´n su coreccio´n al primer orden. Las nuestras teor´ıas asinto´ticas funcionan
bien en sus respectivos campos de validez y aproximan el movimiento de un frente de onda
bajo corriente constante en una superred infinida.
La comprensio´n de este movimiento es la clave para entender mejor fenomenos ma´s comple-
jos que pueden pasar en superredes semiconductoras bajo condiciones de voltaje constante.
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Cap´ıtulo 7
Conclusiones y problemas abiertos
En este cap´ıtulo hacemos un resumen de los resultados encontrados, las conclusiones
generales de la tesis y una descripcio´n de los problemas abiertos que consideramos ma´s
interesantes. En te´rminos generales, nuestro trabajo ha consistido en un estudio exhaus-
tivo de un modelo de conveccio´n–difusio´n para superredes semiconductoras de´bilmente
acopladas a nivel nume´rico, asinto´tico y de estabilidad, lineal y no lineal. En ese estudio
hemos utilizado una formulacio´n para la densidad de corriente tu´nel que no hab´ıa sido
empleada en trabajos anteriores y con el auxilio de me´todos nume´ricos extremamente pre-
cisos hemos encontrado resultados antes desconocidos. Hemos investigado la relocacio´n
de los dominios del campo ele´ctrico en los procesos de sweeping del voltaje y encontrado
escenarios inusuales. Luegos, hemos investigado el mismo modelo a corriente constante y
encontrado propriedades estrictamente dependientes de la discreteza de nuestro sistema,
introduciendo la nocio´n de pozo activo.
A continuacio´n presentamos las conclusiones generales que se deducen de los estudios
mencionados antes, repasando los resultados obtenidos en cada cap´ıtulo.
Despue´s introducir unos conceptos generales y el modelo, en el Cap´ıtulo 4 hemos
estudiado los estados estacionarios del modelo de conveccio´n–difusio´n y su estabilidad
lineal. De ese estudio, hemos deducido la aparicio´n de puntos de bifurcacio´n de Hopf cerca
de las extremidades de las ramas estacionarias, y hemos encontrado, via un desarollo en
escalas mu´ltiples, la ecuacio´n de amplitud de nuestro sistema.
En el Cap´ıtulo 5 hemos hecho la resolucio´n nume´rica del modelo y de la dina´mica de
relocacio´n de los dominios del campo ele´ctrico debida a sweeping del voltaje. El ana´lisis
de la estabilidad lineal nos sirvio´ para interpretar los resultados, de los cuales lo ma´s
destacado es la dependencia del tiempo de ramping de la configuracio´n final del sistema, o
sea esa configuracio´n no depende solo del voltaje final sino tambie´n de como hemos llegado
a ese voltaje, con que tiempo de ramping.
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Finalmente, en el Cap´ıtulo 6 estudiamos el mismo modelo pero a corriente constante
y encontramos resultados que desvelan la naturaleza intr´ınsecamente discreta de nuestro
sistema: anclaje de frentes de onda, posibilidad de describir la dina´mica con el auxilio de
so´lo unos pozos activos, movimiento contracorriente del frente.
Problemas abiertos y problemas pendientes de resolucio´n
La continuac´ıon natural del trabajo expuesto en esta tesis consiste nel resolver nume´ri-
camente las ecuaciones que determinan la ecuacio´n de amplitud en el Cap´ıtulo 4 y as´ı en-
contrar el punto exacto de la bifurcacio´n de Hopf. Adema´s, ser´ıa oportuno un estudio del
diagrama de bifurcacio´n con el auxilio del programa AUTO, visto el gran nu´mero de para-
metros involucrados en el sistema. As´ı como ser´ıa interesante encontrar nume´ricamente las
eventuales bifurcaciones de Hopf que dependen del tiempo de ramping (y cuyos indicios
se han encontrado nume´ricamente).
Desde el punto di vista f´ısico, ser´ıa interesante averiguar experimentalmente las pre-
dicciones hechas en la presente tesis, como la existencia del valor cr´ıtico del tiempo de
ramping antes del cual se empiezan a saltar ramas de la curva caracter´ıstica I–V.
Desde el punto de vista matema´tico, el principal intere´s consiste en extraer la esencia
del modelo de transporte que provoca los feno´menos no lineales observados, especialmente
los dependientes del tiempo de ramping. Otro asunto que merecer´ıa la pena estudiar es
como var´ıan los escenarios de relocacio´n si en lugar de un crecimiento lineal del voltaje
con el tiempo escogemos un crecimiento no lineal, hasta oscilatorio.
Ape´ndice A
Velocidad de conveccio´n y
coeficiente de difusio´n
Para comparar los resultados teo´ricos con la solucio´n numerica del modelo, es mejor
usar aproximaciones anal´ıticas de la velocidad de arrastre de los electrones y de la difusi-
vidad en lugar de usar datos nume´ricos. Usamos los siguientes coeficientes adimensionales,
que aproximan los que han sido usados en [13]:
v(E) =
0,2684E
0,25 + (0,9862E − 0,85)2
+
0,9072
0,16 + (0,9862E − 15)2 − 0,004, (A.0.1)
D(E) = 2 e−E
2
. (A.0.2)
La funcio´n velocidad tiene un ma´ximo local en E = 1, v = 1.
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Ape´ndice B
Correccio´n del primer orden a la
regla de a´reas iguales
Una derivacio´n ma´s cuidadosa de la regla de igualdad de a´reas tiene en cuenta la regla
del trapecio para integrales de Riemann:
∫ E+
E−
f(E)dE ≈
∑
f(Ei) (Ei −Ei−1)
− 1
2
∑
[f(Ei)− f(Ei−1)](Ei −Ei−1)
≈
∑
f(Ei−1) (Ei −Ei−1)
+
1
2
∑
[f(Ei)− f(Ei−1)](Ei −Ei−1). (B.0.1)
Podemos repetir cuanto hecho en la Seccio´n (6.6), teniendo ahora en cuenta el te´rmino
(B.0.1) cuando sostituimos integrales con sumas de Riemann. El resultado es
V (E+, E−) =
∫ E+
E−
v(E)
v(E)+D(E) dE + SN∫ E+
E−
dE
v(E)+D(E) + SD
, (B.0.2)
SN =
1
2
∑( Di
vi +Di
− Di−1
vi−1 +Di−1
)
(Ei −Ei−1)
= −1
2
∑( vi
vi +Di
− vi−1
vi−1 +Di−1
)
(Ei −Ei−1) , (B.0.3)
SD =
1
2
∑( 1
vi +Di
− 1
vi−1 +Di−1
)
(Ei −Ei−1) . (B.0.4)
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