The facies-based approach has been widely adopted to delineate an aquifer into distinct geological units with unique distributions of hydraulic, physical, and/or chemical properties. The recent development in ensemble-based data assimilation methods allows both the direct and indirect data to be used to improve facies delineation. A major difficulty in those applications is to honor the spatial continuity and avoid overfitting after data assimilation. We introduce a new facies delineation framework to integrate ensemble data assimilation with traditional transition probability-based geostatistics. A level-set concept is used to parametrize discrete facies indicators and for updating facies shape. During the iterative data assimilation process, we impose spatial continuity by conditioning facies field generation on points selected adaptively based on their sensitivity to observation data. This reconditioning step is a key step to maintain spatial continuity and overcome overfitting problems in inversion. We selected two examples to evaluate the performance of the new framework in estimating facies-based permeability field. The first example is a two-dimensional synthetic system with transient head data induced by pumping tests used for delineating two facies. The second example is a three-dimensional case with three facies, conceptualized from a field tracer experiment within the Columbia River corridor in Washington State, USA. Both examples demonstrate that the new method can adequately capture the spatial pattern of hydrofacies with reconditioning, which leads to the improved prediction of system behaviors.
Introduction
Characterizing spatial heterogeneity and connectivity within physical, chemical, and ecological systems is a daunting challenge facing the modeling community in Earth system science (Clark et al., 2015; de Marsily et al., 2005; Harvey & Gooseff, 2015; Paniconi & Putti, 2015; Western et al., 2001 ). The facies-based approach, which divides the system into a finite number of relatively homogenous units, is commonly used to reduce the dimensionality and complexity in parameterizing a complex system (e.g., Sassen et al., 2012) . Facies have a broad definition across different contexts of subsurface characterization, such as the most common lithofacies for lithologic features, hydrofacies for hydraulic properties used in hydrology model, and reactive facies for reaction potential (Bayer et al., 2015; Yabusaki et al., 2011) . The facies approach is especially useful for systems where sharp contrasts in properties dominate the physical processes such as the flow and transport, while within-facies heterogeneity is of secondary importance (Khaninezhad et al., 2018; Liu & Oliver, 2005; Park et al., 2013; Ronayne et al., 2008) . The intrinsic scale of the facies is dependent on the properties of interest, which could vary from centimeters in laboratory to meters in field (Sassen et al., 2012) . Developing mathematically general methods for delineating the spatial distribution of facies based on existing data has been an important and active research area (Lu & Zhang, 2015; Nejadi et al., 2015; Sebacher et al., 2016) .
There is always a lack of direct data to adequately delineate the spatial distribution of facies due to cost constraints. Therefore, indirect data have been used to augment limited direct data for estimating facies distribution and properties through inverse modeling or data assimilation techniques (e.g., Harp et al., 2008; Ye & Khaleel, 2008) . In recent studies, ensemble data assimilation (EDA) methods have been applied to incorporate direct and indirect data to inform process-based numerical models (Aanonsen et al., 2009; Chen et al., 2013; Oliver & Chen, 2011) . The EDA methods are computationally efficient compared to full Bayesian approaches, such as the Markov Chain Monte Carlo methods (e.g., Wainwright et al., 2014) , while maintaining the flexibility to handle uncertainty arising from multiple sources. The EDA methods originated from the ensemble Kalman filter (EnKF) developed by Evensen (1994) and Burgers et al. (1998) , and it is optimal for linear systems with Gaussian variables. Iterative EDA approaches, similar to the Gauss-Newton algorithm for solving nonlinear problems, have been developed for nonlinear systems by controlling the adverse effect of nonlinearity using a reduced updating step and iterating the procedure multiple times (Chen et al., 2013; Gu & Oliver, 2007) . Among the iterative EDA approaches, the ensemble smoother with multiple data assimilation (ES-MDA) proposed by Emerick and Reynolds (2012 , 2013a , 2013b has gained popularity for its straightforward implementation and proven efficiency in dealing with nonlinear systems. As most EDA methods were developed for estimating single-modal continuous variables (such as a Gaussian random field of permeability), new developments are required to implement EDA methods for estimating discrete variables, such as the indicators for different facies types.
A parameterization method is needed to map a discrete facies distribution to a space function of continuous random variables to enable EDA for facies delineation. Existing methods include the traditional truncated pluri-Gaussian (Agbalaka & Oliver, 2008; Liu & Oliver, 2005) , Gaussian mixture (Dovera & della Rossa, 2011) , discrete cosine transform (Jafarpour & McLaughlin, 2008) , discrete cosine transform combined with l 1 -norm regulation (Jafarpour et al., 2010) , distance transform (Hakim-Elahi & Jafarpour, 2017) , and level set (Chang et al., 2010; Lorentzen et al., 2012; Moreno & Aanonsen, 2011; Ping & Zhang, 2014) . These methods typically involve the following steps: (1) estimating a prior ensemble of facies distribution using indicator geostatistical models, (2) translating the ensemble facies distribution to continuous shape parameters that describe the facies boundaries, (3) performing EDA on the shape parameters to improve the match between model predictions and observations, and (4) updating the facies distribution using the updated shape parameters. All of the aforementioned parameterization methods impose no spatial structure constraints on facies (e.g., facies volume proportions, correlation lengths, or juxtapositional tendencies) in the process of data assimilation, which may lead to an unrealistic discontinuity and/or overfitting in resulted facies distribution (Jung et al., 2017; Ma & Jafarpour, 2018; Nejadi et al., 2015; Vo & Durlofsky, 2016; Zhao et al., 2017) . Chang and Zhang (2014) proposed to alleviate the facies discontinuity issue by updating facies indicators on a coarse representation of the computational grid and then using interpolation to generate the rest of the facies field. However, such approaches cannot guarantee that the generated facies fields have realistic geological structures unless the spacing of the representing nodes is carefully chosen to avoid producing overly smooth or discontinuous facies fields. Postprocessing steps after data assimilation, including regularization (Vo & Durlofsky, 2016; Zhao et al., 2017) and cumulative distribution function mapping (Jung et al., 2017) , have also been used to address the issue of discontinuity. However, such postprocessing may impair the optimality of results obtained from data assimilation. Among all of these approaches for resolving facies discontinuity, integrating geostatistical conditional simulation within the data assimilation framework appears promising as it can generate plausible facies fields without deviating the optimized results from data assimilation. Nejadi et al. (2015) developed a resampling framework to ensure that the updated facies field always is consistent with the reference/prior semivariogram. Ma and Jafarpour (2018) used pilot points at locations where the property of interest is sensitive to indirect data for conditioning the random field generation on a reference/prior training image. All these approaches assume that the prior estimation of spatial continuity (e.g., variogram and facies proportion) obtained from direct data is sufficiently accurate, which could potentially introduce bias in the estimated facies field.
We introduce a new EDA framework for facies delineation that enforces spatial continuity on facies distribution during the data assimilation process. A parameterization method is developed based on level-set functions to preserve the occurrence of facies in the discrete and continuous variable spaces. The ES-MDA method is used to assimilate indirect data to update the facies probability over the entire domain. The facies field is generated using Transition Probability Geostatistical Software (T-PROGS, Carle & Fogg, 1997) using conditioning points that represent the current knowledge of the system. We begin with a set of conditioning points based on prior direct data of system properties. Then, at each ES-MDA iteration, additional conditioning points of facies are selected based on the changes in facies probabilities between the prior and posterior ensembles. The combined set of conditioning points are used to update the spatial structure of facies distribution that is provided to the subsequent conditional facies field generation using T-PROGS. The posterior facies fields from one iteration are then transformed back to its original parameter space to form the prior ensemble for the next iteration of data assimilation. The advantages of this framework are the following: (1) the spatial structure of facies distribution resulted from the data assimilation is geostatistically constrained such that the facies distribution is not overly disjointed; (2) the additional conditioning points are adaptively selected to preserve the essential information assimilated from the indirect data at each iteration, which is fundamentally different from the postprocessing approaches in terms of enforcing the spatial continuity; and (3) the spatial structure parameters (e.g., volume proportion and mean length) of the facies field are regenerated from direct data and additional conditioning points at each data assimilation iteration. Therefore, the estimation of facies structure is also informed by the indirect data.
The new ES-MDA framework of facies delineation is evaluated with two cases. The first case is a synthetic two-dimensional (2D) study with two facies, where transient head data induced by pumping tests are assimilated as indirect data to delineate the spatial distribution of hydrofacies with contrasting high and low permeability. The second case is a three-dimensional (3D) example with three hydrofacies, which is an abstraction of a tracer experiment conducted in October 2011 at the U.S. Department of Energy's Hanford 300 Area Integrated Field Research Challenge (IFRC) site (Dai et al., 2017; Zachara et al., 2013) that allows evaluation of the facies delineation approach in a complex natural system.
Methodology
Three major components are included in the new EDA framework, including (1) the data assimilation method used for parameter estimation, (2) the level-set parameterization that enables the transformation between discrete facies indicators and Gaussian random variables, and (3) the reconditioning procedure that imposes spatial continuity during data assimilation. Sections 2.1-2.3 describe the three respective components in detail. Integration of the three components is illustrated in Figure 1 and discussed in section 2.3.
Ensemble Smoother With Multiple Data Assimilation
The ES-MDA analysis scheme for updating system states and parameters m (Emerick & Reynolds, 2013a ) is similar to that in EnKF (Burgers et al., 1998; Evensen, 1994) with two modifications. The first modification is that ES-MDA assimilates all observations simultaneously rather than sequentially. The other modification is that ES-MDA inflates the observational variance to reduce the updating step and then repeats the same procedure in several iterations. The updating equation for ES-MDA is
where m i,l is the ith realization of the ensemble of parameter vector m during the lth iteration, d obs is the observational data to be assimilated, 
where N e is the number of realizations in the ensemble and T denotes the transpose of a matrix.
Example parameter vector m can be the permeability κ for each facies and the Gaussian variables L related to facies through the level-set transformation (described in the next section); that is, the ith realization of the
10.1029/2018WR023262
Water Resources Research
The observations, d obs , are indirect data, such as the transient head measurements or tracer data used in the numerical examples considered in section 3.
Parameterization of Discrete Facies With Level-Set Transformation
Conventional level-set methods were originally developed for tracking the evolution of moving boundaries with topology changes (Osher & Santosa, 2001; Osher & Sethian, 1988) . Continuous level-set functions, L, are used to delineate the domain of interest into distinct zones using zero level-set values that define boundaries between L ≥ 0 and L < 0. Instead of solving a conventional partial differential level-set function as described by Osher and Sethian (1988) and Osher and Santosa (2001) , we only use the concept of the level set to map between discrete facies and continuous Gaussian variables to enable ES-MDA, similar to the approach adopted by Chang et al. (2010) , Chang and Zhang (2014) , Ping et al. (2017) , and Zhang (2013, 2014) . Flowchart of integrating ensemble data assimilation methods (e.g., ES-MDA) and indicator geostatistical methods (e.g., T-PROGS) based on level-set parameterization. The portion in gray reflects the integration of geostatistics described in section 2.3. The red dashed line shows the EDA procedure without conditional simulation of facies at each data assimilation step as adopted by most of the existing facies-based EDA methods.
Step numbers 1-7, described in section 2.3, are in bold. T-PROGS= Transition Probability Geostatistical Software; ES-MDA = ensemble smoother with multiple data assimilation; EDA = ensemble data assimilation.
To illustrate the level-set parameterization approach, we start with a system that includes two facies types. The facies indicator at a given computational cell (j) within a domain can be related to the sign of a level-set function defined by a continuous variable L i;l j as follows:
where r i;l j (can be 1 or 2 for a two-facies system) is the ith realization of facies indicator for the jth cell of the computational domain and l is the ES-MDA iteration index.
For more than two facies, the definition of the level-set function is not unique. Chang et al. (2010) , Chang and Zhang (2014) , Ping et al. (2017) , and Zhang (2013, 2014) used F level-set functions to represent K = 2 F facies as
where L i;l j;f is the fth level-set function, and H is the Heaviside step function that is either 0 or 1 depending on the sign of L i;l j;f . However, this definition could introduce implicit constraints between different facies. For example, a four-facies system is represented by two level-set functions with the following setup:
Equation (6) implies that the occurrence probabilities of the four facies are subject to . We adopt a different definition of level-set function to avoid these implicit constraints by using K-1 level-set functions to represent K facies, that is,
where L i;l j;k is the kth level-set function corresponding to the ith realization at the jth cell in lth ES-MDA iteration. For a four-facies system, three level-set functions delineate each individual facies into distinct functional domains with the following mapping:
The parametrization method should preserve the facies occurrence probability when mapping between discrete and continuous variables. Similar to Chang et al. (2010) , we assume that L i;l j;k follows a Gaussian distribution with mean u l j;k and standard deviation σ l j;k , and then the occurrence probability p l j;k on cell j can be computed as
where the Φ(⋅) is the cumulative distribution function of the standard Gaussian distribution, and Pr
is the probability that L l j;k is less than 0. Given the facies occurrence probabilities, the mean and standard deviation of each transformed Gaussian variable are bounded by
with the relationship between x l j;k and the facies occurrence probability defined as
In each iteration of data assimilation, the prior ensemble L i;l j;k for ES-MDA is sampled from Gaussian distribution with mean μ
where z i;l j;k is the standardized Gaussian variable with mean 0 and variance 1.
Then the updated L i;lþ1;update j;k after one ES-MDA iteration can be rewritten by substituting equations (13), (2), and (3) into equation (1) as
where the standard deviation σ l j;k apprears as a scale factor that does not affect the sign of the level-set functions. Therefore, the selection of σ l j;k has no effect on the facies indicators. In this study, we use a fixed σ l j;k of 1 without impacting the results. Our approach contrasts with the level-set approach used by Chang et al. (2010) that is sensitive to the choice of μ l j;k and σ l j;k .
Integration of ES-MDA and Transition Probability-Based Indicator Geostatistics
The generation of a conditional facies field using T-PROGS or an equivalent approach is an integrative part of our framework. In most existing facies-based data assimilation approaches, conditional simulation is only used to generate the prior facies ensemble, after which the facies ensemble is updated by data assimilation approaches without spatial structure constraints. Such approach often leads to an overly discontinuous facies distribution in the end. We overcome this problem by introducing a conditioning step within each iteration of ES-MDA that augments the prior set of conditioning points with new points selected according to specific criteria (discussed below). At the same time, a transitional probability-based geostatistical model is rebuilt with new transition probability matrix and associated spatial structure parameters (e.g., volume proportions and mean lengths) based on the augmented conditioning set. Figure 1 summarizes the important steps in the integrated ES-MDA framework, which are described as follows:
1. Generate prior ensembles of the facies indicators r i;0 j and associated facies properties (e.g., permeability, κ i;0 k ) based on prior information (e.g., borehole data and expert knowledge). Calculate the prior facies occurrence probability p at each grid cell based on the ensemble updated at Step 4. This step is referred to as the level-set back transformation in Figure 1 . 6. Select additional conditioning points using the criteria described below. 7. Combine the conditioning points selected at Step 6 with the original set of conditioning points from the previous iteration to update facies spatial structure information needed by T-PROGS (i.e., discrete transition probability and facies volumetric proportions). The posterior facies probability p lþ1;update j;k of the conditioning points serves as the new soft data to generate the transition probability. Then, generate a new ensemble of facies indicators r i;lþ1 j using T-PROGS. 8. Repeat Steps 2 to 7 with facies indicators r i;lþ1 j and property parameters (e.g., permeability, κ i;lþ1 k ) of each facies until convergence or the prescribed iteration number is reached.
Steps 5-7 (shown in the gray shaded box in Figure 1 ) are the unique new contributions of our framework, which use the updated facies probability from the last iteration step as soft data for generating a new transition probability model using T-PROGS. These steps are referred to as a reconditioning procedure.
We use a two-stage approach to select the conditioning points. A pool of candidate points that show large changes in their facies probability after an iteration of ES-MDA (indicating high sensitivity to indirect observations) is selected at the first stage. The facies probability change after one ES-MDA iteration is defined as
where K is the number of facies, k is the index of facies, p lþ1;update j;k is the updated occurrence probability of facies k in the (l + 1)-th iteration for cell j, and p l j;k is the facies probability before applying the (l + 1)-th iteration of ES-MDA. After ranking the probability change for all cells, we choose the grid cells with the top 1% of probability change as candidate new conditioning points in each iteration. The pool of new candidate points accumulates over multiple iterations, allowing us to capture all of the cells where observation data are influential.
At the second stage, we narrow down the selection using additional screening criteria by comparing the updated facies probability with their prior estimates for all points in the candidate pool, that is,
where p 0 j;k is the prior facies probability before applying any iteration of ES-MDA. We select a fixed number of conditioning points (e.g., 0.5% of the grid cells) based on the ranking of D lþ1;pr j . This criterion ensures that the selected points at each iteration show the largest change to their prior estimation.
Method Evaluation
Our new ES-MDA framework of facies delineation is applicable to heterogeneous groundwater aquifers with sharp contrast in their hydraulic properties. A suitable example is the well-studied IFRC site (Chen et al., , 2013 Dai et al., 2017; Zachara et al., 2013) the site is complex due to the combined effects of dynamic flow conditions driven by the adjacent Columbia River and strongly heterogeneous aquifer hydraulic properties. The aquifer is composed of coarse-grained, highly permeable Hanford formation sediments (dominated by gravels, cobbles, and boulders with discontinuous low-permeability sand/silt inclusions), underlain by the fine-grained, much less permeable Ringold formation (Bjornstad et al., 2009) . A 1,600 m 2 triangular well field of 43 wells has been well characterized through lithologic analyses, constant rate injection tests, borehole flowmeter surveys, geophysical imaging, and hydrologic measurements (Bjornstad et al., 2009; Chen et al., 2012; Johnson et al., 2012; Murakami et al., 2010) .
We conceptualize two synthetic cases based on the above described field system to evaluate our framework at varying degree of complexity. The first case is a two-dimensional problem modified from that of Harp et al. (2008) that is based on a limited amount of direct data (borehole logs of sediment texture) and hydraulic head observations induced by pumping tests. These data are used to delineate the boundaries between two facies with contrasting permeability, analogous to the Hanford and Ringold formations at the IFRC site. The second case is a semisynthetic three-dimensional study based on a tracer injection experiment performed at the IFRC site (Dai et al., 2017) . The aquifer is conceptualized as a three-facies system (i.e., Hanford Gravel, Ringold Sand, and Ringold Mud) based on tens of borehole logs that recorded sediment texture during the placement of groundwater monitoring wells (Williams et al., 2008) . Tracer breakthrough concentrations are used as indirect data for facies delineation in the second case. The massively parallel subsurface flow and reactive transport code PFLOTRAN (pflotran.org, Hammond et al., 2014 ) is used to simulate the flow and transport for each realization in both cases. The setup and computational results of the two cases are presented and discussed in this section.
Case 1: Two-Dimensional Modeling With Two Facies for a Pumping Test
The 2-D study domain is 1,000 m × 200 m in size and discretized into 10 m × 2 m cells. The aquifer contains two facies with contrasting permeability, 10 −9 m 2 for the Hanford facies that is more permeable and (Figure 2 ) was generated by Harp et al. (2008) with the volumetric proportions of 0.7 and 0.3 for the Hanford and Ringold facies, respectively. The respective mean lengths of Ringold in the x (length) and z (thickness) directions are 300 and 20 m. Borehole geological data (i.e., direct data) are assumed to be available at each grid cell along three wells located at x = 0, 250, and 500 m (marked by the vertical black lines in Figure 2 ). Given that Harp et al. (2008) used direct data at five wells (the other two located at x = 750 and 1,000 m), the synthetic example as posed here uses a smaller number of observation points making it more challenging for facies delineation. Groundwater pumping with a constant rate of Q = 10.2 L/s is imposed at the domain center (x = 500 m). Transient head measurements (indirect data) are collected at seven discrete time points until a steady state is reached at eight observation locations (marked with green dots in Figure 2 ). Thus, a total of 56 head observations are used for data assimilation. Notably, the data were corrupted by measurement errors, which are modeled as white noise with a standard deviation of 1 cm.
The ES-MDA data assimilation framework is applied to estimate the spatial distribution of the two facies and their associated permeability values for two subcases. The first subcase, referred to as Case 1.1, is set to use only the level-set transformation coupled with ES-MDA without implementing the reconditioning procedure. The reconditioning procedure is implemented in the second subcase, referred to as Case 1.2. The prior ensemble of facies fields is generated from conditional simulation using T-PROGS with the three columns of borehole data (x = 0, 250, and 500 m). The prior ensemble of log-transformed permeability for the Hanford and Ringold sediments is generated from the Gaussian distributions with a variance of 0.5 (log 10 -m 2 ) and mean values of −8 (log 10 -m 2 ) for Hanford and −11 (log 10 -m 2 ) for Ringold, respectively.
Note that the prior estimates of mean permeability for both facies are set 1 order of magnitude higher than their reference values to test the viability of ES-MDA for permeability estimation. To ensure convergence of ensemble approximation, an ensemble size of 300 is used in the data assimilation. Four iterations of ES-MDA are performed with the iteration coefficient of α l = 4. The maximum number of additional conditioning points used in the reconditioning procedure is set to 50 (0.5% of grid cells), and they are selected adaptively during the iterations to augment the spatial structure of the facies for the T-PROGS conditional simulations. The discrete lags for T-PROGS to generate a continuous-lag Markov chain model are set at 250 and 2 m in the horizontal and vertical directions, respectively, which are consistent with the minimum lag distances of the borehole data.
Based on the ensemble of facies field, the Ringold occurrence probability is calculated for each grid cell by counting its occurrence frequency. The closer the occurrence probability is to either 0 or 1, the less uncertain is the estimated facies indicator. The mean indicator field is calculated on the prior ensemble and the posterior ensemble after each iteration of the ES-MDA, which are then compared to the reference facies field (Figure 3a) to assess the accuracy of the prior and posterior estimates and how it evolves over the multiple iterations of the ES-MDA. The mean facies field of the prior ensemble (Figure 3b ) failed to capture the Ringold facies on the right end of the domain, highlighted by the right green box, due to the lack of direct data. During the iterations of data assimilation, the facies probabilities in the right green box gradually changed toward 0 or 1 (Figures 3c and 3d for cases without and with reconditioning), indicating that uncertainty in this area is substantially reduced. Facies estimation is also slightly improved in the areas close to the borehole data (e.g., the green boxes in the topleft corner of Figures 3c and 3d ).
It is observed that the facies spatial pattern becomes noisier after each data assimilation iteration in Case 1.1 (Figure 3c ) when compared to the prior estimate (Figure 3b) . However, the facies distribution estimation significantly improves after implementing the reconditioning procedure to impose spatial continuity (Figure 3d ). Reconditioning captures the prominent features of the Ringold distribution with remarkable improvements noted in the right side of the domain. Black dots mark the selected conditioning points after each iteration, most of which occur within the green box on the right with the highest prior uncertainty in facies estimation. 
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To further illustrate the difference that reconditioning can make on individual realizations, we randomly choose two realizations of the facies field from the prior ensemble and track their changes through the iterations without and with reconditioning ( Figure 4) . Discontinuities of the facies field with noisy spatial patterns occur in Case 1.1 (Figure 4c ). In contrast, reconditioning overcomes this problem (Figure 4d ; Case 1.2). The posterior realizations from Case 1.2 exhibit similar spatial patterns to the reference field while maintaining sound continuity as data assimilation iterations proceed. These two realizations are representative of the ensemble that shows consistent improvement with reconditioning of their mean fields (e.g., the facies probability field, Figures 3c and 3d ).
ES-MDA is also more effective in capturing the primary parameters that describe the spatial structure of facies distributions including volumetric proportion and mean length of each facies (Figures 5a-5c ). ES-MDA with reconditioning procedure better reproduces both the volumetric portion and mean length for the two facies than without the procedure. The final estimates with reconditioning deviate less than 4% from their reference values. On the other hand, the means of estimated permeability for both the Hanford and Ringold facies are nearly identical to the reference values in both cases (Figure 5d ). Reconditioning slightly improves the estimates in terms of mean and variance compared to the case without reconditioning.
The root-mean-square errors (RMSEs) between the estimated facies indicators and the corresponding reference values are used to assess overall goodness of fit of the estimated facies field. The RMSEs are calculated for each realization and for the ensemble mean of facies field as (Figure 5e ) reveal that ES-DMA shifts the distribution of RMSE toward smaller values, indicating that the estimated facies field is closer to the reference field after assimilating the indirect head observations. Furthermore, reconditioning enables more reduction in RMSE compared to the case with no reconditioning. The RMSE mean r value decreases from 0.494 before applying ES-MDA to 0.492 and 0.447 post ES-MDA without and with reconditioning. It is evident that reconditioning leads to an overall improvement in facies delineation across the domain.
The RMSEs also are calculated for the simulated hydraulic head field using the estimated facies field and their associated permeabilities before and after applying ES-MDA. The calculation is similar to that for the facies distribution except that the squared differences are averaged over time steps, before being averaged over space as follows: The three-dimensional test case is based on a conservative tracer experiment conducted in IFRC well field in October 2011 (Dai et al., 2017) . Groundwater spiked to a concentration of 100 mg/L Cl − was injected into well 2-34 ( Figure 6 ) at a rate of 567 L/min over a period of 5 hr. The tracer concentration observed in several observation wells within the first 192 hr after the injection was assimilated to improve the estimated facies field based on lithologic information. The permeability of the aquifer varies over several orders of magnitude and exhibits great spatial heterogeneity. We choose to delineate the aquifer into three facies with distinct range of permeability, namely Hanford Gravel (HG), Ringold Sand (RS) and Ringold Mud (RM) based on drilling logs (Bjornstad et al., 2009) . Lithologic information represents soft direct data useful for initial (prior) identification of facies distributions (i.e., probabilities of facies occurrence are used in lieu of deterministic facies assignment for conditional geostatistical simulation of facies indicators as shown in Table 1 ). Based on the pumping tests and electromagnetic borehole flowmeter tests performed at the site , the 11 lithofacies classified from the geologic logs can be clustered into three facies in terms of their associated hydraulic conductivity measurements, using the Bayesian Information Criterion (Spiegelhalter et al., 2002) on a Gaussian mixture model (details are provided in the supporting information). The permeability values for each facies are sampled from lognormal distributions with mean value of −8.36, −9.02, and − 11.72 (log 10 -m 2 ), and standard deviation of 0.8, 0.5, and 0.2 for HG, RS, and RM, respectively.
The modeling domain is chosen to be 120 × 120 × 15 m and is discretized to 1 × 1 × 0.5 m grid cells totaling 432,000. Transient hydrostatic head boundary conditions are imposed at the four lateral boundaries, using spatially distributed hydraulic heads kriged from observations made at the wells within and beyond the model domain (see Chen et al., 2013 for more details about the kriging approach). As the model domain is underlain by the fine-grained Ringold formation that serves as a local aquitard, a no-flow boundary condition is specified at the bottom boundary. A small constant-rate recharge of 55 mm/year is applied at the top boundary (Rockhold et al., 2009 ). All the inflow water across boundaries is assumed to contain no tracer. The injection at well 2-34 is simulated as a stepped time series of water flux with tracer concentrations varying over time. Flux averaging is applied on the tracer concentrations simulated at multiple grid cells within the well screen interval to represent the average concentration observed at each well.
It is assumed that the reference distribution of facies and their permeabilities are known for the field system to evaluate the performance of our Water Resources Research new framework. To ensure that the synthetic reference facies field is representative of the real aquifer, we first run forward tracer transport simulations on 300 realizations of the permeability field generated from the prior lithologic information. The realization that yields the tracer breakthrough that best matches the field observations is then chosen as the synthetic reference field. Gaussian measurement errors were added to the simulated tracer concentrations assuming zero mean and standard deviation being 10% of the simulated value for each observation.
Similar to the 2D synthetic case, we perform facies delineation using the ES-MDA without (Subcase 2.1) and with (Subcase 2.2) the reconditioning procedure. Four ES-MDA iterations are used with an ensemble size of 600, same as the ensemble size used in another ensemble-based data assimilation study at this site (Chen et al., 2013) . The results obtained from the ensemble size of 600 are found to be very similar to those obtained from an ensemble size of 300 (provided in the supporting information S2). The maximum number of additional conditioning points used in the reconditioning procedure is set to 1070 (0.5% of the grid cells excluding those in the lower RM aquitard or beyond the saturated zone), which is comparable to the number of prior conditioning points (948) with lithologic data. An additional constraint is introduced to limit the change of any given facies volumetric fraction to be less than 10% between two consecutive iterations of ES-MDA so that assimilation results converge. The discrete lags for T-PROGS used to generate a continuous-lag Markov chain model are 20 and 1 m in the horizontal and vertical directions, respectively. The level set functions were used to transform the T-PROGS generated facies indicators to Gaussian variable and back transformed the posterior Gaussian variable from last data assimilation step to facies probabilities. The posterior permeability estimations in both subcases are significantly improved with substantial reduction in both bias and variance ( Figure 7a ). The permeability estimations of the HG and RS are more accurate than that of the RM because the tracer is mainly transported in the more permeable material, and most of the observation wells are screened within the HG and RS facies. The probability distribution of RMSE i r calculated for individual realizations (Figure 7b ) demonstrates that ES-MDA leads to smaller errors in the estimated facies field and provides an improved estimation of facies permeability. Consequently, ES-MDA is able to significantly improve the prediction of the flow and transport of tracer within the aquifer, as illustrated by the smaller RMSEs between the simulated and observed tracer concentrations (Figure 7c ). The reconditioning procedure yields greater accuracy in facies field estimation (Figure 7b ) compared to ES-MDA without reconditioning. However, it does not lead to smaller errors in simulated tracer concentrations (Figure 7c ), which could be a result from the nonuniqueness of indirect data assimilation or inverse problems.
Reconditioning leads to a better overall estimate of facies structure. Both cases produced very similar facies volume proportion to the reference case (Table 2 ). However, Case 2.1 tends to generate much shorter horizontal and vertical mean lengths for each facies, implying the facies length was systematically underestimated without reconditioning. RMSEs between the estimated mean facies fields and the reference facies field are calculated for the 3D domain for the prior and posterior ensembles. We vertically averaged the 3D RMSE values to evaluate the goodness of fit in 2D color maps. The posterior facies estimates (Figures 8b and 8c) show improvements over the prior estimates (Figure 8a ) with smaller RMSEs, especially for the areas near a monitoring well within the tracer footprint. The ES-MDA with no reconditioning yields inferior estimates of facies distribution in some areas outside the tracer footprint (Figure 8b ), which are improved by reconditioning (Figure 8c ). Reconditioning yields greater improvement within the tracer footprint. It is noted that additional conditioning points in this 3D case are placed almost evenly in the model domain where the prior borehole information is not sufficient to produce good facies estimation.
A comparison of the estimated facies fields prior and posterior to ES-MDA at two cross sections (Figure 8 ) reveals important improvements provided by our procedure. Figures 9 and 10 display facies probability maps along with facies fields of two representative realizations. The white columns indicate locations of boreholes providing lithologic information as prior conditioning data, whereas the black dots indicate locations of new, 10.1029/2018WR023262 selected conditioning points. The mean facies probability for both ES-MDA approaches changed toward 0 or 1 for both cross sections (the second to fourth rows in Figures 9 and 10) , indicating a reduction in facies uncertainty. Moreover, the ES-MDA with reconditioning yields a more continuous facies field compared to ES-MDA with no reconditioning. Importantly, the final realizations of ES-MDA with reconditioning show a pattern closer to the reference field, whereas the final realization of the ES-MDA without reconditioning (the fifth to sixth rows in Figures 9 and 10 ) exhibits a noisy spatial pattern.
Both data assimilation cases (2.1 and 2.2) significantly improve the match to the observed tracer data as compared to the prior ensemble ( Figure 11 ). However, the reconditioning procedure leads to less uncertainty reduction compared to the ES-MDA with no reconditioning, consistent with the tracer RMSEs (Figure 7c ), even though it produces better facies estimation. The importance of posing physical constraints in inverse modeling to avoid overfitting is therefore highlighted.
Discussion
The delineation of facies in the 3D tracer case is more difficult than the 2D pumping case as it involves more facies, increased dimensionality, more complex spatial patterns, and multiple physical processes. The mean lengths of the facies in the 3D case are smaller than the distance between observation wells, which challenges uncertainty reduction. The tracer breakthrough curves for the 3D case are vertically averaged within the well screen intervals. Therefore, the data being assimilated might not contain sufficient vertical granularity. Compared to the 2D pumping case, the prior facies ensemble in the 3D tracer case is more uncertain as the lithologic information derived from the geologic logs is soft conditioning data for facies field. In spite of these challenges, our proposed framework can identify facies spatial patterns and reproduce tracer breakthrough curves with much-improved accuracy.
A common question associated with EDA and other stochastic methods is that they often demand a large ensemble size to ensure convergence (Chen & Zhang, 2006) . A sufficient ensemble size is particularly important for ensemble-based data assimilation methods to avoid filter inbreeding (Hendricks Franssen & Kinzelbach, 2008) , which is the deterioration of the covariance matrix during data assimilation iterations. We chose ensemble sizes of 300 and 600 for the 2D and 3D test cases, respectively, which were tested to be sufficient. The filter inbreeding might also be alleviated by better sampling design (Evensen, 2004) , covariance inflation (Hendricks Franssen & Kinzelbach, 2008) , and localization (Tong et al., 2012) , all of which could be incorporated into our framework. The reconditioning step we introduced in this study, similar to the resampling step used by Nejadi et al. (2015) to maintain the diversity of ensemble members, could also alleviate the filter inbreeding problem.
We acknowledge that successful facies delineation requires a sufficient contrast in aquifer physical properties. Additional testing of the proposed method in a system with mild property contrasts, such as the Borden aquifer (Ritzi et al., 2013) , could be worthwhile. We expect the facies approach to be less effective in such cases. We assumed homogeneity within each facies, while a hierarchical facies structure, such as the one used by Astrakova and Oliver (2015) , could be incorporated to handle the within-facies heterogeneity when it is not negligible.
Our testing cases were built based on the well-surveyed IFRC site, where abundant borehole logs and hydraulic conductivity measurements provided sound prior knowledge of the aquifer (Bjornstad et al., 2009 ). For sites with less and sparse field measurements, the prior information of facies distribution could be highly uncertain even with the aid of experts' opinions. Under those circumstances, a significant challenge might be to determine how many distinct facies are needed to characterize the aquifer. We might have to experiment with different numbers of facies and select the smallest possible number that passes the evaluation criteria in terms of performance.
Although T-PROGS is used in this study, the ES-MDA method is compatible with other indicator geostatistical simulators. The reconditioning procedure is essential in capturing the spatial continuity of the facies field. Since the selected conditioning points were used as soft data associated with facies probability, their location and values can be further revised during iteration. This alleviates the potential overfitting in the early stage of data assimilation. Additional research could be performed to refine the total number of additional conditioning points needed for optimal uncertainty reduction. For example, the mismatch between the experimental variogram and the reference variogram (if known) could be used to control the number of conditioning points, as proposed by Nejadi et al. (2015) . Other criteria for selecting additional conditioning points at each ES-MDA iteration could also be explored.
Conclusion
We propose a data assimilation framework that integrates indicator geostatistics with ensemble-based data assimilation to allow facies delineation from indirect observations. One novel and unique feature of this framework is to impose spatial continuity of the facies field using a reconditioning procedure to overcome overly discontinuous facies patterns in the end product. The concept of reconditioning is similar to the pilot points method in traditional geostatistical inverse modeling/history matching with regularization. We develop a two-stage conditioning point selection scheme, which allows the accumulation of conditioning Figure 11 . Prior ensemble of tracer breakthrough curves in selected wells and the corresponding posterior ensembles after assimilating tracer data between 0 and 192 hr. Case 2.1 is the case without reconditioning, and Case 2.2 is the one with reconditioning. The dots are tracer observations (disturbed tracer simulation from the reference case). Each brown line is a realization from the ensemble of predicted breakthrough curves, and the blue line is the ensemble mean. The well numbers are given in the title for each subplot.
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Water Resources Research points that are sensitive to indirect observations during the iterative data assimilation process. The first stage ensures all of the conditioning points are sensitive to observations, while the second stage ensures all the conditioning points have the largest corrections to prior estimation. This new framework can be readily extended to delineate other facies types, such as reactive facies and thermofacies.
Our study demonstrates the effectiveness of a reconditioning procedure in reproducing the facies field using two numerical test cases inspired by a complex natural field site. Results from both cases reveal that the reconditioning procedure is critical to producing an estimated facies field with spatial continuity that is consistent with the reference field. However, the more accurate facies field produced by reconditioning might not lead to better prediction of system behavior as is possible without reconditioning, such as the tracer breakthrough behavior modeled in the 3D test case. This finding reflects a well-known potential for overfitting in inverse problems that is possible in our case here if reconditioning is not applied.
