Abstract. The parabolic equations driven by linearly multiplicative Gaussian noise are stabilizable in probability by linear feedback controllers with support in a suitably chosen open subset of the domain. This procedure extends to Navier−Stokes equations with multiplicative noise. The exact controllability is also discussed.
Introduction
Consider the stochastic nonlinear controlled parabolic equation is an adapted controller with respect to the natural filtration {F t }.
dX(t) − ΔX(t)dt + a(t, ξ)X(t)dt + b(t, ξ) · ∇ ξ X(t)dt

+f (X(t))dt = X(t)dW (t) + 1 O0 u(t)dt
The main problem we address here is the design of a feedback controller u = F (X) such that the corresponding closed loop system (1.1) is asymptotically stable in probability, that is,
The construction of this stabilizing feedback controller is given in Theorem 2.1 and this idea was already used to stabilize the deterministic Navier−Stokes equation [4] . However, the extention to the stochastic case is not immediate and less obvious; some sharper arguments involving the martingale convergence theorem are necessary. It should be said, in this context, that a stronger property, the exact controllability of (1. 
with P-a.s. continuous sample paths is said to be a solution to ( 
where the integral is considered in sense of Itô with respect to the Wiener process W (see [10] ). We refer to [10] , Proposition 6.1, for the existence and uniqueness of such a solution. Moreover, by the Burkholder−Davis−Gundy
2. The stabilization of equation (1.1)
or, equivalently,
where ·, · 1 is the duality on
Denote by λ * 1 (O 1 ) the first eigenvalue of the operator A 1 , that is,
Consider in (1.1) the feedback controller 10) and the corresponding closed loop system
Theorem 2.1 is the main result.
Theorem 2.1. Assume that
and for η sufficiently large (independent of x), the feedback controller (2.10) exponentially stabilizes in probability equation (1.1). More precisely, there is a γ > 0 such that the solution X to (2.11)
We recall that, by the classical Rayleigh-Faber-Krahn perimetric inequality in dimension d ≥ 1, we have
where 
and η sufficiently large, the feedback controller (2.10) stabilizes system (1.1) in sense of (2.13), (2.14).
We note that, in particular, condition (2.16 [2, 3, 7] ), but so far this is an open problem. (More will be said about this in Sect. 5 below).
Roughly speaking, Theorem 2.1 amounts to saying that the stochastic perturbation destabilizing effect in system (1.1) can be compensated by a linear stabilizing feedback controller with support in a subdomain O 0 satisfying (2.16).
An example. The stochastic equation
, is exponentially stabilizable in probability by any feedback controller V = −η1 [a1,a2] X, where η > 0 is sufficiently large and 0 < a 1 < a 2 < 1 are such that (see (2.12))
Proof of Theorem 2.1
The main ingredient of the proof is the following lemma.
The proof is well known (see [1, 4] ), but we outline it for the sake of completeness. Denote by ν η 1 the first eigenvalue of the self-adjoint operator
where
O) and η ∈ R + . We have by the Rayleigh formula 
We have by (3.18) that
Then, on a subsequence, again denoted η, we have for η → ∞, that ν η 1 → ν * and
We have, therefore, 
By Lemma 3.1 and by (2.12), we see that, for η ≥ η 0 sufficiently large and 0 < γ ≤ γ 0 sufficiently small, we have 
which, by virtue of (3.19), imply (2.13), (2.14), as claimed.
Remark 3.2.
By the proof, it is clear that Theorem 2.1 extends to more general nonlinear functions f = f (t, ξ, x), as well as to smooth functions μ k = μ k (t, ξ). Also, the Lipschitz condition (1.6) can be weakened to f continuous, monotonically increasing and with polynomial growth. Moreover, Δ can be replaced by any strongly elliptic linear operator in O. The details are omitted.
Stabilization of Navier-Stokes equations with multiplicative noise
We consider here the stochastic Navier-Stokes equation 
where n is the normal to ∂O. We denote by ·, · H the scalar product of H and by | · | H the norm. The Wiener process W (t) is of the form (1.2), where
2 is an orthonormal basis in H, and μ k ∈ R. As in the previous case, the main objective here is the design of a stabilizable feedback controller u for equation (2.10) .
We use the standard notations
and rewrite (4.24) as
where Π is the Leray projector on H. Consider the Stokes operator
Also, in this case, we have (see Lem. 1 in [4] ), for η ≥ η 0 (ε) and ε > 0,
We consider in system (4.24) the linear feedback controller
We set for some γ > 0.
The proof is essentially the same as that of Theorem 2.1, and so it will be sketched only. Taking into account that
we obtain by (4.24), (4.27), via Itô's formula, that 
Final remarks
In order to make clear the novelty of the above results and the principal difficulties related to the internal stabilization of equations (1.1) and (4.24), we note that, via the substitution y = e W (t) X, equation ( 
Remark 5.2.
A similar result can be obtained via the above argument on the parabolic equation (1.1) in the special case where the Gaussian process W is of the form (5.34) with {F t }-adapted coefficients μ j . Such a result was obtained in [9] by a more intricate argument involving the Carleman inequality for the stochastic backward equation. It should be said, however, that the results of [9] refer to a controller 1 O0 1 E u, where E is a measurable set of (0, T ).
