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Abstract 
 
An electron backscatter diffraction (EBSD)-based tool is described to assess the depth 
of strain hardening effects of shot peening treatments applied to the nickel-based 
superalloy, Udimet© alloy 720Li.  The method consists of a statistical analysis of a 
number of data points from each grain scanned based on the grain orientation spread 
and their relative position from the shot peened edge.  The output is a quantitative 
measure of the depth of strain hardening effects.  The tool is used at various shot 
peening intensities to demonstrate the ability to distinguish between these changes, 
using a range of intensities from 4-10 Almen.  An increase in shot peening intensity is 
observed to increased the depth of strain hardening effects in the alloy.  A comparison 
with residual stress measurements using x-ray diffraction for the same material shows 
that the strain hardened depth determined by EBSD extends to approximately half the 
distance of the residual stress present due to shot peening. A comparison is also made 
with predicted profiles from the Peenstress
SM
 model and subsequent microhardness 
testing.  A positive correlation is observed between strained hardened depth and surface 
roughness of the peened samples.  In each case, the increases in surface roughness and 
strain hardened depth diminish toward the upper end of the shot peening intensity range 
studied for this alloy. 
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1. Introduction 
 
Jet turbine engines used in modern civil aviation rely heavily on the development of 
high temperature nickel based alloys to gain improvements in performance and 
efficiency.  Nickel based alloys are widely used for turbine components due to their 
high temperature fatigue and creep resistance.  In addition, they display good resistance 
to corrosion and oxidation under severe operating conditions.  Due to the combination 
of harsh corrosive environments and highly stressed parts, the requirement for good 
fatigue crack resistance is of the utmost importance. 
To improve fatigue crack resistance, shot peening has been widely used.  Shot peening 
is a process whereby many hard particles (typically steel or glass beads), known as 
‘shot’, are directed towards the intended surface.  The impact indentations of the shot 
induce local plastic deformation at the surface, increasing the dislocation population to 
impede potential crack growth, and inducing a compressive residual stress field as a 
result of the recovery of underlying material  [1-3].   
Numerous attempts have been made to model the residual stress effects of shot peening, 
most notably since the early 1980s.  Initial proposals by Guechichi [4] in the mid-1980s 
were improved by Khabou et al. [5] towards the end of the decade and revised again by 
Fathallah et al. [6] in 1996.  Recent model predictions for residual stress profiles have 
shown good agreement with experimental data and software packages that are available 
such as Peenstress
SM
 [7]. 
Experimentally, hardness testing has been used to assess residual stresses within a 
microstructure introduced by shot peening [2, 8-10], although x-ray diffraction 
techniques are now more widely employed [11-13].  Despite numerous measurements 
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of residual stress to assess the effects of shot peening, a recent study by Guechichi and 
Castex [14] provides evidence that strain hardening and not residual stress is the 
primary contributor to fatigue resistance.  Such claims are enhanced if residual stress 
relaxation is considered, as shown by Evans et al. [3], who demonstrate that one cycle 
of high temperature isothermal fatigue is enough to reduce residual stress levels in a 
nickel-based superalloy by more than 50 per cent.  More recent studies [15-17], have 
highlighted the ability of electron backscatter diffraction (EBSD) data to assess strain 
hardening levels in alloys, building on use of the focussed ion beam to look more 
carefully at surface and sub-surface features [18].  Wilkinson et al. [19] go further in 
quantifying strain, using cross-correlation measurements of small shifts in EBSD 
patterns, to a sensitivity of 10
-4
.  Deformation assessments have also been achieved with 
measures of an ‘image quality’ parameter.  Image quality describes the quality of an 
EBSD pattern by measuring the perfection of the crystal lattice in the diffracting 
volume.  More highly strained microstructures are prone to increased dislocation 
interference resulting in reduced image quality during data collection.  Image quality 
provides a reasonable estimation of microstructural strain as shown by Yoda et al. [15], 
but the parameter is dependent on the material, absolute grain orientation and sample 
preparation of the diffracting volume.  The same paper by Yoda et al., also demonstrates 
an improved ability to measure strain differences between grains using an average 
misorientation per grain parameter.  The average misorientation per grain parameter 
measures orientation within a grain on a kernel-by-kernel basis, averaging the mismatch 
between adjacent kernels and assigning this as the average misorientation for that grain.  
Another parameter, kernel misorientation, provides similar information, but keeps the 
data on a point-by-point basis rather than averaging for the grain, and has been used to 
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assess irradiation-induced strain hardening [16].  However, to date, an EBSD technique 
to assess the strain hardening effects of shot peening has not been presented. 
The EBSD grain misorientation parameters discussed above provide a more reliable 
method of assessing grain damage due to induced strain hardening, compared to 
hardness, which includes some contribution from residual stresses [20].  EBSD provides 
Eüler orientation angle data on every point scanned in a pre-defined area, to identify the 
orientation of a grain in three dimensions.  Grains defined within an alloy consist of 
many kernels (from tens to thousands) of data depending on grain size and scan 
resolution.  Individual grains within regions experiencing zero strain will largely display 
a constant orientation.  In regions subject to strain hardening, local orientation 
differences are observed within deformed grains.  Thus, deformed grain areas can be 
distinguished from unaffected grain areas in components subjected to a surface-only 
compressive strain, as in shot peening. 
A method is described in this paper to define the depth to which the strain hardening 
effects of shot peening penetrates into the microstructure of a nickel-based superalloy 
using an EBSD tool.  The method will be used at various shot peen intensities to 
demonstrate the ability of the tool to distinguish between these changes.  A comparison 
with residual stress measurements using XRD for the same material presented by Evans 
et al. [3] is made, and data are compared with predicted results from the Peenstress
SM
 
model and subsequent microhardness testing. 
2. Experimental Procedure 
 
2.1 Sample Condition and Data Collection 
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A schematic diagram of the stages up to and including EBSD data collection are shown 
in Figure 1.  Prior to shot peening, samples of alloy 720Li were cut with a high 
precision Struers Accutom-5 cutting machine to the size of 20 x 15 x 2 mm.  One of the 
faces measuring 20 x 15 mm was prepared on five such samples to a finish of 1 µm, 
using a series of diamond polishing wheels and solutions on an automated polishing 
machine.  The five samples were shot peened with 110H steel shot, at 200% coverage, 
at five different intensities, as shown in Figure 1(a).  The shot intensities ranged from 4 
to 10 Almen, as defined by the curvature of an Almen test strip exposed to the same 
shot as the samples.  When the Almen strip deforms to a predefined curvature depth 
relating to a specific intensity, it was known that the shot peening was complete to the 
correct degree.  Specifically, the intensities used were: 4-6 A, 5-7 A, 6-8 A, 7-9 A, 8-10 
A.  After shot peening, the samples were cross-sectioned using the Struers Accutom-5 
saw at low feed, in order not to impart any edge deformation, and to enable analysis of 
the surface peening effects, as shown in Figure 1(b).  The sample cross-sections were 
prepared to a finish suitable for use of electron backscatter diffraction (EBSD) analysis.  
EBSD preparation consisted of polishing to a 1 µm finish followed by 20 minutes of 
treatment with 0.04 µm grain size colloidal silica. 
[File: Fig1] 
Figure 1.  Preparation of samples for electron backscatter diffraction analysis at a shot 
peened sample edge showing: (a) original sample dimensions, shot peened on the top 
face; (b) sectioned sample exposing the cross-section subsequently prepared for EBSD; 
(c) location of EBSD scan area relative to shot peened sample edge. 
 
EBSD data were collected using an EDAX Hikari EBSD camera, situated within an FEI 
Nova 600 Nanolab Dual-Beam field emission gun scanning electron microscope 
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(FEGSEM)/focussed ion beam (FIB) system.  Data collection at a rate of 258 frames per 
second was performed over a scan area of 200 x 250 µm from the shot peened sample 
edge, as shown in Figure 1(c).  A step size of 0.4 µm was used during scans, resulting in 
the acquisition of 312,500 data points across the area of interest, and an approximate 
scan time of 20 minutes.  Two such scans were performed for each of the shot peen 
intensities. 
2.2 Data Processing and Analysis 
The EBSD data were analysed using TSL OIM Analysis 5.31 software.  The software 
allows users to define grains by criteria such as rotation angle and size.  In this study, 
grains were defined by a grain angle of 1 degree and a size of 10 data points.  Thus, if 
two points have an orientation 1 degree or more they are identified as two separate 
grains, but only if they are in a group of 10 or more similar points (separated by less 
than 1 degree).  Cleaning operations were applied to the scans to remove rogue points.  
Data were then exported into an ASCII-type format for use in a spreadsheet program.  
The data extracted were on a grain-by-grain basis, specifying the grain orientation 
spread (GOS) for each grain in the scan, with it’s x and y co-ordinates.  The x and y co-
ordinates for a grain were taken as the centre of mass for the grain shape.  A spreadsheet 
was used first to sort the data based on the y co-ordinate beginning with the grain 
furthest from the shot peened edge, then to calculate an average of GOS of the 
preceding 150 grains (starting with the 151
st
 grain).  The average and standard deviation 
of the baseline GOS in the alloy was taken from the first 100 µm of grains.  The sum of 
these two values provided the threshold above which any GOS would be deemed as 
significant, and indicative of shot peening deformation effects.  The point at which the 
average of the preceding 150 grains was greater than the sum of average and standard 
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deviation of GOS defined the beginning of the ‘zone of deformation’.  The depth of the 
zone of deformation was calculated by subtracting the y-co-ordinate of the first grain to 
be deemed as within the zone of deformation from the maximum y co-ordinate of the 
scan area.  The graph shown in Figure 2 is a schematic view of a typical line of best fit 
from the ASCII data plotted as GOS against y co-ordinate. Figure 2 shows the definition 
of the deformation zone as calculated by deviation from the baseline GOS. 
[File: Fig2] 
Figure 2.  Schematic plot of grain orientation spread versus y co-ordinate for a number 
of hypothetical grains, enabling definition of the zone of deformation in a surface-
affected alloy. 
 
Data can also be displayed more visually using OIM to show maps of the scanned area, 
colour-coded based on the GOS assigned to each grain.  These were used as a more 
intuitive method to visually compare the various shot peen intensities, in addition to the 
statistical analysis detailed above.  The EBSD data also allows use of the image quality 
(IQ) parameter to highlight grain boundaries, which can be incorporated into the maps 
as a greyscale underlay. 
2.3 Microhardness Testing 
Microhardness tests were performed to accompany the GOS data.  Microhardness tests 
were performed using a Mitutoyo HM-124 hardness testing machine. A 0.05 kg load 
was applied at a speed of 33 µms
-1
, into the surfaces prepared as described above, to a 
colloidal silica finish suitable for EBSD.  Fifteen indents were made from the sample 
edge towards the centre, spaced approximately 35 µm apart. 
2.4 Surface Profilometry 
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Surface profilometry measurement were also performed on each of the surfaces at the 
different shot peening intensities.  Measurements were performed using a Zygo 
Newview 5000 white light interferometer.  Five areas of 500 x 700 µm was analysed for 
each intensity, with the resulting data being used to calculate an average value of Sa in 
each case. Sa describes the surface area roughness, as opposed to Ra, which measures 
only one particular profile.  The equation used to calculate Sa is given below as 
Equation 1 [21]: 
                                                                                         [1] 
where M is the number of columns in the surface and N is the number of rows in the 
surface, with x, y and z the co-ordinates of each data point. 
 
3. Results 
 
3.1 Model Validation with Microhardness Testing and Surface Profilometry 
Measurements 
Peenstress
SM
 is a residual stress modelling program utilised by Metal Improvement 
Company, the details of which are included in [7].  The software enables a profile of 
residual stress in the alloy to be predicted for each of the shot peen intensities, based on 
a number of factors such as material, material heat treatment, part geometry and shot 
characteristics.  The model relies on a number of assumptions [7]: 
 Shot impingement is perpendicular to the surface; 
 The shot media is spherical and equal to the specified diameter; 
 The impact velocity of the media is constant; 
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 The hardness of the media is at least equal to that of the material. 
The predicted values of residual stress are shown in Table 1, with these data shown 
graphically in Figure 3, where the stress curve prediction for each intensity has a 
varying plateau of peak compressive stress which declines to zero stress some way into 
the alloy (shown later in Figure 13). 
Shot peen intensity / 
Almen 
Predicted depth of peak 
stress / µm 
Predicted depth to zero 
stress / µm 
4-6 43 140 
5-7 52 160 
6-8 62 180 
7-9 71 210 
8-10 81 240 
Table 1.  Predicted residual stress profiles by Peenstress
SM
, at five different shot peen 
intensities for nickel-based alloy 720Li. 
[File: Fig3] 
Figure 3.  Graph plotting predicted ‘peak to zero’ stress range versus shot peen 
intensity for a nickel-based alloy.  Predictions are modelled based on  nickel-based alloy 
720Li composition and heat treatment, using 110H steel shot at 200% coverage. 
Microhardness measurements were taken from the edges of each of the shot peened 
samples as a method of validating the Peenstress
SM
 model predictions of residual stress.  
Figure 4 shows a hardness profile plot for each shot peening intensity beginning close to 
the shot peened edge and ending between 400 and 500 µm away from the edge.  The 
results displayed show an average of two hardness profiles for each shot peen intensity.  
Table 2 shows the measured depths to which hardness is deemed to be affected by shot 
peening based on twice the depth to which it takes the hardness to drop by 50 per cent 
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of its decrease from peak to baseline values.  The data shown in Table 2 are plotted in 
Figure 5. 
[File: Fig4] 
Figure 4.  Graph showing Vickers hardness versus distance from sample edge for five 
samples of various shot peen intensities applied to nickel-based alloy 720Li.  Each line 
represents an average of two profiles taken from each shot peening intensity. 
 
Shot peen intensity / Almen Hardness affected zone / µm 
4-6 96 
5-7 110 
6-8 140 
7-9 206 
8-10 247 
Table 2.  Measured hardness affected zone at five different shot peen intensities for 
nickel-based alloy 720Li, measured using a threshold method. 
[File: Fig5] 
Figure 5.  Graph showing the measured hardness affected zone at five different shot 
peen intensities for nickel-based alloy 720Li, measured using a threshold method. 
 
Surface roughness measurements were taken of the surfaces at all shot peening 
intensities, to assess whether this parameter relates to observations recorded with 
EBSD.  Figure 6 shows three-dimensional surface reconstructions of a selected area, for 
each shot peening intensity.  Table 3 provides quantification of surface roughness using 
Sa values, which are visualised in graphical form in Figure 7. 
[File: Fig6] COLOUR 
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Figure 6.  Three-dimensional reconstructions by white light interferometry on five 
different shot peen intensities: (a) 4-6 A; (b) 5-7 A; (c) 6-8 A; (d) 7-9 A; (e) 8-10 A, 
applied to nickel-based alloy 720Li. 
 
Shot peen intensity / Almen Surface roughness (Sa) / µm 
4-6 0.77 
5-7 1.27 
6-8 1.51 
7-9 1.81 
8-10 1.85 
 
Table 3.  Average surface roughness quantification of five surfaces (500 x 700 µm in 
area) subject to various shot peening intensity applied to nickel-based alloy 720Li, using 
a white light interferometry technique. 
[File: Fig7] 
Figure 7.  Graphical representation of the average surface roughness quantification of 
five surfaces (500 x 700 µm in area) subject to various shot peening intensity applied to 
nickel-based alloy 720Li, using a white light interferometry technique. 
 
3.2 Microstructural Examination and EBSD Analysis 
Figure 8 shows ion beam induced secondary electron images of a shot peened sample 
cross section, taken using an FEI Nova 600 Nanolab Dual-Beam FEGSEM/FIB system 
using a 30 pA aperture. The samples pictured in Figure 8 are exposed to the lowest and 
highest shot peening intensities of 4-6 A and 8-10 A respectively, which were protected 
during ion beam clean-up with a deposited Pt layer. 
 
[File: Fig8] 
Page | 12 
 
Figure 8.  Ion beam induced secondary electron images of a nickel-based alloy cross 
section with a shot peened surface exposed to (a) 4-6 A; (b) 8-10 A intensity, with 110H 
steel shot at 200% coverage. 
 
EBSD scanning of each of the samples (designated by the shot peen intensity to which 
they were exposed) produced data to create the GOS maps in colour, with a greyscale 
IQ map underlay.  One set of maps for all five samples is shown in Figure 9.  Using the 
method described in the experimental section, the zone of deformation was calculated 
for each shot peen intensity.  The value was an average of data from two different scan 
areas at each intensity, and is shown in Table 4, and displayed in Figure 10. 
[File: Fig9] COLOUR 
Figure 9.  Maps of grain orientation spread (colour) and image quality (greyscale) for 
five shot peen intensities: (a) 4-6 A; (b) 5-7 A; (c) 6-8 A; (d) 7-9 A; (e) 8-10 A, applied 
to nickel-based alloy 720Li, showing the effects of surface deformation at the exposed 
sample edge (top). 
 
Shot peen intensity / Almen Measured zone of deformation / µm 
4-6 47 
5-7 54 
6-8 71 
7-9 106 
8-10 103 
Table 4.  Measured zone of deformation depths at five different shot peen intensities for 
nickel-based alloy 720Li, measured using the grain orientation threshold method 
described. 
[File: Fig10] 
Figure 10.  Graph showing the measured deformation zone using the EBSD tool for 
five samples of various shot peen intensities applied to nickel-based alloy 720Li.  Each 
point represents an average of two measurements taken from each shot peening 
intensity. 
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4. Discussion 
 
4.1 Model Validation with Microhardness Testing and Surface Profilometry Measures 
The predictions of residual stress induced by shot peening predicted by Peenstress
SM
 
shown in Table 1 and Figure 3, suggest a linear increase in affected depth as shot 
peening intensity increases. 
The use of hardness measurements through the profiles of the specimens is a commonly 
used method of assessing residual stress within a microstructure.  Figure 4 shows 
hardness plotted on an absolute scale for each shot peening intensity.  Figure 5 shows 
more clearly the hardness affected zones for each shot peening intensity and  shows a 
general pattern of decrease in surface hardness, but more specifically sets apart the two 
highest intensities (7-9A and 8-10 A) as maintaining high hardness levels further into 
the alloy.  If hardness results are compared with Peenstress
SM
 simulations in Figure 12, 
it is observed that there is excellent agreement at higher shot intensities. At 6-8 A and 
below there is slightly less agreement, although the general correlation is good.  The 
results would suggest that hardness measures are indeed indicative of the residual 
stresses present in the samples, but the effects of pure strain hardening at the surface are 
more difficult to resolve.  The EBSD misorientation tool can be used to allow strain 
hardening effects to be determined. 
Another observation from hardness testing is the near-surface absolute hardness.  Near-
surface hardness is observed to be highest at the highest shot peening intensities, 
excluding perhaps an anomalous 5-7A intensity.  Increased surface hardness provides 
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clear evidence of the greater extent of work hardening in the more intensely shot peened 
samples. 
Use of the white light interferometry to assess surface roughness provides another 
comparison for the predicted residual stress as a result of shot peening.  Figure 6 shows 
the visual differences between the different shot peening intensities, which are 
quantified in Table 3 and Figure 7.  Figure 7 highlights the levelling of the shot peening 
influence at the highest intensities.   Whereas the  model predictions show a largely 
linear relationship, with perhaps an increase in gradient at higher intensities, it appears 
that the surface profilometry technique shows decreasing plateau effect at higher 
intensities, with a slight decrease at the highest intensity.  This decreasing gradient at 
higher intensities is also a feature of the hardness results in Figure 5, although less 
pronounced.  A possible explanation for the levelling effect at higher intensities is that 
the microstructure has reached a saturation point, whereby any additional shot impacts 
fail to further impart any residual stress into the alloy, but instead merely attempts to 
deform an increasingly work hardened surface.  By using the EBSD grain orientation 
tool, the effects of strain hardening for each intensity can be assessed. 
 
4.2 Microstructural Examination and EBSD Analysis 
Observation of the shot peened cross sections in Figure 8 shows the extent of strain 
hardening at the sample surfaces.  The sample shown in Figure 8(a) is of the lowest 
intensity of 4-6 A, but still displays the effects of strain hardening with high dislocation 
densities present near the shot peened surface.  Figure 8(b) shows a higher 
magnification image of the 8-10 A shot peened intensity sample, which displays a much 
greater degree of dislocations, extending deeper into the alloy.  Figure 8(b) also shows a 
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near surface region with an unrecognisable grain structure.  Ortiz et al. [22] have 
observed a similar effect in a single phase face-centred cubic nickel-based alloy, using 
TEM analysis to determine that this region consists of very fine grains of the order of 
10-20 nm in size, containing few dislocations and twins and hence very low lattice 
strains. 
Figure 9 shows the GOS maps produced using the EBSD misorientation tool at the 
different shot peening intensities.  It is immediately observable that the strain hardened 
region extends progressively deeper into the alloy with increasing shot peening 
intensity.  When this depth is quantified using the method described in the experimental 
section, as shown in Table 4 and Figure 10, it can be seen that the strain hardened 
region does indeed extend increasingly deeper into the alloy with increasing intensity.  
However, at intensities above 7-9 A, there is a slight decrease, suggesting a levelling of 
the affected depth.  Figure 11 compares the results from the EBSD misorientation tool 
with those from the surface profilometry.  In both cases, it can be seen that there is a 
similar levelling of each measurement parameter.  This would suggest that a peening 
saturation level does indeed exist in the alloy.  The hardness results also suggest a 
decreasing gradient at higher intensities, and are established as a reliable method of 
residual stress measurement.  It is noted that Zinn and Scholtes [23], have previously 
suggested that there are limitations in defining residual stress depth by Almen intensity.  
They argued that data scatter are high when assuming linear increases in residual stress 
zones with shot peening intensity based on Almen measures.   
[File: Fig11] 
Figure 11.  Comparison of a measured deformation zone from the EBSD tool with 
surface roughness measurements from a white light interferometer (both fitted with 
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logarithmic lines of best fit), for the same surfaces at different shot intensities induced 
by shot peening on nickel-based alloy 720Li. 
 
It is also possible to consider the contribution of strain hardening as a proportion of the 
total surface effects induced by shot peening.  Figure 12 compares the model 
predictions with the hardness results and the EBSD misorientation tool.  Figure 12 
shows the relative contributions of residual stress, as measured by hardness values, and 
strain hardening in the alloy, as measured by the EBSD tool, studied at different shot 
peeening intensities.  It can be determined that strain hardening contributes an average 
of approximately half to the total internal alloy strain measured by hardness testing.  
This corresponds well to examples from other studies [8, 24, 25], which also suggest 
that strain hardening extends to approximately half the depth of residual stresses. 
[File: Fig12] 
 Figure 12.  Comparison of predicted values of shot peening affected zone from 
Computer Simulation with results from hardness testing and results from the EBSD 
misorientation tool in nickel-based alloy 720Li subjected to shot peening at various 
intensities. 
 
A previous study by Evans et al. [3] has observed the effects of residual stress 
relaxation in alloy 720Li under high temperature isothermal fatigue.  Included in their 
analysis is a study of residual stresses in a 6-8 A sample (with identical shot size and 
coverage) using x-ray diffraction techniques described in the introduction, without 
relaxation.  The results from the Evans et al. study are included in Figure 13 to compare 
the model predictions, microhardness data and depths determined by the EBSD 
misorientation tool.  It should be noted that the results from the EBSD misorientation 
tool do not adhere to either y-axis, but are scaled accordingly for comparison. 
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[File: Fig13] 
 Figure 13.  Comparison of measured values from [3], predicted values of the shot 
peening affected zone [7], results from hardness testing and results from the EBSD 
misorientation tool in a nickel-based alloy subjected to shot peening at a 6-8 Almen 
intensity with 110H steel shot at 200 per cent coverage. 
 
Figure 13 shows good agreement between the residual stress results from Evans et al. 
and the model predictions, in terms of the affected depth, but with some discrepancy 
over the magnitude of peak residual stress.  The EBSD misorientation tool developed in 
this paper represents strain hardening effects, which are shown to extend approximately 
50 per cent of the depth of the residual stresses. The microhardness results show values 
in between the residual stress, and those of the EBSD misorientation tool, although they 
are closer to the depths determined using the EBSD misorientation tool.  It is well 
known that hardness values are highly dependent on the level of strain hardening in a 
material [25], but are also affected, to some extent, by the presence of residual stresses 
[20].  Therefore it is unsurprising that the microhardness values lie somewhere between 
the EBSD misorientation tool representing strain hardening, and the XRD values 
representing residual stress. 
 
5. Conclusions 
 
The validity of an EBSD-based tool to measure the effect of shot peening on work 
hardening at different shot peening intensities has been demonstrated.  The method 
consists of a statistical analysis of a number of data points from each grain scanned 
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based on the grain orientation spread and their relative position from the shot peened 
edge.  The output is a quantitative measure of the depth of work hardening effects. 
Use of the well-established method of hardness testing to assess internal alloy residual 
stress shows a clear influence of shot peening intensity on affected depth.  Higher shot 
peening intensities show evidence for residual stress further into the alloy and an 
increased near-surface hardness due to increasing work hardening effects.  There is 
some suggestion that hardness values begin to level out at higher intensities. 
White light interferometry provides a measure of surface roughness for each shot 
peened sample, showing a linear increase in roughness up to the higher intensities 
which also show a levelling out of the measurement parameter.   
Use of the EBSD misorientation tool developed in this paper to assess strain hardening 
shows an increase in the measured strain hardened affected depth as shot peening 
intensity increases. Results from the developed tool corroborate well with surface 
roughness results, showing a replication of the levelling effects seen in the other test 
methods at the highest intensities.   The levelling effect also seen through different test 
methods suggest that shot peening reaches a saturation level in the alloy studied, 
whereby an increase in shot peening intensity has increasingly less effect on the affected 
depth of the alloy as dislocation density saturates.  This saturation at high intensities is 
not predicted by computer simulation, which is perhaps a limitation of the assumptions 
in the model formulation. 
An EBSD tool based on grain orientation has been developed and assessed in this 
research.  It has been demonstrated that it can be used to assess strain hardening effects 
as a result of shot peening, which are the primary contributor to fatigue resistance.  
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Residual stress, on the other hand, can be determined using diffraction techniques which 
agree well with theoretical predictions.  It has been shown that the strain hardening 
determined by EBSD extends to a distance of approximately half that of the initial 
residual stress as a result of shot peening. 
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The  five  samples  were  shot  peened  with  110H  steel  shot,  at  200%  coverage,  at  five 
different intensities, as shown in Figure 1(a).  The shot intensities ranged from 4 to 10 
Almen, as defined by the curvature of an Almen test strip exposed to the same shot as 
the samples.  When the Almen strip deforms to a predefined curvature depth relating to 
a  specific  intensity,  it  was  known  that  the  shot  peening was  complete  to  the  correct 
degree.  Specifically, the intensities used were: 4‐6 A, 5‐7 A, 6‐8 A, 7‐9 A, 8‐10 A.  After 
shot peening, the samples were cross‐sectioned using the Struers Accutom‐5 saw at low 
feed, in order not to impart any edge deformation, and to enable analysis of the surface 
peening effects, as shown in Figure 1(b).  The sample cross‐sections were prepared to a 
finish  suitable  for  use  of  electron  backscatter  diffraction  (EBSD)  analysis.    EBSD 
preparation consisted of polishing to a 1 µm finish followed by 20 minutes of treatment 
with 0.04 µm grain size colloidal silica. 
 
 
 
 
 
 
 
 
 
 
Figure 1.  Preparation of samples for electron backscatter diffraction analysis at a shot 
peened sample edge showing: (a) original sample dimensions, shot peened on the top 
face; (b) sectioned sample exposing the cross‐section subsequently prepared for EBSD; 
(c) location of EBSD scan area relative to shot peened sample edge. 
 
EBSD data were  collected using  an EDAX Hikari EBSD  camera,  situated within  an FEI 
Nova  600  Nanolab  Dual‐Beam  field  emission  gun  scanning  electron  microscope 
(FEGSEM)/focussed ion beam (FIB) system.  Data collection at a rate of 258 frames per 
second was performed over a scan area of 200 x 250 µm from the shot peened sample 
edge, as shown in Figure 1(c).  A step size of 0.4 µm was used during scans, resulting in 
the acquisition of 312,500 data points across the area of  interest, and an approximate 
scan  time  of  20 minutes.    Two  such  scans were  performed  for  each  of  the  shot  peen 
intensities. 
The  EBSD  data  were  analysed  using  TSL  OIM  Analysis  5.31  software.    The  software 
allows users to define grains by criteria such as rotation angle and size.    In this study, 
(a) 
(b) 
(c) 
15 mm 
20 mm 
2 mm 
Cross-sectional cut 
Shot peened surface 
Prepared face 
200 µm 
250 µm EBSD scan 
area 
Figure(s)
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grains were defined by a grain angle of 1 degree and a size of 10 data points.   Thus,  if 
two points  have  an  orientation  1  degree  or more  they  are  identified  as  two  separate 
grains, but only  if  they are  in a group of 10 or more similar points (separated by  less 
than 1 degree).  Cleaning operations were applied to the scans to remove rogue points, 
i.e.  those  that  are  less  than  10  data  points.    A  separate  study  of  cleaning  operations 
concluded  that  the  conditions  used  in  this  method  were  optimal  for  the  data  being 
collected.   Data were then exported into an ASCII‐type format for use in a spreadsheet 
program.    The  data  extracted  were  on  a  grain‐by‐grain  basis,  specifying  the  grain 
orientation spread (GOS) for each grain in the scan, with it’s x and y co‐ordinates.  The x 
and y co‐ordinates for a grain were taken as the centre of mass for the grain shape.   A 
spreadsheet was used first  to sort  the data based on the y co‐ordinate beginning with 
the grain furthest from the shot peened edge, then to calculate an average of GOS of the 
preceding  150  grains  (starting  with  the  151st  grain).    The  average  and  standard 
deviation of the baseline GOS in the alloy was taken from the first 100 µm of grains.  The 
sum of these two values provided the threshold above which any GOS would be deemed 
as significant, and indicative of shot peening deformation effects.  The point at which the 
average of the preceding 150 grains was greater than the sum of average and standard 
deviation of GOS defined the beginning of  the  ‘zone of deformation’.   The depth of  the 
zone of deformation was calculated by subtracting the y‐co‐ordinate of the first grain to 
be deemed as within the zone of deformation  from the maximum y  co‐ordinate of  the 
scan area.  The graph shown in Figure 2 is a schematic view of a typical line of best fit 
from the ASCII data plotted as GOS against y co‐ordinate. Figure 2 shows the definition 
of the deformation zone as calculated by deviation from the baseline GOS. 
 
 
 
 
 
 
 
 
Figure 2.  Schematic plot of grain orientation spread versus y co‐ordinate for a number 
of  hypothetical  grains,  enabling  definition  of  the  zone  of  deformation  in  a  surface‐
affected alloy. 
 
Data can also be displayed more visually using OIM to show maps of the scanned area, 
colour‐coded  based  on  the  GOS  assigned  to  each  grain.    These  were  used  as  a more 
intuitive method to visually compare the various shot peen intensities, in addition to the 
G
ra
in
 o
rie
nt
at
io
n 
sp
re
ad
 
Y co-ordinate 
Average + 
standard deviation Average 
Zone of 
deformation 
Figure(s)
 Sho
Table 
intensi
t
Figure
intensit
720Li c
Microh
sample
Figure 
the sho
results 
Table 2
peenin
of its d
Figure 
 
M
d
D
f
ti
Z
/
t peen int
Almen
4‐6 
5‐7 
6‐8 
7‐9 
8‐10 
1.   Predict
ies for nic
  3.
 
  Grap
y for a nic
ompositio
ardness m
s as a meth
4 shows a 
t peened e
displayed 
 shows the
g based on
ecrease fro
5. 
0
50
100
150
200
250
300
M
ea
su
re
d 
D
ef
or
m
at
io
n 
Zo
ne
 / 
µm
ensity / 
 
ed residua
kel‐based 
a
h  plotting 
kel‐based a
n and heat 
easuremen
od of valid
hardness p
dge and e
show an av
 measured
 twice the 
m peak to
14‐6     
Predict
s
l stress pr
lloy 720L
i
predicte
d
lloy.  Pred
treatment
ts were  ta
ating the P
rofile plot 
nding betw
erage of tw
 depths to
depth to w
 baseline v
2
Sh
            5‐7
ed depth 
tress / µm
43 
52 
62 
71 
81 
ofiles by P
. 
  ‘peak  to 
ictions are
, using 110
ken  from 
eenstress
for each sh
een 400 a
o hardne
 which har
hich it tak
alues.   Th
3
ot Intensity
6‐8
Peak to ze
Peak s
Zero stress
of peak 
 
eenstressSM
zero’  str
e
 modelled 
H steel sho
the  edges
SM model p
ot peening
nd 500 µm
ss profiles 
dness is d
es the hard
e data sho
 / Almen
7
ro stress ran
tress depth
Predic
zero 
, at five d
ss  range 
v
based on  
t at 200%
  of  each  o
redictions
 intensity 
 away fro
for each sh
eemed to b
ness to dr
wn in Tab
4‐9
ge 
ted depth
stress / µm
140 
160 
180 
210 
240 
ifferent sh
ersus  sh
o
nickel‐bas
 coverage. 
f  the  shot 
 of residua
beginning 
m the edg
ot peen in
e affected 
op by 50 p
le 2 are plo
58‐10
Page | 6 
 to 
 
ot peen 
 
t  peen 
ed alloy 
peened 
l stress.  
close to 
e.   The 
tensity.  
by shot 
er cent 
tted in 
Figure(s)
Page | 7 
 
 
Figure 4.   Graph showing Vickers hardness versus distance from sample edge for  five 
samples of various shot peen intensities applied to nickel‐based alloy 720Li.   Each line 
represents an average of two profiles taken from each shot peening intensity. 
 
Shot peen intensity / Almen  Hardness affected zone / µm 
4‐6  96 
5‐7  110 
6‐8  140 
7‐9  206 
8‐10  247 
Table 2.   Measured  hardness  affected  zone  at  five  different  shot  peen  intensities  for 
nickel‐based alloy 720Li, measured using a threshold method. 
 
Figure 5.   Graph  showing  the measured hardness  affected  zone  at  five  different  shot 
peen intensities for nickel‐based alloy 720Li, measured using a threshold method. 
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Surface  roughness  measurements  were  taken  of  the  surfaces  at  all  shot  peening 
intensities,  to  assess  whether  this  parameter  relates  to  observations  recorded  with 
EBSD.  Figure 6 shows three‐dimensional surface reconstructions of a selected area, for 
each shot peening intensity.  Table 3 provides quantification of surface roughness using 
Sa values, which are visualised in graphical form in Figure 7. 
 
 
(a)              (b) 
 
(c)              (d) 
 
   (e) 
Figure  6.    Three‐dimensional  reconstructions  by  white  light  interferometry  on  five 
different  shot  peen  intensities:  (a)  4‐6  A;  (b)  5‐7  A;  (c)  6‐8  A;  (d)  7‐9  A;  (e)  8‐10  A, 
applied to nickel‐based alloy 720Li. 
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Shot peen intensity / Almen  Surface roughness (Sa) / µm 
4‐6  0.77 
5‐7  1.27 
6‐8  1.51 
7‐9  1.81 
8‐10  1.85 
 
Table 3.   Average surface  roughness quantification of  five  surfaces  (500 x 700 µm  in 
area) subject to various shot peening intensity applied to nickel‐based alloy 720Li, using 
a white light interferometry technique. 
 
 
Figure 7.   Graphical representation of the average surface roughness quantification of 
five surfaces (500 x 700 µm in area) subject to various shot peening intensity applied to 
nickel‐based alloy 720Li, using a white light interferometry technique. 
 
Microstructural Examination and EBSD Analysis 
Figure 8 shows ion beam images of a shot peened sample cross section, taken using an 
FEI  Nova  600  Nanolab  Dual‐Beam  FEGSEM/FIB  system  using  a  30  pA  aperture.  The 
samples  pictured  in  Figure  8  are  exposed  to  the  lowest  and  highest  shot  peening 
intensities  of  4‐6  A  and  8‐10  A  respectively,  which  were  protected  during  ion  beam 
clean‐up with a deposited Pt layer. 
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                        (a)                                           (b)                                              (c) 
  
                        (d)                                           (e) 
Figure 9.  Maps of grain orientation spread (colour) and image quality (greyscale) for five 
shot peen intensities: (a) 4-6 A; (b) 5-7 A; (c) 6-8 A; (d) 7-9 A; (e) 8-10 A, applied to nickel-
based alloy 720Li, showing the effects of surface deformation at the exposed sample edge 
(top). 
 
Shot peen intensity / Almen Measured zone of deformation / µm 
4-6 47 
5-7 54 
6-8 71 
7-9 106 
8-10 103 
Table 4.  Measured zone of deformation depths at five different shot peen intensities for 
nickel-based alloy 720Li, measured using the grain orientation threshold method described. 
Surface 
Figure(s)
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Figure 10.  Graph showing the measured deformation zone using the EBSD tool for five 
samples of various shot peen intensities applied to nickel-based alloy 720Li.  Each point 
represents an average of two measurements taken from each shot peening intensity. 
 
Discussion 
 
Model Validation with Microhardness Testing and Surface Profilometry Measures 
The predictions of residual stress induced by shot peening predicted by PeenstressSM 
shown in Table 1 and Figure 3, suggest a linear increase in affected depth as shot 
peening intensity increases. 
The use of hardness measurements through the profiles of the specimens is a commonly 
used method of assessing residual stress within a microstructure.  Figure 4 shows 
hardness plotted on an absolute scale for each shot peening intensity.  Figure 5 shows 
more clearly the hardness affected zones for each shot peening intensity and  shows a 
general pattern of decrease in surface hardness, but more specifically sets apart the two 
highest intensities (7-9A and 8-10 A) as maintaining high hardness levels further into 
the alloy.  If hardness results are compared with PeenstressSM simulations in Figure 12, 
it is observed that there is excellent agreement at higher shot intensities. At 6-8 A and 
below there is slightly less agreement, although the general correlation is good.  The 
results would suggest that hardness measures are indeed indicative of the residual 
stresses present in the samples, but the effects of pure strain hardening at the surface 
are more difficult to resolve.  The EBSD misorientation tool can be used to allow strain 
hardening effects to be determined. 
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suggest that a peening saturation level does indeed exist in the alloy.  The hardness 
results also suggest a decreasing gradient at higher intensities, and are established as a 
reliable method of residual stress measurement.  It is noted that Zinn and Scholtes [23], 
have previously suggested that there are limitations in defining residual stress depth by 
Almen intensity.  They argued that data scatter are high when assuming linear increases 
in residual stress zones with shot peening intensity based on Almen measures.   
 
Figure 11.  Comparison of a measured deformation zone from the EBSD tool with 
surface roughness measurements from a white light interferometer (both fitted with 
logarithmic lines of best fit), for the same surfaces at different shot intensities induced 
by shot peening on nickel-based alloy 720Li. 
 
It is also possible to consider is the contribution of strain hardening as a proportion of 
the total surface effects induced by shot peening.  Figure 12 compares the model 
predictions with the hardness results and the EBSD misorientation tool.  Figure 12 
shows the relative contributions of residual stress, as measured by hardness values, and 
strain hardening in the alloy, as measured by the EBSD tool, studied at different shot 
peeening intensities.  It can be determined that strain hardening contributes an average 
of approximately half to the total internal alloy strain measured by hardness testing.  
This corresponds well to examples from other studies [8, 24, 25], which also suggest 
that strain hardening extends to approximately half the depth of residual stresses. 
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