Abstract. In topics such as the thermodynamic formalism of linear cocycles, the dimension theory of self-affine sets, and the theory of random matrix products, it has often been found useful to assume positivity of the matrix entries in order to simplify or make feasible certain types of calculation. It is natural to ask how positivity may be relaxed or generalised in a way which enables similar calculations to be made in more general contexts. On the one hand one may generalise by considering almost additive or asymptotically additive potentials which mimic the properties enjoyed by the logarithm of the norm of a positive matrix cocycle; on the other hand one may consider matrix cocycles which are dominated, a condition which includes positive matrix cocycles but is more general. In this article we explore the relationship between almost additivity and domination for planar cocycles. We show in particular that a locally constant linear cocycle in the plane is almost additive if and only if it is either conjugate to a cocycle of isometries, or satisfies a property slightly weaker than domination which is introduced in this paper. Applications to matrix thermodynamic formalism are presented.
Introduction
For the purposes of this article a linear cocycle over a dynamical system T : X → X will be a skew-product
where A : X → GL d (R) is continuous and X is a compact metric space. Writing A n T (x) = A(T n−1 x) · · · A(x), we thus have F n (x, p) = (T n x, A n T (x)p) for all n ∈ N and A for all m, n ∈ N. In numerous contexts it has been found useful to consider cocycles in which all of the matrices A(x) are positive: we note for example such diverse articles as [19, 20, 23, 31] . Under this assumption the cocycle satisfies the inequality log A m+n T (x) − log A m T (T n x) − log A n T (x) ≤ C for some constant C > 0 depending only on A. This has led some authors to extend results for positive linear cocycles by considering, instead of a linear cocycle, a sequence of continuous functions f n : X → R satisfying the inequality
for all x ∈ X and n, m ≥ 1. Such sequences of functions are referred to in the literature as almost additive and have been investigated in [4, 6, 10, 21, 33] . The condition of almost additivity implies trivially a further property, asymptotic additivity (see for example Feng and Huang [16, Proposition A.5] ), which has been applied in [13, 16, 22] . In another category of works, positivity is replaced by the more general hypothesis of domination: under this hypothesis there exists a continuous splitting R d = U (x) ⊕ V(x), which is preserved by the cocycle, such that A n T (x)u ≥ Ce nε A n T (x)v for all unit vectors u ∈ U (x) and v ∈ V(x), for some constants C, ε > 0 (see [7] and references therein). For linear cocycles the hypothesis of domination implies the hypothesis of almost additivity, but the converse is false, as can be seen trivially for the case of cocycles where all of the linear maps are isometries, or where all are equal to the identity. The purpose of this article is to explore precisely the relationship between domination and almost additivity in the context of locally constant two-dimensional linear cocycles over the shift. In this project we are motivated principally by applications to the topics of matrix thermodynamic formalism and the geometry of self-affine fractals.
We consider cocycles in the simplest non-commutative setting, namely in the case of planar matrices. A cocycle is dominated if and only if there is a uniform exponential gap between singular values of its iterates. This is equivalent to the existence of a strongly invariant multicone in the projective space; see [1, 7] . Domination originates from [28, 29] and it is an important concept in differentiable dynamical systems; see [9, 11] . Our contribution in this article to this line of research is to show that a planar matrix cocycle is dominated if and only if matrices are proximal and the norms in the generated sub-semigroup satisfy a certain multiplicativity property; see Corollary 2.4. Higher dimensions are more difficult: [7, §4] show that the connected components of the multicone need not be convex.
Of the several motivations for studying almost additive potentials, this article is concerned principally with thermodynamic formalism. In Theorem 2.9 we will show that almost additive potentials arising from the norm potential of a two-dimensional locally-constant linear cocycle over the full shift can in almost all cases be studied simply by using the classical thermodynamic formalism. In fact, in our results, we are able to characterise all the properties of equilibrium states for these norm potentials by means of the properties of matrices. Theorem 2.8 gives a positive answer to [2, Question 7.4] in the two dimensional case. Furthermore, in Example 2.10, answering a folklore question, we show the existence of a quasi-Bernoulli equilibrium state which is not a Gibbs measure for any Hölder continuous potential.
Preliminaries and statements of results
For the remainder of this article we specialise to cocycles whose values are invertible twodimensional real matrices. We take A ⊂ GL 2 (R), set X = A N , denote the left shift on X by T , and let A(x) be the first matrix in the infinite sequence x ∈ X. Let
be a linear cocycle over T . We see that A n T (x) is the product of n first matrices in x ∈ X, and the cocycle identity (1.1) clearly holds. Let S(A) denote the sub-semigroup generated by A, that is, S(A) = {A 1 · · · A n : n ∈ N and A i ∈ A for all i ∈ {1, . . . , n}}. So in particular, A n T (x) ∈ S(A) for all x = (A 1 , A 2 , . . .) ∈ X and n ∈ N.
2.1. Domination. Following [7] we say that a compact and nonempty subset A ⊂ GL 2 (R) is dominated if there exist constants C > 0 and 0 < τ < 1 such that
for all A 1 , . . . , A n ∈ A. We let RP 1 denote the real projective line, which is the set of all lines through the origin in R 2 . We call a proper subset C ⊂ RP 1 a multicone if it is a finite union of closed projective intervals. We say that C ⊂ RP 1 is a strongly invariant multicone for A ⊂ GL 2 (R) if it is a multicone and AC ⊂ C o for all A ∈ A. Here C o is the interior of C. By [7, Theorem B], a compact set A ⊂ GL 2 (R) has a strongly invariant multicone if and only if A is dominated. We say that C ⊂ RP 1 is an invariant multicone for A ⊂ GL 2 (R) if it is a multicone and AC ⊂ C for all A ∈ A.
Recall that a matrix A is proximal if it has two real eigenvalues with unequal absolute values, parabolic if it has only one eigenspace, i.e. the single eigenvalue has geometric multiplicity one, and conformal if it has two eigenvalues with the same absolute values. In other words, a matrix A is conformal if and only if there exists an invertible matrix M , which we call a conjugation matrix of A, such that | det(A)| −1/2 M AM −1 ∈ O(2), where O(2) is the group of 2 × 2 orthogonal matrices. Furthermore, we say that a set A ⊂ GL 2 (R) is strongly conformal if all the elements of A are conformal with respect to the same conjugation matrix. Strongly conformality is equivalent to the fact that all the elements in the generated semigroup are conformal.
For a proximal matrix A, let λ u (A) and λ s (A) be the largest and smallest eigenvalues of A in absolute value, respectively. If the eigenvalues are equal in absolute value, then the choice of λ u (A) and λ s (A) is arbitrary. Note that if A is diagonalisable, then there exist linearly independent subspaces u(A), s(A) ∈ RP 1 such that |λ u (A)| = A|u(A) and |λ s (A)| = A|s(A) . We call u(A) ∈ RP 1 the eigenspace of A corresponding to λ u (A) and s(A) ∈ RP 1 the eigenspace corresponding to λ s (A). If A ⊂ GL 2 (R), then we define X u (A) and X s (A) to be the closures of the sets of all unstable and stable directions of proximal elements of S(A), i.e. the sets
respectively. Recall that S(A) is the sub-semigroup of GL 2 (R) generated by A, i.e. the set of all finite products formed by the elements of A. We say that A ⊂ GL 2 (R) has an unstable multicone C if S(A) contains at least one proximal element and
each connected component of C intersects X u (A). Finally, we say that a semigroup S ⊂ GL 2 (R) is almost multiplicative if there exists a constant κ > 0 such that AB ≥ κ A B for all A, B ∈ S. We note that since clearly AB ≤ A B for all A, B ∈ S(A) for every A ⊂ GL 2 (R), the condition AB ≥ κ A B for all A, B ∈ S(A) is equivalent to the statement that every cocycle taking values in S(A) is almost additive in the sense defined in the introduction.
Our main result for matrix cocycles is the following theorem. 
Thermodynamic formalism.
If the set A ⊂ GL 2 (R) is finite, then it makes sense to consider thermodynamic formalism for matrix cocycles. In this context, it is rather standard practise to use separate alphabet to index the elements in the sub-semigroup. Let N ≥ 2 be an integer and Σ = {1, . . . , N } N be the collection of all infinite words obtained from integers {1, . . . , N }. We denote the left shift operator by σ and equip Σ with the product discrete topology. The shift space Σ is clearly compact. If i = i 1 i 2 · · · ∈ Σ, then we define i| n = i 1 · · · i n for all n ∈ N. The empty word i| 0 is denoted by ∅. Define Σ n = {i| n : i ∈ Σ} for all n ∈ N and Σ * = n∈N Σ n ∪ {∅}. Thus Σ * is the collection of all finite words. The length of i ∈ Σ * ∪ Σ is denoted by |i|. If i ∈ Σ n for some n, then we set [i] = {j ∈ Σ : j| n = i}. The set [i] is called a cylinder set. Cylinder sets are open and closed and they generate the Borel σ-algebra.
The longest common prefix of i, j ∈ Σ * ∪ Σ is denoted by i ∧ j. The concatenation of two words i ∈ Σ * and j ∈ Σ * ∪ Σ is denoted by ij. If A ⊂ Σ and i ∈ Σ * , then iA = {ij : j ∈ A}. For example, if i, j ∈ Σ * , then [ij] = i[j] = ijΣ. If i ∈ Σ * and n ∈ N, then by i n we mean the concatenation i · · · i where i is repeated n times. Finally, denote by ♯ k i the number of appearances of the symbol k ∈ {1, . . . , N } in i ∈ Σ * , i.e. ♯ k i = ♯{n : i n = k for n ∈ {1, . . . |i|}}.
We say that the sequence Φ = (φ n ) n∈N of functions φ n : Σ → R is sub-additive if there exists
for all n, m ∈ N and i ∈ Σ. A sub-additive sequence Φ = (φ n ) n∈N is almost-additive if there exists
for all n, m ∈ N and i ∈ Σ. Finally, we say that an almost-additive sequence Φ is additive if the constants C 1 and C 2 in the above inequalities can be chosen to 0. For example, if φ : Σ → R is a function, then (
In this context, the function φ is called a potential. We say that a potential φ is Hölder continuous, if there exist C > 0 and 0 < τ < 1 such that
for all i, j ∈ Σ. If Φ = (φ n ) n∈N is sub-additive, then the pressure of Φ is defined by
The limit above exists by the standard properties of sub-additive sequences. Let µ be a σ-invariant probability measure on Σ and recall that the Kolmogorov-Sinai entropy of µ is
In addition, if Φ = (φ n ) n∈N is a sub-additive sequence, then we set
It is easy to see that P (Φ) ≥ h µ + Λ µ (Φ) for all σ-invariant probability measures µ. The variational principle
is proved in [14] . For matrix cocycles this was obtained earlier in [24] . A σ-invariant measure µ satisfying
is called an equilibrium state for Φ. Such a measure always exists in the context of matrix cocycles, but it is not known if a general sub-additive sequence has an equilibrium state; see [5] . We say that a probability measure µ on Σ is quasi-Bernoulli if there exists a constant C ≥ 1 such that
for all i, j ∈ Σ * . If the constant C above can be chosen to 1, then µ is a Bernoulli measure. In other words, a probability measure µ is Bernoulli if there exist a probability vector (
Let φ : Σ → R be a continuous potential and Φ = (
We say that a Borel probability measure µ on Σ is a Gibbs measure for φ if there exists a constant C ≥ 1 such that Similarly, if Φ = (φ n ) n∈N is sub-additive, then a Borel probability measure µ on Σ is a Gibbs-type measure for Φ if there exists a constant C ≥ 1 such that
for all i ∈ Σ n , j ∈ [i], and n ∈ N. It is easy to see that a σ-invariant Gibbs-type measure is ergodic and hence the unique equilibrium state; see [26, §3.2] . If Φ is almost-additive, then, similarly as with continuous potentials, there exist conditions to guarantee the existence of a σ-invariant Gibbstype; see [5, §4.2] . Our main objective is to study thermodynamic formalism in the setting of matrix cocycles. Let A = (A 1 , . . . , A N ) ∈ GL 2 (R) N , s > 0, and define φ s n : Σ → R for all n ∈ N by setting φ s n (i) = log A i|n s , where
Then the sequence Φ s = (φ s n ) n∈N parametrised by s > 0 is sub-additive. By [24, Theorems 2.6 and 4.1], for every choice of the matrix tuple A, there exists an ergodic equilibrium state for Φ s . The structure of the set of all equilibrium states for Φ s is well known. We say that A = (A 1 , . . . , A N ) ∈ GL 2 (R) N is irreducible if there does not exist 1-dimensional linear subspace V such that A i V = V for all i ∈ {1, . . . , N }; otherwise A is reducible. In a reducible tuple A, all the matrices are simultaneously upper triangular in some basis. If A is irreducible, then there is unique equilibrium state which is a Gibbs-type measure for Φ s ; see [17, Proposition 1.2] . It is worthwhile to remark that irreducibility does not imply that Φ s is almost-additive. In the reducible case, there can be two distinct ergodic equilibrium states; see [17, Theorem 1.7] . Recall also that the set {A ∈ GL 2 (R) N : A is irreducible} is open, dense, and of full Lebesgue measure in GL 2 (R) N . In fact, the complement of the set is a finite union of (4N − 1)-dimensional algebraic varieties; see [25, Propositions 3.4 and 3.6] .
The following four results characterise different kind of properties equilibrium states for Φ s can have by means of the matrix tuple. (1) µ is a Bernoulli measure, (2) A is reducible or A is strongly conformal.
In the previous two propositions, one has to assume that the equilibrium measure is ergodic; see [27, Example 6.2] for a counter-example. We remark that the Bernoulli property has been studied earlier in [30, Theorem 13] . Since the propositions give a complete characterisation of the properties in the reducible case, we can restrict our attention into irreducible matrix tuples. 
for all i ∈ Σ and n ∈ N.
The previous theorem gives a positive answer to [2, Question 7.4] in the two dimensional case. 
for all i ∈ Σ and n ∈ N. is irreducible and has an invariant multicone (i.e. the union of the first and third quadrants). The claim follows now from Theorems 2.8 and 2.9.
(3) It can happen that an equilibrium state for Φ s is a Gibbs-type measure for Φ s , but is not a quasi-Bernoulli measure: Choose two matrices
is irreducible, has no invariant multicone, and does not contain only conformal matrices. The claim follows now from Proposition 2.6 and Theorem 2.8. We remark that this phenomenon has been observed earlier in [18, §1.4] . Another way to see the claim is to consider two conformal irreducible matrices not sharing a conjugation matrix.
Characterization of domination
In this section, we prove Theorem 2.1 and Propositions 2.2 and 2.3. Let A ⊂ GL 2 (R) and recall that S(A) is the sub-semigroup of GL 2 (R) generated by A. Let S (A) = RS(A) ⊂ M 2 (R) and note that S (A) is a sub-semigroup of M 2 (R). Define
Proof. If A is strongly conformal, then by definition there exists a conjugation matrix M ∈ GL 2 (R) such that
In particular, all nonzero elements of S (A) have rank 2 and therefore R(A) = ∅.
Suppose conversely that R(A) = ∅. We claim that set {| det(A)| −1/2 A : A ∈ S (A) \ {0}} is compact. It is obviously closed, being the intersection of S (A) with the closed set {A ∈ M 2 (R) : | det A| = 1}. If it contains a sequence of elements (A n ) such that A n → +∞ then this sequence can without loss of generality be taken to be a sequence of elements of RS(A). The sequence of normalised matrices A n −1 A n has an accumulation point which necessarily has determinant zero and norm one and belongs to S (A); this limit point is thus an element of R(A), which is a contradiction, and we conclude that {| det(A)| −1/2 A : A ∈ S (A) \ {0}} is bounded. It is therefore compact as claimed.
The set S (A) is thus a compact sub-semigroup of GL 2 (R). We claim that it is a group. To show this it is sufficient to show that the inverse of every A ∈ S (A) belongs to S (A). If A ∈ S (A) is arbitrary, take a convergent subsequence (A n k ) ∞ k=1 of the sequence (A n ) ∞ n=1 with limit B ∈ S (A) ⊂ GL 2 (R), say. The sequence (A −n k ) ∞ k=1 clearly converges to B −1 and therefore A n k+1 −n k −1 → A −1 as k → ∞. Thus A −1 is the accumulation point of a sequence of elements of S (A), hence an element of S (A).
The set S (A) is therefore a compact subgroup of GL 2 (R). If m is Haar measure on S (A) and ·, · is the standard inner product on R 2 it is easy to see that u, v ′ := Au, Av dm(A) defines an inner product on R 2 which is invariant under every element of S (A). Every inner product on R 2 is related to the standard one by a change of basis, so there exists X ∈ GL 2 (R) such that
is strongly conformal and therefore A is strongly conformal as required.
We note that according to the previous lemma, R(A) = ∅ if and only if S(A) contains at least one proximal or parabolic element. In the next lemma, we exclude parabolic elements.
Proof. Suppose that S(A) contains a parabolic element. This means that, after a suitable change of basis, there exists A ∈ S(A) such that
where b = 0. It follows that there exists c > 0 such that c −1 n|a n−1 b| ≤ A n ≤ cn|a n−1 b| for all n ∈ N. It follows directly that lim n→∞ A 2n / A n 2 = 0 which contradicts the condition AB ≥ κ A B .
Assuming R(A) = ∅, we define the set X u of all unstable directions of proximal elements of S(A) to be
and the set X s of all stable directions to be
is almost multiplicative. Then the sets X u and X s are nonempty, compact, and disjoint. Furthermore, AX u ⊂ X u for all A ∈ S (A).
Proof. Observe first that the relation AB ≥ κ A B holds for all A, B ∈ S (A) by continuity. To see that X u and X s are disjoint, note that if V ∈ X u ∩X s then there exist nonzero B 1 , B 2 ∈ R(A) such that B 2 R 2 = V and B 1 V = {0}. Hence B 1 B 2 is the zero matrix but B 1 and B 2 are not, which contradicts B 1 B 2 ≥ κ B 1 B 2 > 0. It follows that X u ∩ X s is empty. The nonempty set
is clearly a closed bounded subset of S (A), and in particular is compact. It follows that X u and X s are the images of continuous functions R 1 (A) → RP 1 and hence are compact and nonempty. To see the last claim, consider a subspace U such that U = AV for some V ∈ X u and A ∈ S (A). We have V = BR 2 for some B ∈ R(A). Clearly AB has rank at most 1 and is nonzero since AB ≥ κ A B > 0, so AB ∈ R(A) and U ∈ X u .
The following lemma shows that the definitions of unstable and stable directions agree with the ones given in §2.1.
Proof. We first establish the characterisation of X u . Let us first demonstrate the inclusion
If V ∈ X u , then V = AR 2 for some A ∈ R(A), and in particular for some A ∈ R(A) with A = 1. Hence there exists a sequence (B n ) ∞ n=1 of elements of S(A) such that B n −1 B n → A as n → ∞. By Lemma 3.2, no B n may be a parabolic matrix. We claim that for all large enough n the matrix B n is also not conformal. If this claim is false, then by passing to a subsequence if necessary we may assume that every B n is conformal. Let B ′ n := B n −1 B n for every n ∈ N. Since A has rank one we have det A = 0 and therefore det B ′ n → 0. Since every B ′ n is conformal it satisfies (tr B ′ n ) 2 ≤ 4| det B ′ n | and therefore tr B ′ n → 0. By the Cayley-Hamilton theorem, we
We conclude that (B n ) ∞ n=1 is proximal for all sufficiently large n as claimed. Thus, u(B n ) → AR 2 as n → ∞ and this demonstrates that the claimed inclusion holds. To finish the characterisation of X u it is sufficient to show that
since we may then appeal to Lemma 3.3 and the fact that X u is closed in order to complete the proof. But if V = u(A) for some proximal A ∈ S(A), then A n −1 A n → B as n → ∞, where B ∈ R(A) is such that BR 2 = u(A). This completes the characterisation of X u . The characterisation of X s is similar and hence omitted.
Let d be the metric on RP 1 defined by taking d(U, V ) to be the angle between the subspaces U and V . If A ⊂ GL 2 (R) is such that R(A) = ∅, then we define
AV n for all n ∈ N.
Lemma 3.5. Let A ⊂ GL 2 (R) with R(A) = ∅ be such that S(A) is almost multiplicative. Then there is n 0 ∈ N such that U n as defined above is an invariant unstable multicone for all n ≥ n 0 .
Proof. Note that for all n ∈ N the invariance of U n and the property (2) in the definition of the unstable multicone (see §2.1) follow immediately from the definition of the set U n and the continuity of each A ∈ S(A) as an action on RP 1 . Let us prove the property (3) for all n ∈ N. Obviously V n is open, and since each A ∈ S(A) is invertible and therefore induces a homeomorphism of RP 1 , each U n is open too. It is clear from the definition that every connected component of V n intersects X u . If U ∈ U n , then U = AU ′ for some A ∈ S(A) and U ′ ∈ V n . Let I ⊂ V n be an open connected set which contains U ′ and which also intersects X u . The set AI then contains U , is connected, and intersects AX u . Since AX u ⊂ X u by Lemma 3.3, we conclude that each connected component of U n intersects X u .
To show that the property (1) holds for all large enough n, let us suppose the converse. In this case U n ∩ X s must be nonempty for infinitely many n ∈ N. This implies that in any prescribed neighbourhoods of X u and X s we may find a subspace U in the neighbourhood of X u and a matrix A ∈ S(A) such that AU belongs to the neighbourhood of X s . It follows that we may choose a sequence of subspaces (U n ) converging to a limit U ∈ X u and a sequence (A n ) of elements of S(A) such that A n U n converges to a limit V ∈ X s . Define B n := A n −1 A n ∈ S (A) for every n ∈ N, and by passing to a subsequence if necessary we may suppose that (B n ) converges to a limit B ∈ S (A) with norm 1. We claim that BU = V . Let (u n ) be a sequence of unit vectors such that u n ∈ U n for every n ∈ N and such that (u n ) converges to a unit vector u ∈ U . It is enough to show that (B n u n ) converges to Bu and that Bu is nonzero, since we have then shown that V = lim n→∞ B n U n = BU . To see that Bu is nonzero we note that u ∈ U ∈ X u and B ∈ S (A) with B = 0, so if Bu = 0 then u ∈ ker B ∈ X s and we have U ∈ X s ∩ X u contradicting Lemma 3.3. On the other hand since 0 ≤ B n u n − Bu ≤ B n u n − B n u + B n u − Bu ≤ u n − u + B n − B → 0 we have B n u n → Bu as n → ∞ as required. But the equation BU = V is impossible since BU ∈ X u by Lemma 3.3 and therefore V ∈ X s ∩ X u , contradicting Lemma 3.3. We conclude that U n ∩ X s must be empty for all large enough n and therefore property (1) holds for all n sufficiently large.
We are left to show that U n is a multicone. To that end, it suffices to show that ∂U n contains only finitely many points. To see this suppose for a contradiction that U ∈ RP 1 is an accumulation point of a sequence (U k ) ∞ k=1 of distinct elements of ∂U n . We will find it convenient to identify a small open neighbourhood I of U with a bounded open interval (a, b) ⊂ R. By passing to a subsequence if necessary we may assume that (U k ) ∞ k=1 is monotone with respect to the natural order on I, and without loss of generality we assume (U k ) ∞ k=1 to be strictly increasing. We assert that every interval (U k , U k+2 ) contains a point of X u . Since U k+1 is in the closure of U n , there exists a point of U n in the interval (U k , U k+2 ). Since neither U k nor U k+2 can belong to U n , it follows that some connected component of U n is contained wholly within the interval (U k , U k+2 ). By (3), this implies that a point of X u must lie in the interval (U k , U k+2 ). Since this is true for every k ∈ N, it follows that U is an accumulation point of X u and hence, by Lemma 3.3, U belongs to X u . But X u is a subset of U n and therefore U ∈ U n , which implies that U k ∈ U n for all sufficiently large k. This is clearly impossible since no element of ∂U n can be an element of U n . This contradiction proves that ∂U n must be finite.
The above lemmas prove Theorem 2.1:
Proof of Theorem 2.1. If R(A) = ∅, then, by Lemma 3.1, the set A is strongly conformal. If R(A) = ∅, then the claim follows from Lemmas 3.2 and 3.5.
Let us next turn to the proof of the propositions. Lemma 3.6. Let A ∈ GL 2 (R) and let C be a multicone such that AC ⊂ C. If A is conformal, then AC = C.
Proof. By a suitable change of basis, we may assume that A ∈ O(2). In this case A, preserves Lebesgue measure on RP 1 . If AC C, then, since C is a finite union of closed projective intervals and A is a homeomorphism, AC must have smaller Lebesgue measure than C, which is a contradiction.
We remark that the converse statement is false: if A is proximal and C is a closed projective interval with one endpoint equal to u(A) and the other endpoint equal to s(A), then AC = C but A is not conformal.
If A ⊂ GL 2 (R) and A e is the collection of all conformal elements of A, then we write
Lemma 3.7. Let A ⊂ GL 2 (R) be such that R(A) = ∅ and A e be the collection of all conformal elements of A. If C is an invariant unstable multicone of A, then A e = {A ∈ A : AC = C} is strongly conformal and F(A) is finite.
Proof. Since A has an invariant multicone C, it follows from Lemma 3.6 that AC = C for all A ∈ A e . Hence A e ⊂ {A ∈ A : AC = C}.
Write A ′ e = {| det(A)| −1/2 A : A ∈ A and AC = C}. Let us first assume that #∂C > 2. Let B 1 , B 2 ∈ S(A ′ e ) and suppose that B 1 and B 2 induce the same permutation of ∂C. Then B −1 1 B 2 fixes every point of ∂C and therefore has more than 2 invariant subspaces and is necessarily equal to ±I. It follows that in this case S(A ′ e ) has at most 2(#∂C)! distinct elements. Let us now assume that #∂C = 2. Write ∂C = {U 1 , U 2 }, and let u 1 ∈ U 1 and u 2 ∈ U 2 be so that {u 1 , u 2 } is a basis for R 2 . Every element of S(A ′ e ) preserves ∂C and hence is either diagonal or antidiagonal in this basis (where by an antidiagonal matrix we mean a 2 × 2 matrix with both main diagonal entries equal to zero and both other entries nonzero). Let D be the matrix which Du 1 = u 1 and Du 2 = −u 2 . A diagonal element of S(A ′ e ) cannot be proximal since then either U 1 or U 2 would be the stable space of that matrix contradicting the property X s ∩ C = ∅ of the unstable multicone C. It follows that every diagonal element of S(A ′ e ) must belong to {±I, ±D}. Let A 1 , . . . , A ℓ be the anti-diagonal elements of A ′ e and define S = {±I, ±D} ∪ {±A 1 , . . . , ±A ℓ } ∪ {±DA 1 , . . . , ±DA ℓ }. The set S is a semigroup since A i D = −DA i and since each A i A j is diagonal and hence equal to ±I or ±D. In particular, S(A ′ e ) is contained in a finite semigroup. Thus, A ′ e is strongly conformal, which implies that {A ∈ A : AC = C} ⊂ A e .
Lemma 3.8. Let A ⊂ GL 2 (R) be such that A has an invariant unstable multicone C and S(A) does not contain parabolic elements. Let A e be the collection of all conformal elements of A. Then
. . , A n ∈ A \ A e , and F 1 , . . . , F n ∈ F(A).
Proof. It is sufficient to show that every point of ∂C is mapped into
Suppose for a contradiction that there exist n ≥ (#∂C) 2 + 1, A 1 , . . . , A n ∈ A \ A e , and F 1 , . . . , F n ∈ F(A) such that for every ℓ ∈ {1, . . . , n} there exist V ℓ , W ℓ ∈ ∂C for which
Since n ≥ (#∂C) 2 + 1, there exist ℓ 1 < ℓ 2 such that V ℓ 1 = V ℓ 2 and W ℓ 1 = W ℓ 2 . Hence, Proof. Write m = (#∂C) 2 + 1 and note that, by Lemma 3.8, B m has a strongly invariant multicone. Since A \A e is compact by the assumption and F(A) is finite by Lemma 3.7, B m is compact. Hence, by [7, Theorem B] , B m is dominated, i.e. there exist constants C > 0 and τ > 1 such that
for all B 1 , . . . , B n ∈ B m and all n ∈ N. Choose k ∈ N and let A i F i ∈ B for all i ∈ {1, . . . , k}. Write k = qm + p, where q ∈ N ∪ {0} and p ∈ {0, . . . , m − 1}. Then We are now ready to prove the propositions:
Proof of Proposition 2.2. The assertion (2) follows immediately from Lemma 3.7. Let us verify (1).
If A e = A, then S(A) is strongly conformal since A is. This means that S(A) does not contain an proximal matrix and thus, A cannot have an unstable multicone by definition. Therefore, (1) holds.
To prove the final claim, it is sufficient to show that, by assuming A \ A e to be compact, there exists an invariant multicone C such that AC ⊂ C o for all A ∈ A \ A e and AC = C for all A ∈ A e . By Lemma 3.7, the set F(A) is finite. Therefore, the set B = {A 1 A 2 : A 1 ∈ A \ A e and A 2 ∈ F(A)} is compact and, by Lemma 3.9, it has a strongly invariant multicone C 0 . Defining
for all A ∈ A \ A e . We have finished the proof since for any A ∈ A e , AC = C holds trivially.
Proof of Proposition 2.3. Let ε > 0 and define
C 0 = F ∈F (A) F U ∈ RP 1 : d(U, V ) ≤ ε for some V ∈ A∈A h
AC
Recall that F(A) is finite by Lemma 3.7. By compactness of A h , we may choose ε > 0 small enough so that C 0 ⊂ C o , AC ⊂ C 0 for all A ∈ A h , and AC 0 = C 0 for all A ∈ A e . Observe that every element A ∈ S(A h ∪ A e ) can be written in the form (c 0 c
By Lemma 3.10, there exists a constant κ 0 = κ 0 (C 0 , C) such that A|V ≥ κ 0 A for all V ∈ C 0 and for every matrix A ∈ GL 2 (R) with AC ⊂ C 0 . Hence,
for all A, B ∈ S(A h ∪ A e ) \ S(A e ). If A ∈ S(A e ) or B ∈ S(A e ), then AB ≥ κ ′ A B holds trivially for some κ ′ > 0 by the finiteness of F(A).
Classification of equilibrium states
This section is devoted to the proofs of Propositions 2.6 and 2.7, and Theorems 2.8 and 2.9. In order to keep the proof of Theorem 2.9 as readable as possible, we have postponed the proof of a key technical lemma, Lemma 4.6, into §5. Before we start with the proof of the propositions, we state a couple of auxiliary lemmas.
We recall that λ u (A) is the eigenvalue of A with the largest absolute value, and similarly, λ s (A) is the eigenvalue of A with the smallest absolute value. Note that |λ u (A)| = A|u(A) and |λ s (A)| = A|s(A) , where u(A) is the eigenspace corresponding to λ u (A) and s(A) the eigenspace corresponding to λ s (A).
The following two lemmas are special cases of the result of Protasov and Voynov; see [32, Theorem 2] . In order to keep the paper as self-contained as possible, we give here alternative proofs. 
Proof. It is easy to see that (2) implies (1). Let us show that (1) implies (2). By the assumption and the multiplicativity of the determinant, we have
, which contradicts to the proximality.
We prove the statement by induction. Since s(A 1 ) = u(A 2 ), after a suitable change of basis, the matrices A 1 and A 2 have the form
Let us then assume that the first N − 1 matrices have the property that either u(A i ) = u(A j ) for all i, j ∈ {1, . . . , N − 1} or s(A i ) = s(A j ) for all i, j ∈ {1, . . . , N − 1}. We may assume without loss of generality that u(A i ) = u(A j ) for all i, j ∈ {1, . . . , N − 1}. For a fixed i ∈ {1, . . . , N − 1} the equation
for some i ∈ {1, . . . , N − 1}, then the proof is complete; otherwise s(A i ) = s(A N ) must hold for all i ∈ {1, . . . , N − 1}, which again implies the claimed property. 
Proof. It is again easy to see that (2) implies (1). Therefore, we assume that (1) holds. Let us first show that
Suppose for a contradiction that there exist i = j such that
is a unit vector. But this is a contradiction since this would imply that
The proof can be finished by induction similarly to the proof of Lemma 4.1.
The following lemma is a simple application of [17, Theorem 1.7 (ii)-(iii)]. A = (A 1 , . . . , A N ) ∈ GL 2 (R) N be such that
Lemma 4.3. Let
for all i ∈ {1, . . . , N }, where a i , b i , c i ∈ R, and let µ a and µ c be the Bernoulli measures obtained from the probability vectors ( We are now ready to prove the propositions.
Proof of Proposition 2.6. Let us first show that (2) implies (1). Lemma 4.4 shows that if
A is irreducible then the equilibrium state is a Gibbs-type measure for Φ s . Also, if A is strongly conformal, the conclusion is straightforward. We may thus assume that A is reducible with a common invariant subspace V and that there exists ε > 0 such that either the closed ε-neighbourhood of V or the closure of its complement is an invariant unstable multicone. Note that S(A) cannot contain any parabolic elements, since in this case the neighbourhood (or its complement) cannot be invariant.
We may, by Proposition 2.2, assume that for some M ∈ N the tuple A h = (A 1 , . . . , A M ) has a strongly invariant multicone C and A e = (A M +1 , . . . , A N ) is such that
By the invariance of V and since S(A) does not contain parabolic element, every A ∈ S(A) is diagonalisable. So in the first case, for any
In the second case similarly, |λ s (
Moreover, by Lemma 3.10, there exists a constant C > 0 such that for every A ∈ S(A) \ S(A e )
and |λ u (A)| = A for A ∈ S(A e ) trivially. Hence, the Bernoulli measure λ obtained from the probability vector
Let us then show that (1) implies (2) . We may assume without loss of generality that A is reducible with common subspace V . Moreover, let us assume that neither any ε-neighbourhood of V nor the closures of the complements are invariant unstable multicone. Our goal is to show that the only remaining possibility, A is strongly conformal, holds.
By reducibility, after a change of basis, every A i ∈ S(A) has the form 
for all n ∈ N. This is a contradiction since µ was assumed to be a Gibbs-type measure for Φ s . Thus, S(A) does not contain any parabolic element.
The common subspace V and the fact that S(A) does not contain parabolic element implies that all the matrices in A are diagonalisable. Since neither any ε-neighbourhood of V nor the closures of the complements are invariant unstable multicones, then either |a k | = |c k | and b k = 0 for every k ∈ {1, . . . , N } (which implies that A is strongly conformal) or there exist i = j such that |a i | < |c i | and
for all n ∈ N, and similarly, if µ = µ c , then
for all n ∈ N. Since both inequalities lead to a contradiction, it follows that A must be strongly conformal.
Proof of Proposition 2.7. Let us first show that (2) implies (1). If
A is reducible, then the statement follows directly from Lemma 4.3. If A is strongly conformal, then the statement is straightforward. Let us then show that (1) implies (2). Let us contrarily assume that µ is a Bernoulli measure, A is irreducible, and not strongly conformal. By Lemma 4.4, µ is a Gibbs-type measure for Φ s , that is, there exists a constant C > 0 such that
for all i ∈ Σ n and n ∈ N. Since µ is a Bernoulli measure and A is not strongly conformal, Theorem 2.1 implies that A has an invariant unstable multicone C and S(A) does not contain any parabolic element. We may, by Proposition 2.2, assume that for some M ∈ N the tuple A h = (A 1 , . . . , A M ) has a strongly invariant multicone C and A e = (A M +1 , . . . , A N ) is strongly conformal with A i C = C for all i ∈ {M + 1, . . . , N }. By (4.1) and the Bernoulli property of µ,
for all i ∈ Σ * and n ∈ N. Thus, by letting n → ∞, we see that
for all i ∈ Σ * \ k∈N {M + 1, . . . , N } k . Since µ is a Bernoulli measure, we see that |λ u (A ij )| = |λ u (A i )λ u (A j )| for any two i, j ∈ Σ * k∈N \{M + 1, . . . , N } k . Thus Lemma 4.2 implies that there exists a subspace V such that u(
Without loss of generality, we may assume that we are in the first case.
, which implies that A j V = V . Thus, V is an invariant subspace for A. This contradicts the irreducibility assumption.
Let us next prove the theorems. For the existence of the function in the statement (4) of Theorem 2.8 we need the following lemma.
Lemma 4.5. Let A ⊂ GL 2 (R) be a finite set such that A = A h ∪A e , where A e is strongly conformal and A h = ∅ has a strongly invariant multicone C such that AC = C for all A ∈ A e . Let m be the Haar measure generated by A e normalised on C. Then for every i ∈ Σ there exists a probability measure ν i on C such that
there is n 0 ∈ N such that i n ∈ {M + 1, . . . , N } for all n > n 0 }. 
and there exists a unique
→ R be a continuous function. Since RP 1 is compact, for every ε > 0 there exists r > 0 such that for every V, W ∈ with d(V, W ) < r, |g(V ) − g(W )| < ε. Thus, by choosing n sufficiently large so that diam(A i 1 j 1 · · · A injn (C)) < r, we have
Hence, lim n→∞ (A i|n ) * m exists and equals to δ V (i) .
On the other hand, if i ∈ Υ, then clearly lim n→∞ (A i|n ) * m = (A i| k ) * m, where k is the smallest n 0 satisfying the condition in (4.3).
Proof of Theorem 2.8. The equivalence of (2) and (3) follows directly from Corollary 2.5. By Lemma 4.4, the equilibrium state µ is unique and a Gibbs-type measure for Φ s . Thus, also (1) and (2) can be immediately seen to be equivalent.
Let us show that (4) implies (1). Plugging (4) into (2.3), we see that
holds for every i ∈ Σ, from which the quasi-Bernoulli property clearly follows. It remains to show that (3) implies (4). By Lemma 4.5, ν i = lim n→∞ (A i|n ) * m exists for every i ∈ Σ. Define f : Σ → R by setting
for all i ∈ Σ. Clearly,
}}. LetΣ and Υ be as in (4.2) and (4.3), respectively. Since µ is fully supported, µ(Υ) = 0 andΣ has full µ measure. Furthermore, every i ∈Σ satisfies
as n → ∞. Therefore, for µ-almost every i and for any sequence (j n ) n∈N converging to i and sufficiently large n,
which converges to 0 as n → ∞. Note that
for every n ∈ N and i ∈ Σ. By Lemma 3.10, there exists κ > 0 such that A i|n ≥ A i|n |V ≥ κ A i|n for all V ∈ C. Therefore, (4) follows.
The following lemma, which we refer to as the three matrices lemma, is the key observation in the proof of Theorem 2.9. 3 is such that A 3 = cI for some c ∈ R \ {0} and (A 1 , A 2 ) is irreducible and dominated, then for every Hölder continuous potential f : {1, 2, 3} N → R and every C > 0 there exists i ∈ {1, 2, 3} N and n ∈ N such that
The proof of the lemma takes several pages. Trying not to disrupt the flow of the proofs in this section, we have postponed it into §5.
Proof of Theorem 2.9. By Lemma 4.4, the equilibrium state µ is unique and a Gibbs-type measure for Φ s . Taking the potential f in (3), it is clear that µ is Gibbs for the potential sf . On the other hand, if µ is Gibbs for the potential g then 
A i|n (C) and f (i) = log A i| 1 |V (σi) (4.4) for all i ∈ Σ. Moreover, by Lemma 3.10, there is a constant C > 0 such that
for all i ∈ Σ and m ∈ N. On the other hand, if A is strongly conformal then, by choosing f (i) = 1 2 log | det(A i| 1 )|, the claimed properties follow. It remains to show that (3) implies (2) . Let us assume contrarily that there exist a constant C > 0 and a Hölder-continuous function f such that
for all i ∈ Σ, A does not have strongly invariant multicone, and A is not strongly conformal. Thus, by Theorem 2.8, A can be decomposed into A h = ∅ and strongly conformal set A e = ∅ such that A h has strongly invariant multicone C and AC = C for every A ∈ A e . As usual, let A h = {A 1 , . . . , A M } and A e = {A M +1 , . . . , A N }. The equilibrium state µ is a quasi-Bernoulli measure. Recall that, by Proposition 2.2, {| det(A)| −1/2 A : A ∈ S(A e )} is finite. Hence, there exists A j ∈ S(A e ) such that A j = cI. Since A h is non-empty and A is irreducible, X u (A) and X s (A) contain at least two points each. Then there exist four proximal matrices A i 1 , A i 2 , A i 3 , A i 4 ∈ S(A) such that u(A i 1 ) = u(A i 2 ) and s(A i 3 ) = s(A i 4 ). Taking q > 0 sufficiently large we have that
for all m ∈ N and i ∈ Γ, where σ denotes the left-shift operator on Γ. Since this contradicts Lemma 4.6, we have finished the proof.
The three matrices lemma
In this section, we prove Lemma 4.6. Throughout the section, we assume that A = (A 1 , A 2 , A 3 ) ∈ GL 2 (R) 3 is such that A 3 = cI for some c ∈ R \ {0}, and (A 1 , A 2 ) is irreducible and has a strongly invariant multicone C. Note that there exists a multicone C 0 ⊂ C o such that A i C ⊂ C 0 for i = 1, 2. Without loss of generality, by multiplying the matrix triple A by c −1 , we may assume that c = 1. This does not affect on the existence of a Hölder continuous potential.
For simplicity, let us denote Σ = {1, 2, 3} N and Γ = {1, 2} N . Let the Borel σ-algebras of Σ and Γ be B Σ and B Γ , respectively. As in (4.3), let Υ = ∞ n=0 i∈Σn {i3 ∞ } ⊂ Σ be the countable set of infinite words whose tail consists only 3's, and defineΣ = Σ \ Υ. Notice that each i ∈Σ can be written in the form i = 3 k 1 i 1 3 k 2 i 2 · · · , where k i ∈ N ∪ {0} and i k ∈ {1, 2} for all k ∈ N. Relying on this representation, let us define a function κ :Σ → Γ by setting
for all i ∈Σ. The definition of κ can be naturally extended to Σ * by κ(3
Observe that κ −1 (C) is a countable union of cylinder sets in Σ for every cylinder set C in Γ. Thus κ : (Σ, B Σ ) → (Γ, B Γ ) is measurable. With a slight abuse of notation, we denote both left-shift operators on Σ and Γ by σ. Finally, let us observe that
Let µ h be the unique ergodic Gibbs measure on Γ for the Hölder continuous potential h :
Lemma 3.10 implies
for all i ∈ Γ and m ∈ N. Let us assume contrarily that the statement of Lemma 4.6 fails. This means that there is a Hölder continuous potential f : Σ → R and a constant C > 0 such that
for all n ∈ N and i ∈ Σ. Our goal is to show that in this case the Gibbs measure µ h is a Bernoulli measure. By Proposition 2.7, as the tuple (A 1 , A 2 ) is irreducible and contains only proximal matrices, this is a contradiction. We will show this after some auxiliary lemmas. The proof of the following lemma follows easily from the definition of κ and the domination of the tuple (A 1 , A 2 ), and we leave it to the reader.
Lemma 5.1. There exists C > 0 such that
for all i ∈Σ and n ∈ N.
Let f be the Hölder continuous potential in (5.2) and let µ f be the unique ergodic Gibbs measure for the potential f on Σ. By the definition of the pressure and (5.2), we have
Let us denote the common quantity by Q. Then by the definition of Gibbs measures (2.2), there exists a constant C > 0 such that
for every i ∈ Σ. Let us write R = lim
By a simple calculation, recalling that A 3 = I, we see that Since for every ε > 0 there exists a constant K > 0 such that
for every ℓ ∈ N, we see that log(1 + e R−ε ) ≤ Q ≤ log(1 + e R+ε ). Since ε > 0 was arbitrary, we get Q = log(1 + e R ). By [12, Theorem 1.7 and the proof of Theorem 1.16], there exist unique functions ψ f : Σ → R and φ h : Γ → R (i.e. eigenfunctions) and unique probability measures ν f on Σ and ν h on Γ (i.e. eigenmeasures) such that for all i ∈ Σ * and notice that for all i ∈ Σ * . Thus, by Kolmogorov's extension theorem, η can be extended to a probability measure on (Σ, B Σ ). We shall denote the extension by η too. The following lemma shows that η is ergodic.
Lemma 5.2. The measure η is σ-invariant and mixing on Σ.
Proof. Since µ h is σ-invariant, the proof of σ-invariance of η is similar to (5.7), and therefore, we omit it. To prove that η is mixing, it is sufficient to show that Since ε > 0 was arbitrary, the definition of η finishes proof. 
