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ABSTRACT
BRIDGING THE GAP BETWEEN AUTONOMOUS
SKILL LEARNING AND TASK-SPECIFIC PLANNING
FEBRUARY 2013
SHIRAJ SEN
B.Sc., INDIAN INSTITUTE OF TECHNOLOGY KHARAGPUR
M.Sc., INDIAN INSTITUTE OF TECHNOLOGY KHARAGPUR
M.Sc., UNIVERSITY OF MASSACHUSETTS AMHERST
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor Roderic Grupen
Skill acquisition and task specific planning are essential components of any robot
system, yet they have long been studied in isolation. This, I contend, is due to the
lack of a common representational framework. I present a holistic approach to plan-
ning robot behavior, using previously acquired skills to represent control knowledge
(and objects) directly, and to use this background knowledge to build plans in the
space of control actions.
Actions in this framework are closed-loop controllers constructed from combina-
tions of sensors, effectors, and potential functions. I will show how robots can use
reinforcement learning techniques to acquire sensorimotor programs (skills). The
agent then builds a functional model of its interactions with the world as distribu-
tions over the acquired skills. In addition, I present two planning algorithms that can
vii
reason about a task using the functional models. These algorithms are then applied
to a variety of tasks such as object recognition and object manipulation to achieve
its objective on two different robot platforms.
viii
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CHAPTER 1
INTRODUCTION
Humans interacting with their environment show a remarkable amount of dexter-
ity. Humans do not have a single solution to a particular problem; rather over time,
develop a suite of alternate solutions that can achieve the same task. Dexterity can
be defined as the “ability to find a motor solution for any external situation, that is,
to adequately solve any emerging motor problem correctly, quickly, rationally, and
resourcefully” [8]. Bernstein argued that dexterity lies not in the motor act itself, but
is revealed by its interaction with the changing external conditions, with uncontrolled
and unpredictable influences from the environment.
Dexterity requires quickness of wits (noticing the environment has changed),
quickness of resolution (quickly finding a solution), and qualitative quickness of move-
ments. This requires an agent to be able to anticipate (have forward models) the effect
of its actions and be able to react accordingly to achieve its objective. Robotics re-
searchers working on dexterous robots usually focus their attention on only one aspect
of the problem, rather then considering a holistic approach to the problem of achiev-
ing dexterous mobility and manipulation in robots. This dissertation is an attempt
towards achieving dexterous behavior in robots. I build upon the work of Stephen
Hart of learning skills autonomously by an intrinsically motivated agent [44] to show
how robots can organize its knowledge about the dynamics of the world in a manner
that supports high-level reasoning and knowledge re-use. I will show how agents can
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act in the presence of uncertainty to quickly come up with multiple competing motor
solutions that achieve its objective.
1.1 Representation for Planning and Control
An intelligent agent must reason about its own sensorimotor skills, and about the
relationship between these skills and goals under run-time conditions. This requires
the agent to represent knowledge about its interactions with the world in a man-
ner that supports reasoning. Since the early 1970s, the AI and robotics community
has been concerned with the design of efficient representations for automated robot
control. However, most of these representations tend to tackle only one part of the
problem—making either the control or planning problem easier.
One solution to the hybrid planning and reactive control problem is to adopt
a two-level model: at the upper level, a planner sequences a set of subgoals to be
achieved based on the available knowledge and the task at hand; at the lower level,
a controller achieves these goals while dealing with the environmental contingencies
(e.g., [36, 3]). The controller must be able to satisfy planned goals to the highest de-
gree possible while trading off between multiple low-level goals (e.g., avoid joint limits
and collision). It is, however, a challenge to develop a complex controller that juggles
goals at both levels—the two control problems are treated as if they are uncoupled
when that is clearly not the case.
Frustrated by such problems, many researchers are exploring other techniques for
generating intelligent behavior without explicit representations of the kind used in
symbolic AI. One of the most influential examples is the work of Brooks who outlined
an approach to building robots based on the subsumption architecture [11, 12, 13].
Brooks stated that intelligence is an emergent property of certain complex systems
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and can be generated without explicit representations and abstract reasoning. He
stated that ‘real’ intelligence is situated in the world, and not in disembodied systems
such as theorem provers or expert systems. In this proposition, intelligent behavior
arises as a result of the agent’s interaction with the environment and not based on
some prior logic provided by a third party. This is also the basis for the knowledge
structure and representation that I am presenting. The knowledge accumulated by the
robot is not based on prior models constructed by third party knowledge engineers. It
is based on models of the environment learned by the robot by direct interaction with
the world. The model learned thus establishes only those aspects of the world that
support controllable chains of inference. This naturally structures problem solving by
ignoring parts of the state space that are not relevant to the robot or are expensive
or difficult to discern. In Chapter 3, I present a knowledge representation grounded
in robot’s own interactions with the world combined with a control framework that
supports multi-objective control.
1.2 Real World Planning
Planning has been closely related to the implementation of artificial agents since
the birth of AI. It has been long understood that an intelligent agent needs to have
some way of automatically designing a course of action that achieves its objective.
Over the years, increasingly sophisticated planning algorithms have been developed
for motion and manipulation planning. LaValle [70] and Ghallab et al. [38] present a
comprehensive survey of the various planning techniques that have been developed for
planning under uncertainty for both real and simulated worlds. Despite the immense
volume of work, most researchers would accept that the problem is not solved. The
underlying problem seems to be the expressiveness and precision of forward models
in robotics as well as the complexity of searching a very high dimensional state space
3
efficiently.
The classical planning problem of finding a finite sequence of actions that will
transform a given initial state to a state that satisfies a goal specification, is com-
putationally difficult. In the traditional context, in which actions are represented
using the STRIPS representation and the initial and goal spaces are specified as
lists of literals, even restricted versions of the planning problem are known to be
PSPACE-complete [32]. Although the complexity bounds sound disheartening, the
worst case hardness result does not mean that computing plans is impossible. This
is because many domains offer additional structure that can ease planning difficulties.
The focus of research on planning is often the design of efficient algorithms for use
in structured domains that encode only the essential features. A lot of effort has been
put into constructing implicit encodings of problems in the hope that the entire state
space does not need to be explored to solve the problem. By assuming a task-specific
representation, general-purpose planning algorithms have been designed and proved
to be correct and complete in some cases [33, 17]. Logic frameworks are popular for
constructing such representations, since they can represent certain kinds of planning
problems very compactly. Also, the resulting representation is rational in that it
produces outputs and explanations. Although these systems represent a significant
technical breakthrough, the logic framework is severely limiting when applied to the
real world. For example, these representations do not address the possibility that
complete state knowledge about the world might not be available to the agent. Thus,
it isn’t possible to plan a complete sequence of actions from the present state to the
goal in advance. Moreover, the world can change independently of actions taken by
the agent, or there can be many situations when the planning agent isn’t completely
certain about the state of the world. A planner needs to adapt to run time feedback
4
by taking task directed exploratory actions that yield better predictions and improve
planning performance while contributing simultaneously to improved forward models.
1.3 Contributions
This dissertation makes two main independent contributions to the field of robotics.
A third contribution arises from collaborative work with others in the Laboratory for
Perceptual Robotics (LPR) related to autonomous skill acquisition and demonstra-
tions of empirically derived knowledge from these skills.
• Skill-based Representation : I present a functional representation for organizing
a robot’s knowledge about its environment in terms of its interaction statistics.
The representation utilizes a uniform description of state, which is not specific
to a particular task; it is domain general and applicable over a wide variety of
tasks. Actions in this framework are closed-loop controllers constructed from
combinations of sensors, effectors, and potential functions. In earlier work,
Hart [44] showed that sensorimotor programs (schemas) can be acquired using
intrinsically motivated reinforcement learning [4].
I will show how a robot can utilize this uniform state representation to learn
probabilistic models of its environment. The models capture the functional
description of the environment as spatial and temporal distributions over the
state of acquired skills. While the presented representation is rather general,
my work will concentrate on models pertaining to rigid objects. Chapter 3 will
show how such a model can be learned and used for various tasks such as object
recognition and manipulation.
• Task-specific Planning : I will present two algorithms for planning in the space of
control actions, supported by the functional object models. Chapter 4 presents
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a planner that uses an information theoretic metric for planning tasks. However,
the tasks that such a planner can perform is limited to those where the goal is to
reduce uncertainty over state (For example, object recognition), as opposed to
achieving a particular goal state. Chapter 5 presents a planner that alleviates
this problem by allowing both recognition and goal state achievement tasks.
I will show how a planner, in the presence of partial state information, can
interact with the world in a task directed manner that leads to the discovery of
control knowledge and dynamics of the world and concurrently uses the gained
knowledge to make progress towards the goal.
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CHAPTER 2
BACKGROUND
This chapter presents a survey of various representations that have been presented
in the literature for skill learning and planning. We conclude with a description of
our representational foundation for states and actions that will be used for model-
ing control knowledge and allows for seamless integration of probabilistic planning
schemes with low level controllers.
2.1 Knowledge Representation
The problem of integrating low-level controllers with high-level planners intro-
duces significant representation difficulties. This is because the requirements of con-
trollers are different from those of traditional planners. Traditional closed loop con-
trollers require high-bandwidth access to feedback from the environment. Deliber-
ating about the outcomes of an action requires representing these possible outcomes
and simulating their effects under run-time conditions. In practice, this is impossible
for two reasons. First, all the information necessary for an accurate simulation may
not be available. In real environments, many parameters are unknown or hidden and
are not under the agent’s control. Second, even if the robot has access to complete
information for simulation, it might be so computationally expensive that the real
world may change faster than that of the simulation. As a consequence, representa-
tions for planning often rely on a level of abstraction that is incompatible with the
high-fidelity, high-bandwidth feedback required for control. In the next few subsec-
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tions, I will present an overview of various representations that have been developed
for performing planning and control.
2.1.1 Logic Based Representation
Logic based representations have been used in robotics and AI to represent plan-
ning and control problems. The first application of planning, in fact, was robot
control: the STRIPS [33] was used to generate plans, i.e., sequences of abstract high
level actions for the robot SHAKEY [82]. STRIPS takes a symbolic description of the
world and the desired goal state, a set of action descriptions that include the initial
and final conditions associated with an action, and then attempts to find a sequence
of actions that will achieve the goal. The algorithm uses a rather simple means-ends
analysis, which involves matching the post-conditions of an action against the desired
goal.
Sacerdoti [94] represented the problem domain as a hierarchy of abstractions in
which successively finer levels of detail are added to an abstract plan. The planner
achieves significant increases in performance by first searching for a solution in the
most abstract level of problem description, a simplified view of the problem space in
which unimportant details are ignored. He further showed how the same logical rep-
resentation can capture the essential non-linear nature of plans [95] by representing
a plan as a partial ordering of actions in time. By avoiding premature commitments
to a particular order for achieving the subgoals, this representation can easily and
directly deal with problems that are otherwise very difficult to solve. However, as it
turned out, it is difficult to transform abstract actions into motor controllers flexible
enough to meet the goals of the abstract action given partial information and uncer-
tainty in the real world implementation.
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Saffiotti et al. [96] presented an approach for integrating planning and control
based on control schemas that link physical movements to abstract action descrip-
tions. Their approach is focussed on performing planning using the framework of
multi-valued logic. Multi-valued logic can be viewed as logic of graded preference,
where the truth value of a proposition P in a world can be interpreted as the util-
ity, or desirability, of being in that world from the point of view of P . It represents
degrees of truth on a numeric scale, thus providing an ideal framework to merge
planning, typically expressed in symbolic terms, with control, typically expressed in
numeric terms. They start from the definition of basic units of control that map each
state to a measure of preference (or desirability function) over the space of all possi-
ble commands. The idea here is that different commands can generate, to a greater
or a lesser extent, the same type of movement. Control schemas are composed by
combining the corresponding desirability functions via the operators of multi-valued
logic. These control schemas were then “lifted” to the level of abstract actions in an
environment that can be used by a planner. Here, they used two key notions: that of
“embedding” in the environment, by anchoring the agents internal state (used by the
control schemas) to external objects (used by the planner) through perception, and
contextual structure provided by the circumstances of execution. A control schema,
together with a set of object descriptors and a contextual condition, is packaged into a
behavior. Behaviors play the role of situated actions: they indicate which movements
should be performed under what circumstances and with respect to which objects—
bridging the gap between abstract action descriptions and physical control. Saffiotti
and his colleagues showed how this logical representation can be used for automatic
planning of complex behavior.
A robot that uses logical reasoning can sound highly compelling, since all the
agent will then require is a representation of the knowledge expressed in logic and a
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theorem prover as part of the problem-solver. However as Wooldridge [118] points
out, to build an autonomous robot with such capabilities, two important problems
need to be solved:
• The transduction problem: Translating the real world into an accurate and
adequate symbolic representation.
• The representation/reasoning problem: How to represent information about
complex real-world entities and processes symbolically, and how to reason based
on partial information.
The failure to find solutions to these problems led to development of control tech-
niques that don’t depend on logical representations meant specifically for planning.
2.1.2 Configuration Space Representation
One of the most widely used representation for performing planning and control
is to represent the problem in the configuration space (C-space)—the space of all pos-
sible configurations of the robot. The planning problem then reduces to finding a
solution in this space from the start state to the goal state.
Lozano-Pe´rez, Mason, and Taylor presented the preimage planning framework [75]
to address manipulation planning problems in configuration space with bounded un-
certainty. The most popular method within the preimage planning framework involves
performing a backward search from the goal until it reaches the starting state. Al-
though this sounds simple enough, the set of possible motion commands is infinite.
Erdmann [31] showed that the preimage in general cannot be computed by any al-
gorithm. It was later shown that the 3D version of preimage planning, in which the
obstacles are polyhedral is NEXPTIME-hard [16].
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This has caused research in this area to shift from exact, complete algorithms
to sampling-based algorithms, such as Rapidly-exploring Random Trees (RRT) [69],
that can rapidly find a feasible solution at the expense of completeness. However,
these algorithms (RRT-Connect [65], Multipartite RRT [120]) waste a lot of their
computational resources by randomly sampling a part of the state space that might
not be relevant to the task. RRTs have been used extensively for various motion plan-
ning tasks for humanoids [64] and aerial-robots [61]. Miyazawa [77] used RRTs to
accelerate planning the motion of fingertips for graspless manipulation. Zucker [120]
presented a variant of the algorithm called Multipartite RRT (MP-RRT) that sup-
ported planning in unknown or dynamic environments. The algorithm combined the
strengths of RRT with a biased sampling distribution and showed how branches from
previous planning iterations can be used to re-plan quickly in dynamic environments.
All these approaches were however constrained by the fact that the goal and initial
state needed to be in the configuration space of the robot. Diankov [25] presented
a planning algorithm called BiSpace that could plan in complex, high-dimensional
spaces by simultaneously exploring multiple spaces (e.g., Cartesian and configuration
space). Lately, this framework has been extended to handle a variety of constraints
in manipulation planning including constraints on the pose of an object held by a
robot, or constraints for following workspace surfaces [7].
Burridge et al. [14] showed how feedback motion planning can be considered as a
sequential composition of locally valid feedback policies, or funnels, which takes an
agent with a broad set of initial conditions to the goal region. The weakness of this
approach was the difficulty of computing the region of applicability, or preimage, for a
controller. Tedrake combined convex optimization-based techniques with randomized
sampling of state space to create sequences of stabilizing controllers that probabilis-
tically covers the reachable area of a state space ensuring that the goal state can be
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reached from all initial conditions [108].
All these techniques reduce the problem of planning and control to a configuration
space problem and search for a solution in that space. It is however a challenge to
represent information about the world and task exclusively in configuration space.
2.1.3 Representation Free Planning and Control
Brooks [11, 13] proposed a reactive approach to robot control without explicit
representations. He decomposed the problem into layers corresponding to levels of
behavior. Within this setting, he introduced the idea of subsumption wherein the
goals of higher-level layers subsume the roles of the lower, more reactive layers when
they wish to take control. This approach employs neural mechanisms of inhibition
and suppression to construct behavior as the structured interaction between prim-
itive behaviors. Layers are able to substitute (suppress) the inputs to other layers
and to remove (inhibit) the output from lower layers. The resulting architecture was
one that could simultaneously make progress toward multiple, potentially conflicting
goals in a reactive fashion, while giving precedence to higher priority goals. The
ability of the robot to achieve its high level goal while still attending to its low level
goals crucially depends on the programming of the interface. Brooks was successful
in building robots for exploration, foraging and tracking using the above approach.
However, subsumption-based robots cannot perform tasks requiring means-end rea-
soning. This is because the knowledge required for deliberation is not explicitly stored
in the various layers. The focus of this approach is directed towards achieving robust
behavior instead of correct or optimal behavior. Even then, the robustness depends
critically on coefficients of inhibition and suppression.
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From the above discussion, it is evident that none of the above representations
allows a robot to seamlessly learn from interaction and plan using the learned mod-
els. The configuration space representation is good for geometric, non-contact based
planning and control. On the other hand, logical representation provides powerful
mechanisms for planning, but none for perception and autonomous learning. These
challenges have led lately to the development of a representation that doesn’t adhere
to just logic or configuration. Instead of modeling the actions of the robot, it models
the logic of discrete events generated by closed-loop control interactions (dynamical
systems) in the context of partially observable systems and segments objects in the
world in terms of the actions they support or afford. This functional representation
has its roots in cognitive psychology and also provides the inspiration for the rep-
resentation that I am presenting. The next section presents a survey of functional
representations.
2.2 Functional Representation
Psychologist J. J. Gibson introduced the term affordance as “all action possibil-
ities latent in the environment” [39]. He suggested that affordances are objectively
measurable in relation to the actor and therefore dependent on their capabilities.
Gibson presented an interactionist view of perception and action that focussed on
the information that is available in the environment. According to this framework,
entities surrounding an actor become useful objects by virtue of the actions that the
actor can apply to them. The term affordance refers to the property of the environ-
ment that leads to a specific kind of interaction. It describes the attributes of an
environment that support abilities/skills in the agent.
Following the formulation of the theory of affordances, there has been a lot of work
done by the Ecological Psychology community that aimed at showing that humans
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can perceive whether a specific action can be executed successfully in the environment.
The hypothesis was that humans do not necessarily perceive objects (For example,
box, stairs, ball), but the action possibilities (For example, liftable, climbable, throw-
able) in the world. Although the number of objects in the world can be infinite, the
number of possible interactions is limited and is dependent upon the perceptual and
motor capabilities of the human.
Warren’s stair-climbing experiments [116] showed that organisms perceive their
environment in terms of intrinsic or body-scaled metrics, not in absolute or global
dimensions. He computed a constant, called pi proportions, that depend on specific
properties of the organism-environment system. For example, a human’s judgement
of whether he can climb a stair step is not determined by the global dimensions of
the height of the stair step, but by its ratio to his leg-length. Oudejans et al.’s [86]
study of street-crossing behavior and perception of critical time-gap for safe crossing
shows that not only static properties of the organism, but also its dynamic state is
important when deciding on actions.
Representing knowledge about the world in terms of affordances provides a pow-
erful and computationally efficient way for an agent to encode its experiences. The
use of affordances within autonomous robotics is mostly confined to behavior-based
control, and their use in deliberation remains a largely unexplored area. This is not a
coincidence, but indeed a consequence of the shortcomings in Gibson’s theory. Gibson
didn’t view affordances as a representational unit that can be used by computational
processes. Since the formulation of the theory of affordances by Gibson [39], a great
deal of work has been done to formalize this concept in a manner that can be modeled
computationally. Specifically, Stoytchev [106, 105] and Fitzpatrick [34] showed that
affordance learning can be used to differentiate objects in the course of interaction
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with the environment. Stoytchev’s and Fitzpatrick’s work uses affordance as a higher
level concept that a developing cognitive agent learns about by interacting with ob-
jects in the environment. Montesano et al. [78] presented an affordance based model
using Bayesian networks that linked actions and their effects to object features. In
the next two subsections, I present a summary of two state-of-the-art projects that
uses an affordance based representation for planning and control.
2.2.1 MACS - Affordance Inspired Robot Control
The MACS (Multi-Sensory Autonomous Cognitive Systems) project [97] presented
an affordance based robot control architecture that can be used for both learning [26]
and planning [73]. In their formalization, an affordance is an acquired relation be-
tween a certain effect and an (entity, behavior) tuple, such that when the agent applies
the behavior on the entity, the effect is generated. Here the entity and effect descriptors
are high dimensional features whose relationship through a pre-programmed discrete
action is learned by the agent. Furthermore, they show that given a symbolic de-
scription of entity-action-effects, one can use standard propositional logic planner for
reasoning. Though their research shows the benefits of using affordance based rep-
resentation for planning and how such affordances can be learned, high-dimensional
features employed to learn the relationships between the entity and effects are dis-
connected from the symbolic representations of actions and effects used for planning.
2.2.2 Object Action Complexes
Geib et al. [37] proposed a solution to the representational discontinuity by pairing
actions and objects in a single representation that captures high-level action repre-
sentations in terms of low-level control representations. This approach supports both
learning behavior and reasoning about them. In the simplest case, the system has sen-
sors, Σ = {σ1, σ2, . . . , σn} where each sensor σi returns an observation obs(σi) about
some aspect of the world. The execution of a robot-level motor program may cause
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changes to the world that can be observed through subsequent sensing. However,
in reality, the full spectrum of effects caused by an action depends, in general, on
aspects of the environment that can be outside the scope of the sensed information.
Furthermore, each motor program can be executed on only a subset of objects in the
world. They assume that the robot does not initially know about any objects and
thus can’t execute any motor programs. Instead the robot has a set of basic reflex
actions that aren’t dependent on particular objects and can be used as an initial
means of exploring the world.
The planning level representation is based on a set of fluents, f1, f2, . . . , fm : first-
order predicates and functions that denote particular qualities of the world, robot and
objects. Fluents represent high-level (possibly abstract) counterparts of some of the
properties that the robot is capable of sensing. In particular, the value of a fluent is
a function of the observations returned by the sensor set, i.e., fi = Γi(Σ). Typically,
each fluent depends on a subset of the sensor observations and not every sensor maps
to a fluent. Fluents can also be parameterized by high-level versions of the objects
known at the robot level. A state is a snapshot of the values of all instantiated fluents
at some point during the execution of the system. States represent a point of inter-
section between the low-level and high-level representations, since states are induced
from a set of sensor observations and the corresponding sensor/fluent mappings (Γi).
It is however not at all evident as to how a robot can come up with a necessary set
of fluents autonomously.
Given a state description in terms of fluents, the robot can observe a small portion
of the world’s state space (an object) and notice how it changes with the application
of a motor program. This one instance of interaction is called the instantiated state
transition fragment (ISTF). Given, multiple instances of these, the robot learns struc-
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tures referred to as object-action complexes, which are similar to ISTFs, but contain
only the relevant instantiated state information needed to predict the applicability of
an action and its effects, with all irrelevant information pruned away. Such a knowl-
edge structure can then be used as a forward model for planning.
As is evident from the above two case studies, although affordance-based repre-
sentation can be used for learning effects of actions as well as planning, there exists
no knowledge representation that combines both these aspects seamlessly. One of
the main contributions of this dissertation is the development of a representation
that lets a robot accumulate control knowledge by direct interaction with the world.
I present a methodology that extracts symbolic knowledge structures directly from
interaction statistics. The representation allows objects in the world to be described
not in terms of high dimensional features but instead, in terms of the set of actions
that the object affords. In the next section, I describe our representational basis for
learning environmental models and planning.
2.3 Representational Foundations
Our computational representation of knowledge is based on a framework called the
control basis [48] that makes use of low-level controllers and their dynamics to learn
robot specific knowledge structures. The control basis is a discrete, combinatorial
basis for multi-objective control that is derived directly from the sensory, motor, and
computational embodiment of an autonomous robot. These combinatorics provide
a definition for action that is useful for organizing knowledge into structures that
facilitates knowledge and transfer.
The control basis framework was originally introduced by Huber and Grupen as
a means for robot systems to explore the combinatorics of sensory and motor control
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circuits in an autonomous learning framework [50, 51, 49]. Primitive actions in the
control basis are combinations of potential functions, sensory, and motor resources
defined by three finite sets:
• Φ is a set of artificial potential functions,
• Σ is a set of feedback entities that can be computed by applying operators to
sensory signals, and
• T is a set of motor units.
Potential functions φ ∈ Φ are scalar navigation functions whose gradients lead
asymptotically to fixed points. Artificial potential functions have been widely adopted
for solving a number of path planning problems in robotics [21, 59, 60]. However,
one of the greatest difficulties in using potential fields for robot control is satisfy-
ing the condition of a unique minimum. Rimon and Koditschek defined a class of
navigation functions that had many desirable properties for an artificial potential
used for robot control [62]. In addition to having a unique minimum at the goal
configuration, these functions are continuously differentiable, have a finite gradient
at all points, and have a non-singular Hessian at all critical points (a Morse function).
The potential functions used in our work are constructed so as to be navigation
functions [62] ensuring that they are provably asymptotically stable on the domain in
which they are defined. Examples of such functions include quadratic functions and
solutions of Laplace’s equation. The scalar potential can be viewed as a measure of
the strain in the system between an observed situation and goal specified by percepts
in Σ. The gradient of the potential function acts as a virtual force that decreases the
distance between the present state of the system and a reference condition. Novel
potential fields have been used in the past to avoid joint range limits [41] and form
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grasps that fulfill force closure objectives [19, 53].
Feedback entities σ ⊆ Σ are continuous functions in space and/or time that
are published by sensors. The feedback entities can be a single feature of a single
signal, it can refer to sets of such features describing composite kinematic structures
and Cartesian features, or it can be temporal features depending on the history of
observations. For example, a contact load cell on the fingertip of a robot hand may
produce Cartesian contact position, and six axes of force and moment information
of loads applied to the fingertip. Similarly, homogenous regions in a 3D point cloud
signal can be used to locate features of various shapes in space and time.
Motor units t ∈ T are embedded controllers for actuating independent degrees
of freedom in the robot. A motor unit consists of an equilibrium setpoint controller on
a single degree of freedom that accepts a reference value uτ . Higher-level controllers
submit patterns of real-valued references uτ to synergies of motor units, τ ⊆ T . These
references are used by higher-level controllers to descend the gradient of a potential
function and achieve its objective.
Definition 1 (Controller). Let c(φ, σ, τ), where φ ∈ Φ, σ ⊆ Σ, and τ ⊆ T define a
controller in the control basis.
Primitive closed-loop controllers achieve their objective by following gradients in
the scalar potential function φ(σ) with respect to changes in the value of the motor
variables uτ as captured in the error Jacobian
J =
δφ(σ)
δuτ
. (2.1)
Reference inputs to lower-level motor units are computed by
∆uτ = κJ
#∆φ(σ), (2.2)
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where J# is the pseudoinverse of J [79], ∆φ(σ) = φ(σref ) − φ(σact), the difference
between reference and actual potential, and κ is a small positive gain.
The combinations of potentials Φ, and resources, Σ and T (given by the set
Φ×Σ×T ) defines all primitive closed-loop actions a ∈ A that the robot can employ.
In this work, we use the shorthand notations c or φστ to describe closed loop controllers.
2.3.1 Multi-objective Control
Multi-objective control actions are constructed by concurrently executing con-
trol primitives where subordinate controllers can be executed without destructively
interfering with the primary controllers. Concurrency is achieved by projecting sub-
ordinate actions into the nullspace of superior actions [80]. If c1 = (φ1, σ1, τ1) and
c2 = (φ2, σ2, τ2) are control actions that employ the same effector resources τ , then
c2 / c1 (read “c2 subject-to c1”) denotes the linear projection
∆uτ = κ1J
#
1 ∆φ1(σ1) +
[
I − J#1 J1
]
κ2J
#
2 ∆φ2(σ2), (2.3)
where,
[
I − J#1 J1
]
represents the null space of controller c1. This prioritized mapping
assures that inferior control inputs do not destructively interfere with superior objec-
tives. The projection operation in Equation 2.3 can be extended to n-fold concurrency
relations [80] with different motor unit sets.
2.3.2 Controller State
The time history (trajectory) of a dynamical system provides a highly informative
basis for uncovering the parameters of the underlying stochastic process (Baum-Welch
algorithm for HMMs [5]). Coelho [20] showed that the dynamics (φ, φ˙) created when
a controller interacts with the environment provides a natural discrete abstraction
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of the underlying continuous state space1. He showed that trajectories representing
the same control context can be combined to learn a generative model of a proto-
typical system behavior [20, 40]. This work is an early example of predictive state
representation (PSR), which represent the state of a dynamical system by tracking
occurrence probabilities of a set of future events (called tests or characteristic events)
conditioned on past events (called histories or indicative events) [71, 100].
PSR is complete up to modeling resolution, but simpler/coarser dynamic models
have proven to be useful in several independent studies. Huber used a binary state
representation in which the state associated with the controller maps to ‘0’ during
the transient response of the controller and ‘1’ when the controller converges to an
attractor state in the potential [49]. The range between PSRs and Huber’s binary
state representation provide the full spectrum of state representation that explicitly
links action and observations in control processes. We use a four-valued classifier
presented by Hart [42] for discretizing the dynamics of a continuous time control
action.
Definition 2 (Controller state). Let pt define the state of a controller c = (φ, σ, τ)
at time t, where p ∈ {X,−, 0, 1} such that :
pt(c) =


X : φ state is unknown
− : φ has undefined reference - absorbing state
0 : |φ˙| > 
1 : |φ˙| ≤ 
(2.4)
where  is a small positive constant.
1φ˙ is the observed change in potential as the robot interacts with the environment and should
not be confused with the gradient of the field at that point, Oφ.
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In this state representation, ‘X’ indicates that the state of the action is not being
evaluated (unknown control state), ‘−’ indicates that the reference input percepts, σ,
are not present in the feedback, ‘0’ indicates the transient control response, and ‘1’ de-
notes convergence/quiescence evaluated relative to a small positive threshold, . The
undefined reference state ‘−’ is an absorbing state since the potential function has no
gradient in this state and hence can’t make progress towards the goal. A collection
of n distinct primitive control actions forms a discrete state space sk = [pk1 · · · p
k
n] ∈ S
at time k.
Primitive control actions are guaranteed to achieve its objective provided the
potential function has a defined gradient (p 6= ‘−’). However, in the absence of an
external stimuli, the potential function provides no means for the controller to make
progress. For example, a closed loop controller that tracks a visual reference in its
environment, using a camera on a pan-tilt head, cannot achieve its objective if the
sensory reference is not directly present in the field of view of the camera. This
is because, the state of the controller evaluates to ‘−’ (the potential function has
no gradient). In such cases, a robot needs to execute a sequence of actions that can
orient its sensors to regions where a sensory reference for the control action is present.
2.3.3 Sensorimotor Programs
Reinforcement Learning (RL) [107] is a natural paradigm for composing behaviors
in autonomous agents because it can construct policies that does not require external
supervision by using sequence of actions that lead to reward. Potential functions in
discrete state and action spaces can be estimated using reinforcement learning tech-
niques by modeling the dynamics as a Markov Decision Process (MDP) such that
optimal control decisions that maximize reward can be made at any time knowing
only the current state [107]. An MDP is a tuple < S,A, T ,R > consisting of states
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S, actions A, transition dynamics T , and a reward function R.
An agent may find an optimal policy for achieving its objective by learning the
optimal value function. Mathematically, the optimal value at each state can be defined
as:
V ∗(s) = max
a
∑
st+1
T astst+1 [R
a
stst+1 + γV
∗(st+1)] (2.5)
where T a
stst+1
is the probability of arriving in state st+1 after taking an action a in
state st. Ra
stst+1
is the reward received when making that transition, and γ ∈ [0, 1)
is a discounting factor necessary to satisfy convergence criteria for infinite horizon
tasks [6]. After the convergence of the value function, a greedy policy pi at every
decision point allows an agent to maximize reward, such that
pi(s) = argmax
a
∑
st+1
T astst+1 [R
a
stst+1 + γV
∗(st+1)] (2.6)
2.3.3.1 SearchTrack schema
Sensorimotor programs can be acquired autonomously in our framework by defin-
ing the set of actions that the robot has access to and the rewarding state. There
are two distinct types of actions that share potential functions and effector resources,
but are distinguished by the source of their input signals : Track and Search.
Track actions, φστ preserve a reference value in the feedback signal that originate in
the external environment e.g., the position of a color feature on the image plane. A
0→ 1 transition in the state of this action is considered rewarding since it leads to the
discovery of controlled interactions between the agent and its environment. Search
actions are of the form φσ˜τ—their input, σ˜, is derived from probabilistic models de-
scribing distributions over effector reference inputs (uτ ) where rewarding Track-ing
actions have been discovered in the past (p(φστ ) = 1). For example, such a controller
can be used to direct the field of view of a robotic system to look at places where a
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color feature has been found in the past.
The Search actions can be thought of as orienting actions that orient a robot’s
sensor geometry, using prior knowledge, to increase the probability of convergence for
a Track action. Initially the distribution Pr(uτ |p(φ
σ
τ ) = 1) is uniform; however, as
it is updated over the course of many learning episodes, this distribution will reflect
the long term statistics of the run-time environment. These primitive probabilistic
models describing the Track-able events capture concrete facts about the environ-
ment. In combination with many other such events, this representation forms the
basis for a powerful, hierarchical model of the world.
Hart [44] showed that restricting the sensory and effector resources to which the
robot has access can lead to the acquisition of new and interesting behavior. In the
simplest context, the robot was restricted to proprioceptive feedback from the pan/tilt
head and large scale motion cues arising from a single camera. Effector resources are
likewise restricted to motor controllers associated with the pan and tilt axes of the
visual system. Under this developmental context, the robot has access to a small
variety of Search (φ
(˜u,v)
pt ) and Track (φ
(u,v)
pt ) actions,
A = {φ
(˜u,v)
pt , φ
(u,v)
pt , (φ
(˜u,v)
pt / φ
(u,v)
pt ), (φ
(u,v)
pt / φ
(˜u,v)
pt )}
where pt designates the pan and tilt axes of the head and (u, v) designates the cen-
troid of the motion cue relative to the image center. The sensory reference (˜u, v) for
the Search action is sampled from the distribution Pr((u, v)|p(φ
(u,v)
pt ) = 1). The
only rewarding event that can be generated by these set of actions is the convergence
of the Track-ing controller φ
(u,v)
pt .
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Figure 2.1. SearchTrack behavior in terms of state [psearch ptrack]. A new
Search goal is sampled whenever Search is executed from states for which psearch ∈
{X, 1}. Panel (b) shows the resulting distribution Pr((u, v)|p(φ
(u,v)
pt ) = 1) after 50
presentations.
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The state space defined by these actions is the vector of controller states s =
[psearch ptrack]. Figure 2.1(a) shows the SearchTrack policy acquired after 25
learning trials in this developmental context using Q-learning. Action S C T is a
concurrent combination of Search and Track actions, where Search is executed
in the nullspace of Track. The policy begins by attempting to concurrently Search
for and Track a specific motion cue. If this cue exists in the signal, the policy
attempts to continue Track-ing. If no target is immediately available, the policy
samples new configurations from the search distribution until the target stimulus is
found; at which point, the policy Track-s the feature. If no reference stimulus is
found after sampling N times from the search distribution, the policy transitions
to the absorbing state. The shorthand, ST |στ is used to describe a SearchTrack
schema for tracking a signal, σ, using effector resources, τ .
Definition 3 (SearchTrack schema). Let ST |στ = (pi,M) define a SearchTrack
schema, where pi : S × A → [0, 1] is the policy indicating the probability of taking an
action in a state, andM is a set of probabilistic models of the form Pr(uτ |p(φ
σ
τ ) = 1).
A SearchTrack schema forms the basis for control and modeling in our frame-
work. This is because, over time, the model reflects the long term statistics of where
a control program can be executed in the environment while the policy describes the
action selection mechanism for achieving an objective.
The state of a SearchTrack schema can be evaluated in a similar fashion as
that of primitive controllers. However, unlike primitive controllers, the state of a
schema is evaluated at discrete time intervals.
Definition 4 (SearchTrack state). Let pt define the state of a SearchTrack
program ST |στ at time t, where p ∈ {X,−, 0, 1} such that :
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pt(ST ) =


X : state is unknown
− : V has no gradient - absorbing state
0 : |V t − V t−1| > 
1 : |V t − V t−1| ≤  - Goal state
(2.7)
where V is the value function associated with the policy and  is a small positive
constant.
The state of the schema is inferred by a 4-valued classifier, where ‘X’ indicates
unknown state (the schema is not being evaluated), ‘0’ indicates that the policy is
making progress, and ‘1’ denotes achieving the goal state. The state of the schema
is classified as ‘−’ when the policy enters an absorbing state and can no longer make
progress towards the goal. This will happen if the policy fails to find a trackable
signal in the environment after sampling multiple times from its search distributions.
2.3.3.2 Hierarchical Programs
Representing the state of SearchTrack programs in the same way as primi-
tive controllers allows a robot to learn hierarchical programs that sequences multiple
SearchTrack programs. Hart et al. [43] presented a detailed description of the var-
ious manipulation programs (touching, grasping, picking up, placing, and inspecting
objects) that can be learned in a hierarchical fashion using these conrol programs.
All of these programs viewed abstractly as a sequence of SearchTrack programs
can be used to Search and Track hierarchical generalization of visual and tactile
features. Figure 2.2 shows a hierarchical schema to reliably track a reference force
using its end effector. The learned program (ReachGrasp) involves tracking a vi-
sual stimuli followed by a SearchTrack schema that tracks forces using fingertip
mounted tactile sensors. In this hierarchical schema, the Cartesian feature position
tracker becomes part of the Search behavior that orients the robot to receive a
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Figure 2.2. Sequential programs can be learned by sequencing a set of previously
learned SearchTrack schemas. The robot learns how to “grasp” by sequencing two
different SearchTrack schemas that establishes spatial features in SE(3) followed
by invariants in the force/moment domain associated with prehensile behavior.
Track-able force.
2.4 Discussion
The control basis framework provides a combinatoric means of assembling multi-
objective closed loop control expressions by combining artificial potentials with ele-
ments from a set of sensory and motor resources. By utilizing an uniform represen-
tation of state, programs of control actions can be represented in this framework and
acquired in an autonomous learning framework by using reinforcement learning tech-
niques. We further showed that the learned programs can be composed hierarchically
to acquire more complicated programs.
The use of the term “schema” was proposed by the German philosopher Immanuel
Kant [57] as a way of mapping concepts to percepts over categories of objects. He
talked about grounding concepts in sensations that would lend support to reasoning
and intuition. One of the most influential theories of cognitive development was de-
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veloped by Jean Piaget. His theory concerns the growth of intelligence [88], which
for Piaget meant the ability to more accurately represent the world and perform
operations on representations of concepts grounded in the world. His theory con-
cerns the emergence and acquisition of schemata, schemes for perceiving the world in
developmental stages—times when children are acquiring new ways of representing
information. Jean Piaget suggested that schema are formed to meet new demands
through a process of accommodation and that existing schema respond to new ex-
periences through assimilation [88]. Piaget presents a ‘constructivist’ approach to
the development of cognition, where he asserts that humans construct their cognitive
abilities through self-motivated action in the world. Our computational framework
acquires programs for controlling interaction with the environment and manages re-
dundant sensory and motor resources to discover and maintain intrinsically rewarding
relationships in dynamic environments. The acquired control programs and their long
term statistics represent a domain general way of interacting with stimuli in the en-
vironment.
The schemas capture common sense knowledge acquired by the robot. The envi-
ronment, however, presents important kinds of structure in terms of objects—sets of
temporally related schemas. In the next chapter, I present a Bayesian framework for
acquiring these knowledge structures in terms of distributions over SearchTrack
schemas that can later be exploited by a planner.
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CHAPTER 3
SKILL-BASED REPRESENTATION
In Section 2.3, we have been concerned primarily with an architecture for control
and learning that can construct integrated sensorimotor behavior. The result is an
autonomous learning method for composing closed-loop controllers. Guided by re-
ward, this approach discovers new behavior and models the conditions under which
the target stimuli are controllable. Although this representation is relatively simple,
it is powerful—actions and states are automatically enumerated from a description of
the resources comprising the embodied system, and knowledge is captured implicitly
in the form of behavior and explicitly in the form of probability distributions over
effector spaces to reflect structure latent in the environment. In this chapter, I de-
scribe how a robot can model its interactions with the environment in terms of the
previously acquired programs.
The sensorimotor programs acquired by a robot model action-specific information.
Each program in itself, however, captures a small part of the dynamics of the envi-
ronment. This information is encoded in the state of the SearchTrack schemas
and primitive controllers, where p ∈ {0, 1} indicates the presence of a stimuli in the
environment, and p ∈ {−} indicates the absence of it. In the context of modeling the
dynamics of the environment, we will be using a simpler binary state representation
for capturing the state of either a SearchTrack schema or a primitive controller.
In the rest of the dissertation, I will treat both of them uniformly and refer to them
as control programs.
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Definition 5 (Program state). Let γt define the state of either a SearchTrack
schema ST |στ or a primitive controller φ
σ
τ at time t, where γ ∈ {−,+} such that
γt(a) =


− : ST |στ or φ
σ
τ has undefined reference (p = ‘-’)
+ : ST |στ or φ
σ
τ has a defined reference (p ∈ {0, 1})
(3.1)
The mapping function γ is a variant of the mapping presented in Equation 2.4
and Equation 2.7 that aggregates p ∈ {0, 1} into the affirmative “+” token. Thus the
state of a program signifies the presence or absence of a trackable external stimuli in
the robot’s environment.
The observations made by the robot at any time t is given by:
zt = {γ(a)|a ∈ A, γ ∈ {−,+}} (3.2)
where z contains the state of a set of control programs. The observations capture the
event dynamics of a constellation of control programs—set of programs that can or
cannot be executed successfully in the environment. In the next section, we describe
how we can extract certain meaningful structures from the patterns of observations.
3.1 Environmental Structure
The environment provides a lot of structure regarding when sets of control pro-
grams have a trackable stimuli. The structure can arise from various contexts—a
robot present in an office environment will receive stimuli corresponding to the con-
text of an office (chairs, tables, cubicles), while a robot present in a household envi-
ronment will receive stimuli corresponding to a different context (couch, TV, kitchen
utensils). In this work, we will model the most basic environmental context—rigid
body objects. An object to a robot represents an entity that allows certain sets of
controllable interactions.
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3.1.1 Aspects
Consider a set of observations, z made by the robot at any instant of time. Each
element in the observation set describes the presence or absence of an externally ref-
erence stimuli with respect to a common sensor geometry. It denotes a “viewpoint”
for the robot relative to the environment associated with a distinctive pattern of ob-
servable features.
The computer vision community has devised data structures called aspect graphs
that represent such viewpoint dependencies explicitly to construct appearance-based
models of objects. An aspect is the appearance of an object topologically from a spe-
cific viewpoint. An aspect graph is a graph with a node for every aspect and edges
connecting adjacent aspects [63].
In spirit of these previous approaches, we will call a snapshot of simultaneously
accessible features an observable aspect of the environment. Our representation, how-
ever, will generalize the representation to incorporate both haptic and appearance
based visual features that are simultaneously accessible from a robot’s viewpoint.
For example, a visual aspect, xv, is a set of visual features, Σv (i.e., where either
γ(ST |σ∈Σvτ ) = + or γ(φ
σ∈Σv
τ ) = +) that a sensor can detect reliably for a camera
frame relative to the object. The features comprising a visual aspect are mutually
consistent with line of sight constraints.
The concept is generalized to tactile observers. The haptic aspect, xt, describes a
set of surface patches, Σt (i.e., where either γ(ST |
σ∈Σt
τ ) = + or γ(φ
σ∈Σt
τ ) = +) that
a tactile sensor can detect reliably for the hand frame relative to the object. Tactile
features comprising a haptic aspect are mutually consistent with kinematic reacha-
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bility constraints of the hand.
The Cartesian product of visual and haptic aspects (xv × xt) creates a uniform
framework for describing associated perspectives on the target object that empha-
sizes the coupling between “sight” and “touch” and, thus, reasoning about manual
interactions that have visual and manual effects.
Elements of an aspect can be asserted by evaluating the state of control programs.
Unlike observations in an open control context where features are located in a data
driven stochastic search, aspects group features together that do not require modifi-
cations of the sensor geometry. As a result, aspects represent compelling geometrical
and computational structure regarding the robot-world interaction.
Figure 3.1 is a Bayesian network that encodes the logical dependencies between
the aspect X of an environment modeled as a multinomial random variable and a
set of control events γ. We make the naive Bayes assumption that the presence (or
absence) of a particular stimuli is unrelated to the presence (or absence) of any other
stimuli, given the aspect class. Using the Bayes’ theorem,
p(X|z) = p(X|γ1, . . . , γN)
∝ p(X)
∏N
i=1 p(γi|X) (3.3)
3.1.2 Objects
An aspect models reliable patterns over the state of control programs. An object
is defined as a set of mutually exclusive aspects (X) related through control pro-
grams (a ∈ A) that change the existing sensor geometry and, thus, influence the set
of accessible aspects in xv × xt. Figure 3.2 shows a graphical model that encodes the
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Figure 3.1. The graphical representation of an aspect as a spatial distribution over
N control programs.
logical dependencies between the variables of the object model. An object O induces
a distribution over a set of M mutually exclusive aspects. Each aspect x induces a
distribution over the state of N control programs. There can be multiple instances
of each aspect within an object. Each control program is represented by a Bernoulli
random variable γj describing the state of each associated action (γj = ‘+
′, if the
action has a reference).
The dependencies between the aspects (X) over two time steps (t, t+ 1) and the
control program being executed (at) is encoded by the two time slices of the Dynamic
Bayesian Network (DBN). This part of the model describes how taking actions on an
aspect influence the set of accessible aspects. For example, a hammer’s handle allows
the action of grasping, however if the handle is out of reach, the robot might have to
pull the hammer closer before it can succeed in grasping it. In this case, “pulling”
changes the aspect of the object in a manner that supports the goal of grasping.
Modeling objects in the world in terms of the properties derived from controllable
actions and the spatial relationships between them allows an agent to use the same
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Figure 3.2. Figure shows a Bayesian network model representing objects O as a
temporal distribution over aspects X. An aspect induces a distribution over the
state of N programs (γj) as shown by the plate model. The two time slices in the
model show the logical dependencies between aspects and an action a. O, X and a
are modeled as multinomial random variables. γj is modeled as a Bernoulli random
variable.
model for both interacting with objects as well as recognizing them.
The elements of the Bayesian network are modeled using discrete random vari-
ables. This allows a robot to model objects at a higher level of abstraction where the
continuous state of a temporally extended control program is classified into a binary
representation. A planner utilizing this model can build plans without caring about
the runtime parameterizations of the control programs. This is because the policies
(and models) or objective functions associated with the control programs determine
the run time contingencies and parameterization.
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3.2 Aspect Transition Graph
Objects represented in this framework provide a computationally efficient way of
storing knowledge hierarchically, at the level of control programs, aspects, objects
(for multi-object relationships), and so on. A planner can exploit the hierarchical
knowledge structure by searching for plans at a level of abstraction in the hierarchy
that ignores unimportant details. Figure 3.3 illustrates a fragment of the aspect-
action transition model, as an Aspect Transition Graph (ATG), for a mallet that
incorporates both visual and haptic features. Each node in the graph represents a
pattern of observations regarding the dynamic status of six control programs :
• ST1|
huered
pan−tilt : A sensorimotor program that visually tracks a red colored feature
using the pan-tilt cameras.
• ST2|
huewood
pan−tilt : A sensorimotor program that visually tracks a wooden colored
feature using the pan-tilt cameras.
• (ST1|
huered
pan−tilt)(ST3|
forcefingers
arm−hand ) : A sequential sensorimotor program that visually
tracks a red colored feature and grasps it.
• (ST2|
huewood
pan−tilt)(ST4|
forcefingers
arm−hand ) : A sequential sensorimotor program that visually
tracks a wooden colored feature and grasps it.
• φ1
forcewrist
arm : A primitive controller that pulls the arm closer while maintaining
a force reference. The effect of this controller is similar to a pulling action.
• φ2
forcewrist
arm : A primitive controller that lifts the arm while maintaining a force
closure. The effect of this controller is similar to a lifting action.
Options for grasping this object include grasp controllers directed at visual seg-
ments associated with the red handle and the wooden head of the mallet. Power
grasps on the head of the mallet do not succeed when used to lift the mallet from the
supporting surface (table) due to insufficient friction between the robot hand and the
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L-G(Wood)
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L-G(Red)
Lift
Figure 3.3. The Aspect Transition Graph (ATG) for the mallet/table. Each node
(aspect) in the graph denote the state of 6 control programs along with their spatial
distributions (not shown in figure). The control programs in each aspect are (in order)
- 1. Visually track a red colored stimuli, 2. Visually track a wood colored
stimuli, 3. Grasp the red feature, 4. Grasp the wood feature, 5. Pull the grasped
feature on the table, and 6. Lift the grasped feature from the table.
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Figure 3.4. The red arrows indicate a plan in the ATG to lift the mallet when the
mallet is presented within the reachable workspace. The solution entails grasping the
red feature followed by lifting it.
hardwood surfaces of the mallet—only power grasps applied to the red handle are
capable of fully immobilizing the mallet relative to the hand without the assistance
of the supporting surface.
Consider the task of lifting the mallet from the table. When the entire state is di-
rectly observable, simple planners can exploit the aspect-transition model to generate
interesting kinds of autonomous behavior. Perhaps the simplest version of this task is
the case where the mallet is presented on the table in the reachable workspace. The
trace of a plan is highlighted in red in Figure 3.4. If, however, the mallet is presented
on the table such that the handle is initially out of reach, then the previous plan fails.
Initially, the action to grasp the handle reveals that the handle is out of reach causing
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Figure 3.5. The red arrows indicate a plan in the ATG to lift the mallet when the
mallet is presented in a region of the workspace where the Lift is not achievable
directly. The solution entails grasping the wooden feature followed by pulling the
mallet closer. Once the mallet is closer, the plan requires the robot to regrasp the
mallet and lift it.
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the planner to compute a new course of action guided by the aspect transition model.
The only recourse is to attempt to grasp the mallet head, and if successful, re-position
the mallet on the table top, thus exposing an aspect of the mallet that affords grasp.
At this point, the mallet is grasped and lifted from the table. This case is highlighted
in red in Figure 3.5.
Both of these contingencies arise directly from the comprehensive model of the
mallet. Furthermore the planner builds a plan at the level of aspects while ignoring
the details of how to parametrize the control actions at runtime (for e.g., where to
grasp, how to orient the hand relative to the object for grasping). Many simple plan-
ning algorithms can be used to navigate through the ATG illustrated in Figure 3.3.
However in practice, the state necessary to construct manipulation strategies like this
is only partially observable. A means of fusing information over time and making
inferences on the basis of incomplete knowledge is required. In the next two chap-
ters, we will present techniques that allow a robot to estimate the state from partial
observations and use them for planning.
3.3 Experiments
We present two sets of experiments to show the efficacy of our representation. We
demonstrate the applications of the above approach on our experimental platform,
Dexter shown in Figure 3.6. Dexter is a bimanual robot with two 7-DOF Whole-Arm
Manipulators (WAMs) from Barrett Technologies, two 3-finger 4-DOF Barrett Hands
equipped with one 6-axis force/torque load cell sensor on each fingertip, a stereo cam-
era pair and a Kinect mounted on a pan/tilt head.
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Figure 3.6. Dexter is a bimanual upper-body humanoid.
3.3.1 Visual Object Recognition
In this section, we present an experiment where Dexter learns the functional mod-
els of objects and uses them for the task of object recognition. In this experiment,
the robot uses only visual actions to recognize objects, meaning it cannot manipulate
the object. Four objects were presented to the robot. Figure 3.7 shows the objects
used in the experiment. The robot had access to a set of visual tracking actions for
tracking color features as well as 3D blobs of various eccentricities. The robot learned
a Bayesian model for each of the objects as described in Section 3.1.2. Once the
models were learned, an object was presented at random in front of the robot and the
task was to recognize the object. The inference proceeded by estimating the state of
all the control programs and using the observation to infer the object.
Table 3.1 presents the confusion matrix for the task of object recognition when
the only actions available to the robot were visual. The results imply that simply
“looking” at an object from one pose may not be enough to disambiguate objects,
unless the robot has access to more complicated visual features. The robot needs
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to have access to actions that allow it to manipulate the objects in a manner that
reduces its object uncertainty. In Chapters 4 and 5, we present two algorithms that
allows a robot to select actions to manipulate and recognize objects in the presence
of uncertainty.
Figure 3.7. The objects used in the object recognition experiment: crimper, mallet,
hammer, and a toy.
3.3.2 Achieving a Goal State
In this set of experiments, we show the efficacy of our representation for goal-driven
action selection when the state is completely observable. Models of objects were
hand-built distributions of blobs (represented in terms of first and second moments)
describing homogeneous hues, range image blobs, and hand goals in Cartesian space
where “grasp” and “touch” actions have a defined reference. Grasp references are
defined by Track-able force closure conditions while touch references are defined by
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Object Crimper Hammer Mallet Toy
Crimper 19 0 0 16
Hammer 0 35 0 0
Mallet 0 9 14 12
Toy 0 6 8 21
Table 3.1. Table shows the confusion matrix for object recognition when the robot
uses only visual features to reduce the uncertainty over objects.
Figure 3.8. The robot performing a top grasp on the object and placing it on the
goal.
small magnitude Track-able force events. For purposes of illustration, the middle of
the mallet’s handle and the middle of the emergency light were set to provide grasp
references while their entire body provide references for touching. The temporal part
of the object model captures the transitions between aspects when a manipulation
action is executed in the context of each object. Ten trials were conducted for each
object, in which the object was placed in the workspace in a variety of poses. In
certain regions of the workspace, the object does not afford all haptic aspects, and
additional manipulation actions have to be taken before grasp goals can be achieved.
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Figure 3.9. The robot pulling the object towards itself before performing a re-grasp
on the object and placing it on the goal.
Figure 3.8 and 3.10 shows the case when the object is presented in a region where
the robot can grasp successfully. In such a case, the control program associated
with Grasp can select grasp locations from its search distributions where visually
tracking the feature and grasping it converged simultaneously. However, when the
region associated with grasp goals is out of reach (and hence the object aspect doesn’t
afford the goal—grasping in this case), the action selection proceeds by choosing a
manipulation action that can change the aspect to one that affords grasping. Figure
3.9 and 3.11 shows the two scenarios where the robot chooses to pull the object
towards itself before executing the grasp action. The above experiment shows the
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power of learning and representing models of objects functionally, where the learned
model can be directly used as a forward model by a planner for achieving a goal task.
Figure 3.10. The robot performing a top grasp on the mallet and placing it on the
goal.
3.4 Conlusions
This chapter introduced a functional representation for modeling the environment
in terms of the state of its available skills. Objects in this framework were modeled
as probabilistic distributions over the states of the behaviors. We presented some
preliminary results on using this representation to learn object models and use the
models directly for recognition tasks. We also showed how such a model can be
used for goal driven action selection. Until now, we have assumed that the state of
the world was completely observable. This reduces the planning process to a simple
search task to find a path from the starting state to the goal state. However, in most
real world tasks, the state is only partially observable. This requires the development
of planning algorithms that can plan actions in the presence of uncertainty to achieve
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Figure 3.11. The robot pulling the mallet towards itself before performing a top
grasp on the object and placing it on the goal.
its objective. In the next two chapters, I’ll present two such planning algorithms that
can be applied directly on the object models in the presence of uncertainty for task
specific action selection.
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CHAPTER 4
INFORMATION THEORETIC PLANNING
One of the key problems facing most planning systems today is that of guiding
the search through an exponential state space. Planning must be performed in an
abstract, and thus lower-dimensional state space. In such a space, the planner must
be aware of the states from which a particular behavior can be initiated and the
probabilistic distribution of outcome states that occur during execution. The planner
needs to work out a probabilistically optimal strategy for a sequence of actions/skills
that lead from the initial state to the goal while satisfying resource allocation con-
straints. Each action uses domain general common sense knowledge along with the
high-level resource constraints to carry out the sub-plans. The planner provides a
high-level switching mechanism among various actions that, in turn, create the pre-
conditions that potentiate other actions. This ability to predict possible future states
is common sense, and is also the missing link in computational AI/planning. In this
dissertation, I hope to show that structuring representations in terms of object models
and searching for a plan in that space leads to higher performance plans by avoiding
computationally intensive sampling in the complete state-action space.
The problem of selecting actions in environments that are dynamic and not com-
pletely predictable or observable is a central problem in intelligent behavior. In AI,
this translates into the problem of designing controllers that map sequences of ob-
servations into actions so that certain goals can be achieved. Planning algorithms
usually follow three separate stages that are repeated until the objective is achieved.
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• State Estimation : Making observations about the state of the world. The
observations are then used to update the agent’s belief of the state of the world.
• Action Selection : Selecting the next action to execute based on the esti-
mate of the state and a planning metric. The action selection metric can be
information theoretic or drawn from a policy.
• Action Execution : Parametrize the action based on runtime context and
execute it.
In the next few sections, I’ll explain in detail each of the planning components.
4.1 State Estimation
Bayesian filters have been applied successfully for state estimation for many years
in robotics [111]. In general, a Bayesian filter estimates the partially observable dy-
namical system’s state from a sequence of noisy observations and control actions.
The state in case of the Dynamic Bayes Network illustrated in Figure 3.2 can be the
object O or the aspect of the object X that the robot is interacting with.
Bayes filters represent the state at time t by a random variable xt. At each point
in time, a probability distribution over xt, called belief, bel(xt), represents the agent’s
uncertainty. Bayes filters aim to sequentially estimate such beliefs over the state
space conditioned on all information contained in the sensor data—the history of
observations, z1:t, and inputs, a1:t. The belief over states is updated in a two step
process: first a probabilistic forward model predicts the next state xt+1 according to
For all xt+1 do :
bel(xt+1) = Pr(xt+1|z1:t, a1:t)
≈
∑
x∈X
Pr(xt+1|at, xt = x)bel(xt = x) (4.1)
48
where bel(xt+1) is the predicted belief prior to fusing a new observation. Here
Pr(xt+1|at, xt = x) describes the system dynamics—that is, how the system changes
over time.
The second step of the Bayes filter is called the measurement update. In this step,
the filter corrects the predicted estimate by fusing new observations. It does so for
each hypothetical posterior state xt+1. The final belief at time t+ 1 is given by:
For all xt+1 do :
bel(xt+1) = ηPr(zt+1|xt+1)bel(xt+1), (4.2)
where η is a normalization constant.
Bayes filters are an abstract concept in that they provide only a probabilistic
framework for recursive state estimation. Implementing Bayes filters requires speci-
fying the perceptual model Pr(zt+1|xt+1), the state dynamics Pr(xt+1|at, xt = x), and
the representation of the belief bel(xt+1). The properties of the different implemen-
tations of Bayes filters strongly differ in how they represent the probability densities
over the state xt+1. In our implementation, we use Particle filters to estimate the
state of the system.
Particle filters [110, 27, 72] comprise a broad family of sequential Monte Carlo al-
gorithms for approximate inference in partially observable Markov chains. In robotics,
early successes of particle filter implementations can be found in the area of robot
localization, in which a robot’s pose has to be recovered from sensor data [109]. Par-
ticle filters have been used to solve problems involving global localization [9] and
kidnapped robot problems, in which a robot has to recover its pose under global un-
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certainty.
Particle filters represent beliefs by sets of samples called particles and are denoted:
X t+1 := xt+1[1] , x
t+1
[2] , . . . , x
t+1
[N ] (4.3)
Here each particle xt+1[i] (with 1 ≤ i ≤ N) is a concrete instantiation of the state
at time t + 1. Put differently, a particle is a hypothesis as to what the true world
state may be at time t + 1. Particle filters approximate the belief bel(xt+1) by a set
of particles X t+1. Ideally, the likelihood for a state hypothesis xt+1 to be included in
the particle set X t+1 shall be proportional to its Bayes filter posterior bel(xt+1):
xt+1[i] ∼ Pr(x
t+1|z1:t+1, a1:t) (4.4)
As a consequence, the denser a subregion of the state space is populated by sam-
ples, the more likely it is that the true state falls in this region. Particle filters realize
Bayes filter updates according to a sampling procedure, often called sequential im-
portance sampling or resampling. Initially the state is represented by an uniform
distribution of samples. Each particle is associated with an importance factor wt+1[i] .
Importance factors are used to incorporate the measurement zt+1 into the particle set.
The importance, thus, is the probability of the measurement zt+1 under the particle
xt+1[i] , given by w
t+1
[i] = Pr(z
t+1|xt+1[i] ). If we interpret w
t+1
[i] as the weight of the particle,
the set of weighted particles represent (in approximation) the Bayes filter posterior
bel(xt+1).
Importance sampling proceeds by drawing with replacement N particles from the
particle set where the probability of drawing each particle is given by its importance
weight. This resampling procedure transforms a particle set of N particles into an-
other particle set of the same size. By incorporating the importance weights into
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the resampling process, the distribution of the particle changes: before the resam-
pling step, they were distributed according to bel(xt+1), after the resampling they are
distributed (approximately) according to the posterior
bel(xt+1) = ηPr(zt+1|xt+1[i] )bel(x
t+1) (4.5)
4.2 Action Selection
Ideally the goals for an action can be sampled from the Bayesian model given the
environment model and observations. However, in the presence of partial informa-
tion, choosing an action given that it may be expensive or destructive (with respect to
sensor measurements) requires safeguards to ensure that the robot chooses the next
action that will optimally lead towards successfully completing its intended task.
The state of a system describes the relevant system parameters determined by
the observations of the dynamics of control programs (γ in Equation 3.1). In our
representation, actions and observations are strongly connected, since making a new
observation is directly related to the dynamics of an action. We use an information
theoretic formulation to tackle the problem of optimal action selection for state esti-
mation. Many key problems in computer vision can be formulated as state estimation
problems—object classification (estimating the class of an object), pose estimation,
object tracking. Our goal is to provide a mechanism for action selection that reduces
the state uncertainty and ambiguity. Uncertainty arises from the noise in the sensor
data, while ambiguity is based on the inherent structure of the problem, e.g., objects
which are identical in different views.
In contrast to classical approaches for state estimation, our approach does not
optimize a metric related to state estimator, like its variance. Instead, we make use
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Pr(x0) Pr(x1) Pr(xk)
Figure 4.1. Uncertainty and ambiguity in the posterior distribution of the state xt
is reduced by choosing appropriate information-acquisition actions at.
of the knowledge that is encoded in the state estimator as conditional probability
densities. The general principle of our work is depicted in Figure 4.1. A sequence of
actions at is chosen in order to transform a prior distribution Pr(xt) over the state
space to an unimodal distribution. Initially Pr(xt) is uniform if no knowledge about
the state is available.
The problem of action selection reduces to selecting the next action that maximally
reduces the uncertainty of the state. Entropy measures the amount of uncertainty in
the value of a random variable xt.
H(xt) = −
∑
xt
Pr(xt) log(Pr(xt)) (4.6)
The entropy is zero if the outcome is unambiguous; it reaches its maximum if all
outcomes are equally likely.
Since the true state xt+1 of the system cannot be observed, it needs to be inferred
from the observations zt+1 made after taking an action at. The observation is related
to the state by the likelihood function Pr(zt+1|xt+1, at), which is proportional to
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the probability that an observation zt+1 is made if an action at is taken to reach
a particular state xt+1. The likelihood function also serves as a model of the noise
component of the stochastic actions. The probability density function Pr(zt+1|at) of
the observation is defined as
Pr(zt+1|at) =
∑
xt+1
Pr(zt+1|xt+1, at)Pr(xt+1) (4.7)
An entropy H(zt+1|at) can also be associated with the distribution p(zt+1|at). The
important quantity in this formalism is the chosen action at. Since the likelihood
function Pr(zt+1|xt+1, at) is conditioned on the action, the action itself influences the
observation. The goal is to estimate the true state xt+1, given the observation zt+1.
In information theory, mutual information (MI) defines how much uncertainty is
reduced in a random variable (xt+1) provided an observation (zt+1) is made. Since
the information flow depends on the action at, we need to define conditional MI:
I(xt+1; zt+1|at) = H(xt+1)−H(xt+1|zt+1, at) (4.8)
Using the definitions of the entropies H(xt+1) and H(xt+1|zt+1, at),
I(xt+1; zt+1|at) =
∑
xt+1
∑
zt+1
Pr(xt+1)Pr(zt+1|xt+1, at) log
(
Pr(zt+1|xt+1, at)
Pr(zt+1|at)
)
(4.9)
Since the goal of the planner is to reduce the uncertainty, it has to maximize the
mutual information. The optimal action aˆt to execute next, given a belief over states
Pr(xt) and observation model Pr(zt+1|xt+1, at) is
aˆt = argmax
at
I(xt+1; zt+1|at) (4.10)
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4.3 Action Execution
The runtime parameterization of an action selected for execution is governed by
either the policies of the sensorimotor programs (SearchTrack schema) or the
objective function of the primitive controllers. In case of a sensorimotor program,
its policy describes the sequence of actions that achieves the objective. The program
contains contingencies for various runtime scenarios that can occur in the presence
of a particular environmental context. Having a rich suite of sensorimotor programs
that can deal with the run time requirements of a task allows a planner to plan actions
at a level of abstraction where many of the low level details about an action can be
ignored.
4.4 Experiment
In this section, we present an experiment that uses information theoretic action
selection to reduce uncertainty over the state of an object. The experiment was con-
ducted using uBot-5, shown in Figure 4.2. The uBot-5 is a dynamically balancing
mobile manipulator with 4 degrees of freedom in each arm, a torso rotation, and two
wheels [23]. The balancing is performed using a LQR controller that compensates
for forces exerted upon it during navigation. Each arm of the robot terminates on a
small ball.
The control architecture of the robot is implemented in Robot Open Source
(ROS) [92]. Perception is performed using a Kinect sensor, and the ARToolkit aug-
mented reality tags (ARTags) [58]. The ARTags are placed in known configurations
on the object, allowing the robot to localize the pose of each feature reliably.
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Figure 4.2. The uBot-5, a dynamically balancing mobile manipulator.
4.4.1 Object Recognition
Object recognition is still an open problem. From the choice of features to the
actual classification problem, we are still far from the global recipe that would allow
for a complete discriminative approach to recognition. The large majority of work
on object recognition has been focused on offline, database driven tasks. Probably
the biggest challenges that arises from using such databases is the inability to look
at an object from different poses that would provide different, and probably more
discriminative views of objects that can remove the ambiguity in recognition. We
hypothesize that having a robot that can interact with objects allows the system to
deal with partial observability arising from the inability of the robot to see the whole
object from a single viewpoint.
The objects used in this task were two boxes. Each face of the box has an ARTag
feature associated with it. Figure 4.3 shows a flattened image of all the faces of each
box with the associated ARTag. The features marked by the red and blue colors are
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repeated. Having ambiguous features leads to partial observability of state, whereby
seeing either the features in red or blue is not enough for the robot to completely
determine the object state. Figure 4.3 also highlights the discriminating feature in
each box. Both the objects look visually similar except for the one discriminating
face. The model of the objects contain a set of visual tracking actions which track
the ARtag features. Figure 4.4 shows the various visual actions present in the model.
The models also contain a set of actions that manually interact with the objects :
• Pull : Brings the arms closer to the robot while maintaining a contact force
in its end effector.
• Grasp : Moves the arms to obtain a contact load in its end effector.
• Rotate-X : Rotates the object counterclockwise around the X-axis.
• Rotate-Z : Rotates the object counterclockwise around the Z-axis..
Figure 4.5 shows the effect of the Rotate-X and Rotate-Z actions on a box.
Figure 4.6 and Figure 4.7 shows the action selection process for two instances of
the object recognition task. In both cases, the planning algorithm proceeds by first
estimating the state of the environment based on the observations. The estimated
state is used to compute the best next action to execute that maximally reduces un-
certainty over objects. This procedure leads to different plans being executed based
on the agent’s belief over objects. Figure 4.6 shows a plan in which the robot’s
uncertainty over objects is completely reduced after executing the action sequence
Pull→Rotate-X. Figure 4.7 presents a plan in which the robot had to execute a
longer action sequence Pull→Rotate-Z→Pull→Rotate-Z before it can recog-
nize the object.
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Box1 Box2
Figure 4.3. A flattened image of the two boxes showing the various ARtag features
on each of its faces. The red and blue colors indicate the symmetry in the features
present in each box. The green colors indicate the discriminating face for each box.
ST |ARtag1pan−tilt ST |
ARtag2
pan−tilt
ST |ARtag3pan−tilt ST |
ARtag4
pan−tilt
ST |ARtag5pan−tilt
Figure 4.4. The set of visual actions being used to model the objects. The visual
actions track a set of ARtag features.
This experiment shows that using mutual information as a metric for action se-
lection, a planner at every iteration of the planning loop can select actions that
maximally reduces its uncertainty over a particular state. Furthermore, the planner
fuses information about the executed action and its observations to maintain an up-
dated belief over the state. Thus the action selection policy while being greedy also
maximizes the probability of the planner to achieve its objective given the information
state.
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XY
Z
Rotate-x Rotate-x Rotate-x
Rotate-x
Rotate-z Rotate-z Rotate-z
Rotate-z
Figure 4.5. The effect of taking the Rotate-X and the Rotate-Z actions on Box1.
Rotate-X rotates the box counterclockwise around the X-axis. Rotate-Z rotates
the box counterclockwise around the Z-axis.
4.5 Related Work
Manipulation planning requires determining a goal configuration for possibly sev-
eral objects, and generating a sequence of manipulation actions that result in the
desired configuration [1, 74]. The planning community either uses geometric planners
that plan in the configuration space of the robot and the world, or a propositional logic
based planner that expresses the state of the world as logical assertions engineered
by humans [70]. Planning in hybrid spaces, combining discrete mode switching with
continuous geometry has also been used to sequence robot motions involving differ-
ent contact states or dynamics [45]. Cambon et al. [15] showed how linking symbolic
description to its geometric counterpart can lead to an integrated planning process
that is able to deal with intricate symbolic and geometric constraints. Plaku and
Hager [91] extended this approach to handle robots with differential constraints and
provide a utility-driven search strategy. Choi and Amir [18] use a hand-built geometri-
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Pull
Rotate-X
Object 1 recognized
Figure 4.6. The robot performs the action sequence: Pull→Rotate-X as part of
the action selection process to recognize Box1.
cal roadmap and “lift” the representation to form a symbolic description for planning.
Hierarchical approaches to planning have been proposed to speed up the search for
plans. Since the work of Sacerdoti [94] on the ABSTRIPS method that generated a
plan in a hierarchy of abstraction spaces, many researchers have suggested a hierarchi-
cal approach to interleaving planning and execution [84]. Wolfe et al. [117] provided a
task and motion planner based on hierarchical transition networks (HTNs) [81]. Kael-
bling and Lozano-Perez [55] proposed a hierarchical planner that sacrifices optimality
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quite aggressively for efficiency by having a planner that makes choices and commits
to them in a top-down fashion in an attempt to limit the length of plans that need to
be constructed, and thereby exponentially decreasing the amount of search required.
Our approach is similar to the above, in which the robot selects the best possible
action based on the current information state. However, the actions the robot selects
can both be informative (that manipulates the mass of belief over states/actions) and
functional (creating mechanical artifacts that address the task).
The usefulness of information theoretic concepts have been recognized recently,
specially in the field of computer vision, with applications like image registration [115],
viewpoint selection in object recognition [10, 98, 24], and feature extraction [52].
In [98], an active object recognition scheme uses mutual information to place recep-
tive fields optimally over the object of interest. Denzler [24] used mutual information
in a sequential decision process to take actions that explicitly changes the prior dis-
tribution. Our work is closest in spirit to this approach, in which the robot selects
the best possible action based on the current information state. However, our actions
are not limited to visual tracking actions, but also involves manipulating the object
to reduce uncertainty.
Information theoretic concepts have also been used for active vision and action
selection. Examples are active localization of robots [35], active viewpoint selection
for object recognition [2], and sensor planning for active object search [119]. In [103],
the concept of entropy was used for active scene exploration, where the uncertainties
of each object in the scene is decreased by computing the utility of pan/tilt/zoom
settings. In the control literature, entropy has been used for optimal state estimation
from sensor fusion. Noonan et al. [83] used entropy for sensor fusion in linear dy-
namic systems. They performed sensor fusion by applying the relationship between
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the Fisher information matrix and Cramer-Rao lower bound on the error in state
estimation.
4.6 Conclusions
This chapter presented a information theoretic planning algorithm that can be di-
rectly applied to the Bayesian models for task specific planning. The planner builds
plans at a level of abstraction where the run-time parameterization of control pro-
grams can be ignored. We showed how mutual information can be used for selecting
greedy actions that reduce uncertainty over hidden states.
However, not all planning tasks involve reducing the uncertainty over a particular
random variable. Many tasks, especially in robotics, require the robot to achieve a
particular goal state. For example, the goal can be to achieve grasp on an object or
to manipulate an object to make some feature visible. Action selection for such tasks
cannot be performed by using a mutual information metric. In the next chapter,
we present a POMDP based planning algorithm that can handle both uncertainty
reduction tasks as well as those requiring achieving a goal state.
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Pull
Rotate-Z
Pull
Rotate-Z
Object 2 recognized
Figure 4.7. The robot performs the action sequence: Pull→Rotate-
Z→Pull→Rotate-Z as part of the action selection process to recognize Box2.
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CHAPTER 5
POMDP-BASED PLANNING
While information completeness and determinism are useful approximations for
planning domains at some abstract level, they may not help in most cases. Planning
based on Markov Decision Processes (MDPs) is designed to deal with nondetermin-
ism and partial observability. Its key idea is to represent planning as an optimization
problem, in which planning algorithms search for a plan that maximizes a utility
function.
A great deal of progress has been made on the problem of planning motions for
robots with many degrees of freedom through free space [68, 70]. These methods en-
able robots to move through complex environments, as long as they are not in contact
with the objects in the world. However, as soon as the robot needs to contact the
world, in order to manipulate objects, open-loop strategies are no longer robust. The
fundamental problem with planning for motion in contact is that the configuration of
the robot and the objects in the world is not exactly known at the outset of execution,
and, given the resolution of the sensors, it cannot be exactly known. In such cases,
traditional open-loop plans are not reliable.
In this chapter, we build on those ideas, addressing the weaknesses in the approach
via probabilistic representation. By modeling the initial uncertainty using a probabil-
ity distribution, and doing the same for uncertainties in action, one can choose plans
that optimize a variety of different objective functions including the plan most likely
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to achieve the goal. The probabilistic representation also affords an opportunity for
computational savings by focusing on parts of the space that are most likely to be
encountered.
By building an abstraction of the underlying continuous state and action spaces,
we lose the possibility of acting optimally, but gain an enormous amount in compu-
tational simplification, making it feasible to compute solutions to real problems. We
will be using the methods of model minimization and state abstraction (described in
Chapter 3) to create an abstract model of objects, and then model the problem of
choosing actions under uncertainty as a partially observable Markov decision process
(POMDP) [101].
5.1 Approach
Partially observable Markov decision processes are the primary model for formal-
izing decision problems under uncertainty. A POMDP model is given by the tuple
< S,A,O, T ,Ω,R > ,where
• S is a set of states.
• A is a set of actions.
• O is a set of observations.
• T is the state-transition model P (st+1|st, at) that specifies a probability distri-
bution over the resulting state st+1 given an initial state st and action at.
• Ω is the observation model P (ot+1|st+1, at) that specifies the probability of mak-
ing an observation ot+1 in state st+1 after executing action at.
• R is the reward function mapping state-action pairs to an immediate reward.
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Problems that are naturally described by having a goal state can be encoded in this
framework by assigning the goal states a high reward.
Given the model of a POMDP, the problem of optimal control can be broken into
two parts: state estimation, in which the probability distribution over the underlying
state of the world, or belief state, is recursively estimated based on the actions and
observations of the agent; and the policy execution in which the current belief state
is mapped to the optimal control action.
Belief-state update is a straightforward instance of a Bayesian filter as explained
in Section 4.1. The problem of deriving an optimal policy is much more difficult.
The policy for a POMDP with n states is a mapping from the n-dimensional simplex
(the space of all possible belief states) into the action set. Although a policy specifies
only the next action to be taken, the actions are selected by virtue of their long-term
effects on agent’s total reward. Generally, we seek policies that choose actions to op-
timize the expected total reward over the next k steps (finite-horizon) or the expected
infinite discounted sum of reward, in which each successive reward after the first is
devalued by a discount factor.
These policies are quite complex because, unlike in a completely observable MDP,
in which an action has to be specified for each state, in a POMDP, an action has
to be specified for every probability distribution over states in the space. Thus, the
policy will know what to do when the robot is completely uncertain about its state,
or when it has two competing possibilities.
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5.1.1 Action Selection
Computing the exact optimal finite or infinite-horizon solution of a POMDP is
generally computationally intractable. However, it is often possible to derive good
approximate solutions by taking advantage of the fact that the set of states that are
reachable under a reasonable control policy is typically dramatically smaller than the
original space [89, 102, 104].
We used a novel POMDP planning algorithm called Heuristic Search Value It-
eration (HSVI) [102]. HSVI, a form of point-based value iteration, is an anytime
algorithm that returns a policy by sampling belief states that have a relatively high
probability of being encountered, and concentrates its representational and computa-
tional power in those parts of the belief space. It get its power by combining two well
known techniques: attention-focusing search heuristics and piecewise linear convex
representations of the value functions.
HSVI stores the upper and lower bounds on the optimal value function V ∗. It
performs a local update at a specific belief, where the beliefs to update are chosen by
exploring forward in the search tree according to certain heuristics that select actions
and observations. HSVI makes asynchronous updates to the value function bounds
by basing its heuristics on the most recent bounds when choosing which successor to
visit. This technique uses a depth-first exploration strategy, because a breadth-first
heuristic search typically employs a priority queue, and propagating the effects of
asynchronous updates to the priorities of the queue elements would create substan-
tial extra overhead.
HSVI returns policies in the form of a set α-vectors and associated actions. The
expected discounted sum of values when executing this policy from some belief state
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b is
V (b) = max
αi
b · αi (5.1)
and the best action is the action associated with the maximizing alpha vector. The
alpha vectors define hyperplanes in the belief space, and the maximization over them
yields a value function that is piecewise-linear and convex. By construction, each of
the α-vectors is maximal over some part of the belief space. The space is partitioned
according to which α-vector is maximizing over that region.
To execute a policy, we apply a state estimator as described earlier. The state
estimator starts in some initial belief state, and then consumes successive actions and
observations, maintaining the Bayes optimal belief state. To generate an action, the
current belief state is dotted with each of the α-vectors, and the action associated
with the maximal α-vector is executed.
5.2 Experiments
We present two tasks that show the advantages of using a POMDP based planner.
The first task requires the robot to select actions to achieve a goal state. The second
task is the same as the one presented in Chapter 4 where the goal is to reduce
uncertainty over objects.
5.2.1 Achieving a Goal State
Most planning tasks in robotics require an agent to achieve a particular goal state.
The goals can be rather general (grasp a cup), or can be specific (grasp the handle of
a cup). Our representation framework allows a planner to express both these kinds
of goals—from very specific to very general. The goal observation zg is given by:
zg = {(γ)a|a ∈ A, γ ∈ {−,+}} (5.2)
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As the number of elements in zg increase, the goals become more specific.
In this experiment, the task for the robot is to successfully track a particular
visual feature—ARtag4. Figure 5.1 shows the goal for the planner. In terms of our
state representation, this goal can be expressed as:
γ(ST |ARtag4pan−tilt) = “+
′′
The reward function R for such a task can be computed directly from the object
model.
R = Pr(zt+1g |x
t, at) (5.3)
where xt is the hidden state of the system and at is the action being executed.
Figure 5.1. The goal for the planning task is to select actions to interact with the
box to make the goal face (shown in blue) visible.
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Given the reward function, we used Heuristic Search Value Iteration as described
in Section 5.1.1 to compute the approximate policy. Figure 5.2 and Figure 5.3 show
two runs of the computed policy. The policy execution proceeds in a similar manner
as in the case of the information theoretic planner. The planner makes observations
to update its belief of the system state. It then selects the action associated with the
maximal alpha vector. This process proceeds until the goal state is reached. The pol-
icy returned by the planner directly handles uncertainty by selecting “exploration”
actions when its belief over the state is ambiguous. Figure 5.2 shows an execu-
tion of the policy where the planner executed the action sequence Pull→Rotate-
X→Pull→Rotate-X to orient the object in a manner where the goal state was
achieved (the goal feature can be seen on the top of the box in the final state). Fig-
ure 5.3 shows another run of the same policy. Here, the planner selects a different
action sequence (Rotate-Z→Pull→Rotate-Z) to achieve the goal state.
The two runs of the above experiment show that the plan contains all contin-
gencies (given a complete object model) for achieving the goal task. The planner
proceeds by executing the action associated with robot’s present belief of the state.
As the belief gets updated with the current observations, the action selected by the
planner changes to reflect its present belief.
Expressing goals as binary assertions over the space of actions allows a planner to
search for plans in a discrete observation space, without worrying about the runtime
parameters of the action. However, if the task explicitly defines a goal in the level
of spaces, as opposed to the level of actions (For example, grasping the cup at a
particular position and orientation), the planning problem becomes computationally
intractable, since the number of possible states become infinite.
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5.2.2 Object Recognition
The formalization of active object recognition as a POMDP has not been well
studied until recently. Eidenberger [29] linked POMDP rewards to the expected min-
imization of information entropy (uncertainty over a state variable) from the next
observation. In practice, the reward of future actions needs to be computed online,
since it depends on the entropy of the current state. The dependency of rewards on
the current state means that the robot has to solve a POMDP after each observation,
which is a very costly process. In our approach, since our object models capture all
possible state transitions that the planner can encounter, it allow us to define the
reward apriori. This enables us to solve the POMDP problem offline.
In order to transform a recognition problem into a problem of action selection,
one that can be solved using a POMDP, we introduce a set of dummy actions called
Recognize that correspond to the act of recognizing the object. The recognition of
an object is equivalent to the recognition of one of the states that best disambiguates
the object. The set of actions is thus defined as:
A = {ST |ARtag1pan−tilt, ST |
ARtag2
pan−tilt, ST |
ARtag3
pan−tilt, ST |
ARtag4
pan−tilt, ST |
ARtag5
pan−tilt, Pull,
Grasp,Rotate−X,Rotate− Z,Recognize1, . . . , RecognizeN}
where N is the total number of objects being considered.
We have an extra state, the Sink, where the robot enters after an attempt to
recognize an object. The state transition function T for the Sink-state is given by
T (sinkt+1|xt, at) =


0 : at /∈ {recognize1, . . . recognizen}
1 : at ∈ {recognize1, . . . recognizen}
(5.4)
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This ensures that the Recognize action is taken only when the planner is completely
sure about the object.
The robot receives reward when it recognizes an object correctly. The recognition
of the object corresponds to the recognition of at least one of its corresponding states.
This is encoded in the rewards the robot receives.
R(recognizei|x
t) = Pr(oi|x
t) (5.5)
where Pr(oi|x
t) is the probability of the object presented being object i given the
state.
Figure 5.4 shows the objects being used in the object recognition task. Both
objects look visually similar except for one discriminating face. Figure 5.5 and Fig-
ure 5.6 show two runs of the computed policy. In each run, one of the objects was
presented in front of the robot in an unknown orientation. The policy selects actions
in a manner that reduces its uncertainty over objects with the final action selected
being the Recognize action.
The above experiment shows that expressing the problem of uncertainty reduction
as a problem of action selection over a POMDP allows a planner to choose actions
based on its belief while simultaneously making progress towards disambiguating the
object. Though the task described above showed how to use POMDPs for object
recognition, the same technique can be used directly for other tasks involving uncer-
tainty reduction. If the goal of the planner is to reduce uncertainty over objects to
the extent that it can infer if an object is graspable or not, the reward function and
the Recognize action can be appropriately defined.
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5.3 Related Work
A Partially Observable Markov Decision Process (POMDP) is a generalization of
a Markov Decision Process that provide techniques for calculating optimal control
actions under uncertainty. They extend MDPs to domains where considerations of
hidden state are crucial for task performance. They have proved useful for a wide
range of real world domains such as robot navigation [93, 99, 85] and robot inter-
action [22, 90]. Unfortunately, POMDPs of the size necessary for optimal robot
control are an order of magnitude larger than what today’s best, exact POMDP al-
gorithms can tackle [54]. However, robotic applications can yield highly structured
POMDPs, where certain actions are only applicable in certain situations. To exploit
this structure, Pineau [90] developed a hierarchical version of POMDPs that breaks
down decision making into a collection of smaller problems that can be solved more
efficiently. Their use of POMDPs at the highest level of behavioral control is in con-
trast to existing applications. This approach has been applied to the task of guiding
elderly people with mild physical and cognitive disabilities in a nursing home [90]. It
required the robot to navigate to a person’s room, alert them, inform them of an up-
coming event or appointment, and then guide the person, while carefully monitoring
the person’s progress and adjusting the robot’s velocity and path accordingly.
Uncertainty is a key issue when determining object and action parameters. Ek [30]
presented a system that is able to infer the commanded task and reason about action
selection given information derived from partial observations. In this work, an opti-
mal perceptual action is defined to be the action that will maximally disambiguate
(reduce entropy over) the state-space. In [28], Dragiev utilizes Gaussian processes
to dilate expectation for object pose in the context of reaching and grasping tasks.
Recently, Petrovskaya [87] presented the Guaranteed Recursive Adaptive Bounding
(GRAB) algorithm for efficient approximate inference that was tested in the context
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of a manipulation environment by accurately localizing an object’s pose from a set of
relative sensor measurements.
While the use of POMDPs for both planning and control does sound very promis-
ing for real world tasks such as navigation, their use in manipulation tasks has been
relatively unexplored until recently. Hsiao [46] provided a method for planning under
uncertainty for simple grasping problems by partitioning the configuration space into
a set of regions that are closed under compliant motions. She further showed how
this approach can be used for task driven manipulation of objects where there is un-
certainty about the relative pose of the robot and the objects [47]. She presented a
decision theoretic framework in which the robot iteratively minimizes its uncertainty
in object pose by probing an object.
Kaelbling and Lozano-Pe´rez [55, 56] developed an approach to integrated task and
motion planning that integrates geometric and symbolic representations in an aggres-
sively hierarchical planning architecture, called Hierarchical Planning in the Now
(HPN). They showed that the hierarchical decomposition allows efficient solutions
to problems with very long horizons while the symbolic representations support ab-
straction in complex domains with large number of objects. They handled uncertainty
over future states by planning in approximate deterministic models, performing care-
ful execution monitoring, and replanning when necessary. The uncertainty in current
state is handled by planning in the belief space. Their approach to making planning
tractable is to construct a temporal hierarchy of short-horizon problems, thus reduc-
ing the complexity of the individual planning problems to solve. The hierarchical
approach is not guaranteed to produce optimal plans. It is, however, complete in
domains for which the goal is reachable from every state.
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5.4 Conclusions
This chapter presented a POMDP based planning algorithm for action selection.
We showed that POMDPs can be used for both recognition tasks as well as achieving
a goal state. The reward function for both tasks can be computed directly from the
probabilistic forward models of objects. This allows the planner to compute a policy
at runtime given the task description. Since the computed policy specifies an action
for every probability distribution over states in the space, it has all contingencies com-
puted for selecting actions when the robot is completely uncertain about the state.
The actions selected can be exploratory in nature or goal directed based on planner’s
estimate of the state and the goal.
It is worthwhile to note that the robot was not trained to perform a particular task,
and hence the representation was not chosen to fit the task. However, our functional
representation of knowledge allows a robot to reuse its knowledge for different tasks
by using the Bayesian models as forward models for planning and extracting the
reward function directly from the models.
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Pull
Rotate-X
Pull
Rotate-X
Reached Goal
Figure 5.2. The robot performing the action sequence Pull→Rotate-
X→Pull→Rotate-X to reach the goal state. After reaching the goal state, the
goal feature can be seen on the top face of the box.
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Pull
Rotate-Z
Rotate-Z
Reached Goal
Figure 5.3. The robot performing the action sequence Rotate-
Z→Pull→Rotate-Z to reach the goal state. After reaching the goal state,
the goal feature can be seen on the front face of the box.
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Box1 Box2
Figure 5.4. A flattened image of the two boxes showing the various ARtag features
on each of its faces. The red and blue colors indicate the symmetry in the features
present in each box box. The green colors indicate the discriminating face for each
box.
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Pull
Rotate-Z
Pull
Rotate-Z
Recognize1
Figure 5.5. The robot performs the action sequence: Pull-Rotate-Z-Pull-
Rotate-Z-Recognize1 as part of the policy to recognize Box1.
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Pull
Rotate-X
Recognize2
Figure 5.6. The robot performs the action sequence: Pull-Rotate-X-
Recognize2 as part of the policy to recognize Box2.
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CHAPTER 6
CONCLUSIONS AND DISCUSSIONS
The goal of this thesis was to present a holistic approach to planning robot be-
havior, using previously acquired skills to represent control knowledge directly, and
use this background knowledge to build plans in the space of control actions.
Chapter 2 presented the representational foundations that lets a robot to accumu-
late control knowledge by direct interaction with the world. I showed how a robot can
make use of low-level controllers and their dynamics to learn sensorimotor programs
(schemas). I showed how such programs can be composed hierarchically to learn pro-
grams that can interact reliably with multiple stimuli from the environment. These
sensorimotor programs provided the basis for control and modeling in our framework.
The schemas capture common sense knowledge acquired by the robot, where the ac-
quired programs and their long term statistics represent a domain general way of
interacting with stimuli in the environment.
Chapter 3 presented a Bayesian framework that was used by a robot to model its
environment in terms of distributions over the state of control programs. The knowl-
edge accumulated by the robot models the dynamics of the environment as learned
by direct interaction with the world. I showed how such a model can be used for both
object recognition as well as a forward model to build plans.
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Chapters 4 and 5 presented two planning algorithms that can be applied to the
learned models for task-specific planning. The planner uses the probabilistic forward
models to come up with a high level plan. I showed how the planner adapts to run
time feedback by taking task directed exploratory actions that yield better predictions
and improve planning performance.
6.1 Future Work
While the knowledge representation framework presented in this dissertation pro-
vides a powerful way to bridge the gap between autonomous skill acquisition and
model-based planners, the work can be extended in several directions.
6.1.1 Learning Robust Object Models
The object models used for the various planning tasks used fiducial markers such
as ARtags, since they are a lot more robust to sensory noise and variations in lighting.
A future direction of this work can be to learn object models that uses primitive visual
features such as color, shape, and texture. The models can be made robust by learning
them in varying lighting conditions and environmental context. Since the learned
models should reflect patterns over reliably trackable stimuli, control actions having
high variance for an object can be ignored as they are not very informative. This
would allow robot to learn models about its environment directly from interaction
while ignoring the parts of its state space that are not reliable and hence can’t be
used for inference.
6.1.2 Learning Multi-Object Relationships
The Bayesian formulation of objects as spatially structured schemas provides a
powerful mechanism for autonomous learning and planning for a robot performing
manipulation tasks. However, until now, we have only considered the case where
one object is present in the environment. This is almost always not the case. For
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example, to grasp a tool lying on a table, a robot needs to interact with two objects—
tool and table. While each object in isolation can be described by their own model,
the model distributions change when objects are interacting (or maintaining certain
spatial relationships) with one another. An action that reaches for the tool lying
on the table cannot choose any grasp goal on the tool that is in contact with the
table. Our presented Bayesian formulation needs to be extended in order to provide
a principled way of re-computing these distributions based on observations that are
consistent with multiple objects.
6.1.3 Probabilistic Inference on POMDPs
Toussaint et al. [113] proposed a new approach to planning and goal-directed
behavior by using probabilistic inference on graphical models that represent states,
actions, constraints, and goals. They showed that by using graphical models to
specify the dependencies across multiple time-steps, one can reason about the effects
of actions in the future. In their framework, inference was viewed as an internal
simulation for control, planning, and decision making. This idea has been applied to
low-level motor control [112], as well as high level planning [66, 67]. In [114], these
methods were integrated to let a robot perform goal-directed behavior at various levels
of abstraction. These inference techniques to directly extract plans from a Dynamic
Bayes Net can also be applied to our knowledge representation to learn policies. This
would allow a robot to compute policies on-demand based on the task requirements.
6.1.4 Dexterous Mobility and Manipulation
Humans exhibit remarkable motor resourcefulness with respect to tasks where the
same task, based on environmental constraints, utilizes different motor policies to
achieve its objective. These constraints can be resource (availability of effectors),
accuracy (fine manipulation vs. coarse manipulation), or energy. One of the best
examples of motor resourcefulness is an human’s ability to use its arms for mobility
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(rock climbing), or its legs for manipulation (use the pedals in the car). Since our
goal is to develop robots that exhibit dexterity, a robot needs to be able to select both
mobility and manipulation actions (not restricted to a particular group of effectors)
based on the task. A future extension of our work will be to build object models
where the actions available include both mobility and manipulation behaviors. For
example, in our experiments involving manipulating the box, the action of rotating
the box to re-orient it could very well have been performed by re-orienting the robot
itself, by moving the robot with respect to the box. Having available such alternate
motor solutions can allow a planner to select different plans based on environmental
constraints.
6.2 Discussions
The central goal of this dissertation was to take a small step towards achieving
dexterous behavior in robots. Learning needs to be the core feature of any robot
working in unstructured environments. Nonetheless, present-day learning approaches
fail to take into account that learning is never a finished process but an everyday
task for biological systems. In the future, robots should be able to acquire new skills
by exploration and play (much like animals), and use its acquired knowledge to act
purposefully in the world. Having a unified representation for planning and learning
will not only allow a robot to build and execute plans, but also to find deficiencies in
its skills and models.
McCarthy and Hayes [76] first presented the frame problem in the context of the
background necessary to predict the change in state expected as a consequence of the
actions of an agent. The problem states that it is a practical impossibility to describe
or infer all the necessary preconditions and all the possible consequences of a given
action. It is not only difficult to determine what changes and what does not, it is
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also difficult to determine what is relevant. I propose that a failure in the execution
of a plan indicates that implicit knowledge structures in the form of hierarchical be-
havior used as forward models by the planner do not capture salient features of the
environment that are necessary for “framing” this task. Thus, the failure of a plan
can be used by the learning agent to direct subsequent exploration to skills that need
further improvement. This seeds a learner to either explore a part of robot’s state
space to improve its skills or build more complete models.
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