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a b s t r a c t
Asymptotic expansions of the distributions of parameter estimators in mean and
covariance structures are derived. The parameters may be common to, or specific in
means and covariances of observable variables. The means are possibly structured by
the common/specific parameters. First, the distributions of the parameter estimators
standardized by the population asymptotic standard errors are expanded using the
single- and the two-term Edgeworth expansions. In practice, the pivotal statistic or
the Studentized estimator with the asymptotically distribution-free standard error is
of interest. An asymptotic distribution of the pivotal statistic is also derived by the
Cornish–Fisher expansion. Simulations are performed for a factor analysis model with
nonzero factor means to see the accuracy of the asymptotic expansions in finite samples.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
In covariance structure analysis, the means of observable variables are frequently of little interest, which gives
unconstrained means whose estimators are simply sample means. On the other hand, in mean and covariance structure
analysis with structural means, the parameters common to or specific in means and covariances are estimated using their
sample counterparts simultaneously. Typicalmodelswith structuralmeans are thosewith nonzeromeans of latent variables
(e.g., factors),which are of interest especiallywhen samples from several populations are available to confirmdifferent factor
means [1–4]. An advantage for themodelwith common parameters inmeans and covariances is found in the added accuracy
of their estimators over those using only sample covariances [5,6].
The sampling behavior of the estimators in mean and covariance structures has been provided by the normal
approximation using the asymptotic covariance matrix for the estimators under nonnormality ([7–9] and the references
therein). The approximations to the distributions of the fit indexes based on residuals and the normal-theory (NT) likelihood
ratio statistic are provided by Bentler and Dijkstra [7], Ogasawara [10], Yuan [11], Yuan, Hayashi and Bentler [12].
The normal approximation mentioned above gives reasonable accuracy in practice with moderate to large sample sizes,
while there remains some room to improve with small to moderate sample sizes. This is because the normal approximation
neglects the terms of order higher than that of the usual asymptotic variances (i.e., the terms for bias, skewness, kurtosis
and the higher-order variance). The asymptotic biases of the estimators in covariance structures with unconstrained means
are given by Shapiro [13] and Ogasawara [14,15]. The asymptotic expansions of the distributions of the estimators beyond
the usual normal approximations are given by Ogasawara [16–23,25] and Boik [24].
The purpose of this article is to give the asymptotic expansions for the parameter estimators in mean and covariance
structures under nonnormality. In practice, the pivotal statistic or Studentized estimator using the estimate of the
E-mail address: hogasa@res.otaru-uc.ac.jp.
0047-259X/$ – see front matter© 2008 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmva.2008.09.001
H. Ogasawara / Journal of Multivariate Analysis 100 (2009) 902–912 903
asymptotically distribution free (ADF) asymptotic standard error is used for testing a parameter. The asymptotic expansion of
the distribution of the pivotal statistic beyond the unit asymptotic variancewill also be given. Simulationswill be performed
to illustrate the accuracy of the asymptotic expansions in finite samples.
2. The parameter estimators in mean and covariance structures
A typical discrepancy function in mean and covariance structure analysis is given by NT as
F∗NT = {x¯− µ(θ)}′6(θ)−1{x¯− µ(θ)} + ln |6(θ)| − ln |S∗| + tr{6(θ)−1S∗} − p, (2.1)
where x¯ = ∑Ni=1 xi/N; xi is the i-th observation of a p × 1 vector x of observable variables; N is the sample size; µ(θ) is a
p × 1 vector of possibly structured means with a q × 1 vector θ of parameters; 6(θ) is a p × p covariance matrix given by
θ; and S∗ =∑Ni=1(xi − x¯)(xi − x¯)′/N is a sample covariance matrix. A slightly modified version of (2.1) is given by
FNT = (x¯− µ)′6−1(x¯− µ)+ ln |6| − ln |S| + tr(6−1S)− p, (2.2)
where µ = µ(θ); 6 = 6(θ); and S = (N/n)S∗ with n = N − 1 is the usual unbiased covariance matrix (see e.g., [8]). The
asymptotic covariance matrices of the parameter estimators using (2.1) and (2.2) are the same up to order O(n−1) while
there is some difference in the asymptotic expansions higher than the order of the asymptotic variance. However, in this
article (2.2) is dealt with for simplicity. It is to be noted that (2.2) gives weight slightly greater than (2.1) to covariance
structure. The discrepancy function by unweighted least squares (ULS) is written as
FULS = (x¯− µ)′(x¯− µ)+ (1/2)tr{(S− 6)2}, (2.3)
which will be briefly addressed in a later section.
The estimators denoted by θˆ are defined as those given by minimizing FNT. Note that θˆ is a function of x¯ and s = v(S),
where v(·) is a vectorizing operator taking the non-duplicated elements of a symmetric matrix. Let u = (x¯′, s′)′ with
E(u) = (µ′, σ ′)′ and σ = v(6). Then, θˆ = θ(u) is an (implicit) function of u. Note that θ in µ = µ(θ), σ = σ(θ) and
6 = 6(θ) is used also as a population parameter vector, which was a mathematical vector in (2.1)–(2.3), for simplicity of
notation as long as confusion does not occur.
3. Asymptotic expansions of the distributions of the parameter estimators
Let
w = n1/2(θˆ − θ), (3.1)
where θˆ is a generic estimator representing one of θˆ1, . . . , θˆq in θˆ, and θ is the corresponding population parameter. Assume
that the cumulants ofw exist in the following way:
κ1(w) = E(w) = n−1/2α1 + O(n−3/2),
κ2(w) = E[{w − E(w)}2] = α2 + n−1∆α2 + O(n−2),
κ3(w) = E[{w − E(w)}3] = n−1/2α3 + O(n−3/2),
κ4(w) = E[{w − E(w)}4] − 3{κ2(w)}2 = n−1α4 + O(n−2),
(3.2)
where n−1α1, n−1α2, n−2∆α2, n−1/2α3/α
3/2
2 and n
−1α4/α22 are the asymptotic bias, variance, added higher-order
variance, skewness and kurtosis of θˆ , respectively. Let v = n1/2(u−τ)withτ = (µ′, σ ′)′. In order to deriveαi’s (i = 1, . . . , 4)
and∆α2, we assume that the following Taylor series expansion holds with the three-time differentiability of θˆ with respect
to u in the neighborhood of τ:
w = ∂θ
∂ τ′
v+ n
−1/2
2
{(
∂
∂ τ′
)〈2〉
θ
}
v〈2〉 + n
−1
6
{(
∂
∂ τ ′
)〈3〉
θ
}
v〈3〉 + Op(n−3/2), (3.3)
where ∂θ/∂ τ ≡ ∂θˆ/∂ u|u=τ with similar expressions for partial derivatives evaluated at the population values for simplicity
of notation; x〈k〉 = x⊗ · · · ⊗ x (k times); and⊗ denotes the Kronecker product.
From (3.3), it follows that
α1 = 12 tr
(
∂2θ
∂ τ ∂ τ′

)
, α2 = ∂θ
∂ τ′

∂θ
∂ τ
, (3.4)
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where n−1 is the asymptotic covariance matrix of u up to order O(n−1) i.e.,
 =
(
11 12
21 22
)
, (11)ab = σab = (6)ab,
(12)a, cd = (21)cd,a = σacd = E{(Xa − µa)(Xc − µc)(Xd − µd)},
(22)cd,ef = σcdef − σcdσef , σcdef = E{(Xc − µc) · · · (Xf − µf )},
(a, b = 1, . . . , p; p ≥ c ≥ d ≥ 1; p ≥ e ≥ f ≥ 1),
(3.5)
where (·)ab is the (a, b)th element of the argument matrix; (·)a,cd and (·)cd,ef are the (a, cd)th and the (cd, ef )th elements of
the argument matrices using double subscript notation; and Xa is the a-th observable variable in xwith µa = E(Xa).
For∆α2, from (3.3) and the result for covariance structure without structural means [16,19], it follows that
∆α2 =
∑
A,B
∂θ
∂τA
∂θ
∂τB
(∆)AB +
∑
A,B,C
{
∂θ
∂τA
∂2θ
∂τB∂τC
M(A, B, C)
+
∑
D
(
1
2
∂2θ
∂τA∂τC
∂2θ
∂τB∂τD
+ ∂θ
∂τD
∂3θ
∂τA∂τB∂τC
)
()AB()CD
}
, (3.6)
where
∑
A,B =
∑
A
∑
B;
∑
A is
∑p(p+3)/2
A=1 ; A in e.g., τA runs from 1, . . . , p forµ through p+1, . . . , p(p+3)/2 for τ (recall
τ = (µ′, σ ′)′); n−2∆ is the higher-order term in E{(u− τ)(u− τ)′} i.e.,
E{(u− τ)(u− τ)′} = n−1+ n−2∆+ O(n−3), ∆ =
(
∆11 ∆12
∆21 ∆22
)
,
(∆11)ab = −σab, (∆12)a,cd = (∆21)cd,a = −σacd, (∆22)cd,ef = −κcdef ,
(a, b = 1, . . . , p; p ≥ c ≥ d ≥ 1; p ≥ e ≥ f ≥ 1), (3.7)
κa···f is the multivariate cumulant for the variables Xa, . . . , Xf (for the derivation of (3.7) see Section A.1 of the supplement,
[25]). In (3.6),M(A, B, C) is defined as
M(A, B, C) ≡ n2E{(uA − τA)(uB − τB)(uC − τC ); n−2}, (A, B, C = 1, . . . , p(p+ 3)/2), (3.8)
where E(·; n−k) is the expectation taken up to order O(n−k). Actual expressions of (3.8) are
M([ab], [cd], [ef ]) = n2E{(sab − σab)(scd − σcd)(sef − σef ); n−2}
= κabcdef +
12∑
κabceκdf +
4∑
κaceκbdf +
8∑
κacκbeκdf , (p ≥ a ≥ b ≥ 1; p ≥ c ≥ d ≥ 1; p ≥ e ≥ f ≥ 1) (3.9)
where [ab] ≡ p+ b+∑a−1i=1 ∑ij=1 1 and∑kdenotes the sum of k terms with a similar pattern (for (3.9) see [26], equation
6),
M([ab], [cd], e) = n2E{(sab − σab)(scd − σcd)(X¯e − µe); n−2}
= σabcde −
3∑
(σabcσde + σcdaσbe), (p ≥ a ≥ b ≥ 1; p ≥ c ≥ d ≥ 1; e = 1, . . . , p), (3.10a)
M([ab], c, d) = N2E{(sab − σab)(X¯c − µc)(X¯d − µd)} = κabcd, (p ≥ a ≥ b ≥ 1; c, d = 1, . . . , p), (3.10b)
M(a, b, c) = N2E{(X¯a − µa)(X¯b − µb)(X¯c − µc)} = σabc, (a, b, c = 1, . . . , p), (3.10c)
where X¯a is the sample mean for Xa and σa···e is the multivariate central moment of Xa, . . . , Xe. Note that (3.10b) and (3.10c)
give exact results (for the derivation of (3.10a)–(3.10c) see Section A.2 of the supplement).
For α3, replacing s and σ with u and τ, respectively in the case without structural means [17,20], we have
α3 =
∑
A,B,C
∂θ
∂τA
∂θ
∂τB
∂θ
∂τC
M(A, B, C)+ 3 ∂θ
∂ τ ′

∂2θ
∂ τ ∂ τ′

∂θ
∂ τ
. (3.11)
Lastly, for α4 the result is given by extending Ogasawara’s [27], Eq. (3.11)) lemma as for α3:
α4 =
∑
A,B,C,D
{
∂θ
∂τA
∂θ
∂τB
∂θ
∂τC
∂θ
∂τD
M(A, B, C,D)+
∑
E
2
∂2θ
∂τA∂τB
∂θ
∂τC
∂θ
∂τD
∂θ
∂τE
10∑
()ABM(C,D, E)
+
∑
E,F
(
3
2
∂2θ
∂τA∂τB
∂2θ
∂τC∂τD
+2
3
∂3θ
∂τA∂τB∂τC
∂θ
∂τD
)
∂θ
∂τE
∂θ
∂τF
15∑
()AB()CD()EF
}
− (4α1α3 + 6α2∆α2 + 6α2α21), (3.12)
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whereM(A, B, C,D) is defined as the coefficient of the term of order O(n−1) in the following equation:
n2E{(uA − τA)(uB − τB)(uC − τC )(uD − τD)} =
3∑
()AB()CD + n−1M(A, B, C,D)+ O(n−2),
(A, . . . ,D = 1, . . . , p(p+ 3)/2) (3.13)
with
M([ab], [cd], [ef ], [gh]) = κabcdefgh +
24∑
κacκbdefgh +
32∑
κaceκbdfgh +
8∑
κacegκbdfh +
24∑
κabegκcdfh
+
96∑
κacκbeκdfgh +
48∑
κacκegκbdfh +
96∑
κacκbegκdfh +
48∑
κbcκdeκfgκha −
6∑
κabcd(22)ef ,gh,
(p ≥ a ≥ b ≥ 1; p ≥ c ≥ d ≥ 1; p ≥ e ≥ f ≥ 1; p ≥ g ≥ h ≥ 1) (3.14)
([26], Equation 9; [27], Equation 3.8),
M([ab], [cd], [ef ], g) = σabcdefg −
3∑
(σcdefgσab + σbcdef σag + σacdef σbg)− 3
3∑
σcdef σabg −
3∑ 4∑
σbefgσacd
+ 4
3∑
σabgσcdσef +
3∑
σefg(σacσbd + σadσbc)+ 2
3∑ 4∑
σacdσbgσef +
3∑ 4∑
σefa(σbcσdg + σbdσcg),
(p ≥ a ≥ b ≥ 1; p ≥ c ≥ d ≥ 1; p ≥ e ≥ f ≥ 1; g = 1, . . . , p), (3.15a)
M([ab], [cd], e, f ) = σabcdef − 3σabcdσef − σabef σcd − σcdef σab −
8∑
σacdeσbf − 3(σabeσcdf + σabf σcde)−
4∑
σacdσbef
+ 3σabσcdσef +
2∑
σab(σceσdf + σcf σde)+
15∑
σabσcdσef
(p ≥ a ≥ b ≥ 1; p ≥ c ≥ d ≥ 1; e, f = 1, . . . , p), (3.15b)
M([ab], c, d, e) = σabcde − 2
3∑
σabcσde −
5C 2=10∑
σabcσde, (p ≥ a ≥ b ≥ 1; c, d, e = 1, . . . , p), (3.15c)
M(a, b, c, d) = σabcd − 3
3∑
σabσcd (a, b, c, d = 1, . . . , p). (3.15d)
For the derivation of (3.15a)–(3.15d), see Section A.3 of the supplement.
The partial derivatives of θˆ with respect tou up to the third order are given in amanner similar to thosewithout structural
means [16,19]:
∂ θˆ
∂ uA
= −
(
∂2FˆNT
∂ θˆ ∂ θˆ
′
)−1
∂2FˆNT
∂ θˆ ∂ uA
,
∂2θˆ
∂ uA∂ uB
= −
(
∂2FˆNT
∂ θˆ ∂ θˆ
′
)−1 (∑
i
∑
j
∂3FˆNT
∂ θˆ ∂θˆi∂θˆj
∂θˆi
∂ uA
∂θˆj
∂ uB
+
∑
i
∂3FˆNT
∂ θˆ ∂θˆi∂ uB
∂θˆi
∂ uA
+
∑
i
∂3FˆNT
∂ θˆ ∂θˆi∂ uA
∂θˆi
∂ uB
+ ∂
3FˆNT
∂ θˆ∂ uA∂ uB
)
, (3.16)
∂3θˆ
∂ uA∂ uB∂ uC
= −
(
∂2FˆNT
∂ θˆ ∂ θˆ
′
)−1 [∑
i
∑
j
∑
k
∂4FˆNT
∂ θˆ ∂θˆi∂θˆj∂θˆk
∂θˆi
∂ uA
∂θˆj
∂ uB
∂θˆk
∂ uC
+
3∑
(U,V ,W )
∑
i
{∑
j
(
∂3FˆNT
∂ θˆ ∂θˆi∂θˆj
∂θˆi
∂ uU
∂2θˆj
∂ uV ∂ uW
+ ∂
4FˆNT
∂ θˆ ∂θˆi∂θˆj∂ uU
∂θˆi
∂ uV
∂θˆj
∂ uW
)
+ ∂
3FˆNT
∂ θˆ ∂θˆi∂ uU
∂2θˆi
∂ uV ∂ uW
+ ∂
4FˆNT
∂ θˆ ∂θˆi∂ uU∂ uV
∂θˆi
∂ uW
}
+ ∂
4FˆNT
∂ θˆ∂ uA∂ uB∂ uC
]
, (A, B, C = 1, . . . , p(p+ 3)/2),
where
∑
i is
∑q
i=1,
FˆNT = Fˆ + ln |6ˆ| − ln |S| + tr(6ˆ−1S)− p,
Fˆ = (x¯− µˆ)′6ˆ−1(x¯− µˆ), µˆ = µ(θˆ), 6ˆ = 6(θˆ), (3.17)
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and
∑3
(U,V ,W ) denotes a summation over the range
(U, V ,W ) ∈ {(A, B, C), (B, C, A), (C, A, B)}.
The partial derivatives of Fˆ with respect to u are given in Section A.4 of the supplement (for the partial derivatives of
FˆNT − Fˆ in (3.17), see [16,19]).
Using the standard statistical theory for the asymptotic expansion of the distribution of the parameter estimators
(e.g., [28]), we have
Theorem 1. The density function of the distribution of a parameter estimator θˆ in a mean and covariance structure model
possibly including structural means with the assumption of the three-time differentiability of θˆ with respect to sample means
and covariances evaluated in the neighborhood of the population values and the assumptions of the existence of the associated
moments of observable variables and the validity is given by
f
(
n1/2(θˆ − θ)
α
1/2
2
= y
)
=
[
1+ n−1/2
{
α1y
α
1/2
2
+ α3
6α3/22
(y3 − 3y)
}
+ n−1
{
1
2
(∆α2 + α21)
y2 − 1
α2
+
(α4
24
+ α1α3
6
) y4 − 6y2 + 3
α22
+ α
2
3(y
6 − 15y4 + 45y2 − 15)
72α32
}]
φ(y)+ O(n−3/2), (3.18)
where φ(y) = (1/√2pi) exp(−y2/2); and αi (i = 1, . . . , 4) and∆α2 are given by (3.4), (3.6), (3.11) and (3.12).
In Theorem 1, the approximations up to O(1), O(n−1/2) and O(n−1) on the right-hand side of (3.18) are the usual normal
approximation, the single- and two-term Edgeworth expansions, respectively.
4. Asymptotic expansion of the distribution of the pivotal statistic
The result in Theorem 1 was given by standardizing θˆ with the population asymptotic standard error α1/22 , which is
usually unavailable in practice, while we have the ADF Studentized (Studentized by the ADF theory) estimator or the pivotal
statistic:
t = n
1/2(θˆ − θ)
αˆ
1/2
2
. (4.1)
For αˆ2 in (4.1), there are some variations including the estimator with the unbiased ˆ22 for the exact counterpart of
22 [29,30]. However, in this article we use the following simple estimator for, which is asymptotically equivalent to the
unbiased one:
αˆ2 = ∂ θˆ
∂ u′
ˆ
∂ θˆ
∂ u
, ˆ =
(
ˆ11 ˆ12
ˆ21 ˆ22
)
, (ˆ11)ab = sab,
(ˆ12)a, cd = (ˆ21)cd,a = 1N
N∑
i=1
(Xa − X¯a)(Xc − X¯c)(Xd − X¯d) ≡ macd,
(ˆ22)cd,ef = 1N
N∑
i=1
(Xc − X¯c) (Xd − X¯d)(Xe − X¯e)(Xf − X¯f )− scdsef
≡ mcdef − scdsef (a, b = 1, . . . , p; p ≥ c ≥ d ≥ 1; p ≥ e ≥ f ≥ 1), (4.2)
where ∂ θˆ/∂ uwith the similar expressions given later denotes the partial derivative evaluated at the sample values.
It is assumed that t has the following cumulants:
κ1(t) = n−1/2α′1 + O(n−3/2),
κ2(t) = 1+ O(n−1), (α′2 = 1),
κ3(t) = n−1/2α′3 + O(n−3/2).
(4.3)
Let
v(4) = n1/2{(s− σ)′, (m(3) − E(m(3)))′, (m(4) − E(m(4)))′}′,
m(3) = (m 111, . . . ,m abc, . . . ,m ppp)′ (p ≥ a ≥ b ≥ c ≥ 1),
m(4) = (m 1111, . . . ,m abcd, . . . ,m pppp)′ (p ≥ a ≥ b ≥ c ≥ d ≥ 1), (4.4)
τ(4) = {σ ′, E(m(3))′, E(m(4))′}′.
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In order to derive α′1 and α
′
3 in (4.3), it is also assumed that t has the following Taylor series expansion:
t = α−1/22
∂θ
∂ τ ′
v+ n
−1/2
2
α
−1/2
2
{(
∂
∂ τ′
)〈2〉
θ
}
v〈2〉 − n
−1/2
2
α
−3/2
2
∂θ
∂ τ′
v
∂α2
∂ τ′(4)
v(4) + Op(n−1). (4.5)
Extending Ogasawara’s [20, Theorem 2], result, it follows that
α′1 = α−1/22 α1 −
1
2
α
−3/2
2
∂θ
∂ τ′
∗(4)
∂α2
∂ τ(4)
,
α′3 = α−3/22 α3 − 3α−3/22
∂θ
∂ τ′
∗(4)
∂α2
∂ τ(4)
, ∗(4) = E(v v′(4); n0).
(4.6)
Note that α2 in (4.5) can be evaluated by using σabc ’s and σabcd’s instead of E(mabc)’s and E(mabcd)’s (see Section A.5 of the
supplement), respectively without changing the order of the residual term.
The actual expression of ∗(4) in (4.6) (the asterisk indicates that a matrix with the symbol has rows for the first and
second moments) is
∗(4) = (∗2 ∗3 ∗4), ∗2 = (21 22)′,
∗3 = (′31 ′32)′, ∗4 = (′41 ′42)′, (4.7a)
(31)abc,e = n E[{mabc − E(mabc)}(X¯e − µe); n−1] = κabce, (p ≥ a ≥ b ≥ c ≥ 1; e = 1, . . . , p), (4.7b)
(32)abc,ef = n E[{mabc − E(mabc)}(sef − σef ); n−1]
= σabcef − σabcσef −
3∑
σaef σbc, (p ≥ a ≥ b ≥ c ≥ 1; p ≥ e ≥ f ≥ 1), (4.7c)
(41)abcd,e = n E[{mabcd − E(mabcd)}(X¯e − µe); n−1] = σabcde −
4∑
σbcdσae,
(p ≥ a ≥ b ≥ c ≥ d ≥ 1; e = 1, . . . , p), (4.7d)
(42)abcd,ef = n E[{mabcd − E(mabcd)}(sef − σef ); n−1]
= σabcdef − σabcdσef −
4∑
σaef σbcd, (p ≥ a ≥ b ≥ c ≥ d ≥ 1; p ≥ e ≥ f ≥ 1). (4.7e)
The derivations of (4.7b)–(4.7d) are given in Section A.5 of the supplement (for (4.7e) see [20], Lemma 1). Using the
standard statistical theory for the pivotal statistic t (see e.g., [28]), we have
Theorem 2. The confidence interval of θ with asymptotic confidence coefficient 1− α˜ accurate up to order O(n−1/2) in a mean
and covariance structure model possibly including structural means with the assumption of the two-time differentiability of θˆ
with respect to sample means and covariances evaluated in the neighborhood of the population values and the assumptions of the
existence of the associated moments of observable variables and the validity is given by
θˆ + [±zα˜/2 − n−1/2{αˆ′1 + (αˆ′3/6)(z2α˜/2 − 1)}] n−1/2αˆ1/22 , (4.8)
where zα˜ = 8−1(1−α˜)with8(z) =
∫ z
−∞ φ(ς)dς ; and αˆ2 and αˆ
′
i (i = 1, 3) are the consistent estimators of α2 andα′i(i = 1, 3)
given by (3.4) and (4.6), respectively.
Note that Theorem 2 is based on the Cornish–Fisher expansion.
5. Numerical illustration
A numerical example using an orthogonal factor analysis model with nonzero means of common factors denoted by f is
given in this section for illustration. It is assumed that the model has the following structures:
x = 3f+ e, µ = 3E(f) = 3γ, E(e) = 0, Cov(f) = I2, E(f e′) = O,
6 = Cov(x) = 33′ + 9, Cov(e) = 9 = diag(ψ1, . . . , ψ5) = 2I5,
3 =
[
0 1 1 4 4
5 4 3 3 2
]′
, γ =
[
γ1
γ2
]
=
[
1
1
]
,
(5.1)
where Ik is the k×k identitymatrix. The zero value for λ 11 is a fixed parameter formodel identification. The free parameters
in (5.1) are the remaining elements of 3, the elements of γ , and ψ 1, . . . , ψ 5. Note that we have 4 degrees of freedom by
fitting the model to sample means and variances/covariances.
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Table 1
Simulated and theoretical cumulants of the non-Studentized estimators (The number of replications = 106)
Parameter α1/22 (dispersion) α1 (bias) α3 (skewness) α4 (kurtosis)
N Normal C1 Normal C1 Normal C1 Normal C1
γ1 = 1 200 1.70 1.71 1.28 3.84 9 0 126 294
400 1.68 1.71 1.27 3.92 8 −3 125 368
Th. 1.67 1.72 1.27 4.12 8 −7 118 636
γ2 = 1 200 1.29 1.30 .81 3.27 5 3 51 99
400 1.28 1.32 .79 3.35 5 2 45 150
Th. 1.28 1.35 .79 3.49 5 −2 43 350
ψ2 = 2 200 4.61 8.12 −3.18 −3.14 179 5804 4432 1.16× 106
400 4.61 8.14 −3.07 −3.21 187 5906 4841 1.17× 106
Th. 4.60 8.17 −2.46 −2.49 187 5905 4780 1.16× 106
ψ4 = 2 200 9.20 10.35 −3.53 −4.47 756 6509 1.42×105 1.43× 106
400 9.12 10.34 −3.48 −4.44 744 6608 1.09×105 1.42× 106
Th. 9.04 10.32 −3.09 −4.06 727 6672 1.26×105 1.47× 106
λ 31 = 1 200 1.68 2.37 −.92 −2.17 1 46 22 1555
400 1.67 2.39 −.91 −2.19 0 51 33 1693
Th. 1.67 2.41 −.93 −2.24 1 56 33 2247
λ 22 = 4 200 3.32 7.48 −1.24 −6.05 14 2432 78 2.60× 105
400 3.32 7.58 −1.17 −6.04 17 2648 501 3.19× 105
Th. 3.32 7.68 −1.21 −6.36 15 2971 24 4.16× 105
N = The sample size in the simulation, Th. = Theoretical or asymptotic values, Normal = Normally distributed data, C1 = Chi-square distributed data
with 1 degree of freedom.
Simulations were performed under normality and nonnormality, where the elements of f and e were independently
distributed with means and covariances as specified in (5.1). In the nonnormal cases, independently chi-square distributed
variables with 1 or 3 degrees of freedom were used with scaling to be consistent with (5.1). Samples of N = 200 and 400
were used to represent moderate to large sample sizes. From a set of randomly generated observations, sample means and
variances/covariances were obtained. Based on these data, the 16 non-fixed parameters were estimated by NT maximum
likelihood with FNT (see (2.2)). The model of (5.1) has a minor indeterminacy of the simultaneous reversal of the sign of a
column of3 and its corresponding element of γ . In the simulations the indeterminacywas removed by searching the pattern
most similar to the population values. The above procedure was replicated 106 times.
Table 1 shows the theoretical and simulated cumulants of selected parameters to save space. The simulated cumulants
were obtained by the corresponding k-statistics (unbiased estimators of cumulants) based on 106 estimates for each
parameter followed by multiplication of appropriate powers of n for ease of comparison to the asymptotic values. The
nonnormal cases were given by the chi-square distributed factors with 1 degree of freedom. From the table, it is found
that the theoretical values are reasonably close to the corresponding simulated values especially when the sample size
is relatively large. The nonnormal cases give, as a whole, substantially larger absolute values of theoretical/simulated
cumulants than the normal cases. It is of interest to see that the theoretical/simulated values of α1/22 for γˆi are almost the
same irrespective of normality or nonnormality though the nonnormal cases give consistently slightly larger values than
the corresponding normal cases. This can be explained by the dependency of γˆ more on x¯ than on S, where Cov(x¯) = 6/N
holds irrespective of normality and nonnormality. The slight increase of α1/22 for γˆi in the nonnormal cases can be explained
by the indirect dependency of γˆ on S through 3ˆ which is correlated with γˆ . In the extreme case with known 3 and 9, it is
obvious that α1/22 for γˆi becomes algebraically the same irrespective of normality or nonnormality.
Table 2 shows∆α2 and its simulated values with N = 200 and 400, where the latter ones are given by n2{SD2− (α2/n)}
and SD is the simulated standard error or the standard deviation from 106 estimates for each parameter. The theoretical
values are similar to the corresponding simulated ones. Table 2 also shows the theoretical ratios of the higher-order
asymptotic standard error (HASE = {(α2/n) + (∆α2/n2)}1/2) to the usual asymptotic one (ASE = (α2/n)1/2). The
corresponding, simulated ratios are given by SD/ASE. The theoretical ratios are reasonably similar to their corresponding
simulated ones especially in the normal cases though the difference of the ratio from 1 is less than 2% in this case. The
theoretical ratios in the nonnormal cases seem to give somewhat smaller values than the corresponding simulated ratios.
The largest reduction of the ratio from1 in the table is 4% and 6% for the theoretical and simulated ones for γˆ2whenN = 200.
Table 3 gives the root mean square errors of the asymptotic distribution functions based on Theorem 1 (i.e., the single-
term (E1) and two-term (E2) Edgeworth expansions) using population cumulants. It is known that Edgeworth expansions
can give locally decreasing distribution functions. Such anomalous phenomena can be avoided by Hall’s [31] method with
cubic transformation, which is asymptotically as accurate as E1. In the table, the results of Hall’s method and the usual
normal approximation (NA) are also included. The mean of squared errors was obtained by averaging over the 40 points
of standardized scores from −3.8 through 4.0, where an error is defined as a theoretical value minus the corresponding
simulated proportion below the standardized score in the simulated distribution. Overall, the table shows the smallest errors
by E2 and the largest errors by NA. For E1 and Hall’s method, it is of interest to find that Hall has smaller error than E1 in the
normal cases while E1 has an advantage in the nonnormal cases.
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Table 2
Simulated and theoretical∆α2 with standard error ratios of the non-Studentized estimators (The number of replications = 106)
Parameter N Normal C1
∆α2 SD/ASE HASE/ASE ∆α2 SD/ASE HASE/ASE
γ1 200 18 1.016 1.015 −9 .992 .977
400 19 1.009 1.008 −14 .994 .988
Th. 17 −27
γ2 200 4.7 1.007 1.007 −26 .963 .939
400 3.8 1.003 1.003 −33 .977 .970
Th. 4.3 −43
ψ2 200 17 1.002 1.002 −170 .994 .993
400 11 1.001 1.001 −187 .996 .997
Th. 20 −179
ψ4 200 586 1.018 1.017 112 1.003 1.004
400 576 1.009 1.009 127 1.001 1.002
Th. 564 151
λ 31 200 5.5 1.005 1.004 −32 .986 .982
400 5.8 1.003 1.002 −33 .993 .991
Th. 4.8 −41
λ 22 200 4.5 1.001 1.001 −599 .974 .970
400 3.3 1.000 1.000 −625 .987 .985
Th. 2.9 −686
N = The sample size in the simulation and the theoretical ratio (HASE/ASE), SD = The standard deviation from the simulation, HASE = {(α2/n) +
(∆α2/n2)}1/2 with n = N − 1, ASE = (α2/n)1/2 , Normal = Normally distributed data, C1 = Chi-square distributed data with 1 degree of freedom. The
values with N = 200 and 400, and those of Th. for∆α2 are simulated and theoretical (asymptotic) values of∆α2 independent of n, respectively, where the
simulated values are given by n2{SD2 − (α2/n)}.
Table 3
105× Root mean square errors of the asymptotic distribution functions of the standardized estimators (The number of replications = 106)
Parameter Normal Chi-square with 1 degree of freedom
NA E1 E2 Hall NA E1 E2 Hall
N = 200
γ1 878 168 23 162 2988 408 494 503
γ2 687 60 21 44 3188 672 711 865
ψ2 1160 203 199 200 2242 621 335 790
ψ4 672 188 65 179 1471 322 159 358
λ 31 751 66 18 55 1676 295 207 385
λ 22 543 26 17 21 1916 506 319 636
N = 400
γ1 616 90 17 87 2190 204 221 269
γ2 474 26 12 19 2331 397 303 503
ψ2 807 126 126 126 1649 346 121 404
ψ4 461 102 42 98 1069 170 63 186
λ 31 524 35 16 30 1218 152 89 198
λ 22 372 22 25 23 1377 284 149 346
N = The sample size in the simulation, NA=Normal approximation, E1= The single-termEdgeworth expansion, E2= The two-termEdgeworth expansion,
Hall’s method by variable transformation.
Table 4 shows the accuracy of the asymptotic cumulants of the ADF Studentized estimators under normality and
nonnormality. For the nonnormal cases, the results given by the chi-square distributed data with 3 degrees of freedom
(denoted by C3) were added as a moderately nonnormal case. The number of replications was reduced to 105 due to
large computation time required. Overall, the results of the theoretical values are reasonably close to their corresponding
simulated values especially when the sample size is relatively large. The simulated values of α1/2
′
2 in the cases of C1 are
somewhat larger than 1, which suggests a substantial added contribution of HASE of t over the corresponding ASE.
The accuracy of the confidence intervals based on Theorem 2 was tried to be shown by simulations, though we had
a difficulty of estimating the moments of observable variables as high as the sixth order (recall (4.7e)), which tend to be
unstable with small to moderate sample sizes. However, in many cases, α′1 and α
′
3 under nonnormality are similar to those
under normality when nonnormality is weak to moderate as is illustrated in the cases of C3 in Table 4. This finding suggests
the use of αˆ′1 and αˆ
′
3 with the assumption of normality actually under nonnormality. This usage does not give the reduction
of error order with respect to powers of n over that of the usual normal approximation while we expect some improvement
in finite samples. Table 5 illustrates the accuracy of the confidence intervals using the NT αˆ′1 and αˆ
′
3 as well as the ADF αˆ2
under normality and C3 when N = 200 for typical parameters. It is to be noted that in the normally distributed data, the
use of the NT αˆ′1 and αˆ
′
3 gives the increased order of accuracy, which is shown by the simulated proportions in Table 5 by the
Cornish–Fisher expansion (C–F) and Hall’s method with variable transformation, which are as a whole more similar to the
nominal values than those by NA. In the nonnormal case, we find some reduction of error by C–F and Hall over those by NA.
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Table 4
Simulated and theoretical cumulants of the ADF Studentized estimators (The number of replications = 105)
Parameter N α1/2
′
2 α
′
1 α
′
3
Normal C3 C1 Normal C3 C1 Normal C3 C1
γ1 200 1.02 1.05 1.17 .43 1.28 3.38 .1 .5 4.2
400 1.01 1.03 1.12 .40 1.42 3.64 −.1 1.5 6.7
Th. 1 1 1 .46 1.71 4.82 −.1 3.3 13.3
γ2 200 1.01 1.06 1.21 .09 .83 3.38 −.3 −.8 4.2
400 1.01 1.04 1.14 .13 1.01 3.91 −.5 .1 7.6
Th. 1 1 1 .13 1.62 5.59 −.4 3.6 17.1
ψ2 200 1.04 1.12 1.25 −1.71 −3.29 −5.21 −4.9 −12.5 −26.8
400 1.02 1.07 1.15 −1.68 −3.31 −5.17 −4.6 −11.8 −23.0
Th. 1 1 1 −1.55 −3.42 −5.79 −4.2 −12.2 −22.1
ψ4 200 1.04 1.06 1.11 −1.05 −1.65 −3.03 −2.6 −5.0 −9.7
400 1.02 1.03 1.07 −1.03 −1.67 −3.18 −2.7 −5.1 −10.6
Th. 1 1 1 −.94 −1.75 −3.50 −2.6 −5.6 −12.6
λ 31 200 1.03 1.07 1.15 −.76 −1.75 −3.13 −1.2 −5.5 −10.8
400 1.02 1.04 1.09 −.70 −1.84 −3.21 −1.2 −5.8 −11.0
Th. 1 1 1 −.76 −1.99 −3.82 −1.1 −6.3 −13.3
λ 22 200 1.03 1.14 1.26 −.92 −2.85 −4.53 −3.1 −12.9 −25.5
400 1.01 1.09 1.16 −.92 −2.85 −4.64 −2.7 −12.1 −21.8
Th. 1 1 1 −.91 −3.18 −5.19 −2.9 −12.2 −19.6
N = The sample size in the simulation, Th. = Theoretical or asymptotic values, Normal = Normally distributed data, C3 (C1) = Chi-square distributed
data with 3 (1) degrees of freedom.
Table 5
Simulated proportions below the lower endpoints of the confidence intervals based on the ADF Studentized estimates with NT αˆ′1 and αˆ
′
3 (The number of
replications = 105; N = 200)
Method Nominal values
.0050 .0250 .1000 .5000 .9000 .9750 .9950
Normally distributed data
γ1 NA .0069 .0303 .1105 .5123 .9004 .9743 .9946
C–F .0065 .0284 .1046 .4985 .8952 .9724 .9940
Hall .0065 .0284 .1046 .4985 .8952 .9724 .9940
ψ2 NA .0015 .0151 .0815 .4726 .8673 .9530 .9847
C–F .0089 .0324 .1098 .4957 .8889 .9673 .9913
Hall .0072 .0306 .1094 .4957 .8894 .9682 .9919
λ 31 NA .0045 .0234 .0959 .4831 .8835 .9656 .9907
C–F .0075 .0307 .1087 .4996 .8935 .9701 .9925
Hall .0073 .0305 .1087 .4996 .8935 .9702 .9926
Chi-square distributed data with 3 degrees of freedom
γ1 NA .0095 .0382 .1296 .5324 .9058 .9762 .9946
C–F .0089 .0360 .1232 .5198 .9013 .9745 .9943
Hall .0089 .0360 .1232 .5198 .9013 .9745 .9943
ψ2 NA .0007 .0078 .0651 .4587 .8321 .9257 .9680
C–F .0042 .0215 .0933 .4811 .8538 .9433 .9793
Hall .0034 .0201 .0926 .4811 .8541 .9447 .9804
λ 31 NA .0026 .0172 .0849 .4781 .8596 .9481 .9821
C–F .0048 .0238 .0971 .4931 .8696 .9535 .9848
Hall .0047 .0236 .0971 .4931 .8696 .9536 .9849
N = The sample size in the simulation, NA = Normal approximation, C–F = The Cornish–Fisher expansion, Hall = Hall’s method by variable
transformation.
6. Discussion
In this paper, the discrepancy function FNT (see (2.2)) based on NT has been exclusively dealt with, including some
modification on the original discrepancy function F∗NT (see (2.1)). The NT discrepancy function under nonnormality does
not give efficient estimators, though the use of the function has justification since the function represents a generalized
distance. The discrepancy function of fully generalized least squares (GLS) estimation is defined as
FGLS = (u− τ)′ˆ−1(u− τ), (6.1)
where ˆ is a consistent estimator of. Since ˆ includes samplemoments up to the fourth order, the asymptotic expansions
of the distributions of the GLS estimators may be intractable. As addressed earlier, the ULS discrepancy function FULS is quite
simple and tractable. The necessary corrections to have the asymptotic expansions of the distributions of the ULS estimators
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are to derive the partial derivatives of FULS with respect to x¯ and s. Since the partial derivatives of (1/2)tr{(S − 6)2} are
available (see e.g., Ogasawara [23]), the partial derivatives of F#ULS = FULS − (1/2)tr{(S − 6)2} = (x¯ − µ)′(x¯ − µ) with
Fˆ#ULS = (x¯− µˆ)′(x¯− µˆ) are shown as follows:
∂ Fˆ#ULS
∂ θˆ
= −2∂ µˆ
′
∂ θˆ
(x¯− µˆ), ∂ Fˆ
#
ULS
∂ x¯
= 2(x¯− µˆ),
∂2Fˆ#ULS
∂ θˆi∂ θˆj
= −2 ∂
2µˆ
′
∂ θˆi∂ θˆj
(x¯− µˆ)+ 2∂ µˆ
′
∂ θˆi
∂ µˆ
∂ θˆj
,
∂2Fˆ#ULS
∂ θˆi∂ x¯
= −2∂ µˆ
∂ θˆi
,
∂3Fˆ#ULS
∂ θˆi∂ θˆj∂ θˆk
= −2 ∂
3µˆ
′
∂ θˆi∂ θˆj∂ θˆk
(x¯− µˆ)+ 2
3∑ ∂2µˆ′
∂ θˆi∂ θˆj
∂ µˆ
∂ θˆk
,
∂3Fˆ#ULS
∂ θˆi∂ θˆj∂ x¯
= −2 ∂
2µˆ
∂ θˆi∂ θˆj
,
∂4Fˆ#ULS
∂ θˆi∂ θˆj∂ θˆk∂ θˆl
∣∣∣∣∣
θˆ=θ
= 2
4∑ ∂3µ′
∂ θi∂ θj∂ θk
∂ µ
∂ θl
+ 2
3∑ ∂2µ′
∂ θi∂ θj
∂2µ
∂ θk∂ θl
,
∂4Fˆ#ULS
∂ θˆi∂ θˆj∂ θˆk∂ x¯
∣∣∣∣∣
θˆ=θ
= −2 ∂
3µ
∂ θi∂ θj∂ θk
, (i, j, k, l = 1, . . . , q).
(6.2)
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