Motivation: Currently, the most accurate fold recognition method is to perform profile-profile alignments
INTRODUCTION
Fold recognition is to recognize native-like structural folds of an unknown protein from the known protein structures. It provides not only the structural templates from which a detailed tertiary structure of a protein is predicted by comparative modeling, but also a means to increase our understanding of its biological function by detecting homologs that are difficult to detect by conventional homology search methods. It is also relevant to the target selection in the structural genomics initiatives (Kim, 1998) where one of the main goals is to experimentally determine enough protein structures to build the total repertoire of protein folds from which all proteins with unknown structure can be modeled by fold recognition and homology modeling Hou et al., 2003a) . In addition, by increasing the sensitivity † They contributed equally to this work. * To whom correspondence should be address.
ዊ of the fold recognition method, we can increase the structural coverage of newly sequenced genomes (McGuffin et al., 2004) .
In general, the fold recognition methods fall into two classes. The first class uses solely the sequence information. The hidden Markov model (HMM) methods (Karplus et al., 1999) , PSI-BLAST (Altschul et al., 1997) , FFAS (Rychlewski et al., 2000) , a method by Yona and Levitt (Yona and Levitt, 2002) , and COMPASS can be classified into this category. The second class uses the structural information in addition to the sequence information in various ways (Bowie et al., 1991) .
GenTHREADER (Jones, 1999) , 3D-PSSM (Kelley et al., 2000) , FUGUE (Shi et al., 2001) , RAPTOR , and PROSPECT Xu and Xu, 2000) , to name a few, represent the fold recognition methods that belong to the second class. It is known that including the evolutionary information for both the query and template proteins increases not only the fold recognition performance but also the alignment quality Ohlson et al., 2004) . It is also known that the structural information, when it is used with the sequence information, increases the performance of the templatebased tertiary structure prediction. Especially, the information on the predicted secondary structure of a query protein significantly improves the alignment quality (Elofsson, 2002) and fold recognition performance (Przybylski and Rost, 2004) . However, mounting evidence from the continuous benchmarking program of fold recognition servers such as LiveBench (Rychlewski et al., 2003) and the assessment on recent round of CASP (Kinch et al., 2003) suggests that the impact of the structural information is rather limited and the dominant factor in fold recognition is the quality of the profiles of both a query and a template.
Currently, a common strategy that the most accurate fold recognition methods are adopting is first to perform sequence-profile (Altschul et al., 1997) or profile-profile ) alignments between a query sequence and the template sequences in the fold library, and then to estimate the statistical significances of those alignments by calculating z-score Shi et al., 2001 ) or E-value (Karlin and Altschul, 1990; Sadreyev and Grishin, 2003) . Although this scheme is reliable in recognizing relatively close homologs related at the family level, reaching the sensitivity of roughly 80% at 99% specificity, it still has difficulty in finding the remote homologs that are related at the superfamily or fold level, reaching only 25% sensitivity at 90% specificity at the superfamily level and almost zero sensitivity at the fold level . Here, we present an alternative way to estimate the significance of the alignments by support vector machine (SVM) (Vapnik, 1998) .
Utilizing the machine learning techniques such as the artificial neural network (NN) or SVM to the fold recognition problem is not new. For example, GenTHREADER (Jones, 1999) and RAPTOR transform query-template alignments to fixed length feature vectors, and then evaluate the feature vectors using NN and SVM, respectively, to produce a likelihood measure for each predicted fold recognition. The features used in these works include raw alignment score, alignment length, sequence lengths, pair energy evaluated by threading potential, salvation energy, and sequence identity, etc. The ዊ critical difference between these previous works and the present method is that in this method all templates in template library have feature vectors of different length with profile-profile alignment scores ate each position as their features, while the length of feature vectors for GenTHREADER and RAPTOR is the same for all templates. The methods such as SVM-HMMSTER (Hou et al., 2004) , SVM-I-sites (Hou et al., 2003b) , SVM-pairwise (Liao and Noble, 2003) , and SVM-Fisher (Jaakkola et al., 2000) are also closely related to the present method in many aspects in that those methods attempt to detect remote homologs by examining sequence alignments. In our method the alignment between a query protein and a template of length n is transformed into a feature vector of length n+1 composed of n profile-profile alignment scores and a raw alignment score, (sa 1 , sa 2 , …, sa i , …, sa n , total_score), where sa i is the profile-profile alignment score at position i. Then, the feature vector is evaluated by SVM, and the output is converted to a posterior probability (Platt, 1999 ) that a query sequence is related to a template given an SVM output. The test on large-scale benchmark set indicates that improvement over previous methods is quite dramatic; huge improvement in sensitivity of detecting remote homologs that are related at the superfamily and the fold levels.
MATERIALS AND METHODS

Data
We assess the fold recognition performance of each algorithm by testing its ability to recognize related protein domains at the three different similarity levels, family, superfamily, and fold, classified by the SCOP version 1.65 (Murzin et al., 1995) . First, the fold library composed of ~5,600 domains is constructed using domain subsets with less than 40% sequence identity to each other prepared by ASTRAL Compendium (Chandonia et al., 2004) . We choose the folds containing at least 20 members for training the SVM and testing. A total of 62 folds and 2854 templates are selected as a result. Two-thirds of all templates in each fold (1885 templates) are randomly chosen and used for training the SVM for each template and the remaining one-third of templates (969 templates) are used for testing.
SVM feature vectors and training
To train SVMs for all 1885 templates in the training set, we first generate all-against-all alignments by profile-profile alignment scheme, without using any structural information. , where m i denotes a raw profile-profile alignment score at position i of a template (Tress et al., 2003) , are used. The total alignment scores are scaled to make their average and the standard deviation to become 0 and 1, respectively, so that they have a comparable magnitude and range as the rest of scores. Positive examples are the templates sharing the same fold with a target template for which a SVM is to be trained; otherwise the templates are regarded as a negative example. In SVM training, the linear and radial basis function (RBF) kernels are tried, without attempting serious performance optimization. Freely-available SVM software, svm_light 1 , is used for SVM training and testing. 
Testing and performance assessment
For each sequence in the testing set, the profile-profile alignments with all templates in the training set are generated and transformed to the feature vectors, which are then evaluated by the trained SVMs to produce outputs for all templates. A well-known problem of SVM is that the output values are not calibrated nor directly associated with probabilistic meaning (Platt, 1999) . The fact that a template produces a greater SVM output than a template does not imply that the alignment of a query protein with a template is more significant than that with a template . Therefore, ranking the templates by ዊ http://svmlight.joachims.org/ ዊ their raw SVM outputs is problematic. Instead, a posterior probability that a query sequence is related to a template given an SVM output is estimated by the procedure proposed by Platt (Platt, 1999) . In Platt's method, an SVM output, f, and the posterior probability, p(y=1|f), is related by a sigmoid with two parameters, A and B;
. Ideally, the parameters, A and B, should be estimated from an independent set other than training and testing sets. However, due to the scarcity of members in some folds, it is hard to make an independent set that has enough number of members.
Therefore, we estimate the parameters as follows. For each template in the training set and a query protein, we pretend that the testing set only has a query protein and the independent set is the testing set minus a query protein, and estimate the parameters using the independent set, and finally calculate the posterior probability. We repeat the same procedure for all proteins in the testing set. By doing so, we can avoid a possibility that any bias may be introduced. We have found that using the posterior probabilities instead of the SVM raw outputs improves the performance slightly. We measure fold recognition performance of various methods in two different ways, the receiver operating characteristic (ROC) scores and the specificity-sensitivity plot. The ROC score is the area under the receiver operating characteristic curve, the plot of true positives as a function of the number of false positives (Gribskov and Robinson, 1996) .
The highest score is 1, which indicates that all positives are ranking higher than all negatives. For randomly ordered list of positives and negatives, the score is expected to be 0.5, while a score less than 0.5 indicates the situation that ranking by a method is worse than random ordering. The Specificity is defined by Specificity = TP / (TP + FP), where TP and FP denote the numbers of true and false positives given a cutoff score, respectively. It measures the probability that a pair with a score greater than a given cutoff score is a related protein pair at each similarity level. On the other hand, The Sensitivity is defined by Sensitivity = TP / (TP + FN), where FN is the number of false negatives given a cutoff score. It is the fraction of the number of related proteins that are correctly recognized among all related proteins.
Running PSI-BLAST and calculating z-scores
When running PSI-BLAST, we first generate the profiles for the sequences in the testing set using "nr" database and the default parameter values except for the number of iterations set to 10, and then using those profiles we search the database made of the sequences in the training set. For each sequence in the testing set, the sequences in the training set are ranked according to their E-values. We have tried a few different options for parameters, such as E-value cutoff, the number of iterations. However, the results are more or less the same. To calculate the z-score, a randomly shuffled sequence of a query protein is aligned to the template. By repeating the same process 100 times, the average and the standard deviation of the alignment score distribution, and eventually z-score, are estimated.
RESULTS
ዊ
In this section, we describe the fold recognition performance of the present method, compared with those of PSI-BLAST and the z-score scheme. In Fig. 2 , the ROC scores of various methods are shown. It is clear that the SVM method with the radial basis function (RBF) kernel significantly outperforms PSI-BLAST and the conventional z-score scheme, demonstrating the superior performance of the present method. We have not tried the other SVM kernels such as polynomial or sigmoid kernels as other previous works on fold recognition and the secondary structure prediction (Hua and Sun, 2001 ) using the SVM suggest that RBF kernel generally gives the best performance. Although we have not tried to systematically optimize the parameters, we believe that the current performance is not far from the optimum performance. For the last of the paper, all the SVM results are obtained by using the RBF kernel. The observation that the profile-profile alignment with z-score scheme outperforms PSI-BLAST is not surprising in that numerous previous studies Ohlson et al., 2004; Sadreyev and Grishin, 2003; Von Ohsen et al., 2004) have demonstrated the similar results. Comparing the improvement of the conventional z-score scheme over PSI-BLAST and that of the present method over the conventional z-score scheme, however, it is rather surprising how big performance gain we can achieve by changing the way to estimate the significance of ዊ the alignments while keeping the same profile-profile alignments. With the SVM method with RBF kernel, 63% of all proteins in the testing set have more than 0.9 of ROC score, while 23% and 15% with z-score scheme and PSI-BLAST, respectively. Moreover, with a new method, more than 20% of proteins achieve a near-perfect separation (ROC score of 0.99) of the positives from the negatives, while only 7% and 4% with z-score scheme and PSI-BLAST, respectively. The major portion of performance improvement is gained through correctly recognizing the remote homologs that are related to a query protein at the fold level, most of which PSI-BLAST and the conventional z-score scheme typically fail to recognize. This is the direct consequence of training each template to recognize it remote homologs. Fig. 3 . The specificity-sensitivity plot for various methods at the family level. The inset plot shows the sensitivity as a function of error rate, which is defined by 1 -specificity. SVM, Z-Score, PSI-BLAST denote the SVM method with RBF kernel, z-score method, and PSI-BLAST, respectively. The sensitivity of the present method is better than those of the other two methods up to about 98% specificity. However, above 98% specificity, the performance of the SVM method rather sharply deteriorates compared to the other two methods. Fig. 3 shows the specificity-sensitivity plot for the three methods at the family level, the SVM method with RBF kernel, the conventional z-score method, and PSI-BLAST. Also shown in inset plot of Fig. 3 is the sensitivity as a function of error rate, which is defined by 1 -specificity to more clearly show the performance of three methods at low error rate region. It is easy to recognize that the sensitivity of a ዊ new method is better than those of the other two methods up to about 98% specificity. However, above 98% specificity, the performance of a SVM method rather more quickly deteriorates compared to the other two methods. This drop in performance at very low error rate (very high specificity region) is due to a few high-scoring false positives that are erroneously recognized by the SVM. The main reason for this problem is the definition of the positive examples with which the SVMs are trained. Because a protein that is related to the template at the fold level of similarity is considered as a positive example, and the alignment accuracy between the two proteins that are related at the fold level of similarity can be very low in some cases, the SVMs that are trained based on those alignments make a few obvious mistakes.
However, this kind of problem is not serious because it can be dealt with in many ways. One way is to examine the scores of other templates in the fold library; if a certain high-scoring template is not related to all the other high-scoring templates that turn out to be related, or most of related templates of a certain high-scoring template all have low scores, it is likely that the high score of that template is the result of SVM's mistake. In fact, similar idea of using the global structure in the protein similarity network to improve homology search has been reported to be useful (Weston et al., 2004) . Performance improvement of the present method over the existing methods is more prominently shown in Fig. 4 where the similar specificity-sensitivity plot at the superfamily level is shown. PSI-BLAST and z-score scheme detect 16% and 20% of superfamily-related proteins at 90% specificity, ዊ respectively. According to a recent study on the fold recognition performances of PSI-BLAST and the profile-profile alignment methods , PSI-BLAST and the profile-profile methods detect 16% and 20% of superfamily-related proteins at 90% specificity. Although they used a different benchmark set, their results are nearly the same with our calculation, which implies that difficulty of our testing set is nearly the same with that of their set. Meanwhile, the present method detects 46% of these proteins, resulting in more than two fold increase in sensitivity compared with the previous methods. Fig. 5 . The specificity-sensitivity plot for various methods at the fold level. SVM, Z-Score, PSI-BLAST denote the SVM method with RBF kernel, z-score method, and PSI-BLAST, respectively.
More significantly, as shown in Fig. 5 , at 90% specificity the present method can detect as much as 14% of remotely related proteins at the fold level, while the other methods can detect almost none at the same level of specificity. This result has important implications in many different but related aspects. One aspect is the target selection (Brenner, 2000) in the structural genomics initiatives (Kim, 1998) . A recent analysis on TargetDB , a database for the target proteins of all structural genomics centers, suggests that the target proteins are highly redundant and the percentage of novel folds among solved structures is not as high as expected (Bourne et al., 2004) . To achieve the original goal set by structural genomics initiatives, which is to experimentally determine enough protein structures to build the total repertoire of protein folds from which all proteins with unknown structure can be modeled by fold recognition and homology modeling, it is important to select as a target the proteins that are most likely to have a novel fold. Thanks to the high sensitivity of the present method, failure to recognize a ዊዊ likely fold of a candidate protein will increase the possibility that a protein may have a novel fold. The other aspect is the structural annotation coverage of a genome. According to a recent study (McGuffin et al., 2004) , on average 64% of the proteins encoded in a genome can be confidently assigned to known folds. The main reason for such low coverage rate is the existing fold recognition program's inability to detect remote homologs. It is expected that by improving fold recognition method we can significantly increase the structural coverage rate, therefore increasing the capability of structural annotation of a new genome. The biggest implication is on the template-based protein structure prediction. The quality of predicted protein structure depends on choosing the best structural template and the alignment accuracy.
Moreover, the applicability of the template-based protein structure prediction methods is limited by our ability to recognize a correct fold. As evident in Fig. 5 , many existing best-performing fold recognition methods fail to recognize structural analogs that are related to a query protein at the fold level. By increasing the sensitivity of fold recognition at the fold level, it is possible to significantly increase the applicability of the template-based protein structure prediction methods, as well as the accuracy of protein structure prediction. Then, why does the SVM method work so well? The reason for the success is related to the intermediate sequence search (Park et al., 1997 ) and SVM's ability to recognize the essential features among alignments of remotely related proteins. The situation is schematically depicted in Fig. 6 . In a ዊዊ situation where we try to search for all the proteins that are related to the template P1, by existing homology search algorithms we can typically find proteins in the area enclosed by the dash line; most family members, roughly a third of superfamily members, and a few fold members. However, in the present method, P1 has been trained to recognize the sequences that are similar to P2. Therefore, it will also recognize proteins in the area enclosed by dash-dot line. This situation is similar to the intermediate sequence search (Park et al., 1997) , where two homologous proteins are related through an intermediate sequence that are recognized to be homologous to the two sequences; P2 acts as an intermediate sequence.
In addition, proteins in the area enclosed by dot line can be recognized by the present method, even though those proteins can not be reached by an intermediate sequence search. Since we train SVM to learn some essential features of the alignments between proteins that belong to the same fold, the present method can detect remotely related proteins if the alignments between those proteins and P1 contain those essential features.
A good example is a domain 1kfwA2 (SCOP #: d.26.3.1). In Table 1 , names and scores of highranking templates for a domain 1kfwa2 by SVM method and Z-score scheme are shown. First top five templates (1goiA3, 1ll7A2, 1hjxA2, 1edqA3, 1itxA2) share the same family with 1kfwA2, and are easily recognized by both methods, yielding high posterior probabilities and Z-scores by SVM method and Z-score scheme, respectively. The next template by SVM is 3eipA_ with high probability of 0.84, which shares the same fold with a query, while the Z-score scheme fails to recognize the template 3eipA_ with very low Z-score of -0.7. The reason that 3eipA_ is recognized by SVM but not by Z-score scheme is that when we train 3eipA_ by SVM, all top five templates (1goiA3, 1ll7A2, 1hjxA2, 1edqA3, 1itxA2 ) are used as a positive example. As a result, 3eipA_ is trained to be recognized by proteins that are similar to those five templates, which is 1kfwA2, in this example. In fact 1goiA3, 1ll7A2, 1hjxA2, 1edqA3, 1itxA2 are all acting as an intermediate sequence that connects a query and 3eipA_. 
ዊዊ
In many situations, for instance, when we want to predict a structure of an unknown protein, the fact that a method can recognize a template from the same fold is not so significant if templates from the same family are also recognized with higher scores, just like the above example, because that template will not be used for the structure prediction anyway. Difficult, and significant, case is when there are only the templates that are similar to a query protein at the fold level. To access the effectiveness of the present method in such case, we prepare the training and testing sets that share no proteins from the same superfamily. The training set has 1288 templates and the testing set has 602 templates. This case is much more difficult than the previous one because there are no intermediate sequences from the same family and superfamily that connect the training and test sets. Only the sensitivity at the fold level can be discussed. The result is shown in Fig. 7 . Higher sensitivity for a new set at low specificity region is purely an artifact due to the fact that a new set has higher percentage of true positives than the previous set. It is clear that the present method outperforms the Z-score scheme significantly; the sensitivity of Z-score method drops to near-zero level at about the specificity of 0.3, while the sensitivity of a new method remains at the significant level up to the specificity of 0.8. Apparently, the sensitivity of a new method for the new set is roughly half of that for the previous testing set.
Fig. 7
The specificity-sensitivity plot for the new set and the old set at the fold level. SVM and Z-Score denote the SVM method and the Z-score method, respectively. In the New set, the training and testing sets share the proteins from the same superfamily. The Old set denotes the training and testing sets ዊዊ described in MATERIALS AND METHODS section.
Because this drop of sensitivity is due to the absence of intermediate sequences in the new set, it is reasonable to argue that it is mostly the method's ability to recognize the "essential features" that is responsible for the present method's higher sensitivity for the new testing set, compared to the conventional Z-score scheme. As in most machine learning approaches, it is hard to pinpoint what features are important for the performance, therefore, it is not clear what the "essential features" are.
Nonetheless, we believe that the "essential features" are from relatively small regions of alignments that are important, functionally and structurally, to a group of related proteins, and the SVM can recognize those important alignment features. Suppose that an important region and a not-so-important region equally contribute to the total alignment score. Then, those two regions contribute equally in calculating the PSI-BLAST's E-value and Z-score. On the other hand, the SVM can distinguish an important region from the other and assign higher weight to the important region and ignore the unimportant region in calculating the posterior probability.
The method described so far is by no means optimized. The feature vectors used in the present work is relatively simple, and can be improved in many ways. We have tried the raw alignment scores instead of smoothened profile-profile alignment scores, but the performance seems to get slightly worse. We have found that by including the total scores in the feature vectors we can increase the performance slightly.
When the total scores are included, the fraction of proteins having the ROC scores of 0.9 and 0.99 increases to 0.62 and 0.18 from 0.57 and 0.16, respectively. The current feature vectors do not include the structural features. It is expected that by including the structural features we may further increase the performance of the method. The limitation of the present method is that to properly train the SVM for a certain fold a reasonable number of members should be in the fold. It is well known that the distribution of the number of members in folds follows the power law (Qian et al., 2001) , which implies that a significant number of folds have only a few (non-redundant) proteins with known structures. In our template library with 5463 members, 3855 members belong to only 137 folds that have more than or equal to 10 members, and the remaining 1608 members spread among 650 folds that have less than 10 members. One blessing of the power law distribution is that those 137 folds cover roughly 70%
(=3855/5463) of all proteins. Therefore, if the minimum number of members in a fold required for the present method to be effective is assumed to be 10, we may apply the present method to roughly 70% of cases. We may further increase the applicability of the method by including remote homologs with unknown structure as a positive example. Of course, if those homologs are included, we can not use the structural features in the feature vectors. However, we believe that the importance of the structural features is rather limited.
In summary, in order to improve fold recognition, we develop a new way to estimate the significance of the alignments by SVM. The alignment between a query protein and a template of length n is transformed into a feature vector of length n+1, and then this feature vector is evaluated by SVM. The ዊዊ output from an SVM is converted to a posterior probability that a query sequence is related to a template given an SVM output. Test on benchmark set demonstrate that a new method shows significantly better performance than not only PSI-BLAST but also profile-profile alignment with z-score scheme.
Improvement is most prominent in recognizing remotely related proteins at the fold level. This high sensitivity at the fold level makes a present method a promising tool not only for the protein structure prediction but also the target selection in the structural genomics initiatives and increasing structural coverage of a genome.
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