Abstract-Multi-scale transform (MST) and sparse representation (SR) techniques are used in an image representation model. Image fusion is used especially in medical, military and remote sensing areas for high resolution vision. In this paper an image fusion technique based on shearlet transformation and sparse representation is proposed to overcome the natural defects of both MST and SR based methods. The proposed method is also used in different transformations and SR for comparison purposes. This research also investigate denoising techniques with additive white Gaussian noise into source images and perform threshold for de-noised into the proposed method. The image quality assessments for the fused image are used for the performance of proposed method and compared with others.
INTRODUCTION
Image fusion is a process to take part for multi-view information into a new one image which contains high quality information. Researchers have developed algorithms based on image fusion containing high quality fused image with the help of two source images. This idea develops research area in remote sensing, medical image processing, and computer vision. Image fusion has three levels such as pixel, feature and decision level. In this paper we consider pixel level fusion [1] , the fused image should keep the information and also remove the noise from the source images. The pixel level fusion is divided into spatial and transform domain [2] . The transform domain technique is used in image fusion based on multiscale transforms. It performs on a number of different scales and orientations independently.
Recently, many multi-scale geometric analysis (MGA) tools have been proposed, such as Pyramid Transforms, the Discrete Wavelet Transform (DWT) [1] - [3] , the Undecimated Wavelet Transform (UWT) [1] , [3] , the Dual-Tree Complex Wavelet Transform (DTCWT) [4] , curvelet [5] , bandelet [6] , contourlet [7] , shearlet [8] , etc. for the representation of multidimensional data. Shearlet is a new multi-resolution approach provided higher directional sensitivity properties. The authors [8] have developed shearlet with a rich mathematical structure similar to wavelets but the decomposition procedures same as contourlet transform. The decomposition process of shearlet is followed with directional filter with shear matrix whereas contourlet transform is based on the Laplacian pyramid.
The problem of dictionary learning can be stated as follows [10] :
Where D is referred to as the dictionary matrix and x is the coefficient of matrix and both are unknown. is the signal dimension and m is the dictionary size. The equation (1) can be solved in case of the solution to (1) is not unique when the number of dictionary element ≥ (i.e. the dictionary is overcomplete). Consider the coefficient matrix is sparse and can be observed ∈ ℝ × is a sparse combination of the dictionary elements (i.e. columns of the dictionary matrix). This problem is known as sparse coding. The learning comunity have been many works on dictionary learning. Hillar and Sommer [11] the number of sample data in fit into dictionary is exponential in for general case. Spielman et al. (2012) A hybrid model of image fusion using MST and SR based method is proposed here where the framework is compared with different MGA method and the result is analyzed. The main purpose of this paper is to use that hybrid model for shearlet transform and sparse representation and to use de-noising method to remove any noise subjected to source images. This paper is organized firstly for giving the theoretical description of shearlet transform and sparse modeling then the framework for image fusion and comparison of the proposed method with existing method and finally the conclusion of it.
II. SHEARLETS
The theory of composite wavelets provides an effective approach for combining geometry and multi-scale analysis by taking advantage of the classical theory of affine systems. In dimension n=2, the affine systems with composite dilations are defined as follows [8] 
Where ∈ 2 (ℝ 2 ) is called composite wavelet. , are both 2 × 2 invertible matrix, and | | = 1, the elements of this system are called composite wavelet if ( ) forms a tight frame for
Let A denote the parabolic scaling matrix and S denote the shear matrix. For each > 0 and ∈ ,
The size of frequency support of the shearlet is illustrated in Fig. 1 for some particular values of and . In [8] , consider = 4 , = 1 ; where = 0 is the anisotropic dilation matrix and = 0 is the shear matrix, which are given by 0 = ( 4 0 0 2 ) , 0 = ( 1 1 0 1 ) In addition, we assume that
and for ∀ ≥ 0
Equation (3) and (4) imply that
For any ( The size of the frequency support of a shearlet ψ , , [8] . and ̂( 1) be given by
where ̂1 and ̂2 are defined above. Then the collection [8] ̂, , ) . It is observed that, by the properties of ( ) , = 0; 1 , it follows that the function ( ) = (ξ 1 ,ξ 2 ) is continuous and regular along the lines 
III. BASIC THEORY OF SIGNAL SPARSE REPRESENTAION (SR)
SR is based on linear combination of a prototype signal from dictionary [12] . The following notation [12] , considered ∈ ℝ be real valued samples signal. The sparse representation theory the dictionary is formed on ∈ ℝ × , which contains prototype signals. This dictionary D which determines the signal is sparse. In the dictionary D, there exists a linear combination of prototype signal and it shows ∀ ∈ , ∃ ∈ such that ≈ , where is sparse coefficients of in . It usually assumes that > , implying that the dictionary is redundant and it follows Restricted Isometric Property (RIP) [12] .This property solves the problem of reconstruction of signal with optimization problem to find the smallest possible number of nonzero components of :
This is called 0 -norm and || || 0 denoting the number of nonzero coefficients in sparse . This is an NP-hard problem. This problem can only be solved by systematically testing based on combinations of columns .This problem is solved by greedy algorithms such as the basis pursuits (BP), matching pursuit (MP) and the orthogonal MP (OMP) algorithms [13] .
IV. SPARSE REPSENTATION FOR IMAGE FUSION
The sparse representation (SR) handles an image in globally. But it cannot handle image fusion because it depends on the local information of source images. The source images are divided into small patches with fixed dictionary D to solve this problem. In addition, a sliding window technique and shift invariant are also important to image fusion for the sparse representation.
We consider that a source image is divided into small patches by size × as shown in Figure 3 . It can be represented into lexicographically orders as a vector . Then, can express as
where is the number of image patches and is an atoms/prototype from and The image patches of are now rebuild into one matrix . Then, can be expressed as
Then the equation (7) can be expressed as = where is a sparse matrix. Figure 4 represents the basic approach to fuse the image by sparse representation. 
V. IMAGE DENOISING
Images are subject to noise which are captured and transferred from one destination to another. Noise can greatly affect the fusion result. So to make the fusion more effective this paper introduces thresholding to the respective coefficient values after taking the MST decomposition. We consider BayesShrink threshold which performs better than SureShrink in literature in terms of mean square error (MSE).
The BayesShrink threshold is given by [14] :
where and are standard deviation of noise and image source respectively. Now we can find out the noise variance 2 from the sub band details.We can also find out the median estimator on the 1-D sub band coefficients by
The noise model of image is considered as = + and source image( )and source noise ( ) are assumed to be independent. Therefore the average noise (variance) and signal power can be calculated as,
where 2 is the variance of the observed signal 2 is the noise density for source image. The output noise power of source image 2 is ̂= √ ((̂2 −̂2), 0)
VI. PROPOSED METHOD
The proposed method based on Shearlet transform (ST) and sparse representation (SR) into image fusions are described in section II, III & IV. The main researcher work of proposed method is to extract the high-frequency information from image by MST method. SR is applied to prevent and decrease contrast and spectral information distortion for the fused image. The source images have some noises detected and apply a threshold is applied a given in Equation (7). The block diagram of ST with SR proposed method is shown in Fig. 5 .
The proposed image fusion methodology contains the following five steps which are described below:
A. MST Decomposition:Apply MST on the two source images { , } to obtain their low-pass bands { , } and high -pass bands { , }. B. Thresholding:Perform thresholding as obtained from Equation (7) on the low-pass and high-pass to remove the unnecessary coefficients from the decomposintion. C. Low -pass fusion:
i. The image I is divided by appling sliding window technique to { , } into image patches of size √ × √ from upper left to lower right with a step length of pixels. We have also considered that there are patches denoted as { } =1 and { } =1 in and respectively. ii.
Rearrange { , } into column vectors and also rearrange {̂ ,̂} for each iteration by
where 1 denotes one dimensional vector as × 1 and ̅ and ̅ are average values of all elements in and respectively. iii.
The sparse coefficients vectors { , } of {̂ ,̂}is calculated using OMP algorithm [13] vi.
At the final steps the low-pass fused results denoted . For each reshape it into a patch and then plug into its original position in . As patches are overlapped, each pixel's value in is averaged over its accumulation times. D. High-pass fusion:Apply threshold rule using Equation (7) for filter to ensure fused image contains source image. And then merge and to obtained with the popular 'max-absolute' rule each coefficients of image A and B. E. MST reconstruction: Perform the corresponsing inverse MST over and to reconstruct the final fused image . 
VII. EXPERIMENTS AND ANALYSIS
The source image pairs are taken from database [15 as shown in Figure 6 ,] and grouped of these images to apply proposed ST-SR method for image fusion and compare the results with other MST methods.
For dictionary process in image sparse presentation, we assign randomly values in dictionary of size 64 × 256 from the image patches of training dataset image then sparse coding is done to get the sparse matrix of signal then K-SVD algorithm [11] has been run to update the dictionary. In simulation, we have estimated 100,000 of training data and 8 × 8 patches, and these patches are randomly sampled into image. In simulation, the dictionary size was set to 256 and the iteration number of K-SVD is fixed to 180. In this research work, five popular metrics have been used for evaluating the quality of a fused image [16] , which are Standard deviation (SD), Mutual information (MI), Entropy (EN), Standard similarity index metric (SSIM), Q AB/F , the gradient based image fusion metric Q G represents in Table I . In Table I shows the proposed method such as NSST-SR is achieved the highest results in bold face mark for SD, MI, EN SSIM, Q AB/F ,Q G than DWT-SR, DTCWT-SR, CT-SR, NSCT-SR. Also the fused image of NSST-SR shows good quality visual fused image in Figure 7 (e) for comparison with them. Before we have discussed that if there are noises in the image fusion databases, what will happen in the proposed method? For experimental analysis, we added different noise level i.e., different standard deviation ( ) for AWGN and applied threshold of Equation (7) Figure. 6(g) & (h) as an example. We have applied this technique into all of 40 images and taken the results but because of limitation of paper area we can't give all the results. The Table II shows the value of PSNR of different MST method with SR. All of these methods, NSST-SR method give higher PSNR value for all case of noise level than DWT-SR, DTCWT-SR, CT-SR, NSCT-SR and also shown in Figure  8 . 
VIII. CONCLUSION
This paper work proposes a method for image fusion using MST and sparse representation. It gives us the result which overcomes the disadvantage introduced in MST and SR method individually. Training time for Dictionary in SR is relatively high. We use a dataset consisting different type of images and which contain about 40 images. For thresholding the image we have used bayesShrik thresholding which take the threshold value in different direction of image under certain transformation domain, which gives good threshold and results in a fused image which is noiseless in great measure. In the future, this model can be enhanced and cope with different efficient transformation domain which can take the geometry of image in better way. So it will be interesting to see how advancement is made in this approach.
