the complicated details make the new index very difficult to compute. This paper presents a simpler and more straight forward method to determine the Akiyama et al. measure of consensus, Ψ, by using computational geometry and numerical concepts. This geometric method is much easier to understand and computes the same values that Akiyama et al. get using their method. Moreover, this new algorithmic method is much easier to generalize to values of n larger than n = 5, since there are many studies that use Likert scales with more than five answer choices. The algorithms presented in this paper can easily be applied using any software package with just a few steps for calculations. The authors have developed a simple spreadsheet for computing Φ and Ψ that allows the users to enter the mean and variance to get the index of disagreement and measure of consensus values.
Introduction
The term "consensus" has been frequently used in literature in recent years in many different areas including, politics, science, justice, and social choice. K. Lehrer and C. Wagner in [15] have a good explanation why many different areas do not just use, but actually need the term "consensus." They explain that various atomistic and individualistic theories have griped philosophical thought from time to time. However, some of these theories have not proven to be enough. Therefore, some factor of agreement (or consensus) is needed to give an explanation of some central visualization or way of thinking. For example, in politics, there is a tradition that seeks to justify government in term of consensus. Additionally, the term "consensus" is widely used in the area of group decision making (GDM) and it can have various meanings, such as, the full agreement of all the specialist concerning all the feasible alternatives or it can mean judgments arrived at by 'most of' those concerned [4] [5] .
Since "consensus" is used in a variety of fields, we can find more than one formal definition. First, Cambridge dictionaries define it as "a generally accepted opinion or decision among a group of people" [8] . Second, it may be defined as "associated with the state of agreement in a group, or may impute to a position reached by a group of individuals acting as a whole." [22] . Also, simply put, consensus is a priority [12] , [21] .
In this paper, we use the term consensus to mean an opinion, belief or understanding reached by a group of persons who can agree on Likert scale items. Disagreement refers to a difference of belief, opinion, or perception. Therefore, we can say basically that disagreement is the inverse or complement of consensus.
When looking at the recent literature in the field of consensus, we can easily notice that most of the ideas are focused on how we can find more consensus, or how we can build consensus among a group. Justice and Thomas in [14] did a good job of giving a step by step process in many different cases to get the best agreement in a group. While S. Alonso et al. [2] , try to use the occurrence of new electronic technologies to make the agreement among a large number of individuals easier and possible.
According to the literature above, in many instances it is important to find or build more consensus. How can we know how much consensus we have and how much we need? How can we measure consensus without rules or principles to calculate the percentage of consensus? Therefore, it is very important to find or build general rules and methods to measure the consensus and then we can judge if we need more consensus or not.
There are two simple measures that are commonly used to determine if there is consensus: the percentage agreement measure and the variance. The percentage agreement measure, which is also the easiest measure, works perfectly for binary responses and it has been used in a small group consensus [10] [17] . There are some drawbacks for using the variance as a measure of disagreement or consensus. It is less accurate or invalid if it is used to compare groups that have different sizes or different means [6] .
Recently, more sophisticated methods for measuring consensus have been introduced. In the information theory field, there is an expression called "Entropy" or the measure of the degree of unrest of a system. Shannon's [19] vastly used formula for Entropy is p i log p i (where p i is the probability of i th event's outcome In this article, we consider the Akiyama et al. [1] method for measuring consensus. These researchers have developed an index of disagreement, Φ, and measure of consensus, Ψ, that exploit the conditional distribution of the variance for a given mean. This method has been compared to other measures of consensus, such as r W G , and shown to give additional information [1] . Moreover, the index allows for the comparison of consensus values of different questions for the same group or the same question for different groups, even though the groups are different sizes and the questions may have different means. While the measure is valuable, the method to find Φ and Ψ in [1] is quite difficult to understand and hard to compute. The work outline in the article provides a straightforward algorithmic method to compute this very valuable measure. This article will first discuss preliminary concepts of computational geometry and conditional probability. The outline of the mathematical foundations and discussion of the index in Akiyama et al. [1] will be in section 2. In section 3, we present new algorithms for finding the required area and computing the consensus values. Also in the same section, we present a comparison of the Akiyama et al. [1] calculations of the area by using calculus methods and our calculations using the algorithms to find the area. Finally, the conclusion and future work will be the last section.
Preliminaries
In this section, we present basic facts from the computational geometry, conditional probability and consensus.
Computational Geometry
Computational geometry is broadly construed as the study of algorithms for solving geometric problems on a computer. It stood out from the fields of algorithms design and analysis at the end of 1970s [7] . The early algorithmic solutions for numerous geometric problems were slow or difficult to understand and apply, but in recent years, many of the new algorithmic techniques have progressed and many of the previous approaches have been simplified. The importance of computational geometry is a combination of two main factors: sound connections between classical mathematics and the theory of computer science on one side, and many ties with applications on the other [11] [18] .
In subsequent sections, ideas from computational geometry will be used to simplify methods for finding areas previously found using integral calculus. One important method that will be employed for this work is the technique for finding the area of any convex polygon. There are several methods for doing this and all the methods are easily programmed [7] [16] .
It is not difficult to find the area of any polygon by triangulating, and then do the summing of the triangular areas [7] . The way to triangulate any convex polygon is by choosing any vertex to be a common vertex with all diagonals incident to this common vertex. Notice that the common vertex can be any vertex serving as the center of the convex polygon. Therefore, the area of a polygon with vertices v 0 , v 1 , . . . , v n−1 categorized counterclockwise can be determined by:
where P is the polygon and v 0 is the center vertex. Although the polygons in this work are convex polygons, the theorem below generalizes the equation (1) to convex and non-convex cases.
Theorem 2.1 Let a polygon (convex or non-convex) P have vertices v 0 , v 1 , . . . , v n−1 labeled counterclockwise, and let p be any point in the plane. Then
If v i = (x i , y i ), this expression is equivalent to the equations
Proof The proof of this theorem is done by induction on the number of vertices n of P . For the entire proof see [16] .
Conditional Probability
In statistics, there is no difference when determining the probability for one event or for more than one independent events, like the probability to pass the test of class A and to get a full grade for the homework of class B. However, there are many dependent events in life for which we many want to obtain the probability, such parking in a no-parking zone and getting a parking ticket or having a high level of education with a wide experience and getting a job. These kind of probabilities, when the probability of the second event is dependent on the probability of the first event, are called a conditional probabilities. The formal notation for the conditional probability is given by P (B|A), which means the event B happens given that event A has already occurred [3] . To see the difference between the "regular" probability and the conditional probability, let's take a look at the following simple example.
Example 2.2 Assume we roll two fair six-sided dice, say A is the first die and B is the second, and we want to predict the outcome of A = 3. In other words, what is the probability that the first die will be a three?
Basically, A = 3 in exactly 6 of the 36 outcomes, and hence P (A = 3) = 6/36 = 1/6 = 0.167. What about the prediction of A + B ≤ 6, we mean, what is the probability of A + B ≤ 6? This sum would occur exactly 15 out of 36 possible roles. Then P (A + B ≤ 6) = 15/36 = 0.417. Now what if we want to find the probability of A = 3 given that A + B ≤ 6, so the conditional probability P (A = 3|A + B ≤ 6) = 3/15.
In previous work [1] it was shown the range of the variance is dependent on the mean. In other words if you are given a particular mean, m, then the variance can only take on certain values in a particular range. Thus, there is a conditional probablity relationship between the mean and variance. Later in the paper we will continue to discuss the importance of this relationship in finding the measure of consensus.
Since this paper seeks to present a different easier method to find the measure of consensus first presented by Akiyama et al. [1] , it has almost the same theoretical foundations. However, we need to look at the main idea for the index of disagreement and discuss the new easier and more generalizable method of finding areas than what is presented in [1] .
Imagine there is a survey that asked respondents to choose precisely one answer from the numbers 1 to n such that the scale is defined to allow computation of the mean and variance. This means the scale does not represent a categorical variable, but rather an interval variable. There is no theoretical limitation in choosing the number n (n > 1) of allowable responses. However, an n that is too large would make the survey senseless. On the other hand, if n is too small, it would make the situation trivial. For instance, the number n = 2 leaves nothing for us to discuss, because our discussion is to address the range of variance (as an index of disagreement) at a given mean. Thus, we add the constraint that n > 2. In this paper, we will focus on n = 5, because this work depends on [1] and n = 5 is one of the most prevalent modes of questionnaire design.
In [1] it was established that for a given mean m, the variance v, ranges between a minimum and a maximum value that are determined by m. We may believe that if the variance v, calculated from responses to a question from the survey defined above, for question one is higher than the variance for question two that this suggests there is a higher level of disagreement or lower level of consensus for question one than there is for question two. However, in general this is not necessarily the case because the variance ranges in an interval determined by the mean, variances arising from the two survey question for the same group that do not have the same mean cannot be reasonably compared and do not provide a viable way of comparing consensus on the two question. This also applies in case that the variance obtained from different groups for the same question. Thus, any method of measuring disagreement or consensus should take into consideration the fact that the range of the variance is a function of the mean.
In this paper, we remind the reader of Akiyama et al. method for finding an index of disagreement, denoted by Φ(v; m), that takes into account the relationship between the mean and range for the variance. The measure of consensus is defined as the complement of disagreement, Ψ(v; m) = 1−Φ(v; m). The way the index of disagreement and measure of consensus is defined allows for the comparison among questions with different means or of groups across time.
Defining the Index of Disagreement
In order to present the easier method for computing the index of disagreement, we will present selected sections of details from [1] and then explain the steps for the new ways to compute these same values. Here we should also note that we are always dealing with probabilities in our discussions so all points p i will first satisfy, p i ≥ 0 and p i ≤ 1.
One of the steps necessary to build the index of disagreement in [1] is finding the area A(v) = A 1 (v) − A 2 (v) that satisfy the following equations
We let t = 1 2 (v + m 2 − 3m + 2) and since each p i ≥ 0, i = 1, 2, 3, then the equations in (5) will be equivalent to the following
Thus, the area of A 1 (v) is defined to be points that satisfy the first and third inequalities in (6), or points that lie between the two lines. While A 2 (v) is defined to be points that satisfy the second and third inequalities in (6) .
Determining this area is very important because the conditional probability density function of v|m is represented by the ratio
Akiyama et al. in [1] then state three or four different equations to find the area of each A 1 (v) and A 2 (v). These equations are determined by the different values of t. For example, the area of A 1 (v) was determined by: For 1 ≤ m ≤ 3, we have
where u = 3(
) and w = max{m − 2, 0}
The way of finding the area of A 2 (v) is almost equally as complicated as A 1 (v), see [1] . At this point we determined that using some simple computational geometry techniques could provide an easier and clearer method for finding the required area.
New Algorithms for Computing the Index of Disagreement
The first step toward computing the index of disagreement is finding the area of A(v). To determine this area we now apply algorithmic approach for each A 1 (v) and A 2 (v) with the consideration that our area is bounded by lines x = 0, y = 0, x = 1 and y = 1. i.e., x, y < 0 or x, y > 1.
4. Add ± to all intersection points which are inside the square interval of (0, 1). is a small positive arbitrary constant.
5.
Check s i ± and keep the points that satisfy all numbers of line equations and avoid others.
6. Once we have the intersection points of the wanted area, apply any computational geometry methods to find the area of this polygon.
The method for finding the area using computational geometry is explained in Section 2.1. Now that we have determined and easy way to compute the area A(v), lets take a look at the definition of the index of disagreement and then determine an easier way that it can be calculated.
The index of disagreement as defined by Akiyama et al. [1] is stated as following: Definition:
The index of disagreement Φ(v|m) is defined as below: where g(t) here is represent
. Since, as we see above, the way of finding g(t) (or A(v)) in [1] has different cases and depend on different conditions, then finding the integration of g(t) will have different cases as well. For example, to find the integration of g 1 (t) (or
) Akiyama et al. [1] defined the following function.
Since we found the area A(v) by couple steps using the computational geometry techniques, we will not need many different cases to find the integration of A(v). In fact, you can use any numerical integration methods to determine the integration. The denominator 2u 3 − w 3 that stated in the definition above is basically the integration of g(t) from minimum to maximum value of t. It can be determined by using the numerical integration methods.
The following algorithm used to find the disagreement and consensus values for a given mean and variance. When implementing this algorithm we used the Simpson Method to find the numerical integration and we can use any other methods by editing steps 5 and 6 only. Table 1 
Conclusions and Future Work
The index of disagreement (or measure of consensus) in this paper is important because it takes into account the relationship between the mean and the variance and therefore can meaningfully be used to compare questions with different means. By using the computational geometry techniques, a new way to determine the index of disagreement Φ CG (v|m) (or measure of the consensus Ψ CG (v|m)) has been developed. This paper shows that we can get the same values of disagreement and then the consensus by using simple geometric and numerical steps without using many cases and conditions. These new algorithms can easily be computed using your favorite software package with just a few steps for calculations. The authors have developed a simple spreadsheet for computing Ψ that allow the users to enter the mean and variance to easily compute this measure of consensus.
Future work includes proving that this index can be generalized to larger values of n and demonstrating with Likert data from several disciplines that Ψ can add to the interpretation of the consensus within groups, between groups, or the change in the consensus of a group across time.
