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Abstract
Loosely speaking, a relative extremal projector is a universal projector mapping any appro-
priate representation onto a certain highest subrepresentation. This paper presents a number of
inﬁnite product expansions for the relative extremal projector, most of which are new even for
the extremal projector. As an application, conditions are given determining when the relative
extremal projector descends to a well-deﬁned operator on a particular representation. The total
denominator and related summation formulas are also studied.
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1. Introduction
Relative extremal projectors were ﬁrst introduced in [3]. Roughly speaking, if l ⊆ g is
a regular reductive subalgebra of a complex reductive Lie algebra, the relative extremal
projector P(g, l) is the operator on the universal Verma module projecting onto the
highest l-subrepresentation of g along the lower l-subrepresentations. The important
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case where l is a Cartan subalgebra, h, was ﬁrst developed by Ašerova et al., [1]
and generalized by Zhelobenko [14,15]. In this setting, P(g, h) is called the extremal
projector.
The extremal projector has a wide variety of applications to topics such as irreducible
admissible (g,K)-modules [5,7–9,13], branching rules, and the construction of special
bases [10,14,15]. In addition, it is related to the dynamical Weyl groups of quantum
groups [4,12].
In terms of the development of presentations for the extremal projector, Ašerova
et al., [1] discovered a highly nontrivial, ﬁnite, noncommutative factorization of the
extremal projector, P(g, h), (Theorem 14). Zhelobenko [14] next proved the existence
of an inﬁnite summation formula, though this formula is known explicitly only for
P(sl(2,C), h) (Eq. (6.1)). After this, Zhelobenko [15] found an inﬁnite commutative
factorization for P(g, h). This result was later extended to the case of the relative
extremal projector, P(g, l) in [3]. Continuing in this vein, Theorem 4(3) gives a further
generalization of such inﬁnite commutative factorizations of P(g, l) yielding new results
even for the case of the (nonrelative) extremal projector.
To state this result, let  be any nonconstant element of Z(g), the center of the
universal enveloping algebra of g, and, for ease of exposition, assume g is simple in
this paragraph. Let HCg be the Harish-Chandra isomorphism from Z(g) to U(h)W(g),·,
where U(h)W(g),· is the set of invariants of the universal enveloping algebra of h under
the dot action of the Weyl group of g. Write t for an indeterminate and extend HCg to
an isomorphism from Z(g)[t] to U(h)W(g),·[t] by having HCg act trivially on t. Finally,
g has a decomposition as u− ⊕ l⊕ u+ so that the parabolic subalgebras q± have Levi
decompositions l⊕ u±. Writing (u+U(u+)) for the set of weights of u+U(u+) with
respect to h, Theorem 4(3) provides the following formula for P(g, l):
P(g, l) =
HC−
l
∏
∈(u+U(u+))
t − (HCg)
HCg−
(
HCg
)
∣∣∣∣∣∣
t=
,
where the vertical bar at the right means evaluation at t =  and the superscript
 indicates a shift by , i.e., the algebra isomorphism of U(h) induced by the map
h→ h+ (h) for h ∈ h.
In fact, Theorem 3 gives a very general scheme for ﬁnding inﬁnite factorizations.
Various applications lead to completely new types of factorizations that give much
tighter bounds on the best possible denominator (Theorems 3 and 5 and Conjecture
1). Again, these factorizations are new even in the case of the (nonrelative) extremal
projector. As an example, write (g) for the simple roots of g and {T |  ∈ (g)} for
the basis of h dual to (g). Theorem 4(2) gives the following very useful formula for
P(g, l):
P(g, l) =
∏
∈(g)\(l)
∞∏
k=1
HC−1g pT(t)
HC−1
l
pT(T + k)
∣∣∣∣∣
t=T+k
, (1.1)
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where pT(t) is the polynomial in t deﬁned by
pT(t) =
∏
w∈W(g)/W(g)·T
(w · T − t)
and W(g)·T is the stabilizer of T under the dot action.
These types of inﬁnite factorizations are used to show that, despite its denominator,
P(g, l) descends to a genuine operator on a natural subset of certain representations
of g, see Theorems 6, 7, 9, and 10. For instance, let V be a highest weight module
for g with highest weight vector v0. Restricting to the action of l, V has the usual
decomposition by generalized inﬁnitesimal characters as V = ⊕∈h∗V (), where
(z) = eval(HCl(z)) and eval is the homomorphism induced by mapping h ∈ h to
(h). A weak version of Theorem 7(2) shows that the factorization of P(g, l) given in
Eq. (1.1) actually descends to a well-deﬁned operator on a subspace of V, Dom(V ),
deﬁned as the sum of all V () satisfying Re( + g)(T)0, all  ∈ (u+), where
g is the semisum of positive roots of g. Restricted to Dom(V ), Theorem 9 shows
the factorization of P(g, l) given in Eq. (1.1) acts by projecting onto U(l−)v0 along
u−V ∩ Dom(V ).
The above approach makes use of a particular inﬁnite factorization of P(g, l), how-
ever, other approaches are possible. It is known (Lemma 2) that a nonzero z ∈ Z(l)
is invertible as a formal inﬁnite series of monomials in U(g) with denominators in
U(h). These formal sums can also be used to examine when P(g, l) descends to a
genuine operator on a representation space. Though less powerful than some of the
results mentioned in the previous paragraph, in practice this approach (Theorem 10)
is usually easier to apply. To be a bit more precise, if the positive roots of g are
{1, 2, . . . , m}, then z−1 is expressible as a formal sum over U(h) of monomials of the
form Erm−m · · ·Er2−2Er1−1 Es11Es22 · · ·Esmm where {E−i , Hi , Ei } is a standard sl(2,C)
triple. The difﬁculty in applying these formal sums lies in understanding the zeros of
the denominators of these coefﬁcients. Writing p = HCl(z), Theorem 11 solves this
problem by proving the coefﬁcient of each monomial in the expansion of z−1 lies in
1∏

p
U(h),
where  ∈ (U(l+)) ranges over 0∑mi=1 sii . As an interesting observation related
to this line of investigation, Lemma 7 gives an explicit formula for the inverse of the
Harish-Chandra isomorphism in terms of the extremal projector.
Section 6.1 deals with two conjectures on the best denominator for inﬁnite product
presentations for P(g, l). Roughly speaking, the denominator of P(g, l) is the great-
est common divisor of the denominators of all possible factorizations of P(g, l). We
conjecture this denominator is given by
∞∏
k=1
HC−1
l
∏
∈(u+)
(H
g
 + k).
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In the special case of l = h, this fact has been long established, e.g., see [1] or [15].
In this paper, Theorem 13 proves the conjecture for the relative extremal projector in
a number of special cases. The general case remains open and appears to hinge on a
deeper application of U(g)l.
For the extremal projector P(sl(2,C), h), an explicit and elementary summation
formula is well known (Eq. (6.1)). Besides this case, little is known about explicit
summation formulas. To remedy this situation, Eq. (6.3) provides the necessary ma-
chinery to convert product expansions into inﬁnite sums. In fact, most of this paper
was motivated by a search for these sums. The resulting formulas can be shown to
be canonical in a number of special cases. However, obtaining an optimal summation
formula will probably require ﬁnding an inﬁnite factorization with the best conjectural
denominator.
Finally, Section 6.3 makes a short observation related to ﬁnding a ﬁnite noncommu-
tative factorization for the relative extremal projector.
2. Basic deﬁnitions and properties
2.1. Preliminary deﬁnitions
This section summarizes some of the relevant facts about relative extremal projectors
needed later in this paper. The reader is referred to [1,3,14,15] for details.
We begin with the usual notation. Let g be a reductive Lie algebra over C and
ﬁx a Cartan subalgebra h. Fix +(g) a positive root system of g with respect to h
and write g = n− ⊕ h ⊕ n+ for the corresponding triangular decomposition of g. If
 ∈ +(g), choose a standard sl(2,C) basis E−, H, E in g, where E± are weight
vectors corresponding to the roots ±. Thus [E, E−] = H and (H) = 2. Write
U(g) for the universal enveloping algebra of g. For any h-module V and any  ∈ h∗,
write V for the -weight space of V.
Recall U(h) is naturally isomorphic to the symmetric algebra on h, which is isomor-
phic to the set of polynomials on the dual space h∗. Deﬁne U(h) to be the fraction ﬁeld
of U(h), U(h) = FracU(h). U(h) is then isomorphic to the ﬁeld of rational functions
on h∗. Write U(g) for the extension of U(g) by U(h),
U(g) = U(g)⊗U(h) U(h).
If +(g) = {1, 2, . . . , m}, the Poincaré–Birkhoff–Witt theorem implies U(g) is
spanned over U(h) by monomials of the form Erm−m · · ·Er2−2Er1−1 Es11Es22 · · ·Esmm where
 = ∑mi=1(−ri + si)i . Deﬁne F(g) to be the vector space of all formal series over
U(h) in these monomials (with ﬁxed weight ). Let
F(g) =
⊕

F(g).
56 C.H. Conley, M.R. Sepanski /Advances in Mathematics 196 (2005) 52–77
It is a theorem that F(g) is an algebra with respect to the multiplication of formal
series. If P ∈ F(g)0, we say its constant term is the summand coming from U(h). We
will see the extremal projector may be viewed as an element of F(g).
Another important piece of this story is the universal Verma module. It is deﬁned as
M(g) = U(g)/U(g)n+
which is both a left g-module and a two-sided h-module. When speaking of weight
spaces of M(g), we refer to weights with respect to the ad-action of h. Write M(g)
for its extension by U(h),
M(g) = M(g)⊗U(h) U(h).
Given u ∈ U(g), we write u for the image of u in M(g). We will see that another way
of looking at the extremal projector is as an element of EndhM(g).
It is a critical theorem that elements of F(g) act by left multiplication on M(g). In
general, let EndM(g) = {T ∈ EndU(h) M(g) | [h, T ] = (h)T for all h ∈ h}, where
the subscript U(h) denotes right U(h)-linearity, and deﬁne
EndhM(g) =
⊕

EndM(g).
In other words, EndhM(g) is the span of the right U(h)-linear endomorphisms of M(g)
with well-deﬁned weights under the adjoint h-action. The relevant theorem follows.
Theorem 1 (Zhelobenko [14]). F(g) is isomorphic to EndhM(g). The isomorphism
maps f ∈ F(g) to the operator on M(g) given by left multiplication by f.
2.2. The relative extremal projector
Throughout the remainder of this paper ﬁx l ⊇ h a regular reductive subalgebra of
g. Thus (l) ⊆ (g), where  denotes the simple roots, l = l−⊕h⊕ l+ is a triangular
decomposition of l with l± = n± ∩ l, g = u− ⊕ l ⊕ u+ with n± = l± ⊕ u±, and
q± = l⊕ u± is the Levi decomposition of a parabolic subalgebra of g.
Note U(l)1 is an l-invariant subspace of M(g) isomorphic to M(l). We say U(l)1 is
the highest l-subrepresentation of M(g).
Also crucial to the discussion is the Shapovalov form. Let (·)∗ be the Hermitian
anti-involution of U(g) that is −1 times the Cartan involution on g. The anti-involution
(·)∗ clearly extends to a Hermitian anti-involution of U(g) and F(g) acting trivially on
U(h). The Shapovalov form on U(g) is then deﬁned as the right h-bilinear U(h)-valued
form
〈x, y〉 = HCg x∗y,
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where HCg is the Harish-Chandra projection from U(g) to U(h) along n−U(g) +
U(g)n+. The form 〈·, ·〉 clearly extends to a form on U(g). By [11], this form descends
to a nondegenerate symmetric right U(h)-bilinear U(h)-valued form on M(g).
Deﬁnition 1. The relative extremal projector of g to l, P(g, l), is the Hermitian pro-
jector in EndhM(g) whose image is the highest l-subrepresentation U(l)1.
In the special case of l = h, P(g, h) is called the extremal projector and has been
well studied, e.g., see [1,14], or [15]. The following lemma is useful in later discussion.
In it we employ the notation (U(u−)) for the set of weights of U(u−) with respect
to h. More generally, given a representation V of h, write (V ) for the set of weights
of V with respect to h.
Lemma 1 (Conley and Sepanski [3]). As an l-representation, M(g) is a direct sum of
copies of M(l). Moreover, if {u,i | 1 in} is a basis of U(u−) then
M(g) =
⊕
∈(U(u−)),
1 i n
U(l−)
[
P(l, h)u,i
]
.
Each subspace U(l−)P (l, h)u,i is isomorphic to M(l) as an l-module. P(g, l) projects
M(g) onto the highest l-subrepresentation, U(l)1, along the other summands.
In light of Theorem 1, we may alternately view P(g, l) as an element of F(g). In
the special case of l = h, the following theorem above is due to [1,14].
Theorem 2 (Conley and Sepanski [3, Theorem 5]). P(g, l) commutes with l. More-
over, P(g, l) is the unique Hermitian element P in F(g)0 with constant term 1
satisfying
EP = 0 and EP = PE
for all  ∈ (u+) and all simple  ∈ +(l). Alternately, P(g, l) is the unique element
P in F(g)0 with constant term 1 satisfying
EP = 0 and E±P = PE±
for all  ∈ (u+) and all simple  ∈ +(l). Furthermore, in either of the above
displayed equations, the condition EP = 0 for all  ∈ (u+) may be replaced by the
condition PE− = 0 for all  ∈ (u+).
One ﬁnal result is frequently needed in this paper. We write Z(l) for the center of
U(l).
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Lemma 2 (Conley and Sepanski [3, Lemma 2]). If z ∈ Z(l) is nonzero, then z is in-
vertible as an element of F(l)0 ⊆ F(g)0.
3. Product presentations for P(g, l)
In this section we give several inﬁnite factorizations of P(g, l). In so doing, we use
Zhelobenko’s deﬁnition of countably inﬁnite factorizations [15]: Given f, fi ∈ F(g),
we say · · · f3f2f1 is a factorization of f if for each u ∈ M(g) there exists an N ∈ N so
that fM · · · f1u = f u for all MN . In that case we write f =∏∞i=1fi or f =∏i∈Ifi
when the fi commute and I is a countable index set.
Except for Theorems 5 and 6, each factorization of P(g, l) will be commutative of
the form
∏
i
ni
di
where ni ∈ Z(g)Z(l) and di ∈ Z(l). Theorem 3 gives a general method
of constructing appropriate ni and di . Theorem 4 gives three important special cases
of Theorem 3.
3.1. General construction
In preparation for the theorem below, we set up some notation. Write g, u, for
the semisum of positive roots of g, u+, respectively.
Given any  ∈ h∗ and q ∈ U(h), view q as a rational function on h∗ to deﬁne
q ∈ U(h) by q() = q( + ) for all  ∈ h∗. In other words, if u ∈ U(g), then
qu = uq. Alternately, this is the algebra isomorphism induced by the map h→ h+(h)
for h ∈ h.
The dot action of W(g) on h∗ is given by w · = w(+g)−g for  ∈ h∗. The dot
action on h⊕C is deﬁned to be compatible with the dot action on h∗ in the sense that
(w−1 · h) = (w · )(h) for all h ∈ h when  is extended to act trivially on scalars. It
is straightforward to see the dot action on U(h) is thus given by w · q = (wq−g)g =
wqw
−1g−g = (wq)g−wg for w ∈ W(g) and q ∈ U(h).
Recall HCg deﬁnes the Harish-Chandra isomorphism from Z(g), the center of U(g),
to U(h)W(g),·, the Weyl group invariants of U(h) under the dot action of W(g) on U(h).
In particular, there is an induced isomorphism
HCg ⊗ HCl : Z(g)⊗ Z(l)→ U(h)W(g),· ⊗ U(h)W(l),·.
We also write mult for the map mult : U(g)⊗U(l)→ U(g) induced by mult(x⊗ y) =
xy.
For q ∈ U(h), the notation W(g)·q is employed for the ·-stabilizer of q in W(g),
i.e., W(g)·q = {w ∈ W(g) |w · q = q}.
As a preliminary note to remove possible ambiguity, observe the ·-action of W(l)
and the ·-action of W(g) restricted to elements of W(l) agree since W(l) ﬁxes u.
Theorem 3. Let I be a countable index set. For i ∈ I, suppose qi ∈ U(h) and i ∈ h∗
so (1)
wg · qi = wl · qii
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for any i ∈ I, wg ∈ W(g), and wl ∈ W(l) and (2) for each  ∈ (u+U(u+)), there
exists i ∈ I, wg ∈ W(g), and wl ∈ W(l) so
(
wg · qi
) = wl · qii .
Let
ni = mult ◦
[
HCg ⊗ HCl
]−1 ∏
wg∈W(g)/W(g)·qi ,
wl∈W(l)/W(l)
·qi
i
[(
wg · qi
)⊗ 1− 1⊗ (wl · qii )] ,
di = HC−1l
∏
wg∈W(g)/W(g)·qi ,
wl∈W(l)/W(l)
·qi
i
[
wg · qi − wl · qii
]
.
Then ni ∈ Z(g)Z(l), di ∈ Z(l), and
P(g, l) =
∏
i∈I
ni
di
.
Proof. By construction and elementary representation theory,
∏
wg,wl
[(
wg · qi
)⊗ 1− 1
⊗ (wl · qii )] ∈ U(h)W(g),·⊗U(h)W(l),· so ni is well deﬁned. Similarly di is well-deﬁned
and nonzero by hypothesis (1). As nonzero elements of Z(l) are invertible in F(g)
(Lemma 2), d−1i is well-deﬁned so nidi is a well-deﬁned element of F(g).
Recall from Lemma 1 that P(g, l) projects M(g) onto U(l)1 along the sum of
those l-submodules U(l−)
[
P(l, h)u−,i
]
with nonzero − ∈ (U(u−)). Since ∏∞i=1 nidi
commutes with l, it sufﬁces to prove
( ∞∏
i=1
ni
di
)
v− =
{
v−,  = 0
0,  = 0
for any v− in U(n−)−, − ∈ (U(u−)), such that v− is an l-highest weight vector
in M(g).
Fix such a vector v−. Suppose zg ∈ Z(g) and zl ∈ Z(l). Then
zlv− = HCl(zl)v−
because l+v− = 0. Similarly,
zgv− = zgv−1 = v−zg1 = v−HCg(zg)1 = HCg(zg)v−1 = HCg(zg)v−. (3.1)
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It follows that
niv− =
 ∏
wg,wl
[(
wg · qi
) − wl · qii ]
 v−
and
div− =
 ∏
wg,wl
[
wg · qi − wl · qii
] v−.
Thus, when  = 0, ni
di
acts by the scalar 1. When  = 0, there exists an i so niv− = 0
by hypothesis (2). 
Lemma 3. If each qi is linear or q−gi is homogeneous, conditions (1) and (2) in
Theorem 3 may be replaced by the following: (1) qi = qii and (2) for each  ∈
(u+U(u+)), there exists i ∈ N and wl ∈ W(l) so
q
wl
i = qii .
Proof. Work in the −g-homogeneous case ﬁrst. For each  ∈ (U(u+)), it is easy
to see the equality
(
wg · qi
) = wl · qii holds if and only if
(
wg(q
−g
i )
) = (wl(q−gi ))wli . (3.2)
Looking at top degree terms and using homogeneity, Eq. (3.2) implies wg(q−gi ) =
wl(q
−g
i ). Applying w
−1
l
, it follows that Eq. (3.2) is equivalent to the equation qiw
−1
l
 =
qi
i
.
In the linear case, modify each qi by adding a constant to make it −g-homogeneous.
As this does not change the formula for P(g, l), the result follows. 
3.2. Special factorizations
At this point it is useful to attach an indeterminate t to U(g). Extend HCg to an
isomorphism from Z(g)[t] to U(h)W(g),·[t] by having HCg act trivially on t.
For any h ∈ h, deﬁne ph(t) ∈ U(h)[t] by
ph(t) =
∏
w∈W(g)/W(lh)
(w · h− t) ,
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where lh is the regular reductive subalgebra of g with simple roots (lh) = { ∈
(g) | (h) = 0}. Note Chevalley’s Theorem can be used to show W(g)·h = W(lh).
Write u+h for the associated nilpotent subalgebra of n+ so that lh ⊕ u+h is a parabolic
subalgebra of g. Similar notation is used for u−h .
Finally, write c(l) for the center of l. Let
c+(l) = {h ∈ c(l) | (h) > 0,  ∈ (g)\(l)}.
We look at three special instances that follow from Theorem 3. As mentioned in
Section 1, the third part of Theorem 4 signiﬁcantly generalizes our Theorem 7 in [3]
while the ﬁrst two parts are new even in the case of l = h. When l is maximal proper,
(2) is a special case of (1).
Theorem 4. (1) Let T ∈ c+(l). Choose 0 < c1 < c2 < · · · so {ck | k ∈ Z>0} =
spanN{(T ) |  ∈ (u+T )}\{0}. Then
P(g, l) =
∞∏
k=1
HC−1g pT (t)
HC−1
l
pT (T + ck)
∣∣∣∣∣
t=T+ck
.
(2) Let {T |  ∈ (g)} be the dual basis to (g) so (T) = , the Kronecker
delta function, for all , ∈ (g). Then
P(g, l) =
∏
∈(g)\(l)
∞∏
k=1
HC−1g pT(t)
HC−1
l
pT(T + k)
∣∣∣∣∣
t=T+k
.
(3) For g simple, let  be any nonconstant element of Z(g). Then
P(g, l) =
HC−1
l
∏
∈(u+U(u+))
t − (HCg)
HCg−
(
HCg
)
∣∣∣∣∣∣
t=
.
Proof. For (1) and (2) we apply Lemma 3. For (1) let the index set I = N, let qk = T
for all k ∈ I, and choose the k so k(T ) = ck . For (2), let I = ((g)\(l))×N, let
q,k = T for each × k ∈ I, and choose the ,k so T ,k = T + k, e.g., ,k = k.
For (3), apply Theorem 3 with I equal to the set of l-dominant weights in
(u+U(u+)). For each such weight 	, let q = q	 = HCg() and let 	 = 	.
In order to verify conditions (1) and (2) of Theorem 3, we need the following fact:
if q1 = q2 for any 1, 2 ∈ h∗, then 1 = 2. To prove it, write  = 1− 2. Clearly
q1 = q2 implies q = q. Since w · q = (w · q)w and w · q = q, we have q = qw
for all w ∈ W(g). As we have assumed g is simple, W(g) acts irreducibly on h∗.
From this it follows that either  = 0 or q = q for any  ∈ h∗. Because q must be
nonconstant,  = 0 and the fact follows.
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To check condition (1) of Theorem 3, recall wg · q = q and wl · q	 = qwl	. By
the above fact, they are never equal for any 	 ∈ I. To check condition (2), note that
for any  ∈ (u+U(u+)) there exists 	 ∈ I and wl ∈ W(l) so wl	 = . Therefore
q = qwl	 = wl · q	 and condition (2) holds.
Observe now that W(g)·q = W(g) and W(l)·q	 = W(l)	 (the ordinary stabilizer) by
the fact. Hence Theorem 3 gives P(g, l) =∏	∈I n	d	 where
n	
d	
=
HC−1
l
∏
w∈W(l)/W(l)	
t − wl · q	
q − wl · q	
∣∣∣∣∣∣
t=
=
HC−1
l
∏
∈W(l)	
t − q
q − q
∣∣∣∣∣∣
t=
.
Since
∏
	∈I
∏
∈W(l)	 =
∏
∈(u+U(u+)), (3) is proven. 
Note it is easy to see (3) of Theorem 4 holds for any reductive g provided HCg
has a nonconstant component in each simple subalgebra of g.
Of special interest in the ﬁrst part of Theorem 4 is T = ∑∈(g)\(l) T. In this
case, ck = k. Also of special interest is choosing T so that u(·) = (T , ·) where (·, ·) is
the Killing form. In the simply laced case these are the same up to a scalar multiple.
We conclude this section with a modiﬁcation of Theorem 4 that we use in Section
6.1 to prove our upper bound on the denominator of P(g, l). The idea is that for
any T ∈ c+(l), P(g, l) has a commutative factorization of the form P(lT , l)∏i nidi
where the factors ni
di
no longer have to kill all l-highest weight vectors with weight in
(u−U(u−)), but instead only those whose weights are not in (U(lT )).
Below write c+(l) = {h ∈ c(l) | (h)0,  ∈ (g)\(l)}. When T below in (1) lies
in c+(l), the theorem reduces to Theorem 4. On the other extreme, when T = 0, the
statement becomes vacuous.
Theorem 5. (1) Let T ∈ c+(l). Choose 0 < c1 < c2 < · · · so {ck | k ∈ Z>0} =
spanN{(T ) |  ∈ (u+T )}\{0}. Then
P(g, l) = P(lT , l)
∞∏
k=1
HC−1g pT (t)
HC−1
l
pT (T + ck)
∣∣∣∣∣
t=T+ck
. (3.3)
(2) For  ∈ (g)\(l),
P(g, l) = P(lT , l)
∞∏
k=1
HC−1g pT(t)
HC−1
l
pT(T + k)
∣∣∣∣∣
t=T+k
.
Proof. As (2) is the special case of T = T, we discuss only (1). Observe the
right-hand side of Eq. (3.3) acts as 1 on M(l). Now note l ⊆ lT and {(T ) |  ∈
(u−)}\{0} = {(T ) |  ∈ (u−T )}. Let v be an l-highest weight vector in M(g) with
weight − ∈ (u−U(u−)). If (T ) = 0 then v ∈ M(lT ) = U(lT )1, so P(lT , l)v = 0.
C.H. Conley, M.R. Sepanski /Advances in Mathematics 196 (2005) 52–77 63
Otherwise as in the proof of Theorem 3, (T ) = ck for some k so HC−1g pT (t) |t=T+ck
kills v. 
4. Action on representations
4.1. O(g, l)-modules
In this section, we examine the extent to which P(g, l) may be viewed as a genuine
operator acting on a particular representation of g. The class of representations we
study lie in the category O(g) and include all highest weight modules. Recall O(g)
consists of those ﬁnitely generated representations of g on which h acts semisimply
and n+ acts locally nilpotently. Given any Lie algebra a and a representation (
, V ) of
a, denote the a-invariant subspace of V by V a = {w ∈ V |
(a)w = 0, a ∈ a}. Deﬁne
O(g, l) to be the set of representations V ∈ O(g) that are generated over g by their
highest l-subrepresentation V u+ .
Let Fac(g, l) be the set of inﬁnite, possibly noncommutative, factorizations F =∏∞
i=1
ni
di
where ni ∈ U(g)l and di ∈ Z(l) so that (1) each nidi acts by 1 on 1 ∈ M(g)
and (2) for each  ∈ (u−U(u−)), there is some N so ∏Ni=1ni kills all l-highest
weight vectors in M(g). In light of Lemma 1, F ∈ Fac(g, l) implies F = P(g, l).
Also note condition (2) could be equivalently replaced with the condition that for each
 ∈ (u−U(u−)), there is some N so ∏Ni=1ni annihilates all of M(g).
Filter U(g) by degree and write Uk(g) for the set of elements of U(g) of ﬁltration
degree at most k. We begin with a lemma.
Lemma 4. Let F =∏∞i=1 nidi ∈ Fac(g, l). Then for all i, ni−di ∈ U(g)u+ and for each
k ∈ N, there exists N so (∏Ni=1ni)u−Uk(u−) ⊆ U(g)u+.
Proof. First, we show that the annihilator in U(g) of the highest l-subrepresentation
U(l)1 ⊆ M(g) is precisely U(g)u+. To see this, use the Poincaré–Birkhoff–Witt theorem
to write U(g) = U(u−)U(l)⊕U(g)u+. Clearly U(g)u+ is contained in the annihilator.
By Theorem 1, nonzero elements of U(l) do not annihilate all of U(l)1M(l). Since
U(u−) acts freely on U(l)1, the result is proven.
For the ﬁrst part of the lemma, note by deﬁnition that ni and di have the same action
on U(l)1. Thus ni − di ∈ U(g)u+. For the second part of the lemma, note u−Uk(u−)1
lies in a ﬁnite sum of weight spaces M(g) with  ∈ (u−U(u−)). Thus by deﬁnition
there is a ﬁnite product of ni annihilating u−Uk(u−)U(l)1. 
Denote by Ẑ(l) the set of inﬁnitesimal characters of l, that is the set of algebra
homomorphisms from Z(l) to C. For (
, V ) ∈ O(g) and  ∈ Ẑ(l), let V () be the
l-subrepresentation of V on which Z(l) acts with generalized inﬁnitesimal character ,
i.e., v ∈ V () if and only if for each z ∈ Z(l) there exists a power of 
(z) − (z)
annihilating v. It is an elementary fact that V = ⊕∈Ẑ(l)V (). It is also easy to see
that if z ∈ Z(l) and (z) = 0, then 
(z) is an invertible endomorphism on V ().
64 C.H. Conley, M.R. Sepanski /Advances in Mathematics 196 (2005) 52–77
Deﬁnition 2. Given F = ∏∞i=1 nidi ∈ Fac(g, l), let ẐF (l) = { ∈ Ẑ(l) | (di) = 0,
i ∈ Z>0}. For (
, V ) ∈ O(g), let
DomF (V ) =
⊕
∈ẐF (l)
V ().
Fix v ∈ DomF (V ). When there exists N ∈ Z>0 so that ∏Mi=1
(ni)
(di)−1v =∏N
i=1
(ni)
(di)−1v for all MN , we say 
(F ) is well-deﬁned on v and let

(F )v =∏Ni=1
(ni)
(di)−1v.
Theorem 6. Let F = ∏∞i=1 nidi ∈ Fac(g, l) and (
, V ) ∈ O(g, l). Then 
(F ) is well
deﬁned on DomF (V ). Moreover,
DomF (V ) = DomF (V )u+ ⊕ (DomF (V ) ∩ u−V )
and 
(F ) projects DomF (V ) onto DomF (V )u+ along DomF (V ) ∩ u−V .
Proof. As V u+ is q+-invariant and generates V, V = U(u−)V u+ = V u+ + u−V . Both
V u
+
and u−V are l-invariant so it easily follows that DomF (V ) = DomF (V u+) +
DomF (u−V ). The proof will be ﬁnished by showing 
(F ) is well-deﬁned on both
summands and is 1 on the ﬁrst and 0 on the second.
By Lemma 4, 
(ni) − 
(di) = 0 on DomF (V u+) so that 
(ni)
(di)−1 acts by 1.
Also by Lemma 4 and the fact that u−V = ∑∞k=0u−Uk(u−)V u+ , a ﬁnite product of

(ni)
(di)−1 annihilates any ﬁxed element of DomF (u−V ). 
Note Theorem 6 implies DomF (V ) does not intersect V u
+ ∩ u−V nontrivially.
In order for Theorem 6 to be useful, DomF (V ) must be known. Therefore we
calculate ẐF (l) for the three factorizations in Theorem 4. Write F1(T ), F2, and F3()
for these factorizations, respectively.
Recall h∗/ ·W(l)Ẑ(l). For  ∈ h∗, let eval be the homomorphism eval : U(h)→
C induced by mapping h ∈ h to (h). The isomorphism h∗/·W(l)Ẑ(l) is then carried
out by the map  →  where (z) = eval(HCl(z)). In particular, if M(l, ) is the
Verma module of l of highest weight , then z ∈ Z(l) acts on M(l, ) by (z).
Write (·, ·) for an invariant form on h, e.g., the Killing form, and similarly write
(·, ·) for the corresponding form on h∗.
Theorem 7. (1) Write tu for the element of h satisfying u(·) = (tu , ·). If Re( +
g, )0, all  ∈ (u+), then  ∈ ẐF1(tu )(l). More generally,  ∈ ẐF1(tu )(l) when
spanZ 0{(+ g, ) |  ∈ (u+)} ∩ spanZ>0{−(u, ) |  ∈ (u+)} = ∅.
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(2) If Re( + g)(H)0, all  ∈ (u+), then  ∈ ẐF2(l). More generally,  ∈
ẐF2(l) when
spanZ0{(+ g)(H) |  ∈ (u+)} ∩ Z<0 = ∅.
(3) Let C be the Casimir operator of g with respect to (·, ·). If Re(+ g, )0,
all  ∈ (u+), then  ∈ ẐF3(C)(l).
Proof. As w · h − h = (wh − h)g for all h ∈ h, it follows quickly from deﬁnitions
that
ẐF1(T )(l) = { | (+ g)(T − wT ) /∈ −{c1, c2, . . .},w ∈ W(g)/W(lT )},
ẐF2(l) = { | (+ g)(T − wT) /∈ Z<0,  ∈ (g)\(l),w ∈ W(g)/W(lT)},
ẐF3()(l) = { | eval HCg = eval+ HCg,  ∈ (u+U(u+))}.
Though exact, these statements are rather difﬁcult to apply directly.
For (1), recall {c1, c2, . . .} = spanZ>0{(T ) |  ∈ (u+T )}. For T = tu , lT = l and it
follows from a trivial modiﬁcation of [6] Proposition 5.13 that each w may be chosen
with the property that { ∈ +(g) |w ∈ −(g)} ⊆ +(u). In particular, u − wu =
g − wg and so is a sum of elements in +(u) ∪ {0}. Thus  ∈ ẐF1(tu )(l) if
spanZ 0{(+ g, ) |  ∈ (u+)} ∩ spanZ>0{−(u, ) |  ∈ (u+)} = ∅.
As spanZ>0{−(u, ) |  ∈ (u+)} ⊆ R<0, (1) is complete.(2) uses the fact, similar to [6] Proposition 5.13, that for any wg ∈ W(g), there exists
1, . . . r ∈ (u+) and wl ∈ W(l) such that wg = s1 · · · sr wl, s1 · · · sq−1q ∈ (u+)
for 1qr and for any T ∈ c(l),
T − wT = 1(T )H1 + (s12)(T )H2 + · · · (s1 · · · sr−1r )(T )Hr .
Here s is the reﬂection associated to . The result follows after observing, by the
deﬁnition of T, that s1 · · · sq−1q(T) is the coefﬁcient of  in the expression for
the root s1 · · · sq−1q in terms of simple roots. In particular, it is a nonnegative
integer.
For (3), the sufﬁcient condition for  to be in ẐF3()(l) follows from the facts
that eval HCgC = ( + g,  + g) − (g,g) and that (, ) > 0 for all  ∈ (u+
U(l)). 
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The next theorem is crucial to our study of the denominator of P(g, l). Noting that∏
∈(u+)(H
g
 + k) is ·W(l)-invariant, deﬁne zk(g, l) ∈ Z(l) to be
zk(g, l) = HC−1l
∏
∈(u+)
(H
g
 + k). (4.1)
Theorem 8. For any F =∏∞i=1 nidi ∈ Fac(g, l), each zk(g, l) divides some ﬁnite product
of the di .
Proof. It sufﬁces to prove that for each  ∈ (u+) and k ∈ Z>0, Hg + k divides
HCldi , some i. Let P be the hyperplane in h∗ of weights killed by H
g
 +k. For  ∈ P ,
s ·− = k. By a central result on Verma modules [2], M(g, ) is a proper submodule
of M(g, s · ). As the g-highest weight vectors in M(g, s · ) are in the intersection
of M(g, s · )u+ , u−M(g, s · ), and M(g, s · )(), Theorem 6 implies each  ∈ P
must be killed by some HCl(di). Thus, P is contained in the union of the Zariski
closed subsets { ∈ P | eval HCl(di) = 0}. It is elementary that P is not a countable
union of proper Zariski closed subsets, hence there is an i so HCl(di) vanishes on all
of P . For that i, Hg + k divides HCl(di) by the Hilbert Nullstellensatz. 
4.2. Highest weight modules
Here, we specialize some of the theory in Section 4.1 to highest weight modules
of g.
Lemma 5. Let V be a highest weight module for g with highest weight vector v0. Then
V admits the l-invariant decomposition
V = [U(l−)v0]⊕ [u−V ] .
Proof. Let 0 ∈ h∗ be the weight of v0. Write ′0 for 0 restricted to c(l). Note V =[
U(l−)v0
]+ [u−U(q−)v0] and V = V0 ⊕V<0 , where V0 is the ′0 weight space of V
for c(l) and V<0 is the direct sum of the weights spaces with weight strictly less than
′0. For  ∈ +(g), it is straight forward to verify (c(l), ) = 0 if and only if  ∈ +(l).
Thus, U(l−)v0 ⊆ V0 and u−U(q−)v0 ⊆ V<0 so that
[
U(l−)v0
]⊕ [u−U(q−)v0]. 
The following theorem identiﬁes precisely the range of P(g, l) for highest weight
modules.
Theorem 9. Given F = ∏∞i=1 nidi ∈ Fac(g, l), let V be a highest weight module for g
with highest weight vector v0 with weight 0. Then
DomF (V )u
+ =
{
U(l−)v0 if 0(di) = 0 for all i,{0} if 0(di) = 0 for some i.
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In particular, when 0(di) = 0 for all i, 
(F ) projects DomF (V ) onto U(l−)v0 along
u−V ∩ DomF (V ).
Proof. Using Lemma 5, it is easy to see
DomF (V ) = [U(l−)v0 ∩ DomF (V )] ⊕ [u−V ∩ DomF (V )].
Since P(g, l) must act by 1 on U(l−)v0 ∩ DomF (V ) and 0 on u−V ∩ DomF (V ),
Theorem 6 implies DomF (V )u
+ = U(l−)v0 ∩ DomF (V ). Thus when 0(di) = 0 for
all i, 0 ∈ ẐF (l) so that DomF (V ) ⊇ V (0) ⊇ U(l−)v0. Otherwise, 0 /∈ ẐF (l) so
U(l−)v0 ∩ DomF (V ) = {0}. 
5. The inverse of z
In Section 4, we examined the extent to which an inﬁnite product presentation of
P(g, l) acts on a representation (V ,
) ∈ O(g, l). Given F = ∏∞i=1 nidi ∈ Fac(g, l), we
simply deﬁned 
(d−1i ) to act by 
(di)−1 on V () whenever  ∈ ẐF (l). However, d−1i
is also expressible as an inﬁnite sum in F(g)0. In this section, we will see there is
a natural way to extend the domain of 
 from U(g) to appropriate subsets of F(g)
when V is a highest weight module. Though the theory can easily be generalized to
any O(g, l)-module, we work with highest weight modules for ease of exposition and
application.
On appropriate weight vectors in V, we will see the induced action of 
(d−1i ) really
acts as desired, i.e., by 
(di)−1. The ﬁrst useful outgrowth of this study is Theorem
10 which gives a sufﬁcient condition for weight spaces of h to lie in DomF (V ), as
opposed to generalized eigenspaces of Z(l). Though much less general, such a condition
is usually much easier to verify. The second outgrowth is contained in Lemma 6
and Theorem 11 where the denominators are determined for z−1 ∈ F(g)0 when z ∈
Z(l). The third outgrowth is an explicit formula for HC−1g in terms of P(g, l), see
Lemma 7.
The following deﬁnition is a precise way of saying F(g)0 acts on highest weight
representations of g in the obvious manner whenever nothing blows up in the denom-
inator. Recall from Section 2.1 that elements of F(g)0 are formal series over U(h)
of monomials of the form Erm−m · · ·Er2−2Er1−1 Es11Es22 · · ·Esmm where i ∈ (n+) and∑m
i=1(−ri + si)i = 0. For  ∈ (U(n+)), deﬁne F(g)0 to be the span over U(h) of
such monomials satisfying  =∑mi=1 sii . Thus
F(g)0 =
∏
∈(U(n+))
F(g)0.
Though it is straightforward to develop an appropriate notion for the action of F(g)
on a representation, we will only need the theory for F(g)0.
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Deﬁnition 3. (1) For 	 ∈ (U(n+)), let trun	 be the map
trun	 : F(g)0 →
⊕
	
F(g)0
that is the identity on F(g)0 when 	 and zero otherwise. It is easy to see trun	 is
a homomorphism.
(2) Let Dom	1(F(g)0)|	2 be the set of elements in F(g)0 whose monomials in⊕
	1F(g)0 have coefﬁcients with denominators that do not vanish upon evaluation
at 	2.
(3) Let (, V ) be a highest weight module for g with highest weight vector v0 ∈ V
of weight 0. Fix v ∈ V0−	. When q ∈ U(h) with nonvanishing denominators at 0−	,
deﬁne
(q Erm−m · · ·Esmm) v = eval0−	(q) (E−m)rm · · · (Em)sm v.
Using linearity, extend the domain of  to all of Dom	(F(g)0)|0−	 by ﬁrst applying
trun	.
Though it is possible to show  induces an actual action of Dom	(F(g)0)|0−	
on V0−	, we do not need this fact here. However the result below is essential.
The lengthy step is the determination of when an element of Z(g) has an inverse
in Dom	(F(g)0)|0−	.
Lemma 6. Let (, V ) be a highest weight module for g with highest weight vector
v0. Let z ∈ Z(g) and write p = HCg(z). Fix 	 ∈ (U(n+)) with the property that
eval0−p = 0 when 0	,  ∈ (U(n+)). Then z−1 ∈ Dom	(F(g)0)|0−	 and
(z−1) acts by (z)−1 on V0−	.
As the proof of Lemma 6 requires some effort, it will be delayed until the end of
this section.
Let (, V ) be a highest weight module for g with highest weight vector v0 and
F =∏∞i=1 nidi ∈ Fac(g, l). In the theorem below we will give conditions on 0 − 	 that
ensure each d−1i ∈ Dom	(F(g)0)|0−	. At that point we use Deﬁnition 3 to deﬁne

(d−1i ) on v ∈ V0−	. By Lemma 6, 
(d−1i ) = 
(di)−1 on V0−	 and so, similar to the
proof of Theorem 6, this will imply there exists N ∈ N so that ∏Mi=1
(ni)
(d−1i )v =∏N
i=1
(ni)
(d
−1
i )v for all MN . Therefore we deﬁne 
(F ) in this context by

(F )v =∏Ni=1
(ni)
(d−1i )v
and say 
(F ) is well-deﬁned. We will see 
(F ) projects onto the appropriate U(l−)v0-
component just as in Theorem 6.
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Let IF be the sum of all weight spaces V in V satisfying  ∈ ẐF (l) (see
Theorem 7).
Theorem 10. Let (, V ) be a highest weight module for g with highest weight vector
v0 and weight 0. Let F be a factorization of P(g, l). Then (F ) is well-deﬁned on
V ∩ IF . Moreover, (F ) projects V ∩ IF to U(l−)v0 ∩ IF along u−V ∩ IF .
Proof. We will use Lemma 6 to verify d−1i ∈ Dom	(F(g)0)|0−	 for each 0 − 	 ∈
IF . Once this is done, the proof is ﬁnished just as the proof of Theorem 6. However,
the veriﬁcation of Lemma 6 proceeds just as the proof of Theorem 7 and so we are
done. 
The rest of the section is devoted to a proof of Lemma 6. We begin with the
following result generalizing Lemma 3 in [3]. As a special case, it gives an explicit
formula for HC−1g .
Lemma 7. Let z ∈ Z(g) and write p = HCg(z). Choose a weight basis {uk | k ∈ N}
of U(n−) and let {˜uk | k ∈ N} be its dual basis under the Shapovalov form. Write −k
for the weight of uk . Then
zj =
∑
k∈N
(pk )j uk P (g, h) u˜
∗
k (5.1)
for j ∈ Z. In particular,
HC−1g (p) =
∑
k∈N
pk uk P (g, h) u˜
∗
k.
Proof. By Theorem 1, it sufﬁces to demonstrate Eq. (5.1) as an identity in EndhM(g).
As such, view the equalities in this proof as identities in M(g). By Eq. (3.1), zjui =
(pi )j ui . Likewise,
(∑
k∈N
(pk )j uk P (g, h) u˜
∗
k
)
ui =
∑
k∈N
(pk )j uk 〈˜uk, ui〉 = (pi )j ui . 
Lemma 8. Fix nonzero, distinct p0, p1, . . . pn ∈ U(h). Deﬁne the symmetric functions
P0, P1, . . . , Pn+1 ∈ U(h), polynomial in p0, p1, . . . , pn, by
n∏
k=0
(X − pk) =
n+1∑
k=0
Pn+1−k Xk,
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where X is an indeterminate. If z−1, z0, . . . , zn ∈ U(h) satisfy
zj =
n∑
k=0
p
j
k ck (5.2)
for −1jn and some cj ∈ U(h), then
z−1 = (−1)
n
p0p1 · · ·pn
n∑
k=0
Pn−k zk.
In particular, when z0, z1, . . . , zn ∈ U(h), then
z−1 ∈ 1
p0p1 · · ·pnU(h).
Proof. Write V for the (n + 1)× (n + 1) Vandermonde matrix indexed by Vij = pij ,
0 i, jn, z = (z0, z1, . . . , zn)t , and c = (c0, c1, . . . , cn)t . For 0jn, Eq. (5.2)
simpliﬁes to z = V c. As the pk are distinct, V is invertible so c = V −1z. For j = −1,
Eq. (5.2) then gives z−1 = (p−10 , p−11 , . . . , p−1n )V −1z. The proof is ﬁnished by showing
(p−10 , p
−1
1 , . . . , p
−1
n )V
−1 = (−1)
n
p0p1 · · ·pn (Pn, Pn−1, . . . , P0).
Noting Pn+1 = (−1)n+1p0p1 · · ·pn, this is equivalent to
(Pn, Pn−1, . . . , P0)V = −Pn+1(p−10 , p−11 , . . . , p−1n ) (5.3)
which can easily veriﬁed as follows. The j th entry of the left-hand side of Eq. (5.3) is
n∑
k=0
Pn−k pkj = p−1j
(
−Pn+1 + Pn+1 +
n∑
k=0
Pn−k pk+1j
)
= p−1j
(
−Pn+1 +
n∏
k=0
(pj − pk)
)
= −p−1j Pn+1. 
Theorem 11. Let nonzero z ∈ Z(l) and write p = HCl(z). When z−1 is expanded as
an inﬁnite formal sum as an element of F(l)0, the coefﬁcients of the monomials in
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F	(g)0 lie in
1∏

p
U(h)
where  ∈ (U(l+)) ranges over 0	.
Proof. For the sake of notation, index a set of monomials forming a basis of U(l−)−
by {u,i | 1 in}. Using the notation of Lemma 7, write
∑
1 in
u,i P (l, h) u˜
∗
,i =
∑
 
1 l,m n
c,,l,m u,l u˜,m
for some c,,l,m ∈ U(h). Thus
zj =
∑
∈(U(l+))
(p)j
∑
, 1 l,mn
c,,l,m u,l u˜,m
=
∑
∈(U(l+)), 1 l,mn
u,l u˜,m
∑
0
(p)j c,,l,m.
Since zj ∈ U(l) for j0, we know ∑0(p)j c,,l,m ∈ U(h) for each , l, m
when j0. Lemma 8 will ﬁnish the proof once the hypotheses are veriﬁed.
Regarding the needed hypotheses, observe ﬁrst we may assume p is nonconstant
since the theorem is trivial when z ∈ C. If l were simple, the argument in the proof
of (3) of Theorem 4 would imply the p are distinct. Since they are clearly nonzero,
the proof would be done.
In general, write l = c(l)⊕ l1⊕ · · · lk where each li is simple. Let hi = h∩ li . Again
if p ∈ U(c(l)), the theorem is trivial. Otherwise, by shrinking l if necessary, we may
assume, for each i, that p has a nonconstant U(hi )-component in the decomposition
of U(h) as U(c(l)) ⊗ U(h1) ⊗ · · ·U(hk). The proof is now ﬁnished as above by ob-
serving that U(h)W(l) = U(c(l))⊗U(h1)W(l1) ⊗ · · ·U(hk)W(lk) and making the obvious
modiﬁcation to the proof of (3) of Theorem 4. 
Proof of Lemma 6. To show z−1 ∈ Dom	(F(g)0)|0−	, by Theorem 11, it sufﬁces
to show eval0−	 p = eval0−	+ p = 0 when 0	. But this follows immediately
by hypothesis.
Next, let d = ∏ p where 0	 so that trun	(dz−1) ∈ U(g). As d = (dz−1) z
and trun	 is a homomorphism, d = trun	(dz−1) trun	 z. Since this is an identity
in U(g), it follows that (d) = (trun	(dz−1)) (trun	 z). Evaluation on v ∈ V0−	
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yields
(eval0−	 d)v = (trun	(dz−1)) (trun	 z)v
= (trun	(dz−1)) (z)v
= (trun	(dz−1)) (eval0 p)v.
Because eval0−	 d = 0 and eval0 p = 0, this implies
(eval0 p)−1v = (eval0−	 d)−1 (trun	(dz−1))v = (z−1)v. 
6. Remarks
6.1. The total denominator
Roughly speaking, we deﬁne the denominator of P(g, l) to be the greatest common
denominator of all F = ∏∞i=1 nidi ∈ Fac(g, l). As these are inﬁnite products, we begin
with precise deﬁnitions.
Recall Z(l) is a polynomial algebra and therefore a unique factorization domain. Let
IrrZ(l) be the set of primes of Z(l), modulo the proportionality equivalence relation
∝. Given a nonzero element z ∈ Z(l), let PrFact(z) be its prime factorization, viewed
as the function PrFact(z) : IrrZ(l)→ N deﬁned by z ∝∏y∈IrrZ(l)yPrFact(z)(y).
Given a formal inﬁnite product D = ∏idi with di ∈ Z(l), we deﬁne its prime
factorization PrFact(
∏
idi) to be the function
∑
iPrFact(di) : IrrZ(l) → N, where
N = N ∪ {∞}. Given two such products D and D′, we say D ∝ D′ if PrFact(D) =
PrFact(D′). We say D |D′ if PrFact(D)PrFact(D′). Given a collection {D} of such
products, we deﬁne gcd{D} to be the product whose prime factorization is the min-
imum of all PrFact(D). It is clearly well-deﬁned up to proportionality. Recall now
zk(g, l) from Eq. (4.1).
Deﬁnition 4. For each factorization F = ∏∞i=1 nidi ∈ Fac(g, l), the denominator is
D(F) =∏idi . The denominator of P(g, l) is
D(g, l) = gcd{D(F) |F ∈ Fac(g, l)}.
The conjectural denominator of P(g, l) is
Dconj(g, l) =
∞∏
k=1
zk(g, l).
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Conjecture 1. (1) D(g, l) = Dconj(g, l).
(2) There exists F ∈ Fac(g, l) so that D(F) = Dconj(g, l).
Since Theorem 8 shows Dconj(g, l) |D(g, l), the second conjecture implies the ﬁrst.
We also remark one can easily show D(g, l) contains no repeated factors using an
inductive argument based on Theorem 5.
In the special case of l = h, Theorem 4 can be used to quickly prove the ﬁrst
conjecture. This fact has been long established, e.g., see [1] or [15].
Theorem 12 (Ašerova et al. [1]). D(g, h) = Dconj(g, h).
Proof. For T ∈ c+(h), i.e., T ∈ h with (T ) > 0 for all  ∈ (g), (1) of Theorem 4
gives
D(F1(T )) =
∞∏
k=1
∏
w∈W(g)
(T − wT + ck)g .
Therefore D(F1(T )) is a product of powers of linear factors of the form (H + a)g
for certain H ∈ h and a ∈ C. Thus D(g, h) is such a product. Suppose now (H + a)g
divides D(g, h). Then for each T ∈ c+(h), (H + a)g divides D(F1(T )) so there exists
w ∈ W(g) so T −wT + ck(T ) is a multiple of H +a. In particular, T −wT ∈ CH for
all T. Elementary reﬂection theory shows w = s for some  ∈ +(g) and that, after
rescaling, we may assume H = H. As the determination of w is unique for generic
T, we also see (H + a)g must be a simple factor of D(g, h).
It remains to see a ∈ Z>0 and that all such a appear. First note that all such a
appear since Dconj(g, l) |D(g, l). To see all a ∈ Z>0, recall ck ranges over all (T ) for
 ∈ (n+U(n+)) so that (H + a) ∝ (T − sT + (T )) for some . Since T − sT =
(T )H, (T ) = a(T ). For generic T, this implies  = a and so a ∈ Z>0. 
More generally, Theorem 4 can be used to prove both conjectures for certain special
families of l when g is of type An or Bn. In the usual manner, label the simple roots
of An as 1, . . . , n where i = εi − εi+1. The regular parabolic subalgebra l of An is
called special if it is generated by j , j+1, . . . , k−1, k for some 1j, kn. Also in
the usual manner, index the simple roots of Bn as 1, . . . , n where i = εi − εi+1 for
1 in− 1 and n = εn. The regular parabolic subalgebra l of Bn is called special if
it is generated by j , j+1, . . . , n for some 1jn.
Theorem 13. For g either An or Bn and l special, there exists F ∈ Fac(g, l) so that
D(F) = Dconj(g, l).
Proof. By using Theorem 5, it is possible to use induction to reduce to the case where
l is maximal proper in g. Thus l = lT for an appropriate choice of , namely  an
end root and long in the case of Bn. For such roots, it is easy to verify |(u+T)| =
|W(g)/W(lT)| −1 and that (T) = 1 for all  ∈ (u+T). In fact, these two conditions
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can be used to uniquely determine this Theorem’s choice of g and l. In any case, (2) of
Theorem 4 gives the denominator of F2 as
∏∞
k=1 HC
−1
l
pT(T+k). By the deﬁnitions,
we need to show
∏
w∈W(g)/W(lT ) (w · T − T − k) ∝
∏
∈(u+T )(H
g
 + k). But by
hypothesis,
∏
w∈W(g)/W(lT ) has representatives consisting of {1} ∪ {s | ∈ (u
+
T
)}.
Since the term with w = 1 is scalar, it can be omitted. For the others, factor out −1
and observe T− s ·T+k = (T− sT)g +k = (T)Hg +k. Again by assumption,
(T) = 1. 
Outside these special cases, we expect no factorization of P(g, l) with numerators in
Z(g)Z(l) capable of achieving the conjectural denominator. However, we believe there
exists such a factorization with numerators in U(g)l. As such factorizations are outside
the purview of Theorem 3, a new approach is needed.
6.2. Sums
For g = sl(2,C) with standard basis {F,H,E}, P(sl(2,C), h) has a well known
and elementary expression as
P(sl(2,C), h) =
∞∑
k=0
(−1)kF kEk
k!∏ki=1(H + i + 1) . (6.1)
Theorem 4, however, realizes P(sl(2,C), h) as the inﬁnite product
P(sl(2,C), h) =
∞∏
i=1
(
1− FE
i(H + i + 1)
)
. (6.2)
Using the easily veriﬁed formula FkEk = ∏k−1i=0 [FE − i(H + i + 1)], Eq. (6.1) can
quickly be deduced from Eq. (6.2) by converting the inﬁnite product presentation to
an inﬁnite summation presentation via telescoping series.
In general, given any g and a factorization F = ∏∞i=1fi ∈ Fac(g, l) of P(g, l), let
P0(F ) = 1, P1(F ) = f1 − 1, and
Pk(F ) = (fk − 1)
k−1∏
i=1
fi.
By telescoping series, we formally have
P(g, l) =
∞∑
k=0
Pk(F ). (6.3)
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In fact, this is more than simply a formal equation. Begin by observing
∏N
i=1fi =∑N
k=0 Pk(F ). Thus by construction, Pk(F ) acts by 0 on any ﬁnite-dimensional sub-
space of M(g) for sufﬁciently large k. Therefore, the coefﬁcient of any particular
monomial basis element in F(g) for Pk(F ) is zero when k is large enough. In par-
ticular,
∑∞
k=0 Pk(F ) is a well-deﬁned element of F(g). By construction, it follows
immediately that Eq. (6.3) is valid as an equation in F(g).
Thus Eq. (6.3) converts inﬁnite factorizations into inﬁnite summation formulas for
P(g, l). In special cases, the terms Pk(F ) are the unique elements of the appropriate
“degree” in u+ so that Eq. (6.3) holds.
For example, suppose l = lT is maximal proper and T has a single value (necessarily
1) on all of (u+T). This implies u
±
T
is Abelian so that U(u±T) is the symmetric algebra
S(u±T). It can be shown that there are unique elements Pk(g, lT) of
[Sk(u−T)U(lT)Sk(u+T)]lTFracZ(lT)
such that P(g, lT) =
∑∞
k=0 Pk(g, lT), where Sk denotes the elements of S homogenous
of degree k.
Any factorization F such that each fi is of degree 1 in u+T clearly satisﬁes Pk(F ) =
Pk(g, lT) by uniqueness and therefore yields an explicit summation formula for
P(g, lT). It can be shown this is the case for the factorization in Theorem 4(2) when g
is of type A and  is an end simple root. More general results are not known. It again
seems likely that factorizations over U(g)l will be required to obtain such results.
6.3. Towards a ﬁnite factorization
For  ∈ +(g), let
Pm() =
∞∑
k=0
(−1)kEk−Ek∏k
i=1 i(H + i +m)
so that P1() is the extremal projector for the copy of sl(2,C) corresponding to .
In [1], a remarkable noncommutative ﬁnite factorization of P(g, l) was given in terms
of Pm (). To this end, recall a linear order of +(g) such that  <  <  whenever
+  =  is called normal.
Theorem 14 (Ašerova et al. [1]). P(g, h) =∏ ∈+(g)
normally ordered
Pg(H)().
Finding an analogous ﬁnite factorization for P(g, l) is important. Besides shedding
light on P(g, l) and providing a very useful factorization, it should provide an answer to
Conjecture 1. One of the difﬁculties in generalizing Theorem 14 is giving an appropriate
version of Pm(). Towards this end, we give an alternate realization of Pm() in terms
of an inﬁnite product factorization. For comparison, see Eq. (6.2).
76 C.H. Conley, M.R. Sepanski /Advances in Mathematics 196 (2005) 52–77
Theorem 15. For each m,
Pm() =
∞∏
i=m
(
1− E−E
i(H + i + 1)
)
in the sense that the action of ∏∞i=m (1− E−Ei(H+i+1)) on each weight space of M(g)
converges telescopically to the action of Pm().
Proof. It is straightforward to check
∏∞
i=m
(
1− E−E
i(H+i+1)
)
acts on M(g)−j by
∞∏
i=m
(
i − j
H + i + 1
)(
i
H + i + j + 1
)−1
.
For j = 0, this is 1, for jm, it is 0, and for 0 < j < m it telescopes to∏m+j−1
i=m
i−j
H+i+1 . To ﬁnish the proof, use the elementary facts that the Pm are the
unique operators such that P1 = P(sl(2,C), h), Pm acts by 1 on M(g)0, and (H +
m)EPm+1 = mPmE. The result now follows easily. 
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