In this paper, we propose a method called sequential Lasso (SLasso) for feature selection in sparse high dimensional linear models. The SLasso selects features by sequentially solving partially penalized least squares problems where the features selected in earlier steps are not penalized. The SLasso uses extended BIC (EBIC) as the stopping rule. The procedure stops when EBIC reaches a minimum. The asymptotic properties of SLasso are considered when the dimension of the feature space is ultra-high and the number of relevant feature diverges. We show that, with probability converging to 1, the SLasso first selects all the relevant features before any irrelevant features can be selected, and that the EBIC decreases until it attains the minimum at the model consisting of exactly all the relevant features and then begins to increase. These results establish the selection consistency of SLasso. Since the SLasso estimators are in fact ordinary least squares estimators, the selection consistency implies the oracle property of SLasso. The asymptotic distribution of the SLasso estimators with diverging number of relevant features is provided. The SLasso is compared with other methods by simulation studies, which demonstrates that SLasso is a desirable approach having an edge over the other methods for the purpose of identifying relevant features. The SLasso together with the other methods are applied to a microarray data for mapping disease genes.
Introduction
Sparse high-dimensional regression (SHR) models arise in many important contemporary scientific fields. A SHR model is as follows:
β j x ij + i , i = 1, . . . , n, (1.1) where the number of features p is much larger than the sample size n, and only a relatively small number of the β j 's are non-zero. Feature selection is crucial in the analysis of SHR models. There are usually two goals of feature selection: (i) to build a model with desirable prediction properties and (ii) to identify the features with nonzero coefficients (for convenience, such features are referred to as relevant features in this article). These two goals are intertwined but not the same. For SHR models, usually, a method that is good for one goal might fail for the other.
Regularized regression approaches to the analysis of SHR models have attracted considerable attention of the researchers. A regularized regression approach selects the features and estimates the coefficients simultaneously by minimizing a penalized sum of squares of the form:
where λ is a regulating parameter and p λ is a penalty function such that the number of fitted non-zero coefficients can be regulated by λ; that is, only a certain number of β j 's are estimated non-zero when λ is set at a certain value. Various penalty functions have been proposed and studied, including Lasso [32] : p λ (|β j |) = λ|β j |, SCAD [9] [10], which smoothly clips a L 1 penalty (for small |β j |) and a constant penalty (for large |β j |), Bridge [17] : p λ (|β j |) = λ|β j | q , 0 < q < 1, Adaptive Lasso [41] : p λ (|β j |) = λw j |β j | where w j are given weights, Elastic net [40] : p λ (|β j |) = λ 1 |β j | + λ 2 β 2 j , and MCP [38] , which smoothly approaches the L 1 penalty from a constant penalty (for large |β j |'s ) by an asymptote.
A so-called oracle property is of major concern for any feature selection method.
The oracle property refers to two asymptotic natures: (a) selection consistency, i.e., the sparse relevant features can be exactly selected with probability converging to 1, and (b) the effects of relevant features can be consistently estimated the same as they would be were they obtained by knowing the relevant features in advance. For fixed p, it was showed in [22] [24] that Lasso is consistent in estimating the regression coefficients but, in general, it does not have the oracle property. A condition on the feature matrix was provided in [41] for Lasso to possess the oracle property.
The condition was also discovered in [26] [39] and was dubbed as irrepresentability condition in [39] . When p is allowed to diverge to infinity faster than n (but not too fast), the selection consistency of Lasso under the irrepresentability condition was established in [26] [39] . To relax the irrepresentability condition, Adaptive Lasso was considered in [41] for fixed p using the ordinary least squares estimates as the weights in the penalty, and Adaptive Lasso was shown to have the oracle property.
For diverging p, [6] showed that Adaptive Lasso with marginal least squares estimates as the weights has the oracle property if a partial orthogonality condition holds. The selection consistency of Elastic net was studied in [20] . The properties of SCAD were studied in [10] [11] [12] [37] . In these papers, the oracle property of SCAD was established for various models when p is fixed or diverging to infinity not too fast. The MCP penalty is similar to the SCAD penalty. The asymptotic properties of the MCP penalty were studied in [38] . The oracle property of the Bridge penalty was verified in [5] . To realize the oracle property of the various regularized regression methods in finite samples, a proper choice of the regulating parameter has to be made. A multi-fold cross validation (CV) is commonly used in these methods for the choice of the regulating parameter.
Sequential methods have also received attention in recent years for feature selec-tion in SHR models. The traditional sequential procedures such as forward stepwise regression (FSR) were criticized for their greedy nature. However, it was discovered recently that the greedy nature is indeed a good one if the goal is to identify relevant features, see [33] [34] , especially, in the presence of high spurious correlations due to extremely high dimensionality of the feature space. In many practical problems, the identification of the relevant features is of primary interest. For example, in genetic quantitative trait loci (QTL) mapping and disease gene mapping, of interest are the markers which are either QTL or disease gene themselves or are in linkage disequilibrium with QTL or disease genes. In addition, sequential methods are computationally appealing. These revived interests in sequential approaches. The properties of FSR for feature selection in SHR models were re-examined in [35] . It was shown that FSR has a so-called sure screening property when the procedure is carried out until a certain step before the number of steps reaches the sample size. The sure screening property means that the selected set contains the set of relevant features with probability converging to 1, see [13] . A different version of forward stepwise regression referred to as forward selection in [36] was re-considered in, e.g., [2] [33] [34] , and dubbed as orthogonal matching pursuit (OMP). The properties of OMP have been studied under quite strict conditions in these references. A thorough investigation of the properties of OMP is still lacking. A sequential procedure of a different nature called least angle regression (LAR) was proposed in [8] . The LAR continuously updates the estimate of the expected responses along a direction having equal angle with the features already selected and selects new features having the largest absolute correlation with the updated current residuals. The fitted regression coefficients at each step are shrunk. The LAR algorithm has been modified to compute the solution path of Lasso. There are also variants of LAR, e.g., the forward Lasso adaptive shrinkage (FLASH) considered in [28] . The fitted regression coefficients at each step of FLASH are not fully shrunk as in LAR or Lasso.
In this paper, we propose a sequential procedure called sequential Lasso (SLasso) with the emphasis on the goal of identifying relevant features. We give a conceptual description of SLasso in the following. Its computation algorithm is given in §2. In summary, SLasso solves a sequence of partially penalized least squares problems. The features selected in an earlier step are not penalized in the subsequent steps. Let the vectors y = (y 1 , . . . , y n )
τ , x j = (x 1j , . . . , x nj ) τ , be standardized such that they have length √ n and are orthogonal to the vector with all elements 1. Thus in model (1.1), the intercept β 0 can be omitted. At the initial step, SLasso minimizes the following penalized sum of squares:
where · is the L 2 -norm, and λ 1 is the largest value of the penalty parameter such that at least one of the β j 's will be estimated non-zero. The features with non-zero estimated coefficients are selected and the set of their indices is denoted by s * 1 . For k ≥ 1, let s * k be the index set of the features selected until step k. At step k + 1, SLasso minimizes the following partially penalized sum of squares:
where no penalty is imposed on the β j 's for j ∈ s * k and λ k+1 is the largest value of the penalty parameter such that at least one of the β j 's, j ∈ s * k , will be estimated non-zero. The selected set is then updated to s * k+1 . The EBIC proposed in [3] is used as the stopping rule. For each s * k , the EBIC of the model with features in s * k is computed. The procedure continues, if the EBIC keeps decreasing. If the EBIC attains a minimum at step k * , the procedure stops and the set s * k * is taken as the final selected set. The procedure as described above looks computation-demanding, but it is in fact not the case. It is shown in §2 that the minimization of l k+1 is equivalent to the minimization of
whereỹ is the residual of y projected on the space spanned by the x j 's with j ∈ s * k andX is the residual matrix of the x j 's, j ∈ s * k , projected on the same space. It is shown in the proof of Theorem 3.1 that the active features x j in the minimization of (1.3) must have the maximum correlation with the current residualỹ; that is, they must attain max j ∈s * k |ỹ τ x j |. If there is only one such x j , the x j is the unique active feature at step k + 1, there is no need to carry out the minimization. If there are more than one such x j 's, the minimization of (1.3) is equivalent to the minimization
where s TEMP is the index set of the x j 's that attain the maximum absolute correlation, X TEMP andβ TEMP are, respectively, the corresponding projected residual matrix and the coefficient vector. The latter situation seldom occurs. When it does occur, the active x j 's can be easily obtained by applying the R function glmpath [27] toỹ and X TEMP and extracting the first feature (or features) with non-zeor coefficient in the solution path. The detail of the computation is provided in §2.
We consider the properties of SLasso in the scenario that p = exp(n κ ), 0 < κ < 1, and the number of relevant features p 0 is also diverging to infinity at a proper rate.
Under reasonable conditions, we establish the oracle property of SLasso. First, we show in Theorems 3.1 and 3.2 that if the stopping rule is not activated then with probability converging to 1 the SLasso procedure first exhaust all relevant features before any irrelevant features can be selected; that is, if we knew p 0 and stop at the step when we have selected exactly p 0 features, the selected set will be exactly the set of relevant features. Then, we show in Theorem 3.3 that the EBIC attains its minimum at the step when all the relevant features are exhausted. Specifically, 
Basic properties and computation algorithm
We consider the scenario that both the total number of features and the number of relevant features diverge. We also allow the set of relevant features and their effects vary as n varies. For the sake of clarity, we do not index these quantities explicitly by n, but their dependence on n should be kept in mind. Let X = (x 1 , . . . , x p ) be the design matrix. Let β = (β 1 , . . . , β p ) τ , y = (y 1 , . . . , y n ) τ and = ( 1 , . . . , n ) τ . In matrix notation, model (1.1) is expressed as
Let S denote the set of indices {1, 2, · · · , p}. Let s be any subset of S. Denote by X(s) the matrix consisting of the columns of X with indices in s. Similarly, let β(s)
denote the vector consisting of the corresponding components of β. Let R(s) be the linear space spanned by the columns of X(s) and H(s) its corresponding projection
Proposition 2.1. Let s * k denote the index set of the features selected at the k-th step of SLasso. For k ≥ 1 and any l ∈ s
Proof: If X({l}) ∈ R(s * k ) then there exists an a k such that X({l}) = X(s * k )a k and hence
Thus when l k+1 is minimized β l must be 0, i.e., l ∈ s * k+1 . 2 Proposition 2.1 implies that, for any k, the matrix X(s * k ) is of full column rank.
It also suggests that, in the SLasso procedure, any feature that is highly correlated with the features selected already will have little chance to be selected subsequently.
This nature of SLasso is favorable when it is used for feature selection in ultra-high dimensional feature space where high spurious correlations present, see [13] .
Proposition 2.2. For k ≥ 1, the minimization of l k+1 is equivalent to the minimization ofl
Proof: Differentiating l k+1 with respect to β(s * k ), we have
Setting the above derivative to zero, we obtain
Substituting (2.2) into y − Xβ 2 we have
j∈s c * k
As a by-product of the above proof, the components ofβ(s * k ) are almost surely nonzero since y is a vector of continuous random variables. This implies that s * 1 ⊂ s * 2 ⊂ · · · ⊂ s * k ⊂ · · · ; that is, the feature sets selected in the sequential steps are nested. The following proposition is the Karush-Kuhn-Tucker (KKT) condition for the solution of the minimization problem (2.1).
Proposition 2.3 (KKT condition).
Let
where r is an arbitrary number with |r| ≤ 1.
β is a k-vector. Thenβ is a minimizer of (2.1) if
Proof: We only need to verify that the form of ∂ β 1 given above is the sufficient and necessary condition for a sub gradient of β 1 . First, for any ξ, we have
Thus by definition ∂ β 1 is a sub gradient.
Next, let w be any sub gradient of β 1 . We show that
Supposeβ j = 0 and assume |w j | > 1. Then we can define a new vector ξ such that
contradicting to that w is a sub gradient. Now supposeβ j = 0. For a positive number δ < |β j |, define ξ 1 and ξ 2 such that
Since w is a sub gradient we must have
which implies w j sign(β j ) = 1 and hence w j = sign(β j ).
singleton, then the x j with j ∈ s TEMP is the only feature with non-zero estimated coefficient in the minimization of (2.1); otherwise, the minimization of (2.1) is equivalent to the minimization of
whereX TEMP consists of thex j with j ∈ s TEMP ,β TEMP is the corresponding coefficient vector.
This proposition follows from Proposition 2.3 and the proof of Theorem 3.1.
Proposition 2.4 gives rise to the following simple computation algorithm for the SLasso procedure.
Computation algorithm:
If s TEMP is a singleton, let s * 1 = s TEMP , otherwise, apply glmpath to y and X(s TEMP ) and extract the first feature with non-zero coefficient in the solution path, and let s * 1 be the active set. Compute I − H(s * 1 ) and EBIC(s * 1 ).
• General
Step:
If s TEMP is a singleton, let s * k+1 = s * k ∪s TEMP , otherwise, apply glmpath toỹ and X(s TEMP ) and extract the first feature with non-zero coefficient in the solution path, and let s * k+1 be s * k union the active set. Compute EBIC(s * k+1 ). If EBIC(s * k+1 ) > EBIC(s * k ), stop; otherwise, compute I −H(s * k+1 ) and continue.
The EBIC for s * k , k = 1, 2, . . . , in the above algorithm is given by
where r is a positive number slightly bigger than 2, say r = 2.1. For more details on EBIC, see §3.3. The matrix I − H(s * k+1 ) can be updated from I − H(s * k ) recursively.
Suppose there are K active features with indices {j l : l = 1, . . . , K} at step k + 1.
Denote by J l = {j 1 , . . . , j l }. Let J 0 = φ. The recursive formula is given by
3)
The amount of computation in the above algorithm is minimal. The computation of the projection matrices does not involve any matrix inversion. The call for glmpath is in fact seldom invoked.
The oracle property of SLasso
We assume in model (1.1) that the i 's are i.i.d. normal random variables with mean zero and varaince σ 2 . We consider the design matrix X either as a deterministic or a random matrix. Let s 0 = {j : β j = 0, j = 1, . . . , p}. Assume ln p = O(n κ ) for some κ > 0 and p 0 = |s 0 | = O(n c ) for some 0 < c < 1. We first show that SLasso is selection consistent when it stops at the step where p 0 features have been selected if p 0 were known. Then we show that the EBIC stopping rule can identify p 0 asymptotically with probability converging to 1 and provide the asymptotic distribution of the SLasso estimator. Some special cases are discussed at the end of this section.
3.1 Selection consistency with known p 0 : deterministic design matrix
In the deterministic case, suppose the columns of X are standardized. We now introduce some notations. For
In fact, γ n (j, s, β) only depends on β(s c ). But for the ease of notation, β and β(s c )
will be used interchangeably. Unless otherwise stated, β also denotes the unknown true value of the parameter vector. In the deterministic case, we make the following assumptions.
vector with all components 1. Assumption A1 is implied by the following condition
whereX j = [I − H(s)]X j and 0 < η < 1. The claim above follows because
where the strict inequality holds by (3.1).
Under assumption A1, the A s in A2 is a subset of s 0 . Assumption A2 holds if and
We establish the equivalence of A2 and (3.2) below. Let A =X(A s \{j}) and b =X j .
Since a permutation of the rows and columns does not change the sum of the rows, it suffices to verify that the sum of the last row of
is positive if and
the formula for the inverse of blocked matrices, we have
Substituting the expression of (A τ F A) −1 into the first block of the last row of the above matrix, we obtain
Thus the sum of the last row becomes
which is greater than 0 if and only if
Condition (3.1) is a conditional version of the exact recovery condition (ERC)
assumed in [33] while conditioning on the subset s of the relevant features. Condition (3.2) is similar to but much weaker than the irrepresentability condition. The above arguments suggest that Conditions A1 and A2 might be weaker than the ERC and the irrepresentability condition. This is indeed the case. We will demonstrate this by special cases where the conditions for the selection consistency of the SLasso hold but the ERC and the irrepresentability condition are not satisfied. If λ min (
is bounded away from zero, which is a common assumption in the case of ultra-high dimensional feature space, then Condition A3 is equivalent to Theorem 3.1. Suppose that assumptions A1-A3 hold. Let ln p n = O(n κ ), where
Then SLasso is selection consistent in the sense that
where s * k * is the set of features selected at the k * th step of SLasso such that |s * k * | = p 0 .
The proof of the theorem is given in the supplementary document.
3.2 Selection consistency with known p 0 : random design matrix The off-diagonal elements of Σ are bounded by a constant less than 1; that is, the correlation between any two features are bounded below from −1 and above from 1.
a3 max 1≤j,k≤p E exp(tz j z k ) and max 1≤j≤p E exp(tz j ) are finite for t in a neighborhood of zero.
For any s,s ⊂ S, denote by Σ ss the sub matrix of Σ with row indices in s and column indices ins. Define
The following assumptions are imposed:
The assumptions A1 -A3 are in fact the assumptions A1 -A3 with the empirical variances and covariances of the features replaced by their theoretical counterparts.
In order to establish the selection consistency of SLasso in the case of random feature matrix, we need to pass from assumptions A1 -A3 to assumptions A1 -A3. The following lemma ensures that if A1 -A3 hold then A1 -A3 hold with probability converging to 1 as n goes to infinity.
Lemma 3.1. Under assumptions a1 -a3,
The proof of the lemma is given in the supplementary document.
SLasso is selection consistent with random feature matrices that satisfy conditions a1 -a3 and A1 -A3 .
The theorem is in fact a corollary of Lemma 3.1. It follows from the lemma immediately that if a1 -a3 and A1 -A3 are satisfied then A1-A3 hold with probability converging to 1. Thus the selection consistency of SLasso with random feature matrix is established.
Property of the stopping rule and the asymptotic distribution of the SLasso estimators
The EBIC used as the stopping rule in the sequential procedure of SLasso is proposed in [3] . For a linear model with features in s, the EBIC is defined as
The properties of EBIC for sparse high-dimensional linear models are investigated in [3] and [25] . It is shown that, if γ > 1 − ln n/(2 ln p), EBIC is selection consistent in the sense that
where k 0 > 1 is any fixed number.
Denote by s * 1 , s * 2 , . . . , s * k , . . . the feature sets selected at the consecutive steps of SLasso. We have shown that s * 1 ⊂ s * 2 ⊂ · · · ⊂ s * k ⊂ · · · and that, with probability converging to 1, s * k ⊂ s 0 if |s * k | ≤ p 0 . In this sub section, we provide a result that, with probability converging to 1, EBIC(s * k ) decreases when |s * k | < p 0 and reaches its minimum at step k * such that |s * k * | = p 0 , and that EBIC(s * k ) > EBIC(s * k * ) for any k > k * . The result is given in Theorem 3.3. This result implies that, with probability converging to 1, the procedure of SLasso stops at step k * when |s * k * | = p 0 . Since the SLasso estimators of the coefficients of selected features are the ordinary least squares estimators, Theorems 3.1 -3.3 imply the oracle property of SLasso. Since p 0 diverges, the asymptotic theory on ordinary least squares estimators with fixed p 0 does not apply. We derive the asymptotic distribution of the SLasso estimator of β(s 0 ) in Theorem 3.4.
Theorem 3.3. Assume conditions A1 and A2. Suppose that ln p n = O(n κ ), κ < 1/3,
, and there is a constant C such that λ min (
, where δ is an arbitrarily small positive number. Let s * 1 ⊂ s * 2 ⊂ · · · ⊂ s * k ⊂ · · · be the sets generated by the procedure of SLasso. Then
, where k 0 > 1 is an arbitrarily fixed constant.
In the stopping rule, γ is taken as 1 − ln n r ln p where r is slightly bigger than 2.
This choice of γ is to keep the EBIC selection consistent at one hand and to achieve the largest power for the identification of relevant feature at another hand. A brief justification is given as follows. For a sample of size n, define the positive discovery rate (PDR n ) and the false discovery rate (FDR n ) as follows.
The asymptotic property P (s * k * = s 0 ) → 1 is equivalent to that FDR n → 0 and PDR n → 1 simultaneously. For any γ > 1 − ln n 2 ln pn , the above convergences are guaranteed, but the convergence rates are different for different γ values. For a bigger γ, both FDR n and PDR n are smaller. By choosing the γ as small as possible in its consistent range, the PDR n is maximized while the FDR n still converges to zero. 
Then, for any seqence of p 0 -dimensional constant vector a n ,
where
Note that condition (3.4) is a common assumption on regression models for the asymptotics. Theorem 3.4 follows from the Linderberg's central limit theorem, see Corollary 1.3 in [30] . The proof of Theorem 3.4 is by checking the validity of the conditions for this corollary, which is straightforward and is omitted here. Theorem 3.4 implies that any fixed dimensional sub vector ofβ(s 0 ) has an asymptotic multivariate normal distribution. In particular, for any j ∈ s 0 ,β j is asymptotically normal.
Special cases
We provide two special cases where the irrepresentability condition can be directly verified. The first special case concerns constant positive correlation among the features. In this case, for the irrepresentability condition to be satisfied, some restriction must be imposed. But such restriction is not needed for sequential Lasso. The second special case deals with a correlation structure under which the irrepresentability condition is violated. Note that ERC is similar but much stronger than the irrepresentability condition. These special cases show that the conditions for the oracle property of SLasso are weaker than the irrepresentability condition and ERC.
Special case I: Let the correlation matrix of z be given by
where I is the identity matrix of dimension p, 1 is a p-vector of all elements 1, and 0 < ρ ≤ ρ 0 < 1. Note that ρ is allowed to depend on n. But for the ease of notation we don't make this dependence explicit. In this case, the assumptions A1 -A3 are satisfied with min j∈s 0 |β j | = Cn −1/2+δ for some constant C and an arbitrarily small positive δ. The claim is verified in the following. 
Therefore,
Obviously, max j∈s − |γ n (j, s, β)| > max j∈s c 0 |γ n (j, s, β)| and hence A1 is satisfied. Fi-nally, we have
Let ν be the number of elements in A s . The eigenvalue of the above matrix corresponding to the eigenvector 1 is
i.e., A2 holds.
Note that, in the above argument, we only need ρ = ρ n ≤ ρ 0 < 1. But, for the irrepresentability condition to hold, the following restriction must be in place:
for some constant c, see [39] . If |s 0 | → ∞, ρ n must go to zero, i.e., eventually, all the features must be statistically uncorrelated.
Special case II. Without loss of generality, let s 0 = {1, . . . , p 0 }. Assume that
for some constant C and an arbitrarily small positive δ;
(ii) The correlation matrix Σ has the following structure:
Obviously,
i.e., the irrepresentability condition does not hold. In the following, we show that conditions A1 -A3 hold. Let s * 0 = φ. Suppose s * k = {1, . . . , k} for k < p 0 . For any
Thus A1 is satisfied. The validity of A2 is obvious since A s * k contains only one element for each k < p 0 . A3 reduces to √ n ln p min j∈s 0 |β j | → ∞ which holds obviously.
Simulation Study
In our simulation study, we compare SLasso with adaptive Lasso (ALasso) [6] , SCAD [21] , [37] , SIS+SCAD [13] and forward stepwise regression (FSR) [35] . The covariance structures of the design matrix X for the settings in group A (GA) and group B (GB) are given as follows:
GA1. All the p features are generated as i.i.d. standard normal random variables.
GA2. The features have a power decay correlation structure, i.e., ρ ij = 0.5 |i−j| , for
GA3. The features X 1 , . . . , X p are determined as follows. Let Z 1 , . . . , Z p and W 1 , . . . , W p 0 be i.i.d. standard normal random variables. Then
GA4. The relevant features have a constant pairwise correlation, i.e., ρ ij = 0.5, for i, j ∈ s 0 . For j ∈ s 0 , X j is generated as: GB1. The setting is taken from [6] . GB2. The setting is also taken from [6] . It is the same as in GB1 that (n, p, p 0 ) = (100, 200, 15) and σ = 1.5. But the covariance structure of the features is specified such that the partially orthogonality condition in [6] is satisfied. Specifically, while s 0 is taken as {1, . . . , 5, 11, . . . , 15, 21, . . . , 25}, the correlations are specified as ρ ij = 0.5 |i−j| if either both i and j are less than or equal to 25 or both i and j are bigger than or equal to 25, ρ ij = 0 otherwise. The coefficients are specified as |β j | = 2.5 for 1 ≤ j ≤ 5, 1.5 for 10 ≤ j ≤ 15; 0.5 for 21 ≤ j ≤ 25.
The signs of the coefficients are determined in the same way as in GB1.
GB3. The setting is taken from [19] . Under settings GA3 -GA5, SCAD is absolutely better than all the other methods. The performances of SLasso is close to SCAD. SLasso is absolutely better than SIS+SCAD and FSR. Though ALasso has a slightly higher PDR in a few cases, its FDR is too high to be acceptable in terms of the identification of relevant features. It is not surprising that SLasso is absolutely better than FSR. In settings GA3 -GA5, all the irrelevant features are equally and highly correlated with the relevant features.
In these situations, FSR is more prone to error compared with SLasso, since FSR tends to select features which are highly correlated with the features already selected though they might have less correlation with the current residuals, see the discussion in §6.
Under settings GB1 and GB2, the pattern is similar to that under settings GA1
and GA2. Under setting GB3, though the condition (which is sufficient but not necessarily necessary) for the selection consistency of SLasso is not satisfied, SLasso performs better than all the other methods: it has comparable or higher PDR than other methods and has the lowest (much lower than the others) FDR.
To summarize, the simulation study demonstrates that SLasso has an edge over the other methods for identifying relevant features. SLasso is quite "robust": it always has a very low FDR and it is always close to the best though it is not the best over all the simulation settings. On the contrast, the performance of SCAD and FSR are erratic over the settings. They are the best in certain settings but perform much worse in other settings.
Real Data Analysis
The data, which was reported in [29] , consists of the expression levels of over 31,042 different probes from 120 F 2 male rats generated from an intercross experiment. A cross of SR/JrHsd male rats and SHRSP female rats was performed to generate F 1 and the F 1 rats were intercrossed to generate the F 2 rats. The probes that were not expressed in the eye or that lacked sufficient variation were excluded. A probe was considered expressed if its maximum expression value observed among the 120 F2 rats was greater than the 25th percentile of the entire set of RMA (robust multichip averaging) expression values. A probe was considered "sufficiently variable" if it exhibited at least 2-fold variation in expression level among the 120 F2 rats. A total of 18,976 probes that met these criteria were retained. Among the 18,976 probes, there is one, 1389163 at, from gene TRIM32. This gene was found to cause BardetBiedl syndrom [4] . Of interest is to find the probes among the remaining 18, 975 probes that are most related to TRIM32. This has been studied by using different methods in the literature, see [6] , [21] , [7] , [15] and [31] . In this section, we apply the five methods considered in our simulation study, i.e., ALasso, SCAD, SIS+SCAD, Following the same strategy of [6] , the probes are first screened according to their variances and the top 3,000 probes with the largest variances are retained for further selection. But, unlike in [6] where these 3,000 probes were further reduced to 200
probes that are marginally most correlated with TRIM32, the concerned five methods are directly applied to the 3,000 probes. The numbers of probes selected from these 3,000 probes by ALasso, SCAD, SIS+SCAD, FSR and SLasso are 21, 28, 5, 3 and 2 respectively. The ID of the selected probes are reported in Table 6 .4. The two probes selected by SLasso, i.e., 1383110 at and 1392692 at, are also selected by FSR and ALasso. But they are not selected by SCAD and SIS+SCAD. The additional probe selected by FSR, 1389584 at, is also selected by SCAD and ALasso. There is an intersection of 7 probes selected by ALasso and SCAD. There is no intersection of the probes selected by SIS+SCAD with any other methods.
It is interesting to note that one of the probes selected by SLasso, i.e., 1383110 at, is also detected by other methods (Lasso, Scaled Lasso, Scaled MC) and the other one, 1392692 at, is also detected by Lasso, as reported in [31] . Combining all these findings together and taking into account the low FDR of SLasso evidenced in the simulation studies, we have a strong belief that the two probes selected by SLasso are associated with TRIM32.
Discussion
SLasso bears a similarity with OMP. At steps where either there is only one feature achieving the maximum absolute correlation with the current residuals or a partial positive cone condition is satisfied, the SLasso step and the OMP step are the same.
SLasso differs from OMP only at steps where more than one features achieving the maximum but the partial positive cone condition is violated. Thus under the partial positive cone condition, the properties established for SLasso also apply to OMP.
Thus, a by-product of the paper is that we reveal new properties of OMP other than those discovered in [2] [33] [34] under much weaker conditions. 
The more correlated the x j is with the features in s * k , the larger the inflating factor.
If two features have the same absolute correlation with the current residual, the FSR will select the one that is more correlated with the features in s * k . If one feature has a lower correlation with the current residual but is more correlated with the features in s * k than another feature, it might turn out that this feature has a higher inflated correlation and is selected by FSR. Obviously, this is a disadvantage of FSR in terms of the identification of relevant features, especially when high spurious correlations present.
Like SLasso, solution path of Lasso, LAR and variants of LAR also select the next feature that has the highest correlation with the current residual. But, in these methods, the current residual is obtained from a shrunk estimate of Ey, i.e., they select x j that maximizes g 3 (j) = |x
is a shrunk estimate. In the shrunk estimate, the effects on y of the features in s * k are not fully counted. This leaves more chance for those features that have high spurious correlations with the features in s * k to be selected in subsequent steps than in the case of SLasso. This is a potential disadvantage for the identification of relevant features.
Among the two goals of feature selection, prediction and identification of relevant features, the SLasso is particularly valuable for the identification of relevant features, as indicated by its asymptotic properties and demonstrated by the simulation studies.
The methodology of SLasso can be easily extended to a sequential penalized likelihood method for sparse high-dimensional generalized linear models. Similar properties of the sequential likelihood method can be expected. We are going to investigate those properties in our future work. 
