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Global existence and large time asymptotic behavior of
strong solutions to the 2-D compressible
magnetohydrodynamic equations with vacuum ∗
Boqiang LV† Xiaoding SHI‡ Xinying XU§
Abstract
This paper concerns the Cauchy problem of the magnetohydrodynamic equa-
tions for viscous compressible barotropic flows in two or three spatial dimensions
with vacuum as far field density. For two spatial dimensions, we establish the
global existence and uniqueness of strong solutions (which may be of possibly large
oscillations) provided the smooth initial data are of small total energy, and obtain
some a priori decay with rates (in large time) for the pressure, the spatial gradi-
ent of both the velocity field and the magnetic field. Moreover, for three spatial
dimensions case, some decay rates are also obtained.
Keywords: compressible magnetohydrodynamic equations; global strong solutions;
large-time behavior; Cauchy problem; vacuum.
1 Introduction
We consider the magnetohydrodynamic (MHD) equations

ρt + div(ρu) = 0,
(ρu)t + div(ρu⊗ u) +∇P (ρ) = µ∆u+ (µ + λ)∇(divu) + (∇×H)×H,
Ht −∇× (u×H) = −∇× (ν∇×H), divH = 0,
(1.1) a1
for viscous compressible magnetohydrodynamics flows. Here, t ≥ 0 is time, x ∈ R2 is
the spatial coordinate, and ρ = ρ(x, t), u = (u1, u2)(x, t), H = (H1,H2)(x, t), and
P (ρ) = Rργ (R > 0, γ > 1) (1.2)
are the fluid density, velocity, magnetic field and pressure, respectively. Without loss of
generality, we assumed that R = 1. The constant viscosity coefficients µ and λ satisfy
the physical restrictions:
µ > 0, µ+ λ ≥ 0. (1.3) h3
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The constant ν > 0 is the resistivity coefficient which is inversely proportional to the
electrical conductivity constant and acts as the magnetic diffusivity of magnetic fields.
We consider the Cauchy problem for (
a1
1.1) with (ρ, u,H) vanishing at infinity (in some
weak sense) with given initial data ρ0, u0, and H0 as
ρ(x, 0) = ρ0(x), ρu(x, 0) = ρ0u0(x), H(x, 0) = H0, x ∈ R2. (1.4) h2
There have been huge literatures on the compressible MHD problem (
a1
1.1) by many
physicists and mathematicians due to its physical importance, complexity, rich phe-
nomena and mathematical challenges, see for example, [3, 4, 6–10, 15, 16, 22, 23, 30, 31,
34–36, 39, 40] and the references therein. In particular, if there is no electromagnetic
effect, i.e., H = 0, then (
a1
1.1) reduces to the compressible Navier-Stokes equations
for barotropic flows, which have also been discussed in numerous studies, see for ex-
ample, [5, 11–14, 17–21, 24–29, 32, 37, 38] and the references therein. The issues of
well-posedness and dynamical behaviors of MHD system are rather complicated to
investigate because of the strong coupling and interplay interaction between the fluid
motion and the magnetic field. Now, we briefly recall some results concerned with
the multi-dimensional compressible MHD equations which are more relatively with our
problem. The local strong solutions to the compressible MHD with large initial data
were obtained, by Vol’pert-Khudiaev [35] as the initial density is strictly positive and
by Fan-Yu [10] as the initial density may contain vacuum, respectively. And recently,
the local existence of strong and classical solutions to the two-dimensional compressible
MHD equations with vacuum as far field density has been studied in [31]. The global
existence of solutions to the compressible MHD equations were obtained in many works:
Kawashima [23] firstly obtained the global existence when the initial data are close to
a non-vacuum equilibrium in H3-norm; Hu-Wang [15, 16] and Fan-Yu [9] proved the
global existence of renormalized solutions under the general large initial data assump-
tions; For the case that the initial density is allowed to vanish and even has compact
support, Li-Xu-Zhang [27] established the global existence and uniqueness of classical
solutions with constant state as far field which could be either vacuum or nonvacuum
to (1.1)-(1.4) in three-dimensional space with smooth initial data which are of small
total energy but possibly large oscillations, which generalized the results of Huang-Li-
Xin [19] for barotropic compressible Navier-Stokes equations to the compressible MHD
ones. Moreover, it was also showed in [27] that for any p > 2, the following large-time
behavior of the solution holds:
lim
t→∞
(‖P (ρ)− P (ρ˜)‖Lp(R3) + ‖∇u‖L2(R3) + ‖∇H‖L2(R3)) = 0 (1.5) intro
where ρ˜ is the constant far field density.
For two-dimensional problems, only in the case that the far field density is away
from vacuum, the techniques of [27] can be modified directly since at this case, for any
p ∈ [2,∞), the Lp-norm of a function u can be bounded by ‖ρ1/2u‖L2 and ‖∇u‖L2 ,
and the similar results can be obtained. However, when the far field density is vacuum,
it seems difficult to bound the Lp-norm of u by ‖ρ1/2u‖L2 and ‖∇u‖L2 for any p ≥ 1,
so the global existence and large time behavior of strong or classical solutions to the
Cauchy problem are much more subtle and remain open. Therefore, the main aim of
this paper is to study the global existence and large time behavior of strong solutions to
(
a1
1.1)-(
h2
1.4) in some homogeneous Sobolev spaces in two-dimensional space with vacuum
as far field density. Although recently, for the two-dimensional Cauchy problem of
2
barotropic compressible Navier-Stokes equations with vacuum as far field density, Li-
Xin [24] obtained both the global existence of strong solutions and the decay rates of
the pressure and the gradient of velocity. However, their theory cannot be applied
directly to the MHD ones.
Before stating the main results, we first explain the notations and conventions used
throughout this paper. For R > 0, set
BR ,
{
x ∈ R2∣∣ |x| < R} , ∫ fdx , ∫
R2
fdx.
Moreover, for 1 ≤ r ≤ ∞, k ≥ 1, and β > 0, the standard homogeneous and inhomoge-
neous Sobolev spaces are defined as follows:

Lr = Lr(R2), Dk,r = Dk,r(R2) = {v ∈ L1loc(R2)|∇kv ∈ Lr(R2)},
D1 = D1,2, W k,r =W k,r(R2), Hk =W k,2,
H˙β =
{
f : R2 → R
∣∣∣∣‖f‖2H˙β =
∫
|ξ|2β |fˆ(ξ)|2dξ <∞
}
,
where fˆ is the Fourier transform of f. Next, we give the definition of strong solution
to (
a1
1.1) as follows:
Definition 1.1 If all derivatives involved in (
a1
1.1) for (ρ, u,H) are regular distribu-
tions, and equations (
a1
1.1) hold almost everywhere in R2×(0, T ), then (ρ, u,H) is called
a strong solution to (
a1
1.1).
The initial total energy is defined as:
C0 =
∫
R2
(
1
2
ρ0|u0|2 + 1
2
|H0|2 + 1
γ − 1P (ρ0)
)
dx.
Without loss of generality, assume that the initial density ρ0 satisfies∫
R2
ρ0dx = 1, (1.6) oy3.7
which implies that there exists a positive constant N0 such that∫
BN0
ρ0dx ≥ 1
2
∫
ρ0dx =
1
2
. (1.7) oy3.8
We can now state our main result in this paper, concerning the global existence of
strong solutions.
th1 Theorem 1.1 In addition to (
oy3.7
1.6) and (
oy3.8
1.7), suppose that the initial data (ρ0, u0,H0)
satisfy for any given numbers M > 0, ρ¯ ≥ 1, a > 1, q > 2, and β ∈ (1/2, 1],{
0 ≤ ρ0 ≤ ρ¯, x¯aρ0 ∈ L1 ∩H1 ∩W 1,q,
(u0,H0) ∈ H˙β ∩D1, ρ1/20 u0 ∈ L2, x¯a/2H0 ∈ L2,
(1.8) co1
and that
‖u0‖H˙β + ‖H0‖H˙β + ‖ρ0x¯a‖L1 + ‖|H0|2x¯a‖L1 ≤M, (1.9) h7
where
x¯ , (e+ |x|2)1/2 log2(e+ |x|2). (1.10) 2.07
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Then there exists a positive constant ε depending on µ, λ, γ, a, ν, ρ¯, β,N0, and M such
that if
C0 ≤ ε, (1.11) i7
the problem (
a1
1.1)–(
h2
1.4) has a unique global strong solution (ρ, u,H) satisfying for any
0 < T <∞,
0 ≤ ρ(x, t) ≤ 2ρ¯, (x, t) ∈ R2 × [0, T ], (1.12) h8

ρ ∈ C([0, T ];L1 ∩H1 ∩W 1,q),
x¯aρ ∈ L∞(0, T ;L1 ∩H1 ∩W 1,q),
√
ρu, ∇u, x¯−1u, √t√ρut ∈ L∞(0, T ;L2),
H,H2,Hx¯a/2,∇H,√tHt ∈ L∞(0, T ;L2),
∇u ∈ L2(0, T ;H1) ∩ L(q+1)/q(0, T ;W 1,q),
∇H ∈ L2(0, T ;H1),√
t∇u ∈ L2(0, T ;W 1,q),
√
ρut, ∇Hx¯a/2,
√
t∇ut,
√
t∇Ht,
√
tx¯−1ut ∈ L2(R2 × (0, T )),
(1.13) 1.10
and
inf
0≤t≤T
∫
BN1(1+t) logα(e+t)
ρ(x, t)dx ≥ 1
4
, (1.14) l1.2
for any α > 1 and some positive constant N1 depending only on α,N0, and M. More-
over, (ρ, u,H) has the following decay rates, that is, for t ≥ 1,

‖∇H(·, t)‖L2 ≤ Ct−1/2,
‖∇u(·, t)‖Lp ≤ C(p)t−1+1/p, for p ∈ [2,∞),
‖P (·, t)‖Lr ≤ C(r)t−1+1/r, for r ∈ (1,∞),
‖∇ω(·, t)‖L2 + ‖∇F (·, t)‖L2 ≤ Ct−1,
(1.15) lv1.2
where
ω , ∂1u
2 − ∂2u1, F , (2µ + λ)divu− P − 1
2
|H|2, (1.16) hj1
are respectively the vorticity and the so-called effective viscous flux, and C depends on
µ, λ, ν, γ, a, ρ¯, β, N0, and M.
For the three-dimensional case, that is, Ω = R3, we have the following results con-
cerning the decay properties of the global classical solutions whose existence can be
found in [27].
thv Theorem 1.2 Let Ω = R3. For given numbers M > 0, ρ¯ ≥ 1, β ∈ (1/2, 1], and
q ∈ (3, 6), suppose that the initial data (ρ0, u0,H0) satisfy
ρ0, P (ρ0) ∈ H2 ∩W 2,q, P (ρ0), ρ0|u0|2 ∈ L1, u0,H0 ∈ H˙β , ∇u0,∇H0 ∈ H1,
(1.17) cvo1
0 ≤ ρ0 ≤ ρ¯, ‖u0‖H˙β + ‖H0‖H˙β ≤M, (1.18) hv7
and the compatibility condition
− µ△u0 − (µ+ λ)∇divu0 − (∇×H0)×H0 +∇P (ρ0) = ρ1/20 g, (1.19) cvo2
for some g ∈ L2. Moreover, if γ > 3/2, assume that
ρ0 ∈ L1. (1.20)
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Then there exists a positive constant ε depending on µ, λ, γ, ν, ρ¯, β, and M such that if
C0 ≤ ε, (1.21) iv7
the Cauchy problem (
a1
1.1)-(
h2
1.4) has a unique global classical solution (ρ, u,H) in R3 ×
(0,∞) satisfying for any 0 < τ < T <∞,
0 ≤ ρ(x, t) ≤ 2ρ¯, x ∈ R3, t ≥ 0, (1.22) hv8

ρ ∈ C([0, T ];L3/2 ∩H2 ∩W 2,q),
P ∈ C([0, T ];L1 ∩H2 ∩W 2,q), u ∈ L∞(0, T ;L6),
∇u ∈ L∞(0, T ;H1) ∩ L2(0, T ;H2) ∩ L∞(τ, T ;H2 ∩W 2,q),
∇ut ∈ L2(0, T ;L2) ∩ L∞(τ, T ;H1) ∩H1(τ, T ;L2),
H ∈ C([0, T ];H2) ∩ L∞(τ, T ;H3),
Ht ∈ C([0, T ];L2) ∩H1(τ, T ;L2).
(1.23) hv9
Moreover, for r ∈ (1,∞), there exist positive constants C(r) and C depending on µ, λ, γ,
ρ¯, β, and M such that for t ≥ 1,

‖∇H(·, t)‖Lp ≤ Ct−1+(6−p)/(4p), for p ∈ [2, 6],
‖∇u(·, t)‖Lp ≤ Ct−1+1/p, for p ∈ [2, 6],
‖P (·, t)‖Lr ≤ C(r)t−1+1/r, for r ∈ (1,∞),
‖∇F (·, t)‖L2 + ‖∇ω(·, t)‖L2 ≤ Ct−1,
(1.24) lvy8
where F, ω defined in (
hj1
1.16), if γ > 3/2, C(r) and C both depend on ‖ρ0‖L1(R3) also.
re1 Remark 1.1 When H = 0, i.e., there is no electromagnetic field effect, (
a1
1.1) turns to
be the compressible Navier-Stokes equations, and Theorems
th1
1.1 and
thv
1.2 are the same
as those results of Li-Xin [24]. Roughly speaking, we generalize the results of [24] to
the compressible MHD equations.
re2 Remark 1.2 It should be noted here that the large time decay rate estimates (
lv1.2
1.15)
plays a crucial role in deriving the global existence of strong solutions to the two-
dimensional problem (1.1)-(1.4), which is completely different from the three-dimensional
case ( [27]). More precisely, the global existence of classical solutions to (1.1)-(1.4)
in [27] was achieved without any bounds on the decay rates of the solutions partially
due to the a priori L6-bounds on the velocity field and the magnetic field.
re3 Remark 1.3 We should point out that the large time asymptotic decay with rates of
the global strong solutions, (
lv1.2
1.15) and (
lvy8
1.24), yield in particular that the L2-norm of
the pressure, the gradient of the velocity and the magnetic decay in time with a rate
t−1/2, and the gradient of the vorticity and the effective viscous flux decay faster than
themselves. As will be seen in the proof, the large time asymptotic decay are mainly
controlled by the decay rate of the L2-norm of the pressure. When H = 0, the large
time decay rates (
lv1.2
1.15) and (
lvy8
1.24) are the same as theirs in [24]. However, the decay
rates of the magnetic field for large time in (
lv1.2
1.15) and (
lvy8
1.24) are completely new for
both the two and three spatial dimensions compressible MHD equations.
re4 Remark 1.4 Similar as [31], if the initial data (ρ0, u0,H0) satisfy some additional
regularity and compatibility conditions, the global strong solutions obtained by Theorem
th1
1.1 become classical ones.
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We now make some comments on the analysis of this paper. Note that for initial
data in the class satisfying (
co1
1.8) and (
h7
1.9) except (u0,H0) ∈ H˙β , the local existence and
uniqueness of strong and classical solutions to the Cauchy problem, (1.1)-(1.4), have
been established recently in [31]. To extend the strong solution globally in time, one
needs some global a priori estimates on smooth solutions to (1.1)-(1.4) in suitable higher
norms. It turns out that the key issue here is to derive both the time-independent
upper bound for the density and the time-depending higher norm estimates of the
smooth solution (ρ, u,H). To this end, on the one hand, we try to adapt some basic
ideas used in [27]. However, new difficulties arise in the two-dimensional case, since the
analysis in [27] relies heavily on the basic fact that, the L6-norm of v ∈ D1(R3) can
be bounded by the L2-norm of the gradient of v which fails for v ∈ D1(R2). On the
other hand, compared with the two-dimensional compressible Navier-Stokes equations
considered by Li-Xin ( [24]), for the compressible MHD equations, the strong coupling
between the velocity vector field and the magnetic field such as ∇ × (u × H) and
(∇×H)×H, will bring out some new difficulties. Therefore, motivated by [24], we try
to obtain that the L2-norm in both space and time of the pressure is time-independent
(see (
h27
3.33)). However, the usually L2-norm (in both space and time) of Ht cannot be
directly estimated due to the strong coupled term between the velocity vector field and
the magnetic field, ∇× (u ×H). The key observation to overcome this difficulty is as
follows: Instead of estimating the L2-norm of Ht, we multiply the magnetic equations
by ∆H and H∆|H|2 respectively (see (mm13.15) and (nlv43.32)), and succeed in controlling the
coupled term ∇× (u×H) by the gradient of both the velocity and the magnetic after
integration by parts. This yields some new desired a priori estimates of the L2-norm
of |H||∆H| in both space and time. In fact, this is the first key observation of this
paper. Next, our second key point is to get the H1-norm of the effective viscous flux
decays at the rate of t−1/2 for large time (see (
hg2
3.115)). This is completed by driving
the rates of decay for not only ∇u and P (compared with [24, Lemma 3.4]) but also H
and ∇H. Indeed, we prove that the L2-norm of |H|2 and |H||∇H| decay at the rates of
t−1/2 and t−1 respectively (see (
ly8
3.41)). Then, using the expansion rates of the essential
support of the density (see (
uq2
3.57) or [24, (3.39)]) for large time, we obtain the bound
of the Lp-norm of the gradient of the effective viscous flux (see (
z.2
3.109)). Based on
these key ingredients, we are able to obtain the estimates on L1(0,min{1, T};L∞(R2))-
norm and the time-independent ones on L4(min{1, T}, T ;L∞(R2))-norm of the effective
viscous flux (see (
hg1
3.116)). Then, motivated by [25], with the help of these estimates
and Zlotnik’s inequality (see Lemma
le1
2.6), we obtain the desired time-uniform upper
bound of the density, which is the key for global estimates of strong solutions. Then,
similar to arguments as [17–19, 24, 27], the next main step is to bound the gradients
of the density, velocity and magnetic. More precisely, such bounds can be obtained by
solving a logarithm Gronwall’s inequality based on a Beale-Kato-Majda type inequality
(see Lemma
le9
2.7) and the a priori estimates we have just derived, and moreover, such
a derivation yields simultaneously also the bound for L1(0, T ;L∞(R2))-norm of the
gradient of the velocity, see Lemma
le4
4.1 and its proof. Finally, our third new observation
of this paper is to obtain the L2-norm of x¯a/2H and x¯a/2∇H (see (gj104.15) and (gj10’4.16)),
which will be used in the estimates of the H1-norm of the gradient of both the velocity
and the magnetic (see (
gj13’
4.26)).
The rest of the paper is organized as follows: In Section
se2
2, we collect some elementary
facts and inequalities which will be needed in later analysis. Sections
se3
3 and
se5
4 are devoted
to deriving the necessary a priori estimates on strong solutions which are needed to
extend the local solution to all time. Then finally, the main results, Theorems
th1
1.1-
thv
1.2,
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are proved in Section
se4
5.
2 Preliminaries
se2
In this section, we will recall some known facts and elementary inequalities which
will be used frequently later.
We begin with the local existence of strong and classical solutions whose proof can
be found in [31].
th0 Lemma 2.1 Assume that (ρ0, u0,H0) satisfies (
co1
1.8) except (u0,H0) ∈ H˙β. Then there
exist a small time T > 0 and a unique strong solution (ρ, u,H) to the problem (
a1
1.1)-
(
h2
1.4) in R2 × (0, T ) satisfying (1.101.13) and (l1.21.14).
Next, the following well-known Gagliardo-Nirenberg inequality (see [33]) will be used
later.
l1 Lemma 2.2 (Gagliardo-Nirenberg) For p ∈ [2,∞), q ∈ (1,∞), and r ∈ (2,∞),
there exists some generic constant C > 0 which may depend on p, q, and r such that
for f ∈ H1(R2) and g ∈ Lq(R2) ∩D1,r(R2), we have
‖f‖p
Lp(R2)
≤ C‖f‖2L2(R2)‖∇f‖p−2L2(R2), (2.1) g1
‖g‖
C(R2) ≤ C‖g‖
q(r−2)/(2r+q(r−2))
Lq(R2)
‖∇g‖2r/(2r+q(r−2))
Lr(R2)
. (2.2) g2
The following weighted Lp bounds for elements of the Hilbert space D1(R2) can be
found in [28, Theorem B.1].
1leo Lemma 2.3 For m ∈ [2,∞) and θ ∈ (1 +m/2,∞), there exists a positive constant C
such that we have for all v ∈ D1,2(R2),
(∫
R2
|v|m
e+ |x|2 (log(e+ |x|
2))−θdx
)1/m
≤ C‖v‖L2(B1) + C‖∇v‖L2(R2). (2.3) 3h
The following lemma was deduced in [24], we only state it here without proof.
lemma2.6 Lemma 2.4 For x¯ as in (
2.07
1.10), suppose that ρ ∈ L∞(R2) is a function such that
0 ≤ ρ ≤M1, M2 ≤
∫
BN∗
ρdx, ρx¯α ∈ L1(R2), (2.4) 2.12
for N∗ ≥ 1 and positive constants M1,M2, and α. Then, for r ∈ [2,∞), there exists a
positive constant C depending only on M1,M2, α, and r such that(∫
R2
ρ|v|rdx
)1/r
≤ CN3∗ (1 + ‖ρx¯α‖L1(R2))
(
‖ρ1/2v‖L2(R2) + ‖∇v‖L2(R2)
)
, (2.5) z.1
for each v ∈ {v ∈ D1(R2)∣∣ ρ1/2v ∈ L2(R2)} .
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Next, symbols ∇⊥ , (−∂2, ∂1), f˙ , ft + u · ∇f, denoting the material derivative
of f . We state some elementary estimates which follow from (
g1
2.1) and the standard
Lp-estimate for the following elliptic system derived from the momentum equations in
(
a1
1.1):
△F = div (ρu˙− div(H ⊗H)) , µ△ω = ∇⊥ · (ρu˙− div(H ⊗H)) , (2.6) h13
where F and ω are as in (
hj1
1.16).
le3 Lemma 2.5 Let (ρ, u,H) be a smooth solution of (
a1
1.1). Then for p ≥ 2 there exists a
positive constant C depending only on p, µ, and λ such that
‖∇F‖Lp(R2) + ‖∇ω‖Lp(R2) ≤ C(‖ρu˙‖Lp(R2) + ‖|H||∇H|‖Lp(R2)), (2.7)
‖F‖Lp(R2) + ‖ω‖Lp(R2) ≤ C
(‖ρu˙‖L2(R2) + ‖|H||∇H|‖L2(R2))1−2/p
· (‖∇u‖L2(R2) + ‖P‖L2(R2) + ‖H‖2L4)2/p , (2.8)
‖∇u‖Lp(R2) ≤ C
(‖ρu˙‖L2(R2) + ‖|H||∇H|‖L2(R2))1−2/p
· (‖∇u‖L2(R2) + ‖P‖L2(R2) + ‖H‖2L4)2/p + C‖P‖Lp(R2) + C‖|H|2‖Lp . (2.9)
Proof. On one hand, the standard Lp-estimate for the elliptic system (
h13
2.6) yields (
h19
2.7)
directly, which, together with (
g1
2.1) and (
hj1
1.16), gives (
h20
2.8). On the other hand, since
−∆u = −∇divu−∇⊥ω, we have
∇u = −∇(−∆)−1∇divu−∇(−∆)−1∇⊥ω. (2.10)
Thus applying the standard Lp-estimate to (
kq1
2.10) shows
‖∇u‖Lp(R2) ≤ C(p)(‖divu‖Lp(R2) + ‖ω‖Lp(R2))
≤ C(p)‖F‖Lp(R2) + C(p)‖ω‖Lp(R2) + C(p)‖P‖Lp(R2) + C‖|H|2‖Lp ,
which, along with (
h20
2.8), gives (
h18
2.9). Then, the proof of Lemma
le3
2.5 is completed.
Next, in order to get the uniform (in time) upper bound of the density ρ, we need
the following Zlotnik inequality.
le1 Lemma 2.6 ( [41]) Let the function y satisfy
y′(t) = g(y) + b′(t) on [0, T ], y(0) = y0,
with g ∈ C(R) and y, b ∈W 1,1(0, T ). If g(∞) = −∞ and
b(t2)− b(t1) ≤ N0 +N1(t2 − t1) (2.11) a100
for all 0 ≤ t1 < t2 ≤ T with some N0 ≥ 0 and N1 ≥ 0, then
y(t) ≤ max{y0, ζ}+N0 <∞ on [0, T ],
where ζ is a constant such that
g(ζ) ≤ −N1 for ζ ≥ ζ. (2.12) a101
Finally, the following Beale-Kato-Majda type inequality, which was proved in [1]
when divu ≡ 0, will be used later to estimate ‖∇u‖L∞ and ‖∇ρ‖L2∩Lq (q > 2).
le9 Lemma 2.7 For 2 < q <∞, there is a constant C(q) such that the following estimate
holds for all ∇u ∈ L2(R2) ∩D1,q(R2),
ww7‖∇u‖L∞(R2) ≤ C
(‖divu‖L∞(R2) + ‖ω‖L∞(R2)) log(e+ ‖∇2u‖Lq(R2)) + C‖∇u‖L2(R2) + C.
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3 A priori estimates(I): lower order estimatesse3
In this section, we will establish some necessary a priori bounds for smooth solutions
to the Cauchy problem (
a1
1.1)-(
h2
1.4) to extend the local strong solution guaranteed by
Lemma
th0
2.1. Thus, let T > 0 be a fixed time and (ρ, u,H) be the smooth solution to
(
a1
1.1)-(
h2
1.4) on R2×(0, T ] with smooth initial data (ρ0, u0,H0) satisfying (
co1
1.8) and (
h7
1.9).
Set σ(t) , min{1, t}. Define
A1(T ) , sup
0≤t≤T
σ
(‖∇u‖2L2 + ‖∇H‖2L2)+
∫ T
0
σ
(
‖ρ1/2u˙‖2L2 + ‖△H‖2L2
)
dt, (3.1)
A2(T ) , sup
0≤t≤T
σ2
(
‖ρ1/2u˙‖2L2 + ‖|H||∇H|‖2L2
)
+
∫ T
0
σ2
(‖∇u˙‖2L2 + ‖|∆H||H|‖2L2) dt, (3.2)
A3(T ) , sup
0≤t≤T
σ(3−2β)/4(‖∇u‖2L2 + ‖∇H‖2L2). (3.3)
We have the following key a priori estimates on (ρ, u,H).
pr1 Proposition 3.1 Under the conditions of Theorem
th1
1.1, there exists some positive con-
stant ε depending on µ, λ, ν, γ, a, ρ¯, β, N0, and M such that if (ρ, u,H) is a smooth
solution of (
a1
1.1)-(
h2
1.4) on R2 × (0, T ] satisfying
sup
R2×[0,T ]
ρ ≤ 2ρ¯, A1(T ) +A2(T ) ≤ 2C1/20 , A3(σ(T )) ≤ 2Cδ00 , (3.4) z1
where δ0 = (2β − 1)/(9β), the following estimates hold
sup
R2×[0,T ]
ρ ≤ 7ρ¯/4, A1(T ) +A2(T ) +
∫ T
0
σ‖P‖2L2dt ≤ C1/20 , A3(σ(T )) ≤ Cδ00 , (3.5) z2
provided C0 ≤ ε.
The proof of Proposition
pr1
3.1 will be postponed to the end of this section.
In the following, we will use the convention that C denotes a generic positive constant
depending on µ, λ, ν, γ, a, ρ¯, β, N0, andM , and use C(α) to emphasize that C depends
on α.
First, We will prove the preliminary L2 bounds for ∇u, ∇H and ρu˙.
le21 Lemma 3.2 Let (ρ, u,H) be a smooth solution of (
a1
1.1)-(
h2
1.4) on R2×(0, T ]. Then there
exists a positive constant depending only on µ, λ, ν, and γ that
sup
0≤t≤T
∫ (
1
2
ρ|u|2 + P
γ − 1 +
|H|2
2
)
dx+
∫ T
0
∫ (
µ|∇u|2 + ν|∇H|2) dxdt ≤ C0, (3.6) a16
A1(T ) ≤ CC0 + C sup
0≤t≤T
‖P‖2L2 + C
∫ T
0
σ
∫ (|∇u|3 + P |∇u|2) dxdt, (3.7) h14
A2(T ) ≤ CC0 + CA1(T ) + CA21(T ) + C
∫ T
0
σ2
(‖∇u‖4L4 + ‖P‖4L4) dt. (3.8) h15
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Proof. First, the combination of standard energy inequality with (
h3
1.3) gives (
a16
3.6)
directly.
Next, we will prove (
h14
3.7). Multiplying (
a1
1.1)2 by u˙ and then integrating the resulting
equality over R2 lead to∫
ρ|u˙|2dx = −
∫
u˙ · ∇Pdx+ µ
∫
△u · u˙dx+ (µ+ λ)
∫
∇divu · u˙dx
− 1
2
∫
u˙ · ∇|H|2dx+
∫
H · ∇H · u˙dx ,
5∑
i=1
Ri.
(3.9) m0
Similar to the proof of [24, Lemma 3.2], we have
3∑
i=1
Ri ≤
(∫
divuPdx− µ
2
‖∇u‖2L2 −
λ+ µ
2
‖divu‖2L2
)
t
+ C
∫
P |∇u|2dx+ C‖∇u‖3L3 .
(3.10) m1
Using (
a1
1.1)3, we get
R4 =
1
2
∫
|H|2divutdx+ 1
2
∫
|H|2div(u · ∇u)dx
=
(∫ |H|2
2
divudx
)
t
+
1
2
∫
u · ∇|H|2divudx+ 1
2
∫
|H|2div(u · ∇u)dx
−
∫
(H · ∇u+ ν∆H −Hdivu) ·Hdivudx
=
(∫ |H|2
2
divudx
)
t
− 1
2
∫
|H|2(divu)2dx+ 1
2
∫
|H|2∇u · ∇udx
−
∫
(H · ∇u+ ν∆H −Hdivu) ·Hdivudx
≤
(∫ |H|2
2
divudx
)
t
+C(ε)
∫
|H|2|∇u|2dx+ ε‖∆H‖2L2
≤
(∫ |H|2
2
divudx
)
t
+C(ε)‖∇u‖2L3‖H‖4/3L2 ‖∆H‖
2/3
L2
+ ε‖∆H‖2L2
≤
(∫ |H|2
2
divudx
)
t
+C(ε)‖∇u‖3L3 + 2ε‖∆H‖2L2 .
(3.11) lib1
Similarly, we have
R5 ≤ − d
dt
∫
H · ∇u ·Hdx+ C(ε)‖∇u‖3L3 + 2ε‖∆H‖2L2 . (3.12) lib2
Putting (
m1
3.10)-(
lib2
3.12) into (
m0
3.9) yields
B′(t) +
∫
ρ|u˙|2dx ≤ C
∫
P |∇u|2dx+C(ε)‖∇u‖3L3 + 4ε‖∆H‖2L2 , (3.13) lbq-jia20
where
B(t) ,
µ
2
‖∇u‖2L2 +
λ+ µ
2
‖divu‖2L2 −
∫
divuPdx
− 1
2
∫
divu|H|2dx+
∫
H · ∇u ·Hdx.
(3.14) nv1
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Next, multiplying (
a1
1.1)3 by △H, and integrating by parts over R2, we have
d
dt
∫
|∇H|2dx+ 2ν
∫
|△H|2dx
≤ C
∫
|∇u||∇H|2dx+ C
∫
|∇u||H||∆H|dx
≤ C‖∇u‖L3‖∇H‖4/3L2 ‖∆H‖
2/3
L2
+ C‖∇u‖L3‖H‖2/3L2 ‖∆H‖
4/3
L2
≤ C‖∇u‖3L3 + C‖∇H‖4L2 +
ν
2
‖∆H‖2L2 .
(3.15) mm1
Choosing C˜ suitably large such that
µ
4
‖∇u‖2L2 + ‖∇H‖2L2 − C‖P‖2L2
≤ B(t) + C˜‖∇H‖2L2 ≤ C‖∇u‖2L2 + C‖∇H‖2L2 + C‖P‖2L2 ,
(3.16) n2’
adding (
mm1
3.15) multiplied by C˜ to (
lbq-jia20
3.13), and choosing ε suitably small lead to
(B(t) + C˜‖∇H‖2L2)′ +
∫ (
ρ|u˙|2 + νC˜|△H|2
)
dx
≤ C
∫
P |∇u|2dx+ C‖∇u‖3L3 + C‖∇H‖4L2 .
(3.17) n1
Hence, we obtain (
h14
3.7) after integrating (
n1
3.17) multiplied by σ over (0, T ) and using
(
a16
3.6) and (
n2’
3.16).
Now, we will prove (
h15
3.8). Operating ∂/∂t + div(u · ) to (
a1
1.1)j2 and multiplying the
resulting equation by u˙j, one gets by some simple calculations that
1
2
(∫
ρ|u˙j |2dx
)
t
= µ
∫
u˙j(∆ujt + div(u∆u
j))dx
+ (µ+ λ)
∫
u˙j(∂t∂j(divu) + div(u∂j(divu)))dx
−
∫
u˙j(∂jPt + div(u∂jP ))dx
− 1
2
∫
u˙j(∂t∂j |H|2 + div(u∂j |H|2))dx
+
∫
u˙j(∂t(H · ∇Hj) + div(u(H · ∇Hj)))dx ,
5∑
i=1
Ii.
(3.18) lv3.40
First, following the same arguments as in [13], we have
I1 + I2 + I3 ≤ −3µ
4
‖∇u˙‖2L2 + C‖∇u‖4L4 + C‖P‖4L4 . (3.19) lv3.41
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Next, it follows from (
a1
1.1)3 and (
g1
2.1) that
I4 =
∫
∂j u˙
jH ·Htdx+ 1
2
∫
∂iu˙
jui∂jH
2dx
=
1
2
∫
∂j u˙
j∂iu
iH2dx− 1
2
∫
∂iu˙
j∂ju
iH2dx
+
∫
∂j u˙
jH · (H · ∇u+ ν∆H −Hdivu)dx
≤ C
∫
|∇u˙||∇u||H|2dx+ C
∫
|∇u˙||∆H ·H|dx
≤ µ
8
∫
|∇u˙|2dx+C
∫
|∇u|4dx+ C
∫
|H|8dx+ C
∫
|∆H|2|H|2dx.
(3.20) lv3.44
Similar to (
lv3.44
3.20), we estimate I5 as follows
I5 ≤ µ
8
∫
|∇u˙|2dx+C
∫
|∇u|4dx+ C
∫
|H|8dx+ C
∫
|∆H|2|H|2dx. (3.21) lv3.45
Putting (
lv3.41
3.19)-(
lv3.45
3.21) into (
lv3.40
3.18) yields(∫
ρ|u˙|2dx
)
t
+ µ
∫
|∇u˙|2dx
≤ C‖∇u‖4L4 + C‖P‖4L4 + C‖|H|2‖4L4 + C‖|∆H||H|‖2L2 .
(3.22) lv3.46
Next, we estimate the last term of (
lv3.46
3.22). For a1, a2 ∈ {−1, 0, 1}, denote
H˜(a1, a2) = a1H
1 + a2H
2, u˜(a1, a2) = a1u
1 + a2u
2. (3.23) amss1
It thus follows from (
a1
1.1)3 that
H˜t − ν∆H˜ = H · ∇u˜− u · ∇H˜ + H˜divu. (3.24) amss2
Integrating (
amss2
3.24) multiplied by 4ν−1H˜△|H˜|2 over R2 leads to
ν−1
(
‖∇|H˜ |2‖2L2
)
t
+ 2‖∆|H˜|2‖2L2
= 4
∫
|∇H˜|2∆|H˜|2dx− 4ν−1
∫
H · ∇u˜H˜∆|H˜|2dx
+ 4ν−1
∫
divu|H˜ |2∆|H˜|2dx+ 2ν−1
∫
u · ∇|H˜|2∆|H˜|2dx
≤ C‖∇u‖4L4 + C‖∇H‖4L4 + C‖|H|2‖4L4 + ‖∆|H˜|2‖2L2 ,
(3.25) lv3.51
where we have used the following simple fact that
1
2
∫
u · ∇|H˜|2∆|H˜|2dx = −1
2
∫
∇u · ∇|H˜|2 · ∇|H˜|2dx+ 1
4
∫
divu|∇|H˜|2|2dx
≤ C‖∇u‖4L4 + C‖∇H‖4L4 + C‖|H|2‖4L4 .
Multiplying (
lv3.51
3.25) by σ2 and integrating the resultant inequality over (0, T ) lead to
sup
0≤t≤T
σ2‖∇|H˜ |2‖2L2 +
∫ T
0
σ2‖∆|H˜ |2‖2L2dt
≤ CC0 + C
∫ T
0
σ2
(‖∇u‖4L4 + ‖∇H‖4L4 + ‖|H|2‖4L4) dt
≤ CC0 + CA21(T ) + C
∫ T
0
σ2‖∇u‖4L4dt+ C
∫ T
0
σ2‖|H|2‖4L4dt.
(3.26) nlv4’
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To estimate the last term on the right hand side of (
nlv4’
3.26), we integrate (
a1
1.1)3 multiplied
by |H|2H over R2 to obtain
1
4
d
dt
‖|H|2‖2L2 +
ν
2
‖∇|H|2‖2L2 + ν‖|H||∇H|‖2L2
≤ C‖∇u‖L2‖|H|2‖2L4 ≤
ν
4
‖∇|H|2‖2L2 + C‖|H|2‖2L2‖∇u‖2L2 ,
(3.27) bug2
which together with Gronwall’s inequality and (
a16
3.6) shows
sup
0≤t≤T
t‖H‖4L4 +
∫ T
0
t‖|H||∇H|‖2L2dt ≤ C
∫ T
0
‖H‖4L4dt ≤ CC20 (3.28) c1
due to (
g1
2.1). This combined with (
g1
2.1) gives
∫ T
0
t2‖|H|2‖4L4dt ≤ C
∫ T
0
t2‖H‖4L4‖|H||∇H|‖2L2dt ≤ CC40 . (3.29) cc1
Noticing that
‖|∇H||H|‖2L2 ≤‖∇|H˜(1, 0)|2‖2L2 + ‖∇|H˜(0, 1)|2‖2L2
+ ‖∇|H˜(1, 1)|2‖2L2 + ‖∇|H˜(1,−1)|2‖2L2 ,
(3.30) lv3.57’1
and that
‖|∆H||H|‖2L2 ≤C‖∇H‖4L4 + ‖∆|H˜(1, 0)|2‖2L2 + ‖∆|H˜(0, 1)|2‖2L2
+ ‖∆|H˜(1, 1)|2‖2L2 + ‖∆|H˜(1,−1)|2‖2L2 ,
(3.31) lv3.571
we deduce from (
nlv4’
3.26) and (
cc1
3.29) that
sup
0≤t≤T
(
σ2‖|∇H||H|‖2L2
)
+
∫ T
0
σ2
(‖∆|H|2‖2L2 + ‖|∆H||H|‖2L2) dt
≤ CC0 + CA21(T ) + C
∫ T
0
σ2‖∇u‖4L4dt.
(3.32) nlv4
Finally, multiplying (
lv3.46
3.22) by σ2, we obtain (
h15
3.8) after using (
nlv4
3.32), (
c1
3.28), and
(
cc1
3.29). The proof of Lemma
le21
3.2 is completed.
The next result shows that pressure decays in time.
le5 Lemma 3.3 Let (ρ, u,H) be a smooth solution of (
a1
1.1)-(
h2
1.4) on R2 × (0, T ] satisfying
(
z1
3.4). Then there exists a positive constant C(ρ¯) depending only on µ, λ, ν, γ, and ρ¯
such that
A1(T ) +A2(T ) +
∫ T
0
σ‖P‖2L2dt ≤ C(ρ¯)C0. (3.33) h27
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Proof. First, it follows from (
h18
2.9), (
z1
3.4), (
a16
3.6), (
c1
3.28), and (
cc1
3.29) that∫ T
0
σ2
(‖∇u‖4L4 + ‖P‖4L4) dt
≤ C
∫ T
0
σ
(‖ρu˙‖2L2 + ‖|H||∇H|‖2L2) (σ‖∇u‖2L2 + σ‖P‖2L2 + σ‖H‖4L4) dt
+ C
∫ T
0
σ2‖|H|2‖4L4dt+ C
∫ T
0
σ2‖P‖4L4dt
≤ C(ρ¯) (A1(T ) +C0)
∫ T
0
(
σ‖ρ1/2u˙‖2L2 + σ‖|H||∇H|‖2L2
)
dt
+ CC40 + C(ρ¯)
∫ T
0
σ2‖P‖2L2dt
≤ C(ρ¯)C0 + C(ρ¯)
∫ T
0
σ2‖P‖2L2dt.
(3.34) h99
To estimate the last term on the right-hand side of (
h99
3.34), we rewrite (
a1
1.1)2 as
P = (−∆)−1div(ρu˙) + (2µ + λ)divu+ (−∆)−1divdiv((H ⊗H)− 1
2
|H|2), (3.35) u
which together with (
a16
3.6), Ho¨lder’s and Sobolev’s inequalities yields that
u’
∫
P 2dx ≤C‖(−∆)−1div(ρu˙)‖L4γ‖P‖L4γ/(4γ−1) + C‖∇u‖L2‖P‖L2 + C‖|H|2‖L2‖P‖L2
≤C‖ρu˙‖L4γ/(2γ+1)‖ρ‖1/2L1 ‖ρ‖
γ−1/2
L2γ
+ C‖∇u‖L2‖P‖L2 + C‖H‖L2‖∇H‖L2‖P‖L2
≤C‖ρ1/2‖L4γ‖ρ1/2u˙‖L2‖ρ‖1/2L1 ‖ρ‖
γ−1/2
L2γ
+ C‖∇u‖L2‖P‖L2 + C‖∇H‖L2‖P‖L2
≤C‖P‖L2‖ρ1/2u˙‖L2 + C‖∇u‖L2‖P‖L2 + C‖∇H‖L2‖P‖L2 ,
where in the last inequality, one has used∫
ρdx =
∫
ρ0dx = 1, (3.36) mr3
due to the mass conservation equation (
a1
1.1)1. Thus, we arrive at
‖P‖L2 ≤ C‖ρ1/2u˙‖L2 + C‖∇u‖L2 + C‖∇H‖L2 , (3.37) new1
which, along with (
h14
3.7), (
h15
3.8), (
h99
3.34), (
a16
3.6), and (
z1
3.4) gives
A1(T ) +A2(T ) ≤C(ρ¯)C0 + C(ρ¯)
∫ T
0
σ‖∇u‖3L3dt. (3.38) h28
Finally, on the one hand, one deduces from (
h18
2.9), (
g1
2.1), (
a16
3.6), (
c1
3.28), and (
z1
3.4) that∫ σ(T )
0
σ‖∇u‖3L3dt
≤ C
∫ σ(T )
0
σ
(
‖ρ1/2u˙‖L2 + ‖|H||∇H|‖L2
) (‖∇u‖2L2 + ‖P‖2L2 + ‖H‖4L4) dt
+ C
∫ σ(T )
0
σ‖P‖3L3dt+ C
∫ σ(T )
0
σ‖∇|H|2‖2L2‖|H|2‖2L2dt
≤ CA1/22 (σ(T ))
∫ σ(T )
0
(‖∇u‖2L2 + ‖P‖2L2 + ‖∇H‖2L2) dt+ C
∫ σ(T )
0
‖P‖3L3dt
≤ C(ρ¯)C0.
(3.39) h34
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On the other hand, Ho¨lder’s inequality, (
h99
3.34), (
z1
3.4), and (
new1
3.37) imply
∫ T
σ(T )
‖∇u‖3L3dt ≤ δ
∫ T
σ(T )
‖∇u‖4L4dt+ C(δ)
∫ T
σ(T )
‖∇u‖2L2dt
≤ δC(ρ¯)A1(T ) + C(δ)C(ρ¯)C0.
(3.40) h33
Putting (
h34
3.39) and (
h33
3.40) into (
h28
3.38) and choosing δ suitably small lead to
A1(T ) +A2(T ) ≤ C(ρ¯)C0,
which together with (
new1
3.37) and (
a16
3.6) gives (
h27
3.33) and finishes the proof of Lemma
le5
3.3.
Next, we derive the rates of decay for ∇u,∇H,H and P , which are essential to
obtain the uniform (in time) upper bound of the density for large time.
ly1 Lemma 3.4 For p ∈ [2,∞), there exists a positive constant C(p, ρ¯) depending only
on p, µ, ν, λ, γ, and ρ¯ such that, if (ρ, u,H) is a smooth solution of (
a1
1.1)–(
h2
1.4) on
R
2 × (0, T ] satisfying (z13.4), then
sup
σ(T )≤t≤T
[
tp−1
(‖∇u‖pLp + ‖P‖pLp)+ t (‖∇H‖2L2 + ‖|H|2‖2L2)]
+ sup
σ(T )≤t≤T
[
t2
(
‖ρ1/2u˙‖2L2 + ‖|∇H||H|‖2L2
)]
≤ C(ρ¯)C0.
(3.41) ly8
Proof. First, the pressure P satisfies
Pt + u · ∇P + γPdivu = 0. (3.42) a95
For p ≥ 2, multiplying (a953.42) by pP p−1 and integrating the resulting equality over R2,
one gets after using divu = 12µ+λ
(
F + P + 12 |H|2
)
that
(‖P‖pLp)t + pγ − 12µ + λ‖P‖p+1Lp+1
= − pγ − 1
2µ+ λ
∫
P p
(
F +
1
2
|H|2
)
dx
≤ pγ − 1
2(2µ + λ)
‖P‖p+1
Lp+1
+ C(p)‖F‖p+1
Lp+1
+ C(p)‖|H|2‖p+1
Lp+1
,
(3.43) vv1
which together with (
h20
2.8) and (
g1
2.1) gives
2(2µ + λ)
pγ − 1
(‖P‖pLp)t + ‖P‖p+1Lp+1 ≤ C(p)‖F‖p+1Lp+1 + C(p)‖|H|2‖p+1Lp+1
≤ C(p) (‖∇u‖2L2 + ‖P‖2L2 + ‖H‖4L4) (‖ρu˙‖L2 + ‖|H||∇H|‖L2)p−1 .
(3.44) a96
In particular, choosing p = 2 in (
a96
3.44) shows
(‖P‖2L2)t + 2γ − 12(2µ + λ)‖P‖3L3
≤ δ‖ρ1/2u˙‖2L2 + δ‖|H||∇H|‖2L2 + C(δ)
(‖∇u‖4L2 + ‖∇H‖4L2 + ‖P‖4L2) ,
(3.45) a9z6
where in the last inequality we have used (
g1
2.1) and (
a16
3.6).
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Next, it follows from (
n1
3.17), (
h18
2.9), (
g1
2.1), and (
a16
3.6) that
(B(t) + C˜‖∇H‖2L2)′ +
∫ (
ρ|u˙|2 + ν|△H|2) dx
≤ C‖P‖3L3 + C‖∇u‖3L3 + C‖∇H‖4L2
≤ C1‖P‖3L3 + C (‖ρu˙‖L2 + ‖|H||∇H|‖L2)
(‖∇u‖2L2 + ‖P‖2L2 + ‖H‖4L4)
+ C‖|H|2‖3L3 + C‖∇H‖4L2
≤ C1‖P‖3L3 +
1
4
‖ρ1/2u˙‖2L2 + C‖|H||∇H|‖2L2
+ C(ρ¯)
(‖∇u‖4L2 + ‖∇H‖4L2 + ‖P‖4L2) .
(3.46) ly11
Choosing C2 ≥ 2 + 2(2µ + λ)(C1 + 1)/(2γ − 1) suitably large such that
µ
4
‖∇u‖2L2 + ‖∇H‖2L2 + ‖P‖2L2
≤ B(t) + C˜‖∇H‖2L2 + C2‖P‖2L2 ≤ C‖∇u‖2L2 + C‖∇H‖2L2 + C‖P‖2L2 ,
(3.47) ly12
and adding (
a9z6
3.45) multiplied by C2 to (
ly11
3.46), we obtain after choosing δ suitably small
that
2
(
B(t) + C˜‖∇H‖2L2 + C2‖P‖2L2
)′
+
∫ (
ρ|u˙|2 + ν|△H|2 + P 3) dx
≤ C‖P‖4L2 + C‖∇u‖4L2 + C‖∇H‖4L2 +C‖|H||∇H|‖2L2 ,
(3.48) h29
which multiplied by t, together with Gronwall’s inequality, (
ly12
3.47), (
h27
3.33), (
a16
3.6), (
c1
3.28),
and (
z1
3.4) yields
sup
σ(T )≤t≤T
t
(‖∇u‖2L2 + ‖∇H‖2L2 + ‖P‖2L2 + ‖H‖4L4)
+
∫ T
σ(T )
t
∫ (
ρ|u˙|2 + |△H|2 + |H|2|∇H|2 + P 3) dxdt ≤ C(ρ¯)C0. (3.49) h31
Next, multiplying (
lv3.46
3.22) by t2 shows(
t2
∫
ρ|u˙|2dx
)
t
+ µt2
∫
|∇u˙|2dx ≤ 2t
∫
ρ|u˙|2dx+ Ct2‖∇u‖4L4 + Ct2‖P‖4L4
+ Ct2‖|H|2‖4L4 + C3t2‖|∆H||H|‖2L2 .
(3.50) zo1
Adding (
lv3.51
3.25) multiplied by (4C3 + 1)t
2 to (
zo1
3.50) yields that for t ∈ [σ(T ), T ](
t2
∫
ρ|u˙|2dx+ (4C3 + 1)ν−1t2‖∇|H˜|2‖2L2
)
t
+ µt2‖∇u˙‖2L2 + (4C3 + 1)t2‖∆|H˜|2‖2L2
≤ C3t2‖|∆H||H|‖2L2 + Ct
(
‖|∇H||H|‖2L2 + ‖ρ1/2u˙‖2L2
)
+ Ct2
(‖∇u‖4L4 + ‖∇H‖4L4 + ‖|H|2‖4L4)+ Ct2‖P‖4L4
≤ C3t2‖|∆H||H|‖2L2 + Ct
(
‖|∇H||H|‖2L2 + ‖ρ1/2u˙‖2L2
)
+ Ct2
(
‖ρ1/2u˙‖2L2 + ‖|∇H||H|‖2L2
) (‖∇u‖2L2 + ‖P‖2L2 + ‖H‖4L4)
+ Ct2‖∇H‖2L2‖∇2H‖2L2 + Ct2‖P‖4L4
≤ C3t2‖|∆H||H|‖2L2 + Ct
(
‖ρ1/2u˙‖2L2 + ‖|∇H||H|‖2L2 + ‖∇2H‖2L2
)
+ C4t
2‖P‖4L4
(3.51) lbq-jia25
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where in the second inequality we have used (
h18
2.9), (
g1
2.1), and (
c1
3.28).
Choosing p = 3 in (
a96
3.44), we add (
a96
3.44) multiplied by (C4+1)t
2 to (
lbq-jia25
3.51) and obtain
that for t ∈ [σ(T ), T ](
t2
∫
ρ|u˙|2dx+ (4C3 + 1)ν−1t2‖∇|H˜ |2‖2L2 +
2(2µ + λ)(C4 + 1)
3γ − 1 t
2‖P‖3L3
)
t
+ µt2‖∇u˙‖2L2 + (4C3 + 1)t2‖∆|H˜|2‖2L2 + t2‖P‖4L4
≤ C3t2‖|∆H||H|‖2L2 + Ct
(
‖ρ1/2u˙‖2L2 + ‖|∇H||H|‖2L2 + ‖∇2H‖2L2 + ‖P‖3L3
) (3.52) lbq-jia25’
which combined with (
h31
3.49), (
lv3.57’1
3.30), (
lv3.571
3.31), (
nlv4
3.32), and (
z1
3.4) yields
sup
σ(T )≤t≤T
t2
∫ (
ρ|u˙|2 + |∇H|2|H|2 + P 3) dx
+
∫ T
σ(T )
t2
(‖∇u˙‖2L2 + ‖∆|H|2‖2L2 + ‖|∆H||H|‖2L2 + ‖P‖4L4) dt ≤ C(ρ¯)C0.
(3.53) ly9
Finally, we claim that for m = 1, 2, · · · ,
sup
σ(T )≤t≤T
tm‖P‖m+1
Lm+1
+
∫ T
σ(T )
tm‖P‖m+2
Lm+2
dt ≤ C(m, ρ¯)C0, (3.54) ly10
which together with (
h18
2.9), (
h31
3.49), and (
ly9
3.53) gives (
ly8
3.41). We shall prove (
ly10
3.54) by
induction. In fact, for m = 1, (
ly10
3.54) holds due to (
h31
3.49). Assume that (
ly10
3.54) holds for
m = n, that is,
sup
σ(T )≤t≤T
tn‖P‖n+1
Ln+1
+
∫ T
σ(T )
tn‖P‖n+2
Ln+2
dt ≤ C(n, ρ¯)C0. (3.55) ly16
Multiplying (
a96
3.44) where p = n+ 2 by tn+1, one obtains after using (
ly9
3.53)
2(2µ + λ)
(n+ 2)γ − 1
(
tn+1‖P‖n+2
Ln+2
)
t
+ tn+1‖P‖n+3
Ln+3
≤ C(n, ρ¯)tn‖P‖n+2
Ln+2
+ Ctn+1‖|H|2‖n+3
Ln+3
+ C(n, ρ¯)
(
t‖ρ1/2u˙‖L2 + t‖|∇H||H|‖L2
)n+1 (‖∇u‖2L2 + ‖P‖2L2 + ‖|H|2‖2L2)
≤ C(n, ρ¯)tn‖P‖n+2
Ln+2
+ C(n, ρ¯)C0
(‖∇u‖2L2 + ‖P‖2L2 + ‖∇H‖2L2) .
(3.56) zo8
Integrating (
zo8
3.56) over [σ(T ), T ] together with (
ly16
3.55) and (
h27
3.33) shows that (
ly10
3.54) holds
for m = n+ 1. By induction, we obtain (
ly10
3.54) and finish the proof of Lemma
ly1
3.4.
Next, Lemma
lemma2.6
2.4 combined with the following Lemma
lemma2.7
3.5 which has been proved
in [24, Lemma 3.5], will be useful to estimate the Lp-norm of ρu˙ and obtain the uniform
(in time) upper bound of the density for large time.
lemma2.7 Lemma 3.5 Let (ρ, u,H) be a smooth solution of (
a1
1.1)-(
h2
1.4) on R2 × (0, T ] satisfying
the assumptions in Theorem
th1
1.1 and (
z1
3.4). Then for any α > 0, there exists a positive
constant N1 depending only on α, N0, and M such that for all t ∈ (0, T ],∫
BN1(1+t) logα(1+t)
ρ(x, t)dx ≥ 1
4
. (3.57) uq2
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Next, to obtain the upper bound of the density for small time, we still need the
following lemmas about the short-time estimates of H and u.
chuzhi Lemma 3.6 Let (ρ, u,H) be a smooth solution of (
a1
1.1)-(
h2
1.4) on R2 × (0, T ] satisfying
(
z1
3.4) and the assumptions in Theorem
th1
1.1. Then there exists a positive constant C
depending only on µ, λ, ν, γ, a, ρ¯, β, N0, and M such that
sup
0≤t≤σ(T )
t1−β‖∇H‖2L2 +
∫ σ(T )
0
t1−β(‖∇H‖2L2 + ‖∇2H‖2L2)dt ≤ C(M). (3.58) lbqnew-czh
Proof. First, integrating (
a1
1.1)3 multiplied by H over R
2 gives
1
2
d
dt
‖H‖2L2 + ν‖∇H‖2L2 ≤
ν
2
‖∇H‖2L2 + ‖∇u‖2L2‖H‖2L2 (3.59) czh1
which together with (
a16
3.6) and Gronwall’s inequality implies that
sup
0≤t≤T
‖H‖2L2 +
∫ T
0
‖∇H‖2L2dt ≤ C‖H0‖2L2 . (3.60) czh2
Next, it follows from (
mm1
3.15) and the Gargliardo-Nirenberg inequality that
d
dt
∫
|∇H|2dx+ 2ν
∫
|△H|2dx
≤ C
∫
|∇u||∇H|2dx+ C
∫
|∇u||H||∆H|dx
≤ C‖∇u‖L2‖∇H‖L2‖∇2H‖L2 + C‖∇u‖L2‖H‖1/2L2 ‖∆H‖
3/2
L2
≤ C‖∇u‖2L2‖∇H‖2L2 + C‖∇u‖4L2‖H‖2L2 + ν‖∆H‖2L2 ,
(3.61) lbq-jia31
which together with (
czh1
3.59) gives
d
dt
‖H‖2H1 + ν‖∇H‖2H1 ≤ C
(‖∇u‖2L2 + ‖∇u‖4L2) ‖H‖2H1 . (3.62) czh3
Noticing that (
z1
3.4) gives∫ σ(T )
0
(‖∇u‖4L2 + ‖∇H‖4L2)dt
≤ sup
0≤t≤σ(T )
(
σ(3−2β)/4(‖∇u‖2L2 + ‖∇H‖2L2)
)2 ∫ σ(T )
0
σ(2β−3)/2dt
≤ CC2δ00
(3.63) chu2
due to β ∈ (1/2, 1], we obtain from (czh33.62) by using Gronwall’s inequality that
sup
0≤t≤σ(T )
‖H‖2H1 +
∫ σ(T )
0
‖∇H‖2H1dt ≤ C‖H0‖2H1 . (3.64) czh4
Then, multiplying (
czh3
3.62) by t and integrating it over (0, σ(T )), by (
czh2
3.60), (
a16
3.6) and
(
chu2
3.63), it holds that
sup
0≤t≤σ(T )
t‖H‖2H1 +
∫ σ(T )
0
t‖∇H‖2H1dt ≤ C‖H0‖2L2 . (3.65) czh5
Since the solution operator H0 7→ H(·, t) is linear, by the standard Stein-Weiss
interpolation argument (see [2]), one can obtain (
lbqnew-czh
3.58) directly from (
czh4
3.64) and (
czh5
3.65).
Thus, we finish the proof of Lemma
chuzhi
3.6.
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zc1 Lemma 3.7 Let (ρ, u,H) be a smooth solution of (
a1
1.1)-(
h2
1.4) on R2 × (0, T ] satisfying
(
z1
3.4) and the assumptions in Theorem
th1
1.1. Then there exists a positive constant C
depending only on µ, λ, ν, γ, a, ρ¯, β, N0, and M such that
sup
0≤t≤σ(T )
t1−β‖∇u‖2L2 +
∫ σ(T )
0
t1−β
∫
ρ|u˙|2dxdt ≤ C(ρ¯,M). (3.66) uv1
Proof. As in [14], for the linear differential operator L defined by
(Lw)j , ρwjt + ρu · ∇wj − (µ∆wj + (µ + λ)∂jdivw)
= ρw˙j − (µ∆wj + (µ+ λ)∂jdivw), j = 1, 2,
let w1, w2 and w3 be the solution to:
Lw1 = 0, w1(x, 0) = w10(x), (3.67) sas2
Lw2 = −∇P (ρ), w2(x, 0) = 0, (3.68) sas3
and
Lw3 =
1
2
(H · ∇B +B · ∇H)− 1
2
(∇B ·H +∇H ·B) , w3(x, 0) = 0, (3.69) sasw3
respectively, where B = (B1, B2) is the solution of the following initial problem{
Bt −∇× (u×B) = −∇× (ν∇×B), divB = 0,
B(x, 0) = B0(x),
(3.70) a1’
with initial data B0(x).
First, similar to [31, Lemama 4.1], multiplying (
a1
1.1)3 by Hx¯
a and integrating by
parts yields
1
2
(∫
|H|2x¯adx
)
t
+ ν
∫
|∇H|2x¯adx = ν
2
∫
|H|2∆x¯adx
+
∫
H · ∇u ·Hx¯adx− 1
2
∫
divu|H|2x¯adx+ 1
2
∫
|H|2u · ∇x¯adx ,
4∑
i=1
I¯i.
(3.71) lv4.1
Direct calculations yields that
|I¯1| ≤ C
∫
|H|2x¯ax¯−2 log4(e+ |x|2)dx ≤ C
∫
|H|2x¯adx, (3.72) lv4.4
and that
|I¯2|+ |I¯3| ≤ C
∫
|∇u||H|2x¯adx ≤ C‖∇u‖L2‖Hx¯a/2‖2L4
≤ C‖∇u‖L2‖Hx¯a/2‖L2(‖∇Hx¯a/2‖L2 + ‖H∇x¯a/2‖L2)
≤ C(‖∇u‖2L2 + 1)‖Hx¯a/2‖2L2 +
ν
4
‖∇Hx¯a/2‖2L2 .
(3.73) ljo2
It follows from (
3h
2.3), (
uq2
3.57), and the Poincare´-type inequality [11, Lemma 3.2] that
for s > 2, δ ∈ (0, 1], and t ∈ [0, σ(T )],
‖ux¯−1‖L2 + ‖ux¯−δ‖Ls/δ ≤ C(s, δ, ρ¯,M)‖ρ1/2u‖L2 + C(s, δ, ρ¯,M)‖∇u‖L2 , (3.74) ljo1
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which yields that
|I¯4| ≤ C‖Hx¯a/2‖L4‖Hx¯a/2‖L2‖ux¯−3/4‖L4
≤ C‖Hx¯a/2‖2L4 + C‖Hx¯a/2‖2L2‖ux¯−3/4‖2L4
≤ C(ρ¯,M) (1 + ‖∇u‖2L2) ‖Hx¯a/2‖2L2 + ν4‖∇Hx¯a/2‖2L2 .
(3.75) ljo3
Putting (
lv4.4
3.72), (
ljo2
3.73), and (
ljo3
3.75) into (
lv4.1
3.71), after using Gronwall’s inequality and
(
a16
3.6), we have
sup
0≤t≤σ(T )
∫
x¯a|H|2dx+
∫ σ(T )
0
∫
x¯a|∇H|2dxdt ≤ C(‖H0x¯a/2‖2L2) ≤ C(M), (3.76) lbqnew-gj10
Next, set
τ , min
{
µ1/2
2(1 + 2µ+ λ)1/2
,
β
1− β
}
∈ (0, 1/2].
If β ∈ (12 , 1), Sobolev’s inequality implies∫
ρ0|u0|2+τdx ≤
∫
ρ0|u0|2dx+
∫
ρ0|u0|2/(1−β)dx
≤ C(ρ¯) + C(ρ¯)‖u0‖2/(1−β)H˙β ≤ C(ρ¯,M).
(3.77) zz.1
For the case that β = 1, one obtains from (
z.1
2.5) that
∫
ρ0|u0|2+τdx ≤ C(ρ¯)
(∫
ρ0|u0|2dx+
∫
|∇u0|2dx
)(2+τ)/2
≤ C(ρ¯,M). (3.78) zz.2
Then, multiplying (
a1
1.1)2 by (2 + τ)|u|τu and integrating the resulting equation over
R
2 lead to
d
dt
∫
ρ|u|2+τdx+ (2 + τ)
∫
|u|τ (µ|∇u|2 + (µ + λ)(divu)2) dx
≤ (2 + τ)τ
∫
(µ+ λ)|divu||u|τ |∇u|dx+C
∫
ργ |u|τ |∇u|dx+ C
∫
|H|2|u|τ |∇u|dx
≤ 2 + τ
2
∫
(µ+ λ)(divu)2|u|τdx+ (2 + τ)µ
4
∫
|u|τ |∇u|2dx
+ C
∫
ρ|u|2+τdx+ C
∫
ρ(2+τ)γ−τ/2dx+ C
∫
|H|4|u|τdx.
(3.79) lbq-jia1
It follows from (
lbqnew-gj10
3.76), (
chu2
3.63), and (
ljo1
3.74) that
∫ σ(T )
0
∫
|H|4|u|τdxdt
≤ C
∫ σ(T )
0
‖|H|4−2τ ‖L2/(2−3τ)‖(|H|x¯a/2)2τ‖L1/τ ‖|u|τ x¯−aτ‖L2/τ dt
≤ C(ρ¯,M)
∫ σ(T )
0
‖H‖4−2τ
H1
(
‖ρ 12u‖L2 + ‖∇u‖L2
)τ
dt
≤ C(ρ¯,M)
∫ σ(T )
0
(
1 + ‖∇H‖4L2 + ‖∇u‖2L2
)
dt ≤ C(ρ¯,M).
(3.80) lbq-jia2
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Then applying Gronwall’s inequality to (
lbq-jia1
3.79), together with (
zz.1
3.77), (
zz.2
3.78), and (
lbq-jia2
3.80)
yields that
sup
0≤t≤σ(T )
∫
ρ|u|2+τdx ≤ C(ρ¯,M). (3.81) jan2
With (
jan2
3.81) at hand, similar to the proof of [24, Lemma 3.6], we can obtain that
sup
0≤t≤σ(T )
t1−β‖∇w1‖2L2 +
∫ σ(T )
0
t1−β
∫
ρ|w˙1|2dxdt ≤ C(ρ¯,M)‖w10‖2H˙β , (3.82) uu4
and that
sup
0≤t≤σ(T )
‖∇w2‖2L2 +
∫ σ(T )
0
∫
ρ|w˙2|2dxdt ≤ C(ρ¯,M). (3.83) uu3
Finally, it remains to estimate w3.
First, multiplying (
sasw3
3.69) by w˙3 = w3t+u ·∇w3 and integrating by parts over R2 lead
to
µ
2
d
dt
∫
|∇w3|2dx+
∫
ρ|w˙3|2dx ≤ C
∫
|∇u||∇w3|2dx
+
1
2
∫
(H · ∇B +B · ∇H) · w˙3dx− 1
2
∫
∇(B ·H) · w˙3dx.
(3.84) czw6
Next, we will estimate the three terms on the left of (
czw6
3.84). For the second term on
the left of (
czw6
3.84), some straightforward calculations yield that
1
2
∫
(H · ∇B +B · ∇H) · w˙3dx
=
1
2
∫
(H · ∇B +B · ∇H) · w3tdx+ 1
2
∫
(H · ∇B +B · ∇H) · (u · ∇w3)dx
= −1
2
∫
H · ∇w3t · Bdx+ 1
2
∫
H · ∇B · (u · ∇w3)dx
− 1
2
∫
B · ∇w3t ·Hdx+ 1
2
∫
B · ∇H · (u · ∇w3)dx
= −1
2
d
dt
(∫
H · ∇w3 ·Bdx+
∫
B · ∇w3 ·Hdx
)
+
1
2
∫
Ht · ∇w3 · Bdx+ 1
2
∫
H · ∇w3 · Btdx+ 1
2
∫
H · ∇B · (u · ∇w3)dx
+
1
2
∫
Bt · ∇w3 ·Hdx+ 1
2
∫
B · ∇w3 ·Htdx+ 1
2
∫
B · ∇H · (u · ∇w3)dx
=
d
dt
R1 +
6∑
k=1
Iˆk.
(3.85) czw8
For v = (v1, v2), denoting
D¯(u, v) , v · ∇u− vdivu+ ν∆v, (3.86) czw7
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we deduce from (
a1
1.1)3 after integration by parts that
Iˆ1 = −1
2
∫
(u · ∇H) · ∇w3 ·Bdx+ 1
2
∫
D¯(u,H) · ∇w3 ·Bdx
=
1
2
∫
divuH · ∇w3 · Bdx+ 1
2
∫
uiHj(∂i∂jw
k
3)B
kdx
+
1
2
∫
(H · ∇w3) · (u · ∇B)dx+ 1
2
∫
D¯(u,H) · ∇w3 · Bdx,
Iˆ2 = −1
2
∫
(H · ∇w3) · (u · ∇B)dx+ 1
2
∫
(H · ∇w3) · D¯(u,B)dx,
Iˆ3 = −1
2
∫
HkBj∂ku
i∂iw
j
3dx−
1
2
∫
HkBjui(∂k∂iw
j
3)dx,
(3.87) czw9
which implies that
3∑
k=1
Iˆ =
1
2
∫
divuH · ∇w3 ·Bdx− 1
2
∫
H · ∇u · ∇w3 · Bdx
+
1
2
∫
D¯(u,H) · ∇w3 · Bdx+ 1
2
∫
(H · ∇w3) · D¯(u,B)dx.
(3.88) czw12
Similarly, we also have
6∑
k=4
Iˆ =
1
2
∫
divuB · ∇w3 ·Hdx− 1
2
∫
B · ∇u · ∇w3 ·Hdx
+
1
2
∫
D¯(u,B) · ∇w3 ·Hdx+ 1
2
∫
(B · ∇w3) · D¯(u,H)dx.
(3.89) czw16
Following the same arguments as (
czw8
3.85)-(
czw12
3.88), it holds that
− 1
2
∫
∇(B ·H) · w˙3dx
=
1
2
d
dt
∫
(B ·H)divw3dx− 1
2
∫
(B ·Ht)divw3dx
− 1
2
∫
(Bt ·H)divw3dx+ 1
2
∫
(B ·H)div(u · ∇w3)dx
=
d
dt
R2 − 1
2
∫
divu(H · B)divw3dx− 1
2
∫
D¯(u ·H) ·Bdivw3dx
− 1
2
∫
D¯(u,B) ·Hdivw3dx+ 1
2
∫
(H ·B)(∇u · ∇w3)dx.
(3.90) czw17
Putting (
czw12
3.88), (
czw16
3.89), (
czw17
3.90) into (
czw6
3.84) and using (
czw7
3.86), we obtain that
µ
2
d
dt
∫
|∇w3|2dx+
∫
ρ|w˙3|2dx
≤ d
dt
(R1 +R2) + C
∫
|∇u||∇w3|2dx+ C
∫
|H||B||∇u||∇w3|dx
+ C
∫
|∇H||B||∇2w3|dx+C
∫
|H||∇B||∇2w3|dx
+ C
∫
|∇H||∇B||∇w3|dx , d
dt
(R1 +R2) +
5∑
k=1
I˜k,
(3.91) czw21
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Noticing that Gronwall’s inequality together with (
bug2
3.27) yields that
sup
0≤t≤T
‖|H|2‖2L2 +
∫ T
0
‖|H||∇H|‖2L2dt ≤ C‖H0‖4L4 ≤ C(M), (3.92) c11
we get after direct calculations that
R1 +R2 ≤ C
∫
|H||B||∇w3|dx ≤ µ
4
‖∇w3‖2L2 + C‖|H||B|‖2L2 , (3.93) czw22
and
I˜1 + I˜2 ≤ C
∫
|∇u||∇w3|2dx+ C
∫
|H|2|B|2|∇u|dx
≤ C‖∇u‖L2‖∇w3‖2L4 + C‖|H||B|‖2L4‖∇u‖L2
≤ ε‖∇2w3‖2L2 + C(ε)‖∇u‖2L2‖∇w3‖2L2 + C‖∇u‖2L2‖|H||B|‖2L2
+ C‖|B||∇H|‖2L2 + C‖|H||∇B|‖2L2 ,
(3.94) czw23’
I˜3 + I˜4 ≤ ε‖∇2w3‖2L2 + C(ε)‖|B||∇H|‖2L2 + C(ε)‖|H||∇B|‖2L2 , (3.95)
I˜5 ≤ C‖∇H‖L2‖∇B‖L4‖∇w3‖L4
≤ C‖∇H‖L2‖∇w3‖2L4 + C‖∇H‖L2‖∇B‖2L4
≤ ε‖∇2w3‖2L2 + C(ε)‖∇H‖2L2‖∇w3‖2L2
+ C‖∇H‖2L2‖∇B‖2L2 + C‖∇2B‖2L4 .
(3.96) czw23’’
Furthermore, applying the standard Lp-estimate to (
sasw3
3.69) gives
‖∇2w3‖2L2 ≤ C‖ρ1/2ω˙3‖2L2 + C‖|H||∇B|‖2L2 + C‖|B||∇H|‖2L2 , (3.97) lbq-jia43
which together with (
czw23’
3.94)-(
czw23’’
3.96) and choosing ε suitably small yields
5∑
i=1
I˜i ≤ 1
2
‖ρ1/2ω˙3‖2L2 +C(‖∇u‖2L2 + ‖∇H‖2L2)‖∇w3‖2L2
+ C‖|B||∇H|‖2L2 + C‖|H||∇B|‖2L2
+ C‖∇u‖2L2‖|H||B|‖2L2 + C‖∇H‖2L2‖∇B‖2L2 + C‖∇2B‖2L4 .
(3.98) lvczw23
Putting (
lvczw23
3.98) into (
czw21
3.91) shows
µ
2
d
dt
∫
|∇w3|2dx+ 1
2
∫
ρ|w˙3|2dx
≤ d
dt
(R1 +R2) + C(‖∇u‖2L2 + ‖∇H‖2L2)‖∇w3‖2L2 + C‖∇2B‖2L2
+ C‖∇u‖2L2(‖|H||B|‖2L2 + ‖∇B‖2L2) + C‖|B||∇H|‖2L2 + C‖|H||∇B|‖2L2 .
(3.99) czw27
Furthermore, multiplying (
a1
1.1)3 by H|B|2, and multiplying (
a1’
3.70) by B|H|2, then
adding the upper two resultant equations together and integrating by parts over R2,
we have
1
2
d
dt
‖|B||H|‖2L2 + ν‖|∇H||B|‖2L2 + ν‖|∇B||H|‖2L2
≤ C
∫
|∇H||H||∇B||B|dx+ C
∫
|∇u||H|2|B|2dx
≤ ‖|∇H||B|‖L2‖∇B‖L4‖H‖L4 + C‖∇u‖L2‖|H||B|‖L2‖∇(|H||B|)‖L2
≤ ν
2
(‖|∇H||B|‖2L2 + ‖|∇B||H|‖2L2) + C(M)‖∇B‖2L4 + C‖∇u‖2L2‖|H||B|‖2L2 .
(3.100) hb5
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Similar to (
czh4
3.64) and (
czh5
3.65), for θ = 0, 1, it holds
sup
0≤t≤σ(T )
tθ‖B‖2H1 +
∫ σ(T )
0
tθ‖∇B‖2H1dt ≤ C‖B0‖2H1−θ . (3.101) czh4’
This combined with Gronwall’s inequality, (
hb5
3.100) and (
a16
3.6) gives
sup
0≤t≤σ(T )
(‖|B||H|‖2L2) +
∫ σ(T )
0
(‖|∇H||B|‖2L2 + ‖|∇B||H|‖2L2) dt
≤ C‖|H0||B0|‖2L2 + C(M)
∫ σ(T )
0
(‖∇B‖2L2 + ‖∆B‖2L2) dt
≤ C‖H0‖2L4(‖B0‖2L2 + ‖∇B0‖2L2) + C(M)‖B0‖2H1 ≤ C(M)‖B0‖2H1
(3.102) hb6
and
sup
0≤t≤σ(T )
(t‖|B||H|‖2L2) +
∫ σ(T )
0
t
(‖|∇H||B|‖2L2 + ‖|∇B||H|‖2L2) dt
≤ C
∫ σ(T )
0
‖|B||H|‖2L2dt+ C(M)
∫ σ(T )
0
t
(‖∇B‖2L2 + ‖∆B‖2L2) dt
≤ C
∫ σ(T )
0
‖H‖2L4(‖B‖2L2 + ‖∇B‖2L2)dt+ C(M)‖B0‖2L2 ≤ C(M)‖B0‖2L2 .
(3.103) hb7
Now, applying Gronwall’s inequality to (
czw27
3.99), together with (
c11
3.92), (
czw22
3.93), (
czh4’
3.101),
(
hb6
3.102) and (
hb7
3.103) shows
sup
0≤t≤σ(T )
‖∇w3‖2L2 +
∫ σ(T )
0
∫
ρ|w˙3|2dxdt ≤ C(M)‖B0‖2H1 , (3.104) czw28
sup
0≤t≤σ(T )
t‖∇w3‖2L2 +
∫ σ(T )
0
t
∫
ρ|w˙3|2dxdt ≤ C(M)‖B0‖2H0 . (3.105) czw29
Since the solution operator B0 7→ B and B 7→ w3 is linear, so that B0 7→ w3 is also
linear, we thus conclude from (
czw28
3.104) and (
czw29
3.105) in a manner similar to the derivation
of (
lbqnew-czh
3.58) that
sup
0≤t≤σ(T )
t1−θ‖∇w3‖2L2 +
∫ σ(T )
0
t1−θ
∫
ρ|w˙3|2dxdt ≤ C(M)‖H0‖2H˙θ . (3.106) czw30
Finally, choosing w10 = u0 and B0 = H0, so that w1 + w2 + w3 = u and B = H, we
immediately obtain (
uv1
3.66) from (
uu4
3.82), (
uu3
3.83) and (
czw30
3.106). Thus, we finish the proof of
Lemma
zc1
3.7.
We now proceed to derive a uniform (in time) upper bound for the density, which
turns out to be the key to obtain all the higher order estimates. We will use an approach
motivated by [19,25]).
le7 Lemma 3.8 There exists a positive constant ε0 = ε0(ρ¯,M) depending on µ, λ, ν, γ, a, ρ¯,
β, N0, and M such that, if (ρ, u,H) is a smooth solution of (
a1
1.1)-(
h2
1.4) on R2 × (0, T ]
satisfying (
z1
3.4) and the assumptions in Theorem
th1
1.1, then
sup
0≤t≤T
‖ρ(t)‖L∞ ≤ 7ρ¯
4
, (3.107) lv102
provided C0 ≤ ε0.
24
Proof. First, we rewrite the equation of the mass conservation (
a1
1.1)1 as
Dtρ = g(ρ) + b
′(t), (3.108) z.3
where
Dtρ , ρt + u · ∇ρ, g(ρ) , − ρ
γ+1
2µ+ λ
, b(t) , − 1
2µ+ λ
∫ t
0
ρ
(
F +
1
2
|H|2
)
dt.
Next, it follows from (
h19
2.7), (
uq2
3.57), and (
z.1
2.5) that for t > 0 and p ∈ [2,∞),
‖∇
(
F +
1
2
|H|2
)
‖Lp ≤ C‖∇F‖Lp + C‖∇|H|2‖Lp
≤ C(p)‖ρu˙‖Lp + C(p)‖|H||∇H|‖Lp
≤ C(p, ρ¯,M)(1 + t)5
(
‖ρ1/2u˙‖L2 + ‖∇u˙‖L2
)
+ C(p)‖∇H‖L2 (‖H‖L2 + ‖△H‖L2)
(3.109) z.2
where in the last inequality we have used following simple facts:
‖|H||∇H|‖Lp ≤ ‖H‖L2p‖∇H‖L2p ≤ C(p)‖H‖
1
p
L2
‖∇H‖L2‖△H‖
p−1
p
L2
≤ C(p)‖∇H‖L2 (‖H‖L2 + ‖△H‖L2)
(3.110) AMSS3.1
and
sup
0≤s≤t
∫
ρ(1 + |x|2)1/2dx ≤ C(M)(1 + t) (3.111) o3.7
which is obtained after multiplying (
a1
1.1)1 by (1+ |x|2)1/2 and integrating the resulting
equality over R2 by parts(see [24, (3.40)] also). Choosing q = 2 in the Gagliardo-
Nirenberg inequality (
g2
2.2) and using (
z.2
3.109), we deduce that for r , 4 + 4/β and
δ0 , (2r + (1− β)(r − 2))/(3r − 4) ∈ (0, 1),
|b(σ(T ))| ≤ C(ρ¯)
∫ σ(T )
0
σ
−
2r+(1−β)(r−2)
4(r−1)
(
σ1−β(‖F‖2L2 + ‖|H|2‖2L2)
) r−2
4(r−1)
· (σ2‖∇(F + |H|2)‖2Lr) r4(r−1) dt
≤ C(ρ¯,M)
∫ σ(T )
0
σ
−
2r+(1−β)(r−2)
4(r−1)
(
σ2‖∇(F + |H|2)‖2Lr
) r
4(r−1) dt
≤ C(ρ¯,M)
(∫ σ(T )
0
σ−δ0dt
) 3r−4
4(r−1)
(∫ σ(T )
0
σ2‖∇(F + |H|2)‖2Lrdt
) r
4(r−1)
≤ C(ρ¯,M)C
r
4(r−1)
0
(3.112) lbqnew-jia32
where in the second inequality we have used (
lbqnew-czh
3.58) and (
uv1
3.66), and in the last one we
25
used the following estimate which comes from (
a16
3.6) and (
h27
3.33)
∫ σ(T )
0
σ2‖∇(F + |H|2)‖2Lrdt
≤ C
∫ σ(T )
0
σ2
(
‖ρ1/2u˙‖2L2 + ‖∇u˙‖2L2
)
dt
+ C
∫ σ(T )
0
σ2‖∇H‖2L2(‖H‖2L2 + ‖△H‖2L2)dt
≤ CC0 + C
(
sup
t∈[0,σ(T )]
(σ‖∇H‖2L2)
)∫ σ(T )
0
(‖H‖2L2 + σ‖△H‖2L2)dt
≤ CC0.
(3.113) lbqnew-jia33
Hence, (
lbqnew-jia32
3.112) combined with (
z.3
3.108) yields that
sup
t∈[0,σ(T )]
‖ρ‖L∞ ≤ ρ¯+ C(ρ¯,M)C1/40 ≤
3ρ¯
2
, (3.114) a103
provided
C0 ≤ ε1 , min{1, (ρ¯/(2C(ρ¯,M)))4}.
Furthermore, it follows from (
h19
2.7) and (
ly8
3.41) that for t ∈ [σ(T ), T ],
‖F + |H|2‖H1 ≤ C
(‖∇u‖L2 + ‖P‖L2 + ‖|H|2‖L2)
+C
(‖ρu˙‖L2 + ‖|H||∇H|‖L2 + ‖∇|H|2‖L2)
≤ C(ρ¯)C1/20 t−1/2,
(3.115) hg2
which together with (
g2
2.2) and (
z.2
3.109) shows∫ T
σ(T )
‖F + |H|2‖4L∞dt ≤ C
∫ T
σ(T )
‖F + |H|2‖
35
9
L72
‖∇F +∇|H|2‖
1
9
L72
dt
≤ C(ρ¯,M)C35/180
∫ T
σ(T )
[
t−
25
18 (‖ρ1/2u˙‖L2 + ‖∇u˙‖L2)
1
9
+ t−
35
18 (‖∇H‖L2(‖H‖L2 + ‖△H‖L2))
1
9
]
dt
≤ C(ρ¯,M)C35/180 ,
(3.116) hg1
where in the last inequality, one has used (
z1
3.4) and (
a16
3.6). This shows that for all
σ(T ) ≤ t1 ≤ t2 ≤ T,
|b(t2)− b(t1)| ≤ C(ρ¯)
∫ t2
t1
‖F + |H|2‖L∞dt
≤ 1
2µ + λ
(t2 − t1) + C(ρ¯,M)
∫ T
σ(T )
‖F + |H|2‖4L∞dt
≤ 1
2µ + λ
(t2 − t1) + C(ρ¯,M)C35/180 ,
which implies that one can choose N1 and N0 in (
a100
2.11) as:
N1 =
1
2µ + λ
, N0 = C(ρ¯,M)C
35/18
0 .
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Hence, we set ζ¯ = 1 in (
a101
2.12) since for all ζ ≥ 1,
g(ζ) = − ζ
γ+1
2µ+ λ
≤ −N1 = − 1
2µ+ λ
.
Lemma
le1
2.6 and (
a103
3.114) thus lead to
sup
t∈[σ(T ),T ]
‖ρ‖L∞ ≤ 3ρ¯
2
+N0 ≤ 7ρ¯
4
, (3.117) a102
provided
C0 ≤ ε0 , min{ε1, ε2}, for ε2 ,
(
ρ¯
4C(ρ¯,M)
)18/35
.
The combination of (
a103
3.114) with (
a102
3.117) completes the proof of Lemma
le7
3.8.
With Lemma
le5
3.3 and Lemma
le7
3.8 at hand, we are now in a position to prove Propo-
sition
pr1
3.1.
Proof of Proposition
pr1
3.1. It follows from (
h27
3.33) that
A1(T ) +A2(T ) +
∫ T
0
σ‖P‖2L2dt ≤ C1/20 (3.118) end-h27
provided
C0 ≤ ε3 , (C(ρ¯))−2.
It remains to estimate A3(σ(T )). Indeed, using (
end-h27
3.118), (
lbqnew-czh
3.58), and (
uv1
3.66), it holds
that
A3(σ(T )) ≤ sup
0≤t≤σ(T )
((
σ1−β‖∇u‖2L2
)(2β+1)/(4β) (
σ‖∇u‖2L2
)(2β−1)/(4β))
+ sup
0≤t≤σ(T )
((
σ1−β‖∇H‖2L2
)(2β+1)/(4β) (
σ‖∇H‖2L2
)(2β−1)/(4β))
≤C(ρ¯,M)A(2β−1)/(4β)1 (T ) ≤ C(ρ¯,M)C(2β−1)/(8β)0 ≤ Cδ00
(3.119) end-A3
provided
C0 ≤ ε4 , C(ρ¯,M)(−72β)/(2β−1) .
Letting ε , min{ε0, ε3, ε4}, we obtain (
z2
3.5) directly from (
lv102
3.107), (
end-h27
3.118) and (
end-A3
3.119)
and finish the proof of Proposition
pr1
3.1.
4 A priori estimates (II): higher order estimatesse5
From now on, for smooth initial data (ρ0, u0,H0) satisfying (
co1
1.8) and (
h7
1.9), assume
that (ρ, u,H) is a smooth solution of (
a1
1.1)-(
h2
1.4) on R2×(0, T ] satisfying (z13.4). Then, we
derive some necessary uniform estimates on the spatial gradient of the smooth solution
(ρ, u,H).
le4 Lemma 4.1 There is a positive constant C depending only on T, µ, λ, ν, γ, a, ρ¯, β,N0,
M, q, and ‖ρ0‖H1∩W 1,q such that
sup
0≤t≤T
(‖ρ‖H1∩W 1,q + ‖∇u‖L2 + ‖∇H‖L2 + t‖∇2u‖2L2)
+
∫ T
0
(
‖∇2u‖2L2 + ‖∇2H‖2L2 + ‖∇2u‖(q+1)/qLq + t‖∇2u‖2Lq
)
dt ≤ C.
(4.1) pa1
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Proof. First, it follows from (
h29
3.48), (
ly12
3.47), Gronwall’s inequality, and (
a16
3.6) that
sup
t∈[0,T ]
(‖∇u‖2L2 + ‖∇H‖2L2)
+
∫ T
0
(
‖ρ1/2u˙‖2L2 + ‖∆H‖2L2 + ‖|H||∇H|‖2L2
)
dt ≤ C,
(4.2) a93
which together with (
h18
2.9) shows
∫ T
0
(‖∇u‖4L4 + ‖∇H‖4L4) dt ≤ C. (4.3) hc1
This combined with (
nlv4
3.32) shows
sup
0≤t≤T
(t‖|H||∇H|‖2L2) +
∫ T
0
t(‖△|H|2‖2L2 + ‖|H||△H|‖2L2)dt ≤ C. (4.4) b19-1
Multiplying (
lv3.46
3.22) by t and integrating the resulting inequality over (0, T ) combined
with (
a93
4.2), (
hc1
4.3) and (
b19-1
4.4) lead to
sup
0≤t≤T
t(‖ρ1/2u˙‖2L2 + ‖|H||∇H|‖2L2)
+
∫ T
0
t(‖∇u˙‖2L2 + ‖△|H|2‖2L2 + ‖|H||△H|‖2L2)dt ≤ C.
(4.5) b19
Next, we prove (
pa1
4.1) by using Lemma
le9
2.7 as in [18]. For p ∈ [2, q], |∇ρ|p satisfies
(|∇ρ|p)t + div(|∇ρ|pu) + (p − 1)|∇ρ|pdivu
+ p|∇ρ|p−2(∇ρ)t∇u(∇ρ) + pρ|∇ρ|p−2∇ρ · ∇divu = 0.
Thus,
d
dt
‖∇ρ‖Lp ≤ C(1 + ‖∇u‖L∞)‖∇ρ‖Lp + C‖∇2u‖Lp
≤ C(1 + ‖∇u‖L∞)‖∇ρ‖Lp + C‖ρu˙‖Lp + C‖|H||∇H|‖Lp ,
(4.6) L11
due to
‖∇2u‖Lp ≤ C (‖ρu˙‖Lp + ‖∇P‖Lp + ‖|H||∇H|‖Lp) , (4.7) ua1
which follows from the standard Lp-estimate for the following elliptic system:
µ∆u+ (µ + λ)∇divu = ρu˙+∇P + 1
2
∇|H|2 − div(H ⊗H), u→ 0 as |x| → ∞.
Next, it follows from the Gargliardo-Nirenberg inequality, (
a93
4.2), and (
h19
2.7) that
‖divu‖L∞ + ‖ω‖L∞
≤ C‖F‖L∞ + C‖P‖L∞ + C‖|H|2‖L∞ + C‖ω‖L∞
≤ C(q) + C(q)‖∇F‖q/(2(q−1))Lq + C(q)‖∇|H|2‖q/(2(q−1))Lq + C(q)‖∇ω‖q/(2(q−1))Lq
≤ C(q) + C(q) (‖ρu˙‖Lq + ‖|H||∇H|‖Lq )q/(2(q−1)) ,
(4.8) 419
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which, together with Lemma
le9
2.7, (
ua1
4.7) and (
a93
4.2), yields that
‖∇u‖L∞ ≤C (‖divu‖L∞ + ‖ω‖L∞) log(e+ ‖∇2u‖Lq ) + C‖∇u‖L2 + C
≤C
(
1 + ‖ρu˙‖q/(2(q−1))Lq + ‖|H||∇H|‖q/(2(q−1))Lq
)
· log(e+ ‖ρu˙‖Lq + ‖|H||∇H|‖Lq + ‖∇ρ‖Lq )
≤C (1 + ‖ρu˙‖Lq + ‖|H||∇H|‖Lq ) log(e+ ‖∇ρ‖Lq ).
(4.9) b24
Next, it follows from the Ho¨lder inequality and (
z.2
3.109) that
b22
‖ρu˙‖Lq ≤ ‖ρu˙‖2(q−1)/(q
2−2)
L2
‖ρu˙‖q(q−2)/(q2−2)
Lq2
≤ C‖ρu˙‖2(q−1)/(q2−2)
L2
(
‖ρ1/2u˙‖L2 + ‖∇u˙‖L2
)q(q−2)/(q2−2)
≤ C‖ρ1/2u˙‖L2 + C‖ρ1/2u˙‖2(q−1)/(q
2−2)
L2
‖∇u˙‖q(q−2)/(q2−2)
L2
,
which combined with (
a93
4.2) and (
b19
4.5) implies that∫ T
0
(
‖ρu˙‖1+1/qLq + t‖ρu˙‖2Lq
)
dt
≤ C
∫ T
0
(
‖ρ1/2u˙‖2L2 + t‖∇u˙‖2L2 + t−(q
3−q2−2q−1)/(q3−q2−2q)
)
dt+ C
≤ C.
(4.10) 4a2
Moreover, we have by (
AMSS3.1
3.110), (
a16
3.6) and (
a93
4.2) that∫ T
0
(
‖|H||∇H|‖1+1/qLq + ‖|H||∇H|‖2Lq
)
dt
≤ C
∫ T
0
(
‖∇2H‖1−1/q2
L2
+ ‖∇2H‖2−2/q
L2
)
dt
≤ C
∫ T
0
(
1 + ‖∇2H‖2L2
)
dt ≤ C
(4.11) lbq-jia8
Then, substituting (
b24
4.9) into (
L11
4.6) where p = q, we deduce from Gronwall’s inequality,
(
a93
4.2) and (
4a2
4.10)-(
lbq-jia8
4.11) that
sup
0≤t≤T
‖∇ρ‖Lq ≤ C, (4.12) b30
which, along with (
ua1
4.7), (
4a2
4.10) and (
lbq-jia8
4.11), shows
∫ T
0
(
‖∇2u‖(q+1)/qLq + t‖∇2u‖2Lq
)
dt ≤ C. (4.13) mhd7
Finally, taking p = 2 in (
L11
4.6), one gets by using (
a93
4.2), (
mhd7
4.13), and Gronwall’s inequal-
ity that
sup
0≤t≤T
‖∇ρ‖L2 ≤ C,
which, together with (
b30
4.12), (
a93
4.2), (
ua1
4.7), (
b19
4.5),and (
mhd7
4.13), yields (
pa1
4.1). The proof of
Lemma
le4
4.1 is completed.
Next, we will show the following spatial weighted mean estimate of the density, which
has been proved in [24, Lemma 4.2].
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le6 Lemma 4.2 There is a positive constant C depending only on T, µ, λ, ν, γ, a, ρ¯, β,N0,
M, q, and ‖∇(x¯aρ0)‖L2∩Lq such that
sup
0≤t≤T
‖x¯aρ‖L1∩H1∩W 1,q ≤ C. (4.14) q
newle Lemma 4.3 There exists a positive constant C depending only on T, µ, λ, ν, γ, a, ρ¯, β,N0,
M, q, and ‖|H0|2x¯a‖L1 such that
sup
0≤t≤T
‖Hx¯a/2‖2L2 +
∫ T
0
‖∇Hx¯a/2‖2L2dt ≤ C, (4.15) gj10
sup
0≤t≤T
(
t‖∇Hx¯a/2‖2L2
)
+
∫ T
0
t‖∆Hx¯a/2‖2L2dt ≤ C. (4.16) gj10’
Proof. First, it follows from (
ljo1
3.74) and (
a93
4.2) that for any η ∈ (0, 1] and any s > 2,
‖ux¯−η‖Ls/η ≤ C(η, s). (4.17) a4.21
Similar to the proof of (
lbqnew-gj10
3.76) ( or [31, Lemma 4.1]), multiplying (
a1
1.1)3 by Hx¯
a, inte-
gration by parts together with (
a93
4.2) and (
a4.21
4.17) yields
1
2
(
‖Hx¯a/2‖2L2
)
t
+ ν‖∇Hx¯a/2‖2L2 ≤ C‖Hx¯a/2‖2L2 +
ν
2
‖∇Hx¯a/2‖2L2 , (4.18) mhd8
which together with Gronwall’s inequality yields (
gj10
4.15).
Now, multiplying (
a1
1.1)3 by ∆Hx¯
a, integrating the resultant equation by parts over
R
2, it follows from the similar arguments as (
mm1
3.15) that
1
2
(∫
|∇H|2x¯adx
)
t
+ ν
∫
|∆H|2x¯adx
≤C
∫
|∇H||H||∇u||∇x¯a|dx+ C
∫
|∇H|2|u||∇x¯a|dx+ C
∫
|∇H||∆H|x¯adx
+ C
∫
|H||∇u||∆H|x¯adx+ C
∫
|∇u||∇H|2x¯adx ,
5∑
i=1
Ji.
(4.19) AMSS5
Using Gagliardo-Nirenberg inequality, (
pa1
4.1), (
gj10
4.15) and (
a4.21
4.17), it holds
J1 ≤C
∫
|∇H||H||∇u|x¯a(x¯−1|∇x¯|)dx
≤C‖Hx¯a/2‖4L4 + C‖∇u‖4L4 + C‖∇Hx¯a/2‖2L2
≤C‖Hx¯a/2‖2L2
(
‖∇Hx¯a/2‖2L2 + ‖Hx¯a/2‖2L2
)
+C‖∇u‖4L4 + C‖∇Hx¯a/2‖2L2
≤C + C‖∇2u‖2L2 + C‖∇Hx¯a/2‖2L2 ,
(4.20) AMSS6
J2 ≤ C
∫
|∇H|(2a−1)/ax¯(2a−1)/2|∇H|1/a|u|x¯−1/4x¯−1/4|∇x¯|dx
≤ C‖|∇H|(2a−1)/ax¯(2a−1)/2‖
L
2a
2a−1
‖ux¯−1/4‖L4a‖|∇H|1/a‖L4a
≤ C‖∇Hx¯a/2‖2L2 +C‖∇H‖2L4
≤ C‖∇Hx¯a/2‖2L2 + ε‖∆Hx¯a/2‖2L2 ,
(4.21) AMSS7
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J3 + J4 ≤ε‖∆Hx¯a/2‖2L2 + C‖∇Hx¯a/2‖2L2 + C‖Hx¯a/2‖4L4 + C‖∇u‖4L4
≤ε‖∆Hx¯a/2‖2L2 + C + C‖∇Hx¯a/2‖2L2 + C‖∇2u‖2L2 ,
(4.22) AMSS8
J5 ≤C‖∇u‖L∞‖∇Hx¯a/2‖2L2
≤C‖∇u‖(q−2)/(2q−2)
L2
‖∇2u‖q/(2q−2)Lq ‖∇Hx¯a/2‖2L2
≤C(1 + ‖∇2u‖(q+1)/qLq )‖∇Hx¯a/2‖2L2 .
(4.23) AMSS9
Submitting (
AMSS6
4.20)-(
AMSS9
4.23) into (
AMSS5
4.19) and choosing ε suitably small, we have
1
2
(∫
|∇H|2x¯adx
)
t
+ ν
∫
|∆H|2x¯adx
≤ C(1 + ‖∇2u‖(q+1)/qLq )‖∇Hx¯a/2‖2L2 + C(‖∇2u‖2L2 + 1),
(4.24) AMSS10
which multiplied by t, then together with Gronwall’s inequality, (
gj10
4.15) and (
pa1
4.1) yields
(
gj10’
4.16). The proof of Lemma
newle
4.3 is finished.
lem4.5v Lemma 4.4 There is a positive constant C depending only on T, µ, λ, ν, γ, a, ρ¯, β,N0,M, q,
‖|H0|2x¯a‖L1 and ‖∇(x¯aρ0)‖L2∩Lq such that
sup
0≤t≤T
t
(
‖ρ1/2ut‖2L2 + ‖Ht‖2L2
)
+
∫ T
0
t‖∇ut‖2L2 + t‖∇Ht‖2L2dt ≤ C, (4.25) gj13
sup
0≤t≤T
t
(‖∇u‖2H1 + ‖∇H‖2H1) ≤ C. (4.26) gj13’
Proof. First, the combination of (
a4.21
4.17) with (
q
4.14) gives that for any η ∈ (0, 1] and
any s > 2,
‖ρηu‖Ls/η + ‖ux¯−η‖Ls/η ≤ C(η, s). (4.27) 5.d2
Multiplying equations (
a1
1.1)2 by ut and integrating by parts, with the similar argu-
ments as the proof of (
m1
3.10) (or [25, Lemma 3.2]), we have by (
a95
3.42), (
5.d2
4.27), (
pa1
4.1) and
(
q
4.14) that
d
dt
∫ (
(µ+ λ)(divu)2 + µ|∇u|2) dx+ ∫ ρ|ut|2dx
≤ 2
∫
Pdivutdx+ C
∫
ρ|u|2|∇u|2dx+
∫ (
H · ∇H − 1
2
∇|H|2
)
utdx
≤ 2 d
dt
∫
Pdivudx+ C‖∇2u‖2L2 +C −
∫
H · ∇ut ·H − 1
2
|H|2divutdx
≤ d
dt
Ψ(t) + C‖∇2u‖2L2 + C +
∫
|Ht||H||∇u|dx
≤ d
dt
Ψ(t) + C‖∇2u‖2L2 + C + ε‖Ht‖2L2 + C‖H‖2L4‖∇u‖2L4
≤ d
dt
Ψ(t) + C‖∇2u‖2L2 + C + ε‖Ht‖2L2
(4.28) 3r1
where
Ψ(t) =
∫
Pdivudx+
∫
1
2
|H|2divudx−
∫
H · ∇u ·Hdx
≤ C‖H‖4L4 + C‖P‖2L2 + C‖∇u‖2L2 ≤ C.
(4.29) lv4.8’
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Moreover, it follows from (
a1
1.1)3 that
ν−1
d
dt
‖∇H‖2L2 + ν−2‖Ht‖2L2 + ‖∆H‖2L2 ≤ C‖|H||∇u|‖2L2 + C‖|u||∇H|‖2L2
≤ C‖H‖2L4‖∇u‖2L4 + C‖|u||∇H|‖2L2
≤ C + ‖∇2u‖2L2 + C‖|u||∇H|‖2L2
(4.30) lv4.9
which together with (
3r1
4.28) and choosing ε suitably small yields that
d
dt
(
µ‖∇u‖2L2 + ν−1‖∇H‖2L2
)
+ ‖ρ1/2ut‖2L2 + ν−2‖Ht‖2L2 + ‖∆H‖2L2
≤ d
dt
Ψ(t) + C + ‖∇2u‖2L2 +C‖|u||∇H|‖2L2 ,
(4.31) lv4.10
where
‖|u||∇H|‖2L2 =
∫
|u|2x¯−1/2|∇H|x¯1/2|∇H|dx
≤ C‖ux¯−1/4‖4L8‖∇H‖2L4 + C‖∇Hx¯1/2‖2L2
≤ 1
2
‖∇2H‖2L2 + C‖∇Hx¯a/2‖2L2 .
(4.32) lv4.7
Now, integrating (
lv4.10
4.31) over (0, T ), along with (
lv4.8’
4.29), (
lv4.7
4.32), (
pa1
4.1), (
gj10
4.15) and (
q
4.14),
we have
sup
0≤t≤T
(
µ‖∇u‖2L2 + ν−1‖∇H‖2L2
)
+
∫ T
0
(
‖ρ1/2ut‖2L2 + ν−2‖Ht‖2L2 + ‖∆H‖2L2
)
dt ≤ C.
(4.33) gj12
Now, differentiating (
a1
1.1)2 with respect to t gives
ρutt + ρu · ∇ut − µ∆ut − (µ+ λ)∇divut
= −ρt(ut + u · ∇u)− ρut · ∇u−∇Pt +
(
H · ∇H − 1
2
∇|H|2
)
t
.
(4.34) zb1
Multiplying (
zb1
4.34) by ut, then integrating over R
2, we obtain after using (
a1
1.1)1 that
1
2
d
dt
∫
ρ|ut|2dx+
∫ (
µ|∇ut|2 + (µ+ λ)(divut)2
)
dx
= −2
∫
ρu · ∇ut · utdx−
∫
ρu · ∇(u · ∇u · ut)dx
−
∫
ρut · ∇u · utdx+
∫
Ptdivutdx+
∫ (
H · ∇H − 1
2
∇|H|2
)
t
utdx
,
5∑
i=1
J¯i.
(4.35) na8
Similar to the proof of [24, Lemma 4.3], we have
4∑
i=1
J¯i ≤ δ‖∇ut‖2L2 + C(δ)
(
‖∇2u‖2L2 + ‖ρ1/2ut‖2L2 + 1
)
. (4.36) na2
For the term J¯5, we obtain after integration by parts that
J¯5 = −
∫
Ht · ∇ut ·Hdx−
∫
H · ∇ut ·Htdx+
∫
H ·Htdivutdx ,
3∑
i=1
Si. (4.37) na3
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Next, differentiating (
a1
1.1)3 with respect to t shows
Htt −Ht · ∇u−H · ∇ut + ut · ∇H + u · ∇Ht +Htdivu+Hdivut = ν∆Ht. (4.38) lv4.12
Multiplying (
lv4.12
4.38) by Ht and integrating the resulting equation over R
2, yileds that
1
2
d
dt
∫
|Ht|2dx+ ν
∫
|∇Ht|2dx
=
∫
H · ∇ut ·Htdx−
∫
ut · ∇H ·Htdx−
∫
H ·Htdivutdx
+
∫
Ht · ∇u ·Htdx−
∫
u · ∇Ht ·Htdx−
∫
|Ht|2divudx ,
9∑
i=4
Si.
(4.39) lv4.13
For the terms Si(i = 1, · · · , 9) on the right hand of (
na3
4.37) and (
lv4.13
4.39), we have
6∑
i=1
Si = −
∫
Ht · ∇ut ·Hdx−
∫
ut · ∇H ·Htdx
≤ C‖Ht‖L4‖H‖L4‖∇ut‖L2 + C‖utx¯−a‖L4‖|∇H|1/2x¯a‖L4‖|∇H|1/2‖L4‖Ht‖L4
≤ C‖Ht‖L4‖∇ut‖L2 + C
(
‖ρ1/2ut‖L2 + ‖∇ut‖L2
)
‖∇Hx¯a/2‖1/2
L2
‖Ht‖L4
≤ δ‖∇ut‖2L2 + δ‖ρ1/2ut‖2L2 + C(δ)‖Ht‖2L4 + C(δ)‖Ht‖2L4‖∇Hx¯a/2‖L2
≤ δ‖∇ut‖2L2 + δ‖∇Ht‖2L2 + C(δ)‖ρ1/2ut‖2L2
+ C(δ)‖Ht‖2L2 + C(δ)‖Ht‖2L2‖∇Hx¯a/2‖2L2
(4.40) lvbo4.14
owing to (
pa1
4.1) and (
ljo1
3.74),
9∑
i=7
Si ≤ C
∫
|Ht|2|∇u|dx ≤ C‖Ht‖L2‖∇Ht‖L2‖∇u‖L2
≤ δ‖∇Ht‖2L2 + C(δ)‖Ht‖2L2 ,
(4.41) lv4.14
due to (
pa1
4.1).
Now, adding (
na8
4.35) multiplied by t and (
lv4.13
4.39) multiplied by t together, choosing δ
suitably small and using (
na2
4.36), (
na3
4.37), (
lvbo4.14
4.40), (
lv4.14
4.41), (
gj10’
4.16), (
pa1
4.1), we have that
1
2
d
dt
(
t‖ρ1/2ut‖2L2 + t‖Ht‖2L2
)
+ µt‖∇ut‖2L2 + νt‖∇Ht‖2L2
≤ C
(
t‖ρ1/2ut‖2L2 + t‖Ht‖2L2
)
+ C
(
‖ρ1/2ut‖2L2 + ‖Ht‖2L2 + 1
) (4.42) lv4.18
which together with Gronwall’s inequality and (
gj12
4.33) yields that (
gj13
4.25).
Finally, notice that
‖∇u‖2H1 + ‖∇H‖2H1 ≤ C‖∇u‖2L2 + C‖∇H‖2L2 + C‖∇2u‖2L2 + C‖∇2H‖2L2
≤ C‖∇u‖2L2 + C‖∇H‖2L2 + C‖∇2u‖2L2 + C‖Ht‖2L2
+ C‖|u||∇H|‖2L2 + C‖|H||∇u|‖2L2
≤ C‖∇u‖2L2 + C‖∇H‖2L2 + C‖∇2u‖2L2
+ C‖Ht‖2L2 +
1
2
‖∇2H‖2L2 + C‖∇Hx¯a/2‖2L2
(4.43) AMSS11
where in the second and last inequalities one has used respectively (
a1
1.1)3 and (
lv4.7
4.32).
Multiplying (
AMSS11
4.43) by t, we obtain (
gj13’
4.26) directly from (
pa1
4.1), (
gj13
4.25) and (
gj10’
4.16).
The proof of Lemma
lem4.5v
4.4 is finished.
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5 Proofs of Theorems
th1
1.1 and
thv
1.2se4
With all the a priori estimates in Sections
se3
3 and
se5
4 at hand, we are ready to prove
the main result of this paper in this section.
Proof of Theorem
th1
1.1. By Lemma
th0
2.1, there exists a T∗ > 0 such that the Cauchy
problem (
a1
1.1)–(
h2
1.4) has a unique strong solution (ρ, u,H) on R2 × (0, T∗]. We will use
the a priori estimates, Proposition
pr1
3.1 and Lemmas
le4
4.1-
lem4.5v
4.4, to prove the local strong
solution (ρ, u,H) shall exist for all time.
First, it follows from (
As1
3.1), (
As2
3.2), (
A3
3.3), and (
co1
1.8) that
A1(0) +A2(0) = 0, A3(0) = 0, ρ0 ≤ ρ¯.
Therefore, there exists a T1 ∈ (0, T∗] such that (
z1
3.4) holds for T = T1.
Next, set
T ∗ = sup{T | (z13.4) holds}. (5.1)
Then T ∗ ≥ T1 > 0. Hence, for any 0 < τ < T ≤ T ∗ with T finite, one deduces from
(
gj13
4.25) and (
gj13’
4.26) that
∇u, ∇H ∈ C([τ, T ];L2 ∩ Lq), (5.2) sp43
where one has used the standard embedding
L∞(τ, T ;H1) ∩H1(τ, T ;H−1) →֒ C(τ, T ;Lq), for any q ∈ [2,∞].
Moreover, it follows from (
pa1
4.1), (
q
4.14) and [28, Lemma 2.3] that
ρ ∈ C([0, T ];L1 ∩H1 ∩W 1,q). (5.3) n20
Finally, we claim that
T ∗ =∞. (5.4) s2
Otherwise, T ∗ < ∞. Then by Proposition pr13.1, (z23.5) holds for T = T ∗. It follows
from (
a16
3.6), (
q
4.14), (
gj10
4.15), (
sp43
5.2) and (
n20
5.3) that (ρ(x, T ∗), u(x, T ∗),H(x, T ∗)) satisfies
(
co1
1.8) except (u(·, T ∗),H(·, T ∗)) ∈ H˙β. Thus, Lemma th02.1 implies that there exists some
T ∗∗ > T ∗, such that (
z1
3.4) holds for T = T ∗∗, which contradicts (
s1
5.1). Hence, (
s2
5.4)
holds. Lemmas
th0
2.1 and
le4
4.1-
lem4.5v
4.4 thus show that (ρ, u,H) is in fact the unique strong
solution defined on R2 × (0, T ] for any 0 < T < T ∗ = ∞. Thus, the proof of Theorem
th1
1.1 is completed.
Next, we state the following well-known Gagliardo-Nirenberg inequality (see [33]) in
R
3:
gn-3d Lemma 5.1 (Gagliardo-Nirenberg-3D) For p ∈ [2, 6], q ∈ (1,∞), and r ∈ (3,∞),
there exists some generic constant C > 0 which may depend on p, q, and r such that
for f ∈ H1(R3) and g ∈ Lq(R3) ∩D1,r(R3), we have
‖f‖p
Lp(R3)
≤ C‖f‖
6−p
2
L2(R3)
‖∇f‖
3p−6
2
L2(R3)
, (5.5) gn1
‖g‖L∞(R3) ≤ C‖g‖
q(r−3)
3r+q(r−3)
Lq(R3)
‖∇g‖
3r
3r+q(r−3)
Lr(R3)
. (5.6) gn2
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To prove Theorem
thv
1.2, we need the following elementary estimates similar to those
of Lemma
le3
2.5 whose proof can be found in [27, Lemma 2.2].
lve3 Lemma 5.2 Let Ω = R3 and (ρ, u,H) be a smooth solution of (
a1
1.1). Then there exists
a generic positive constant C depending only on µ, λ and ν such that for any p ∈ [2, 6]
‖∇F‖Lp + ‖∇ω‖Lp ≤ C (‖ρu˙‖Lp + ‖|H||∇H|‖Lp) , (5.7) hv19
‖F‖Lp + ‖ω‖Lp ≤C (‖ρu˙‖L2 + ‖|H||∇H|‖L2)(3p−6)/(2p)
· (‖∇u‖L2 + ‖P‖L2 + ‖H‖2L4)(6−p)/(2p) , (5.8) hv20
‖∇u‖Lp ≤ C (‖F‖Lp + ‖ω‖Lp) + C‖P‖Lp + C‖|H|2‖Lp , (5.9) hv18
where F and ω are defined in (
hj1
1.16).
Proof of Theorem
thv
1.2. It suffices to prove (
lvy8
1.24). In fact, it follows from [27, Propo-
sition 3.1 and (3.10)] that there exists some ε depending only on µ, ν, λ, γ, ρ¯, β, and M
such that
sup
1≤t<∞
(‖∇u‖L2 + ‖ρ‖Lγ∩L∞ + ‖ρ1/2u˙‖L2 + ‖H‖H2 + ‖H‖L3 + ‖Ht‖L2)
+
∫ ∞
1
(‖∇u‖2L2 + ‖∇u˙‖2L2 + ‖ρ1/2u˙‖2L2 + ‖∇H‖2H1 + ‖Ht‖2H1)dt ≤ C,
(5.10) hv27
provided C0 ≤ ε.
First, we shows that
sup
1≤t<∞
‖ρ‖L3/2 ≤ C (5.11) vo2
whose proof is completed in [24].
Similar to (
u’
3.36), Sobolev inequality together with (
u
3.35), (
hv27
5.10) and (
vo2
5.11), gives
‖P‖L2 ≤C‖(−∆)−1div(ρu˙)‖L2 +C‖∇u‖L2 + C‖H‖2L4
≤C‖ρu˙‖L6/5 + C‖∇u‖L2 + C‖H‖L3‖H‖L6
≤C‖ρ‖1/2
L3/2
‖ρ1/2u˙‖L2 + C‖∇u‖L2 + C‖∇H‖L2
≤C‖ρ1/2u˙‖L2 + C‖∇u‖L2 + C‖∇H‖L2 ,
which combined with (
hv27
5.10) leads to∫ ∞
1
‖P‖2L2dt ≤ C. (5.12) av16
For p ≥ 2, we have similarly to (vv13.43) that
(‖P‖pLp)t + pγ − 12µ + λ‖P‖p+1Lp+1 = − pγ − 12µ+ λ
∫
P p
(
F +
1
2
|H|2
)
dx, (5.13) vv2
which together with Holder’s inequality yields
(‖P‖pLp)t + pγ − 12(2µ + λ)‖P‖p+1Lp+1 ≤ C(p)‖F‖p+1Lp+1 +C(p)‖|H|2‖p+1Lp+1 . (5.14) av96
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Now, it follows from (
a1
1.1)3 that
d
dt
‖∇H‖2L2 + ν−1‖Ht‖2L2 + ν‖∇2H‖2L2 ≤ C‖∇u‖4L2‖∇H‖2L2 . (5.15) 3d1
Next, for B(t) defined in (
nv1
3.14), we have by (
lbq-jia20
3.13), (
3d1
5.15) and (
hv18
5.9) that
(B(t) + C˜‖∇H‖2L2)′ + ‖ρ1/2u˙‖2L2 + C˜ν−1‖Ht‖2L2 + C˜ν‖∇2H‖2L2
≤ C‖P‖3L3 + C‖∇u‖3L3 + C‖∇u‖4L2‖∇H‖2L2
≤ C‖P‖3L3 + C‖∇u‖2L2‖∇H‖2L2
+ (C‖F‖3L3 + C‖ω‖3L3 + C‖P‖3L3 + C‖|H|2‖3L3)
≤ C¯1‖P‖3L3 + C‖F‖3L3 + C‖ω‖3L3 + C‖∇H‖4L2 + C‖∇u‖4L2
(5.16) 3d5
where C˜ is a large constant such that (B(t) + C˜‖∇H‖2L2) satisfies (
n2’
3.16). Choosing
C¯2 ≥ 1 + 2(2µ + λ)(C¯1 + 1)/(2γ − 1) suitably large such that
µ
4
‖∇u‖2L2 + ‖∇H‖2L2 + ‖P‖2L2 ≤ B(t) + C˜‖∇H‖2L2 + C¯2‖P‖2L2
≤ C‖∇u‖2L2 + C‖∇H‖2L2 + C‖P‖2L2 .
(5.17) newn2
Setting p = 2 in (
av96
5.14), adding (
av96
5.14) multiplied by C¯2 to (
3d5
5.16) yields that for t ≥ 1,
(
B(t) + C˜‖∇H‖2L2 + C¯2‖P‖2L2
)′
+ ‖ρ1/2u˙‖2L2 + C˜ν−1‖Ht‖2L2 + C˜ν‖∇2H‖2L2 + ‖P‖3L3
≤ C‖F‖3L3 +C‖ω‖3L3 + C‖∇H‖4L2 +C‖∇u‖4L2
(5.18) 3d6
owing to (
hv27
5.10). Notice that
‖H‖4L4 ≤ C‖H‖2L3‖H‖2L6 ≤ C‖∇H‖2L2 (5.19) 3d7’
and
‖H · ∇H‖2L2 ≤ ‖|H||∇H|‖2L2 ≤ C‖H‖2L3‖∇H‖2L6 ≤ C‖∇2H‖2L2 , (5.20) 3d7
which together with (
hv20
5.8) gives
‖F‖3L3 + ‖ω‖3L3
≤ C
(
‖ρ1/2u˙‖L2 + ‖|H||∇H|‖L2
)3/2 (‖∇u‖L2 + ‖P‖L2 + ‖H‖2L4)3/2
≤ C
(
‖ρ1/2u˙‖L2 + ‖∇2H‖L2
)3/2
(‖∇u‖L2 + ‖P‖L2 + ‖∇H‖L2)3/2
≤ ε‖ρ1/2u˙‖2L2 + ε‖∇2H‖2L2 + C‖∇u‖4L2 + C‖P‖4L2 + C‖∇H‖4L2
(5.21) 3d6’
where in the last inequality one has used (
hv27
5.10).
Putting (
3d6’
5.21) into (
3d6
5.18) and choosing ε suitably small, then multiplying the result-
ing inequality by t, along with Gronwall’s inequality, (
newn2
5.17), (
hv27
5.10) and (
av16
5.12), gives
sup
1≤t<∞
t
(‖∇u‖2L2 + ‖∇H‖2L2 + ‖P‖2L2)
+
∫ ∞
1
t
(
‖ρ1/2u˙‖2L2 + ‖Ht‖2L2 + ‖∇2H‖2L2 + ‖P‖3L3
)
dt ≤ C.
(5.22) 3d9
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Following the same arguments as (
lv3.40
3.18), we deduce that
d
dt
∫
ρ|u˙|2dx+
∫
|∇u˙|2dx ≤ε‖∇u˙‖2L2 + ε‖∇Ht‖2L2 + C‖∇u‖4L4 + C‖P‖4L4
+ C‖∇H‖4L2‖Ht‖2L2 + C‖∇u‖2L2‖∇H‖2L2‖∇2H‖2L2 .
(5.23) 3d3
Furthermore, differentiating (
a1
1.1)3 with respect to t shows
Htt − ν∆Ht = (H · ∇u− u · ∇H −Hdivu)t,
which together with the fact ut = u˙− u · ∇u gives that
1
2
d
dt
∫
|Ht|2dx+ ν
∫
|∇Ht|2dx
=
∫
(Ht · ∇u− u · ∇Ht −Htdivu)Htdx
+
∫
(H · ∇u˙− u˙ · ∇H −Hdivu˙)Htdx
−
∫
[H · ∇(u · ∇u)− (u · ∇u) · ∇H −Hdiv(u · ∇u)]Htdx
, K1 +K2 +K3,
(5.24) 3d10
where
K1 +K2 ≤ C
∫
|Ht|2|∇u|dx+ C‖∇u˙‖L2‖∇H‖L2‖Ht‖L3
≤ C‖Ht‖1/2L2 ‖∇Ht‖
3/2
L2
‖∇u‖L2 + C‖∇u˙‖L2‖∇H‖L2‖Ht‖1/2L2 ‖∇Ht‖
1/2
L2
≤ ε‖∇u˙‖2L2 + ε‖∇Ht‖2L2 + C‖Ht‖2L2(‖∇u‖4L2 + ‖∇H‖4L2)
K3 ≤ C‖H‖L12‖u‖L6‖∇u‖L4‖∇Ht‖L2
≤ C‖∇|H|2‖1/2
L2
‖∇u‖L2‖∇u‖L4‖∇Ht‖L2
≤ ε‖∇Ht‖2L2 + C‖∇2H‖2L2‖∇u‖4L2 + C‖∇u‖4L4 .
(5.25) 3d11
Putting (
3d11
5.25) into (
3d10
5.24), adding the resulting inequality to (
3d3
5.23), and choosing ε
suitably small, gives
d
dt
(∫
ρ|u˙|2dx+
∫
|Ht|2dx
)
+
∫
|∇u˙|2dx+
∫
|∇Ht|2dx
≤ C‖∇u‖4L4 + C‖P‖4L4 + C
(‖∇H‖4L2 + ‖∇u‖4L2) (‖Ht‖2L2 + ‖∇2H‖2L2)
(5.26) 3d14
Next, it follows from Gagliardo-Nirenberg inequality and (
hv27
5.10) that and
‖∇2H‖2L2 ≤ C‖Ht‖2L2 + C‖u · ∇H‖2L2 + C‖|H||∇u|‖2L2
≤ C‖Ht‖2L2 + C‖∇u‖2L2‖∇H‖L2‖∇2H‖L2
≤ C‖Ht‖2L2 + C‖∇u‖4L2 + C‖∇H‖4L2 +
1
2
‖∇2H‖2L2 .
(5.27) 3d19
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Moreover, by (
hv20
5.8), (
hv18
5.9), (
3d7’
5.19), (
3d7
5.20) and (
3d19
5.27), it holds that
‖∇u‖4L4 ≤ C‖F‖4L4 + C‖ω‖4L4 + C‖P‖4L4 + C‖|H|2‖4L4
≤ C‖P‖4L4 + C (‖ρu˙‖L2 + ‖|H||∇H|‖L2)3
(‖∇u‖L2 + ‖P‖L2 + ‖H‖2L4)
≤ C‖P‖4L4 + C
(
‖ρ1/2u˙‖2L2 + ‖|H||∇H|‖2L2
)
·
(
‖ρ1/2u˙‖2L2 + ‖|H||∇H|‖2L2 + ‖∇u‖2L2 + ‖P‖2L2 + ‖H‖4L4
)
≤ C‖P‖4L4 + C
(
‖ρ1/2u˙‖2L2 + ‖Ht‖2L2
)
Φ(t) + C
(‖∇H‖4L2 + ‖∇u‖4L2)Φ(t)
(5.28) 3d15
where
Φ(t) , ‖ρ1/2u˙‖2L2 + ‖∇2H‖2L2 + ‖∇u‖2L2 + ‖P‖2L2 + ‖∇H‖2L2 . (5.29) 3d15’
Submitting (
3d15
5.28) into (
3d14
5.26), we have
d
dt
(∫
ρ|u˙|2dx+
∫
|Ht|2dx
)
+
∫
|∇u˙|2dx+
∫
|∇Ht|2dx
≤ C¯4‖P‖4L4 + C
(
‖ρ1/2u˙‖2L2 + ‖Ht‖2L2
)
Φ(t)
+ C
(‖∇H‖4L2 + ‖∇u‖4L2) (Φ(t) + ‖Ht‖2L2)
(5.30) 3d17
Setting p = 3 in (
av96
5.14), and adding (
av96
5.14) multiplied by 2(2µ+ λ)(C¯4 + 1)/(3γ − 1) to
(
3d17
5.30), then multiplying the resulting inequality by t2, lead to
d
dt
(
t2‖ρ1/2u˙‖2L2 + t2‖Ht‖2L2 +
2(2µ + λ)(C¯4 + 1)
3γ − 1 t
2‖P‖3L3
)
+ t2‖∇u˙‖2L2 + t2‖∇Ht‖2L2 + t2‖P‖4L4
≤ C
(
t2‖ρ1/2u˙‖2L2 + t2‖Ht‖2L2
)
Φ(t)
+ Ct
(
‖ρ1/2u˙‖2L2 + ‖Ht‖2L2 + ‖P‖3L3
)
+ C
(
Φ(t) + ‖Ht‖2L2
)
(5.31) 3d18
where in the last inequality one has used (
3d9
5.22). This combined with Gronwall’s in-
equality, (
3d9
5.22), (
hv27
5.10) and (
av16
5.12), yields that
sup
1≤t<∞
t2
∫ (
ρ|u˙|2 + |Ht|2 + P 3
)
dx+
∫ ∞
1
t2
(‖∇u˙‖2L2 + ‖P‖4L4 + ‖∇Ht‖2L2) dt ≤ C,
(5.32) lvy9
which together with (
3d7
5.20), (
3d19
5.27) and (
3d9
5.22) that
sup
1≤t<∞
t2‖|H||∇H|‖2L2 ≤ C sup
1≤t<∞
t2‖∇2H‖2L2 ≤ C. (5.33) 3d21
Then, (
3d9
5.22), (
lvy9
5.32) and (
3d21
5.33) combined with (
hv18
5.9) gives (
lvy8
1.24) provided we show
that for m = 1, 2, · · · ,
sup
1≤t<∞
tm‖P‖m+1
Lm+1
+
∫ ∞
0
tm‖P‖m+2
Lm+2
dt ≤ C(m). (5.34) lvy10
Finally, we need only to prove (
lvy10
5.34). Since (
3d9
5.22) shows that (
lvy10
5.34) holds for m = 1,
we assume that (
lvy10
5.34) holds for m = n, that is,
sup
1≤t<∞
tn‖P‖n+1
Ln+1
+
∫ ∞
1
tn‖P‖n+2
Ln+2
dt ≤ C(n). (5.35) lvy16
38
Setting p = n+ 2 in (
vv2
5.13) and multiplying (
vv2
5.13) by tn+1 give
2(2µ + λ)
(n+ 2)γ − 1
(
tn+1‖P‖n+2
Ln+2
)
t
+ tn+1‖P‖n+3
Ln+3
≤ C(n)tn‖P‖n+2
Ln+2
+ C(n)tn+1‖P‖n+2
Ln+2
(‖F‖L∞ + ‖|H|2‖L∞) .
(5.36) zvo8
It follows from (
gn1
5.5)-(
gn2
5.6), (
hv19
5.7), (
3d9
5.22), (
lvy9
5.32) and (
3d21
5.33) that∫ ∞
1
(‖F‖L∞ + ‖|H|2‖L∞) dt
≤C
∫ ∞
1
‖∇F‖1/2
L2
‖∇F‖1/2
L6
dt+ C
∫ ∞
1
‖|H||∇H|‖1/2
L2
‖|H||∇H|‖1/2
L6
dt
≤C
∫ ∞
1
(
‖ρ1/2u˙‖L2 + ‖|H||∇H|‖L2
)1/2 (
‖ρ1/2u˙‖L6 + ‖|H||∇H|‖L6
)1/2
dt
≤C
∫ ∞
1
t−1/2 (‖u˙‖L6 + ‖H‖L∞‖∇H‖L6)1/2 dt
≤C
∫ ∞
1
t−1/2
(
‖∇u˙‖L2 + ‖H‖1/2L6 ‖∇H‖
1/2
L6
‖∇2H‖L2
)1/2
dt
≤C
∫ ∞
1
t−4/3dt+ C
∫ ∞
1
t2‖∇u˙‖2L2dt+C
∫ ∞
1
t−1/2t−1/8t−3/4dt
≤C
which, along with (
zvo8
5.36), (
lvy16
5.35), and Gronwall’s inequality, thus shows that (
lvy10
5.34) holds
for m = n+1. By induction, we obtain (
lvy10
5.34) and finish the proof of (
lvy8
1.24). The proof
of Theorem
thv
1.2 is completed.
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