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Abstract
The space of constructible functions form a dense subspace of the space of general-
ized valuations. In this note we prove a somewhat stronger property that the sequential
closure, taken sufficiently many (in fact, infinitely many) times, of the former space is
equal to the latter one. This stronger property is necessary for some applications in
[6].
1 Main results.
The main results of this note are Theorem 1.1 and Corollaries 1.2, 1.3 below. Corollary 1.2
says that the taken sufficiently (infinitely) many times sequential closure of constructible
functions inside the space of generalized valuations is equal to the whole space. Corollary
1.3 says, in particular, that if a sequentially continuous linear operator from generalized
valuations on a manifold with or without compact support to a Hausdorff linear topological
space vanishes on constructible functions, then it vanishes. Recall that a map between
two topological spaces is called sequentially continuous if it maps convergent sequences to
convergent ones. Notice that for non-metrizable topological spaces sequential continuity of
a map does not imply topological continuity.
The reason to write this note is to correct a mistake made by the author in [6], where it
was wrongly claimed that several operations, such as pull-back, push-forward, and product
on generalized valuations with given wave front sets are topologically continuous, while they
satisfy, in fact, only a weaker property of sequential continuity. This property comes from
the fact that operations of pull-back, push-forward, and product on generalized functions or
distributions with given wave front sets are only sequentially continuous in appropriate (so
called Ho¨rmander) topology, but not topologically continuous.1
∗Partially supported by ISF grant 1447/12.
1This fact was pointed out to the author by C. Brouder in September 2013. I am very grateful to him
for this remark.
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Let X be either smooth manifold or real analytic manifold. It will always be assumed to
be countable at infinity, i.e. X can be presented as a countable union of compact subsets.
We will denote by V ∞c (X) and V
∞(X) the space of smooth valuations on X with and
without compact support respectively. Also we denote by V −∞c (X) and V
−∞(X) the spaces
of generalized valuations with and without compact support respectively. We refer to [6] for
the definitions of all these spaces and their topologies (see also [5]).
Furthermore, by the abuse of notation, for a smooth manifold X we denote by F(X)
the linear span of indicator functions of compact submanifolds with corners; while for a real
analytic X we denote by F(X) the space of so called C-valued constuctible functions. Let
us remind the definition of this notion following [4].
We refer to §8.2 in [9] for the definition and basic properties of subanalytic sets (see also
Section 1.2 in [4]). An integer valued function f : X → Z on a real analytic manifold is
called constructible if it satisfies:
1) for every m ∈ Z the set f−1(m) is subanalytic;
2) the family of sets {f−1(m)}m∈Z is locally finite.
Now a C-valued function f : X → C is called constructible if f is a finite linear combina-
tion with C-coefficients of integer valued constructible (in the above sense) functions.
Furthermore, for a closed subset Z ⊂ X we denote by FZ(X) one of the following:
(1) if X is a smooth manifold, then FZ(X) is the C-linear span of indicator functions of
compact submanifolds P ⊂ X with corners such that P ⊂ Z;
2) if X is a real analytic manifold, then FZ(X) is the subspace of C-valued constructible
functions supported in Z.
In order to formulate the main results let us remind the notion of sequential closure of
transfinite order of a set. This notion was already known to S. Banach, see p. 213 in his
classical book [8]. Let X be a topological space. Let A ⊂ X be a subset. A sequential
closure of A is defined by
scl(A) = {x ∈ X | ∃ sequence {ai} ⊂ A, ai → x}.
It is clear that A ⊂ scl(A), and if X is a linear topological space and A ⊂ X is a linear
subspace then scl(A) is a linear subspace. In general, if X is not metrizable, scl(A) may
not be closed or even sequentially closed, i.e. scl(scl(A)) 6= scl(A). We can repeat the
procedure of taking sequential closure any number of times, even any infinite number of
times corresponding to any ordinal. More precisely, for any ordinal η one can define by
transfinite induction the subset sclη(A) as follows:
• if η = 0 then scl0(A) = A;
• if η = ξ + 1 then sclη(A) = scl(sclξ(A));
• if η is a limit ordinal then sclη(A) = ∪ξ<ηscl
ξ(A).
Furthermore there exists an ordinal η such that for any η′ > η one has sclη
′
(A) = sclη(A).
We will denote the latter subset by scl∗(A). It is also clear that scl∗(A) is sequentially closed,
i.e. scl(scl∗(A)) = scl∗(A). Clearly if X is a linear topological space and A ⊂ X is a linear
subspace then sclη(A) is a linear subspace for any η.
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Here is the first main result, where for a compact subset Z ⊂ X we denote by V −∞Z (X)
the space of generalized valuations with support contained in Z.
1.1 Theorem. Let X be either real analytic or smooth manifold countable at infinity. Let
Z1 ⊂ X be a compact subset. Let Z2 be a compact neighborhood of Z1. Then in the above
notation the subspace scl∗(FZ2(X)) ⊂ V
−∞
c (X) contains V
−∞
Z1
(X).
Let us deduce two immediate corollaries.
1.2 Corollary. Let X be either real analytic or smooth manifold countable at infinity. Then
in the above notation scl∗(F(X)) = V −∞(X).
Proof of Corollary 1.2. By Theorem 1.1 scl∗(F(X)) contains V −∞c (X). But V
−∞
c (X)
is sequentially dense in V −∞(X) since X is assumed to be countable at infinity. Q.E.D.
1.3 Corollary. Let X be either real analytic or smooth manifold countable at infinity. Let
R : V −∞(X)(resp. V −∞c (X)) → E be a linear operator into a Hausdorff topological vector
space E. Assume that R is sequentially continuous, i.e. R maps convergent sequences in
V −∞(X)(resp. V −∞c (X)) to convergent sequences in E. Let L ⊂ E be a sequentially closed
subset.2 Then if R(F(X)) ⊂ L then the whole image of R is contained in L. In particular
if R(F(X)) = 0 then R ≡ 0.
Proof. By transfinite induction R(scl∗(F(X))) ⊂ L. In all cases (smooth or real analytic
X , compact or non-compact support) scl∗(F(X)) is equal to the whole space. Q.E.D.
2 Proofs.
The two cases of real analytic and smooth manifold X are almost identical and will be
treated simultaneously.
2.1 Lemma. Let σ be an infinitely smooth measure on a vector space V . Let A ∈ K∞(V ).
Then K 7→ σ(K + A) is a smooth valuation.
Proof. Consider the map
p : V × P+(V
∗)× [0, 1]→ V
given by (x, n, t) = x+ t∇hA(n), where hA : V
∗ → R is the supporting functional of A. Since
hA is 1-homogeneous, its gradient ∇hA is 0-homogeneous, and hence considered as a map
∇hA : P+(V
∗)→ V . Since A ∈ K∞(V ) the latter map is infinitely smooth.
We may and will assume that 0 ∈ int(A); the general case reduces to this one by a
translation. In this case the restriction of p to N(K) × [0, 1] is a homeomorphism onto the
closure of (K + A)\K. Hence
σ(K + A) = σ(K) +
∫
N(K)×[0,1]
p∗σ. (2.1)
2
L ⊂ E is called sequentially closed if for any converging in E sequence {xi}∞i=1 ⊂ L its limit belongs to
L; equivalently scl(L) = L. Clearly any closed subset is sequentially closed, but the converse is not true in
general.
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Let q : V × P+(V
∗)× [0, 1]→ V × P+(V
∗) is the obvious projection. Then by (2.1) we have
σ(K + A) = σ(K) +
∫
N(K)
q∗p
∗σ.
Obviously q∗p
∗σ is a smooth (dimV − 1)-form on V × P+(V
∗). This proves the lemma.
2.2 Lemma. Let Z1 ⊂ V be a compact set, and Z2 be a compact neighborhood of Z1. Let σ
be a smooth measure with supp(σ) ⊂ Z1. Let A ∈ K
∞
an(V ) such that Z1 −A ⊂ Z2. Then
(1) one has
σ(•+ A) =
∫
1lx−A · dσ(x) (2.2)
as generalized valuations;
(2) σ(•+ A) belongs to V ∞Z2 (V ) ∩ scl
∗(FZ2(V )).
Proof. First notice that σ(•+ A) is a smooth valuation by Lemma 2.1.
To prove part (1) it suffices to apply both sides to an arbitrary smooth compactly sup-
ported valuation and to prove that the result is the same. It suffices to apply them to such
valuations of the form η = ω(•+B) where ω is a smooth compactly supported measure, and
B ∈ K∞(V ).
Apply the left hand side of (2.2) to η:
< σ(•+ A), η >= (σ ⊠ ω)(∆(V ) + (A×B))
Fubini
=∫
dσ(x)ω(x− A+B).
Apply the right hand side of (2.2) to η:
<
∫
dσ(x)1lx−A, η >=
∫
dσ · η(x− A) =
∫
dσ · ω(x−A +B) =
< σ(•+ A), η > .
Thus part (1) is proved.
It remains to show that σ(•+ A) ∈ scl∗(FZ2(V )). We use the equality (2.2) and replace
the integral in the right hand side by a Riemann sum corresponding to a subdivision of
V whose diameter will tend to 0. Let us show that these Riemann sums converge to the
integral in the weak topology on V −∞(V ). Let {CNi }
∞
N=1 be a sequence of subdivisions
whose diameter tends to 0 as N →∞. Choose a point xNi ∈ C
N
i . Apply the corresponding
Riemann sum to η:
<
∑
i
σ(CNi )1lxNi −A, η >=
∑
i
σ(CNi )η(x
N
i −A) →
N→∞
∫
dσ(x)η(x− A) =
<
∫
dσ(x)1lx−A, η >,
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where we have applied the fact that continuous scalar valued functions are Riemann inte-
grable, to the function [x 7→ η(x − A)]. It only remains to notice that i-th Riemann sum
belongs to FZ2(V ) for i≫ 1.Q.E.D.
2.3 Lemma. Let Z1 ⊂ V be a compact set, and Z2 be a compact neighborhood of Z1. Let
A1, A2 ∈ K
∞
an(V ) such that Z1 − A1 ⊂ Z2. Let σ1, σ2 be smooth measures on V such that
supp(σ1) ⊂ Z1. Let φi := σi(•+ Ai), i = 1, 2. Then
φ1 · φ2 ∈ V
∞
Z2
(V ) ∩ scl∗(FZ2(V )).
Proof. First let us show that in the space V −∞(V )
φ1 · φ2 =
∫ ∫
dσ1(x)dσ2(y)1l(x−A1)∩(y−A2), (2.3)
where the integral is understood in the sense the limit of Riemann sums converging in
the weak topology. Again we have to show that if we apply the two sides on the same
η ∈ V ∞c (V ) then we get the same result. It suffices to choose η of the form η = ω(• + C),
where C ∈ K∞(V ), and ω is a smooth compactly supported measure on V . Applying the
right hand side of (2.3) on such η we get
<
∫ ∫
dσ1(x)dσ2(y)1l(x−A1)∩(y−A2), η >= (2.4)∫ ∫
dσ1(x)dσ2(y)η((x− A1) ∩ (y − A2)) = (2.5)∫ ∫
dσ1(x)dσ2(y)ω ([(x−A1) ∩ (y −A2)] + C) . (2.6)
Now let us apply to η the left hand side of (2.3) (in the computation ∆ is the diagonal
map V → V × V × V given by x 7→ (x, x, x)):
< φ1 · φ2, η >= (φ1 · φ2 · η)(V ) = (2.7)
(σ1 ⊠ σ2 ⊠ ω)(∆(V ) + (A1 × A2 × C))
Fubini
= (2.8)∫ ∫
dσ1(x)dσ2(y)ω([(x−A1) ∩ (y −A2)] + C) = (2.6). (2.9)
Thus equality (2.3) is proven. It remains to show that the right hand side of (2.3) belongs
to scl∗(FZ2(V )). To do that, we will approximate the double integral by Riemann sums
belonging to FZ2(V ) which converge to the double integral in the weak topology on V
−∞(V ).
Consider a sequence {CNi }
∞
N=1 of subdivisions of V with diameter tending to 0 as N →∞.
Choose a point xNi ∈ C
N
i . For the corresponding Riemann sum
<
∑
i,j
σ1(C
N
i )σ2(C
N
j )1l(xNi −A1)∩(xNj −A2), η >= (2.10)
∑
i,j
σ1(C
N
i )σ2(C
N
j )η((x
N
i − A1) ∩ (x
N
j −A2)). (2.11)
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Similarly for the double integral we have
<
∫ ∫
dσ1(x)dσ2(y)1l(x−A1)∩(y−A2), η >= (2.12)∫ ∫
dσ1(x)dσ2(y) · η((x− A1) ∩ (y − A2)). (2.13)
We see that (2.11) is a Riemann sum for (2.13), and we have to show that the former
converges to the latter. In other words we have to show that the function V × V → R given
by (x, y) 7→ η((x−A1) ∩ (y −A2)) is Riemann integrable.
Notice that the above function does not have to be continuous. But obviously this
function is bounded. By the Lebesgue criterion of Riemann integrability (see e.g. [12],
Section 11.1) it suffices to show that the above function is continuous almost everywhere.
For that it suffices to prove that the function Ξ: V × V → K(V ) ∪ {∅} given by Ξ(x, y) =
(x−A1) ∩ (y −A2) is continuous almost every where is the Hausdorff metric on K(V ).
To prove the last statement let us consider a closed convex set M ⊂ V × V × V defined
by
M := {(x, y, z)| x− z ∈ A1, y − z ∈ A2}.
Let q : V × V × V → V × V be the projection onto the first two copies of V . Then clearly
q−1(x, y) ∩M = (x− A1) ∩ (y − A2) = Ξ(x, y),
and the restriction of q to M is proper. Applying Theorem 1.8.8 of [11], it follows that Ξ is
continuous outside of the boundary of the set
Ξ(M) = {(x, y)|(x− A1) ∩ (y − A2) 6= ∅} = {(x, y)|x− y ∈ A1 −A2}.
From this description it is clear that Ξ(M) is a closed convex set. Its boundary always
has Lebesgue measure zero. Finally let us notice that N -th Riemann sum belongs to FZ2(V )
for N ≫ 1. Q.E.D.
2.4 Lemma. Let Z1 ⊂ V be a compact domain with infinitely smooth boundary, and Z2
be a compact neighborhood of Z1. The image of W
∞
i,Z1
∩ scl∗(FZ2(V )) in W
∞
i,Z1
/W∞i+1,Z1 ≃
C∞Z1(V, V al
∞
i (V ))
3 is a dense linear subspace.
Proof. Let us fix A ∈ K∞an(V ). Let φ
′
ε(K) := vol(K + εA). Define
φ(K) :=
i!
n!
dn−i
dεn−i
∣∣
ε=0
φ′ε(K) = V (K[i], A[n− i]).
Clearly φ ∈ W∞i . Now let ψ = ω(• + B), where B ∈ K
∞
an(V ) such that 0 ∈ B, and ω is a
smooth compactly supported measure on V such that supp(ω)+B ⊂ Z1. Thus supp(ψ) ⊂ Z1.
By Lemma 2.3 for small ε > 0
ψ · φ′ε ∈ V
∞
Z1
(V ) ∩ scl∗(FZ2(V )).
3This canonical isomorphism was proved in Lemma 5.1.3(1) of [4].
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Hence also ψ · φ ∈ V ∞Z1 (V ) ∩ scl
∗(FZ2(V )). But since φ ∈ W
∞
i and V
∞(V ) ·W∞i ⊂W
∞
i , we
deduce that
φ · ψ ∈ W∞i,Z1 ∩ scl
∗(FZ2(V )). (2.14)
Next let us compute the image of this valuation in C∞Z1(V, V al
∞
i (V )). We have
(φ · ψ)(K) =
i!
n!
dn−i
dεn−i
|ε=0(ω ⊠ vol)(∆(K) + (B × εA)).
For any valuation ξ ∈ W∞i , K ∈ K(V ), x ∈ V one has
ξ(x+ λK) = O(λi) as λ→ +0;
this was the definition of W∞i in [3], beginning of Section 3 (where it was denoted by Wi).
For such a ξ, its image ξ¯ in W∞i /W
∞
i+1 = C
∞(V, V al∞i (V )) is computed as follows:
(ξ¯(x))(K) = lim
λ→+0
1
λi
ξ(x+ λK).
The limit necessarily exists and the map ξ¯ takes values in V al∞i (V ).
For ξ = φ · ψ as above we have
φ · ψ(x)(K) =
1
n!
∂n
∂λi∂εn−i
∣∣
λ=ε=0
(ω ⊠ vol)(∆(λK + x) + (B × εA)) = (2.15)
1
n!
∂n
∂λi∂εn−i
∣∣
λ=ε=0
(ω ⊠ vol)(∆(λK) + ((x+B)× (x+ εA))) = (2.16)
1
n!
∂n
∂λi∂εn−i
∣∣
λ=ε=0
((T−x)∗ω ⊠ vol)(∆(λK) + (B × εA)), (2.17)
where (T−x)∗ denotes the push-forward on measures under the shift by −x, namely [y 7→
y − x]. We will need a lemma.
2.5 Lemma. Let σ be a smooth measure on an n-dimensional vector space V . Let A,B,K ∈
K(V ). Define the function of (λ, ε) ∈ [0,∞)2 by
Fσ(λ, ε) := (σ ⊠ vol)(∆(λK) + (B × εA)).
Then the following holds:
(1) Fσ ∈ C
∞([0,∞)2).
(2) For 0 ≤ i ≤ n define
hσ,i(λ) :=
i!
n!
∂n−i
∂εn−i
∣∣
ε=0
Fσ(λ, ε).
Then hσ,i(λ) = O(λ
i) as λ→ +0.
(3) lim
λ→+0
hσ,i(λ)
λi
= σ(B) · V (K[i], A[n− i]).
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Let us postpone the proof of Lemma 2.5 and finish the proof of Lemma 2.4. By Lemma
2.5 and (2.17) we have
φ · ψ(x)(K) = ω((T−x)∗B) · V (K[i], A[n− i]) = ω(x+B) · V (K[i], A[n− i]).
To summarize, we have proven so far the following: any smooth V al∞i (V )-valued function
on V of the form
x 7→ ω(x+B) · V (•[i], A[n− i]),
belongs to the image of W∞i,Z1 ∩ scl
∗(FZ2(V )) in W
∞
i,Z1
/W∞i+1,Z1, where A,B ∈ K
∞(V ) such
that 0 ∈ B, and ω is a smooth measure on V such that supp(ω) +B ⊂ Z1. Now let us show
that the closure of such functions in the usual Fre´chet topology on C∞Z1(V, V al
∞
i (V )) is equal
to the whole space.
Let B be the unit Euclidean ball in V . For any l ∈ N the function
ω(x+ 1
l
B)
vol( 1
l
B)
·V (•[i], A[n−i])
belongs to the image of W∞i ∩ scl
∗(FZ2(V )). However obviously
ω(x+ 1
l
B)
vol(1
l
B)
→
ω
vol
(x) in C∞Z1(V ).
This implies that for any smooth function h : V → C, any A ∈ K∞(V ) with supp(h) ⊂
int(Z1) the function
[x 7→ h(x) · V (•[i], A[n− i])] (2.18)
belongs to the closure of the image of W∞i,Z1 ∩ scl
∗(FZ2(V )). Since i-homogeneous mixed
volumes are dense in V al∞i (V ) by [2] we deduce that for any h ∈ C
∞
Z1
(V ) and any µ ∈
V al∞i (V ) the V al
∞
i (V )-valued function h ⊗ µ lies in the closure of the image of W
∞
i,Z1
∩
scl∗(FZ2(V )) (here it is the only place where we have used that the boundary of Z1 is
smooth). But linear combinations of such elements are dense in C∞Z1(V, V al
∞
i (V )). Q.E.D.
2.6 Lemma. Let X be a smooth manifold and Z ⊂ X be a compact subset. Let Z ′ ⊂ X be
a compact neighborhood of Z. Then for any element ψ ∈ V −∞Z (X) there exists a sequence
of elements from V ∞Z′ (X) converging to ψ in the topology of V
−∞
c (X) (or equivalently in the
weak topology on V −∞(X)).
Proof. Step 1. Let us prove the statement for X = Rn. For let us choose a sequence
{µi} of smooth non-negative compactly supported measures on the Lie group Aff(R
n) of
affine transformations of Rn such that
∫
Aff(Rn)
µi = 1 and supp{µi} → {id} in Hausdorff
metric on Aff(Rn). Define
ψi :=
∫
g∈Aff(Rn)
g∗(ψ) · dµi(g).
In the proof of Lemma 8.2 in [7] it was shown that ψi ∈ V
∞(X) for all i and ψi → ψ in
V −∞(X). It is also clear that for i≫ 1 one has supp(ψi) ⊂ Z
′. This implies the lemma for
X = Rn.
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Step 2. Assume now that X is a general manifold. Let us choose a finite open covering
{Vα}α of Z and open subsets Uα such that Vα ⊂ Uα ⊂ Z
′, the closures U¯α are compact and
are contained in the interior of Z ′, and there exist diffeomorphisms Uα→˜R
n.
Let us choose a partition of unity in valuations subordinate to the covering {Vα}α ∪
{X\Z}; we denote it by {ξα}α∪{ξ} where supp(ξα) ⊂ Vα, supp (ξ) ⊂ X\Z, and
∑
α ξα+ξ =
χ, where χ is the Euler characteristic. Such partition of unity exists by [4], Proposition 6.2.1.
Since supp(ψ) ⊂ Z we have
ψ =
∑
α
ψ · ξα.
Since ψ · ξα has compact support contained in Uα and Uα ≃ R
n, Step 1 implies that that
there exists a sequence {ψα,i}i ⊂ V
∞
U¯α
(X) converging to ψ · ξα in the topology of V
−∞(X) as
i→∞. Then the sequence
ψi :=
∑
α
ψα,i
satisfies the proposition. Q.E.D.
Proof of the main result. We have to show that V −∞Z1 (X) ⊂ scl
∗(FZ2(X)) for a
smooth manifold X . Let us fix a compact neighborhood Z ′1 of Z1 with infinitely smooth
boundary contained in the interior of Z2. By Lemma 2.6 for every element of V
−∞
Z1
(X) there
exists a sequence of elements of V ∞
Z′
1
(X) converging to this element in the weak topology on
V −∞(X). Hence it suffices to show that
V ∞Z′
1
(X) ⊂ scl∗(FZ2(X)). (2.19)
Notice that V ∞Z′
1
(X)∩scl∗(FZ2(X)) is a closed subspace of V
∞
Z′
1
(X) since V ∞Z′
1
(X) is metrizable.
First let us prove (2.19) for X being a vector space. If this is not true then there
exists a unique integer 0 ≤ i ≤ n such that W∞i+1,Z′
1
∩ scl∗(FZ2(X)) = W
∞
i+1,Z′
1
and W∞i,Z′
1
∩
scl∗(FZ2(X)) 6= W
∞
i,Z′
1
. In this case the image of W∞i,Z′
1
∩ scl∗(FZ2(X)) in W
∞
i,Z′
1
/W∞i+1,Z′
1
is a
closed subspace. However by Lemma 2.4 this image is dense. Hence W∞i,Z′
1
∩ scl∗(FZ2(X)) =
W∞i,Z′
1
which is a contradiction. This proves (2.19) when X is a vector space.
Let us prove (2.19) for a general manifold X . Let us fix a finite open covering {Uα} of
Z ′1 such that the closures U¯α ⊂ int(Z2) and each Uα is analytically diffeomorphic to R
n. By
Proposition 6.2.1 of [4] one can construct a partition of unity in valuations subordinate to this
covering, namely there exist valuations {φα} such that supp(φα) ⊂ Uα and in a neighborhood
of Z ′1 one has
∑
α φα = χ (here χ is the Euler characteristic). Any ψ ∈ V
∞
Z′
1
(X) can be written
ψ =
∑
α φα · ψ. Let us choose compact sets Zα,2 ⊂ Uα such that supp(φα) ⊂ int(Zα,2) and
Zα,2 ⊂ Z2. As we have shown for a vector space,
φα · ψ ∈ scl
∗(FZα,2(Uα)).
But obviously scl∗(FZα,2(Uα)) ⊂ scl
∗(FZ2(X)). Hence ψ ∈ scl
∗(FZ2(X)). Q.E.D.
Proof of Lemma 2.5. (1) This was proved in [1] in a more general form.
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(2) We have
Fσ(λ, ε) =
∫
y∈λK+εA
σ([λK ∩ (y − εA)] +B)dvol(y). (2.20)
Obviously there exists a constant C such that for any λ, ε ∈ [0, 1]
|σ([λK ∩ (y − εA)] +B)| ≤ C.
Hence for λ, ε ∈ [0, 1] one has
|Fσ(λ, ε)| ≤ Cvol(λK + εA) =
n∑
j=0
Cjε
jλn−j,
where Cj are some constants. This implies that the Taylor expansion of Fσ at (0, 0) does
not contain monomials εaλb with a+ b < n. This implies part (2) of the lemma.
(3) It was shown (in a more general form) in [1] that if a sequence {σN} ⊂ C
∞ converges
to σ in C∞ (i.e. uniformly on compact subsets of V with all derivatives) then
FσN → Fσ in C
∞([0,∞)2) as N →∞.
Hence to prove part (3) of the lemma it suffices to assume that σ has a polynomial density
on V . We may and will assume that
σ = Pdvol,
where P is a homogeneous polynomial of certain degree d. Define the function
Φ(λ, ε, δ) := σ(∆(λK) + (δB × εA)), λ, ε ≥ 0.
By [10] (see also [1]) this function Φ is a polynomial in λ, ε, δ ≥ 0. Obviously it is homoge-
neous of degree d+ 2n. Let us write it
Φ(λ, ε, δ) =
∑
p,q,r
Φpqrλ
pεqδr,
where p, q, r must satisfy
p+ q + r = d+ 2n. (2.21)
Furthermore Fσ(λ, ε) = Φ(λ, ε, 1) is a polynomial, hence let us write it
Fσ =
∑
p,q
Fpqλ
pεq.
For the quantity we have to compute we clearly have
lim
λ→+0
hσ,i(λ)
λi
=
(
n
i
)−1
Fi,n−i. (2.22)
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The identity Fσ(λ, ε) = Φ(λ, ε, 1) immediately implies
Fi,n−i = Φi,n−i,d+n. (2.23)
To compute the last expression, let us write
Φ(λ, ε, δ) =
∫
y∈λK+εA
σ([λK ∩ (y − εA)] + δB)dvol(y) =
∫
y∈λK+εA
(
δd+nσ(B) + ( lower degree terms in δ)
)
dvol(y) =
σ(B) · vol(λK + εA) · δd+n + ( lower degree terms in δ).
This immediately implies that
Φi,n−i,d+n =
(
n
i
)
σ(B)V (K[i], A[n− i]). (2.24)
Lemma follows from (2.22)-(2.24). Q.E.D.
Let V −∞c (X) denote the space of compactly supported generalized valuations. In Part
IV we have defined the topology on this space as follows. For a closed subset S ⊂ X denote
by V −∞S (X) the subspace of generalized valuations with support in S. Let us equip V
−∞
S (X)
with the weak topology induced from V −∞(X). Then clearly
V −∞c (X) = lim
−→
S compact
V −∞S (X)
as a vector space. Let us equip V −∞c (X) with the topology of inductive limit. Clearly this
inductive limit is strict, namely if S1 ⊂ S2 then V
−∞
S1
(X) is closed in V −∞S2 (X). Moreover
this limit can be taken to be countable if we take it over a sequence of compact subsets
exhausting X . Let us denote this topology of inductive limit on V −∞c (X) by ω.
Next we have a perfect paring
V −∞c (X)× V
∞(X)→ C (2.25)
given by (φ, ψ) 7→
∫
X
φ · ψ. It is easy to see that this bilinear map is separately continuous.
2.7 Claim. The induced map
V −∞c (X)→ (V
∞(X))∗
is an isomorphism of vector spaces.
Under this identification, let us denote by σ the weak topology on V −∞c (X) ≃ (V
∞(X))∗.
2.8 Proposition. The topologies ω and σ on V −∞c (X) coincide.
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Proof. Since the paring (2.25) is separately continuous when V −∞c (X) is equipped with
topology ω, it follows that ω is finer than σ. Now let us show that σ is finer that ω. We
have to show that the identity map
(V −∞c (X), ω)→ (V
−∞
c (X), σ)
is continuous. Equivalently, one has to show that for any compact subset S ⊂ X the inclusion
map
(V −∞S (X), σ)→ (V
−∞
c (X), σ)
is continuous. But this is obvious. Q.E.D.
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