Context: Recently, research community of certain domain showing their eagerness towards the use of social media networks to gain constructive knowledge in decision making and automation, such as aid to perform software development activities, crypto-currencies usage, network community detection and recommendation and so on. Recently, besides other domains of eHealth, the use of social media and big data analytics has become hot topic to predict the patient of mental illness involved in either depression, schizophrenia, eating disorders, anxiety or addictive behaviors. Problem: Traditional methods either need enough historic data or to keep the regular monitoring on patient activities for identification of a patient associated with a mental illness disease. Method: In order to address this issue, we propose a methodology to classify the patients associated with chronic mental illness diseases (i.e. Anxiety, Depression, Bipolar, and ADHD (Attention Deficit Hyperactivity Disorder) based on the data extracted from the Reddit, a wellknown network community platform. The proposed method is employed through Co-training (type of semisupervised learning approach) technique by incorporating the discriminative power of widely used classifiers namely Random Forrest (RF), Support Vector Machine (SVM), and Naïve Bayes (NB). We used Reddit API to download posts and top five associated comments for construction of a feature space. Results: The experimental results indicate the effectiveness of Co-training based classification rather than the state of the art classifiers by a margin of 3% on average in par with every state of art technique. In future, the proposed method could be employed to investigate any classification problem of any domain by extracting date from the social media.
I. INTRODUCTION
According to World Mental Health (WMH) survey report, trillions of people world-wide suffer from mental disorders. Considering the survey report statistics, mental disorders such as anxiety disorder, mood disorder, impulse control disorder, psychotic disorder, addiction disorder and personality disorder, are becoming common day by day. Both in developed and developing countries, 25% of the world's population is suffering from mental illness [1] .
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There are a lot of improvements in the field of medical science but still people are suffering from mental health issues, as it is considered a taboo subject. For example, Depression is the most common class of mental disorder that physically affects a person, causing severe headaches, eating disorders and deprivation of sleep. Usually the diagnosis involves report either by the person having the illness or by some close family members or friends. However, due to certain emotions and feelings the individual going through such mental health issues remain close by themselves. Furthermore, as the volume of the data related to mental health is growing so, there is need for improvement in diagnostic analysis and VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ classification in order to better understand the accumulation of patient's data. According to authors report [2] , young people are more open to talk about their mental health issues over the social platforms. Over the years there had been a significant improvement in the field of Machine Learning (ML) in order to solve real problems or for introduction of automated system. Recently, ML is rapidly becoming popular for diagnosis of mental health issues due to the vast amount of data available on social media platforms [3] . Reddit is an American social news, web substance rating, and dialog site. Enlisted individuals submit substance to the site, for example, joins, content posts, and pictures, which are then voted up or down different individuals. Posts are composed by subject into members made boards called ''sub-reddits'', which spread an assortment of points including news, science, motion pictures, computer games, music, books, wellness, nourishment, and picture sharing. Entries with additional up-votes show up towards the highest point of their sub-reddit and, on the off chance they get enough upvotes, eventually on the site's first page.
Our approach focuses on the tools for extraction of indicators of mental illness from the words that are being used in the post by an individual. In our work we are going to target a social platform ''Reddit'' in order to scrape the posts from the clinical sub-reddits mainly for mental disorder such as Depression, Anxiety, Bipolar and ADHD. Subsequently, our model is trained for the classification of upcoming posts based on the previous learned data.
Our propose methodology is employed by leveraging the abilities of C-training algorithm. It is a semi-supervised learning method which needs two views of the data. Further, it work on assumption which are related to two different set of features give complementary information about the instances. Normally, two views are created which worked conditionally independent which mean that the two feature space of each instance is conditionally independent for the given class. Moreover, each view is adequate to predict a class correctly. In Co-training technique, firstly each classifier is learned separately for each view by using the labeled examples. The most confident predictions of each classifier on the unlabeled data are then used to iteratively construct additional labeled training data. In our work we are going to use Co-training in order to improve the classification accuracy of the stateof-the-art classification models used in the target research domain.
The rest of the paper is organized as follows: section 2 presents an overview of the approaches used for the classification of data. Section 3 discusses about Co-training. Section 4 describes the proposed methodology. In section 5, we describe our results and made discussion. Finally, in section 6, we present the conclusion of proposed study.
II. RELATED WORK
Most studies that used natural language in order to predict mental illnesses focus on the words that overlap with the symptoms of that mental illness. In [4] , [5] , the author predicted future mental illness based on the posts from an individual's post on Reddit, by gathering the posts from clinical sub-reddits and then classifying them to the corresponding mental illness. After gathering the posts, clustering was applied on those posts to find the markers of mental illnesses present in their everyday spoken language. Finally they took posts from the same users before they posted in clinical subreddits. To some extent, they showed that it is possible to predict the future mental illness of an individual, on the basis of their posts on social media.
Reference [6] Predicted the severity of depression by using the text present in the status update of an individual on Facebook. They trained their model on the basis of the posts of depressed Individual and gave a score for depression with respect to certain posts. In reference [7] , authors used selfidentifying statements such as ''I was depressed'' from twitter to train the model and then predicted the depression on the basis of extracted statements. Reference [8] predicted mental health and well-being based on the clinical sub-reddits on Reddit, an individual is subscribed to using a logistic regression model. In study [9] , the authors predicted depression and PTSD from the individual's posts of twitter, which had particular language markers for mental illnesses. The result of all these studies shows that we can predict mental illnesses from posts, posted on social network platforms, containing the markers for those mental illnesses.
In study [10] , the authors have used semi-supervised learning to train the text data. They improved the classification of text data using Support Vector Machine (SVM) on labeled and unlabeled data, the unlabeled data was labeled with the help of expert opinion but since unlabeled data is in huge amount so they proposed a methodology which selects a batch of informative data to be labeled and then that data is labeled by experts. It took less effort and maintains the accuracy of the model. In [11] , the authors showed four state-of-the-art feature selection models, then applied most commonly used models for the text classification: Nearest Neighbor (NN), Naïve Bayes (NB), Decision Tree (DT), Neural Networks and SVM. According to their survey SVM works best in most cases for text classification.
In study [12] , authors used Deep Beliefs Networks (DBN) and Soft-max Regression. As the text data contains sparse high dimensionality feature matrices, so to solve this issue the authors used DBN for extraction of features, followed by a Soft-max Regression for classification of the data from learned feature space. Furthermore a Limited-memory, Broyden-Fletcher-Goldfarb-Shanno Algorithm was used for optimizing the parameter of the system model. Their results were better than SVM and NN.
In study [13] , authors predicted the origin of death from autopsy reports, which were in the form of text. They gathered the autopsy reports, belonging to 8 different reasons of death, applied preprocessing, feature extraction, feature selection and created a feature space containing 43 features per report. Subsequently, authors have used different state-of-the-art text classifications models such as SVM, NN, NB, and Random Forest (RF). Finally, authors reported the SVM as an outperformed classifier as compared to others.
In study [14] , authors have applied, Hybrid Association Classification (HAC) with NB for classification of text data. HAC performed very well with the text classification. However, the main issue was a large number of classification procedures and pruning techniques that might remove vital information for classification. Consequently, the authors combined HAC with NB in order to reduce the number of classification rules, they used several datasets for classification and proved that HAC produce less classification rules and gives stable efficacy in terms of Accuracy and F-measure.
In study [15] , authors have conducted a study to compares the performance of different approaches for automatic classification of text. Authors used 5 lexicon based algorithms and 5 machine learning algorithms on the target datasets. The dataset comprised of 41 major social media platforms with various sample size and different languages. For market based research, SVM and LIWC (Linguistic Inquiry and Word Count) out-performed every other algorithm. For human intuition, RF or NB performed better than others. Authors concluded that NB or RF are not so far back in the market based research, so they can be modified in order to perform well on the dataset.
Given the above studies, we can conclude that SVM, NB and Random Forest perform better for classification of text. It mainly depends on the characteristics of a Dataset which is under study. Most of the studies used simple SVM or SVM with some modification in order to get better classification accuracy. Similarly, for RF it can be inferred that it is very good for multi-class classification and NB also works well with the dataset of small sample sizes. Hence, the Machine learning approaches outperform the lexiconbased algorithms. Furthermore, it can be noticed that feature extraction and feature selection techniques can help improve the classification accuracy.
III. CO-TRAINING
Previously, it has been reported that labeled and structured data is less available rather than unlabeled and unstructured data. In 1998, Avrim Blum and Tom Mitchell present a concept for a new type of learning. They gave the idea that if we train two weak classifiers on the less available labeled data and later try to label the unlabeled data based on the predictions from those weak classifier, then we get samples from both weak classifiers having high confidence. Subsequently, we place these samples in labeled dataset and after labeling them to train the weak classifiers again on the newly labeled dataset to improve the performance of those weak classifiers. Co-training only works if both of the views (i.e., labeled data and unlabeled data) are conditionally independent (i.e., the two feature space of each instance are conditionally independent of the given class) and each view is adequate (i.e., an instance's class can be accurately predicted with respect to view).
In our work, we use the Co-training algorithm in order to enhance the classification accuracy. In study [16] , authors present an algorithm for Co-training, which work as follow.
Pseudo code for Co-training Technique Given: The main objective of proposed methodology is to classify the mental illnesses, based on the training data from the posts on clinical sub-reddits. We employed the proposed methodology with four of the sub-reddits for training of our model. The four sub-reddits include ADHD, Depression, Bipolar and Anxiety. We construct three different models by leveraging the discriminative power of SVM, NB and RF for the employment of target classification problem. Firstly, we construct model by leveraging the Co-training technique with base level classifiers. Secondly, we compare constructed models with base level classifiers. The words of different clinical sub-reddits will be sufficient enough for accurate classification [17] - [19] . In each experiment, we divided the dataset in 80-20 percent split for training and testing data respectively. Model fitted on training data was generalized on never seen before test data. Fig. 1 depict the graphical view of our model. The description of each phase of proposed approach is as follows.
A. DATA ACQUISITION
The first phase of the proposed methodology is data acquisition. We use python (API) for Reddit, PRAW in order to download the top 1000 posts from each of the following sub-reddits such as r/Depression, r/Anxiety, r/ADHD and r/Bipolar. Some of the posts were deleted by the users in the sub-reddit, so the overall number of posts count goes up to 3922. Furthermore, we also download the top 5 comments per post and save them in a separate file.
B. DATA PREPROCESSING
The second phase of the proposed methodology is data preprocessing. Data preprocessing employs several activities, such as: • First activity is the removal of the blank rows or null data from the dataset.
• Second activity is changing all the text data to lower case, it is necessary because of the uncertainty that the same two words can be considered different. For example the word 'dog' and word 'Dog' will be considered two different words.
• Third activity is tokenization. It is a process of creating words from sentences where each sentence in dataset will be broken down into words.
• Fourth activity is removal of stop words. In this process we remove those words which are very commonly used, carry no information and have a large number of frequency such as; is, the, are, etc., we remove these words because they can negatively affect the creation of representative feature vectors and yield to reduce the classification accuracy.
• Fifth activity is Stemming or Lemmatization. In this process, root for each word is generated and words with same conceptual meanings are grouped together. This is done to reduce the number of words.
• The final activity of data processing is the removal of non-alphabetic characters.
C. FEATURE EXTRACTION / SELECTION
Third phase of the proposed methodology is the feature extraction and selection. This step involves three activities i.e. Feature extraction using TF-IDF words factorization, feature selection and 80-20 split for training and testing. We used Term Frequency-Inverse Document Frequency (TF-IDF) to extract the features from the pre-processed data. This process can be split into two parts. In the first part the Term Frequencies (TF) are calculated, which is the number of times a term is used in a document. The output of this activity is a weight of each word, proportional to its number of occurrences. The second part is Inverse Document Frequency (IDF), which is opposite of TF. There are some terms which tend to occur more often than the others, and these terms wrongly emphasize the document leading to lowering the classification accuracy. So, the IDF reduce the weight of the terms which occur frequently. The output of TF-IDF is vectors containing the weights of the words. After the feature extraction, next activity is feature selection. For feature selection there are two well-recognized techniques namely pruning and clustering [20] - [22] . For our dataset we use pruning and chi-squared method. In accordance with our dataset, the chi-squared technique outperforms the pruning technique. In chi-squared technique, Chi-square test is employed. For categorical features in a dataset, we calculate the Chi-square between each of the features and the target. Moreover, we select the required number of features with the best Chi-square scores. It determines the association between two categorical variables of the sample which would lead to reflect their real association in the population. The Chi-squared score is computed through 
After the selection of features, we divide the dataset into 80-20 split namely 80% data for training and 20% data for testing.
D. CLASSIFICATION
Fourth phase of the proposed methodology is named as classification which is employed through using machine learning techniques for the grouping of the dataset. We use the pre-built model for SVM, RF and NB by tuning the parameters. Subsequently, three more models were created, which based on the Co-training models of SVM, RF and NB. For Co-training purpose, we created a dataset which contains both: posts and comments. Since comments are not as reliable as posts, we did not label comments. In other words comments were used as unlabeled data. After the creation of dataset. We divided the feature set of that dataset in two half in terms of creating 2 different views, which are necessary for Co-training. Two models were created of SVM, RF and NB trained on labeled data (i.e. posts), same for the both views. Since the label data is less in comparison to unlabeled data, we call these models weak classifiers. After creation and training of these weak classifiers, we took a batch of unlabeled examples from the dataset and request these weak classifiers for prediction. We took two examples of each class on which those weak classifiers were most confident. Subsequently, these examples are added to labeled dataset and trained those weak classifiers again on this newly created labeled dataset. This process is repeated several times. After each iteration, we took predictions from all models and compare them.
V. RESULTS
We performed several experiments in order to evaluate the effectiveness of proposed method. The evaluation was performed by employing the cross validation method. It use k as 10, 20 percent of the data as test data.
As shown in Fig. 2 , the training accuracy is 82 percent while the test accuracy is around 68 percent. Hence proving that it is the worst performing model of the three (i.e., NB, SVM and RF).
Similarly, Fig. 3 show the learning curves of RF model that is trained on the same dataset, under the same conditions. Resultantly, RF over-fits on the training data, but still it gives better performance on the testing data (70 percent) as compared to NB. Fig. 4 show the learning curves of SVM model that is trained on the same dataset, under the same conditions. SVM performance on testing data is similar to that of RF but training performance of RF remain better as compared to SVM.
For Co-training versions of these 3 models SVM perform better as compared to NB and RF. Furthermore, there is no graph to show their learning curves because of the function used to produce these graphs did not worked with the Cotraining version hence, a theoretical explanation using classification report is provided for these models.
From the Table 1 , we can observe the effectiveness of proposed approach (Co-training based SVM) in terms of class-wise classification of comments. In terms of F-measures, we observe the performance of proposed approach for the classification of Anxiety post and its related comments (F-measure = 0.84) as compared to ADHD (F-measure = 0.67), Depression (F-measure = 0.67), and Bipolar (F-measure = 0.70).
From the Table 2 , we can observe the effectiveness of proposed approach (Co-training based NB) in terms of classwise classification of comments. In terms of F-measures, we observe the performance of proposed approach for the classification of Anxiety post and its related comments (F-measure = 0.83) as compared to ADHD (F-measure = 0.66), Depression (F-measure = 0.70), and Bipolar (F-measure = 0.71).
From the Table 3 , we can observe the effectiveness of proposed approach (Co-training based RF) in terms of classwise classification of comments. In terms of F-measures, we observe the performance of proposed approach for the classification of Anxiety post and its related comments (F-measure = 0.83) as compared to ADHD (F-measure = 0.66), Depression (F-measure = 0.70), and Bipolar (F-measure = 0.71).
Moreover, in order to benchmark the performance of proposed approach (Co-training with base level classifier), we assess its performance with state of the art base level classifier that is the performance of SVM is assessed with Co-training approach with SVM. The results are shown in Table 4 in terms of F-measure as follow.
The results of Table 4 indicate the effectiveness of proposed approach (Co-training with base level classifiers) in terms of F-measure. We observe significant improvement in the classification of Anxiety posts for all types of Co-training techniques such as SVM with Co-training (F-measure = 0.84), NB with Co-training (F-measure = 0.83), and RF with Co-training (F-measure = 0.83). However, in case of classification of ADHD, Depression, and Bipolar posts, the performance of SVM (with and without Co-training) remain same which might be existence of feature label noise.
However, the performance of NB and RF (with Co-training) remain better as compared to base level classifiers.
VI. THREATS TO VALIDITY
In this study, we also observe some threats. The first threat is related to generalization of results. We have reported the results with limited number of datasets and number of classifiers. We can consider more case studies and include classifiers to benchmark the classifier's performance. The second threat is related to use of classifier with their default parameters. However, the effectiveness of proposed approach can be altered by tuning the parameters.
VII. CONCLUSION
The experimental results of Co-training technique based propose approach are promising which indicate its effectiveness as compared to the use of state of the art classifiers in terms of classification of posts with respect their influential features. We performed several experiments to classify the posts and their associated comments related to four mental issues such as Anxiety, ADHD, Depression and Bipolar. We mined date from the Reddit platform where community related posts are published. We used an API to extract posts and associated comments and performed experiments by using SVM, NB, and RF classifiers. The experimental results indicate that SVM, NB, and RF outperformed with Co-training technique as compared to their individual use in terms of Precision, Recall, and F-measure. In future, we will employ the proposed approach in terms of classification of posts of other domains according to interest of research community.
