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Let p be an odd prime and n an integer relatively prime top. In this work three 
criteria which give the value of the Legendre symbol (n/p) are developed. The 
first uses two adjacent rows of Pascal’s triangle which depend only on p to express 
(n/p) explicitly in terms of the numerically least residues (mod p) of the numbers 
n, 212, . . . . [(p + 1)/4b or of the numbers [[(p + 1)/4&1,..., [(p - 1)/Z] n. The 
second, analogous to a theorem of Zolotareff and valid only if p = 1 (mod 4), 
expresses (n/p) in terms of the parity of the permutation of the set {1,2,..., (p - 1)/Z} 
defined by the absolute values of the numerically least residues of n, 2n,.. ., 
[(p - 1)/2]n. The third is a result dual to Gauss’ lemma which can be derived 
directly without Euler’s criterion. The applications of the dual include a proof 
of Gauss’ lemma free of Euler’s criterion and a proof of the Quadratic Re- 
ciprocity Law. 
Let p be an odd prime and n an integer such that (n,~) = 1 (except in 
Lemma 2 and Proposition 1 this convention will be retained throughout the 
paper). The underlying thread which connects the three main results of this 
work consists of the bonds between the Legendre symbol (n/p) and the 
numerically least residues (modp) of the numbers n, 2n,..., [(p - 1)/2]n. 
This theme was first struck by Gauss in 1808 when he discovered the famous 
lemma to the Quadratic Reciprocity Law which bears his name. 
Notation. nlr = numerically least residue (modp), lpr = least positive 
residue (mod p), nls = numerically least solution, 
& = (1, 2 ,...I (p - 1)/2). 
THEOREM 1. (The Midway Criterion for Quadratic Residuesl). Let r(t) 
= r&t) be the nlr of nt. Then ifp = 1 (mod 4), 
* What follows is a condensed version of a somewhat longer paper. In addition to greater 
detail in the demonstrations the longer version contains other results and proofs which 
it has not been possible to include here for lack of space. The author will be glad to furnish 
further information on request. 
1 The reason for choosing this name is that both from the philosophical and from the 
computational point of view Theorem 1 appears to stand halfway between Euler’s criterion 
and Gauss’ lemma. 
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=O (mod P> (1) 
and ifp = 3 (mod 4), 
7l+1 
(g - 4-g (4)+49+t)’ sgn r (+ + t) 
-O 
(mod P). (2) 
For example, congruence (2) yields 
($ = 4 [(-1y+4+1 (;)(;) + (-l)2+2 (T)(i) + (-v3+3+1 (;)(;)] 
- 1 (mod 11) 
6 
rz- so that ii = -1. 
i 1 
We outline the development of Theorem 1 in capsule form. Elementary 
finite difference methods suffice to give the following result. 
LEMMA 1. Let Q(x) be a polynomial of degree k > 0 with rational coefi- 
cients which takes on integral values at all integral values of the argument. If 
p 3 k + 1 and a z b (modp) then Q(a) = Q(b) (modp). 
Let f(x) = (l/k!) [(x - @I + s][(x - u)n + s + l] ... [(x - zl)n + si+ 
k - 11. Taking the differences of order k, we obtain an important identity. 
LEMMA 2. If n, s, u are integers and k is a natural number, then 
nk = j. (--lY (r ) 
X 
[(k-t-u)n+s][(k-t-u)n+s+l]**j(k-t-u)n+s+k-l] . (3) 
k! 
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For a positive integer m and any integer Y, define ,cT to be 1 if m = 1 
and 
r(r + 1) -1. (r + m - 2) 
(m - l)! 
if m > 1. One immediately verifies that 
WZG - &-1 = (m-l)C, (m > 1). (4) 
PROPOSITION 1. Let n and q be integers, p any prime and r an integer such 
that 1 < r ,< p - 1. Let s be any member of(0, - l,..., 1 - p>. Then 
(,+1Fba+d = n (mod P), 6) 
.c, 2 1 (mod P) if q-1 (mod d 
EO (mod P) iJ’q+l (mod PI, 
(ii) 
(,+.)c, = (-l)+’ (, L 1) (modp) if q = m (modp), 1 < m < r + 1 
GE 0 (modp) ifq-m (modp), r+l <m \(p. 
(iii) 
To prove (i) we set k = p, u = 0 in (3) and use Fermat’s theorem and the 
fact that(f) s 0 (modp) for t = I,..., p - 1. Part (ii) follows from (i) via (4) 
and (iii) follows from (ii) by use of (4) and induction on r. 
PROPOS~ION 2. With p, n and r(t) = r&t) as in Theorem 1, let u be an 
integer in the interval [0, p - I]. If 
where 
hut =t+/r(t-u)(+l if p E 1 (mod 4), or ifp = 3 (mod 4) 
andr(t-u)<O 
= t + 1 r(t - u)l ifp z 3 (mod 4) and r(t - u) > 0, 
then 
( ) $ + 2&,(n) = 0 (mod P). (5) 
To prove (5) we set k = (p - I)/2 in (3). It foIlows at once that 
P-1 
e 
n2 = g &+) + 
( 1 
9+1Gdt-d+sl . (6) 
t 2 t#U 
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For fixed II, p, and u we take the sum on each side of (6) as s runs through 
the set (0, -l,..., -(p - 3)/2}. By virtue of (4) and Lemma 1, we obtain 
9--1 
p-l .+. 
2 
= ; (-l)t+o q- 
b#U i i f 
x [ P+3w--U) - P+3c 2 [r(r- u,-Jy] 1 (mod PI- (7) 
2 
Taking the cases 1 < r(t - U) < (p - 1)/2 and -(p - 1)/2 < r(r - U) < -1 
separately, we apply Proposition 1 to the right member of (7). Finally the 
desired result follows by virtue of Euler’s criterion. 
Theorem 1 is an easy consequence of Proposition 2. We set u = (p - 1)/4 
in (5) to get (1) and u = (3p - 1)/4 to get (2).2 The details of the calculations 
are left to the reader. 
In 1872 Zolotareff proved that (n/p) = 1 or -1 according as the permuta- 
tion which associates with each t E (1, 2,..., p - l> the lpr of nt is even or odd. 
A strongly analogous result is the following. 
THEOREM 2. Let q,,, be the permutation which associates with t E R, the 
absolute value of the nlr of nt. 
(i) Ifp = 1 (mod 4), (n/p) = 1 or -1 according as q,% is euen or odd. 
(ii) Zfp z 3 (mod 4), Q,, is always even. 
First proof.3 Let w,, be the permutation which associates with t E R, 
the absolute value of the nls of tx = n (modp). Then 
(a) if p = 5 (respectively, 1) (mod S), (n/p) = 1 or -1 according as 
wB,, is even or odd (respectively, odd or even), and 
tb) oDn is even if p 3 3 (mod 8) and odd if p = 7 (mod 8). 
To see this, we first observe that the parity of uDn is determined by the 
residue class (mod 2) of the cardinality of U,, = {(a, b) 1 a, b E R, , a < b 
and a( fb) z 12 (mod p)}. For if (a, b) E O,, then w,,(a) = b and wpn(b) = a. 
If p = 1 (mod 4) and (n/p) = 1 wgll has two fixed points, if p E 1 (mod 4) 
and (n/p) = -1 it has no fixed points and if p = 3 (mod 4) u9n has exactly 
one fixed point. Assertions (a) and (b) now follow immediately. 
We observe that ~~~ = agn 0 wpl . Assume p = 1 (mod 4). Clearly upn 
and w,,~ have the same parity if aSn is even and opposite parities if ~l$,, is odd. 
p If one sets u = (3~ + I)/4 when p = 1 (mod 4) and (p + 1)/4 when p = 3 (mod 4) 
he will obtain from (5) a pair of congruences complementary, respectively, to (1) and (2). 
S A suitable modification of this proof yields an alternate demonstration of Zolotareff’s 
theorem. 
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Since (I/p) = 1, Theorem 2(i) follows from (a) above. If p = 3 (mod 4) 
(b) says that O-Q,,, and wB1 have the same parity, which forces 01,, to be even. 
Secondproof. For p = 3 Theorem 2 is trivial. Suppose p > 3, and let g 
be a primitive root of p. Denote by ysB the cycle (-1, g, g2,..., g*‘P-3’). 
Clearly yDs is odd or even according as p = 1 or 3 (mod 4). 
The absolute values of the nlr’s of g, g2,..., gT ‘(p-l) are distinct. If T,, denotes 
the map which associates with g”. a E R, , the absolute value of its nlr, then 
aD4 = T ml a YDe O T,-,l, whence apg and yl]@ have the same parity. Since 
aDBk = (a,,)” and (g”/p) = - 1 or 1 according as k is odd or even, Theorem 
2 follows at once. 
THEOREM 3 (The “Twin” to Gauss’ Lemma). Let /3(p, n) be the number 
of those nls’s of tx = n (modp), t E R, , which are negative. Then 
n 
c-1 P 
= (- l)(q+0h4)* 
First proof. If t2 = -n (modp) or, equivalently, t(-t) E n (modp) has 
solutions, there is exactly one solution in R, . Since r( -8) = s( -r), it follows 
that fl(p, n) is odd or even according as (-n/p) = 1 or -1. Thus (-n/p) = 
( -l)(@(P*n)+l). Replace n by --n and observe that fi(p, n) + j3(p, -n) = 
(p - 1)/2. Thus ,8( p, -n) + 1 = (p + 1)/2 + /3(p, n) (mod 2), from which 
the result follows at once. 
Second proof. According as (n/p) = 1 or - 1, there are (p - 3)/2 or 
(p - 1)/2 ordered pairs (r, s) such that 1 < r < s < p - 1 and rs = n 
(mod p). If ab = n (mod p), then (p - a)(p - b) = n (mod p). Thus there 
are as many pairs (r, s) above for which 1 < r -=c s < (p - 1)/2 as those 
for which (p + I)/2 < r < s & p - 1. Since the number of remaining pairs 
is /3(p, n), we see that according as (n/p) = 1 or -1, /3(p, n) = (p - 3)/2 or 
(p - I)/2 (mod 2), that is, [(p + I)/21 + p(p, n) = 0 or 1 (mod 2). 
Thirdproof. Let s,,(t) denote the nls of tx s n (mod p). Since the 
I %&)I, i E R, , are distinct, Euler’s criterion and Wilson’s theorem yield 
= (Eq) ! . (-l)B’mL) (I!$)! = (-l)B(zLn) [(f+q2 
_ (- l)(q+-)) 
(mod P). 
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Let p = ~(p, n) be the number of nlr’s of n, 2n,..., [(p - 1)/2]n, which 
are negative. Denote by t-l the nls of tx = 1 (mod p). The values of / t-l j II, 
t E R, , are the numbers n, 2n ,..., [(p - 1)/2]12 in some order. The nlr of t-h 
is negative if either t-l is negative and the nlr of I t-l 1 rz is positive or vice 
versa. For t E R, let there be (TV = a,(p, n) of the numbers t-ln in the first 
category and uz = o,(p, n) in the second. Then u1 + a, = j&p, n) and 
u2 = p - @(p, 1) - a,), so that p(p, n) = p - j?(p, 1) (mod 2). Since 
1 = ($) = (-p+fl(pJo, 
we have E.L = [(p + 1)/2] + /3(p, n) (mod 2). Hence (n/p) = (-1)~. Thus 
we have derived Gauss’ lemma from Theorem 3, and, in light of the first 
two proofs of Theorem 3, have given a derivation of Gauss’ lemma completely 
free of Euler’s criterion. 
In view of the argument above and the third proof of Theorem 3 it can 
be shown that Gauss’ lemma, its twin, and Euler’s criterion are logically 
equivalent. 
The third proof of Theorem 3 can be modified easily to show that (8) 
holds if j3(p, n) represents the number of solutions of tx E n (mod p) in the 
reduced residue system { fu, , fu, ,..,, -&t(P-1)}, where t E {v , u2 ,..., ~*(~-r)}, 
which are of the form -ui . 
Theorem 3 can be used as a substitute for Gauss’ lemma in at least one 
proof of the Quadratic Reciprocity Law.4 Indeed, let p and 4 be distinct 
odd primes and 5 a primitive pth root of unity. Using the identity 
P-1 
E 
W--l 2 
p = n (1 - i”“) = (-l)-;“- 
C=l 
z (P - 5-a)2, 
one easily obtains 
B 
P-l 2 
p = (-1)-T jJ (p-1 _ p-y, 
a=1 
where 1 a-l 1 E R, and a& E 1 (mod p). Hence 
d This proof is a modification of one suggested by [6, Vol. II, p. 92, Exercise 11. 
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Modulo q, the product becomes 
Hence, by Euler’s criterion, Theorem 3 and the fact that (l/p) = 1, 
i 1 P 9 
= (-pM)in-1) $ ) 
( i 
which is one formulation of the Reciprocity Law. 
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