An all-pairs method is used to analyze phytoplankton fluorescence excitation spectra. An initial set of nine phytoplankton species is analyzed in pairwise fashion to select two optical filter sets, and then the two filter sets are used to explore variations among a total of 31 species in a single-cell fluorescence imaging photometer. Results are presented in terms of pair analyses; we report that 411 of the 465 possible pairings of the larger group of 31 species can be distinguished using the initial nine-species-based selection of optical filters. A bootstrap analysis based on the larger data set shows that the distribution of possible pair separation results based on a randomly selected nine-species initial calibration set is strongly peaked in the 410-415 pair separation range, consistent with our experimental result. Further, the result for filter selection using all 31 species is also 411 pair separations; The set of phytoplankton fluorescence excitation spectra is intuitively high in rank due to the number and variety of pigments that contribute to the spectrum. However, the results in this report are consistent with an effective rank as determined by a variety of heuristic and statistical methods in the range of 2-3. These results are reviewed in consideration of how consistent the filter selections are from model to model for the data presented here. We discuss the common observation that rank is generally found to be relatively low even in many seemingly complex circumstances, so that it may be productive to assume a low rank from the beginning. If a low-rank hypothesis is valid, then relatively few samples are needed to explore an experimental space. Under very restricted circumstances for uniformly distributed samples, the minimum number for an initial analysis might be as low as 8-11 random samples for 1-3 factors.
Introduction
Advances in computational hardware and machine learning techniques have greatly increased the ability of analysts to tackle problems involving large multivariate data sets. 1 Once a full data set is in hand, all techniques for multivariate calibration rely on the axiom that the effective rank of the data set is the same as or lower than the apparent rank given by the size of the data set. 2 Most commonly, the effective rank (i.e., the number of factors required for a good calibration model) for an optical spectroscopic (e.g., infrared [IR] , near-infrared [NIR] , ultraviolet visible [UV-Vis], etc.) data set is found to be much lower than the apparent rank, so data analysis often begins with dimensionality reduction techniques such as principal component analysis (PCA), linear discriminant analysis (LDA), etc. that have long been part and parcel of chemometrics . 3 In many cases the limiting step in chemometric modeling is found to be the acquisition of the calibration samples, data, and reference information, rather than the subsequent multivariate modeling step. This could happen due to sample cost, reference analysis cost, sample instability, inadequate control of sample variability, unconstrained size of the necessary calibration set, inaccessibility or unavailability of good samples, time constraints, etc. When full data set acquisition is challenging, it is desirable to explore the data based on a minimum number of reference samples and then update the understanding of the system as needed if additional samples are acquired later. 4, 5 The classification of phytoplankton via fluorescence excitation spectroscopy is an example of a problem for which the acquisition of a full calibration set is difficult. It was estimated in 1991 that there were $5000 species of phytoplankton; 6 more recently this number has increased to > 70 000, or > 200 000, or more depending on the literature source one accepts. [6] [7] [8] [9] [10] Regardless of the number accepted, all the sources agree that many species have not yet been identified and catalogued, so a full calibration set is functionally openended and potentially very high in mathematical rank. Yet, classification is important for the determination of phytoplankton community structure in the environment, which in turn is relevant to understanding the global carbon cycle or identifying harmful algal blooms, so there are reasons to pursue the application despite inherent difficulties. Problems like this require different approaches from those with smaller, well-defined, accessible, and closed sample sets that are amenable to experimental design.
The best available method for identifying one species from another, the gold standard for understanding phytoplankton community structure, is expert visual analysis of cells with an inverted microscope; 11, 12 however, this is time-consuming and requires an experienced analyst. High performance liquid chromatography (HPLC)-based pigment analysis is also common for algal ''group'' level analysis of community structure. [13] [14] [15] [16] A number of more automated optical tools [17] [18] [19] [20] [21] [22] [23] have been commercialized that provide some information on community structure, but the most detailed analyses at present come from instruments based on flow cytometry 20, [22] [23] [24] [25] with one of the best known and best developed being the FlowCytobot instruments developed by Sosik and Olson. [22] [23] [24] [25] There remains an important gap, however, in the ability to identify phytoplankton in the nanoplankton size range, approximately 2-20 mm in size. For instance, the original FlowCytobot is excellent for cells < 2 mm in size; the newer Imaging FlowCytobot (IFCB) performs best for cells near or larger than 20 mm in size. Although the list of plankton groups recognized by IFCB at present is not published, the IFCB website at the Martha's Vineyard Coastal Observatory 26 provides data on automatic classification for some measurement sets so that the names of 74 recognized groups can be determined. Of those 74, a small number are microzooplankton, some are phytoplankton at the genus level, some are species-level phytoplankton groups, and some are mixed phytoplankton groups by shape. Of the 31 species in the present study, only three fall into the larger size range that can be analyzed at the genus level by IFCB (C. closterium, P. micans, and Phaeocystis sp. if it forms colonies). Two more species (T. pseudonana and T. oceanica) belong to the Thalassiosira genus that includes 221 different species, some of which fall into the microplankton size range that are ideal for IFCB; the species in our list, however, are nanophytoplankton with sizes $3-5 mm, among the smallest in the genus.
Our laboratories have described efforts to classify phytoplankton using fluorescence excitation spectroscopy implemented with a fluorescence imaging photometer (FIP) on a flowing stream of single cells (Fig. 1) . [27] [28] [29] This is a method of detecting the accessory pigments in phytoplankton, and is therefore a rough optical analog of pigment analysis via HPLC except that it can be performed rapidly on single cells. Our efforts can be divided into the tasks of: (1) recording sufficient spectra of different species; (2) data exploration to identify spectroscopic features or patterns that best differentiate species from one another; (3) selecting optical filter elements for these features; and (4) associating class information with responses on the sensors. Tasks 1 and 4 are combined in our work by growing known organisms in monoculture and recording fluorescence excitation spectra on conventional and single-cell fluorometers.
The following report describes results of using a limited initial data set consisting of spectra of nine species for the selection of optical filters to distinguish known species from one another, followed by an assessment of how the instrument using the initial selection of optical filters performed when additional species (for a total of 31) were added to the calibration data set. If the set of all phytoplankton fluorescence excitation spectra is inherently high in rank, we would expect that analysis based on an initial set of nine would perform poorly on the larger set of samples compared to a larger initial calibration set. This assumption of a large rank based on intuition was found to be incorrect.
Because it was not clear how similar species of the same larger grouping (genus, class, phylum, etc.) would be, we chose the most granular approach by basing classification on individual species with the idea that higher groupings would naturally appear in the data if they exist. The simplest and most sensitive optical filters were selected using a pairwise analysis approach contrasting each species with each other species to find those most distinguishable from one another. Results are also presented in terms of pair analyses -how many of the 465 possible pairings of 31 species could be distinguished using the nine-species-based selection of optical filters. We report that 411 of the pairs were separable using the original nine-species filter set. A bootstrap analysis based on the larger data set shows that the distribution of possible pair separation results based on a nine-species initial calibration set is strongly peaked in the 410-415 pair separation range, consistent with our experimental result. Further, the result for filter selection using all 31 species is also 411 pair separations. These results are reviewed in consideration of the minimum number of samples required to estimate the rank of the full data matrix and how consistent the filter selections are from model to model.
We show that two measurements provide nearly all the successful pair separations that can be made for the calibration set. This is consistent with the effective rank of the data matrix as determined by a variety of heuristic and statistical methods that show the rank of the data matrix to lie in the range of 2-3. We conclude this work with a discussion of the idea that rank is generally found to be relatively low even in many circumstances where problems appear very complex. This, together with the difficulty of acquiring certain types of samples, implies that there is a value to beginning an analysis with a minimal number of samples. Under very restricted circumstances for uniformly distributed samples, the minimum number for an initial analysis might be as low as 8-11 random samples for 1-3 factors. Table I lists the species analyzed in this study in alphabetical order, their sources, and collection numbers where available. The first nine species studied, on which the selection of filters for the FIP were based, are indicated in the list by a . All but three of the unialgal cultures of the 31 phytoplankton species appearing in Table I were obtained from the National Center for Marine Algae and Microbiota (NCMA, Bigelow Laboratory for Ocean Sciences, East Boothbay Harbor, ME, USA). Chroomonas dispersa was obtained from the National Institute for Environmental Studies (NIES, Japan), UTEX 2777 was obtained from the UTEX Culture Collection of Algae (University of Texas, Austin, TX, USA), and Phaeocystis sp. was isolated from a sample of continental shelf water from the South Carolina coast.
Experimental

Collection of Calibration Spectra
Cells were grown in batch culture according to the protocol described in Bruckman et al. 30 Bulk fluorescence excitation spectra with excitation over the range 400-630 nm and emission detected at 680 nm for each species were obtained using a Hitachi F4500 fluorescence spectrophotometer (Hitachi, Tokyo, Japan) modified for a 180 backscatter configuration (see Supplemental Material Fig. S1 for a diagram) that more closely approximated conditions in the FIP. Entrance and exit slits providing a 10 nm bandpass were used and scans were collected in 2 nm increments (116 points per spectrum). The fluorometer normalizes all excitation spectra to the intensity of the source with an internal reference photomultiplier tube (PMT) which removes anomalies due to lamp and grating artifacts, but leaves the result dependent on the spectral sensitivity of the PMT plus any optics that come after the reference PMT optics. All spectra were therefore also corrected for spectral efficiency by measuring the reference PMT sensor reading at the same time that the excitation in the sample cell was directed to a Newport 818-UV UV enhanced Figure 1 . Schematic of FIP. Excitation light produced by 80 W tungsten halogen lamp passes through aperture (K), light pipe (P), and holographic diffuser (H) before being focused through lenses L1 and L2. Focused light is passed through a 625 nm shortpass filter (F1) before being modulated by one of the six selected bandpass filters in the rotating filter wheel (W). Filtered light is focused through lenses L3 and L4 before striking a beam splitter (BS) and being directed into a 60Â microscope objective. Light from the objective is focused in the center of a flow cell (C) through which phytoplankton are being pumped. Cells absorb the excitation light and emit fluorescence, which passes through the microscope objective and the beam splitter and is filtered by a red-colored glass filter F2, and a 680 AE 10 nm bandpass filter before being focused by L5 onto a CCD array (D).
silicon photodetector (Newport Corporation, Irvine, CA, USA) that had been previously radiometrically calibrated against a OL200IR spectral irradiance standard (Optronic Laboratories, Inc., Orlando, FL, USA). This provided a correction factor for each excitation wavelength over the 400-630 nm range. Corrected fluorescence excitation spectra of the nine species used for filter design and the additional 21 species used to evaluate the performance of the FIP appear in Fig. 2a and 2b , respectively. Fluorescence excitation spectra for bulk cultures are provided in a spreadsheet format in the supplemental information section for this manuscript.
Fluorescence Imaging Photometer Optics
Refer to the schematic of the FIP shown in Fig. 1 . Transmission spectra of FIP excitation-side optics (optical filters, light pipe, holographic diffuser, beam splitter, objective lens: see below for details) were collected using a Cary 5000 UV-Vis-NIR spectrophotometer (Agilent, Santa Clara, CA, USA). The spectral profiles of each element were normalized so the maximum transmission was unity before use. The spectral irradiance profile of the 80 Watt tungsten-halogen lamp (USHIO ENW/ENC reflector 80 Watt 19 volt MR16 halogen lamp; Ushio America, Cypress, CA, USA) used as an excitation source on the current iteration of the FIP was measured using an automated Spectroradiometric Measurement System (OL Series 750, Optronic Laboratories, Inc., Orlando, FL, USA) over a 280-1100 nm range. These measurements were collected using an OL750-HSD300 detector module (Optronic Laboratories, Inc., Orlando, FL, USA) calibrated with an OL200IR spectral irradiance standard (Optronic Laboratories, Inc., Orlando, FL, USA).
All-Pairs Bandpass Selection Algorithm
It has been shown in literature, 31, 32 and confirmed in our laboratory, that binary optical filters are optimal for discrimination between pairs of sample types in the presence of noise and other variability. The simplest, least expensive, and most readily available form of a near-binary optical filter is of the single bandpass or band-blocking type, and we have chosen bandpass filters to create discriminant ratios for signal-to-noise (S/N) reasons and their broader availability.
Due to the large cell-to-cell fluorescence variability described by Hill et al., 33 combined with the temporal variability observed of phytoplankton fluorescence reported by Swanstrom et al., 28 the best discrimination of cells via fluorescence comes from an intensity-independent measure such as an intensity ratio with the measurements made close together in time to maximize their correlation.
The bandpass selection algorithm was carried out using the first nine species measured from an eventual total of 31 species shown in Table I . The goal of our bandpass selection algorithm is thus to identify sets of bandpass filters that provide discriminating ratios. The algorithm is iterative, with a single filter set that provides a single discriminating ratio being generated at each step in the iteration. The iteration continues until new filter sets that provide additional discrimination cannot be found.
The first steps of the filter selection algorithm prior to the iterative selection of filter sets are: (1) to prepare all the initial calibration data for the iteration (e.g., produce spectroradiometrically accurate spectra of nine species); (2) to identify all the possible sets of bandpass filters that the data will be tested against (e.g., 20 200 sets); (3) to identify codes for all the pair combinations of species that we wish to analyze (e.g., 36 combinations of nine species); (4) to generate a large two-dimensional (2D) array of figures of merit (FOMs) for each species pair separation based on every unique set of bandpass filters (e.g., 20 200 Â 36); and (5) to make an array of 1s the same size as the FOM table to serve as a mask.
To prepare the data for iteration, each species' fluorescence spectrum is multiplied by the spectral profile of the excitation source and the transmission profiles of all excitation optics. This is done to convert the original ''corrected'' fluorescence excitation spectra of the phytoplankton species of interest into a spectroradiometric response matrix that describes how much fluorescence is expected for each phytoplankton species when excited by light of a given wavelength as generated by the real source and excitation system of the FIP. For example, a tungsten lamp produces relatively little blue light compared with longer wavelengths; blue wavelengths therefore produce less fluorescence than one might expect by looking at the corrected Figure 2 . Bulk fluorescence excitation spectra of (a) nine calibration cultures and (b) an additional 22 phytoplankton species collected on a Hitachi F-4500 fluorescence spectrophotometer with em ¼ 680 nm. Scans were collected in 2 nm increments from 400 nm to 630 nm, with entrance and exit slits chosen for 10 nm spectral bandwidth. Each spectrum represents the average of 15 scans and has been corrected for background fluorescence and excitation source efficiency.
fluorescence excitation spectra of a species. Likewise, some optical elements block certain wavelengths of light almost completely, and in that case, we would expect almost no fluorescence from those wavelengths.
For step 2 listed above, all possible filter sets to be tested are modeled as binary filters, with transmission values of 0 or 1 depending on wavelength. A list of the 201 possible single-bandpass binary filters with transmission band widths of 30 nm beginning at whole nanometer increments is then generated over the spectral region of interest (400-630 nm). We selected a minimum band width of 30 nm based on availability and our experience that narrower filters lead to unacceptably low S/N ratios in practice. We found that our algorithm always selected the narrowest filters if we allowed other bandwidths because of the simplified way noise was incorporated in the calculation. All 20 200 possible sets of filters were then created by forming all two-filter combinations of the 201 bandpasses, assuming order does not matter, and eliminating those with identical filters. Since the filters all have bandpasses of 30 nm, the array that describes the filter sets is 20 200 Â 2 in size, where the two columns give only the starting wavelengths for each bandpass.
For step 3 above, the algorithm uses an all-pairs analysis approach in which each combination of two species is identified and analyzed independently. In our laboratory, the all-pairs approach was developed initially for examining field data, but was quickly adapted to the idea of exploring phytoplankton fluorescence excitation spectra as a simplistic analog of PCA better suited to selection of binary optical filter sets for discriminating species.
Encoding each species with a number, a list of each pair of species is generated in an array (for the initial nine species, 36 pair combinations with different species can be identified). The list formed from the first nine species is 36 Â 2 in size, with the two columns giving the numeric codes for two species.
The fourth step in preparation for the iterative selection is to calculate a FOM for the separation for each species pair when analyzed using a ratio formed from one of the possible filter sets. Since there are 36 species pairs and 20 200 filter combinations, the result is an array that is 20 200 Â 36 in size where entry i,j describes how well filter set i can distinguish the species of pair j.
The FOM used for this calculation can be formulated in a number of ways depending on how the discriminating ratio is formed. A simple ratio, such as the fluorescence intensity detected when exciting through filter A divided by the fluorescence intensity detected with excitation through filter B, which we might call I A /I B , is ill-conditioned in the case that I B goes to zero, as well as having variance that is approximately proportional to the ratio itself. Better results are obtained using the logarithm of I A /I B , but an even better-behaved ratio is given by:
For this form of the intensity ratio, we find by experience that the variance of m is nearly independent of m itself and can be approximated as constant in our algorithm. Note that Eq. 1 is the same as the pseudo-normalization described by Nelson et al. 34 in their approach to multivariate optical computing.
For any pair of species (e.g., species 1 and species 2), the filter set ratio gives a different value of m (m 1 and m 2 ); together with the estimated variance of these species-specific ratios (V m1 and V m2 ), these are used to form a FOM.
The FOM shown in Eq. 2 is used to evaluate the discrimination of species pairs:
Most of the calibration data for this analysis were acquired using a bulk (i.e., not single-cell) fluorometer, so there is no direct measure of the variance of single-cell ratios in the calibration set. Instead, the standard deviation of m for each species was assumed to be 0.05 units (1/40th of the possible range of m, corresponding to a variance of 0.0025 units in Eq. 2), which represents the median variance for ratio distributions of single-cell measurements from monocultures collected on the FIP with earlier filters in our experience. This simplification results in the tendency for the algorithm to select the narrowest filters allowable, but is nearly true in experience provided the filters are not too narrow and simplifies the calculation and interpretation considerably.
Finally, a copy of the FOM array is created and all the entries are filled with 1s to serve as a mask.
With the spectra prepared, all filter sets identified for testing, all the species pairs having been identified, all FOMs calculated, and the mask array created, the algorithm begins its first iteration.
Iterative Selection of Filter Sets
The table of FOMs is multiplied by the mask on an elementby-element basis to yield an equal-sized array, F, with zeros everywhere the mask is zero (in the first iteration the mask is completely filled with 1s).
The F array is searched for its largest value, F max . If F max > 4, then we interpret the corresponding species pair (identified by the column, j, containing F max ) is separable. The corresponding filter set (identified by the row, i, containing F max ) is selected to create the first discriminant ratio.
The remainder of row i is then inspected: all species pairings in the row with a FOM greater than 4 are considered separable with this filter set. At this point, column j and all other columns of the mask that correspond to these separable pairs are set to zero. This ends a complete iteration and a new iteration can begin.
For the nine species in our original calibration set with 36 pairs, F max was found to be 260.6 for the species pair coded as 3-7 (corresponding to Dunaliella tertiolectaProteomonas sulcata). The row of F max corresponded to a hypothetical filter set of two 30 nm bandpass filters centered at 545 nm and 615 nm (Fig. 3a) . Of the remaining 35 species pairs in the row, 26 of the pairs were adequately separated with this first filter set, leaving a reduced list of nine remaining species pair combinations that were inadequately separated. After putting zeros into the mask for all 27 separable species on the first discriminant filter set ratio, the mask had only nine remaining non-zero columns.
In principle, this process can continue finding new bandpasses to form ratios that eliminate additional pairs as long as there are any remaining species pairs that are not yet adequately separated but for which an adequate FOM exists in the reduced matrix of FOMs. In the case of the initial nine species studied here, a second filter set was identified by the separation of Amphidinium carterae and Rhodomonas salina (F max ¼ 126.7) that provided an additional five species separations. This second hypothetical filter set consisted of 30 nm bandpass filters centered at 470 nm and 565 nm (Fig. 3b) . When the five columns of the mask corresponding to all separations for the second filter set were set to zero, another iteration found no third filter set that could adequately separate any of the remaining four pairs of species. Table 2 shows the theoretical binary separations achieved on the two filter sets for the first nine species.
Fluorescence Imaging Photometer Measurements
Fluorescence imaging photometer measurements were collected using a modified version of the setup described by Swanstrom et al. 28 ( Fig Swanstrom et al. report a large inherent noise in the measurement of phytoplankton fluorescence that we also encountered. 28 In studies leading up to this report, we found that our S/N ratio using the original filter wheel design was typically near 7-10, but that there was substantial correlation among measurements recorded close together in time. We were able to increase the S/N ratio by using a new asymmetric filter wheel design. In this design, filter positions are located in close proximity to one another with little space between the two filters that make up each set. The design and implementation of this filter wheel was motivated by the observation that when the delay between successive fluorescence measurements was smaller, the measurements tended to be more consistent. Further details of this process will be described in a separate report.
Filters that closely approximated the performance of the bandpass designs selected by the algorithm when combined with the system excitation profile were acquired commercially. Theoretical filter set 1 (the P. sulcata-D. tertiolecta separator) was approximated with a 610 nm colored glass filter (FGL 610, Thorlabs, Newton, NJ, USA) and a bandpass centered at 545 nm with a 30 nm transmission band (545BP30 RAPIDBAND, Omega, Brattleboro, VT, USA). Together with the system shortpass filter, these gave a combination transmitting orange-red and green light, respectively.
Filter set 2 (the A. carterae from R. salina separator) was approximated with a bandpass centered at 470 nm with a 40 nm transmission band (470QM40, Omega, Brattleboro, VT, USA) and a bandpass centered at 565 nm with a 30 nm transmission band (565BP30 RAPIDBAND, Omega, Brattleboro, VT, USA). These were blue and yellow-green transmitting, respectively. The expected performance of these actual filter sets was comparable to the expected performance of the theoretical filter sets.
Cultures of phytoplankton were passed through the FIP sample cell and 2000 images were collected (almost exactly 1 h of data collection) for each of the 31 species in Fig. 1 . The images were corrected and processed using a version of the algorithm described by Pearl et al., 29 modified for the new asymmetric filter wheel to identify tracks corresponding to individual cells and extract their intensity ratios. Fluorescence intensity ratios were then compiled for each species and used to generate filter set scores using Eq. 1 for each cell on each of the two filter sets. A reporting minimum of 50 tracks that passed all the quality tests applied by the analysis algorithm was required for inclusion of a species in this analysis, although for some species the number of quality tracks approached 500. Fluorescence imaging photometer data for individual cells by species are provided in a spreadsheet format in the supplemental information for this report. Table I lists 31 different species of phytoplankton used in this study spanning 21 different genera. In 1991, Sournia estimated that there were 489 AE 15 known genera and 3910 AE 465 known species, 6 and the number has grown greatly since that time. For instance, a 2012 paper by Guiry estimates there to be 72 500 species of algae 10 and references therein contain larger estimates. Even using the lower numbers of Sournia, if species were chosen randomly it is unlikely that a list of 31 would include ten duplicate genera, or that a single genus would be represented by four distinct species. It becomes even less likely if more genera are included in a system.
Results and Discussion
Sampling Bias
In fact, no effort was made to randomly sample species. In particular, the first nine species were handselected in an effort to provide examples of different broad classes of phytoplankton (with different coloration and pigment types). Even species added later, however, were not randomly selected from the wild. They were mostly chosen from available species that were being cultured for a reason, even if the reason was not specifically connected to this study. Some of the later species were also chosen to see if they were distinguishable from species we had already studied.
Random sampling is required for any conclusions about the nature of the underlying distribution of species, but it is not the desired characteristic of a calibration set. For calibration purposes an experimental design is preferable in which the parameter space is purposely explored. Unfortunately, there is not enough known about 
Species are numbered as follows:
Colored entries are the species that Filter Set 1 (red-orange) and Filter Set 2 (blue) were designed to distinguish. Checks are other pairs distinguishable with the filter sets. Gray entries are discriminations deleted from the Filter Set 2 design process because they were made with Filter Set 1.
phytoplankton to identify the number of pertinent parameters and how they vary by species to enable a rational experimental design. Lacking sufficient understanding of the factors and their distribution among species, the best alternative was the conscious selection of species that would be representative of a wide range of different known types of phytoplankton. The latter path was selected in this study, although we provide some evidence below that the initial sample set was no better than the most likely result choosing a random sampling of the 31. Unfortunately, because of the non-random sampling of species there are features of the resulting distributions that cannot be confidently attributed to the natural distribution of phytoplankton. As long as humans are involved in selecting calibration samples, bias is likely to exist. However, it is possible to obtain natural water samples and observe results for unselected phytoplankton, and such samples have been presented to the instrument used in this study (results not shown). Overall, such results support the idea that our 31 species span the major distribution of nanophytoplankton in water, although a few isolated cells exterior to the distribution reported here have been observed. Isolated points for a single species are sometimes observed due to errors in the automatic interpretation of organism tracks, so an isolated result is not strong evidence for the presence of a species well outside the range of those we have examined here. Figure 4a plots the single-cell measurements of the original nine species on the two filter set ratios, with the horizontal axis given by filter set 1 and the vertical by filter set 2. Each species is represented by 100-500 individual cells. To avoid the clutter of showing large numbers of individual points (numeric values for which can be found in supplemental information), the figure is simplified to show ellipses with principal axes of two standard deviations from the sample mean in the direction of each axis. The principal axes of the ellipses are oriented to align with the major and minor axes of non-circular distributions. Figure 4b is the same as Fig. 4a except that all 31 species have been included. The legend for the figure is arranged in the order that the ellipse centers occur counterclockwise from the center of the figure beginning in the upper right quadrant of the figure. Pairwise examination of the results reveals satisfactory separation (F ! 4) for 411 of the 465 total binary pairs of species. This is the same level of performance expected from simulation using the fluorescence excitation spectra of the 31 species in simulations (vide infra), although there are differences in details.
Phytoplankton Single Cell Measurements
There are several points of note about Fig. 4a . First, as expected, filter set 1 best distinguishes D. tertiolecta from P. sulcata in terms of the absolute separation of the species.
However, the cell-to-cell variability was only simulated in the filter selection algorithm, and we note that the major axes of the two species' variabilities are oriented along the line separating them, so the actual separation in terms of a FOM, while large, is not quite as good as one might expect compared to other species pairs. Since the two filter sets were selected independently of one another, there was no incorporation of any potential covariance between filter sets in the selection.
Filter set 2 was designed to distinguish A. carterae from R. salina, and they are well separated by this filter set in the figure. Note, however, that there are other species that are even better separated by filter set 2 than the target pair-E. huxleyi and C. ovata, for example, show a considerably larger absolute separation in the filter set 2 ratio with similar variability. However, this pair was evaluated to have F > 4 using only filter set 1 so it was not considered in the selection of filter pair 2.
The variability ellipses for the species are frequently tilted with respect to the axes of the figure. This is first and foremost an indication that the variability in the filter set ratios is not completely random, because otherwise there would be no correlation between deviations from the mean for the two filter set ratios. This implies that the variance in cell-to-cell measurements has a significant component that is due to variance in pigmentation of the cells rather than simple measurement imprecision. The presence of correlation in this intensity-independent measurement reveals that pigmentation varies from cell to cell, and the orientation of the ellipses provides a bit of information on the source of this variation. All the cultures here are monocultures grown in the same environment, so there is likely no genetic component to the pigment variability. However, even in the monoculture, cells will be at different stages of life-from freshly divided to rapidly growing to dividing to dying-and it is possible we are observing pigmentation artifacts resulting from cellular dynamics. Another conclusion that might be drawn from the partial correlation of the two filter set ratios is that an improvement in instrumental precision beyond the current performance will not necessarily increase the discrimination for single cell measurements. This suggests a hard limit to the information content available in the fluorescence excitation spectra of phytoplankton, at least under the conditions of this work. Improved performance would presumably enable more detailed study of the variability of cells in large numbers that could be used for a variety of purposes.
One possible explanation for the covariance observed in filter set ratios in Fig. 4 is heterogeneity in pigment ratios. Filter sets 1 and 2 each possess filters that transmit light in the mid-500 nm range: for filter set 1, it is centered at 545 nm, while for filter set 2 it is centered at 565 nm. These two filters have a small overlap, so they have the potential to introduce covariance in the two ratios.
But even if the filter spectra themselves were orthogonal and independent, pigments tend to have broad spectra and it is possible that a pigment absorbing in one bandpass region might also show absorption in another and so induce correlation between the filter set measurements. The construction of the filter set ratios in Fig. 4 are such that the measurements in the mid-500 nm region are the ''B'' components of each ratio. Generally, we would expect that increasing/decreasing relative absorption in the 530-580 nm spectral window would cause both ratios to decrease/increase together, causing the distribution to show a positive slope with an angle that depends on the relative effects in the 530-560 nm versus the 550-580 nm regions. A positive slope to the covariance of the filter set ratios would thus be relatively simple to understand on the basis of pigment ratio variation from cell to cell.
However, a small number of species show a negative correlation between the filter set ratios; each of the species that shows this behavior has a major absorption band with a strong slope in the middle of the 530-580 nm range. A negative correlation between the filter set ratios is more difficult to rationalize on the basis of a change in pigment ratios.
Pigments are packed densely enough in phytoplankton that their absorption of light can approach saturation. This saturation effect can also give rise to covariance in the filter set ratios and better fits the observed data than pigment ratio heterogeneity in most cases (although there are some exceptions that we are currently studying and will be the subject of further reports).
Covariance in the filter set ratios in Fig. 4 is more generally described in terms of linear combinations of two (or more) end-member spectra. Distinctive pigments that give rise to absorption features are the reason that a species is centered somewhere other than the central point in the figures. It can be shown that if the spectrum of a phytoplankton can be described as a linear combination of two end-member spectra, then the point occupied in the filter set space by a given phytoplankton with a specific ratio of those two pigments will fall on a line between the two pure end members. If the observed spectrum is not a linear combination of the end members, then the phytoplankton will lie on an arc between the two pure spectral points defined by which filter set ratio is more impacted by the nonlinearity.
Saturation of the spectra due to pigment density can also be considered in terms of two end-member spectra, one of which is the low concentration limit for the pigments and the other of which is the extreme of high pigment concentration where the phytoplankton acts as a photon counter, absorbing all light at all wavelengths and yielding a featureless spectrum. Thus there would be a tendency for the scores of the cells to vary along a line or arc joining lowpigment-concentration phytoplankters to a point in the figure where species that are uniformly absorbing would occur. The exact center of this distribution for ''gray'' absorbers can be found by radiometry of the source and optics of the FIP itself, and this value has been calculated to be (À0.1040, -0.2301) on filter sets 1 and 2, respectively. Figure 4b shows correlations between the two filter set ratios for most species that are consistent with this interpretation, as most of the distributions are broadened in a radial pattern centered on a point near the origin of the figure. Because this effect is likely due to saturation of the absorption, the covariance of the fluorescence ratios may not be exactly directed along the line joining a center of distribution to the point marked ''gray'': it would depend on whether one ratio is more influenced by saturation than the other.
Unlike PCA, in which orthogonal factors with no linear correlations between them are obtained as a first step, the all-pairs approach to bandpass selection followed here makes no explicit attempt to avoid linear correlation. Nevertheless, there is a strong tendency to find ratios that are relatively independent because we remove all pairings from our list that can be distinguished well once a particular filter set is selected. Although no orthogonality is imposed, there is not much benefit to be gained by selecting a new filter set with a response that is similar to a previous set or combination of previous sets. In our selection process, two of the theoretical filters showed a 10 nm overlap with one another, while no other filters overlapped at all. More importantly, the results in Fig. 4b show correlation between the two dimensions of the figure from species to species that is best interpreted as a nonlinear artifact resulting for saturation of the cell fluorescence excitation spectra, not a result of linear correlations. Figure 4 can be interpreted in terms of the phytoplankton coloration, since the calibration data set was produced in the visible spectral window. This interpretation is significant for marine scientists since ocean color and phytoplankton color are important characteristics that can be related to pigments, and ultimately to the productivity of an ecosystem. The determination of color using Fig. 4 is not completely straightforward simply because the experiment uses fluorescence excitation spectroscopy rather than absorption spectroscopy. Some pigments that are characteristic of phytoplankton (i.e., photoprotective pigments) may not be coupled to the reaction centers and therefore give no positive features in fluorescence excitation spectroscopy-a strong photoprotective pigment absorption might yield a minimum in the spectrum, for instance. In addition, there are visible spectral windows not covered by the two filter sets. Nevertheless, it is a useful exercise to compare the results in Fig. 4 to the color of the species' cultures.
Phytoplankton Color
Filter set 1 includes one filter (the filter giving rise to I A in Eq. 1) centered at 615 nm that transmits orange-red light and another (corresponding to I B in Eq. 1) centered at 545 nm that transmits green light. When I A > I B , ratio 1 is positive, and negative in the reverse case. Positive values for ratio 1 occur when there is stronger photosystem absorption in the orange-red than in the green region. The color of the phytoplankton that gives a positive first ratio may not actually be green due to the presence of other pigments in other spectral windows, but it is clear that ratio 1 is roughly a red-green signature, with more orange or red phytoplankton to the left on the figure and more green to the right.
Filter set 2 has filter A centered at 470 nm (blue) and filter B centered at 565 nm (yellow-green), and thus species near the top of Fig. 4 are yellower, while those toward the bottom are bluer, again recognizing that other pigments might affect the apparent color. The species C. ovata that is isolated in the bottom center of the figure appears grayish in color.
Combining the behaviors of the two filter sets, we can draw rough approximations of the spectral features of phytoplankton fluorescence excitation spectra that place them into the four quadrants of the figure. Species in the top left (bottom right) of the figure have excitation spectra that are approximately monotonically decreasing (increasing) to longer wavelengths over the bands of the filter sets, 450-630 nm. Species that fall in the top right or bottom left have a U-shaped characteristic in which the central portion of the spectrum (in the 530-580 nm region) is a minimum or maximum, respectively.
From results for the original nine species, it appears there may be four groupings of phytoplankton in the figure, two of which are represented by isolated species. As we noted above, at least some of this appearance of separate clusters may be the result of sampling bias in the selection of species. Figure 4b shows the expanded set of 31 species together measured against the same filter sets and there are new observations and conclusions that can be drawn. Perhaps the most obvious and important is that there is an entirely new and distinct grouping of phytoplankton species in the lower right of the figure that had not been incorporated in the original calibration set of nine species. It is of note that this new cluster is within the bounds of the ratios observed among the first nine species on filter set 1. On filter set 2, some of the species are close to the observed ratio for P. sulcata among the original nine, but some species in this group extend the observed lower bound of the filter set 2 ratio.
In addition to the apparent new grouping, more examples of species similar to the isolated D. tertiolecta grouping were found. However, even after more than tripling the number of species, no additional species similar to C. ovata were identified (other species falling in this zone of the figure have more recently been identified by purposely seeking out species with similar pigmentation to C. ovata, but are not discussed here).
There is a particular density of species in the upper left quadrant of the figure centered near the distribution of P. tricornutum. This is most likely an artifact of sampling bias because of an intentional inclusion of a couple of similarly pigmented dinoflagellates and diatoms that are known to be difficult to distinguish.
Another somewhat puzzling observation is that there are regions of the figure in which no species have yet been found to reside. What appeared to be two possible populations in the initial nine separated mostly by filter set ratio 2 has been bridged into a continuous diagonal distribution on the left of the figure by the addition of more species, but other gaps in the distribution remain. There are a couple of possible reasons this might occur. Bias in species selection could produce an artifact of this type (discussed above), but it is also possible that few or no species exist to fill in these gaps or holes. We note that species that would fall near the ''featureless'' region of our spectrum would appear gray or even black in culture, and there are not many examples of such species; but why phytoplankton occupying this or other regions of the figure would be uncommon is unclear. Seawater samples studied in our laboratories have not shown much in these regions of the measurement space either, but there are not yet sufficient data to understand whether the absence of species in regions of the figure is general or just a consequence of sampling bias.
Pigments and Phytoplankton Types
The separation of phytoplankton species by a filter set ratio relies on interspecies differences in pigments and pigment concentrations. It is instructive to attempt to analyze Fig. 4 in terms of pigment types instead of just by coloration. Figure 4b is augmented with points marking the expected locations of species with a pure pigment signature. For example, if a species had a fluorescence excitation spectrum that was identical in shape to the absorption spectrum of pure chlorophyll a solvated in acetone, it should appear at the point marked ''chl a'' in the figure. Pure carotenoid pigment spectra in acetone would place a cell in the top left of the figure near the points marked b-carotene and peridinin. The point marked ''gray'' indicates where cells with a flat, featureless fluorescence excitation spectrum would be expected to appear. It is worth noting that the point indicated for pigments are for those pigments in organic solution from reference data, not for the pigments as found in living cells. The phenomenon of ''package effect'' 35 is well-known to optical oceanographers, and it may affect the position of a species inside Fig. 4b .
The upper right hand group centered around (0.5, 0.5) comprises three members, two of which (D. tertiolecta and Tetraselmis sp.) are chlorophytes. The characteristic pigment of these green algae is chlorophyll b. Chlorophyll b in organic solution exhibits two visible absorption maxima at 450 nm and 650 nm, with little absorbance in the 500-600 nm wavelength range. The A filters of the two filter sets (centered at 615 and 470) are on the shoulders of these two bands, while both B filters are in a region of lower absorption. This combination results in positive ratios seen on both filter sets. The point marked ''chl b'' in the figure is substantially more positive on filter set 2 than it appears to be in the cells, likely as a result of the known change in spectroscopy of the pigment in cells.
The third member of the top right quadrant group, UTEX 2777, is labeled by the culture collection as the cryptophyte Campylomonas reflexa, but it differs substantially from the organism of that name reported by Hill. 36 We believe this species is mislabeled due to several lines of reasoning. First, it does not contain the pigment that Hill gives as a main constituent, phycoerythrin (PE). Second, HPLC was ambiguous and messy, but showed an absence of chlorophyll c 2 , unlike all the other cryptophytes studied here. Third, its shape is spherical under an optical microscope, very different from the shape described by Hill and others who report it. 36, 37 Fourth, there are other cultures of the same species with synonymous names that are in our current collection and that contain the correct pigments and have the correct morphology and that appear nearby C. ovata in the figure (not shown). Fifth, DNA analysis using cryptophyte primers failed. The light microscopy reported by UTEX accompanying the culture is also inconsistent with identification as C. reflexa. Given the potential for cross-contamination and mislabeling of cultures, we have removed this identification from the culture and refer to it by the strain number alone, UTEX 2777.
Many cryptophytes in our study contain phycocyanin (PC) and are clustered in the bottom right quadrant of the figure. Cryptophyte PCs exhibit strong absorption features in the yellow to red portions of the spectrum with an absorption peak near 620 nm, covered by our longestwavelength bandpass filter. These species are dark bluish green due to the presence of the PC pigment and chlorophyll c 2 , but the fluorescence excitation spectra are dominated by the PC pigment so that the fluorescence excitation grows in strength toward longer wavelengths. A spectrum of PC obtained by extraction was used to estimate the pure PC filter set ratios on Fig. 4b , which falls inside some of the species groupings.
Moving to the bottom left quadrant (skipping the lone ellipse of C. ovata for the moment) of the figure we find cryptophytes such as P. sulcata and R. salina that contain PE pigments, PE 545 and PE 555. These pigments exhibit absorption maxima between 540-565 nm, and overall strong and broad absorption across the 500-570 nm region of the spectrum. Thus, these species absorb light transmitted by the B filters of both filter sets in the green spectral region, exhibiting negative scores on both filter sets, and appearing reddish or pinkish in culture.
The oval representing the cryptophyte C. ovata that we skipped earlier appears isolated at position (0.1, -0.4) due to the presence of a variant of PE, PE 566. The absorption band of PE 566 positions it as intermediate between the bluer-absorbing PEs and PC.
The bottom left quadrant species are not clearly separated from the top left quadrant species. The ellipse connecting the top left quadrant cluster to the bottom left group belongs to H. andersenii, another PE 555-containing cryptophyte. Both H. rufescens and H. andersenii contain chlorophyll c 2 , alloxanthin, chlorophyll a, and PE 555. In H. rufescens (located about 0.4 units below H. andersenii in filter set 2 ratio) HPLC analysis (not shown) reveals these pigments are present in nearly the same concentration. However, H. andersenii contains 2.4 times more chlorophyll c 2 than other pigments.
A spectrum of a PE 545 extract was used to estimate the position of pure PE 545 in Fig. 4 , which falls outside the groupings of any observed species. This suggests that the lower left group represents a mix of the PE 545 and PE 555 pigments with the chlorophyll species, while the top left quadrant is approaching a chlorophyll c-dominated pigment distribution. Cryptophytes can contain either type of pigment and so can bridge the groups. The width of the grouping may be indicative of the variability of chlorophyll c 2 and PE pigments.
The final group in the top left quadrant is also the densest in our figure and encompasses a number of species that would appear various shades of brown and golden brown. Many species in this group contain one of the chlorophyll c pigments that, like chlorophyll b, absorbs strongly near 450 nm, but lacks strong absorbance features at longer wavelengths in the filter set bands. Many species in this group also contain carotenoid pigments, which lead to absorbance in the 450-550 nm wavelength range. Thus, most absorbance features occur at shorter wavelengths resulting in negative ratios from filter set 1 and positive ratios from filter set 2. Among the organisms that would appear in this region of the figure would be diatoms and dinoflagellates which do not contain PC or PE. The positions of pure carotenoids are quite distant from these species on the figure, suggesting they are not contributing much to discrimination of species with these filter sets. However, this also suggests that a third filter set might eventually be found that can add discrimination among the diatoms and dinoflagellates based on their carotenoid pigmentation if the precision of measurement can be improved.
Separation by Class of Organism
The filter sets were selected by pairwise comparisons of species largely because it was unclear whether larger groupings of the species by genus or class would share the same spectroscopic classification. If species of the same classification do share similar pigmentation, then we can expect them to fall in similar regions of Fig. 4 .
Jeffrey and Vesk provide a breakdown of the types of pigments by class that characterize 13 different broad classes of phytoplankton distinguishable by pigments. 38 Of the 13 classes-Prochlorophyta, Cyanophyta, Rhodophyta, Cryptophyta, Chlorophyceae, Prasinophyceae, Euglenophyta, Eustigmatophyta, Bacillariophyta, Dinophyta, Prymnesiophyceae, Chrysophyceae, and Raphidophyceaethis study included representatives of six: Dinophyta (dinoflagellates, five species), Bacillariophyceae (diatoms, six species), Cryptophyta (cryptophytes, 14 species), Raphidophyceae (raphidophytes, one species), Prymnesiophyceae (haptophytes, two species), and Chlorophyceae (chlorophytes, two species). Although we do not have examples of all the broader classes, we have multiple examples of some and can consider how well they group together.
The five species of the dinoflagellate class all fall into the upper left quadrant, as does the single raphidophyte species and the six diatoms. The two haptophytes are also in the upper left quadrant, although separated from the majority of the dinoflagellates. The chlorophytes are located in the top right quadrant and are clearly distinguished from all other groups (setting aside the unknown UTEX 2777). Cryptophytes, on the other hand, are quite variable compared to all other groupings and do not occupy a single quadrant, yet are mostly distinguished by filter set 2 and are located in the lower half of the figure.
Returning to the design of the filter sets, it is now clear that filter set 1 was designed to primarily distinguish chlorophytes in the initial species set from other classes, while filter set 2 was selected to distinguish cryptophytes in the initial set. The pigmentation of the dinoflagellates, haptophyte, and diatom species in our study are similar enough to one another and varied enough internally that appearing in the top left quadrant is not sufficient to say much about their broader classification.
There are a number of classes referred to by Jeffrey and Vesk 39 that were not represented in our 31 species. The Prochlorophyta and Cyanophyta (cyanobacteria) are mostly in the picoplankton class that the FIP is not optimal for detecting. No rhodophytes were included, as these are predominantly macroalgae (seaweeds) and would not flow through the FIP. No Prasinophyceae, Euglenophyta, or Eustigmatophyta were included; they all include chlorophyll b but no chlorophyll c pigments, and may be distributed toward top right quadrant. Chrysophyceae were not included either, but are pigmented similarly to raphidophytes and might appear in the top left quadrant as well.
Plainly there will be a good deal of overlap between species in the top left quadrant of Fig. 4 since there are many brown/golden brown species of phytoplankton. An isolated cell detected in this region will likely be difficult to attribute to a single species based on its spectral data unless a significant decrease in the uncertainties of the distributions can be effected. However, it is often the case that studies of phytoplankton community structure care most about species and classes that are present in abundance, rather than rare. Once additional cells are detected and begin to form a distribution, it becomes easier to distinguish species from one another. This is a topic of current activity in our laboratories. Further, while there may be many thousands of species, not all are found in a single location at a single time. C. ovata and UTEX 2777, for instance, are found in fresh water. Some species are better adapted to warm or colder conditions, or can handle different nutrient conditions, or higher and lower light conditions, better than others. The result is that we can expect the dominant species in natural communities in any given location at any given time to be a sparse subset of the full array of possible species.
Rank of the Visible Fluorescence Excitation Spectroscopy of Phytoplankton
Our analysis of nine species above suggested that two discriminant ratios formed from two filter sets provided all the discrimination that was achievable based on our calibration data. Superficially this appears to imply a rank, k, of 2 for the data set. However, the selection process for filter sets assumes a constant, large noise for the measurement on single cells that is different from the noise of a full fluorescence excitation spectrum on a culture. Noise or other sources of variance can mask minor spectroscopic factors like the contribution of carotenoids to the spectra, so the rank implied by all-pairs filter selection could be lower than the rank of the original spectroscopic data on cultures.
The all-pairs filter selection process is not a standard method for assessing rank, but there are numerous wellknown methods for assessing rank found in the literature. We first address the question of rank based on the full set of 31 species spectra using these conventional methods.
The most appropriate test(s) for finding the rank of a data matrix is the source of some debate in the statistical community. [39] [40] [41] [42] There being no agreement on a best approach, we have compiled results for a number of bestknown methods of determining rank and present them in Table 3 . 39 The scree plot of eigenvalues is a common method for evaluating the number of real factors, although it is not based on a quantitative statistical approach and has a tendency to overestimate the number of factors. It assumes that the eigenvalues of factors dominated by noise will fall in a regular manner and that real factors deviate from the trend. We evaluated the scree plot by comparing the data to a random data matrix the same size as the spectral data matrix, with noise scaled to match the most minor Table 3 . Number of significant factors in 31 corrected phytoplankton fluorescence excitation spectra data set as determined by seven statistical tests.
Method
Rank (k) eigenvalues, and looking for a point of clear deviation. This provided the largest estimate of rank (k ¼ 7) among any of the methods tabulated. Two other heuristic analyses, the broken stick method and the number of factors required to reach 95% of the total variance, gave k ¼ 2 and k ¼ 3, respectively. The broken stick method is similar to the scree method, except that the distribution of eigenvalues is compared to a simple function of the number of variables; eigenvalues that exceed the value for this broken-stick distribution are assumed to be real. Jackson 39 concluded that the broken stick method was both relatively accurate and simple to calculate. The 95% of total variance method is also easily calculated -often the cumulative variance for eigenvalues of a data matrix is automatically calculated by commercial analysis programs. However, the choice of 95% of variance as the cutoff point is arbitrary.
Bootstrapped eigenvalue analysis yielded the second largest number of significant eigenvalues, k ¼ 6. This analysis begins with a random selection of n spectra (n ¼ 10 for the result in Table 3 ) followed by singular value decomposition. When the random selection is repeated many times (100 000 for the result in Table 3 ), the mean eigenvalue for each factor can be determined as well as the distribution of the eigenvalues. The number of significant eigenvalues is then given by the smallest eigenvalue that remains statistically different from the following eigenvalue at the 95% confidence level.
The three remaining methods yielded k ¼ 3. The KaiserGuttman method is based on eigenvalues of the covariance matrix: eigenvalues are deemed significant when they are larger than the average eigenvalue. The bootstrapped Kaiser-Guttman is similar except that confidence limits (95% for the result in Table 3 ) are placed on the eigenvalues so that values close to the average can be removed if they are not significantly different from the average. This did not affect the basic Kaiser-Guttman result.
The hard threshold method is one not found in Jackson, 39 but is taken from the literature of big data analysis. It determines a threshold for singular values based on noise characteristics of the data matrix. In its most proper form, one uses the known noise of the data to determine a lower bound for real eigenvalues. It was not obvious what the correct value of noise should be for our data so we instead used an approximate method described by Gavish and Donoho:
43 a third order polynomial of the ratio of number of wavelength channels to observations is multiplied by the median value of the eigenvalues to produce a threshold curve.
Based on the results shown in Table 3 , the rank of our fluorescence excitation spectra database is likely 2-3. The all-pairs method produced two filter sets under the additional constraint of a fixed standard deviation of 0.05 ratio units for all species based on prior experience with the FIP. A third filter set becomes possible if the noise in the ratio is assumed to be smaller than 0.05 units, with the new species separation being between overlapped species in the top left quadrant of Fig. 4 . This suggests that a relatively small improvement in the S/N ratio for single-cell species could permit the FIP to access a third factor that would aid in distinguishing some binary pairs of phytoplankton species among the original nine species.
It is also possible, vide supra, that an improved performance for the FIP would not decrease the bounds of the cell distributions, which might be due to something other than instrumentation noise. Effectively, the bulk culture might yield a rank of 3 while the single-cell measurements might be limited to a rank of 2 because of cell-to-cell heterogeneity in pigmentation.
The Low Rank Hypothesis
One source lists 47 distinct pigments that could contribute to the fluorescence excitation spectra of phytoplankton. 38 Those 47 pigments could have more than 47 different absorption spectra due to packaging and saturation effects (vide supra). Only 31 species were studied in this work, so we could easily justify an observed data rank approaching 31. If the rank had been found to be large, it could be explained by the first sentence in this paragraph.
But the actual observed rank of 2-3 requires a paragraph of its own to rationalize. It might be that most of the 47 known pigments are minor contributors to the fluorescence excitation spectrum; or that many pigments covary. For instance, Jeffrey and Vesk 38 reveal that a much smaller subset of those 47 pigments can be used to effectively discriminate between most groups of phytoplankton. Alternatively, there might be great spectroscopic similarity among many structurally different pigments. The same reference divides the pigments into a small number of molecular classes (e.g., chlorophylls, carotenoids, etc.). A quick inspection of the absorption maxima of the various pigments that are important for light harvesting reveals that molecules of a given structural class tend to have absorption maxima clustered over a modest range of wavelengths (e.g., 50 nm) due to having similar chromophores. Also, we have already indicated that our list of species is intentionally biased in an effort to explore the range of phytoplankton types, but intentional selection could just as well miss something important as serve its intended purpose. Then again, even if the actual rank is high, variance in the spectral data might restrict our ability to detect minor factors. Or the relatively low rank of our 116 Â 31 data matrix could be due to a combination of these and other factors. Ultimately, we conclude that we do not have a definitive reason at present to explain why phytoplankton fluorescence excitation spectra have a rank as low as 2-3. It is easier to explain a high rank than a low one in this case.
However, there are many examples of data matrices that instinct would say are high in rank, but are in fact relatively low.
A few examples include: a 312 Â 312 driving distance matrix between 312 cities in North America (k ¼ 3); 44 the sparse 480 000 Â 18 000 Netflix reviewer matrix released in 2006 (k $ 10); 45 and three-dimensional stacks of images for computer estimation of scene geometry (k ¼ 3). 46 In chemistry, Wold 47 has noted the challenge of finding a data set for his work on cross validation that had more than one or two components to serve as an example.
Some methods for estimating the rank of a data matrix (such as the scree method) yield higher estimates than others. Likewise, some methods for creating a data matrix yield higher rank data than others. For example, NIR reflectance spectroscopy of solids is nonlinear with respect to chemical concentration and subject to scattering effects, leading to an apparent increase in rank when assessed by a linear prediction model. For example, the best prediction of moisture in maize plants via NIR reflectance was reportedly with 10-11 factors, 48 implying that k ¼ 11 at least. Yet the original data set for this model had a size of 902 Â 701, so even in this very nonlinear case using a liberal method of determining the rank, k was found to be small compared to the number of eigenvalues of the data matrix (10-11 versus 700).
Given the common occurrence of examples for which the number of significant factors is far less than suggested by the matrix dimensions, it should probably be more surprising when this is not the case than when it is. This idea is partly the basis for compressed sensing, first developed in the area of digital image and signal processing, which Donoho describes as being based on ''the phenomenon of ubiquitous compressibility. '' 49 There are classes of messy spectroscopic problems that seem too high in rank for feasible study. The moisture in maize problem, while complicated, is tractable. Studies of moisture in all industrial and agricultural products together appears to be much higher in rank, much less amenable to study. Yet if we start with the opposite hypothesis-not that the rank is high, but that it is low-then problems of this type might also become tractable. This is not to say that moisture in all possible products could be easily measured with a simple NIR reflectance tool, nor that a single universal model for all possible products exists. But it is possible that a basic set of measurements could be found-like a small and basic set of bandpass filters covering certain channels of the spectrum-that would be common to a wide range of sample types shared by a given analytical measurement. In terms of this basic set of measurements, calibrations and classification problems could be substantially simplified, a variation on compressed sensing.
Compressed sensing depends on some data channels containing no pertinent information. Developed outside the field of chemistry and spectroscopy, compressed sensing has been applied successfully in magnetic resonance, 50, 51 Raman imaging, 52, 53 and ultrafast coherent 2D spectroscopy. 54 Fundamentally, compressed sensing does not require sparsity in the measurement channels, but in any basis to which the data can be readily transformed. The concept applies to principal component space, for instance, so that compressed sensing presupposes a low rank hypothesis. Results reported here suggest that while fluorescence excitation spectra of phytoplankton are not sparse in their original wavelength basis, they are describable in terms of very few factors.
The simple all-pairs approach used here is one way to identify a basic set of bandpass measurements to reduce a complex spectroscopic system to a minimum number of variables. It has advantages of simplicity and that the set of measurements can be expanded in a logical way when new data are available. But there are other, more complicated but also more optimal, methods for finding measurement bands, such as LASSO regression, in which all bands are identified together. 55 Sequential selection of filter sets is very unlikely to produce the optimum set of measurements, but this may not matter if the results are close to the optimum.
The Minimum Number of Calibration Samples
A vexing question addressed in the literature is how many samples are needed for calibration. Grossman, for example, 42 recommends three samples for every measured variable (348 in the case of our fluorescence excitation spectroscopy data) based on 95% confidence that the first principal component will not appear to be real by accident. An ASTM standard 56 recommends six samples per significant factor, which unless the result is known a priori, can only be estimated once the data are acquired. On the other extreme, there are efforts to minimize the number of measurements required for a calibration based on practical considerations. Debus 57 has recently reported on calibrations with a total of three measurements, for instance. If an experimental design is possible for a study, then it becomes clear what types of assumptions are being made with fewer than a full multilevel factorial sampling scheme. Without experimental design, there is no such clarity.
Martens and Dardenne 48 consider 40-120 samples small for NIR reflectance of maize plants, but recognize that it is common for available calibration samples to be limited. Two competing needs are at play in most cases: the need for higher statistical certainty requires larger sample numbers, but the cost of sampling in time, effort or resources often limits what is practical.
Nowhere is this competition more extreme than in medical studies, where the cost of increasing the size of a patient population can be very large, but where having small sample numbers is considered by some to be unethical. This question of optimization in the face of per-sample cost has been considered via Bayesian analysis in the biomedical literature. 4, 5 A critical component of finding the optimum number of samples is the cost per sample: low cost samples lead to an optimum number that is very high, while high cost samples lead to a low optimum number for sample size. One conclusion of these studies that is relevant to the purposes of this manuscript is that small studies are always worth doing if a larger study is worth doing. The quantitative logic of this argument arises because a smaller study is inherently more cost-efficient: if a large sample were suitable while a small sample were not, then the outcome would have to be worth more than the higher cost sampling and simultaneously worth less than the lower cost sampling, a reductio ad absurdum. This suggests that it is worthwhile to begin with small numbers of samples for an initial data exploration while simultaneously collecting and adapting to additional samples. While the low rank hypothesis posits that relatively few factors are likely to be important, it does not directly imply how many samples are required to identify the important factors. Because trends in spectral variability of the calibration set of phytoplankton here are used to find measurements that are suited to expressing the variation of all phytoplankton, it is important to pick a representative sample.
When we choose samples, one important goal is to span the range of variability of the factors that differentiate phytoplankton. Consider the simple all-pairs approach to filter selection for example. If the sampling we take fails to span an adequate portion of the real population range, then the strongest binary separations that would lead to new factors (e.g., new filter sets) may not be recognized and a less optimal filter set might be selected (if one is selected at all). With too few samples, we run the risk of not recognizing important bands for species differentiation at all. Qualitatively, the larger sampling reduces this risk.
How well a random sampling, (e.g., of phytoplankton species) can span the range of the important latent variables for describing the population of samples depends greatly on the nature of the population distribution.
The range statistic of a variable (such as a filter set ratio) in a sampling is drawn from order statistics for various types of distributions. 58 In most cases, including normal population distributions, there is no simple answer for the mean range of a sample or the distribution of ranges in sampling, although there are tables of relevant data if the distribution is known. But often we do not know the exact distribution of a population from which a sample is drawn: the distribution is not known, for example, of the factors that differentiate phytoplankton in nature. A review of Fig. 4 shows that the distribution of 31 species probably does not conform to any simple description and is somewhat biased by species selection anyway. However, there are clear limits to the maximum range of filter set ratios (they are bounded by AE1); we also see that real pigments do not reach the absolute extremes in most cases.
For some very simple distributions, such as the uniform or rectangular distribution, the mean and distribution of ranges in a sampling has a simple form and is useful to know. Although the distribution of phytoplankton is not exactly uniform in the rectangular space of Fig. 4 , it probably does not follow any other analytical form exactly either and the uniform distribution provides a useful perspective. For a uniform distribution in the standard range of 0-1, the mean range, <r>, the probability distribution of the range, j(r), and the cumulative probability, F(r), that a sampling range will be less than r for n samples are given by Eqs. 3-5:
These measures tell us, for instance, that eight random samples from a uniformly distributed population would, on average, span more than three-quarters of the total range and that 95% of random samples of eight would have ranges that exceed half of the population range. If phytoplankton species approximate a uniform distribution and could be sampled completely randomly from nature, then it would be vanishingly unlikely that the most easily differentiated species pairings would be found in a sampling of eight species. However, the species that are sampled would on average span three-quarters of the entire range of that most easily differentiated pair, and should lead to identification of the key variables for differentiating that most easily distinguished pair. If the number of samples is doubled to 16, the average range increases to 88% of the total, and three-quarters of the range is covered with 95% certainty. Of course, the confidence of exceeding half of the range of a variable is an arbitrary choice. Quantitatively, it would be desirable to have confidence that the range in a sampling would be sufficient to distinguish at least one pair of species with the underlying variable. With the assumed standard deviation for filter set ratios, the critical separation for the centroids of single-cell species distributions must be at least 14% of the complete range of each filter set ratio to exceed a figure of merit of 4 for recognizing a new filter set. For the sake of the present discussion, exceeding half of the range is more than sufficient for this purpose.
If there is more than a single factor (e.g., 2 or 3 or more) and a 95% probability of exceeding half of the range for every factor is desired, more samples are required. The total probability of exceeding a given level of range for k factors at the same time is 1-(1-F(r)) k . If eight samples for a single factor is satisfactory, approximately nine samples are required for k ¼ 2 and roughly ten for k ¼ 3 independent factors. For random samples, these would be minimum values of sampling from a uniform distribution over k factors.
For relatively flat and limited distributions like the uniform distribution, very large numbers of random samples are not required simply for the purpose of spanning the range of latent variables. The situation is rather different for populations in which large excursions from the mean occur only rarely, such as in process control applications where very large numbers of samples may need to be acquired to observe the rare but important event. This might greatly exceed the number of samples required by any other criterion; for a well-controlled process, for instance, many thousands of samples might be required before an out-of-control situation is observed.
Turning from theoretical distributions to the results reported here, it is perhaps worth investigating whether a less optimal or even entirely random selection of species for the calibration set would offer comparable performance on the larger group of 31 species. We can examine this question of minimum samples by simulated sampling.
To this end, filters were selected using the all-pairs approach on 100 000 random combinations of 2, 3, 4, etc. up to 30 species drawn from the total of 31 and performance was assessed by determining the number of adequate separations predicted to be achievable for all 31 species. Choosing all 31 species, the all-pairs solution gave 411 species separations; this optimum series of separations never appeared when only two species were selected at random (this only allows selection of a single filter set, which gave at most $350-370 separations). The overall optimum first appeared as a solution in simulations with as few as three species although it was not the dominant result. It became the mode of the distribution of results for four or more species, and became the most commonly found solution when seeded with ten species and more. It was found in $49% of all random selections of nine species.
We found that the shape of the histogram of separations changed significantly over the 2-5 calibration species range, but the distribution remained similar in shape for calibration sets involving six or more species while narrowing with each additional sample. This result suggests that there are diminishing returns to calibration set robustness with increasing size after five or six spectra are included in the calibration set. Resulting distributions were non-normal; however, some non-parametric statistics are presented in Fig. 5 to illustrate the trends noted above. This figure shows the bounds for 95% of all results and the median for all solutions for each level of random sampling.
Another way to look at the minimum sampling in our system is see how consistent the filter sets appear from solution to solution. For each of the 100 000 solutions in the preceding simulation, filter sets were selected for the separations. A plot of the percentage of solutions that include a particular wavelength in a bandpass shows that Figure 5 . Distributions of the number of adequately separated species pairs predicted for two filter sets as a function of the number of species in the calibration set. Filter sets were selected by the all-pairs procedure using calibration sets containing randomly selected combinations of 2-31 species. Of the filter sets, 95% were predicted to fall between the upper and lower error bars. Inset histogram shows the distribution of separation performance for filter sets designed using randomly selected combinations of nine species.
with as few as five species chosen, the best filter set solution is more likely to be chosen than if filters were drawn at random. As each additional species is added to the test set, the number of times the optimum filter set is selected increases, and the number of times a non-optimal filter set is chosen decreases. By the time nine random species are included, the center wavelength of every optimal bandpass region is selected nearly 100% of the time. At 9-10 species, the filter sets are approaching the optimum for all species together.
In summary, if a distribution is approximately uniform, 9-11 random samples are adequate to make a start on a calibration if the number of significant factors is 1-3. This is consistent with our observation that the optimal solution became the most common solution with ten randomly chosen samples from our total of 31. More samples serve to improve confidence.
In large spectroscopic data sets that are characterized by a relatively low rank, the selection of a minimum number of samples is suitable for determining the most important bands for measurement. For example, in the phytoplankton species classification system, sampling a minimum number of species leads to knowledge of the rank and the bands that need to be measured to distinguish species. However, it gives only qualitative information based on coloration and class about where the vast majority of species will appear in terms of filter set ratios. For example, the unknown species UTEX 2777 appears in the top right corner and this is consistent with the identification of the species as a chlorophyte. But this might also be consistent with the Prasinophyceae, Euglenophyta, and Eustigmatophyta classes, for which no examples were included in this study, but that have similarities in pigmentation to chlorophytes.
If we assume the number of significant factors is relatively low and the distribution is not long-tailed, we can begin to act on a relatively small number of samples and then update calibrations-particularly our understanding of class groupings and the meaning of specific regions of the species mapping-moving forward.
The All-Pairs Method for Data Exploration. In this report we have employed a simple all-pairs approach to selecting optical filters for distinguishing phytoplankton species, but there are a number of other possible methods. Some complicated methods for selecting or designing optical filters do not necessarily work better. In many ways, the original implementation of the all-pairs approach in this work was a response to the shortcomings of an earlier LDA-based approach. The problems with the LDA approach can be attributed to an inability to accurately model the singlecell variance observed in the FIP system. 28 In an effort to increase the number of separations of species, the LDA approach we employed resulted in many low-quality separations in theory that could not actually be reproduced in practice because of the larger than expected measurement variance. The all-pairs approach focuses on the main effects required to achieve at least the easiest separations in the simplest way possible, but in so doing it identifies practical filter selections that are more sensitive to species separations than the original LDA approach. The ''rinse and repeat'' approach of striking from the list of binary separations all those that have acceptable figures of merit and repeating the process of filter selection using the reduced binary set makes selection of subsequent filter sets even simpler than the selection of the first.
One particular benefit of the all-pairs approach is that it is granular, the classes we choose to separate can be subsets of larger groups (like the phylum or class or the organism). This is particularly important when it is not clear whether the more narrowly defined groups should cluster together: in this case, the data will speak for themselves. The all-pairs approach is very much a form of data exploration tool analogous to PCA, but not as rigorous regarding orthogonality and normalization. One benefit of the allpairs approach is the sequential selection process that is amenable to expansion as necessary.
Parallel Versus Sequential Filter Set Selection. In many calibration and classification problems using full spectrometry instrumentation, the factors (e.g., principal components) of the data matrix change if new samples are added. Generally updating these factors is trivial and involves replacing coefficients in a database. At any later date, the original coefficients can be restored so that performance of old and new models applied to the same data can be compared if desired.
For the FIP, measurements are made with a set of bandpass filters in a filter set ratio; the full spectrum is not recorded at all, but only the projection of the full spectrum on the bandpass filter spectrum. Once measurements are made, details of the spectrum of the original sample are lost: it is not possible to restore an ''original'' set of bandpass filters and compare the performance of the old and new filters on the same spectrum. For this reason, it is advantageous to retain the initial filters in future iterations of the filter sets for backwards compatibility. At the same time, filters selected from a minimal sample set are not necessarily optimal, and sample collection and evaluation should continue to improve confidence and update the system as necessary.
At some point in the collection of additional samples, either because different species are observed or because of improvements in instrument performance, additional filter sets providing additional binary separations might be discovered. There are two choices for how to update the FIP: (1) go back to the drawing board and re-select all the filter sets, then replace them all in parallel; or (2) perform a single iteration to the filter set selection algorithm to find the next set to add to the existing filters. If all filters are replaced, backwards compatibility to the original measurements is lost, while adding an extra filter set enables a comparison with previous results.
Conclusion
Phytoplankton come in many shapes, sizes, and colors, and there are at least many thousands of species in nature according to the most conservative estimates. Many remain undiscovered. As with many natural systems, measurements of phytoplankton could be expected to be complicated and high in rank. We have used a variety of approaches to analyze the fluorescence excitation spectroscopy of phytoplankton and find that, contrary to expectation, there are very few important factors. This is a general trend observed for many apparently complicated systems.
Generally, a large set of calibration data is acquired for experimental systems with potentially high rank, especially when an experimental design for calibration samples is not possible (such as for many natural or process samples). Sometimes these samples are difficult to acquire or are expensive. But if we begin with the assumption of low rank, it is logical to form an initial interpretation of the data and its underlying factors using relatively few samples that can be built upon with future samples. This is especially true when randomly chosen calibration samples are likely to span a substantial portion of the range of variability of the underlying components, which is possible with some types of expected distributions.
When few samples are used to explore a system, the optimum components for expressing the variability of samples are not certain to be found. The all-pairs approach used in this report shows that a simple approach to finding measures of the system variability can still work quite well with relatively few samples.
