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Abstract. In this paper, we propose a novel descriptor for shapes. The proposed 
descriptor is obtained from 3D spherical harmonics. The inadequacy of 2D 
spherical harmonics is addressed and the method to obtain 3D spherical harmon-
ics is described. 3D spherical harmonics requires construction of a 3D model 
which implicitly represents rich features of objects. Spherical harmonics are used 
to obtain descriptors from the 3D models. The performance of the proposed 
method is compared against the CSS approach which is the MPEG-7 descriptor 
for shape contour. MPEG-7 dataset of shape contours, namely, CE-1 is used to 
perform the experiments. It is shown that the proposed method is effective. 
Keywords: shape descriptor, content based image retrieval, feature extraction. 
1   Introduction 
Approaches for shape representation and retrieval can be broadly classified into con-
tour based and region based [14]. Some of the region based methods are geometric 
moments, moments constructed from orthogonal functions and generic Fourier de-
scriptors. Some of the contour based methods are polygonal approximation, autore-
gressive model, Fourier Descriptors and distance histograms.  
Recently, region based methods have been proposed which rely on representation 
of 2D objects in 3D space [1][2]. These methods, however, do not exploit the full 
extent of shape representation in 3D space. The proposed descriptor manifests the 
topology of the image in 3D space. The process is twofold. First, it is shown how to 
represent a 2D object in 3D space. Second, a 3D modeling technique is adopted for 
representation of the 3D model obtained in step 1. Rotation invariant spherical har-
monics are effective for representation and retrieval of 3D models [3]. Hence, we use 
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spherical harmonics for representation of 3D models which are obtained a priori from 
2D objects. 2.5D method [1] and connectivity method [2] also use spherical harmon-
ics for the retrieval of 2D objects. The key difference between the 2.5D method, con-
nectivity method and the proposed methods are the features represented in 3D space. 
The proposed method is found to be significantly better than other methods in the 
same category. 
Motivation for the proposed method is described in Section 2. The proposed 
method is described in Section 3. Experimental Results are presented in Section 4. 
Discussion is presented in Section 5. Conclusion is given in Section 6. 
2   Related Work 
Our motivation is to use spherical harmonics for 2D region-based shape representation. 
The motivation stems from the successful use of the spectral domain for contour-based 
shape representation. Spherical harmonics are the Fourier coefficients for the group 
SO(3) acting on the 2-sphere. The two coefficients are addressed by Healy et al. [11]. 
Funkhouser et al. [5] have described a 2D analog method of spherical harmonics [4] to 
extract a series of rotation invariant signatures by dividing a 2D silhouette shape into 
multiple circular regions.  
 
 (a)               (b)          (c)       (d) 
Fig. 1. (a) and (b) have similar descriptors and (c) and (d) have larger dissimilarity between 
their descriptors. Source [10]. 
The drawbacks of the method have been pointed out by Pu and Ramani [1]. First, 
consider the rotation of the circular regions, as shown in Fig. 1 (a) and (b). The 
spherical harmonics of the circular functions remain unchanged because they are rota-
tion invariants. Hence, the same set of descriptors will correspond to different shapes 
i.e. descriptors are unable to discriminate between shapes. Another drawback is that a 
small perturbation can result in large dissimilarity between images. Consider the 
shapes in Fig. 1 (c) and (d); the similarity between the two shapes is measured by 
computing the summation of the squared differences between the frequencies of the 
corresponding circular regions. Due to the small perturbation in Fig. 1(c), the squared 
differences are large. Therefore, the two shapes in Fig. 1 (c) and (d) will be consid-
ered different although they are perceptually similar. In order to overcome the limita-
tions of spherical harmonics descriptors for 2D shapes, we propose to obtain spherical 
harmonics for representation of shape in 3D space. 
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3   Proposed Method 
In this section, we propose a method for obtaining 3D models of 2D objects. Distance 
transform method is described below. Given an image containing a set of features 
(e.g. edge pixels, lines, points etc.), the distance transform calculates, for each pixel, 
the distance to the nearest feature. Distance transform have been widely used for en-
coding of metric information associated with images. It has been used in computer 
vision for a number of applications such as shape decomposition [8] and skeletonisa-
tion [9], thickening and thinning of binary objects [10]. Since, distance transform is a 
global operation, the computational requirement using the naïve approach is propor-
tional to the size of the image (O(nm)) [15]. However, efficient algorithms have been 
developed that require only two passes of the image [13]. A pixel pi is represented as 
pi= (xi, yi) in 2D where xi, yi are the 2D cartesian coordinates. Each pixel is trans-
formed into 3D space of the form pi= (xi, yi, zi) where zi is the distance transform of 
the pixel. The distance transform is applied to the binary image in Fig 1(a) to generate 
the grayscale image in Fig. 2(a). The pixel intensity of each pixel in Fig. 2(a) reflects 
the distance of the pixel to the nearest edge. The distance to the nearest edge is com-
puted for each pixel and represented in the z-axis of 3D Cartesian coordinates. The 
point cloud thus obtained is triangulated into a mesh as shown in Fig. 2(b) and Fig. 
2(c). Features which are implicitly represented in the 3D model are:  
i. The ridges in 3D space which represent the skeleton. 
ii. The valleys which represent the contours in the object 
iii. The height of the ridge indicates the thickness of the shape. Higher the ridge, 
greater is the distance from the nearest edge. 
iv. The height of a point between the valley and the ridge represents the distance 
of the point from the contour.  
The mesh shown in Fig. 2 is represented as a 3D model and spherical harmonics de-
scriptors obtained thereafter are used for shape representation. According to the the-
ory of spherical harmonics, a spherical function ( )φθ ,f  can be decomposed as the 
sum of its harmonics ( )φθ ,mnY  as shown in Eqn. 2.  
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where )(xPmn is Legendre polynomial.  
The key property of this decomposition is that if we restrict to some frequency n, 
and define the subspace functions as shown below then the subspace Yn is invariant 
under the operations of the full rotation group and it is irreducible.  
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(a) (b)                         (c) 
Fig. 2. (a) Distance Transform (b) and (c) Distance Transform in 3D Space 
The spherical harmonics descriptor (SHD) is shown in Eqn. 4, this descriptor is in-
variant to rotation. ( )φθ ,nSH  is the L2- norm of ( )φθ ,nSH
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Approximate reconstruction of spherical function ( )φθ ,f  is: 
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The steps to obtain the spherical harmonics descriptors are summarized as: first, de-
composition of spherical function into its harmonics; second, summing the harmonics 
within each frequency; third, obtaining the norm of each frequency component. The 
spherical harmonics are compared using the L2-difference. The L2-difference be-
tween the harmonic representations of two spherical functions is a lower bound for 
the minimum of the L2-difference between the two functions, taken over all possible 
orientations. Spherical harmonics method can be extended to voxel descriptors [3][4]. 
We briefly describe how Funkhouser et al [5] obtained voxel descriptors from spheri-
cal harmonics. Polygons within the 3d model (refer Fig. 2) are rasterized into a voxel 
grid. A voxel is assigned a value of 1 if it is within one voxel width of the polygonal 
surface, and assigned a value of 0 otherwise. The model is normalized for translation 
and scale. Voxel grid is treated as a binary function defined in spherical coordinates; 
it is restricted to a collection of concentric spheres as shown in Fig. 3.  
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Fig. 3. Concentric Spheres on Voxel Grid 
Each spherical restriction is represented in terms of a function, which gives a col-
lection of spherical functions. Each spherical function is represented as the sum of its 
different frequencies i.e. spherical harmonics representation. Rotation invariant signa-
ture is obtained for each radius as a collection of scalars from the spherical harmonics 
representation. Rotation invariant signatures for different radii are combined to obtain 
the spherical harmonics descriptor (SHD) for the 3D model. We use spherical har-
monics of the voxel grid as shape descriptors. Distance between two shapes is com-
puted as the Euclidean distance between their SHD. 
4   Experiments and Results 
For the proposed method, point clouds are generated for 2D images. Point clouds are 
represented by xyz files and include distance transform for each pixel. Polygonal 
meshes are generated from the xyz file using Delaunay triangulations. The polygonal 
meshes are converted into PLY format (introduced by Stanford University) [17]. PLY 
format represents the 3D model and is used to generate SHD as described in Section 3. 
Distance between two shapes is computed as the Euclidean distance between their SHD.  
 
Fig. 4. Recall-Precision plots for Set A1 
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In this experiment, we use MPEG-7 CE-1 dataset of shapes [16]. The dataset is di-
vided into three sets, namely, A, B and C. Set A is divided into sets A1 and A2. Set 
A1 is used for testing the robustness to scaling. Set A2 is used for testing the robust-
ness to rotation. The results for Set A1 and Set A2 are shown below. 
 
Fig. 5. Recall-Precision plots for Set A2 
Proposed Method MPEG-7 Method 
 
 
 
 
 
 
 
 
 
 
Fig. 6. Shapes Retrieved from Set B. Left Column: Results Using Proposed Method. Right 
Column: Results using CSS 
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Set B is the most important set so we show the outcome of few queries in the fig-
ures below. In Fig. 6, the top left corner is the query shape and the grey background 
indicates that the shape is not relevant to the query. Left column in Fig. 6 shows re-
sults obtained for the distance transform method and the right column show results 
obtained for CSS.  
The recall-precision plots for sets B and C are shown in the figures below. 
 
Fig. 7. Average Recall-Precision for MPEG-7 database, CE-1, Set B using the Proposed 
Method and CSS method 
 
Fig. 8. Average Recall-Precision for MPEG-7 database, CE-1, Set C using the Proposed 
Method and CSS method 
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The proposed method and CSS are able to achieve good results for Sets A1, A2. 
Hence, both the methods are sufficiently robust to scaling and rotation. In Set A1, it is 
not possible to obtain a precision of 100% [16]. The reason is that 17 shapes in the set 
are too small; these are the shapes obtained by scaling with a factor 0.1. Some exam-
ples of these shapes are shown below.  
  
 
 
 
 
 
Fig. 9. Shapes from Set A1. Top Row shows Basic Shapes. Bottom Row shows Shapes Ob-
tained by Scaling with factor 0.1. 
The best possible precision for Set A1 is reduced to 93% because of the 17 shapes 
which are scaled beyond recognition [16]. Considering that the best possible precision 
is 93%, the three methods perform near optimal for Set A1. The precision of retrieval 
for Set A2 is near 100% for the proposed method. Hence, the proposed method is ro-
bust to rotation. CSS is slightly less robust to rotation.  
The experiments on Set B of CE-1 show that the proposed method performs sig-
nificantly better than CSS. Set B is the most challenging. The precision of retrieval is 
lower than Set A and Set C. For each query, there are 20 relevant shapes however 
some shapes in each class are similar to shapes in other classes.  
 
 
 
Fig. 10. Shapes from dog class and horse class which are perceptually similar 
Only a single query is used in Set C, namely, bream-000. 14 bream fish do not 
have shape similar to bream-000 which is the query shape. The best possible precision 
for this dataset is 93% (186/200) [16]. Both methods have high precision for low re-
call; however, the precision of CSS drops significantly for high values of recall. 
We have used 512 dimensions in the feature vectors. The shape is decomposed into 
32 concentric spheres. For each sphere, 16 coefficients are computed. Hence, the fea-
ture vector has 32x16=512 dimensions.  
66 A. Sajjanhar, G. Lu, and D. Zhang 
 
5   Discussion 
A reason contributing to the effectiveness of the proposed method is the use of 
spherical harmonics. Spherical harmonics can be regarded as Spherical Fourier Trans-
form. Fourier transform has been shown to be effective for pattern recognition. 
Spherical harmonics represent spherical functions in the spectral domain; spherical 
functions are obtained a priori for a series of concentric spheres on the voxel grid. The 
inherent nature of obtaining spherical harmonics which uses concentric spheres to 
sample image features provides a balanced approach for feature extraction. In con-
trast, a regular grid distribution in Cartesian coordinates tends to undersample the 
image in the centre and oversample the image away from the centre. Another advan-
tage of spherical harmonics is representation of image features in the spectral domain. 
Spectral analysis of images has been widely used for image retrieval. There are two 
advantages of spectral features. First, they are robust compared with spatial features. 
Second, spectral features are inherently multiresolutional and this property can be 
leveraged to determine the degree of detail encoded during indexing.  
In the case of fine shapes, SHD is not robust. Sparse point clouds result in inaccurate 
mesh generation when Delaunay triangulation is applied. SHD can be used adaptively 
i.e. the pixel cloud may be built for the shape complement to improve the performance 
of fine shapes.  
Computational expense of the proposed method also needs to be addressed. The pro-
posed method requires more processing compared with other techniques for 2D image 
retrieval. Processing overheads of the proposed method include: triangulations of the 
point cloud to generate a mesh and 3D modeling of the mesh. Efficient methods for 
computing distance transforms require only two passes of the image [13]. Efficient 
methods for Delaunay triangulations have computational complexity O(n2) [7]. Efficient 
methods for computing spherical harmonics of a spherical function have been devel-
oped [11][12] which have complexity O(b2logb2) sampled on a regular O(b2) grid. 
The method described above can be extended to grayscale images. A point cloud is 
constructed as shown in Fig. 1 for grayscale images. The z-axis, however, specifies 
the pixel intensity in the grayscale image. Voxel is built from the point cloud and 
SHD is used to represent energy information of concentric spheres on the voxel.  
Distance Transforms are not robust for some images. Spurious edges detected by the 
edge detector and the undetected edges missed by the edge detector causes performance 
deterioration [6]. Varying the threshold slightly can generate large changes in the number 
of false positives and false negatives. Rosin and West [6] proposed the Salience Distance 
Transform (SDT) which has greater stability. In this approach the distances from the 
edges are weighted by the salience of the edges. Salience of edges is determined by vari-
ous criteria such as edge magnitude, curve length and local curvature. Applying the edge 
detection over a range of scales also improves the stability of the method. 
6   Conclusion 
In this paper, we proposed a shape descriptor. Distance transform approach is used to 
obtain the 3D model. Spherical harmonics are obtained from the 3D model. The shape 
descriptor is tested against standard dataset and it is shown that the proposed descrip-
tor is more effective than MPEG-7 descriptors for shape contour, namely, Curvature 
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Scale Space. The proposed descriptor is a generic descriptor i.e. it can be applied to 
shape regions and shape contours. 
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