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Abstract
Autonomous vehicles are a great asset to society by helping perform many dangerous
or tedious tasks. They have already been successfully employed for many practical ap-
plications, such as search and rescue, automated surveillance, exploration and mapping,
sample collection, and remote inspection. In order to perform most tasks autonomously,
the vehicle must be able to safely and efficiently navigate through its environment. The
algorithms and techniques that allow an autonomous vehicle to find traversable paths to
its destination defines the set of problems in robotics known as motion planning.
This thesis presents a new motion planner that is capable of finding collision-free paths
through an unknown environment while satisfying the kinodynamic constraints of the ve-
hicle. This is done using a two step process. In the first step, a collision-free path is
generated using a modified Probabilistic Roadmap (PRM) based planner by assuming un-
explored areas are obstacle-free. As obstacles are detected, the planner will replan the path
as necessary to ensure that it remains collision-free. In complex environments, it is often
necessary to increase the size of the PRM graph during the replanning step so that the
graph remains connected. However, this causes the algorithm to slow down significantly
over time. To mitigate these issues, the novel local sampling and PRM regeneration tech-
niques are used to increase the computational efficiency of the replanning step. The local
sampling technique biases the search towards the neighborhood of the obstacle blocking
the path. This encourages the planner to generate small detours around the obstacle in-
stead of rerouting the whole path. The PRM regeneration technique is used to remove all
non-critical nodes from the PRM graph. This is used to bound the size of the PRM graph
so that it does not grow increasingly large over time.
In the second step, the collision-free path is transformed into a series of kinodynamically
feasible motion primitives using two novel algorithms: the heuristic re-sampling algorithm
and the transformation algorithm. The heuristic re-sampling algorithm is a greedy heuristic
algorithm that increases the clearance around the path while removing redundant segments.
This algorithm can be applied to any piece-wise linear path, and is guaranteed to produce
a solution that is at least as good as the initial path. The transformation algorithm is a
method to convert a path into a series of kinodynamically feasible motion primitives. It is
extremely efficient computationally, and can be applied to any piece-wise linear path.
To achieve good computational performance with PRM based planners, it is necessary
to use sampling strategies that can efficiently form connected graphs through narrow and
complex regions of the configuration space. Many proposed sampling methods attempt to
bias the sample density in favor of these difficult to connect areas. However, these methods
iii
do not distinguish between samples that lie inside narrow passages and those that lie along
convex borders. The orthogonal bridge test is a novel sampling technique that can identify
and reject samples that lie along convex borders. This allows connected PRM graphs to be
constructed with fewer nodes, which leads to less collision checking and reduced runtimes.
The presented algorithms are experimentally verified using an AR.Drone quadrotor
unmanned aerial vehicle (UAV) and a custom built skid-steer unmanned ground vehicle
(UGV). Using a simple kinematic model and a basic position controller, the AR.Drone
is able to traverse a series of motion primitives with less than 0.3 m of crosstrack error.
The skid-steer UGV is able to navigate through unknown environments filled with obsta-
cles to reach a desired destination. Furthermore, the observed runtimes of the proposed
motion planner suggest that it is fully capable of computing solution paths online. This
is an important result, because online computation is necessary for efficient autonomous
operations and it can not be achieved with many existing kinodynamic motion planners.
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Robots allow many tasks to be accomplished more safely and efficiently. They have proven
to be highly valuable in many areas including military (e.g. combat and spy drones, mine
detection robots), industrial (e.g. automated assembly lines), and aerospace (e.g. satellites,
Canadarm). As robots become more prevalent, significant effort is being made to improve
their level of autonomy so that they can operate with minimal human input. This increases
efficiency by allowing fewer human operators to control a larger number of robots. As well,
increased autonomy allows the robot to be less dependent on human intervention. This is
beneficial in cases where there exists a significant delay in transmitting commands to and
from the robot (i.e. teleoperating a robot deployed on another planet).
Unmanned vehicles are autonomous robots that grant people the ability to access in-
convenient or hostile locations remotely. There are different types of unmanned vehicles
including unmanned aerial vehicles (UAVs), unmanned ground vehicles (UGVs), and un-
manned underwater vehicles (UUVs). These vehicles serve many practical applications
such as search and rescue, surveillance, exploration and mapping, sample collection, and
fault inspection of various structures like bridges or power lines. The presented research
will primarily be focused on the quadrotor UAV and skid-steer UGV platforms.
Motion planning is one of the fundamental problems that must be solved before vehicles
can operate autonomously. The ability to safely maneuver within a given environment is
required for almost any robotic application. Using information gathered through on-board
sensors, the motion planner is responsible for finding collision-free paths that will allow the
vehicle to transition into a desired state. Unfortunately, all vehicles are subject to the laws
of physics, and hence its motion will be limited by kinematic and dynamic (kinodynamic)
constraints that restrict the possible degrees of freedom and the achievable velocities and
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accelerations. Thus, as an additional caveat, the motion planner should enforce these
constraints while generating solution paths in order to ensure that they are traversable by
the target vehicle. This describes the class of problems known as ”kinodynamic motion
planning” which is the focus of this work.
The primary objective of this research is to develop a kinodynamic motion planner that
is capable of guiding an autonomous vehicle, from an initial location to a specified target
location, through a 3D environment filled with static unknown obstacles. To simplify the
kinodynamic complexity, the vehicle platforms will be restricted to those capable of turning
without translation (i.e. minimum turning radius of zero). The target experimental plat-
forms used in this work is the quadrotor UAV and a skid-steer UGV. For these platforms,
the common sensors for environmental perception include monocular and stereo visible
light and infrared (IR) cameras, LIght Detection And Ranging (LIDAR), and SOund Nav-
igation And Ranging (SONAR). Furthermore, to decouple the motion planning problem
from the localization problem, a Global Positioning System (GPS) sensor or an indoor
equivalent (i.e. OptiTrackTM) is assumed to be available on the vehicle. To help position
the presented research within the existing motion planning literature, an overview of sev-
eral existing motion planning techniques will be given in Section 1.1. Then, the approach
and contributions of this work will be described in Section 1.2.
1.1 Related Work
There are many existing motion planning techniques for autonomous robots. The key
working principles of many of these techniques are platform independent and can therefore
be adapted to work with a variety of different robots. This section will provide a brief
introduction to several motion planning techniques that are commonly used in autonomous
robotic applications. Note that this section is only an overview, and a more focused
examination of related works will be provided at the start of each chapter.
1.1.1 Potential Field and Level Set Methods
Artificial potential fields (APF) [4] is a greedy path planning algorithm that works on the
principle of gradient descent. In order to find a path, it is necessary to convert the map of
the environment into a corresponding potential map that contains the potential values at
each location. The vehicle is attracted to the destination (which has the lowest potential)
and repelled from obstacles (which have the highest potentials). Given a starting position,
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the solution path can be obtained through greedy gradient descent of the potential map.
APF techniques are simple to implement and have been shown to work well in environments
with relatively sparse obstacles. Furthermore, after the potential map has been calculated,
paths can be very efficiently generated from any starting location. Unfortunately, APF
techniques also suffer from several shortcomings. First and most significantly, the vehicle
can often get stuck in local minima (i.e. non-destination locations that have lower potential
than all its adjacent neighbors) and become unable to proceed to the destination. This issue
is especially prominent in cluttered environments with concave obstacles, and has been the
subject of a lot of research. Many methods have been proposed to alleviate this problem by
either detecting and escaping local minima [65], or by generating potential maps with only
one minimum at the desired destination [52]. The second limitation of APF techniques
is that they do not consider the kinodynamic vehicle constraints, and thus there is no
guarantee that the solution path can be traversed by the given vehicle platform. Finally,
because the potential map assigns a value to every location, APF techniques generally rely
on an occupancy grid based map of the environment which can lead to discretization and
resolution issues.
Level set methods such as wavefront [64] or fast marching [55] share many similarities
with APF techniques. The main idea behind these methods is that if a wave that flows
around obstacles is propagated outwards from the desired destination, it will eventually
reach every possible starting location in the environment for which there exists a path to
the destination. An analogy that is commonly used is to imagine the destination as a heat
source and the free space as some conductive material. Eventually, the heat will transfer
to all free space that is connected to the destination through some obstacle free path. The
resulting map containing the propagated wavefronts will closely resemble the potential
maps of the APF techniques. Finally, the vehicle reconstructs the path by following the
wavefronts back to their source. Unlike APF techniques, level set methods do not have local
minima where the vehicle can get stuck during path reconstruction. Since the wavefront is
propagated from the destination, every point reached by the wave can be traced backwards
to the destination. A variation of this technique, known as dual wavefront [48], attempts
to decrease runtimes by propagating two waves (one from the starting location and one
from the destination) simantaneously. Once the two waves meet, the solution path is
reconstructed in the same manner using both waves.
The wavefront technique accomplishes the propagation of the simulated wave through
dynamic programming on grid based maps. The method is straight forward to implement,
but its performance is limited by having to enumerate through each cell of the grid based
maps. As a result, the method scales poorly with the size and dimension of the environment
space and there is a trade-off between map resolution and computational efficiency. If
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the environment is large and the map has a very fine resolution, the algorithm will slow
down due to the sheer number of cells it has to propagate the wave through. However,
if the map resolution is increased for computational efficiency, many discretization issues,
such as obstacle dilation and loss of detail, will arise. Finally, like APF techniques, this
method does not consider kinodynamic vehicle constraints, and in fact the solution paths
are frequently not smooth due to the discretization of the grid based maps.
Fast marching is a numerical method used for approximating solutions to the non-
linear Eikonal equation which can be used to describe the evolution of a closed curve (i.e.
the boundary of the simulated wave as it is propagated through the environment). Fast
marching is an extension of the wavefront technique with several advantages. By using
the Eikonal equation, the wave propagation becomes continuous and is regulated by a
user selected speed function. This eliminates the dependency on grid based maps and any
discretization issues that may result. Additionally, the ability to vary the speed function
throughout the environment allows for factors such as terrain type to be considered in the
solution path. For instance, by propagating the wave at speeds corresponding to how fast
the vehicle can travel over each type of terrain, the resulting solution path will be time
optimized based on both distance and achievable velocities. However, other kinodynamic
constraints, such as maximum accelerations and angular rates, are still ignored.
1.1.2 Graph Methods using Map Decomposition
Graphs are an efficient way of representing the traversable free space in an environment.
Given such a graph, many existing graph theory methods, such as Dijkstra’s Algorithm
[13], A* search [22], or even fast marching [19], can be used to find a solution path linking
the two desired locations. Therefore, the challenge lies in efficiently converting the map
of the environment into an equivalent graph representation. This section will examine
some of the deterministic methods that can be used to create graph representations of the
environment.
One method of efficiently creating a graph representation of the environment is to
construct a visibility graph [46]. This is done by setting the starting location, destination,
and the vertices of all the obstacles as the nodes of the graph, and then forming collision-free
edges between each pair of nodes where possible (edges along the boundaries of obstacles are
also included).The main advantage of this technique is that in 2D environments the graph
will contain the shortest solution path (globally optimal with respect to distance) which is
then easily found using Dijkstra’s algorithm or A* search. Unfortunately, this will generally
not hold true for 3d environments. In addition, since the solution path will lie very close to
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obstacles as a result of how the visibility graph is constructed, there will be an increased risk
of collision during traversal. Furthermore, in the presence of obstacles without vertices (e.g.
circular obstacles), constructing the visibility graph becomes significantly more difficult
and complex. Finally, the kinodynamic vehicle constraints are not considered so it may be
difficult to traverse the solution path efficiently.
Voronoi decomposition [3] is a method of dividing the environment into a graph (Voronoi
diagram) in which each edge is equidistant to the two nearest obstacles, and each node
is equidistant to the nearest three or more obstacles. There exists a variety of different
algorithms to generate the Voronoi diagram, and the choice of algorithm will depend largely
on the properties of the given environment. For instance, Fortune’s algorithm [15] can
efficiently construct Voronoi diagrams of 2D environments containing point obstacles, the
Bowyer-Watson algorithm [10, 61] can construct Voronoi diagrams of 3D environments
containing point obstacles, and other more advanced algorithms, such as [6] and [23],
can construct generalized Voronoi diagrams containing non-point obstacles. Performing
Dijkstra’s algorithm or A* search on the Voronoi diagram will yield a solution path that
attempts to maximize the clearance (distance to nearest obstacle) at every point. The main
drawback of this method is that it does not consider the kinodynamic vehicle constraints.
However, this is somewhat mitigated since the path attempts to maximize clearance thus
reducing the risk of collision for small deviations off the path.
Cell decomposition methods, such as trapezoidal decomposition [58] and Morse de-
composition [1], divides the free space into geometrically simpler subspaces (cells) such
that their sum will be equal (or approximately equal) to the entire free space. The graph
representation of the environment depicts each cell as a node with edges connecting pairs
of nodes whose cells are adjacent to each other. Unfortunately, the resulting graph only
captures the adjacency information of the cells, so performing Djikstra’s algorithm or A*
search will generally not yield a solution path, but rather a series of cells that contains a so-
lution path. However, solving for the solution path within the cells is generally non-trivial,
so additional effort (i.e. another method) is often required.
1.1.3 Graph Methods using Random Sampling
Graph representations of the environment can also be generated using random sampling
based approaches such as probabilistic roadmaps (PRM) [34] and rapidly-expanding ran-
dom trees (RRT) [41]. These techniques (and their many variations) are very popular due
to scalability and robustness. The main idea behind these techniques is to capture the
connectivity of complex spaces using random samples.
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The traditional PRM algorithm generates graph nodes randomly throughout a given
environment, and then connects each pair of nodes with a straight collision-free edge where
possible. Given a starting location and destination, these two points can be appended to
the PRM graph as nodes and connected to the rest of the graph through collision-free edges.
Then, the solution path can be obtained by performing Dijkstra’s algorithm or A* search
on the resulting graph. PRM techniques are efficient and work well for large, complex
environments even in high dimensions. However, the random nature of the PRM nodes
can often lead to a path that is circuitous. As well, this method ignores the kinodynamic
vehicle constraints and tends to generate piece-wise linear paths that are difficult to traverse
efficiently.
RRT planners also generate graph representations of the environment through random
sampling. However, unlike traditional PRM planners, RRT takes the vehicle model into
consideration and will thus satisfy all kinodynamic constraints. Instead of naively con-
necting the sampled nodes to form a graph, the RRT method builds a tree (rooted at the
starting location) by propagating control inputs through the vehicle model. Each node in
the constructed tree represents not only a location, but also the full set of vehicle states as
well. During each iteration, the algorithm will sample a random location in the environ-
ment and then find the node in the current tree that is closest to that sampled location.
Then, starting at the closest node in the tree, the set of feasible control inputs are prop-
agated through the vehicle model for one time step. The control input that allows the
vehicle to move the closest to the sampled location will be selected, and the resulting set
of vehicle states will be added to the tree as a new node. When the destination is reached
by a branch of the tree, the path can be reconstructed using backward induction.
Despite their many strengths, RRT planner also have several limitations. First, the
performance of the overall algorithm strongly depends on the local planner responsible for
selecting the control inputs. For more complex vehicle models, finding an appropriate local
planner can be a challenge. Additionally, due to the random nature of the algorithm, the
solution path will often contain many unnecessary deviations. While these deviations also
appear in paths generated by PRM algorithms, the effects are more prominent because any
redundant segments in the path can’t be removed using Dijkstra’s algorithm or A* search
due to the tree structure. As well, since the control inputs are selected to move greedily
towards the sampled location at each time step with no regard for subsequent moves, the
vehicle state at the start of each segment may be undesirable and require additional control
effort to correct. Many modifications have been proposed to mitigate these issues in RRT
planners, and these will be examined in Chapter 2.
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1.2 Research Approach and Contribution
Many of the existing motion planners are unable to generate kinodynamically feasible paths
(e.g. PRM planners) or are too slow computationally to be performed online (e.g. RRT
planners). Therefore, the goal of this presented research is to develop a computationally
efficient motion planner that can generate collision-free paths, from a starting location to
a specified destination, through an unknown 3D environment while satisfying the kinody-
namic constraints of the vehicle. As previously mentioned, the problem will be simplified
by restricting the vehicle platforms to those with a minimum turning radius of zero, and by
assuming the availability of reliable localization information (decoupling of the localization
and planning problems). In unknown environments, it will often be necessary for the pro-
posed algorithm to recompute paths online (e.g. when newly detected obstacles is blocking
the current path). In order to prevent these online path replans from becoming bottlenecks
in the traversal process, the algorithm must be able to calculate each path segment in less
time than it takes the vehicle to traverse it. Assuming that all the path segments require
approximately equal time to traverse, this enables the algorithm to always have at least
one path segment calculated ahead of the vehicle.
The research built an incremental solution to the overall problem by solving a series of
subproblems. The first subproblem, presented in Chapter 2, will develop a motion planner
for a known 3D environment that satisfies the kinodynamic vehicle constraints. There
already exists many methods for finding a collision-free path through a 3D environment,
however most of these either ignore the kinodynamic vehicle constraints or require long
computational times. Thus, the approach will be to use an existing motion planner, which
ignores kinodynamic constraints, to compute an initial collision-free path. Then, using the
presented heuristic re-sampling and transformation algorithms, this collision-free path is
transformed into a series of kinodynamically feasible motion primitives.
The second subproblem, presented in Chapter 3, will incorporate the transformation
algorithm (from the first subproblem) with a motion planner capable of generating collision-
free paths in unknown environments. The motion planner for unknown environments
must be capable of calculating an initial candidate path and then re-plan as necessary as
the vehicle explores the environment. The proposed algorithm for planning in unknown
environments is a modified version of the PRM planner with a D* (dynamic A*) search
[56]. The transformation algorithm is then applied to the resulting piece-wise linear path
to satisfy any kinodynamic vehicle constraints.
The third subproblem attempts to increase the computational efficiency of the PRM
based algorithm (developed in the second stage) by using sampling strategies that bias the
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samples towards regions critical to the connectivity of free space, thus allowing paths to
be found with fewer samples. Chapter 4 will introduce a novel sampling technique (the
orthogonal bridge test) that can be used to improve the performance of PRM based motion
planners.
The proposed algorithms were experimentally verified on two vehicle platforms. The
quadrotor UAV platform was used to confirm the traversability of the motion primitives
used in the transformation algorithm, and to verify the feasibility of the motion planner
for unknown environments. The complete solution was then implemented on a skid-steer
UGV. The implementation details and experimental results are presented in Chapter 5.
The main novel contributions that will be presented in this thesis are:
• A heuristic re-sampling algorithm capable of removing redundant path segments and
increasing the clearance around any piece-wise linear path.
• A transformation algorithm that can convert any piece-wise linear path into a series
of kinodynamically feasible motion primitives.
• A modified PRM based planner, with local sampling and PRM regeneration, that is
capable of finding collision-free paths through unknown environments.
• A new sampling technique, the orthogonal bridge test, that can increase sample





Planner for Known 3D Environments
The focus of this chapter will be motion planning in known static 3D environments while
satisfying kinodynamic vehicle constraints. The proposed approach is a two-step process
where the first step finds a piece-wise linear collision-free path and the second step trans-
forms that path using motion primitives to satisfy the kinodynamic vehicle constraints.
The first step can be accomplished using many of the existing motion planning techniques.
For this work, the probabilistic roadmap (PRM) planner is selected due to its robustness
and efficiency in complex 3D environments. The second step uses the novel transformation
algorithm that will be developed in this chapter.
This chapter will begin by reviewing a variety of existing algorithms for computing
kinodynamically feasible paths in known environments in Section 2.1. Then, the standard
PRM algorithm will be stated for completeness in Section 2.2. Sections 2.3 and 2.4 will
describe the proposed heuristic re-sampling and transformation algorithms respectively.
Finally, simulations of these algorithms will be presented in Section 2.5.
2.1 Background and Theory
The rapidly-exploring random tree (RRT) algorithm is one of the most well known kinody-
namic motion planners. While the standard form of the RRT planner, briefly introduced
in Chapter 1, suffers from issues such as slow runtimes and circuitous paths, many vari-
ations and extensions have been proposed to mitigate these problems. RRT-Connect [40]
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attempts to reduce computation time by expanding the tree more aggressively. Once the
sampled location is chosen during the expansion step, the control inputs are repeatedly
propagated for multiple time steps until either the sampled location is reached or a colli-
sion becomes inevitable. In environments with sparse obstacles, this generally reduces the
runtime significantly. Furthermore, RRT-Connect uses the dual tree approach, where one
tree rooted at the start and another rooted at the destination are grown simultaneously
until they meet in the middle. This allows a connected path to be found faster because it
is much easier for the branches of two trees to find each other, than for the branch of a
single tree to find a specific location. However, in cluttered environments, the runtime is
still insufficient for online applications.
In [12], another variation of RRT is proposed to reduce metric sensitivity. This issue
arises in traditional RRT planners because the Euclidean norm on the vehicle position
is used as the metric to determine which node to expand towards the sampled location.
However, it may not always be desirable to expand from the closest node due to velocity,
acceleration, or non-holonomic constraints. Thus, [12] suggests that a constraint violation
frequency metric, which represents the percentage of potential expansions that will lead to
a collision, be calculated for each node. Then, the probability of expanding each node is
inversely proportional to its constraint violation frequency. Furthermore, all inputs that
have been evaluated (i.e. have led to a collision or successfully generated a new node) are
removed from the set of available inputs on their respective nodes. This ensures that time
will not be spent re-evaluating these same inputs during future iterations. An extension
of [12] is the RRT-Blossum algorithm presented in [30]. The main contribution of RRT-
Blossum is the addition of a mechanism that prevents new nodes from being generated in
locations where the parent node is not the closest node. This retains the benefits of [12],
while encouraging the tree to expand into new areas. Unfortunately, this modification can
lead to deadlocks in the presence of non-holonomic constraints. To prevent this, RRT-
Blossum introduces a priority system that allows previously forbidden expansions after
all other alternatives have been exhausted. While these modifications do offer significant
speed ups, the runtime in complex environments is still insufficient for online applications.
RRT* [32] is a variation of the RRT planner that attempts to eliminate circuitous
paths. Unlike traditional RRT planners, which generate new nodes by expanding the tree
from the node closest to the sampled location, RRT* expands the node that will yield the
shortest overall path to the new node. It is shown in [32] that the solution path found
by RRT* will approach the optimal path as the number of iterations and nodes increase.
Unfortunately, this method is not suited to online applications, because the large number
of nodes and iterations required to benefit from this method will increase computation
time.
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Another variation of the RRT planner is presented in [16]. One major contribution of
this work is the concept of optimal control policy, which is the set of control inputs that
allows the vehicle to traverse a distance optimal path to the destination in the absence of
obstacles. This optimal control policy can be calculated for any node, and is used to guide
tree expansion. To generate a new node, the planner iterates through all the nodes in the
tree until it finds a node whose optimal control policy brings the vehicle within some defined
neighborhood of the sampled location without collision. The new node is then generated
by propagating the optimal control policy from that node until the vehicle reaches the
neighborhood of the sampled location. The order in which the nodes are evaluated during
the expansion step differs depending on the phase of the planner. During the exploration
phase, the goal is to increase the reachable set of tree, so nodes that are closest to the
sampled location are evaluated first. After a feasible path as been found, the planner
enters the optimization phase where it attempts to improve the path. During this phase,
nodes that yield the shortest overall path to the sampled location are evaluated first (note
that this is the same strategy used in RRT*). Furthermore, to increase computational
efficiency, a tree pruning technique is introduced, where any child node (and its subtree)
is removed if its optimal control policy yields a path (i.e. best potential path from child)
that is longer than the current solution path from the parent node (i.e worst potential path
from parent). Finally, even though the results presented in [16] suggest that the runtime
of this planner is sufficient for online applications in 2D environments, it is still likely to
be too slow for online applications in more complex 3D environments.
Motion primitives are also commonly used to generate kinodynamically feasible paths.
A motion primitive can be informally defined as a time and position invariant path segment
that results from the application of a simple control input. The traditional approach to
path planning with motion primitives is to generate a reachability graph by concatenating
different motion primitives together. This method is often used to generate paths for
kinematic models of non-holonomic vehicles, such as Dubin’s car [42]. One drawback of
reachability graphs, however, is that if the vehicle has a large number of motion primitives,
the graph will quickly become cluttered and contain many redundancies. To mitigate
this issue, [49] proposes a method for removing redundancies in reachability graphs by
identifying equivalent paths. However, this method can only be applied to kinematic
motion primitives, because it does not take the velocity and acceleration of the vehicle into
account when concatenating or removing motion primitives. To accommodate vehicles
with more complex dynamic motion primitives, [17] introduced the notion of trim motion
primitives and maneuvers. A trim motion primitive is a motion primitive in which all the
control inputs are held constant, and a maneuver is a non-trivial series of motion primitives
that begins and ends in steady state conditions (i.e. can be concatenated with trim motion
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primitives on both ends). This enables dynamic motion primitives to be concatenated into
a variety of complex paths. Unfortunately, attempting to create a reachability graph with
such complex motion primitives is quite inefficient, especially in large 3D environments,
and will most likely be too slow for online applications.
Optimization techniques have also been used to solve for kinodynamically feasible paths.
In [54], the motion planning problem is converted into an equivalent mixed integer linear
program (MILP), which attempts to optimize some metric subject to obstacle and vehicle
constraints. The main advantages of this approach is the ability to leverage off the many
existing techniques for solving optimization problems, and the possibility of optimizing the
path using a non-distance metric (i.e. finding paths that minimize fuel consumption). A
number of proposed methods have attempted to incorporate optimization techniques with
other existing motion planners. For instance, both [33] and [18] used a non-linear program
(NLP) in the expansion step of the RRT algorithm to solve for feasible control inputs that
will allow the vehicle to reach the sampled location. Another approach, which is presented
in [9] and [59], is to first generate an initial collision free path by ignoring kinodynamic
constraints. Then, NLP (in [9]) or MILP (in [59]) is used to generate a kinodynamically
feasible path in the vicinity of the initial collision-free path. This greatly reduces the size of
the search space, because the optimization algorithm only has to look in the neighborhood
of the initial collision-free path. Unfortunately, optimization algorithms scale poorly with
the size and complexity of the environment. Thus, in large or cluttered environments, the
runtimes of all these algorithms will be too slow for online applications.
Two step planners, where an initial collision-free path is later transformed to satisfy kin-
odynamic constraints, are also commonly used. In fact, the optimization based techniques
presented in [9] and [59] also fall into this category. Another example is [37], where B-
splines are used to smooth out the the initial path generated by a PRM planner. However,
even though the technique generates a smooth path, it does not explicitly account for the
kinodynamic constraints of the vehicle. Thus, the feasibility of the path can not be guar-
anteed. The two step planner presented in [26] accounts for the kinodynamic constraints
by computing velocity and acceleration references (based on the vehicle limitations) at key
points along the initial collision-free path. These velocity and acceleration references are
then used as feed-forward inputs to a tracking controller, which generates control inputs
that allow the vehicle to traverse the path. The main drawback of this method is that it
does not account for the deviations that will result when the vehicle transitions from one
path segment to the next. Thus, it is necessary for the vehicle to slow down significantly in
order to traverse corners safely. The proposed method of transforming the path using mo-
tion primitives draws inspiration from [26], but aims to mitigate the limitations mentioned
above.
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2.2 The Probabilistic Roadmap Planner
Given an environment W ∈ R3 that contains a set of obstacles O ⊆ W and a robot with
n degrees of freedom represented by X = {x1, x2, ..., xn} ∈ Rn, the configuration space
C ∈ Rn is the space spanned by X. The untraversable regions within C can then be defined




(xi /∈ [ximin , ximax ])}, where [ximin , ximax ] is the achievable
range for state xi as defined by the boundaries of W and the vehicle constraints. The
traversable free space within C will therefore be Cfree = C \ Cobstacle. The objective of the
motion planning problem is to find a path that lies entirely within Cfree. The reason that
the planning is done in C, instead of W , is to account for the volume and pose of the robot
when checking for potential collisions.
The PRM algorithm that is used to generate the initial collision-free path consists of
two parts. The first part constructs the roadmap (or graph), which attempts to approxi-
mate Cfree, through random sampling. The second part appends the starting and ending
locations to the roadmap and queries for a solution path connecting them. This allows
for multiple queries with different starting and ending configurations to be performed on a
single roadmap. For single query applications, the starting and ending configurations can
be directly added to the roadmap during initialization. The details of the PRM algorithm
are presented in Algorithm 1, where the nodes and edges in the roadmap are represented
by the sets S and E respectively, N is the maximum number of samples, ∼ U [C] denotes
a sample being drawn from an uniform distribution spanning the space C, eij is the edge
connecting nodes si and sj, and ss and se are the start and end configurations respectively.
Note that A* search can be used in place of Dijkstra’s algorithm in Algorithm 1.
There are many modifications that can be made to the PRM algorithm in order to
increase efficiency. One of the most computationally expensive operations of the algorithm
is performing collision checks on each potential edge. Since a fully connected graph is
not necessary to obtain a path, it is common practice to only connect each node to its
n closest neighbors, where n becomes a parameter used to tune the algorithm. The idea
is that the closer two nodes are to each other, the higher the chances that they can be
connected with a collision-free edge. However, there are several trade-offs to this approach.
For instance, the resulting path is more likely to be comprised of many shorter segments
when fewer longer segments may have sufficed. As well, if the nodes happen to be natu-
rally clustered, connectivity of the graph may suffer since the nodes will only connect to
the closest neighbors which lie in the same cluster. It is necessary for the PRM graph
to be connected in order to guarantee that a path will be found during the query phase.
However, creating a connected graph can be quite challenging in the presence of cluttered
obstacles and narrow passages. It has been shown that as the number of uniform samples
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Algorithm 1 PRM Algorithm
1: N = 0, S = ∅, E = ∅
2: while N < N do
3: Select s ∼ U [C]
4: if s ∈ Cfree then
5: S = S
⋃
s
6: N = N + 1
7: end if
8: end while
9: for all pairwise distinct si ∈ S and sj ∈ S do
10: if eij ⊆ Cfree then










15: for all si ∈ S do
16: if esi ⊆ Cfree then




19: if eei ⊆ Cfree then





23: path = Dijkstra’s Algorithm(ss, se, S, E)
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tends to infinity, the probability that the graph will be connected and a path (assuming
one exists) will be found tends to 1. This is concept is known as probabilistic completeness.
Unfortunately, increasing the number of uniform samples until the graph is connected will
introduce many redundant samples in expansive regions and lead to an overall decrease
in efficiency. Therefore, various sampling strategies have been proposed to bias the sam-
ples towards critical areas that are likely to cause connectivity issues. These sampling
techniques will be examined in detail in Chapter 4.
2.3 Heuristic Re-sampling Algorithm
As previously mentioned, the paths generated by PRM techniques often circuitous (es-
pecially in 3D environments using the maximum neighbors constraint) and can venture
unnecessarily close to obstacles. Thus, before attempting to transform the path to satisfy
kinodynamic vehicle constraints, it is advantageous to mitigate these effects so the control
effort require for traversal will be minimized later on. To accomplish this, a novel greedy
heuristic algorithm will be used to iteratively maximize the clearance around the path
while removing redundant segments.
The heuristic function used for this algorithm is the average minimum distance of each
node (in the path) to its nearest obstacle. By maximizing this heuristic, the algorithm
attempts to maximize the clearance around the path. Given a path defined by the set of






min(D(si, O), Dmax) (2.1)
where Np is the number of nodes in Sp, D : R3 × O → R+ is a function that returns
the minimum distance between a node si ∈ Sp and the obstacles in O, and Dmax is the
maximum contribution that a node can make to the heuristic function. The purpose of
this Dmax term is to prevent unnecessarily wide paths in expansive environments, where
the nodes can be continuously shifted further and further from the obstacles. Note that
this heuristic only considers the distance to nearest obstacle at the nodes of the path, so
it is possible that the middle sections of certain path segments remain close to obstacles.
The heuristic function can be continuously refined by including increasing bisections of the
each path segment in the calculations, however there will be a trade-off in computational
efficiency. As well, this heuristic function favors cluttered or indoor environments where
there are obstacles enclosing the obstacle.
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To shift the path away from obstacles, a local re-sampling is performed at each node
in the path. For each node si ∈ Sp, a set of new nodes Sn is generated using uniform
sampling within a ball of radius r around si. Then, the set of candidate nodes for the
modified path at si will be the set Si = si
⋃
Sn. Starting at the first node in the path,
the value of D(s,O) is calculated for each s ∈ Si. Using a greedy approach, the algorithm
attempts to replace si with smax ∈ S, where smax is the node with the maximum D(s,O)
value in Si. To ensure the path remains collision-free, smax is connected to nodes si−1 and
si+1 in the current path. If a collision results, the current smax is removed from Si, and a
new smax is selected from the remaining candidates. This process is repeated for each node
along the path until the destination is reached. In the worst case scenario, the algorithm
will return the initial path since it is collision-free and its nodes are also included in the
selection process. The effect of this re-sampling technique is illustrated in Figure 2.1(a),
where the initial path is shown in green and the shifted path is shown in blue. Next,
the algorithm removes redundant segments from the path. Starting at the first node, the
algorithm attempts to connect si to si+2. If the resulting edge is collision-free, then si+1 is
redundant and removed from the path. This step is repeated until it is no longer possible to
remove si+1 without introducing a collision in the path. The algorithm repeats this process
for the subsequent nodes in the path until the end of the path is reached. The effects of this
process is shown in Figure 2.1(b).The algorithm will repeat the two steps described above
until the improvements in the heuristic function stay less than some specified threshold ε
for several consecutive iterations.
(a) Shifting path away from obstacles. (b) Removing unnecessary segments.
Figure 2.1: Heuristic re-sampling algorithm.
Like many iterative algorithms, premature termination due to local optima can be a
large issue for this algorithm. Even though it is not necessary to find the global optimum,
it is desirable to get as close to it as possible. Since the algorithm is heuristic based and
iterative, simulated annealing [35] is a readily applicable technique that can be incorporated
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to reduce these issues.
In traditional simulated annealing algorithms, the energy function determines the prob-
ability of accepting a less desirable solution at each iteration. The motivation is to allow
the algorithm access to a large region of the search space initially, and slowly decrease the
size of the search as the solution is refined. This same idea can be applied to the presented
algorithm with one important difference: the algorithm will remain greedy, and the en-
ergy function will instead determine the re-sampling radius r around each node. Thus, the
nodes in Sn are allowed to span a large space around si during the initial re-sampling steps.
Then, as the energy decreases with each iteration, the nodes in Sn will be restricted to a
smaller and smaller neighborhood of si until they converge upon a solution. Furthermore,
by tuning the rate at which r decreases, it is possible to control the rate at which the
algorithm converges. Even though forcing a faster convergence will tend to produce less
optimal solutions, it may be necessary to meet efficiency requirements. This implementa-
tion is quite similar to the physical annealing process, where each path node is like a metal
particle that has high mobility at high temperatures, and as the temperature cools these
particles have lower and lower mobility until they stop moving and form the final solution.
2.4 Kinodynamically Feasible Motion Primitives
The transformation algorithm presented in this section will be used to convert the PRM
path into a dynamically feasible trajectory using kinematic motion primitives. It is impor-
tant to note that any piece-wise linear path can be traversed by vehicles with zero turning
radius, such as a rotorcraft UAVs and skid-steer UGVs, without violating kinodynamic
constraints. To do so, the vehicle simply has to stop at the end of each segment and ro-
tate to align itself with the upcoming path segment before proceeding onwards. However,
traversing paths in such a manner is extremely inefficient and should only be used as a last
resort.
2.4.1 Algorithm Overview
The transformation algorithm divides the path into a series of corner and straight segments.
This corner segments will be defined as the largest obstacle-free triangle ABC that subtends
the corner where the two adjacent PRM path segments intersect as shown in Figure 2.2(a).
Since any arbitrary pair of intersecting lines in 3D space lie within a 2D plane, each corner
segment is contained within the plane defined by the two intersecting path segments it
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spans. Given the triangle ABC, the motion primitive for the corner segment can be
defined as a constant inward acceleration ac that allows the vehicle to travel from point
A to point C, such that its velocity transitions from vi at A to vf at C, subject to the
following constraints: 1







The resulting trajectory from point A to point C (curved blue line on Figure 2.2(a)),
produced by ac, vi, vf , and constraints (2.2) and (2.3), will be referred to as the corner
motion. Note that due to constraint (2.3), triangle ABC must be chosen such that the
ratio of AB and BC is equal to the ratio of the desired velocities vi and vf .
The straight segments will be defined as the sections of the PRM path that connect the
corner segments together. Since these segments do not deviate from the PRM path, they
will remain collision-free. The motion primitive for straight segment will be a constant
acceleration as applied tangent to the segment as shown in Figure 2.2(b). The purpose of
this acceleration is to ensure that the vehicle is at an appropriate velocity as it enters the
subsequent corner segment.
(a) Corner segment. (b) Straight segment.
Figure 2.2: Motion primitives on straight and corner path segments.
After dividing the path into a series of straight and corner segments, the maximum
velocity with which the vehicle can enter and exit each segment without exceeding its
dynamic limits can be found. This is done using backward propagation of the velocity
limits with a final velocity of zero (i.e. the vehicle comes to a stop as it reaches its
1The hat notation denotes the normalized version of a vector. i.e. v̂ = v||v||2
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destination). The general procedure for finding the velocity bounds along the path are as
follows:
1. Set the vf of the last straight segment to zero. This is denoted as V3 in Figure 2.3.
2. The vi of the last straight segment is bounded by V3 + ∆v, where ∆v is the change
in velocity assuming maximum decceleration along the straight segment.
3. Find the maximum vi of the corner segment (at point A) such that the required ac to
perform the corner motion does not exceed the vehicle limits. This value is denoted
as Vc in Figure 2.3.
4. Set the vf of the corner segment, denoted V2 in Figure 2.3, as V2 = min(V3+∆v,
γVc) where γ =
||BC||2
||AB||2 . Then, the initial velocity of the corner segment, denoted
V1 in Figure 2.3, will be V1 =
1
γ
V2. Note that to simplify the implementation of
the algorithm, the additional constraint γ = 1 will be imposed for all corners. By
constraint (2.3), this restricts the initial and final velocities of each corner segment
to be equal in magnitude, and all obstacle-free triangles ABC to be isosceles with
AB = BC.
5. Repeat backwards along the path by setting the vf of the next straight segment as
the new vi of the corner segment. Hence, V1 is both the vf of the first straight
segment and vi of the corner segment in Figure 2.3.
As long as the velocity of the vehicle does not exceed the calculated velocity bounds at
each point, it will be able to track the path while satisfying its kinodynamic constraints.
Furthermore, if the vehicle velocity is within the velocity bound at any point in the path,
the vehicle will be capable of satisfying all subsequent velocity bounds without violating
kinodynamic constraints. Thus, any set of ac and as accelerations that does not cause the
vehicle velocity to surpass the calculated bounds can be used to traverse the path. In the
worst case scenario, the corner segments defined by triangle ABC will be a point at B,
and the velocity bounds at these corners will be zero. In such cases, the vehicle can still
traverse the path by coming to a stop before continuing onto the next segment (i.e. the
naive method of traversing piece-wise linear paths mentioned earlier).
This algorithm also allows for the path to be extended without having to recalculate
all the velocity bounds. This is useful for applications where multi-stage path planning is
required. To extend the path, begin the new path at the penultimate node of the current
path such that the two paths will have one straight segment overlapping (Figure 2.4).
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Figure 2.3: Backward propagation of velocity bounds.
Then, the velocity bounds for the new path can be calculated independently of the current
path. As the vehicle reaches the penultimate node of the current path, it will simply choose
acceleration inputs based on the velocity bounds of the new path instead of decelerating to
a stop. Barring the case where the newly formed corner segment at the end of the current
path does not exist (i.e. is a point), the vehicle will be able to transition onto the new
path without having to stop.
Figure 2.4: Extending the current path. The dashed black line is the current path, the
solid blue line is the new path, the overlapping segment lies between the orange stars, and
the shaded green triangle marks the newly formed corner segment.
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2.4.2 Corner Motion: Feasible and Bounded
For the transformation algorithm to be effective, collision-free corner motions must exist
for any arbitrary piece-wise linear path. Thus, it is necessary to prove that as long as
constraints (2.2) and (2.3) are satisfied, there will always exist a corner motion that is
bounded by the obstacle-free triangle ABC.
Without loss of generality, a local frame will be assigned to triangle ABC such that the
base, AC, lies along the positive x axis and the height lies along the positive y axis as shown
in Figure 2.5(a). The corresponding velocity diagram for the corner motion, which shows
the transition of the velocity vector from vi to vf during time tt, is presented in Figure
2.5(b) in the same local frame. The interior angle between AB and AC is represented by
ζ, and the interior angle between CA and CB is represented by σ.
(a) Triangle ABC in local frame. (b) Corner motion velocity diagram in lo-
cal frame.
Figure 2.5: Position and velocity diagrams of corner motion in assigned local frame.
Theorem 1. For any arbitrary triangle ABC and velocities vi and vf that satisfy con-
straints (2.2) and (2.3), there exists a unique constant acceleration, a, that produces a
corner motion from point A to point C.
Proof of Theorem 1. The displacement of the vehicle, ∆p, as a function of time, t, during












For the corner motion to exist between point A and C, the final displacement after time tt
must equal AC. Based on the local frame, this means the final displacement must contain
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only a positive component along the x axis. The final displacement can be expressed as










(vf + vi)tt (2.5)





(vf cosσ + vi cos ζ)tt = ηtt (2.6)
where η is a positive constant equal to 1
2
(vf cosσ + vi cos ζ). Note that η is positive for all
values of ζ and σ because the constraints dictate that the vectors AC and vf + vi have the
same direction, which by choice of the local frame has a positive x component. Similarly,




(vf sinσ + vi sin ζ)tt =
1
2
(vf sinσ − vf sinσ)tt = 0 (2.7)
since vi sin ζ = −vf sinσ due to constraint (2.3). Therefore, the final displacement after
any arbitrary tt will only have components along the x axis of the local frame and can
be entirely represented by Equation (2.6). Since the required final displacement ∆p(tt) =
∆px(tt) = AC and the known constant η are both positive, there exists an unique positive
time tt that will satisfy Equation (2.6). Thus, for any triangle ABC and velocities vi and
vf satisfying constraints (2.2) and (2.3), there will exist an a that allows the vehicle to
travel from point A to C, while its velocity transitions from vi to vf , in time tt.
Theorem 2. For any arbitrary triangle ABC and velocities vi and vf that satisfy con-
straints (2.2) and (2.3), the corner motion from point A to point C will be completely
contained within triangle ABC.
Proof of Theorem 2. First, it is important to note the following two points:
1. The corner motion connecting point A and C is part of a smooth function that is
defined by twice integrating the constant acceleration a. Thus, the path segment is
continuous.
2. At any point of an arbitrary path that is at least twice differentiable, the gradient of
the path and instantaneous velocity will have the same direction.
Since the velocity of the vehicle must transition from vi to vf at a constant rate equal to
the acceleration a during the corner motion, the gradient direction of the path segment
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must transition from v̂i to v̂f at the same rate. This means that there exists a time t 1
2
such
that the direction of the gradient at a point p1 = {(A + ∆p(t)) ∈ R3 : 0 ≤ t < t 1
2
} lie in
Region 2 on Figure 2.6, and the direction of the gradient at a point p2 = {(A + ∆p(t)) ∈
R3 : t 1
2
< t ≤ tt} lie in Region 3 on Figure 2.6. From the proof of Theorem 1, it is possible





Figure 2.6: Velocity/gradient directions during a corner motion.
The corner motion will not exit triangle ABC via side AB. Since the corner motion
starts at point A, it is necessary for at least one point on the path segment to have a
gradient direction within Region 1 of Figure 2.6 in order to cross outside triangle ABC
through side AB. However, no such velocity, and hence gradient, direction exists during
the corner motion. Thus, side AB successfully bounds the corner motion.
Using the same logic as above, the corner motion can not exit triangle ABC through
side AC when t ∈ [0, t 1
2
] since the gradient directions lie in Region 2 of Figure 2.6. Now
assume the vehicle reaches a point outside of triangle ABC via side AC when t ∈ (t 1
2
, tt].
From such a point, a gradient direction with a positive y component (Region 1 and 2 of
Figure 2.6) is needed on at least one point of the remaining path segment in order for the
vehicle to reach point C. However, this is not possible because the gradient direction must
stay in Region 3 for all t ∈ (t 1
2
, tt]. By design, the vehicle must reach point C at the end
of the corner motion, thus it is not possible for the path segment to exit triangle ABC
through side AC.
Similarly, assume the corner motion reaches a point outside triangle ABC via side BC
at some t. From such a point, a gradient direction within Region 4 of Figure 2.6 will be
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needed on at least one point of the remaining path segment for the vehicle to reach point
C as required by design. However, the gradient direction stays within Regions 2 and 3 for
all t. Thus by contradiction, the path segment must not exit triangle ABC through side
BC.
Since the corner motion is bounded at all points by sides AB, AC, and BC, it must
be entirely contained within triangle ABC.
2.4.3 Velocity Bound Calculations
The general approach for calculating the velocity bounds will be presented in this section.
The calculations will assume that the maximum achievable acceleration along any vector
in 3D space can be derived from the vehicle model, and that the necessary control inputs
to achieve these accelerations can be found.
Acceleration and Velocities along a Straight Segment
Given two adjacent nodes si and sj, the goal is to find the maximum feasible acceleration





where si, sj ∈ S. Then, the set of dynamically feasible accelerations that lie entirely along
êij will be defined as
Aêij = {a ∈ A : a · êij = a} (2.9)
Thus, the maximum acceleration along êij will be
Aêijmax = max{||a||2 : a ∈ Aêij} (2.10)
Since acceleration along êij is equivalent to deceleration along êji, once the maximum
velocity at node si or sj is known, the maximum velocity at the other node can be found.
Acceleration and Velocities at a Corner Segment
At each corner segment of the path, the goal is to solve for the maximum velocity the
vehicle can enter and exit the corner, such that the acceleration required to complete the
24
turn is feasible. Since vi of the corner segment is equal to the vf of the previous straight
segment, and the vf of the corner segment is equal to vi of the upcoming straight segment,
the directions of vi and vf of the corner segment are known. For instance, the directions of
vi and vf for the corner depicted in Figure 2.7(a) will correspond to the directions of vectors
AB and BC respectively. Furthermore, since the magnitude of vi and vf are related by the
constant γ, the acceleration that produces the necessary change in velocity, ∆v ∈ R3, will
have a constant direction independent of the actual magnitude of the velocities (Figure
2.7(b)). Finally, as the vehicle’s velocity reaches the desired vf , its position must coincide
with the end of the corner segment (point C in Figure 2.7(a)). Fortunately, since both
the entry and exit positions are known, this can be accomplished by setting the total
displacement of the vehicle during the turn, ∆p ∈ R3 in Figure 2.7(a), to be equal to the
difference between the two positions.
(a) Vehicle displacement, ∆p, during a corner
motion.
(b) Velocity vector diagram. The direction
of ∆v depends soley on γ.
Figure 2.7: Change in position and velocity at a corner segment.
The first step is to solve for the maximum achievable acceleration, a, in the direction
of the vector ∆v. This is accomplished in the same manner as finding the maximum
acceleration along a straight path segment. The unknowns at this point are the magnitudes
of vi and vf which are related by the known constant γ. To simplify the calculations, γ = 1
will be imposed so that the magnitude of vi and vf are equal. The relationship between




















Here, the initial and final velocities are divided into magnitude α (scalar) and its unit
vector direction v̂f , v̂i ∈ R3, and vd ∈ R3 represents the vector difference between v̂i and
v̂f (note that vd is not a unit vector and that ∆v = αvd). Finally, substituting Equation


























v̂i · vd + 12vd · vd
(2.14)
2.4.4 Modified Velocity Bound Calculations with Acceleration
Transients
The velocity bounds calculated previously assume that the vehicle is capable of changing its
acceleration instantaneously as it transitions from one segment to the next. Unfortunately,
this is generally not the case and for vehicles with slow dynamics the effects of these
transients can be significant. Thus, the motion primitives will be modified using the
assumption that the vehicle accelerations undergo linear transitions. In order to maintain
consistency between all path segments, the vehicle should not directly transition from one
segment’s required acceleration to the next. Instead, at the start and end of each segment
the vehicle will transition from and to a zero acceleration state respectively. This results
in an acceleration profile with three regions per motion primitive as shown in Figure 2.8.
It is assumed that the vehicle requires the same amount of time, to, to transition to the
desired acceleration (Region A) and to transition back to a zero acceleration state (Region
C). This implies that the linear rate at which the vehicle acceleration changes are equal
(i.e. |K| = | − K|). In region B, the quadrotor has reached its desired acceleration and
maintains it for the duration of ts.
Velocities on Straight Segments
On straight segments, the key criterion is that the vehicle must return to a zero acceleration
state at the end of the segment. This means that the vehicle must undergo a displacement
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Figure 2.8: Vehicle acceleration during a motion primitive assuming linear acceleration
transients.
of ∆p in 2to + ts seconds while undergoing the accelerations depicted in Figure 2.8. The
goal is to find the change in velocity, ∆v, that occurs during the straight segment.
First, the maximum feasible acceleration, a, tangent to the straight segment is derived
using the process described in Section 2.4.3. This will be the target acceleration that
is sustained during region B. Depending on the vehicle model, it should be possible to
calculate or approximate either K or to. For instance, if the acceleration transient is
modelled using a first order response governed by a time constant, to can be approximated
given a. Conversely, if the acceleration transient is independent of a, it should be possible
to calculate or approximate K. Then, the remaining variable can be solved using the
relationship a = Kto.
Next, the displacement of the vehicle during each acceleration region can be calculated





























for regions A, B, and C respectively. Thus, the total displacement of the vehicle over the









s + vi(2to + ts) +
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The total change in velocity, ∆v, is simply the area under the acceleration curve given by
∆v = Kt2o +Ktots (2.19)
However, both ∆v and ts are unknown in Equation (2.19). So solving for ts and substituting
the resulting expression into Equation (2.18) yields (after simplification)
∆v2 + (Kt2o + 2vi) ·∆v + 2K(vito −∆p)to = 0 (2.20)
which can be solved to obtain ∆v. Note that this Equation (2.20) is a quadratic and will
yield two solutions for ∆v. It is important to use the solution that corresponds real and
non-negative values of to and ts. If such a solution does not exist, it means that the path
segment is too short and the desired a is not attainable within the given ∆p. In such cases,
the above calculations should be repeated using a new target acceleration, anew = βa where
β ∈ (0, 1). The final velocity of the vehicle at the end of the straight segment will therefore
be vf = vi + ∆v.
Velocities on Corner Segments
To find the vi and vf at the corner segments, ∆p, v̂i, v̂f , and vd must first be found using the
method described in Section 2.4.3. Then, the maximum feasible acceleration, a, tangent
to vd should be derived from the vehicle model. This allows the corresponding values for
K and to to be calculated in the same manner as straight segments. Next, rewriting the
velocity vectors in Equation (2.20) as a magnitude, α, and a corresponding unit vector,
and rearranging to solve for α yields
(2v̂i + vd) · vdα2 +Kto(2v̂i + tovd)α− 2K∆pto = 0 (2.21)
This equation is also a quadratic, so the solution of interest will again correspond to
real and non-negative values for to and ts. If such a solution does not exist, the target
acceleration should be decreased by setting anew = βa, where β ∈ (0, 1), as was done for
straight segments.
2.5 Simulation Results
The following simulations were all performed on a Lenovo W500 Thinkpad with a 2.80
GHz Intel Core 2 Duo Processor (T9600) and 4.00 GB of RAM. The Panda3D engine is
used for visualization, and the Open Dynamics Engine is used for collision detection within
the simulated environments.
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2.5.1 Heuristic Re-sampling Algorithm
In simulations, the heuristic re-sampling algorithm succeeded in shifting the path away
from obstacles and managed to remove most of the redundant segments in the path. The
effects of this algorithm can be clearly seen in Figure 2.9, where the initial PRM path is
shown in yellow and the modified path is shown in light blue. As shown in the top view,
Figure 2.9 (right), many of the smaller segments in the path have been replaced with longer,
more direct segments. As a result, fewer motion primitives are needed to traverse the path,
which reduces both the complexity of the transformation algorithm and the control effort
required (i.e. there are fewer acceleration transitions). As well, the increased clearance
means that the obstacle-free ABC triangles at each corner segment can be made larger,
thus allowing the vehicle to safely deviate further from the path during corner motions.
This results in higher velocity bounds and thus faster traversals.
Figure 2.9: Effects of the heuristic re-sampling algorithm. Side view (left) and top view
(right).
For the particular example shown in Figure 2.9, the average minimum distance between
each node and the nearest obstacle increased from 0.76 m to 0.88 m. As a consequence of
shifting the path away from obstacles, the total length of the modified path did increase
by about 9% (from 48.37 m to 52.85 m). However, this is somewhat mitigated by the
fact that the vehicle is able to traverse the path more quickly. In this case, the algorithm
terminated after four iterations resulting in a total runtime of 0.68 s.
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Table 2.1: Simulation Results of the Heuristic Re-sampling Algorithm
Without SA With SA
Initial Sampling Radius (m) 1.0 5.0 5.0 5.0 5.0
Decay Rate (%) N/A N/A 25.0 50.0 75.0
Runtime (s)* 0.72 0.11 1.54 1.28 0.78
Iterations* 7.05 5.17 15.31 10.89 5.80
Runs with Optimal Number of Waypoints (%) 69.9 11.2 91.3 91.5 64.3
Heuristic (m)* 0.87 0.73 0.96 0.96 0.90
* These values are averages over 1000 simulations.
In Section 2.3, it was proposed that principles of simulated annealing be incorporated
into the heuristic re-sampling algorithm to help escape local optima and reduce premature
termination. In simulation, the performance of the heuristic algorithm with and without
simulated annealing was compared by executing each version of the algorithm 1000 times
for the problem shown in Figure 2.9. The results are summarized in Table 2.1. The
decay rate is the percentage by which the sampling radius decreases each iteration during
simulated annealing. The runs with optimal number of waypoints is the percentage of total
runs that yielded a path with the same number of nodes as the globally optimal path. For
this particular environment, the globally optimal path has 12 nodes (one in each corner
of the hallway). Therefore, solutions with more nodes will contain unnecessary segments,
while solutions with less will have sections with only one node per two corners resulting
in the path cutting very close to the wall at certain points. In these simulations, both
versions of the algorithm were set to terminate if the heuristic value improves by less than
an ε of 0.002 m for three consecutive iterations.
From these results, it is evident that a sampling radius of 1.0 m generates better
solutions than a sampling radius of 5.0 m when simulated annealing is not used. Compared
to a sampling radius of 1.0 m, a 5.0 m sampling radius produced solutions with 16% lower
heuristic values (on average) and was 59% less likely to find solution with the optimal
number of waypoints. Since the algorithm is restricted to the set of solutions contained
within the search space, a larger sampling radius should allow for higher quality solutions.
However, it is also harder to find these quality solutions because there is a larger set of
solutions to search through. In this case, the algorithm with the 5.0 m sampling radius is
terminating pre-maturely because it is unable to find sufficient improvements to the path
within three iterations. Adjusting the termination criterion to allow for more iterations is
not sufficient to solve this problem, because doing so will lead to an increase in runtime
and the same issue will still be present for larger sampling radii.
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By including simulated annealing, the heuristic re-sampling algorithm is able to gen-
erate better solutions more reliably. Comparing the solutions obtained using simulated
annealing (using a 5.0 m sampling radius and a 50% decay rate) to those obtained without
simulated annealing (using a 1.0 m sampling radius), the solutions found using simulated
annealing have higher heuristic values that are 10% higher (on average) and is 22% more
likely to contain the optimal number of waypoints. However, the improved solution quality
comes at the cost of increased iterations and runtime, with the simulated annealing solu-
tions taking 78% longer to compute on average. The decay rate is an important parameter
and greatly affects the performance of the heuristic re-sampling algorithm when simulated
annealing is used. From Table 2.1, it is clear that the runtime of the algorithm is inversely
proportional to the decay rate. However, selecting a high decay rate will force the algo-
rithm to converge pre-maturely, thus losing much of the benefits provided by simulated
annealing. This can be seen when comparing the solutions generated using decay rates of
50% and 75%. With a 75% decay rate, the average heuristic value of the solutions is 6%
lower and the solutions are 27% less likely to contain the optimal number of waypoints.
The solution quality and runtimes obtained with a decay rate of 75% is in fact comparable
to those obtained without simulated annealing using a sampling radius of 1.0 m. This
supports the fact that forcing a rapid convergence will nullify many of the benefits of sim-
ulated annealing. However, slowing down the decay rate and allowing the algorithm more
time to explore the search space does not guarantee a better solution. This is evident when
examining the solutions generated using decay rates of 25% and 50%. The quality of the
solutions generated using both decay rates are almost identical, even though the algorithm
has a significantly higher runtimes with a decay rate of 25%. It is also interesting to note
that selecting a decay rate of 0% will produce results identical to those obtained without
simulated annealing (using a 5.0 m sampling radius). This suggests that at a sufficiently
small decay rate, the algorithm with simulated annealing will also start to generate poor
solutions due to pre-mature termination.
2.5.2 Kinodynamically Feasible Motion Primitives
In this section, the transformation algorithm is applied to a PRM path that has been
modified by the heuristic re-sampling algorithm. Since, the transformation algorithm is
dependent upon a vehicle model, a simple quadrotor model will be used to calculate the
motion primitives. The resulting path is then traversed by a simulated quadrotor with ad-




The quadrotor vehicle motion is modeled with respect to North, East, Down (NED) inertial
coordinates denoted by eN , eE, and eD. The attitude of the vehicle is represented as follows:
• A rotation of angle ψ representing the yaw of the vehicle with respect to the inertial
frame. This defines the intermediate frame xi, yi, zi.
• Roll angle φ and pitch angle θ both measured with respect to the intermediate frame
xi, yi, zi.
Note that φ and θ are not successive rotations, but rather variables in the control space
that determine the direction of the thrust force [11, 53]. The inertial frame, intermediate
frame, and vehicle states are illustrated Figure 2.10. As well, the following assumptions
Figure 2.10: Illustration of vehicle attitude and thrust within the intermediate and inertial
frames. [53]
will be made with regards to the vehicle model:
1. The quadrotor has a mass of 2.5 kg, a thrust output in the interval of [0 N, 32 N],
and sustainable pitch and roll angles in the interval [-30◦, +30◦].
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2. The quadrotor will exhibit holonomic motion (accelerations along xi, yi, and zi are
decoupled and can be controlled independently) within the operational limits stated
above.




v is the velocity of the vehicle.
4. More advanced aerodynamic effects such as blade flapping [24], wind, and rotor
backwash will be ignored.
With these assumptions, the thrust force produced by the four rotors can be combined
into a single thrust force F . Given the magnitude of F , |F |, and the angles φ, θ, and ψ,








 = |F | · 1√
1− sin2 θ sin2 φ
·
 − sin θ cosφcos θ sinφ




 cosψ − sinψ 0sinψ cosψ 0
0 0 1
 (2.24)










Given the desired forces (or the accelerations) in the inertial frame and the angle ψ, the
corresponding control inputs (|F |, θ, φ) can be calculated using the following equations:
|F | =
√


























 cosψ sinψ 0− sinψ cosψ 0
0 0 1
 (2.30)
Path Generation and Runtime
In developing this path planning solution, one of the key requirements is that the proposed
method be computationally efficient enough to plan paths online. To satisfy this criterion,
it was decided that the computational time of a path should be less than the time it
takes to traverse it. To show that the proposed algorithm meets this criterion, the problem
instance illustrated in Figure 2.11 was simulated 200 times. In this particular environment,
the shortest paths connecting the starting location to the target destination will take
approximately 15 seconds to traverse. The average runtime for 200 simulations of this
problem was 1.98s, with the maximum runtime being 4.56s and the minimum runtime being
1.01s. Note that these runtimes include all three phases of the algorithm (i.e. finding the
initial PRM path, the heuristic re-sampling algorithm, and the transformation algorithm).
The distribution of runtimes is shown in Figure 2.12, and demonstrates the feasibility of
real-time planning with this algorithm.
Figure 2.13 shows the proposed algorithm being applied to another environment. In
this example, the solution path (yellow), which takes 24.97s to traverse, was computed in
2.83s.
Path Tracking
One of the biggest challenges in using the transformation algorithm is to derive the fea-
sible accelerations and corresponding control inputs from the vehicle model. While more
accurate motion primitives can be calculate using detailed vehicle models, the process can
quickly become very complex. In many cases, a simplified vehicle model is sufficient for
calculating the motion primitives, however over time the vehicle will tend to drift off the
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Figure 2.11: Solution path (yellow) through a 3D environment found using the proposed
algorithm in 3.29s.
path. To compensate, a standard PID position controller is used to reject the effects of the
unaccounted dynamics while the vehicle traverses the path. For large deviations, there is a
risk that the control effort exterted by the controller can exceed the vehicle limits, however
this was rarely seen in simulation. In practical applications, this may be a greater concern
since the controller will have to reject external disturbances as well.
From Figure 2.14, it can be seen that even with the PID controller, the traversed path
(dotted yellow) still deviates slightly from the calculated path (light blue). The largest
deviations tend to be at the corners; however most of these are still contained within the
obstacle-free triangle (as is the case in Figure 2.14), and hence safe. Along the straight
segments, a small margin of safety is usually sufficient because the PID controller quickly
corrects any deviations. Furthermore, due to the heuristic re-sampling algorithm, the path
is generally far enough away from any obstacles that the risks of collision are minimal.
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Figure 2.12: Distribution of runtimes for 200 simulations.
Figure 2.13: Solution path (yellow) through a 3D environment found using the proposed
algorithm in 2.83s.
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Planner for Unknown 3D
Environments
This chapter will focus on motion planning in unknown static 3D environments while
satisfying kinodynamic vehicle constraints. It will be assumed that localization information
is available, and that the vehicle has the capability to detect and map any obstacles it
encounters during traversal. The proposed solution will use a modified PRM planner to
find a collision-free path through the environment based on the partial map constructed
by the vehicle. Then, using the transformation algorithm introduced in Chapter 2, this
path will be modified to satisfy to any kinodynamic vehicle constraints. As the vehicle
uncovers new obstacles while traversing the environment, the algorithm will update the
solution path as necessary to ensure that it remains collision-free.
3.1 Background and Theory
The problem of motion planning in an unknown or changing environment has been the
subject of much research. This section will introduce some of the existing algorithms that
have been proposed to solve this problem.
One of the most basic algorithms for finding a path through an unknown environment is
the Bug algorithm [47]. The main idea is to have the vehicle head towards the destination
whenever possible, and to use boundary following to circumvent encountered obstacles. In
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its most basic form, Bug 0, the vehicle simply turns either left or right when an obstacle
is detected, and follows the obstacle boundary until it can move towards the goal again.
Unfortunately, Bug 0 will fail to find the solution path in certain concave obstacle config-
urations. In more sophisticated forms, such as Bug 1 or Bug 2, additional mechanisms are
included to ensure the vehicle will eventually reach its destination. In Bug 1, the vehicle
circumvents the entire obstacle before returning to the closest point to the goal. In Bug 2,
the vehicle circumvents the obstacle until it reaches the M-line (straight line from starting
location to destination), and if it is unable to further progress towards the destination, it
will attempt to circumvent the obstacle in the opposite direction. With these modifications,
the Bug algorithms will eventually reach the goal, however with more complex obstacles,
the resulting paths are unnecessarily long and redundant since the vehicle will often be
forced to circle an obstacle many times before it can progress towards the goal. Several
extensions of the Bug algorithm, such as [21] and [31], have been proposed to mitigate
some of these issues, but in cluttered environments with complex obstacles, the solution
paths still traverse the environment inefficiently.
Fuzzy logic based approaches, such as [63], [39], [43], and [60], have also been widely
explored for solving the problem of motion planning in unknown environments. These
methods use fuzzy logic to combine various vehicle behaviors such as goal seeking, ex-
ploration, and obstacle avoidance to produce aggregated control inputs. The working
principle of these fuzzy logic methods is very similar to that of artificial potential fields
techniques in that the vehicle’s behavior attempts to balance goal seeking and obstacle
avoidance depending on the proximity of the vehicle to an obstacle. Unfortunately, like
APF techniques, these types of fuzzy logic motion planners suffer from local minima issues
that cause the vehicle to become stuck in a region of the environment. Various strategies
have been proposed to mitigate these local minima issues in fuzzy logic motion planners.
These include the use of virtual targets [63], memory grids [60], and landmark recognition
through artificial neural network techniques [39]. However, these strategies can be fairly
complex to implement, and even with their inclusion, the fuzzy logic algorithms will often
require careful tuning to perform well.
The Intelligent Global Path Planner with Replanning (IGPPR) [51, 50] is an algorithm
that is capable of finding collision-free paths through unknown environments while satis-
fying non-holonomic vehicle constraints. The algorithm discretizes the configuration space
of the vehicle, and calculates the heuristic value of each discretized cell by propagating a
cost value (corresponding to distance) outwards from the goal location. This is similar to
the technique used in level set path planners, however the key difference is that the IGPPR
algorithm only propagates the cost to adjacent cells whose configurations are achievable
under the kinematic constraints of the vehicle. Then, the solution path can be achieved
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by performing A* search on the heuristic map from any starting location. When new
obstacles are uncovered, any cells newly in collision will be removed from the free space,
and the heuristic values of their successor cells will be re-evaluated. A new solution path
can then be found by performing A* search on the updated heuristic map. This algorithm
has many strengths including the ability to plan under non-holonomic constraints, and
efficient replanning upon finding new obstacles. However, one main disadvantage of this
method is the need to discretize the configuration space. This introduces discretization
error, which dilates obstacles, thus making it more difficult to find connected paths. In
extreme cases, the entire problem can become infeasible if the only solution path is in-
validated by the dilated obstacles. As well, for larger environments or high dimensional
configuration spaces, there will be a severe trade-off between precision and computationally
efficiency when choosing the discretization resolution.
Another approach to motion planning in unknown environments is to formulate the
problem as a minimum cost flow optimization problem [14]. The idea is to transform
the original path planning problem into an equivalent optimization problem in order to
leverage existing algorithms. In [14], the configuration space is first discretized to form
a graph of nodes and edges. Then, each edge is assigned a cost based on its length and
its collision state (i.e. edges that are in collision with obstacles are given high costs and
are thus avoided). Finally, the starting node is given a unit supply, the goal node is given
a unit demand, and all other nodes have zero supply and demand. To find the solution
path, the minimum cost flow problem is solved using the network simplex algorithm which
balances the supply and demand of all nodes using the minimum cost possible. This es-
sentially finds the minimum cost path to move the supply from the starting node to satisfy
the demand at the goal node. When new obstacles are found, the costs of all affected
edges are updated and the solution path is recomputed if necessary. Like the IGPPR algo-
rithm, the algorithm presented in [14] constructs a graph by discretizing the configuration
space and will thus have all the associated drawbacks mentioned previously. Fortunately,
there is nothing preventing the minimum cost flow approach from being applied to more
efficient and robust graph representations of the environment, such as those generated by
PRM planners. However, alternative algorithms for finding cost optimal paths through
time varying graphs, such as incremental search techniques, will generally be more com-
putationally efficient and will not require the problem to be formulated as an equivalent
minimum cost flow optimization problem.
Incremental search methods, including dynamic A* (D*) search [56], D* lite [36], fo-
cussed D* search [57], and anytime D* (AD*) search [44], are widely used for motion
planning in unknown or changing environments. These algorithms are based on the A*
search, but modified to efficiently handle changing costs of nodes and edges. The idea is
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that when the cost of an edge changes, usually only a subset of nodes are affected, so it
is not necessary to redo the entire A* search. Various modifications have been proposed
to the basic D* search to help improve its efficiency (focussed D* search) and reduce its
complexity (D* lite). One interesting modification is the AD* search which allows the
D* search to become an anytime algorithm (i.e. an algorithm that can find a suboptimal
solution very fast and then incrementally refine it) by incorporating aspects of anytime A*
(ARA*) search [45]. It is important to note that these are graph search algorithms and
hence require a graph representation of the configuration space. While it is sufficient to
simply discretize the configuration space to obtain the graph (as is done in many sources
on incremental search methods), this approach suffers from all the aforementioned dis-
cretization issues. More efficient methods of generating the graph, such as PRM planners,
have also been suggested. For instance, [5] combines AD* search with the PRM planner
to produce an anytime motion planner with replanning capabilities. The main drawback
of these incremental search methods is that the performance gain does not always justify
the increase in complexity. This is especially true with PRM graphs, which are generally
more sparse and contain fewer nodes than graphs formed by discretization, and thus the
time required to perform an A* search is negligible even in large, high dimensional spaces.
3.2 Algorithm Definition
This section will present the proposed algorithm for finding kinodynamically feasible paths
in unknown environments. First, a simple PRM based algorithm capable of finding piece-
wise linear paths through unknown environments will be defined. Then, the transformation
algorithm described in Chapter 1 will adapted so that it can be applied to solution paths
in unknown environments.
3.2.1 Finding Collision-free Paths in Unknown Environments
The algorithm that will be used for finding collision-free paths through the unknown en-
vironment will be an extremely simplified version of D* search applied to a PRM based
graph. The main idea is to generate a graph representation of the configuration space
using PRM techniques, and then use Djikstra’s algorithm or A* search to find a feasible
path. Then, when newly found obstacles invalidate the solution path, the PRM graph is
updated by removing any edges that are in collision, and a new solution path is found by
performing a new graph search (from the vehicle’s current position) on the updated PRM
graph. If the PRM graph is no longer connected, then additional samples will be added.
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This approach is inspired by and shares many similarities with lazy collision checking tech-
niques [7] that are often used to increase computational efficiency in PRM planners for
known environments.
The detailed algorithm is presented in Algorithm 2, where p is the current solution path,
sc is the current vehicle configuration, and se is once again the desired vehicle configuration.
When a collision is detected along the current path (Line 4), the PRM graph is updated
by removing all edges in collision (Line 5). Then, the vehicle’s current configuration is
added to the PRM graph as a new node (Lines 6 - 11). This is to allow the graph search,
and thus the new solution path, to start from the current configuration. However, if the
current configuration is not connected to the destination node through the PRM graph,
additional samples are generated and appended to the PRM graph until connectivity is
achieved (Lines 12 - 22). Finally, a graph search is performed to obtain the new solution
path (Line 23). Note that when adding nodes sc and sn to the graph, the number of
edges can (and usually should) be restricted to the n closest neighbors for computational
efficiency. As well, like in Algorithm 1, the graph search can be performed using A* search
instead of Dijkstra’s algorithm.
The main advantage of this algorithm is its simplicity in concept and implementation.
While incremental search algorithms, such as D* search and its many variations, allow
the graph search to be performed more efficiently, the performance gain is very small in
practice and can be sacrificed for reduced complexity with little consequences. This is
because the bottleneck of the algorithm is caused by collision checking, and in comparison
the runtimes of the graph search algorithms are negligible.
3.2.2 Algorithm Extensions for Better Efficiency
The PRM based planner for unknown environments can be made more efficient through
the use of local sampling and PRM regeneration.
Local Sampling
When a collision along the solution path is detected in Algorithm 2, the planner attempts
to find a new solution path within the PRM graph. If such a path does not exist be-
cause the start and end configurations are not connected, then random uniform samples
are added to the graph until connectivity occurs. In many cases, when a collision along
the path occurs, only a slight detour is needed to reroute the path around the obstacle.
However, in the current approach, if these small detours are not part of the PRM graph
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Algorithm 2 PRM Based Planner for Unknown Environments
1: Perform Algorithm 1 assuming all unexplored areas ⊆ Cfree
2: Let p = the solution path, S = node set, and E = edge set from Algorithm 1
3: while sc 6= se do
4: if p 6⊆ Cfree then
5: E = E \ {e ∈ E : e 6⊆ Cfree}
6: for all si ∈ S do
7: if eci ⊆ Cfree then





11: S = S
⋃
sc
12: while sc and se are not connected do
13: select sn ∼ U [C]
14: if sn ∈ Cfree then
15: for all si ∈ S do
16: if eni ⊆ Cfree then














and another potential path exists, the new solution path may be completely re-routed.
This is disadvantageous for two reasons. First, the vehicle is forced to take a larger detour
than necessary thus increasing the length of the path. Second, the planner is not fully
exploring each area before fully moving on. This is generally not a good strategy because
the probability that a valid path exists in each region is equal (since no prior environment
information is available), so it is more efficient to fully explore the closest regions one by
one instead of jumping around from one region to another. Furthermore, in the case where
the PRM graph is not connected, uniform sampling will search the entire configuration
space and will likely generate many unnecessary samples before connection occurs.
Unfortunately, the random nature of PRM based planners makes it extremely difficult
to completely resolve these issues. However, many of these issues can be mitigated by
incorporating local sampling. In local sampling, the samples sl are generated uniformly
within some neighborhood δ of a configuration X ′ (i.e. sl ∼ U [{x ∈ C : ||x −X ′|| ≤ δ}]).
The goal of local sampling is to allow the algorithm to perform a more detailed search
of a targeted area by increasing the sample density there. Thus, whenever a collision
is detected along the solution path, a set of local samples generated about the point of
collision should be added to the graph before searching for a new solution path. If the
graph is not connected, then a mix of uniform and local samples should be added to the
graph until connectivity is achieved. Note that local sampling should never replace uniform
sampling because there may not exist any valid paths near the collision site.
PRM Regeneration
The most expensive operation in PRM based algorithms is performing collision checks
along edges. Thus, the fewer nodes and edges there are, the more efficiently the algorithm
will run. In unknown environments where all unexplored areas are assumed to be obstacle-
free, the initial solution path will be a straight line from start to end. There is very
little benefit to constructing the initial PRM graph beyond this, because any additional
nodes and edges contribute nothing to the connectivity of the graph at that time and will
simply slow down computations. It is more advantageous to only increase the size of the
PRM when necessary, and to do so with the help of targeted sampling methods, such as
local sampling and other techniques which will be discussed in Chapter 4. The goal is to
maintain a connected PRM graph, using as few nodes and edges as possible, at all times.
Unfortunately, even with such an approach it is inevitable that the PRM graph will
continue to increase in size as new obstacles are detected and the solution path is updated.
As a result, the longer the algorithm runs, the worse its computational performance will
be. Fortunately, many of the nodes and edges in the PRM graph become irrelevant after
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the vehicle has passed through their region, and thus can be safely removed from the graph.
For instance, when the vehicle finds a narrow tunnel, numerous uniform and local samples
may have to be generated before a connected graph can be formed. Of these, only a small
subset will actually be part of the solution path through the tunnel. After a path through
the tunnel has been found, all of the samples that were generated during the search but are
not part of the path are no longer useful because they do not contribute to the connectivity
of the graph and they are no longer needed to facilitate the search for connectivity through
that area. It is important, however, to retain all of the nodes and edges that have been
traversed by the vehicle, because this allows the vehicle to backtrack through previously
visited areas, if necessary, without having to redo all the searches. Thus, after the PRM
graph has reached a certain size threshold, it can be regenerated by removing all nodes and
edges except for those that the vehicle has traversed and the desired end configuration.
It is important to ensure that this threshold is sufficiently large that enough samples can
be retained to successfully find paths through difficult areas. The main purpose of this
PRM regeneration technique is not necessarily to keep the PRM graph as small as possible,
but rather to prevent it from growing increasingly larger throughout the duration of the
algorithm.
3.2.3 Applying the Transform Algorithm
The PRM based planner given in Algorithm 2 will produce a piece-wise linear solution
path through the unknown environment, and update this path as necessary when new ob-
stacles are found. This solution path will have all the same properties as the PRM paths
generated for known environments. Therefore, the heuristic re-sampling and transforma-
tion algorithms presented in Chapter 2 can also be applied to the solution paths found
in the unknown environments to enforce any kinodynamic vehicle constraints. The one
key difference, however, is that in unknown environments, the solution path might become
invalid at any given time due to newly found obstacles. Thus, to ensure that the vehicle
is capable of switching trajectories or stopping before colliding with detected obstacles,
an additional velocity bound, Vabs, will be imposed on all motion primitives. Unlike the
other velocity bounds found in the transformation algorithm which are only enforced at
the nodes (i.e. start and end of each motion primitive), Vabs will be enforced along the
entire path and thus becomes an upper bound on the vehicle velocity.
The choice of Vabs is a trade-off between safety and efficiency. If it is too high, then
there is a risk of collision, but if it is too low, then the path traversal becomes slow and
inefficient. A good choice of Vabs will be the maximum velocity at which the vehicle can
still come to a stop (zero velocity) before reaching any potential obstacles. The braking
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distance used to calculate Vabs will thus be the distance along the path that the obstacle
sensor can detect unobstructed. In most cases, this will simply be the maximum range of
the sensor, however for corners this distance may be reduced due to obstruction by other
non-colliding (with the path) obstacles. Assuming that the obstacle sensors are consistent
(i.e. unobstructed obstacles are detected as soon as they are in range of the sensor), this is
necessary to ensure the safety of the vehicle in the worst case scenario where an alternate
path can’t be found. Note that a safety factor should be built into Vabs, because the vehicle
may require some time to adhere to Vabs in cases where it changes drastically due to newly
found non-colliding obstacles obstructing the sensor’s view of the path. For vehicles that
operate in 3D space, such as UAVs and UUVs, the achievable accelerations (and hence
stopping distances for a given velocity) will depend on the velocity direction due to the
effects of gravity. In such cases, the value of Vabs will also depend on the direction of the
motion primitives.
When a collision is detected, the vehicle should start to decelerate and prepare to
stop before hitting the obstacle in preparation for the worst case where a new solution
path can’t be found or takes too long to compute. If the collision does not occur on
the current motion primitive being traversed, then the new solution paths will retain the
current motion primitive and transition the vehicle onto the new path using the method
described in Section 2.4.1 for extending solution paths in multi-stage planning. On the
other hand, if the collision is on the current motion primitive, then the vehicle will simply
come to a stop before transitioning onto the new solution path.
3.3 Simulation Results
In this section, the proposed motion planner for unknown environments will be simulated
in a variety of 3D environments. The first simulation will focus on the behavior of the
PRM based planner for unknown environments with local sampling and PRM regeneration.
The second simulation will incorporate the transformation algorithm to make the paths
kinodynamically feasible for a skid-steer vehicle. All of the simulations will be performed
on a Lenovo W500 Thinkpad with a 2.80 GHz Intel Core 2 Duo Processor (T9600) and
4.00 GB of RAM.
3.3.1 Occupancy Grid Mapping
To simulate the motion planning algorithms for unknown environments, a standard occu-
pancy grid mapping algorithm [58, 62] will be used to generate the map of the environment.
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The algorithm discretizes the map of the environment into distinct cells and calculates the
probability that each cell is occupied by an obstacle by performing Bayesian updates using
the sensor measurements. In order to avoid truncation issues when the probability is close
to 0 or 1, the algorithm stores the map and performs the Bayesian updates in log odds












The Bayesian update using the log odds form will be
L(p(mi|z1:t)) = L(p(mi|z1:t−1)) + L(p(mi|zt))− L(p(mi)) (3.3)
where mi is the ith grid in the map, z1:t is the set of all sensor measurements up until time
t, and p(mi|z1:t) is the probability that grid mi is occupied given z1:t. The term p(mi),
which corresponds to the initial probability that grid i is occupied, will be set to 0.5 since
no obstacle information is available at the start. The p(mi|zt) term (i.e. the probability
that grid i is occupied given the current measurement at time t) is derived from the the
inverse sensor model which will depends on the sensor being used.
The simulations and experiments (discussed in Chapter 5) will use LIDAR sensors to
detect obstacles. The inverse sensor model for a LIDAR sensor can be represented as
p(mi|zt) =

pocc if lidar ray hit an obstacle in grid
pfree if lidar ray passed through grid
0.5 otherwise
(3.4)
In the experiments, the Octomap [62] implementation of the occupancy grid mapping
algorithm will be used for convenience. Thus, in the simulations, the values of pocc and
pfree are selected to be 0.7 and 0.4 respectively to match with those used in the Octomap
implementation. Furthermore, the Octomap implementation sets clamping thresholds of
0.12 and 0.97 which are used as the lower and upper bounds of p(mi : z1:t) during the
Bayesian updates. This prevents overconfidence in the map, and allows the algorithm to
respond more rapidly to changes in the environment. However, since the motion planner
for unknown environments assumes a static environment, this clamping threshold is not
implemented in the simulations.
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3.3.2 PRM Based Planner for Unknown Environments
The PRM based planner for unknown environments is simulated using the Panda3D visu-
alization engine, and a custom collision checker using the standard bisection method [42].
The purpose of this simulation is to demonstrate that the planner is capable of finding
collision-free paths through unknown environments, and that it can efficiently replan the
path when necessary. The local sampling and PRM regeneration techniques have also been
included for increased efficiency. Since the focus is on testing the PRM based planner for
unknown environments, the transformation algorithm will not be included in the simula-
tions. As a result, the vehicle will be made to traverse along the prescribed path without
any kinodynamic considerations (i.e. the vehicle model will be ignored). Finally, a simu-
lated rotating LIDAR and the occupancy grid mapping algorithm is used to generate the
map of the environment.
The time lapsed view of a typical simulation run is shown in Figure 3.1. The red lines
show the PRM graph, the yellow line is the current solution path, and the white line shows
the traversed path. The vehicle’s knowledge of the environment is limited to the occupancy
grid map, which is shown in purple. The green lines emanating from the vehicle shows the
range and pose of the simulated rotating LIDAR. At the start of the simulation, the initial
solution path passes through many obstacles due to limited knowledge of the environment
(Figure 3.1(a)). Then, as the vehicle starts mapping the environment, the solution path
is replanned to avoid the uncovered obstacles. In order to maintain a connected PRM
graph, it is often necessary to add more samples to the PRM graph (Figure 3.1(b)). In this
simulation, 10 uniform samples and 10 local samples are added each time. However, after
the PRM graph has grown past some defined threshold, it can be regenerated to maintain
efficiency (Figure 3.1(c)). Note that in the simulations, the PRM graph is regenerated
once the time required to collision check the entire PRM graph surpasses 1 second, instead
of after the graph has surpassed a certain number of nodes or edges. The effects of PRM
generation and node addition using local sampling are very apparent in Figures 3.1(e)
- 3.1(g). Here, local sampling creates dense PRM graphs that very thoroughly search
the area that the vehicle has to immediately navigate through. At the same time, PRM
regeneration removes the portions of the PRM graph that are no longer needed. This allows
the PRM graph to perform detailed searches of critical areas without getting bogged down.
Finally, the complete solution/traversed path is shown in Figure 3.1(g).
As with any PRM based algorithm, the largest runtime bottleneck is performing col-
lision checks on the edges in the graph. Unfortunately, this has to be done before each
replan so that all of the new obstacle information is accounted for. Using the environment
shown in Figure 3.1, the relationship between the time it takes to update the PRM during
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replanning and the size of the PRM graph is studied, and the average results of 10 simu-
lations is summarized in Figure 3.3. Note that PRM regeneration is applied whenever the
update time exceeds 1 second. From Figure 3.2(a), it is apparent that the time required
to collision check the PRM graph shows a polynomial increase with respect to the number
of nodes in the graph. In Figure 3.2(b), a similar relationship is seen between the time
required to regenerate the PRM and the number of retained nodes (i.e. the previously tra-
versed nodes). However, regenerating the PRM is still very efficient because the number of
retained nodes will always be relatively small compared to the size of the PRM, and regen-
erating the PRM is approximately 100 times more efficient than updating collisions in the
PRM (assuming same number of nodes). The effects of PRM regeneration for a single run
is seen in Figure 3.2(c). As samples are added to the PRM graph during the graph updates
to preserve connectivity, the time required to perform each update increases. However, by
including PRM regeneration, it is possible to bound the runtime of these updates by es-
sentially resetting the PRM size after a threshold has been exceeded. This results in the
sawtooth planning times visible in Figure 3.2(c). While replanning the solution path, the
algorithm also has to generate additional samples and perform a graph search. However,
the runtimes of these steps are negligible compared to the runtime of the collision update
step (less than 10%), and will generally not increase significantly with the size of the PRM
graph.
The PRM based planner for unknown environments has several limitations as well.
Given a sufficiently long path, there are two potential ways in which PRM regeneration
can fail as a result of having too many retained nodes. First, the sheer number of retained
nodes may cause the PRM regeneration to become prohibitively expensive computationally.
Second, the number of retained nodes may start exceeding the PRM regeneration threshold
and deadlock the algorithm (since no additional nodes can be generated). While neither
issue has been seen in simulation or experiments (discussed in Chapter 5), they will be
further studied in future work. Another limitation to the algorithm is that in complex
environments, it is possible that PRM regeneration occurs before a valid solution path is
found. This usually occurs due to a poor set of samples which fail to find a path before the
regeneration threshold is reached. This significantly increases the runtime since the PRM
regeneration also resets the search process. During simulations, this issue has been observed
in more complex regions of the environment, however a solution path is usually found
within 3 PRM regenerations. The observed longest time required to replan the solution
path during simulation was 4.23 seconds. While the numerical runtime can vary greatly
depending on factors such as the complexity (i.e. dimension, size, number of obstacles,
etc.) of the configuration space, the efficiency of the collision checking algorithms, and the
capabilities of the hardware it is being run on, the performance of this algorithm shows
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great potential for being used in online planning and replanning.
3.3.3 Replanning with Motion Primitives for a Skid-steer Vehicle
The purpose of this simulation is to demonstrate that the transformation algorithm is ca-
pable of finding motion primitives for the paths generated from the PRM based planner
for unknown environments. This simulation will be performed using Robot Operating Sys-
tem (ROS). Visualization is done through RVIZ (a ROS visualization stack), and collision
checking will be performed using the same method as Section 3.3.2. The motion primitives
generated by the transformation algorithm will be based on a simple kinematic model of a
skid-steer UGV. As well, instead of simulating the map generation, an actual 3D occupancy
grid map generated using the Octomap library and a Hokuyo URG-04LX-UG01 LIDAR
is used. Note that the map is not built from the perspective of a vehicle traversing the
solution path.
Kinematic Skid-steer UGV Model and Implementation Details
A standard kinematic model for skid-steer UGVs [38] will be used to generate the motion
primitives. The model will be derived under the assumption that the inertial XY Z frame
is a right hand frame with positive Z pointing upwards, and the body fixed xyz frame is
a right hand frame with positive x pointing towards the front of the vehicle and positive
z pointing upwards. As well the model will assume that the roll and pitch of the vehicle
is 0 (i.e. level ground). The two control inputs are the angular velocities of the wheels on
the left side (ωl) and the wheels on the right side (ωr) of the vehicle. Given wheel radii of
rw and a wheel base of lb, the forward velocity vx (along the body fixed x axis) and the






















where Ψ is the heading of the vehicle, and xICR is the location of the instantaneous center
of rotation projected onto the body fixed x axis. Note that when xICR > 0, the model
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assumes that the vehicle undergoes constant slippage at the wheel contacts (which is an
operating condition for skid-steer UGVs).
Since the skid-steer UGV is non-holonomic, several modifications must be made to the
planner. Normally, each node in the PRM graph represents a distinct configuration, which
in this case would correspond to {X, Y,Ψ}. However, because the skid-steer UGV is unable
to move laterally, such a node would only be able to connect to other nodes that lie in the
direction of Ψ. This severely increases the difficulty in achieving connected PRM graphs.
Therefore, to accommodate the non-holonomic constraint, each node will have a distinct
{X, Y } state with a free floating Ψ. Then, whenever an edge is collision checked, the Ψ of
the two end nodes will be set to align with the edge. Using this approach, a solution path
consisting of any collection of edges from the PRM graph will be satisfy the non-holonomic
constraint, because the edges were constructed under the assumption that the vehicle is
traversing it with the required heading.
Since the vehicle is a UGV, the friction forces between the ground and wheels are quite
significant and allow the vehicle to decelerate very rapidly. In many cases, the maximum
vehicle velocity will be relatively low due to limiting factors such as motor capabilities,
sensor update rates, and the efficiency of on-board estimation, control, mapping, or path
planning algorithms. As a result, many of the velocity bounds along the straight seg-
ments become trivial (i.e. higher than the maximum velocity allowed by the other limiting
factors), and the vehicle will be able to quickly stop whenever necessary.
During corner motions, the necessary inward acceleration is provided by the friction
forces (instead of the vehicle as in the case of holonomic UAVs). However, due to the
non-holonomic constraint, the corner motion is also limited by the maximum achievable
ψ̇ of the vehicle. Given the maximum ψ̇ and assuming the friction forces are sufficient
to hold the vehicle in the corner motion, it is possible to calculate the maximum vx that
the vehicle can traverse each corner at. This method will be used to define the velocity
bounds of the corner motion primitives when the transformation algorithm is applied. In
this simulation, the maximum vx is set to be 1.0
m
s




The results of the simulation can be seen in Figure 3.3, where the solution path is shown
in yellow, the PRM graph is shown in purple, the occupancy grid map is shown in green,
and line AC of each corner motion primitive is shown in red. Figures 3.3(a) - 3.3(c) show
the solution path being replanned with motion primitives as new obstacles are uncovered.
Figure 3.3(d) shows the final solution path through the environment on the final map. The
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runtimes for the replanning portion of the algorithm are similar to Section 3.3.2, and the
average runtime of the transformation algorithm over 50 simulations is about 0.3 seconds.
Of course, these runtimes will be affected by all the factors previously discussed in Section
3.3.2. However, since the transformation algorithm is relatively efficient compared to the
PRM based planner for unknown environments, there will not be a significant decrease
in performance by incorporating the transformation algorithm. Therefore, the combined
planner will still be viable for online planning and replanning.
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(a) t = 0 s (b) t= 15 s (c) t= 17 s
(d) t = 20 s (e) t = 25 s (f) t = 35 s
(g) t = 40 s (h) t = 42 s
Figure 3.1: Simulation of the PRM based planner for unknown environments (time lapsed
screen captures).
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(a) Relationship between time needed to update
PRM graph and number of nodes.
(b) Relationship between time needed to regener-
ate PRM graph and number of retained nodes.
(c) Relationship between time needed to update PRM graph and number of performed updates.
Figure 3.2: Effect of PRM graph size and PRM regeneration on algorithm runtimes.
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(a) t = 0 s (b) t = 10 s (c) t = 20 s
(d) 3D view of the final path.
Figure 3.3: Applying the transformation algorithm to the PRM based planner for unknown
environments (time lapsed screen captures).
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Chapter 4
The Orthogonal Bridge Test
The efficiency of PRM based planners comes from their ability to approximate the config-
uration space using a connected graph of random samples. In order for the PRM graph to
be effective, it is important that the samples are representative of the configuration space
and form a connected graph with collision-free edges. However, using traditional uniform
sampling, it is difficult to generate such connected graphs through narrow regions due to
poor expansiveness [29]. To alleviate these issues, targeted sampling strategies that bias the
sample density in favor of narrow or complex regions are used. Since collision checking is
computationally expensive, performance gains can be achieved by constructing connected
PRM graphs with as few nodes and edges as possible. This chapter will introduce a novel
sampling strategy (the orthogonal bridge test) that attempts to minimize the size of the
PRM graph by focusing the samples in critical regions.
4.1 Background and Theory
There exists many sampling strategies for PRM planners that attempt to densely sample
narrow or potentially complex areas in the configuration space. Many of these techniques
use collision information to bias the sample distribution towards areas containing obstacles.
While obstacles do reduce the expansiveness of a region, thus making it harder to form
connected graphs, simply being in close proximity to an obstacle is not a sufficient condition
for the existence of a narrow or complex area. Thus, it is common for many samples to be
generated in relatively unconstrained areas of the configuration space as byproducts. To
better position the proposed sampling strategies within the existing literature, several of
the most widely used sampling strategies for PRM based planners are outlined below.
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Gaussian sampling [8] increases the sampling density near the boundaries of free space
(i.e. edges or surfaces of obstacles). This is achieved by picking pairs of random samples,
separated by some distance chosen from a Gaussian distribution, until one sample is within
an obstacle while the other is in free space. The sample in free space is then kept since it is
in close proximity to an obstacle. However, this yields many samples near the boundaries
of expansive free space (i.e. along the surface of the walls of a big room).
Obstacle-based sampling, described as part of OBPRM [2], is similar to Gaussian sam-
pling in that it aims to sample densely along the surfaces of obstacles. The idea is to find a
sample within an obstacle, and then move it in a random direction until it enters free space.
However, like Gaussian sampling this also produces many samples near the boundaries of
expansive free space.
The free space dilation approach [28] first dilates the free space by allowing samples
to penetrate a certain distance into the obstacles. This widens the narrow areas of the
configuration space and makes it easier to connect the roadmap. Then, any sample inside an
obstacle is pushed back into free space through local re-sampling. Like the methods above,
this technique does not distinguish between narrow areas and boundaries of expansive free
space. More complex geometric operations are also required for higher dimensions.
Bridge sampling [27] attempts to sample within narrow passages instead of near ob-
stacles. It finds two random samples, separated by a distance chosen from a probability
density, that are inside obstacles but whose midpoint is in free space. The midpoint is
then kept since it lies in between two obstacles, which suggests the existence of a narrow
passage. However, as explained in Section 4.2, this is often not the case. Nevertheless, this
method shows great potential and is the basis and inspiration for the proposed orthogonal
bridge test.
4.2 Limitations of Bridge Sampling
As motivation, the limitations of bridge sampling and the corresponding effects in 2D
and 3D configuration spaces will be examined. The purpose of bridge sampling is to
increase the sample density within narrow passages in the configuration space, C. This is
accomplished by generating samples using the bridge test. First, two uniform samples, x1
and x2, are generated within close proximity of each other (the distance between x1 and
x2 is usually selected according to some probability distribution). Then, the midpoint of
the line segment x1x2 will be the potential sample s. If x1 and x2 are both in collision (i.e.
x1 6∈ Cfree and x2 6∈ Cfree) but s is in Cfree, then s is said to have passed the bridge test
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and is added to the PRM graph. The details of the bridge sampling algorithm is presented
below in Algorithm 3 [27], where the following notations are used: x ∼ P denotes a point
x being drawn from a probability distribution P , U [S] and Λ[S] represent uniform and
user selected probability distributions that span a space S respectively, C ∈ Rn is the
configuration space, Cfree ⊆ C is the free space (i.e. obstacle-free subspace of C), and N is
the desired number of samples.
Algorithm 3 Bridge Sampling
1: N = 0
2: while N < N do
3: Select x1 ∼ U [C]
4: if x1 /∈ Cfree then
5: Select x2 ∼ U [{x ∈ C : ||x− x1|| = d, d ∼ Λ[R+]}]
6: if x2 /∈ Cfree then
7: s = x1+x2
2
8: if s ∈ Cfree then
9: Accept s as a valid sample





Let E = {x ∈ C : ρ(x,Λ[R+]) > k} where ρ(x,Λ[R+]) is the probability of x passing the
bridge test and k > 0 is some defined threshold. Thus, E is the set of all x ∈ C where bridge
samples can be generated with a probability greater than k. Then, a site, Bi, is defined as
any disjoint, compact subset of E such that
⋃
i∈I Bi = E. With a sufficiently small k, all
the bridge samples will lie in one of the sites within the configuration space. Unfortunately,
while sites exist in narrow passages, they can also exist along convex boundaries of free
space. This is illustrated in Figure 4.1, where the shaded areas represent obstacles, the
black dot is the bridge sample p, and the black crosses are x1 and x2 (the two samples
used to generate p). Since most robots have finite regions of operation, the free space will
generally be enclosed by obstacles causing convex boundaries to appear in at least one
section.













Figure 4.1: Bridge sample is generated within a narrow passage in (a), and along the
convex boundary of free space in (b) and (c).
where ρ̄(Bi) is the mean probability that a sample in Bi will pass the bridge test. Let
the set of target sites, T , be a user selected subset of sites. Generally, the sites formed
by narrow passages in the configuration space are chosen for T . Since there is an abrupt
change in ρ(x,Λ[R+]) at the end of the narrow passages in the examples below, it is possible
to select k such that the boundaries of the sites in T (indicated by red boxes in Figures
4.2 and 4.3) match the boundaries of the narrow passages. Then, all samples x ∈ T are
defined as desired and samples x /∈ T as undesired. Since ϕi is proportional to the relative
volume of Bi (Equation (4.1)), if the volume of T is relatively small compared to the set
of non-target sites T ′ = {B : B /∈ T}, then it will generally be more difficult to generate
desired samples (Figure 4.2).
As the dimension of the configuration space increases, the volume of non-target sites
will increase as they are extruded into the additional dimensions. For example, the convex
boundary of free space is a line in 2D, but becomes a plane in 3D. While the target sites
can similarly increase in volume, they are often more constrained along the additional
dimensions. In addition, the number of sites in T ′ will increase as new convex regions are
created in the boundary each time a dimension is added. For instance, the boundary of a
2D square is only convex at its four corners, but the boundary of a 3D cube is convex at
all eight corners and twelve edges. This causes more undesired samples to be generated in
higher dimensional configuration spaces as shown in Figure 4.3.
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(a) (b)
Figure 4.2: 1000 bridge samples generated in a 2D configuration space. Percentage of
desired samples decreases from 53.5% in (a) to 12.3% in (b) as the area of the target site
(red box) decreases by 62.5%.
4.3 Algorithm Overview
The o-bridge test attempts to deduce whether a bridge sample is in a narrow passage by
taking additional samples in the neighborhood and analyzing their collision information.
Whereas the bridge sample uses the line segment x1x2 to detect narrowness along a single
dimension, the o-bridge test will construct additional line segments orthogonal to x1x2 in
order to obtain similar information along the other dimensions. The detailed algorithms
for 2D and 3D configuration spaces are described below.
4.3.1 Orthogonal Bridge Test in 2D Configuration Spaces
In a 2D configuration space, the o-bridge test will generate two additional points, y1 and
y2, such that x1x2⊥y1y2 and the midpoint of y1y2 coincides with the bridge sample p.
Depending on the orientation of x1x2, the points y1 and y2 will tend to both be in obstacles
or in free space when the sample is in a narrow passage (Figure 4.4(a) and 4.4(b)). On the
other hand, if the bridge sample is along a convex boundary, then only one endpoint of
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Figure 4.3: 1000 bridge samples generated in a 3D configuration space, with 31.7% of
samples at the target site (red box).
y1y2 will be in an obstacle while the other resides in free space (Figure 4.4(c) and 4.4(d)).
Thus, the o-bridge test rejects the sample if y1 and y2 are not both in obstacles or in free
space. The details of the 2D o-bridge test are presented in Algorithm 4, where λ ∈ R is a
scaling factor discussed in Section 4.3.4.
4.3.2 Orthogonal Bridge Test in 3D Configuration Spaces
In a 3D configuration space, the o-bridge test generates two sets of points, {y1, y2} and
{z1, z2}, such that x1x2⊥y1y2⊥z1z2. In the 2D case, the orientation of y1y2 is uniquely
determined by the given orientation of x1x2. However, in 3D there are an infinite number
of orientations that satisfy the orthogonality criterion (i.e. y1y2⊥z1z2 are free to rotate in
the plane orthogonal to x1x2). To ensure that the o-bridge test is robust and unbiased for
all configuration spaces, it is important to generate the orientation of y1y2⊥z1z2 randomly
within the aforementioned plane. As in 2D, the sample is rejected if either y1 and y2 or z1
and z2 are not both in obstacles or in free space. The details of the 3D o-bridge test are
presented in Algorithm 5.
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Algorithm 4 Orthogonal Bridge Test in 2D
1: for all Bridge samples s ∈ R2 and corresponding x1 ∈ R2 do










4: y1 = s+ ~r
5: y2 = s− ~r
6: if (y1 ∈ Cfree and y2 ∈ Cfree) or (y1 /∈ Cfree and y2 /∈ Cfree) then
7: Accept s as a valid sample
8: end if
9: end for
Algorithm 5 Orthogonal Bridge Test in 3D
1: for all Bridge samples s ∈ R3 and corresponding x1 ∈ R3 do
2: ~v = x1 − s
3: Select û ∼ U [{u ∈ R3 : ||u||2 = 1}]
4: ~r1 = ~v × λû
5: y1 = s+ ~r1
6: y2 = s− ~r1




9: ~r2 = ~v × λr̂1
10: z1 = s+ ~r2
11: z2 = s− ~r2
12: if (z1 ∈ Cfree and z2 ∈ Cfree) or (z1 /∈ Cfree and z2 /∈ Cfree) then





(a) (b) (c) (d)
Figure 4.4: O-bridge test (denoted by diamonds) performed on bridge samples in a 2D
configuration space. (a) and (b): A sample inside a narrow passage. (c) and (d): Samples
along a convex boundary of free space.
4.3.3 Orthogonal Bridge Test in nD Configuration Spaces
The principles of the o-bridge test can be extended to higher dimensions. In n dimensions,
the o-bridge test requires n− 1 mutually orthogonal line segments that are orthogonal to
x1x2 as well. Such a set of line segments can be found using the Gram-Schmidt process
[20] by choosing the initial vector to be parallel to x1x2. The remaining n−1 linearly inde-
pendent input vectors required by the Gram-Schmidt process will be randomly generated
to avoid biases. The details of the nD o-bridge test are presented in Algorithm 6.
It should be noted that the conditions of the o-bridge test can be adjusted to meet
specific requirements. For instance, to favor areas that are constrained in multiple dimen-
sions, valid samples may be required to have several line segments with endpoints inside
obstacles. Alternatively, the criterion can be relaxed by keeping samples that have failed
the o-bridge test if they are sufficiently constrained along the other dimensions.
4.3.4 Choosing a Scaling Factor λ
The scaling factor, λ, is defined by the ratio ||y1y2||2||x1x2||2 , and determines the lengths of the
generated line segments. During bridge sampling a dimension of free space is defined to
be narrow when it can be spanned by x1x2. In the subsequent o-bridge test, the same
measure of narrowness (i.e. ||x1x2||2) should be kept for consistency. Thus, to determine
if the remaining dimensions are similarly narrow, the o-bridge test will generally require a
λ ≥ 1.
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Algorithm 6 Orthogonal Bridge Test in nD
1: for all Bridge samples s ∈ Rn and corresponding x1 ∈ Rn do
2: keep = TRUE




~v1 ~u2 · · · ~un
]
, where ~u2...n ∼ U [Rn]
6: until det(u)6= 0
7: for i = 2 to n do








10: y1 = s+ ~vi
11: y2 = s− ~vi
12: if (y1 ∈ Cfree and y2 /∈ Cfree) or (y1 /∈ Cfree and y2 ∈ Cfree) then




17: if keep = TRUE then




The precise choice of λ will depend heavily on the configuration space. For the o-bridge
test to be effective, the generated line segments need to be long enough to reach the apex
of the convex boundary. Thus, as shown in Figure 4.5(a) and 4.5(b), the smaller the angle
formed by the convex boundary, the larger λ has to be. However, as λ increases, so does
the probability that the line segments will extend through thin obstacles and back into free
space (Figure 4.5(c)). This may cause the o-bridge test to fail because the collision state at
the endpoints no longer represent that of the line segment. This issue can be mitigated by
performing additional collision checks at the endpoints of successive bisections of long line
segments. Unfortunately, the additional collision checks will rapidly degrade performance
and produce unreasonable runtimes. An additional consideration is that as the angle of
the convex border decreases, the area may start to resemble a narrow passage with low
visibility (Figure 4.5(d)). It is not necessary to select a λ large enough to reject samples
from these areas, since such samples can actually improve the connectivity of the PRM.
(a) (b) (c) (d)
Figure 4.5: Relationship between λ and the angle of the convex border. (a) and (b): As
the angle of the convex boundary decreases, λ has to increase to reach the apex. (c): If
λ is too large, the generated line segments extend through the obstacle. (d): For small
angles, the convex boundary closely resembles a narrow passage.
Even with an ideal choice of λ, it is not possible to perfectly distinguish between desired
and undesired samples. Samples in target sites can be rejected by the o-bridge test due to
disagreeable orientations of x1x2 (Figure 4.6(a)). Conversely, samples in non-target sites
can pass the o-bridge test (Figure 4.6(b)), although this should be relatively rare for most
configuration spaces. Since the o-bridge test tends to accept samples in targets sites more
often than in non-target sites, it will still provide a favorable bias in the sample.
4.4 Simulation Results
The o-bridge test was simulated on a Lenovo W500 Thinkpad with a 2.80 GHz Intel Core
2 Duo processor and 4.00 GB of RAM. The 2D simulations were created in MATLABTM,
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(a) (b)
Figure 4.6: (a): Samples in a narrow passage can fail the o-bridge test. (b): Samples along
a convex border can pass the o-bridge test.
while the 3D simulations used the Panda3D engine for visualization and the Open Dynam-
ics Engine for collision checking. The results of the simulations are presented below.
4.4.1 2D Configuration Space
The configuration space of the 2D simulation contains four large areas of free space con-
nected by narrow passages. To study the robustness of the o-bridge test, the angles formed
by the free space boundaries are varied from small (triangle) to large (circle), and thin
obstacles are also included in between the large areas of free space (Figure 4.7). One thou-
sand sample points were generated using bridge sampling with and without the o-bridge
test. The same random seed was used for both simulations, and the o-bridge test used
λ = 1.5 with collision checking performed on one additional bisection. The results are
shown in Figure 4.7 and summarized in Table 4.1.
Table 4.1: Bridge sampling with and without the o-bridge test in 2D.
Desired Samples Runtime Runtime/Desired
(%) (s) Sample (s)
Without o-bridge 42.7 100.6 0.24
With o-bridge 91.6 284.9 0.31
In the the 2D simulation, undesired samples remain in the areas next to thin obstacles
and in the corners of the triangle area. It is possible to eliminate the samples near the
thin obstacles, by collision checking the bisections of the generated line segments, at the
cost of computational efficiency. The majority of samples at the corners of the triangle
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(a) (b)
Figure 4.7: 1000 bridge samples generated (a) without the o-bridge test and (b) with the
o-bridge test in C ∈ R2.
area passed the o-bridge test because both y1 and y2 are inside obstacles (Figure 4.6(b)).
Unfortunately, it is not possible to distinguish between these samples and the ones in very
confined areas (e.g. an sharp bend in a narrow tunnel). To avoid potential connectivity
issues, these samples should not be removed.
4.4.2 3D Configuration Space
The bridge sample generated in the 3D configuration space shown in Figure 4.3 was re-
simulated with the o-bridge test using the same random seed. One thousand samples were
generated with λ = 1.5. The results are shown in Figure 4.8 and summarized in Table 4.2.
Table 4.2: Bridge sampling with and without the o-bridge test in 3D.
Desired Samples Runtime Runtime/Desired
(%) (s) Sample (s)
Without o-bridge 31.7 0.364 0.0011
With o-bridge 100 4.24 0.0042
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Figure 4.8: 1000 bridge samples generated with the o-bridge test in C ∈ R3.
In the 2D and 3D simulations, the o-bridge test significantly reduced the number of
undesired samples. However, the o-bridge test increased the adjusted runtime (runtime
per desired sample) by about 30% in 2D and 380% in 3D.
4.4.3 6D Configuration Space
To examine the o-bridge test in higher dimensional configuration spaces, 20 samples were
generated in a 6D configuration space without and with the o-bridge test (Figure 4.9(a) and
4.9(b) respectively) using the same random seed. For the o-bridge test, a scaling factor of
λ = 1 was used. The configuration space spans the possible states of a 3D rectangular robot
with 6 degrees of freedom (i.e. 3 translational and 3 rotational) within a 3D environment.
The colored lines attached to each sample show the orientation of the body frame attached
to the robot. In this simulation, the o-bridge test allowed more samples to be generated
within narrow corridors compared to traditional bridge sampling.
Since the overall objective is to reduce the number of samples and collision checks
required to construct a connected PRM, it is necessary to simulate PRM construction
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(a) (b)
Figure 4.9: 20 samples generated (a) without the o-bridge test and (b) with the o-bridge
test in C ∈ R6.
with and without the o-bridge test. This was done using the 3D rectangular robot and
environment from the previous simulation (Figure 4.10). As suggested in [27], a hybrid
sampling strategy mixing uniform and bridge samples is used. In each simulation, 50
uniform samples are generated and then bridge samples are added 5 at a time until the
roadmap is connected. Each sample in the PRM is restricted to 5 neighbors maximum in
the interest of efficiency. The simulation was performed with and without the o-bridge test
(20 times each) using the same random seeds. The results are presented in Table 4.3.
Table 4.3: PRM construction with and without the o-bridge test in 6D (average values of
20 simulations).
Bridge Collision Sample Total
Samples Checks Runtime (s) Runtime (s)
Without o-bridge 92 94569 14.44 546.59
With o-bridge 39 18131 263.67 369.21
Based on these results, the o-bridge test is effective in reducing the number of samples
and collision checks required to form a connected PRM. Although it caused a large increase
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Figure 4.10: PRM path of a 3D rectangular robot with 6 degrees of freedom moving
through a 3D environment.
in sampling time, the o-bridge test lowered the overall runtime of the PRM algorithm by
about 30%. This performance gain is achieved primarily from having to perform fewer




Two test sets were performed to experimentally verify the presented algorithms. The
purpose of the first test set is to determine whether the motion primitives generated by
the transformation algorithm are in fact kinodynamically feasible and can be tracked ac-
curately. The second test set is a full implementation of the PRM based planner for
unknown environments with the transformation algorithm. This experiment determines
whether the proposed motion planner satisfies the goal of online navigation through an
unknown environment.
5.1 Tracking Motion Primitives with a Quadrotor
5.1.1 Experimental Platform and Setup
The AR.Drone Parrot quadrotor (shown in Figure 5.1) was used to test how well an
autonomous vehicle can track the motion primitives generated by the transformation al-
gorithm. A UAV was used for this test instead of a UGV, because UAVs tend to be less
stable (more sensitive to disturbances) and harder to control (more inputs and degrees of
freedom). Thus, if an UAV can successfully track the motion primitives, the results can
be extended to UGVs as well. Of the possible UAV platforms, the AR.Drone was chosen
due to availability, convenience (pre-programmed inner loop control and self stabilizing
capabilities), and safety features (light weight and rotor shroud).
The AR.Drone has an onboard 468 MHz ARM9 processor with 128 MB of DDR RAM,
and runs on a custom Linux operating system. For state estimation, the AR.Drone uses
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Figure 5.1: AR.Drone Parrot quadrotor.
an onboard inertial measurement unit (IMU) consisting of a MEMS 3-axis accelerometer,
a 2-axis gyrometer for roll and pitch, and a 1-axis precision gyrometer for yaw. It also has
two onboard monocular cameras facing front and downwards. The front fracing camera
has a 93 degree wide angle diagonal lens, a video frequency of 15 frames per second, and a
resolution of 640x480 pixels. The downward facing camera has a 64 degree diagonal lens,
a video frequency of 60 frames per second, and a resolution of 176x144 pixels. There is
also an ultrasound altimeter mounted at the bottom of the vehicle for height estimation
of up to about 6 meters. Finally, the entire vehicle, which weighs approximately 420 g, is
powered by 4 brushless motors (35,000 rpm at 15W) and a 11.1V 3-cell LiPo battery (1000
mAh).
For the localization, the OptiTrack Tracking ToolsTM motion capture system was used.
The system consists of 6 OptiTrack V100:R2 cameras, each of which have a resolution of
640x480 pixels and a maximum frame rate of 100 FPS. Each camera has a ring of 26 LEDs
that emit 850 nm infrared (IR) light which is reflected off of special markers mounted on
the vehicle body. The cameras are set to track the IR reflections and can calculate the
position of the vehicle, through triangulation, to sub-centimeter accuracies. The system is
capable of tracking a single vehicle at 50 Hz.
It was not possible to modify the proprietary software running onboard the AR.Drone,
thus an offboard computer running Robot Operating System (ROS) was used to run the
algorithms being tested and to receive the localization information from the OptiTrack
system. Then, the computed control inputs are sent to the AR.Drone using the AR.Drone
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ROS stack written by the Mobile Robotics Lab at Southern Illinois University Edwardsville
(SIUE).
5.1.2 Vehicle Model and Control
As mentioned before, the AR.Drone has onboard inner loop controllers that are capable of
stabilizing the vehicle at hover and commanding the vehicle to a specified pose. Thus, it was
only necessary to develop the outer loop position controllers. From previous experiments,
it has been verified that the inner loop controls for thrust and attitude are many times
faster than outer loop controllers need to be, so it is possible to approximately decouple
the inner and outer control loops.
The quadrotor model presented in Section 2.5.2 was used to derive the outer loop posi-
tion controller. The mass and maximum thrust parameters have been changed to 0.42 kg
and 5 N respectively in order to more accurately reflect the capabilities of the AR.Drone.
The control strategy assumes that the outer loop position control is approximately de-
coupled in the body fixed x, y, and z directions. This assumption is once again made on
the basis that the inner loop controls are many times faster than the outer loop position
controller, and is standard practice for quadrotor control [24]. This allows a single-input
single-output PID controller to regulate the vehicle position along each body fixed axis.
However, instead of linearizing the model, the non-linearities were canceled out by invert-
ing the dynamics, thus allowing for a larger region of operation. This was done by tuning
the PID controllers for a plant of 1
s2
so that it can find the target accelerations (along each
axis of the inertial frame) necessary for the vehicle to reach the desired position. These
inertial accelerations can then transformed into an equivalent set of control inputs using
Equations (2.26), (2.27), and (2.28).
Using root locus techniques, the outer loop PID controller, which regulates the vehicle





s2 + 20s+ 100
(5.1)
where u(s) is the target accelerations and e(s) is the position errors (both in the frequency
domain). Using the bilinear approximation, this PID controller was discretized at 50 Hz to
match the rate the vehicle position is updated by the OptiTrack system. The discretized




2.076z2 + 0.02066z − 2.056
z2 − 1.636z + 0.6694
(5.2)
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The response of this controller for an input step of 1 m is shown in Figure 5.4. Note
that a saturator of ±5m
s2
was used to ensure that the commanded accelerations stay within
reasonable limits. Despite the acceleration saturating near the beginning of the response
in Figure 5.2(b), the vehicle position still converges quickly to the reference input, with
only a small overshoot and minimal oscillations, in Figure 5.2(a).
(a) Vehicle position over time. (b) Control input over time.
Figure 5.2: Response of PID position controller to a unit step input.
5.1.3 Results
A reference path consisting of a straight segment, three corner segments, and a final straight
segment was used to test how well the motion primitives can be tracked with the AR.Drone.
The experimental setup is shown in Figure 5.3, where the reference path passes through
all three hoops. Due to limited flight space, the velocities bounds were set to be 0.75 m
s
.
The results of two typical runs are shown in Figure 5.4 (note that the vehicle is moving
clockwise). Out of the total 20 runs performed, the maximum bound on the crosstrack error
was approximately 0.30 m. One interesting observation is that the crosstrack error during
the last straight segment, where the vehicle is decelerating to a stop, tends to be higher
than the rest of the path. This is because the quadrotor is undergoing rapid transitions
from acceleration to deceleration and finally to hover in a very short amount of time. This
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causes the vehicle to start surpassing the region of operation in which the assumption of
decoupled dynamics is valid, and thus the performance on the controller is degraded. More
advanced quadrotor control strategies that can more robustly handle dynamic coupling
and non-linearities will be studied in future work.
Figure 5.3: Motion primitive tracking experiment with the AR.Drone.
5.2 Navigating Unknown Environments with a Skid-
steer Ground Vehicle
5.2.1 Experimental Platform
The full PRM based motion planner for unknown environments including the transforma-
tion algorithm was implemented on the custom built skid-steer UGV shown in Figure 5.5.
This platform was designed and built by members of the Waterloo Autonomous Vehicles
Lab and the University of Waterloo Robotics Team for the 2011 Intelligent Ground Vehicle
Competition (IGVC), where the vehicle received second place in the design competition.
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(a) Run 1 (b) Run 2
Figure 5.4: AR.Drone tracking a series of motion primitives.
The chassis is 0.85 m wide, 1.05 m long, and 1.7 m tall, and weighs approximately 300
lbs without any external payload. It is driven by 4 brushed DC motors, and can maintain
a speed of 4.5 m
s
. Each motor has a shaft mounted quadrature encoder which allow for
closed loop velocity control. The vehicle is equipped with Mecanum wheels that allow for
omni-directional control, which allows the vehicle to move laterally and independent of
yaw (i.e. removes the non-holonomic constraints on the vehicle). However, this capability
is not used during the presented experiments in order to demonstrate that the proposed
algorithms can also be applied to non-holonomic vehicles with zero turning radius.
For localization, the vehicle has a NovAtel OEMV-3 GPS receiver that was used with
an OmniSTAR differential GPS service to obtain GPS position information with sub 0.1
m accuracy in the horizontal plane. The vehicle heading is measured using a MicroStrain
3DM-GX3-25 IMU sensor. Obstacle detection is done using a front mounted SICK LMS-
111 LIDAR, which has a scanning angle of 270◦ and a maximum range of about 20 m.
For the presented experiments, the scanning angle is restricted to 180◦ to avoid detecting
parts of the vehicle, and the maximum range is reduced to 5 m to prevent the LIDAR from
picking up the ground due to uneven terrain. All of the algorithms and controls ran on a
Toshiba Tecra laptop (with a 2.66 GHz dual core Intel i7 processor, 4 GB of RAM, and a
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Figure 5.5: Custom built skid-steer UGV (University of Waterloo’s 2011 IGVC entry).
128 GB solid state hard drive) that is mounted onboard the vehicle.
5.2.2 Vehicle Model and Control
The vehicle was modeled using the simple kinematic skid-steer model presented in Section
3.3.3, and controlled using the control strategy presented in [25]. This controller has been
proven to be asymptotically stable, and is commonly used to control kinematic models of
non-holonomic UGVs, such as those driven by Ackermann steering. The controller is given
by







where ψ̇z is the desired yaw rate in the body frame (i.e. the steering control input), eyaw is
the vehicle heading error, k is a tunable controller gain, ect is the crosstrack error, and vx
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is the forward velocity of the vehicle. In simulation, the kinematic skid-steer vehicle model
successfully converged onto the reference path, from an initial heading and crosstrack error,
using this controller (Figure 5.6).



















Figure 5.6: Path tracking simulation of a skid-steer vehicle under the proposed control law.
The forward velocity of the vehicle, vx, is regulated by closed loop controllers on the
motor drivers, which estimate the velocity using the encoders mounted on the motor shafts.
Instead of commanding a constant vx, this term was calculated for each motion primitive.
First, the total heading change over each segment was found, and then assuming some
maximum yaw rate, the minimum time required to perform this heading transition was
calculated. Then, the maximum forward velocity was approximated by dividing the total
length of the segment by this time. In the presented experiments, the maximum forward
velocity was set to 1.0 m
s
, the maximum yaw rate was set to 0.3 rad
s
, and k was set to 1.0.
5.2.3 Results
Occupancy Grid Mapping
In order to successfully navigate unknown environments, it is critical that the mapping
algorithm is reliable and accurate. For the presented experiments, the Octomap library
in ROS was used to perform occupancy grid mapping using the front mounted LIDAR on
the vehicle. To verify the quality of the generated maps, the vehicle was used to map the
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environment shown in Figure 5.7. The obstacles were laid out according to Figure 5.8(a)
(note that the orange circles are not drawn to scale). The vehicle was driven through the
obstacles and the occupancy grid map shown in Figure 5.8(b) was generated (note that
each grid cell represents a 1.0 m × 1.0 m area and the obstacles are marked in blue).
After three separate runs, the average values for the inter-obstacle distances were found
to be: L1 = 7.1 m, L2 = 6.8 m, L3 = 5.2 m, and L4 = 4.8 m. These values suggest that
the generated occupancy grid maps are accurate to within 0.2 m. Given the scale of the
environment and the size of the vehicle, this result is quite sufficient for path planning
purposes.
Figure 5.7: Experiment to to verify the accuracy of the mapping algorithm.
Navigating through Unknown Environments
The vehicle used the proposed motion planner to navigate through two different unknown
environments. The first environment (Figure 5.9) was small in area, but had a high obstacle
density. This made it challenging to navigate because there was very little clearance
between the obstacles. The results of a typical run through the first environment is shown
in Figure 5.10, where the reference path is shown in yellow, the obstacles are marked in
blue, and each grid cell represents a 1.0 m × 1.0 m area (note that the vehicle is traveling
towards the right).
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(a) Obstacle layout. (b) Constructed map.
Figure 5.8: Obstacle layout and the resulting occupancy grid map.
The second environment (Figure 5.11) was much larger in area, but contains relatively
sparse obstacles, so there was lots of free space through which the vehicle could traverse.
The main purpose of this test was to verify the scalability of the proposed motion planner.
The results of a typical run through the second environment are shown in Figure 5.12.
One interesting observation is that in sparse environments, the vehicle sometimes takes
large and unnecessary detours around obstacles, as can be seen in Figure 5.12(f) - 5.12(g).
This issue occurs when local sampling fails to generate a solution path in the vicinity of
the old path, so the graph search finds a solution path using other nodes that are farther
away. This issue can be mitigated by generating denser PRM graphs, or by checking for
more optimal paths even when there is imminent collision along the current solution path.
However, the potential benefits these two methods come at the cost of computational
efficiency, and thus should be studied further in future work.
Finally, the computational efficiency of the proposed motion planner successfully met
the sufficiency requirements for online path planning (i.e. capable of replanning a path
segment in less time than it takes the vehicle to traverse it). After 5 runs, the maximum
runtime for replanning an entire solution path in the first environment was 0.63 s. In
the second environment, the maximum runtime for replanning an entire solution path
was 0.82 s after 5 runs. In comparison, even the shortest path segments in the first
environment required at least 5 seconds to traverse. As well, the runtime increase for the
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Figure 5.9: Navigation experiment in an environment with dense obstacles.
larger environment was expected, because collision checking must be performed over longer
distances and will thus be slower. However, as the environments increase in size, the path





Figure 5.10: Skid-steer vehicle navigating through a small unknown environment with
dense obstacles. (a)-(g) shows the solution path after each successive replan. Note that
the vehicle is traveling from left to right.
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Figure 5.12: Skid-steer vehicle navigating through a large unknown environment with
sparse obstacles. (a)-(h) shows the solution path after each successive replan. Note that




Unmanned vehicles provide numerous benefits by allowing dangerous and tedious tasks to
be performed more safely and efficiently. They are commonly employed in many practical
applications such as search and rescue, surveillance, exploration and mapping, sample col-
lection, and fault inspection. In many cases, such as when multiple vehicles are deployed
or when a vehicle is deployed to a very remote location, human inputs are frequently un-
available. Thus, it is important that these vehicles are capable of operating autonomously.
In order to operate autonomously, a vehicle must be able to navigate safely and effi-
ciently through its environment. Therefore, motion planning is a key problem in the study
of unmanned vehicles. Unfortunately, many of the existing motion planners suffer from
limitations such as inability to calculate paths online, susceptibility to getting stuck in
local minima, failure to consider kinodynamic vehicle constraints, or dependence on prior
knowledge of the environment. The work presented in this thesis aims to mitigate these is-
sues by developing a motion planner that is capable of online navigation through unknown
environments while satisfying kinodynamic vehicle constraints.
The proposed motion planner calculates the solution paths using a two step process.
First, a PRM based algorithm is used to find a candidate collision-free path through the
environment. As newly discovered obstacles invalidate this path, the algorithm will perform
a replan using the most recent environment map to find a new candidate path. The second
step applies the novel heuristic re-sampling and transformation algorithms to the candidate
path found by the PRM based planner in the first step. This transforms the piece-wise
linear path into a series of kinodynamically feasible motion primitives that the vehicle can
track without exceeding its dynamic limits. In addition, several techniques for increasing
the computational efficiency of PRM based motion planners are presented. These include
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targeted sampling methods, such as local sampling and the orthogonal bridge test, and a
PRM regeneration technique to prevent the PRM graph from growing increasingly large
over time.
The proposed motion planner was experimentally verified using an AR.Drone quadrotor
and a custom built skid-steer UGV. The AR.Drone was used to to traverse a series of
motion primitives generated by the transformation algorithm. This ensures that the motion
primitives are indeed kinodynamically feasible and can be tracked with small errors. The
AR.Drone managed to traverse a series of 5 motion primitives with a maximum crosstrack
error of 0.30 m. This result is very promising considering the simplicity of the vehicle
model and position controller used. The full motion planner was then implemented on a
custom built skid-steer UGV. Using the front mounted LIDAR and the Octomap library,
the vehicle was able to successfully map the obstacles in the environment with an accuracy
of 0.2 m. Then, the vehicle was made to navigate through two unknown environments: a
small environment with dense obstacles and a large environment with sparse obstacles. In
both cases, the vehicle as able to successfully reach the desired destination. The maximum
computational runtimes observed for replanning a path during the experiments were 0.63
sand 0.82 s for the dense and sparse environments respectively, while the shortest path
segments required at least 5 s to traverse. Based on these results, the proposed motion
planner shows great potential for online motion planning through unknown environments.
In conclusion, the proposed motion planner showed great potential for online path plan-
ning in unknown environments during simulations and experiments. Several aspects of the
presented algorithms will be studied in more detail during future work. These include
finding better methods to prevent large inefficient detours during replanning, and to an-
alyze the diminishing effectiveness of the PRM regeneration algorithm over long periods
of time. As well, to allow for better tracking in the presence of coupled dynamics and
non-linearities, more effective control strategies for the quadrotor UAV will be examined.
Finally, the proposed motion planner assumes static obstacles and the availability of lo-
calization information. In future research, it will be interesting to extend the algorithms
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