Theory on Superconducting Transition from Pseudogap State by Yanase, Youichi et al.
ar
X
iv
:c
on
d-
m
at
/0
01
02
81
v1
  [
co
nd
-m
at.
str
-el
]  
19
 O
ct 
20
00
typeset using JPSJ.sty <ver.1.0b>
Theory on Superconducting Transition from Pseudogap State
Youichi Yanase∗, Takanobu Jujo and Kosaku Yamada
Department of Physics, Kyoto University, Kyoto 606-8502
(Received March 22, 2000)
The anomalous properties of High-Tc cuprates are investigated both in the normal state and
in the superconducting state. In particular, we pay attention to the pseudogap in the normal
state and the phase transition from the pseudogap state to the superconducting state. The
pseudogap phenomena observed in cuprates are naturally understood as a precursor of the
strong coupling superconductivity. We have previously shown by using the self-consistent T-
matrix calculation that the pseudogap is a result of the strong superconducting fluctuations
which are accompanied by the strong coupling superconductivity in quasi-two dimensional
systems [J. Phys. Soc. Jpn. 68 (1999) 2999.]. We extend the scenario to the superconducting
state. The close relation between the pseudogap state and the superconducting state is pointed
out. Once the superconducting phase transition occurs, the superconducting order parameter
rapidly grows rather than the result of BCS theory. With the rapid growth of the order
parameter, the gap structure becomes sharp, while it is remarkably broad in the pseudogap
state. The characteristic energy scale of the gap does not change. These results well explain
the phase transition observed in the spectroscopic measurements. Further, we calculate the
magnetic and transport properties which show the pseudogap phenomena. The comprehensive
understanding of the NMR, the neutron scattering, the optical conductivity and the London
penetration depth is obtained both in the pseudogap state and in the superconducting state.
KEYWORDS: High-Tc cuprates; Pseudogap; Superconducting state; Strong coupling superconductivity;
Superconducting fluctuation; Magnetic properties; Transport
§1. Introduction
The pseudogap phenomena and their related issues have been investigated for many years from
various points of view. They are considered to be key issues for the comprehensive understanding
of the High-Tc superconductivity. The pseudogap phenomena mean the suppression of the spectral
weight near the Fermi energy without any long range order. They are universal phenomena observed
in various compounds of High-Tc cuprates in the under-doped region.
Many experiments such as the nuclear magnetic resonance (NMR),1) optical conductivity,2) trans-
port,3) electronic specific heat,4) angle-resolved photo-emission spectroscopy (ARPES),5) tunneling
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spectroscopy,6) and so on have indicated the existence of the pseudogap in the normal state High-Tc
cuprates from optimally- to under-doped region.
Many scenarios for the pseudogap phenomena have been theoretically proposed. The resonat-
ing valence bond (RVB) theory attributes the pseudogap to the singlet pairing of spinons.7) Some
authors have proposed the magnetic scenarios based on the anti-ferromagnetic or SDW gap for-
mation or its precursor.8) The scenarios as a precursor of the superconductivity have also been
proposed9, 10) The scenario based on the phase fluctuations has been proposed by Emery and
Kivelson9) and calculated by other authors.11) The importance of the strong coupling superconduc-
tivity has been proposed10, 12, 13, 15, 14) on the basis of the well-known Nozie`res and Schmitt-Rink
(NSR) theory.16, 17) Furthermore, the strong coupling superconductivity has been phenomenologi-
cally proposed by Geshkenbein et al.18) with reference to the sign problem of the fluctuational Hall
effect.19)
We have previously shown that the pseudogap phenomena are naturally understood by consider-
ing the resonance scattering due to the strong superconducting fluctuations.20) The strong thermal
fluctuation is an inevitable result of the strong coupling superconductivity in quasi-two dimensional
systems. The strength of the superconducting coupling is indicated by the ratio TMFc /εF. Here, εF
is the effective Fermi energy, and TMFc is the superconducting critical temperature obtained by the
mean field theory. Since the effective Fermi energy εF is renormalized by the electron-electron cor-
relation, the ratio Tc/εF increases in the strongly correlated electron systems. Therefore, the strong
coupling superconductivity has a general importance for the superconductivity in the strongly cor-
related electron systems. Moreover, it is natural to consider the strong coupling superconductivity
in High-Tc cuprates because of their high critical temperature itself.
It should be noticed that our scenario is different from the NSR theory.10, 16, 12, 13, 15, 14) The NSR
theory is based on the chemical potential shift by the creation of the pre-formed pairs. In the
NSR scenario, the tightly bound pre-formed pairs exist above Tc, and condensate at Tc. In this
case, the phase transition is the Bose condensation in the conventional sense. However, the NSR
scenario is justified in the low density limit, but not in the case of High-Tc cuprates. High-Tc
cuprates should be regarded as rather high density systems because they are nearly half-filled on
the lattice. The effective Fermi energy εF is reduced by the electron correlation effects, not by
the low density. Therefore, the physical picture based on the NSR theory is inappropriate for the
pseudogap phenomena in High-Tc cuprates.
Our scenario is based on the resonance scattering21, 22) due to the thermal superconducting fluc-
tuations. The strong superconducting fluctuations have serious effects on the electronic state and
give rise to the pseudogap phenomena in quasi-two dimensional systems.20, 23) In our scenario, the
chemical potential shift is small and the phase transition should be regarded as the same as usual
superconductivity, not the Bose condensation in the sense of the NSR theory. The electronic struc-
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ture has been calculated by various authors on the basis of the scenario with the superconducting
origin.10, 12, 20, 21, 22, 24, 25, 26, 23, 27, 29, 30, 31, 28) The physical pictures in each calculation (the supercon-
ductivity or the Bose condensation) are classified by the electron density in each model. We have
explained the pseudogap phenomena on the basis of the resonance scattering scenario, where we
have used the self-consistent T-matrix calculation and the TDGL expansion.20) We have effectually
found the self-consistent solution which shows the pseudogap in the quasi-two dimensional high
density systems and near the critical temperature. The self-consistent calculation in high den-
sity systems is difficult near Tc because of the strong fluctuations. The important point for the
calculation is explained in ref.20.
Our physical picture is properly consistent with the magnetic field dependences of the pseudo-
gap phenomena measured by the high field NMR experiments.32, 33, 34, 35, 36) The response of the
pseudogap to the magnetic field is different between the under-doped32) and slightly over-doped
cuprates.36) Our calculation gives a comprehensive explanation for the experimental results in all
doping rate.30) We rather think that the comprehensive understanding in the phase diagram sup-
ports our scenario. It is not clear whether the explanation based on the magnetic origin7, 8) may
be consistent with the magnetic field dependences, especially near the optimally-doped region.
The direct measurements of the electronic spectrum, such as ARPES5) and tunneling spec-
troscopy6) have indicated the similarity between the pseudogap and the superconducting gap. In
particular, the same energy scale and the same momentum dependence between the two gaps have
been indicated. Thus, the electronic structure changes continuously from the pseudogap state to the
superconducting state. This important observations have strongly suggested that the pseudogap
is a precursor of the superconductivity. The same energy scale of the two gaps are self-evident in
the NSR theory because the energy scale is the binding energy of the pre-formed bosons. However,
it is not so self-evident in our scenario and should be confirmed by the calculations. Furthermore,
the similarity and the difference between the pseudogap state and the superconducting state have
been reported from the various experiments. The comprehensive explanation for the characteristic
properties of the phase transition is desired.
In this paper, we extend the self-consistent T-matrix calculation to the superconducting state.
Our main purpose in this paper is to understand the superconducting transition from the pseudogap
state. The close relation indicated by the spectroscopic experiments are confirmed by our calcula-
tion. We furthermore investigate the magnetic and transport properties which show the pseudogap
phenomena. The pseudogap phenomena observed in each probe are explained by considering the
characteristic momentum and frequency dependence of High-Tc cuprates. We calculate their be-
haviors from the pseudogap state to the superconducting state. Our results give qualitatively
consistent understanding for the experimental results.
This paper is constructed as follows. In §2, we give a model Hamiltonian adopted in this paper and
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explain the theoretical framework. In §3, the calculated results about the single particle properties
are shown. In §4 and §5, the magnetic properties and the transport properties are investigated,
respectively. In §6, we summarize the obtained results and give some discussions.
§2. Theoretical Framework
In this section, we describe the theoretical framework in this paper. Hereafter, we adopt the unit
h¯ = c = kB = 1. Our calculation is based on the self-consistent T-matrix calculation. We have
used this approximation in the pervious paper in order to describe the normal state pseudogap.20)
First, we explain the model Hamiltonian and review the formalism describing the normal state
pseudogap. We adopt the following two-dimensional model Hamiltonian which has a dx2−y2-wave
superconducting ground state,
H =
∑
k,s
εkc
†
k,s
ck,s +
∑
k,k′,q
Vk−q/2,k′−q/2c
†
q−k′,↓
c
†
k′,↑
ck,↑cq−k,↓, (2.1)
where Vk,k′ is the dx2−y2-wave separable pairing interaction,
Vk,k′ = gϕkϕk′ , (2.2)
ϕk = cos kx − cos ky. (2.3)
Here, g is negative and ϕk is the dx2−y2-wave form factor. We consider the dispersion εk given
by the tight-binding model for a square lattice including the nearest- and next-nearest-neighbor
hopping t, t′, respectively,
εk = −2t(cos kx + cos ky) + 4t′ cos kx cos ky − µ. (2.4)
We fix the lattice constant a = 1. We adopt t = 0.5 and t′ = 0.45t. These parameters well
reproduce the Fermi surface of the typical High-Tc cuprates, YBa2Cu3O6+δ and Bi2Sr2CaCu2O8+δ.
We choose the chemical potential µ so that the filling n = 0.9, which corresponds to the hole doping
δ = 0.1. The above Hamiltonian is an effective model in which the paring interaction affects the
renormalized quasi-particles. Since the energy scale in the above model is the renormalized Fermi
energy, the relatively large paring interaction is considered. The realistic energy scale for cuprates
is obtained by considering the renormalization as ∼= 1/10 which is a relevant order in d-electron
systems.
Actually, the origin of the pairing interaction should be considered to be the anti-ferromagnetic
spin fluctuations.38, 37) There are studies dealing with the pairing interaction arising from the spin
fluctuations on the basis of the fluctuation exchange (FLEX) approximation.39, 29) However, the
details of the pairing interaction do not seriously affect the pseudogap phenomena as a precursor of
the dx2−y2-wave superconductivity. There is a feedback effect on the pairing interaction arising from
the pseudogap. The pseudogap suppresses the low frequency component of the spin fluctuations.
4
However, the pairing interaction is mainly caused by the high frequency component compared with
the energy scale of the superconducting fluctuations. Therefore, we can neglect the feedback effect
on the pairing interaction and start from the model with a fixed attractive interaction for sim-
plicity. There is no qualitative difference about the pseudogap resulting from the superconducting
fluctuations and the phase transition from the pseudogap state.
As an effect of the superconducting fluctuations, the corrections on the two-body correlation
functions have been studied for a long time in the weak coupling limit. They are well known as the
Aslamazov-Larkin term (AL term)40) and the Maki-Thompson term (MT term).41) On the other
hand, the superconducting fluctuations more seriously affect the one-particle electronic state in the
strong coupling region. Especially, the pseudogap phenomena are caused.
Generally, the superconducting fluctuations are expressed by the T-matrix which is represented
by the ladder diagrams in the particle-particle channel (Fig. 1(a)).
+=T
+ +
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Fig. 1. (a) The T-matrix in the normal state. The dashed lines represent the attractive interaction. The double
solid lines represent the propagator of the fermions. (b) The self-energy in the normal state calculated by the self-
consistent T-matrix approximation. (c) The diagram representing the mode coupling effect in the lowest order. The
wavy and solid lines represent the propagator of the fluctuating Cooper pairs and that of the fermions, respectively.
T (q, iΩn) = [g
−1 + χ(q, iΩn)]
−1, (2.5)
χ(q, iΩn) = T
∑
k′,ωm
G(k′, iωm)G(q − k′, iΩn − iωm)ϕ2k′−q/2. (2.6)
Here, ωm = 2pi(m +
1
2 )T and Ωn = 2pinT are the fermionic and bosonic Matsubara frequencies,
respectively. The Green function G is expressed as G(k, iΩn) = (ω − εk − Σ (k, iΩn))−1. The
self-energy Σ is given by the self-consistent T-matrix calculation, (Fig. 1(b))
Σ (k, iωm) = T
∑
q,iΩn
T (q, iΩm)G(q − k, iΩn − iωm)ϕ2k−q/2. (2.7)
The form factor ϕk in the scattering vertex gives rise to the dx2−y2-wave shape of the pseudogap.
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When 1+gχ0(, 0) = 0, the pair correlation function diverges and the superconducting transition
occurs. This is the Thouless criterion which is equivalent to the BCS theory in the weak coupling
limit.16) Analytically continued T-matrix T (q,Ω) can be regarded as a propagator of the fluctuating
Cooper pairs.
It should be noticed that the self-consistently calculated T-matrix includes the renormalization
effects of the superconducting fluctuations through the self-energy ΣR(k, ω). The renormalization
effects include the mode coupling effect.30) The forth order term in the Ginzburg-Landau action
is expressed by the diagram shown in Fig. 1(c), which indicates the repulsive interaction between
the fluctuating Cooper pairs (that is the lowest order mode coupling term). The effect of the mode
coupling term is included in the self-consistent T-matrix calculation at least in the Hartree-Fock
approximation. Thus, the self-consistent T-matrix calculation is a method introducing the critical-
ity of the superconducting fluctuations. Furthermore, the microscopic renormalization effects are
included through the single particle properties.20) As is explained below, the renormalization effects
enhance the scattering vertex originated from the superconducting fluctuations and accelerate the
pseudogap formation. The critical temperature Tc is reduced by the fluctuations.
20) The reduced
Tc is due to the reduced density of state (DOS) by the pseudogap. The reduced Tc can be regarded
as a result of the wide critical region, simultaneously. The reduction is remarkable in the strong
coupling superconductivity, while it is neglected in the weak coupling one.
In the previous paper, we have expanded T−1(q,Ω) around q = Ω = 0.20) This expansion
corresponds to the time-dependent-Ginzburg-Landau (TDGL) expansion,
T (q, ω) =
g
t0 + bq2 − (a1 + ia2)Ω . (2.8)
The detailed properties of the TDGL parameters are discussed in ref. 20. The outline is the
following. The parameter t0 = 1+ gχ0(, 0) represents the distance to the phase transition, and is
sufficiently small near Tc. The parameter b is generally related to the coherence length ξ0, b ∝ ξ20 .
The small b generally means the strong fluctuations. The parameter a2 expresses the time scale
of the fluctuations. Roughly speaking, the parameters a2 and b are described as, a2 ∝ ρd(0)/T
and b ∝ ρd(0)/T 2. Here, ρd(ε) is the effective density of states for the dx2−y2-wave symmetry.20)
Because of the high critical temperature Tc and the renormalization effect by the pseudogap, both
a2 and b are strongly reduced in the strong coupling superconductivity. These features of the
TDGL parameters indicate that the scattering vertex due to the superconducting fluctuations
is strongly enhanced. The parameter a1 is determined by the particle-hole asymmetry of each
system.42) High-Tc cuprates have a large value of a1 because of their strongly asymmetric band
structure. Moreover, a1 is not so reduced even in case of the strong coupling superconductivity. The
extreme situation, |a1| ≥ a2 can be realized near Tc. In this case, the T-matrix has a propagative
character. However, it is a character of the collective mode and does not mean the tightly bound
pairs supposed in the NSR scenario.16) The finite a1 induces the asymmetry of the T-matrix.
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Actually, the particle-hole asymmetry is not necessary but advantageous to the pseudogap state
in the self-consistent solution.20) The negative a1 is obtained in the optimally- and under-doped
region. Thus, the superconducting fluctuations have a hole-like character even in the strong coupling
superconductivity, contrary to the phenomenological assumption in ref. 18.
Thus, the superconducting fluctuations are strong in case of the strong coupling superconductiv-
ity. Such strong fluctuations in quasi-two dimensional systems give rise to the anomalous properties
of the self-energy compared with the conventional Fermi liquid theory. The real part of the self-
energy has a positive slope and the imaginary part has a large absolute value near the Fermi
energy.20) The large imaginary part suppresses the low frequency spectral weight, and the gap-like
feature of the spectral weight is obtained. This is the pseudogap, and is an effect of the resonance
scattering due to the superconducting fluctuations.
In this paper, we do not use the TDGL expansion with reference to the Landau singularity
in the ordered state.43) We explicitly calculate the T-matrix around q = Ω = 0. The obtained
results confirm the above behaviors of the T-matrix including the renormalization effects. The
pseudogap state is obtained similarly. We restrict the integrated area for q and Ω, as is done in
ref. 20. Namely, the meaningful region as a superconducting fluctuation is picked up. There is no
qualitative difference by the details of the calculation.
Here, we extend the self-consistent T-matrix calculation to the superconducting state. The T-
matrix is described as the following 2× 2 matrix in the superconducting state. (Fig. 2(a))
T (q, iΩn) = [g
−1+ χ(q, iΩn)]
−1, (2.9)
χ(q, iΩn) =

 K(q, iΩn) L(q, iΩn)
L∗(q, iΩn) K(-q,−iΩn)

 , (2.10)
where,
K(q, iΩn) = T
∑
k′,ωm
G(k′, iωm)G(q − k′, iΩn − iωm)ϕ2k′−q/2, (2.11)
L(q, iΩn) = −T
∑
k′,ωm
F (k′, iωm)F (q − k′, iΩn − iωm)ϕ2k′−q/2, (2.12)
and  is the unit matrix.
Here, G(k, iωm) and F (k, iωm) are normal and anomalous Green functions including the self-
energy Σ (k, iωm), respectively.
G(k, iωm) =
iωm + εk + Σ (−k,−iωm)
[iωm − εk − Σ (k, iωm)][iωm + εk + Σ (−k,−iωm)]−∆2k
, (2.13)
F (k, iωm) =
−∆k
[iωm − εk − Σ (k, iωm)][iωm + εk + Σ (−k,−iωm)]−∆2k
. (2.14)
The normal self-energy Σ (k, iωm) is given by the self-consistent T-matrix approximation (Fig.
7
2(b)).
Σ (k, iωm) = T
∑
q,iΩn
T11(q, iΩm)G(q − k, iΩn − iωm)ϕ2k−q/2. (2.15)
Here, the trivial Hartree-Fock term is excluded (Fig. 2(c)).
The d-wave order parameter ∆k = ∆ϕk is determined by the gap equation.
∆k = −gT
∑
k′,iΩm
F (k′, iωm)ϕk′ϕk. (2.16)
The effects of the fluctuations on the gap equation are included in the normal self-energy in
F (k, iωm).
+=T
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Fig. 2. (a) The diagonal component of the T-matrix in the superconducting state. The double solid lines represent
the normal and anomalous Green functions of the fermions. (b) The normal self-energy calculated by the self-
consistent T-matrix approximation. (c) The Hartree-Fock term which we exclude.
The T-matrix corresponds to the propagator of the pair field η(q, iΩn) = ∆(q, iΩn) − ∆.44)
By describing the pair field by the amplitude mode λ(q, iΩn) and the phase mode θ(q, iΩn) as
η(q, iΩn) = λ(q, iΩn) + iθ(q, iΩn), the effective Gaussian action for the pair field is expressed as,
S2(λ, θ) =
1
2
T
∑
q,iΩn
(λ∗, θ∗)

 1/|g| −K+ − L −iK−
iK− 1/|g| −K+ + L



 λ
θ

 . (2.17)
Here, K+ = (K(q, iΩn)+K(−q,−iΩn))/2 and K− = (K(q, iΩn)−K(−q,−iΩn))/2. We omitted
the indices q and Ωn. The condition 1/|g| −K(, 0)+L(, 0) = 0 is equivalent to the gap equation
and is realized in the superconducting state. This fact indicates the existence of the gap-less phase
mode which corresponds to the Bogoliubov-Anderson mode at the zero temperature.45) However,
the phase mode have a dissipation due to the quasi-particle excitations at the finite temperature.
In the particle-hole symmetric case, K(q, iΩn) = K(−q,−iΩn) is satisfied, and the off-diagonal
component K− vanishes. Therefore, the phase mode and the amplitude mode are completely
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decoupled. However, High-Tc cuprates are strongly particle-hole asymmetric systems, as we have
emphasized. Therefore, the phase and amplitude fluctuations couples with each other through the
off-diagonal component. Anyway, since the off-diagonal component vanishes at q = iΩn = 0, the
T-matrix has a pole at q = iΩn = 0 in the superconducting state (This is the Thouless criterion
for Tc). Thus, the T-matrix in the superconducting state include both the phase and amplitude
modes.
We consider the effects of the superconducting fluctuations on the electronic state which are the
origin of the pseudogap. In the superconducting state the effects are mainly from the phase mode.
However, the effects are small compared to those in the normal state. Although the self-energy
correction makes the spectrum broad, the effects make no significant difference in the low energy
properties because the large superconducting gap rapidly grows below Tc. (See Fig. 4 in the next
section.)
After carrying out the analytic continuation for the above expressions eqs.(2.9-16), we self-
consistently determine the self-energy ΣR(k, ω), the order parameter ∆k, normal and anomalous
Green functions GR(k, ω), FR(k, ω) and 2 × 2 T-matrix on the real frequency. The calculation is
carried out both in the normal state and in the superconducting state.
The effects of the superconducting fluctuations are included in the self-energy ΣR(k, ω). By
neglecting the self-energy, our formalism reduces to the BCS mean field theory. In the normal
state, off-diagonal components ∆k, F (k, iωn) and L(q, iΩn) vanish. In this case, it can be easily
confirmed that the above set of equations arrives at the self-consistent T-matrix calculation used
in the normal state. The self-consistent T-matrix calculation gives a unified description for the
pseudogap state, the superconducting state and their phase transition, although it is not precise
on the critical point. As we have done in ref. 20, we keep the α = 1 + gK(, 0) − gL(, 0) as
small value α = 0.01 in the superconducting state in order to avoid the singularity from the two-
dimensionality. This operation is justified in the quasi-two dimensional systems which High-Tc
cuprates are considered to be, because the weak three dimensionality surely remove the singularity.
The finite critical temperature is obtained by this operation. The critical temperature Tc is more
reduced as α is decreased. That is a natural result because the value α represents the three-
dimensionality of the systems. The choice of the value α makes no qualitative difference on the
calculated results in this paper.
§3. Order Parameter and Single Particle Properties
Hereafter, we show the results of the self-consistent calculations for the set of equations in §2. In
the main part of this paper, we choose the coupling constant g = −1.0, or g = −2.0. Both cases give
the qualitatively same results. In case of g = −1.0, mean field critical temperature TMF = 0.194,
and the calculated critical temperature Tc = 0.099. In case of g = −2.0, TMF = 0.472, and
Tc = 0.212. The obtained phase diagram is shown in Fig. 3, which is similar to that in ref. 20.
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Here, we have determined the critical temperature Tc as the highest temperature where the solution
for the superconducting state is obtained.
0.0 0.5 1.0 1.5 2.0|g|
0.0
0.1
0.2
0.3
0.4
0.5
0.6
T
TMF
Tsf
Tc
SC
PG
Fig. 3. The obtained phase diagram. The closed circles show the critical temperature based on the mean field theory
(TMF). The closed diamonds show the critical temperature (Tc) suppressed by the fluctuations. The suppression
becomes remarkable in the strong coupling region. The open squares correspond to the temperature Tsf where
1/|g| − χ0(, 0) = 0.1.
The suppression of Tc from TMF becomes remarkable with increasing the coupling constant |g|.
In the strong coupling case, the pseudogap state appears in the wide temperature region. We
show the region where 0 ≤ 1/|g| − χ0(, 0) ≤ 0.1 in Fig. 3. In case of the Gaussian fluctuation,
1/|g| − χ0(, 0) ∼= ρd(0)T−TcTc . Therefore, the width of the region is scaled by Tc. Our result shows
that the region is enlarged in the strong coupling case. This indicates the wide critical region and
the wide pseudogap region.
Once the superconducting order occurs, the effects of the fluctuations are drastically suppressed.
The main reason is the following two points. The amplitude mode is suppressed owing to the growth
of the order parameter. Moreover, the weight of the phase mode shifts to high frequency because the
dissipation is reduced in the ordered state. As a result, the order parameter ∆k = ∆ϕk grows more
rapidly than the result of the BCS theory. The temperature dependence of the order parameter
is shown in Fig. 4. The rapid growth of the order parameter is a common feature of the theories
including the critical fluctuations. It should be noticed that the dissipation of the two modes is
reduced at the low temperature in accordance with the power law, ImK(q,Ω) ± ImL(q,Ω) ∝ Ω4,
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while it is exponentially reduced in the s-wave superconductor. The power law is due to the gap
node. Thus, the dissipation remains in the d-wave case more than in the s-wave case.
0.0 0.1 0.2 0.3 0.4 0.5
T
0.0
0.2
0.4
0.6
 
∆
BCS (g=−2.0)
g=−2.0
BCS (g=−1.0)
g=−1.0
Fig. 4. The growth of the order parameter ∆. The open circles and the open squares are the calculated results for
g = −1.0 and g = −2.0, respectively. The dashed-dotted and long-dashed lines show the results of the d-wave BCS
theory for g = −1.0 and g = −2.0, respectively. The order parameter grows more rapidly than the BCS result.
The rapid growth of the order parameter should be seen in various probes. For example, the
London penetration depth is a typical one (see §5). However, the rapid growth is a more general
feature of the superconductivity caused by the electron correlation. For example, the rapid growth
of the order parameter is also shown in the FLEX calculation.46) We consider that the rapid growth
obtained by the FLEX calculation is caused by the suppression of the de-pairing effect due to the
low frequency spin fluctuations. This effect is different from that calculated in this paper. Both
effects exist in High-Tc cuprates. Since the de-pairing effect is suppressed by the pseudogap, it is
expected that the effect shown in this paper becomes dominant with under-doping.
Next, we show the results for the single particle properties. The single particle spectral weight
A(k, ω) = − 1pi ImGR(k, ω) is shown in Fig. 5. The pseudogap appears in the normal state T ≥ Tc.
Since the calculation using the TDGL expansion is inappropriate in the high frequency region,
the structure at high frequency is different from the result in ref. 20. However, the broad and
asymmetric structure of the pseudogap at the low frequency is obtained similarly. As is pointed
out in ref. 20, the asymmetric structure is essential for the self-consistent solution showing the
pseudogap. The strong particle-hole asymmetry originally exists in High-Tc cuprates and stabilizes
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the self-consistent solution showing the pseudogap state. On the other hand, the gap structure
becomes clear and symmetric below Tc. This is a usual feature of the superconducting gap. This
change is smooth, but rapid because of the rapid growth of the order parameter. The pseudogap is
caused by the self-energy correction due to the superconducting fluctuations, while the supercon-
ducting gap is caused by the superconducting order. The self-energy correction are reduced in the
superconducting state because the fluctuations are suppressed.
−3.0 −2.0 −1.0 0.0 1.0 2.0 3.0
ω
0.0
0.2
0.4
0.6
0.8
A(
k,ω
)
T=0.532
T=0.213
T=0.21
T=0.12
(a)
−2.0 −1.0 0.0 1.0 2.0
ω
0.0
1.0
2.0
3.0
A(
k,ω
)
T=0.532
T=0.213
T=0.21
T=0.12
(b)
Fig. 5. The single particle spectral weight at (a) k = (pi, 0.15pi), (b) k = (0.5pi, 0.25pi) , just bellow the Fermi level.
The dash-dotted (T = 0.532) and long-dashed (T = 0.213) lines are the results above Tc. T = 0.213 is just above Tc
and corresponds to the pseudogap state. The solid (T = 0.21) and the dashed lines (T = 0.12) are results below Tc.
The pseudogap smoothly changes to the superconducting gap. The gap structure becomes sharp and symmetric in
the superconducting state.
It should be noticed that the energy scale of the pseudogap and that of the superconducting gap
are similar including their momentum dependence. The broad pseudogap, the sharp superconduct-
ing gap and the same energy scale are the important properties observed by ARPES.5) However,
ARPES experiments can not refer to the asymmetric or symmetric structure, since ARPES mea-
sures only the spectrum below the Fermi energy. Moreover, the asymmetric structure disappears
by summing up the momentum corresponding to the experimental resolving power. The details for
the single particle spectral weight are shown in the separate paper.31)
Here, we briefly comment on the properties of the T-matrix in the pseudogap state. The calcu-
lation in this paper justifies the calculation using the TDGL expansion in the pseudogap state.20)
Our calculation explicitly shows the properties of the TDGL parameters reviewed in §2. The effects
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of the renormalization are confirmed. Both a2 and b are reduced in the pseudogap state. In the
TDGL expansion, we have neglected the quadratic term in Ω which is emphasized as the lowest or-
der term in the particle-hole symmetric case.21) However, the quadratic term can be neglected near
Tc because it is a higher order term than the linear term which is present here. Moreover, our cal-
culation shows that the quadratic term is reduced by the renormalization effect. The coefficient of
the quadratic term a3 is proportional to the parameter b, a3 = (2/v¯
2)b in the Gaussian fluctuation.
Here, v¯ is the mean value of the quasi-particle velocity on the Fermi surface. The coefficient a3 are
reduced by the pseudogap with the parameter b. Therefore, the quadratic term is not important
in the pseudogap state. On the other hand, The quadratic term is restored in the superconducting
state, although the sign is opposite to that above Tc. Therefore, the T-matrix becomes symmetric
in the superconducting state. That is a natural result because the superconductivity mixes the
particles and the holes.
We can see more clearly the character of the phase transition from the pseudogap state to
the superconducting state by showing the density of states (DOS) in Fig. 6. The DOS ρ(ω) =∑
k A(k, ω) shows the broad pseudogap in the normal state. The DOS remains near the Fermi
level to some extent. These features reflect the broad and asymmetric structure of the single
particle spectral weight A(k, ω). The pseudogap grows with approaching the critical point. The
superconducting phase transition takes place by the remained DOS. Once the superconducting
order occurs, the gap becomes sharp with the rapid growth of the order parameter. The change
is rapid but smooth across Tc. The DOS shows the linear energy dependence ρ(ω) ∝ ω at the low
temperature. This is a characteristic feature of the dx2−y2-wave superconductivity.
It should be noticed that the energy scale of the pseudogap and that of the superconducting gap
are almost the same. When the coupling constant |g| increases, the energy scale of the pseudogap
increases with that of the superconducting gap. The energy scale is almost independent of the
temperature. These features are consistent with the important results of the spectroscopic mea-
surements.5, 6) The same gap scale is not so obvious in the resonance scattering scenario, while it
is obvious in the NSR scenario. However, the same gap scale is an expected result because the two
phenomena, the pseudogap and the superconductivity, have the same origin in our scenario. This
is actually confirmed by the above results.
§4. Magnetic Properties
In this section, we show the results for the magnetic properties. We calculate the dynamical spin
susceptibility χs(k, ω) by using the random phase approximation (RPA). The exchange enhance-
ment is taken into account within the RPA.
χRs (q, ω) =
χR0 (q, ω)
1− UχR0 (q, ω)
, (4.1)
13
−2.0 −1.0 0.0 1.0 2.0
ω
0.0
1.0
2.0
ρ(
ω
)
bare case
T=0.104
T=0.098
T=0.05
(a)
−2.0 −1.0 0.0 1.0 2.0
ω
0.0
0.5
1.0
1.5
ρ(
ω
)
bare case
T=0.213
T=0.21
T=0.12
(b)
Fig. 6. The density of states for (a) g = −1.0 and (b) g = −2.0. The dash-dotted lines show the non-interacting
DOS. The long-dashed lines ((a) T = 0.104 (b) T = 0.213) show the pseudogap state above Tc. The dashed ((a)
T = 0.098 (b) T = 0.21) and solid ((a) T = 0.05 (b)T = 0.12) lines are the results bellow Tc. It should be noticed
that the gap scale is almost the same between in the pseudogap state and in the superconducting state.
χ0(q, iωn) = −T
∑
k,ωm
[G(k, iωm)G(k + q, iΩm + iωn)
+F (k, iωm)F (k + q, iΩm + iωn)]. (4.2)
We fix the enhancement parameter U = 1.5, afterward. The following results are not affected by
the choice of the parameter, qualitatively.
Generally speaking, the AL term and the MT term is considered as corrections by the fluctua-
tions on the two-body correlation function above Tc.
40, 41) However, the AL term dose not exist in
calculating the spin susceptibility χRs (q, ω). This fact is understood by considering the spin index
for the spin singlet pairing. The contribution from the MT term is small in case of the d-wave
pairing, and suppressed by the slight elastic scattering.35) Therefore, we have only to calculate the
effects through the single particle properties (that is, pseudogap) as effects of the superconducting
fluctuations.
The NMR spin-lattice relaxation rate 1/T1 and spin-echo decay rate 1/T2G are calculated by the
following expressions.
1/T1T =
∑
q
F⊥(q)[
1
ω
ImχRs (q, ω) |ω→0], (4.3)
1/T 22G =
∑
q
[F‖(q)Reχ
R
s (q, 0)]
2 − [
∑
q
F‖(q)Reχ
R
s (q, 0)]
2. (4.4)
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Here, F⊥(q) =
1
2 [{A1 + 2B(cos qx + cos qy)}2 + {A2 + 2B(cos qx + cos qy)}2] and F‖(q) = {A2 +
2B(cos qx+cos qy)}2. The hyperfine coupling constants A1, A2 and B are evaluated as A1 = 0.84B
and A2 = −4B.47)
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Fig. 7. The results for 1/T1T . Here, g = −1.0. The peak appears above Tc. 1/T1T is reduced by the pseudogap
and decreases with approaching the critical point. The inset shows the result for 1/T2G.
The calculated results are shown in Fig. 7. In the normal state far above Tc, 1/T1T increases
with lowering the temperature owing to the exchange enhancement. It shows a peak above Tc and
decreases with lowering the temperature below T ∗. The decrease is an effect of the superconducting
fluctuations. It is the well-known pseudogap phenomena in NMR 1/T1T .
1) The imaginary part of
the spin susceptibility at the low frequency reflects the DOS. The superconducting fluctuations give
rise to the pseudogap in the DOS, and reduce the weight of the spin fluctuations at the low frequency.
Thus, the pseudogap observed in NMR 1/T1T takes place through the single particle properties.
However, the decrease in the pseudogap state is rather moderate than in the superconducting
state. With the growth of the sharp superconducting gap, 1/T1T decreases rapidly. The BCS-like
behaviors are obtained in the superconducting state since the large superconducting gap opens
rapidly. These features are consistent with the experimental results.
On the other hand, NMR 1/T2G shows rather weak temperature dependence both in the pseu-
dogap state and in the superconducting state (see the inset of Fig. 7). NMR 1/T2G increases with
decreasing temperature in the normal state far above Tc owing to the exchange enhancement. The
pseudogap also affects the NMR 1/T2G. The increase of 1/T2G becomes moderate in the pseudogap
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state. Near Tc, NMR 1/T2G is almost independent of the temperature. These are the effects of the
pseudogap. However, the effects on 1/T2G are weaker than those on 1/T1T . In the superconducting
state, 1/T2G decreases moderately with decreasing the temperature as a characteristic result of the
d-wave pairing.
These results indicate that the effects of the pseudogap are weak on the real part of the spin
susceptibility rather than on the imaginary part. The dissipation (imaginary part) directly reflects
the DOS at the low energy. However, the static properties (real part) do not necessarily so. In
other wards, the pseudogap suppresses the weight of the spin fluctuations only at the low frequency.
Since 1/T2G reflects the total weight of the spin fluctuations, the effect of the pseudogap is weak
on 1/T2G. In particular, Reχ
R
s (q, 0) around q = Q = (pi, pi) is not reduced so much by the d-wave
pseudogap, while ReχRs (q, 0) is remarkably reduced at q = (0, 0). The momentum dependence of
the hyperfine coupling F‖(q) further weaken the effects of the pseudogap on 1/T2G. The above
features are in common with those in the superconducting state.48) That is a natural result because
the pseudogap and the superconducting gap have the same dx2−y2-wave form. In other words,
it is natural that the scaling law for the spin fluctuations is violated by the pseudogap, because
it is violated in the superconducting state. The above results are qualitatively consistent with
the features indicated by the NMR experiments.1, 49) Minutely speaking, the different behaviors of
1/T2G have been reported for different High-Tc compounds.
1, 49, 50) There is an idea that attributes
the difference to the effects of the interlayer coupling.50) Anyway, the relatively weak effect of the
pseudogap on 1/T2G than on 1/T1T is observed in common. The qualitatively consistent behaviors
in the above sense are obtained here.
The remaining part of this section is concerned with the neutron resonance peak observed by
the neutron scattering experiments.51, 52) The neutron resonance peak is observed in the supercon-
ducting state from optimally-doped to under-doped region. The recent measurements have found
the development of the weak resonance peak in the pseudogap state.52) The resonance peak in the
superconducting state is attributed to the anti-ferromagnetic correlation and the d-wave supercon-
ductivity.46, 53, 54) Our result shows the sharp resonance peak in the superconducting state, which
is caused by the same mechanism. Moreover, we investigate the behavior of the resonance peak in
the pseudogap state. The neutron scattering intensity is proportional to the imaginary part of the
spin susceptibility, ImχRs (q, ω). We show the calculated results for Imχ
R
s (q, ω) at q = Q in Fig. 8.
Here, ImχRs (Q, ω) is expressed as follows,
ImχRs (Q, ω) =
ImχR0 (Q, ω)
[1− UReχR0 (Q, ω)]2 + [U ImχR0 (Q, ω)]2
. (4.5)
In the superconducting state, ReχR0 (Q, ω) increases with ω and Imχ
R
0 (Q, ω) is suppressed at the
low frequency ω < 2∆max. Here, ∆max is the maximum gap energy. Therefore, the denominator
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Fig. 8. The results for ImχRs (Q, ω). Here, g = −1.0. The inset shows (a) Imχ
R
0 (Q, ω) and (b) Reχ
R
0 (Q, ω),
respectively. The long-dashed lines, the solid lines, the dashed-lines and the dash-dotted lines correspond to
T = 0.050 (superconducting state), T = 0.104 (pseudogap state), T = 0.165 and T = 0.253, respectively.
of eq.(4.5) is remarkably small at the finite frequency ωr < 2∆max when the system is near the
anti-ferromagnetic instability, 1 − UReχR0 (Q, 0) ≪ 1. Then, the sharp resonance peak appears at
ω = ωr. Our result shows the same features and the sharp resonance peak in the superconducting
state. In the pseudogap state, χ0 behaves similarly. Reχ
R
0 (Q, ω) has the positive slope with respect
to ω. The dissipation ImχR0 (Q, ω) is reduced at the low frequency. These behaviors are essential
results of the pseudogap as a precursor of the superconductivity. However, the features are rather
weak compared to the superconducting state. In particular, the finite dissipation remains in the
pseudogap state because of the finite DOS at the Fermi energy. As a result, the peak develops as a
precursor of the resonance peak, although it is weak and broad. The peak appears at the slightly
lower frequency than ωr. The peak smoothly develops to the sharp peak in the superconducting
state. Far above Tc, the conventional behaviors of the normal state is obtained. We can see that
the low frequency component of the spin fluctuations is suppressed by the pseudogap, however,
the weight is transfered to the high frequency. These behaviors are not obtained by considering
the spin fluctuations alone. The transfered high frequency component is effective as the pairing
interaction, and contribute to NMR 1/T2G.
§5. Transport Properties
In this section, we show the results for the transport properties. We investigate the effects of
the pseudogap and the superconductivity on the transport phenomena. The experimental results
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clearly show the pseudogap phenomena in the c-axis transport.2, 3) On the other hand, the in-plane
transport does not clearly show the pseudogap. The different effects of the pseudogap on the in-
plane and c-axis transport are understood in the following way. As is previously emphasized,56, 55)
the momentum dependence of the interlayer hopping matrix element t⊥(k) plays an important role
in the c-axis transport. The transfer matrix t⊥(k) obtained by the band calculation is expressed
as,57)
t⊥(k) = tc(
coskx − cosky
2
)2. (5.1)
Because of this momentum dependence, the quasiparticles near k = (pi/2, pi/2) (’cold spot’) does not
contribute to the c-axis transport. The c-axis transport is mainly determined by the quasiparticles
near k = (pi, 0) (’hot spot’), although the in-plane transport phenomena are dominated by the
contribution from the ’cold spot’. Therefore, the qualitatively different properties between the in-
plane and c-axis transport are yielded. Since the pseudogap and the superconducting gap are large
at ’hot spot’, the c-axis transport reflects the pseudogap more clearly than the in-plane transport.
The experimental results actually indicate so. The c-axis resistivity increases with decreasing
temperature in the pseudogap state, while the in-plane resistivity keeps the T-linear law and slightly
deviates downward.3) The c-axis optical conductivity shows the gap structure in the pseudogap
state, although the in-plane optical conductivity shows only the weak structure in the higher
frequency region.2) The pseudogap observed in the c-axis optical conductivity smoothly changes to
the superconducting gap.2) This fact also indicates the close relation between the pseudogap and
the superconductivity. However, the pseudogap in the c-axis optical conductivity has never been
explained on the basis of the pairing scenario.
The anomalous properties above T ∗ are well explained by considering the effects of the spin fluctu-
ations.56, 58, 59) The scattering due to the anti-ferromagnetic spin-fluctuations is strong at ’hot spot’
and weak at ’cold spot’. Since the ’hot spot’ does not contribute to the in-plane conductivity even
in the absence of the pseudogap, the effects of the pseudogap on the in-plane transport are weak.
The detailed properties of the in-plane longitudinal transport in the pseudogap state are explained
by considering the feedback effect of the pseudogap on the low frequency spin fluctuations.56, 60)
Here, we calculate the conductivity by neglecting the vertex corrections. Generally, the vertex
correction due to the electron correlation is not important except for the factor arising from Umk-
lapp scattering.61) The conductivity σtot(ω) is described by the normal fluid part and the superfluid
part at the low frequency, σtot(ω) = σ(ω) + i/4piλ
2(ω + iδ). The second term is proportional to
the London constant (or the superfluid density), Λ = 1/4piλ2 and appears in the superconducting
state, where λ is the London penetration depth which we calculate later. The in-plane and c-axis
optical conductivity at the finite frequency is expressed by the normal fluid part in the following
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way,
σab(ω) = −e
2
d
1
ω
∑
k
v2(k)
∫
dω′
pi
[f(ω′ + ω)− f(ω′)]
×(ImGR(k, ω′)ImGR(k, ω + ω′) + ImFR(k, ω′)ImFR(k, ω + ω′)), (5.2)
σc(ω) = −4de2 1
ω
∑
k
t2⊥(k)
∫
dω′
pi
[f(ω′ + ω)− f(ω′)]
×(ImGR(k, ω′)ImGR(k, ω + ω′) + ImFR(k, ω′)ImFR(k, ω + ω′)). (5.3)
Here, d is the interlayer distance, and v(k) =
√
v2x + v
2
y is the in-plane velocity, where vµ =
∂εk
∂kµ
.
The velocity v(k) is almost independent of the momentum on the Fermi surface in our model. We
have neglected the weak kz dependence of the electronic state. This corresponds to the lowest order
calculation with respect to tc. We have neglected the term proportional to the delta function δ(ω)
which comes from the superfluid part.
Here, we comment on the vertex correction neglected here. In particular, the AL term is consid-
ered to be important for the transport.40) We think that the AL term is not important except for
the narrow region near Tc. This expectation is explained as follows. The current vertex parallel
to the plane in the AL term Jab(q) is proportional to the TDGL parameter b, Jab(q) ∝ bq. This
corresponds to the velocity of the fluctuating Cooper pairs and is small in the strong coupling case.
Thus, the small b indicates the small velocity of the fluctuating Cooper pairs as well as the strong
fluctuations. The factors b from the current vertex and from the pair propagator cancel each other
in two-dimension, σAL ∝ 1/t0.40) On the other hand, the effects on the single particle properties
are estimated as 1/τk = −ImΣR(k, ω) ∝ 1/
√
bt0. Since the singularity about t0 is stronger in σAL
than in 1/τk, and since the parameter b is large, the AL term is more important than the latter
in the weak coupling limit. However, the situation is quite different in the strong coupling case.
The effects on the single particle properties can appear at T ∗ before the AL term dominate the
large conductivity from the ‘cold spot’. On the other hand, the conductivity is small along the
c-axis. However, we can neglect the AL term along the c-axis in the quasi-two dimensional systems
because the AL term along the c-axis is a higher order term with respect to tc/t. It is because the
current vertex Jc(q) is quadratic Jc(q) ∝ t2c , although the quasi-particle velocity is linear vc ∝ tc.
The MT term is considered to be suppressed by the elastic scattering in the d-wave case. It has
been pointed out that the vertex correction due to the spin fluctuations is important for the en-
hancement of the Hall coefficient.59) However, the correction is shown to be not important for the
longitudinal conductivity.59)
Hereafter, we normalize the conductivity by the constant factor as σc(ω) = σc(ω)/σ
0
c and
σab(ω) = σab(ω)/σ
0
ab, where σ
0
c = de
2 and σ0ab = e
2/d. Hereafter, we fix the coupling constant
g = −2.0.
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Fig. 9. The c-axis optical conductivity due to the coherent process for T = 0.395 (dash-dotted line), T = 0.213 (thin
solid line), T = 0.20 (dashed line), T = 0.15 (long-dashed line) and T = 0.12 (thick solid line). The Drude peak is
suppressed in the pseudogap state (T = 0.213) and the superconducting state (T = 0.20,T = 0.15,T = 0.12). The
inset shows the normal state c-axis resistivity ρc.
The calculated results are shown in Figs. 9 and 10. We fix tc = 0.1. First, the c-axis resistivity
shows a semi-conductive behavior in the pseudogap state (the inset in Fig. 9). This is because the
scattering due to the superconducting fluctuations increases with approaching the critical point.
Next, the results for the c-axis optical conductivity are shown in Fig. 9. The Drude peak is re-
markably suppressed by the pseudogap. In other words, the coherent picture of the c-axis transport
is broken by the pseudogap. In the superconducting state, the c-axis optical conductivity is sup-
pressed furthermore and shows the gap structure at low temperatures. It should be noticed that the
above results in the superconducting state are different from the expectation of the conventional
d-wave BCS theory. Since the gap node does not contribute to the c-axis transport, the c-axis
transport behaves like a s-wave superconductor in the ordered state.
The results for the in-plane optical conductivity are shown in Fig. 10. The Drude peak remains
even in the deeply superconducting state and the gap structure does not appear. These features
are characteristics of the d-wave symmetry and due to the contribution from the gap node. The
sharp Drude peak appears in the in-plane optical conductivity in the pseudogap state, owing to the
contribution from the ’cold spot’ similarly. The qualitatively different results for the c-axis transport
originate in the momentum dependence of the interlayer hopping t⊥(k). Thus, the coherent in-plane
transport and the incoherent c-axis transport in the pseudogap state are understood simultaneously
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Fig. 10. The in-plane optical conductivity in the normal state T = 0.395 (dash-dotted line), the pseudogap state
T = 0.213 (solid line) and the superconducting state T = 0.12 (long-dashed line), respectively. The Drude peak
remains in all temperature range.
in a consistent way.
As we can see from the above results, the coherent part for the c-axis transport is small in the
pseudogap state. Therefore, we can not neglect the incoherent process, especially in under-doped
cuprates. The tunneling process is considered to be a typical incoherent process, although there
are many other incoherent processes. The contribution from the incoherent process have been
discussed by Hirschfeld et. al.62) According to their formalism, we obtain the following expression
for the contribution from the tunneling process, σinc(ω).
σinc(ω) = −de2t2inc
1
ω
∑
k,k′
∫
dω′
pi
[f(ω′ + ω)− f(ω′)]ImGR(k, ω′)ImGR(k′, ω + ω′). (5.4)
Here, we have neglected the momentum dependence of the tunneling matrix element tinc for
simplicity. The above expression corresponds to the diffusive process in which the information for
the in-plane momentum is lost. The contribution from the anomalous Green function FR(k, ω)
vanishes due to the d-wave symmetry.
The results are shown in Fig. 11. We show the results normalized by the constant factor as
σinc(ω) = σinc(ω)/σ
0
inc, where σ
0
inc = de
2t2inc. Here, σinc(ω) is suppressed at the low frequency by
the pseudogap and shows the weak gap structure with the energy scale of 2∆eff . Here, ∆eff is the
energy scale of the pseudogap. In the superconducting state, the gap structure becomes sharp, and
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Fig. 11. The c-axis optical conductivity due to the incoherent process for T = 0.526 (dash-dotted line), T = 0.213
(solid line), T = 0.20 (long-dashed line), and T = 0.12 (dashed line). The weak gap structure is shown in the
pseudogap state. In the superconducting state, The gap becomes deep with the same frequency scale.
the frequency scale of the gap does not change. This is a natural result because the same energy
scale between the pseudogap and the superconducting gap is shown in the DOS (Fig. 6). These
features are qualitatively consistent with the experimental results.2) Thus, our scenario for the
pseudogap phenomena well explains the pseudogap observed in the c-axis optical conductivity and
its smooth change to the superconducting gap. Of course, the dc-conductivity from the incoherent
process shows a semi-conductive behavior.
Recently, the c-axis optical conductivity has been discussed in connection with the violation of
the f-sum rule.63) The f-sum rule is violated in the under-doped cuprates, although it is satisfied
from the over- to optimally-doped region. The violation has been attributed to the effects of the
phase fluctuations.63) Moreover, the manifestation of the quantum fluctuations is pointed out from
the violation of the f-sum rule.63) It is natural that the quantum fluctuations develop with under-
doping. However, we think that the more detailed discussion is necessary for the interpretation of
the experimental results, since the contribution from the incoherent process violates the f-sum rule.
Finally, we show the results for the London penetration depth. The London penetration depth is
related with the imaginary part of the conductivity as 1/4piλ2 = ωImσtot(ω) |ω→0. This quantity is
proportional to the superfluid density and the phase stiffness. Therefore, the London penetration
depth characterizes the electrodymanics of the superconductor. Here, we calculate the London
penetration depth when the system goes into the superconducting state from the pseudogap state.
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In other words, we investigate the properties of the superconducting transition which is suppressed
by the fluctuations. The expression for the London constant 1/4piλ2 is derived by subtracting the
paramagnetic term ∝ ∑ v2(GG + FF ) from the diamagnetic term ∝ ∑ v2(GG − FF ). Here, the
in-plane and c-axis London penetration depth is expressed on the basis of the same approximation.
1
4piλ2ab
= 2
e2
d
T
∑
k,iωn
v2(k)|F (k, iωn)|2, (5.5)
1
4piλ2c
= 8de2T
∑
k,iωn
t2⊥(k)|F (k, iωn)|2. (5.6)
The contribution from the incoherent process does not exist because of the d-wave symmetry and
the momentum independence of the tunneling matrix. Actually, the incoherent process contributes
in the under-doped region by the momentum dependence of the tunneling matrix.62)
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Fig. 12. The temperature dependence of λ2(0)/λ2(T ). The open circles and the open triangles show the results
along the c-axis and along the ab-axis, respectively. The dash-dotted line shows a result of the d-wave BCS theory.
Here, λ(0) is derived by the extrapolation. 1/λ2(T ) grows rapidly near Tc with the rapid growth of the order
parameter. The rapid growth is more remarkable along the c-axis.
We show the temperature dependence of the in-plane and c-axis London penetration depth in
Fig. 12. The inverse square of the London penetration depth 1/λ2 has almost linear temperature
dependence within the d-wave BCS theory. The linear dependence in the low temperature region
is due to the quasi-particle excitation near the gap node. Near the critical temperature Tc, the
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temperature dependence of the order parameter ∆ ∝ (Tc − T )1/2 causes the linear dependence in
the BCS theory. Our calculation shows the more rapid increase of 1/λ2 near Tc owing to the rapid
growth of the order parameter. The rapidness is more remarkable along the c-axis because the quasi-
particle excitation near the gap node does not contribute. In other words, the paramagnetic current
is rapidly suppressed along the c-axis. As a result, the temperature dependence of 1/λ2c is rather
weak than that of 1/λ2ab at the low temperature. The expression of t⊥(k) in eq.(5.1) causes T
5-law,
λ2c(0)/λ
2
c(T ) = 1−aT 5 in the low temperature region.64) These behaviors are qualitatively consistent
with the experiment for the several under-doped or optimally-doped cuprates,64, 65) although our
calculation can not expect the precise temperature dependence near the critical point.
§6. Summary and Discussion
In this paper, the pseudogap state and the superconducting state in High-Tc cuprates have been
investigated. In particular, we have paid attention to the close relation between the pseudogap state
and the superconducting state. We have given the results calculated for various physical quantities
which show the pseudogap anomaly. We have started from the model with the important factors in
realizing the pseudogap.20) The calculation is based on the self-consistent T-matrix approximation
which we have used before in order to explain the pseudogap phenomena. The effects of the
superconducting fluctuations are included in the self-energy correction. It should be noticed that the
system is not the low density system. Therefore, our scenario is based on the resonance scattering
and is not based on the Nozie`res and Schmitt-Rink theory.16) Namely, the mechanism of the phase
transition should be considered as the superconductivity, and is not the Bose condensation in the
sense of the NSR theory. The characteristics of the pseudogap state and the superconducting state
have been investigated on the basis of the calculated results. The calculated results well explain the
experimental results. The smooth change observed in the electronic spectrum has been reproduced.
The same energy scale is not so self-evident in the resonance scattering scenario, compared with
the NSR theory. However, our results have actually confirmed the important character. This fact
means that the energy gain due to the formation of the gap around the Fermi energy is common
to both of the pseudogap and the superconductivity.
Moreover, most of the pseudogap phenomena in the various measurements originate in the change
of the single particle properties. We have calculated the magnetic and transport quantities. The
results for the NMR 1/T1T , 1/T2G, neutron scattering, in-plane and c-axis optical conductivity,
and the London penetration depth have been shown. The comprehensive understanding of their
behaviors has been given both in the pseudogap state and in the superconducting state.
Generally speaking, the comprehensive explanation of the phase diagram is important to under-
stand the overview of the High-Tc superconductivity. The pseudogap is an especially important
character of the High-Tc cuprates. The following two points are important in the comprehensive
understanding of the pseudogap.
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One is the continuity with respect to the hole doping. The pseudogap phenomena continuously
take place from slightly over-doped to under-doped region. The pseudogap is weak in the slightly
over-doped or optimally-doped region, while the strong pseudogap behavior appears in the under-
doped region. Our scenario based on the strong coupling superconductivity is properly consistent
with the doping dependence. As the system approaches the half-filled Mott insulator, the pairing
interaction via the anti-ferromagnetic spin fluctuations increases and the effective Fermi energy εF is
renormalized. Therefore, the superconducting coupling becomes strong with under-doping, and the
pseudogap phenomena become strong. Since the energy scale in our calculation is scaled by the ef-
fective Fermi energy εF, the doping dependence of Tc is well explained.
20) The typical change due to
the doping is observed in the magnetic field dependence of the pseudogap phenomena.32, 33, 34, 35, 36)
The scenario based on the resonance scattering well explains the doping dependent character of the
pseudogap continuously from the slightly over-doped to under-doped region.30) The comprehensive
understanding strongly supports the scenario.
The other important point is the close relation between the pseudogap state and the supercon-
ducting state. It is natural to consider the pairing scenario for the pseudogap which develops with
approaching the critical point and smoothly changes to the superconducting gap. In this paper, the
same aspects between the pseudogap state and the superconducting state are confirmed in detail.
The results support our scenario.
Here, we briefly discuss some remained problems. The in-plane transport in the pseudogap state
is considered to be explained by the feedback effect on the low frequency spin fluctuations.56, 60)
In particular, the behavior of the Hall coefficient is interesting. The vertex correction due to the
spin fluctuations plays an important role for the strong enhancement of the Hall coefficient.59) The
vertex correction is also reduced by the feedback effect on the spin fluctuations. Therefore, the Hall
coefficient is expected to be reduced by the pseudogap. The reduction is actually observed in the
experiments.3) Moreover, the other effects on the electronic state exist. Since the vertex correction
is important at ’hot spot’ where the pseudogap is large, the pseudogap itself reduces the vertex
correction. The detailed calculation is an important future problem.
In this paper, we have investigated the temperature dependence of the London constant
Λ(T ) ∝ 1/λ(T )2. We think that the low temperature behavior of the penetration depth is in-
teresting as a typical problem of the superconductivity in the strongly correlated electron sys-
tems.68, 66, 67, 69, 70) In particular, the strongly anisotropic High-Tc cuprates are expected to have the
characteristic temperature and doping dependences. The Uemura plot is a typical one.66) Moreover,
the inconsistency of the absolute value Λ(0) and the coefficient of the T-linear term of Λ(T ) has
been pointed out on the analogy of the result for the isotropic system.67, 69, 68) The absolute value
Λ(0) decreases with under-doping, while the coefficient of the T-linear term is almost independent
of the doping.67) We consider that the inconsistency is understood by considering the momentum
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dependence of the current vertex Jν .
The current vertex Jν includes the effects of the mass renormalization and the back flow.
70, 71, 72)
The absolute value Λ(0) is determined by the total quasiparticles near the Fermi surface, while the
T-linear term is determined by the quasiparticles near the gap node. The London constant is re-
duced by the mass renormalization which is is large near (pi, 0) and is small near (pi/2, pi/2).56) The
cancellation due to Fermi liquid effect does not occur in the anisotropic systems.70, 71, 72) Therefore,
the London constant Λ(0) is roughly scaled by the effective Fermi energy εF. By considering that
the critical temperature Tc is also scaled by the effective Fermi energy εF in the strong coupling
region,20) we can understand the Uemura plot Tc ∝ Λ(0) 9, 66) observed in the under-doped region.
We consider that the vertex correction (that is to say, the Fermi liquid effects) reduces the current
vertex furthermore. By considering the Bethe-Salpeter equation for the current vertex, we can
see the current vertex is reduced by the vertex correction exchanging the anti-ferromagnetic spin
fluctuations. The vertex correction is different from that for calculating the Hall coefficient. The
correction for the London constant is related to the real part of χs(q, ω), while that for the Hall
coefficient is related to the imaginary part. Therefore, the effect remains even in the superconduct-
ing state. The vertex correction is also large at ‘hot spot’ and small at ‘cold spot’. Therefore, the
Fermi liquid effect makes the system more anisotropic. As a result, the strong correlation reduces
the absolute value, while the T-linear term is not reduced so much. The detailed calculation is an
important future problem.
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