• Point scanning introduces a delay between image pixels when used at frequencies below 10 Hz.
Introduction
Two-photon microscopy has become a popular way for the acquisition of fluorescence imaging data and has several applications that cannot easily be achieved by other microscopy methods. The reduced scattering of light gives access to deep tissue imaging and reduces the photodamage of cells located outside the focal plane (Coppieters et al., 2010) . In addition, this technique offers a better z-axis spatial resolution (Denk et al., 1990; Helmchen and Denk, 1999) than other methods like one-photon microscopy or spinning disk confocal microscopy (Nipkow disk), hence reducing the contribution from background fluorescence (So et al., 2000; Stephens and Allan, 2003; Homma et al., 2009) .
In two-photon microscopy as well as other point scanning techniques, the image is scanned pixel by pixel by a laser. The photons emitted by the fluorescent dye are captured e.g. by a photon multiplier tube (PMT). It implies that the information about each pixel is acquired at different times, and that the dwelling time per pixel (i.e. the time spent by the laser to scan each pixel) decreases when the size of the scanned area increases. The resonant mode technology allows scanning of larger regions at video rates (Nguyen et al., 2001) . In the experimental setup described in this paper, the resonant mode can achieve a scanning speed of 8000 lines per second, which corresponds to a dwelling time of approximately 73 ns per pixel. However, higher framerates decrease the number of photons hitting the PMT, and hence also reduce the signal-to-noise ratio. Thus, deep tissue scanning is difficult to achieve by using the resonant mode, because the small number of photons detected for each pixel critically deteriorates the signal-to-noise ratio. In summary, the decision on the framerate is a trade-off between the desired spatio-temporal resolution and the signal-to-noise ratio.
In order to reduce the size of the scanned area, it is possible to scan across subregions of the sample, to use free-line scan methods (i.e. scan along a predefined trajectory) or methods such as spatial light modulator (SLM) microscopy (Nikolenko et al., 2008) . Nevertheless, these methods can only be used in cases where researchers precisely know in advance the areas of interest (including e.g. cells, axons, etc.). In particular, these methods are not suitable if the experiment may alter cells, for example if we need to kill cells or after administering drugs. Also, scanning the whole region allows researchers to get more information out of experiments, e.g. information regarding interactions between cells constituting the whole network (Nikolenko et al., 2007) . For these reasons, it is usually preferable to acquire the whole region.
Bidirectional scanning can increase the scanning speed, but deteriorates the spatial information. By using this mode, it is difficult to match phases between lines scanned from one direction, and lines scanned from the opposite direction. In order to avoid this, we used the unidirectional scanning. In unidirectional scanning, the distance traveled by the laser to move from the end of a line to the next line is longer, but the spatial information is preserved. Unidirectional and bidirectional scanning are depicted in Fig. 1 .
As an example of fluorescence imaging, calcium imaging techniques enable to study the neuronal activity in hundreds of neurons and glial cells within neuronal circuits. Experiments involving calcium imaging are usually performed at framerates below 10 frames per second in order to ensure a sufficient signal-to-noise ratio. For instance, Kuga et al. (2011) used a 1-10 frames per second, and Ruangkittisakul et al. (2006 Ruangkittisakul et al. ( , 2008 used 1.25-1.43 frames per second in order to record the hippocampal activity by using twophoton imaging. Although these frequency ranges are sufficient to capture most of the calcium peaks associated to cell activity, they may introduce flaws when it comes to the functional analysis of the neuronal network due to the time delays. Therefore, we suggest that for low frequencies, the two-photon imaging data must be processed by pixel timing correction in order to ensure the validity of neuronal network analyses.
To our knowledge, the effects of the time delays between pixels and suitable methods for pixel timing correction have not been extensively investigated yet. In this paper we apply pixel timing correction on Ca 2+ imaging of the pre-Bötzinger complex (preBötC) of postnatal rodents as a representative case of the network analysis using calcium imaging. The preBötC is located in the lower brainstem, and plays an important role in the generation of spontaneous respiratory activity in mammals (Smith et al., 1991) . Therefore, knowing the exact burst timing of each cell involved in spontaneous synchronized activity can help to understand the global neuronal network structure.
We present an approach based on temporal interpolation for pixel timing correction. Temporal and spatial interpolation have been used in medical imaging, for instance to correct time delays in functional magnetic resonance imaging (fMRI) (Sladky et al., 2011) , or for image processing (Lehmann et al., 1999; Thévenaz et al., 2000) . Timing correction based on interpolation is also used in other fields, such as earth imaging (Shampine and Reichelt, 2004) . We evaluate qualitatively and quantitatively three interpolation methods: linear interpolation, Lanczos interpolation, and cubic B-spline interpolation. These methods are tested on a simulated Ca 2+ imaging where we introduce a time delay in image pixels. We simulate the scanning at different speeds in order to assess the benefits of pixel timing correction. Then, the interpolation methods are validated on real imaging data. We found that all the above methods can mitigate the time delays caused by point scanning, and that these methods have similar performances.
Methods
2.1. Data acquisition 2.1.1. Animal care and experimental procedures
All experimental procedures were conducted in accordance with the Japanese Physiological Society Guide for the Care and Use of Laboratory Animals and followed the guiding principles of the American Physiological Society. This study was also approved by the Committee on Animal Care and Use at Hyogo College of Medicine.
Rhythmic slices were prepared from neonatal Wistar rats (2-6 days old) for this study. The brainstem from the rats were isolated and mounted on an agar block. Then, transverse slices (550-600 m) including the preBötC, the nucleus of hypoglossus and the hypoglossal (XII) rootlets were cut with a vibratome (LinearSlicer PRO7, DOSAKA EM Co., Ltd., Kyoto, Japan) and placed in artificial cerebrospinal fluid (aCSF, composed of [mM] 118 NaCl, 3 KCl, 1.2 CaCl 2 , 1 MgCl 2 , 1 NaH 2 PO 4 , 25 NaHCO 3 , 30 d-glucose) saturated with carbogen gas (95% O 2 , 5% CO 2 ). Before recording of calcium imaging began, the slices were superfused to activate rhythmic activity for >20 min with 8 mM K + aCSF at 27 • C (Smith et al., 1991) .
Calcium imaging
Cells at the preBötC in the slice were stained by glasspipette-injection of 100 M Oregon Green 488 BAPTA-1 (OGB-1, Lifetechnologies, CA, USA) for 10 min and then washed with aCSF for >40 min. Calcium imaging was performed by using two-photon laser-scanning microscope based on a mode-locked laser system operating at 800 nm, 80 MHz pulse repeat, 140 fs pulse width (Chameleon Ultra II, Coherent, CA, USA) and a laser-scanning system (Leica TCS SP5 MP, Leica Microsystems, Germany) through a 500-550 nm band-pass emission filter. The system was coupled with an upright microscope (Leica DM6000 CFS, Leica Microsystems) and equipped with a water-immersion objective lens (20×, 1.0 numerical aperture, Leica HCX APO L 20×/1.0 W, Leica Microsystems). Each frame was captured as a size of 512 × 200 pixels (=434.17 × 169.08 m). The location of the captured region has been chosen based on the presence of rhythmic cell activity. The frequencies used for the experiments are: 400 Hz, 600 Hz, 800 Hz and 8000 Hz per line (each frame contains 200 lines). The required time for scanning the whole frame and the framerate are provided in Table 1 . Since the respiration has a temporal response localized around 0.5 Hz, frequencies above 1 Hz should be able to observe the rhythmic cell activity accurately, according to the Nyquist-Shannon sampling theorem.
In addition, a snapshot was captured by scanning 48 times before the experiments (Fig. 2 ). This snapshot is used to determine the position of all the cells and is common to all the experiments.
Electrophysiology
Glass suction electrodes were filled with aCSF to record from the hypoglossal nerve rootlets. Raw nerve signals were amplified 100,000 times, band-pass filtered (cutoff frequencies: high-pass 50 Hz, low-pass 1 kHz), and digitized at 1 kHz using the PowerLab 4/25T and Chart 5 software (ADInstruments, New South Wales, Australia). The raw signals were also rectified and integrated online [time constant ( ) = 100 ms]. Data were stored on hard disk for offline analysis.
Preprocessing of data
In order to improve the signal-to-noise ratio and remove some of the artifacts, the acquired data have been processed in the following way. First, we took for each frame the unweighted average of the previous and following three frames (moving-time average). Then, the data have been band-pass filtered (cutoff frequencies: highpass 0.17 Hz, low-pass 2.5 Hz). Finally, we filtered the data spatially by taking the unweighted average of a 5 × 5 region around each pixel.
Neuronal network simulation
For simulating a network of interconnected neurons, we use the model developed by Butera et al. (1999a,b) . Simulations of a neuronal network can be found in Lal et al. (2011) . All differential equations are solved using a second order implicit Runge-Kutta method (Shampine and Reichelt, 1997) with adaptive stepsize. For computation time reasons, we restrict ourselves to a network consisting of 12 cells in this paper.
The membrane potential of the ith cell computed by using the Butera model is converted to Ca 2+ fluorescence intensity F 0 i (t) by using a first order low-pass filter with the time constant = 0.3 s.
The contribution to the total fluorescence of the ith cell, i = 1, 2, . . ., n, is
where ) is chosen randomly in a virtual slice of size 100 × 100 pixels. We also ensure that the distance between cells is sufficient, such that there are no overlapping cells.
Consequently, the overall fluorescence of the slice is the sum of the contributions of each cell, i.e.
Fig. 3 depicts an example of slice during the inspiratory phase (i.e. when the respiratory cells present a bursting activity). Then, a time delay between image pixels is introduced. This delay simulates the laser scanning from a two-photon microscopy imaging system. For simulated data, we assume that the laser moves instantaneously, such that there is no extra delay when scanning a new line, nor when the laser moves back to the first pixel at the end of the image scanning. Other noise terms, such as the delay associated with the data acquisition card are assumed to be negligible. Thus, the time delay dt of the jth pixel is
in which ıt is the pixel dwelling time (i.e. the time required to scan one pixel). Pixels are scanned from left to right, and top to bottom. The time delay between the image pixels is illustrated in Fig. 4 . For the simulations, the data were sampled at four different frequencies: 2 Hz, 5 Hz, 10 Hz and 35 Hz. 
Methods for temporal interpolation
This section describes the different methods used for temporal interpolation of Ca 2+ fluorescence intensity.
All the computations have been performed using Matlab R2008b (Mathworks, Natick, MA) on a PC (Intel i7-3930K, 32 GB RAM, Windows 7 64-bit).
General formula
Let s(t) denote the interpolated value of a time series s l , l ∈ Z. Here, we assume that the sampling time is constant. In our case, the time series s(t) corresponds to the fluorescence intensity time series F(x, y, t). s(t) can be evaluated for any time t ∈ R by using the interpolation formula
where L(t − l) is the kernel function. In this paper, we only consider symmetric kernel functions, i.e. L(− t) = L(t) for all t ∈ R.
The denominator in (4)
normalizes the interpolation. In addition, the most popular kernel function satisfy the following property
for all integer i / = 0. This property ensures that the interpolated function and the discrete-time function are equal at the sampling times. If this condition is not satisfied, the interpolation will modify the initial signal.
In practice, we usually consider truncated kernel functions, so the sum in (4) is finite and can be written in the form
The kernel function L satisfies L(t) = 0 for any t satisfying |t| > a.
Linear interpolation
Linear interpolation is one of the simplest interpolation methods. However, it may not be able to reconstruct the respiratory bursts correctly.
Its kernel function is
It corresponds to a first order low-pass filter (Parker et al., 1983) . Also, another disadvantage is that the interpolated function is not differentiable at the sampling points. Fig. 5 illustrates the linear kernel function.
Lanczos interpolation
We recall the definition of the sinus cardinalis function sinc(t) = sin( t) t (9) Fig. 4 . Illustration of time delay. The scanning speed between image pixels is assumed to be uniform, and the time for the laser to move back to the first pixel after scanning the nth pixel is neglected. The sinc interpolation defined by the kernel function L(t) = sinc(t) is usually referred as the ideal interpolation. However, its practical implementation may be computationally time-consuming. The Lanczos interpolation is a rescaled and truncated version of the sinc interpolation. It has been shown to achieve good performance in medical imaging processing (Ye et al., 2005) .
where a is a positive integer. Larger values of a improve the frequency response at the price of a higher computation time. In this paper, we choose to use a = 2. Generally, the Lanczos kernel function does not satisfy +∞ i=−∞ L(t − i) = 1. Therefore, the normalization term in (4) prevents from altering the amplitude of the interpolated signal. Fig. 6 illustrates the Lanczos kernel function for a = 1, 2, 3.
B-spline interpolation
Basic splines (or B-splines) are one of the most popular kernel functions used for interpolation (Hou and Andrews, 1978) . A general description of B-spline interpolation is provided in Lehmann et al. (2001) . In this paper, we use the cubic B-spline kernel function, which is
It must be pointed out that unlike the other kernel functions, L(1) / = 0 and L(− 1) / = 0. Therefore, the initial function and its interpolation are not equal at the sampling points. Fig. 7 illustrates the B-spline kernel function.
Pixel timing correction
For real data, the time delay of the ith pixel introduced by the way of scanning the slice is dt = j ıt + (k − 1)t 1 (12) in which k = 1, 2, . . ., 200 is the line number. t 1 is the time required for the laser to move from the last pixel of the previous line to the first pixel of the next line. In the unidirectional scanning mode, pixels are counted from left to right, and from top to bottom.
Results and discussion
In this section we apply and compare the three interpolation methods presented in the previous section for a simulated dataset. We use the method presented in the previous section to simulate a virtual network of coupled neurons. Then, we assess the validity of our method on real movies recorded by two-photon microscopy.
Simulated data

Qualitative analysis
In order to quantitatively assess the quality of the interpolation, we use the mean absolute difference between the actual image (i.e. the one without time delay) and the interpolated one
where N is the number of frames. For the uncorrected images (upper-left corner), the error is higher at the lowest lines. This is due to the fact that these lines are scanned later than the uppermost ones, leading to a bigger time delay.
In addition, the mean error decreases when the frequency increases. At 35 Hz, the cell locations can barely be seen. This result suggests that the pixel timing correction is more useful at low frequencies.
By looking at Fig. 8(a) - (d), it appears that the three interpolation methods provide similar performance for all frequencies. Fig. 9 depicts the mean error for different frequencies in a semilogarithmic scale. Globally, pixel timing correction reduces the error for all frequencies. At the frequencies 5 Hz, 10 Hz and 35 Hz, the error is approximately reduced by a factor 10. In general, the B-spline interpolation provides the best results at all frequencies, although the difference between the three methods is not significant. Fig. 10 represents snapshots for one respiratory burst. Snapshots were taken at times t = 0, 0.5, 1 and 1.5 s for the actual data (top), uncorrected data (middle) and corrected data using B-spline interpolation (bottom). These times show the different phases of the respiratory burst. The scanning frequency is 2 Hz. By looking at the snapshots, it appears that the actual slice snapshots (top) and the ones after pixel timing correction (bottom) are similar. However, the uncorrected ones show some difference. The mismatch between the actual snapshots and the uncorrected ones is more noticeable for the lowest rows (i.e. where the time delay is bigger). Fig. 11 illustrates the fluorescence intensity for one cell at the scanning frequency f = 2 Hz. We selected the pixel corresponding to the center of the cell. The uncorrected signal (green curve) shows a delay with the actual one (blue curve). The three interpolation methods allow an almost perfect reconstruction of the actual fluorescence intensity signal despite the low scanning frequency.
Statistical analysis
We recall the definition of the normalized cross-correlation function XY ( ) between two time series X(t) and Y(t) Fig. 10 . Snapshots of simulated data for a single respiratory burst. Data were taken at times t = 0, 0.5, 1 and 1.5 s. Actual data (top), uncorrected data (middle) and corrected data using B-spline interpolation (bottom) are represented. The scanning frequency is 2 Hz. The fluorescence intensities are expressed in arbitrary units. where X and Y represent the standard deviations of X(t) and Y(t) respectively.
In our case, X(t) is the image average for the simulated data. Y(t) is the fluorescence signal for a respiratory cell (corrected or uncorrected).
We define the lag 0 between X(t) and Y(t) as
This lag is supposedly constant throughout the experiments. Table 2 shows the lag difference D between the actual signal and the corrected (or uncorrected) one for the n = 12 simulated cells. We test this difference versus the null and alternative hypotheses
by using a paired t-test with n − 1 =11 degrees of freedom. For all the considered frequencies, the lag differences for the uncorrected case are significantly different from 0, i.e. the null hypothesis (16a) can be rejected. After pixel timing correction, the null hypothesis (16a) is not rejected anymore, excepted for the Lanczos interpolation at 2 Hz. 
Validation on real imaging data
For real data, we determined the lag 0 between X(t) and Y(t) by using the same definition as in (15), where X(t) is the hypoglossal nerve signal and Y(t) is the fluorescence signal for a respiratory cell (corrected or uncorrected). Unlike the simulated data presented previously, we do not have access to the "true" data, i.e. the one without time delays. In this Section, we use the imaging data scanned at 8000 lines per second (i.e. 35 frames per second) as the reference data. Due to the high scanning frequency, we assume that the time delays are negligible compared to the low frequency data. Table 3 shows the lag difference between the reference signal and the corrected (or uncorrected) one. The p-values are computed by using a paired t-test. We compare the calcium transients of the same five cells shown in Fig. 2 . The slice is scanned at the different speeds shown in Table 1 .
For the uncorrected case, the average lag difference is significantly different from 0 for all frequencies (p < 0.05). This confirms that the point scanning induces a significant delay for low scanning frequencies, and therefore that the pixel timing correction is needed.
The average lag difference is reduced by approximately a factor 10 after pixel timing correction, regardless of the used method (linear, Lanczos or B-spline). Conversely, the corresponding p-values increase. These results show that the null hypothesis
cannot be rejected anymore, and therefore that pixel timing correction can cancel out the lag difference between the reference fluorescence intensity signal and the interpolated one. Fig. 12 shows the cycle-triggered average for cell number 1 in Fig. 2 . It was computed as follows. Using the frame position of the hypoglossal nerve peaks greater than (mean + 2 × standard deviation) as the reference, optical signals of preceding and following 4 s were averaged to detect peaks associated with inspiratory activity. Then, we set regions of interest (ROI) of size 7 × 7 pixels on the cells presenting a rhythmic activity shown in Fig. 2 . The hypoglossal nerve signal and the calcium transient of a ROI centered on cell number 1 are shown in Fig. 13 . Since the number of photons hitting the PMT depends on the dwelling time, the scaling of the data will be different for each framerate. Therefore, we normalized the data in Fig. 12 by adjusting the peak level. The fluorescence intensity corresponding to each hypoglossal nerve spike and its cycle-triggered average for cell number 1 are shown in Fig. 14 .
We compare the reference data scanned at 8000 Hz (or 34 frames per second) with the low-frequency data scanned at 400 Hz Fluorescence intensity of cell number 1 (blue curves) associated to each hypoglossal nerve peak and its cycle-triggered average (red curve). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of the article.) (or 1.87 frames per second) for cell number 1. In total, we used 9 respiratory cycles for averaging. We consider both the uncorrected signal and the one corrected using B-spline interpolation. The lag difference between the reference (black curve) and the uncorrected signals is approximately 200 ms. This difference is due to the delay when scanning using two-photon microscopy. After correction (turquoise curve), the two peaks and the timings of fluorescence intensity decay coincide. The foot of the signal activation is slightly advanced, possibly due to the fact that the reference and corrected signal are taken from the same cell, but at a different timings. For this specific cell, the time delay has a considerable impact when analyzing the signal propagation. Similar results are obtained for cells number 2-5 in Fig. 2 (results not shown) .
Conclusion
In this paper, we demonstrated the effects of pixel timing correction on simulated and actual Ca 2+ imaging data acquired by two-photon microscopy. The first outcome of this paper is that the scanning induces a significant time delay in image pixels. Furthermore, pixel timing correction compensates for these delays. Finally, the performance of pixel timing correction does not depend on the interpolation method. Globally, the calcium transient after pixel timing correction is closer from the actual one than in the uncorrected case.
Thus, pixel timing correction enables to obtain fluorescence images with a better signal-to-noise ratio, to scan a wider region, or even to make 3D images of the slice without compromising the timing accuracy. Possible applications include the establishment of causality mappings of the cells constituting a functional neuronal network.
The methods presented in this paper are not specific to twophoton microscopy scanning. They can also be applied to other point scanning microscopy imaging and other fields in imaging where time delays between image pixels occur, particularly in the field of neuroscience research.
