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1. Introduction 
  
The new millennium found nations faced with new major challenges. 
Emerging wars in the east, terrorist attacks in the west, internet explosion everywhere 
and in the middle of everything, the innovation of the need for more qualitative and 
quantitative data and information from anyone, for anyone and anything. The 
importance of data and information technologies emerged by the technological 
innovations of the 20th and 21th century but also by the necessity of states, 
international organizations and private corporations to integrate and leverage these 
technologies to their models of operation in order to evolve and adjust in a world that 
is being digitized enormously and rapidly. In the following years, the necessity of data 
had become a prerequisite for every serious operational sector which involves and 
defines human life. From health to economics and national defense to space 
operations, everything has to do with data and information. Data became not only an 
asset for major corporations and governments but also a good that terms public and 
private policies and opens a new era for both legal science and every sciences’ sector 
of human involvement. One of the aftermaths of digital evolution of societies is the 
creation and establishment of new ways of governance. Data governance or 
governance of data is an emerging new area of governance, whose significance will 
be determined by the willingness of governments, international institutions and 
private corporations to cooperate and establish a crucial, for the following 
generations, form of governance with respect to human integrity, growth and stability. 
In the following chapters, the formation of this new section of governance, the 
relation with other sectors that are connected with data harvesting, control and use, 
and its relation with other forms of digital governance, will all be examined. 
Furthermore, the policies, strategies and legislation established from EU that 
interconnect and integrate this form of governance with traditional ones, will be 
addressed. In addition to that, a comparative approach through other major developed 
countries will show the progressive steps that EU is following in order to establish 
and implement a coherent, transparent and accountable approach in the way that data 
should be governed. Finally, the case studies of Maximilian Schrems and the 
Facebook-Cambridge Analytica scandal will demonstrate a different point of view, 
more individualistic in the first case and more corporate-centric in the second one, 
around this type of governance. 
 
 
 
 
 
1.1 DATA & INFORMATION SIGNIFICANCE 
 
In order to estimate the essence and the value of a good data governance plan 
or policy, either the latter takes place in the public or private sector, data should be 
understood in the first place. On the one hand, as a word, data means “information, 
especially facts or numbers, collected to be examined and considered and used to help 
decision-making, or information in an electronic form that can be stored and used by a 
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computer”1. On the other hand, information as a concept is defined as “any entity or 
form that provides the answer to a question of some kind or resolves uncertainty”2. As 
concepts, data and information are nearly related and interchangeable to each other 
but the main difference between them is that information is basically data formatted in 
a proper way that allows it to be used by human beings for specific utilities and tasks3. 
Throughout the 20th and of course the 21th century, data have been collected 
and used by almost every big organization and institution across the globe. 
Governments, businesses and non-governmental organizations collect, process and 
use data in various ways to make decisions, to create policies or even to design and 
structure new fields of scientific research. With the explosion of information 
technologies and computer engineering in the 20th century, data became a tool of 
understanding and decision-making for every sector which is included in the everyday 
life of a modern human society. 
Nowadays, data can affect economies, health policies, geopolitical relations 
between states, education, national security, justice, etc. However, data as a fact is not 
something new. From the ancient wedge-shaped writing (cuneiform) to the filling 
systems of Victorian bureaucracy and the “information explosion” in the European 
continent between 1550-1750, data had always played a crucial role in governments, 
organizations and institutions(4)(5). Until the 1990s, data had been seen as a by-product 
of running governments, institutions and businesses. Since then (early 1990s), and 
until nowadays the value of data as an asset, has changed drastically. The creation of 
sophisticated electronic systems, such as modern computers, smartphones and the 
invention of the internet, has changed the dynamic of data in a world which is more 
globalized than ever before6 . Processes and decisions have been modernized through 
data and data analysis. The creation of complex data repositories, data warehouses, 
Enterprise Resource Planning (ERP) and Customer Relationship Management 
(CRMs) have led to growing investment in the sector of data management and 
furthermore in master data management (7) (8). 
Nowadays, the complexity and volume of data continue to grow rapidly and 
enormously across the private and public sector. Moreover, the creation of new 
sectors of technology, such as the Artificial Intelligence (AI), have established new 
demands to the combination, collection, storage and presentation of information. 
Innovative approaches across companies have also established the realization that 
data management alone cannot solve the problem of utilization of data. That occurs 
                                                        
1https://dictionary.cambridge.org/dictionary/english/data. 
 
2https://www.merriam-webster.com/dictionary/information 
 
3https://www.computerhope.com/issues/ch001629.htm 
 
4Hobart ME and Schiffman ZS. 1998 Information Ages: Literacy, Numeracy, and the Computer 
Revolution. Baltimore: Johns Hopkins University Press; Agar J.2003 
The Government Machine: a Revolutionary History of the Computer. Cambridge, MA: MIT Press. 
5Rosenberg D.2003, Early modern information overload, Journal of the History of Ideas.64,1-9. 
6Majid Al-Ruithe, ElhadjBenkhelifa, Khawar Hameed. Data Governance Taxonomy: Cloud versus 
Non Cloud. 
7Begg,C ; Caira T. Exploring the SME Quandary: Data Governance in Practice, in the Small to 
Medium Enterprise Sector. Electron. J. Inf. Syst. Eval. 2012, 15, 3-13. 
8Buffenoir, E; Bourdon, I. Managing extended organizations and data governance. Adv. Intell. Syst. 
Comput. 2013, 205, 135-145. 
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because, as a field of activation, data management solutions are too expensive and 
cannot keep up with business realities, regulations and decision-making policies9. 
As, Andreas Weigend, former chief scientist at Amazon, puts it: “Data is the 
new oil”10. This is a statement which could be translated and analyzed in various 
ways. One important conclusion drawn from the statement above is that governments 
and businesses now behave and face data as a strategic and organizational asset for 
good decision-making policies and economic growth. As an asset, data have to be 
shared, taking in consideration the value of data ownership and responsibility. The 
paradigm of the 911 Commission, which blamed the top governmental agencies in the 
USA (FBI,CIA, NSA and the executive branch) for an unwillingness or inability to 
share vital security data, can depict the reason why data should be utilized as a shared 
asset agreed upon boundaries of ownership and responsibility11. For many 
governments and businesses data are spread across multiple and complex silos that 
are not connected to each other. In order to maximize their performance and at the 
same time their profit, governments and businesses have to handle data in a more 
shared-properly way12. Also, high quality of data leads to more effective decision-
making policies and improves operational, tactical and strategic performance13. 
The reasons described previously establish the fact that data governance, as a 
concept of practices, policies and standards, provides a foundation for valuing and 
perceiving profoundly all data that organizations and governmental agencies collect 
and maintain to their repositories14. 
 
 
 
1.2 DATA GOVERNANCE BACKGROUND 
 
 Back in the early days of IT, data were managed by organizations in a series 
of files which were difficult to control and also time consuming to create15. In the 
1970s Codd presented the concept of relational database as a set of rules which 
described the needs of a database management system in order to be relational16. 
Furthermore, the concept of storing data in a regular and organized way seemed to 
have a good prospect for the future, but in that time organizations still needed to 
                                                        
9Niemi, E. Designing a Data Governance Framework. In Proceedings of the IRIS Conference, At Oslo, 
Norway 18 August 2011; Volume 14. 
10Executive Report: Demystifying Health Data Governance by Dale Sanders, Senior Vice President, 
Strategy, Health Catalyst. 
11https://www.forbes.com/sites/ciocentral/2016/06/22/the-case-for-data-governance/#6e1631f354be 
 
12The IBM Data Governance Council Maturity Model: Building a roadmap for effective data 
governance. 
13Australian Institute of Health and Welfare, Data Governance Framework, 2014. 
14https://www.forbes.com/sites/ciocentral/2016/06/22/the-case-for-data-governance/#6e1631f354be 
 
15Codd, E. F (1982), Relational database: A practical foundation for productivity. Communications of 
the ACM, 25(2), 109-117.https://dl.acm.org/citation.cfm?doid=358396.358400 
 
16Codd, E. F (1970). A relational model of data for large shared data banks. Communications of the 
ACM, 13(6), 377-387. https://dl.acm.org/citation.cfm?doid=362384.362685 
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program at a low level in order to interact with these systems17. Relational databases 
continued to be explored in the 1970s, and finally in 1979 Software Development 
Laboratories released Oracle Version 2, which is considered to be the first 
commercial relational database system based on Structured Query Language18. That 
helped organizations increase their productivity in data. Relational database systems 
helped organizations to solve the problem of data access and since then, the latter had 
started seeking for new ways in order to increase the control and understanding of 
their data. In the 1980s, focus gravitated towards data security and other management 
functions of data19. Also, understanding of collected data became more important for 
organizations and metadata management systems (e.g. data dictionary) helped in that. 
This knowledge, concerning the understanding of data which were collected by 
organizations, demonstrated the importance of data to them20.  
 In the 1990s organizations started treating data as an asset similar to people or 
money and realized that data had to be governed in a more sophisticated and 
structural manner21. During that period, the concept of quality of data warehouses also 
came as a tool for combining varied data sources into a unified and solid data 
system22. With the new millennium, questions were raised about where decision-
making rights and responsibilities for assets of IT technology should be laid upon23. 
Also, the concept of data stewardship between different organizational sectors and 
employees led to the creation of the first data governance frameworks (24) (25) (26). 
 
 
 
 
                                                        
17Codd, E. F (1982), Relational database: A practical foundation for productivity. Communications of 
the ACM, 25(2), 109-117.https://dl.acm.org/citation.cfm?doid=358396.358400 
 
 
18Oracle Corporation (2007). Oracle timeline. Profit Magazine, 12(2), 26-33. 
https://www.oracle.com/index.html 
 
19Egelstaff, R., Wells, M. (2013). Data governance frameworks and change management. Studies in 
Health Technology and Informatics, 193, 108-119.https://www.ncbi.nlm.nih.gov/ 
 
20Levitin, A.V., Redman, T. C (1998). Data as a resource: Properties, implications, and prescriptions. 
Sloan Management Review, 40(1), 89-101.https://sloanreview.mit.edu/ 
 
21Levitin, A.V., Redman, T. C (1998). Data as a resource: Properties, implications, and prescriptions. 
Sloan Management Review, 40(1), 89-101.https://sloanreview.mit.edu/ 
 
22Ramakrishman, R., Gehrke, J. (2000). Database management systems (2nded). New York, NY: Mc 
Graw-Hill. 
23Weill, P. (2004). Don’t just lead, govern: How top-performing firms govern IT.MIS Quarterly 
Executive, 3(1), 1-21.https://papers.ssrn.com/sol3/papers.cfm?abstract_id=317319 
 
24Data Management Association (DAMA). (2010). Guide to the data management body of knowledge. 
Bradley Beach, NJ: Technics Publications. 
25Seiner, R.S. (2014). Non- invasive data governance: The path of least resistance and greatest success. 
Basking Ridge, NJ: Technics Publications. 
26Plotkin, D. (2014). Data stewardship: An actionable guide to effective data management and data 
governance. Waltham, MA: Morgan Kaufmann. 
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1.3 DATA GOVERNANCE LANDSCAPE 
 
According to Egelstaff and Wells, there hasn’t been a single universal data 
governance framework developed27. There are many organizations in the private 
sector, such as IBM and Oracle, which develop their own strategy and framework 
around data governance but there are also examples in the public sector as well, such 
as the US Department of Defense. The latter has developed and worked with such 
frameworks, in association with prestigious universities, such as the MIT and 
Harvard, but also with organizations from the private sector28. The truth is that there 
cannot be a unified and single DG framework because organizations in both sectors 
(private and public) vary in their operations, strategies, structures and needs. In many 
ways they have to coexist and cooperate in different levels of decision-making but on 
the other hand the diversity and disparity of their operations and strategies cannot 
allow them to handle data in a single way. Furthermore, a data governance framework 
has to do with the approach of an organization, company or a government agency 
upon the collection, management and storage of data. So, not only does it define the 
strategies and operations of an organization but most importantly it shapes the entire 
philosophy of businesses, processes and people in and out of an organization29. 
As it happens with the no-existence of a single data governance framework, 
the same situation exists with data governance definitions. There are numerous 
definitions of data governance. MDM Institute defines data governance as “the formal 
orchestration of people, processes and technology to enable an organization to 
leverage data as an enterprise asset”. The Data Governance Institute states that “data 
governance is a system of decision rights and accountabilities for information-related 
processes, executed according to agreed- upon models, which describe who can take 
what actions with what information, and when, under what circumstances, using what 
methods”. 
Oracle Corporation defines data governance as “the specification of decision 
rights and an accountability framework to encourage behavior in the valuation, 
creation, storage, use, archival and deletion of data and information. It includes the 
processes, roles, standards and metrics that ensure the effective and efficient use of 
data and information in enabling an organization to achieve its goals”30. The IT 
Encyclopedia defines data governance as “the overall management of the availability, 
usability, integrity, and security of the data employed in an enterprise. A sound data 
governance program includes a governing body or council, a defined set off 
procedures, and a plan to execute those procedures”31. Last but not least, Data 
Management Association defines data governance as “the exercise of authority, 
                                                        
27Egelstaff, R., Wells, M. (2013). Data governance frameworks and change management. Studies in 
Health Technology and Informatics, 193, 108-119. 
28Egelstaff, R., Wells, M. (2013). Data governance frameworks and change management. Studies in 
Health Technology and Informatics, 193, 108-119. 
 
29https://www.sas.com/en_us/insights/articles/data-management/what-is-a-data-governance-
framework.html 
 
30An Oracle White Paper on Enterprise Architecture: Enterprise Information Management: Best 
Practices in Data Governance, May 2011. 
31Rouse, M. Data governance 
definition.https://whatis.techtarget.com/search/query?q=data+governance 
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control and shared decision-making (planning, monitoring and enforcement) over the 
management of data assets”32. 
 
 
1.4 PRICIPLES OF DATA GOVERNANCE 
 
 Every sector of human evolving, either it is technological or economical, 
politics, defense, etc., has its own principles in order to protect not only the values and 
integrity of the organization or government but most importantly to establish a clear, 
solid and safe environment for the people whose data are used for different reasons 
and with disparate patterns. According to the Royal Society: “the overarching 
principle is that systems of data governance should promote human flourishing”. This 
opinion is a human-centric approach around use, collection, processing and valuation 
of data. In other words, data should be used for the wellbeing and prosperity of human 
race and not the other way around. This approach is built upon four guiding 
principles, whose main goal is to promote the overall principle of human flourishing. 
These principles promote that the systems of data governance should33: 
 
1) Protectindividual and collective rights and interests. 
2) Ensure that trade-offs affected by data management and data use are made 
transparently, accountably and inclusively. 
3) Seek out good practices and learn from success and failure. 
4) Enhance existing democratic governance. 
 
 On the other way around, principles of DG are structured in a more enterprise-
centric path. According to the Data Governance Institute, the founding principles of 
DG are34: Integrity, Transparency, Auditability, Accountability, Stewardship, 
Standardization and Change Management. This approach is established around the 
framework of businesses, processes and people, mainly within an organization’s 
operational framework and in accordance with the relevant legislation, but also with 
fragments of respect to the people outside the decision-making field of DG. 
 
 
1.5 DATA GOVERNANCE GOALS 
 
 According to the dictionary.com, the definition of the term governance is: “to 
rule over; toinfluence and guide; to control”35. From this sentence it is understandable 
the fact that data governance, in general, strive for ruling, influencing, guidance and 
controlling. These goals come from the etymological foundations of the word 
                                                        
32Cheong, L.K.; Chang, V. The Need for Data Governance: A Case Study. In Proceedings of the 18th 
Australasian Conference on Information System, Toowoomba, Australia, 5-7 December 2007; Volume 
100, pp.999-1008. 
33British Academy for the humanities and social sciences, The Royal Society, Data Management and 
use: Governance in the 21th century. A joint report by the British Academy and the Royal Society, June 
2017, p 9. 
34http://www.datagovernance.com/goals-and-principles-for-data-governance/ 
 
35http://www.dataversity.net/data-governance-not-governing-data/ 
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governance. The same situation exists on the concept of governance of data. The Data 
Governance Institute provides the following seven universal goals for DG programs. 
As a result, DG programs should36: 
 
1) Enable better decision-making. 
2) Protect the needs of data stakeholders. 
3) Reduce operational friction. 
4) Build standard, repeatable processes. 
5) Train management and staff to adopt common approaches to data issues. 
6) Ensure transparency of processes. 
7) Reduce costs and increase effectiveness through coordination of efforts. 
  
 Also, there are views from the corporate world about DG goals. According to 
Oracle Corporation the main goals of DG are the following37 : 
 
1) To define, approve, and communicate data strategies, policies, standards, 
architecture, procedures and metrics. 
2) To track and enforce conformance to data policies, standards, architecture and 
procedures. 
3) To sponsor, track and oversee the delivery of data management projects and 
services. 
4) To manage and resolve data related issues. 
5) To understand and promote the value of data assets. 
 
 It is intelligible, from the information mentioned above, that the goals of DG 
are closely related to the principles of DG and in most occasions emerge from the 
etymological origin of these principles. 
 
 
 
1.6 RELATION OF DG TO OTHER SECTORS RELATED TO DATA 
 
1.6.a. MASTER DATA MANAGEMENT 
 
 Master data management can be defined as an extensive and broad method, 
which is used by organizations and governmental agencies in order to provide 
references of data required to operate across several applications and organizations38. 
Paradigms of such applications could be the Customer Relationship Management 
(CRM), Enterprise Resource Planning (ERP) and Supply Chain 
Management(SCM)39. In other words, MDM is “comprised of processes, governance, 
                                                        
36http://www.datagovernance.com/goals-and-principles-for-data-governance/ 
 
 
37An Oracle White Paper on Enterprise Architecture, Enterprise Information Management: Best 
Practices in Data Governance, May 2011, p 4. 
38Study on Standard-Based Archival Data Management, Exchange and Publication, Final Report, ISA2 
Action 2017.01, p 20. 
39https://en.wikipedia.org/wiki/Customer-relationship_management 
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policies, standards and tools that consistently define and manage the critical data of an 
organization to provide a single of reference”40. The main task of MDM is to provide 
the right processes for the collection, aggregation, matching, consolidation, quality-
assurance and distribution of such reference data, in order to secure that both the 
consistency and control of these information are handled in a transparent, legislative-
complied and accountable way by an organization41. 
 According to Aaron Zornes, Founder and Chief Research officer of the MDM 
Institute: “Across both private and public sectors, many organizations of all sizes 
continue to struggle to provide a single view of the truth - either for “party” 
(customer, citizen,supplier,etc.) or “thing”(product, location, measurements, etc.) 
across the enterprise. Data Governance is critical when it comes to achieving 
sustainable and effective MDM. Failure to execute Data Governance concurrently 
with an MDM program, greatly decreases the probability of success and economic 
sustainability of the MDM programs”42. 
DG and MDM are not the same thing. Good governance of data provides a 
transparent and clear environment for MDM programs. This happens because MDM 
programs embrace DG initiatives offering trust between users of data, who cannot 
count on their master data, becauseof the way itis collected, processed and generally 
used by an institution, a corporate organization or a governmental agency. 
 
1.6. b. DATA MANAGEMENT 
 
 Among various definitions of DG, there is one that defines DG as “….a 
system of decision rights and accountabilities for information-related processes, 
executed according to agreed-upon models which describe who can take what actions, 
with what information, and when, under what circumstances, using what methods”43. 
In the definition mentioned above, Data Management is described using the phrase 
“agreed-upon models”. In other words, DM is “the development, execution and 
supervision of plans, policies, programs and practices that control, protect, deliver and 
enhance the value of data and information assets”44. As concepts of the strategic 
improvement and growth of a private organization or a public agency, they interlink 
and complement one another. A solid DM initiative needs a well-planned DG sector 
which will plan, monitor and control how data will be collected, stored and processed 
and a DG initiative also needs a solid DM sector which will provide the processes, 
                                                                                                                                                              
https://en.wikipedia.org/wiki/Enterprise_resource_planning 
https://en.wikipedia.org/wiki/Supply-chain_management 
 
40 Health Catalyst, Executive Report: Demystifying Healthcare Data Governance by Dale Sanders, 
senior vice president, strategy, health catalyst, 2016, p 20. 
41Study on Standard-Based Archival Data Management, Exchange and Publication, Final Report, ISA2 
Action 2017.01, p 20. 
 
42http://tdan.com/master-data-mgmt-data-governance/16845 
 
43http://www.datagovernance.com/defining-data-governance/ 
 
44https://dama.org/files/public%20DI_DAMA_DMBOK_Guide_Presentation_2007.pdf 
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tools and methods that are necessary for a high level planning, monitoring and control 
over data. 
 According to Wende, DG complements DM, but does not replace it45.Mahanti 
stated that DG contains data management46. Dahlberg and Nokkala figured that DG is 
closely related to daily DM functions47. According to others, DG is considered as a 
central data management function whose influence is felt through all of IT and DM 
disciplines48. 
 All statements mentioned above, show that DM and DG are highly related and 
theirinterlink within an organization can affect the entire structure, strategy and 
effectiveness of the organization. They point out the fact that a solid DM policy is 
always better using a transparent, accountable and well-established DG plan or the 
other way around. 
 
1.6.c.DATA WAREHOUSES 
 
 William H. (Bill) Inmon, who is a computer scientist, is recognized as the 
father of data warehouses49. He characterized data warehouses as a collection of 
subject-oriented, integrated, nonvolatile and time-varying data to support 
management decisions50. Data Warehouses, came into force as a consequence of the 
high demands of organizations for well-performed data analysis to support their 
system of decision-making processes51. 
 Back in the 1990’s, operational or transactional databases, which were used 
for data analysis from the 1970’s, didn’t satisfy the needs for data analysis mainly 
because they were designed to support the day to day business operations. Also, they 
did not include historical data and their performance around complex requests or large 
volumes of data was poor52. Moreover, organizational behavior must be analyzed as a 
whole, with data from different operational systems that should be integrated53. 
                                                        
45Wende, K. A Model for Data Governance-Organizing Accountabilities for Data Quality 
Management. In Proceedings of the 18th Australasian Conference on Information Systems; University 
of Southern Queensland: Toowoomba, 2007; pp.417-425. 
46Mahanti, R. (2014) Critical success factors for implementing data profiling: The first steps towards 
data quality. Software Quality Professional, 16(2), 13-26. 
47Dahlberg, T., Nokkala, T. (2015). A framework for the corporate governance of data: Theoretical 
background and empirical evidence. Business, Management and education 13(1):25-45. 
48Thompson, N., Ravindran,R., Nicosia,S. (2015). Government data does not mean data governance: 
Lessons learned from a public sector application audit. Government Information Quarterly, 32(3), 316-
322. 
49Jill Dyche(2000).e-Data: turning data into information with data warehousing. Addison-Wesley. p 
323. 
50Alejandro Vaisman, Esteban Zimanyi, Data Warehouses Systems: Design and Implementation 
(2014), p 5. 
51Alejandro Vaisman, Esteban Zimanyi, Data Warehouses Systems: Design and Implementation 
(2014), p 5. 
 
52Alejandro Vaisman, Esteban Zimanyi, Data Warehouses Systems: Design and Implementation 
(2014), p 5. 
 
 
53Alejandro Vaisman, Esteban Zimanyi, Data Warehouses Systems: Design and Implementation 
(2014), p 5. 
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 All these reasons led organizations to the establishment of data warehouse 
systems as a tool of business intelligence and a decision-support system that provides 
more sophisticated data analysis and therefore better management and decision-
making policies and strategies. 
 
1.6.d.DATA LAKES 
 
 The term of “Data Lake” is credited to the Pentaho Chief Technology officer, 
James Dixon. He contrasted the term with data mart, which is a subset of a data 
warehouse, arguing that data marts have enough problems, such as information 
siloing. According to him: “if you think of a data mart as a store of bottled water, 
cleansed and packaged and structured for easy consumption, the data lake is a large 
body of water in a more natural state. The contents of the data lake stream in from a 
source to fill the lake and the various users of the lake can come to examine, dive in, 
or take samples”54. 
 Data Lakes are repositories which retain all data. In contrast with data 
warehouses, data lakes support a variety of all data types including non-traditional 
data sources such as social network activities, text, images, web server logs and 
sensor data. All data are stored regardless of source and structure and all users have 
equal access to data. Because of the raw form of data which are stored in “the lake”, 
adaptability in changes is easier than in data warehouses because, in the second case, 
the complexity of data processing and analysis is far more time and resource 
consuming. Finally, because of the above mentioned, data lakes offer faster 
knowledge of data to their users55. 
 Data Lakes emerged through the explosion of Big Data Initiatives and are 
highly equivalent to technologies such as Apache Hadoop. They are considered to be 
a tool for better Big Data Governance and Management but their future lays upon 
their ability to strengthen governance and address security issues56. 
 
1.6.e. INFORMATION & IT GOVERNANCE IN RELATION TO DG 
 
 IT has been characterized as the core and absolutely important department for 
every business57.It is defined as “procedures and policies established in order to 
assure that the IT system of an organization sustain its goals and strategies”58. As for 
the relation between IT Governance and DG, Microsoft Corporation gives an 
excellent example of it. It characterizes IT as a form of governance which focuses on 
                                                                                                                                                              
 
54https://jamesdixon.wordpress.com/2010/10/14/pentaho-hadoop-and-data-lakes/ 
 
55https://www.blue-granite.com/blog/bid/402596/top-five-differences-between-data-lakes-and-data-
warehouses 
 
56http://www.dataversity.net/data-lakes-complicating-big-data-governance/ 
 
57Preittigun, A.; Chantatub, W.A. Comparison between IT Governance Research and Concepts in 
Cobit5.Int.J .Res. Manag. Techno. 2012, 2, p 581-590. 
58Herbst, N. R; Kounev, S.; Reussner, R. Elasticity in Cloud Computing: What It is and What It is not. 
In Proceedings of the 10th International Conference on Autonomic Computing, San Jose, CA, USA, 26-
28 June 2013; pp 23-27.  
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the “pipelines” or the organization’s IT infrastructure. In contrast, DG is characterized 
as a form of governance whose main focus is on the “water” or the flows of data 
through these pipelines59. 
 Concerning Information governance, it was introduced by Donaldson and 
Walker in 2004, and established as a framework of support to the work of the 
National Health Society in the USA60. It is defined as “the specification of decision 
rights and an accountability framework to ensure appropriate behavior in the 
valuation, creation, storage, usage, archiving and deletion of information”61. 
According to the DG Institute, data and information governance are so closely related 
that the two terms mean the same thing62. This view is supported by a paper published 
in 2016. This paper enhanced the argument that DG should become an inherent part 
of Information and IT governance, based on a systematic analysis whose main task is 
to prove that DG is necessary for information governance63. 
 
 
 
2. DEVELOPMENTS OF DG POLICIES IN EU 
 
2.1. DA & DSMS 
 
 On March 3, 2010 EC proposed a 10-year strategy -Europe 2020- in order to 
face the financial crisis of 2008 which caused severe damage to the economic and 
social structure of many member states (Greece, Italy, Spain, Portugal, etc.)64. The 
main goal of Europe 2020 was to offer “a smart, sustainable and inclusive growth” 
across EU. It was consisted of seven initiative pillars, one of which is the Digital 
Agenda for Europe. It was launched in May 2010 with the goal to generate economic 
and social growth in EU65. 
 Moreover, DSMS was created as an overall result of the Europe 2020 strategy 
and DA. It was adopted by the EC in May 2015 and its main objective was to 
maximize the potential growth of digital economy66. It is a market where goods, 
services, capital and people can move in a free and ensured way and at the same time, 
                                                        
59Microsoft Corp. A Guide to Data Governance for Privacy, Confidentiality and Compliance, Part 1: 
The case for Data Governance, January, 2010, p 10. 
60Majid Al-Ruithe, ElhadjBenkhelifa, Khawar Hameed. Data Governance Taxonomy: Cloud versus 
Non Cloud, p 7. 
 
61Gartner, Information Governance: a model for security in medical practice. J. Digit. Forensics. Secur. 
Law. 2007, 2, p 57-74. 
62Majid Al-Ruithe, ElhadjBenkhelifa, Khawar Hameed. Data Governance Taxonomy: Cloud versus 
Non Cloud, p 7. 
63Olaitan, O.; Herselman, M; Wayi, N .Taxonomy of literature to justify data governance as a 
prerequisite for information governance. In Proceedings of the 28th Annual Conference of the Southern 
African Institute of Management Scientists(SAIMS), Pretoria, South Africa, 4-7 September 2016. 
64European Commission, Communication from the Commission, Europe 2020: A strategy for smart, 
sustainable and inclusive growth.  
65https://eige.europa.eu/resources/digital_agenda_en.pdf 
 
66Urban Agenda for the EU. Partnership for Digital Transition Orientation Paper, 27-02-2017. 
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people and businesses can exercise their online activities with protection towards 
consumers and personal data67. It is built upon the pillars of68:  
 
1)Better access for consumers and businesses to online goods and services across 
Europe. 
2)  Creating the right conditions for digital networks and services to flourish. 
3)  Maximizing the growth potential for European digital economy. 
  
 The main objectives of DSMS in Europe are69:            
1) Enhancing of e-commerce in the EU 70(Regulation (EU) 2018/302, provisional 
agreement of the co-legislators, on  December 14, 2017, to the prices for cross-border 
parcel delivery services and revised Consumer Protection Cooperation Regulation).      
2) Innovation and modernization of the EU copyright rules (71) (72) (73) (74) {COM 
(2016)594, COM (2016)593, implementation of the Marrakesh Treaty in the EU law 
with the Regulation (EU) 2017/1563 and Directive (EU) 2017/1564}. 
3) Update of the EU audiovisual rules and cooperation with platforms to build an 
environment of promoting European films, protecting children and tackling hate 
policies and talks 75(revision of the Directive on Audiovisual Media Services). 
4)Strengthening of the EU cyber security agency, ENISA, for better reply to cyber-
attacks and establishing an efficient EU cyber dissuasion and criminal law response 
for more solid protection of EU’s citizens, businesses and institutions76(EC’s cyber 
security package on September 13, 201777, the implementation of the Directive on the 
                                                        
67European Commission: Communication from the Commission to the European Parliament, the 
Council, the European economic and social committee and the committee of the regions, A Digital 
Single Market Strategy for Europe, 6-5-2015. 
68European Commission: Communication from the Commission to the European Parliament, the 
Council, the European economic and social committee and the committee of the regions, A Digital 
Single Market Strategy for Europe, 6-5-2015, p 7. 
 
69https://ec.europa.eu/commission/priorities/digital-single-market_en 
 
70https://ec.europa.eu/digital-single-market/en/boosting-e-commerce-eu 
 
71https://ec.europa.eu/digital-single-market/en/news/proposal-regulation-laying-down-rules-exercise-
copyright-and-related-rights-applicable-certain 
 
72https://ec.europa.eu/digital-single-market/en/news/proposal-directive-european-parliament-and%20-
council-copyright-digital-single-market 
 
73https://ec.europa.eu/digital-single-market/en/news/implementation-marakesh-treaty-eu-law 
 
74https://ec.europa.eu/digital-single-market/en/modernisation-eu-copyright-rules 
 
75https://ec.europa.eu/digital-single-market/en/news/european-parliament-approves-revised-rules-
audiovisual-media-across-europe 
 
76https://ec.europa.eu/digital-single-market/en/cyber-security 
 
77https://ec.europa.eu/digital-single-market/en/cyber-security 
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security of network and information systems,NIS, and the EU promotion of the 
application of International law in cyberspace, the adopted framework for shared EU 
diplomatic act to cyber threats and attacks, the so called “cyber diplomacy toolbox” 
and the expected, in 2018, proposals of the Commission on cybercrime will establish 
a solid fortress for EU’s cyberspace78). 
5) Construction of a European data economy79. It is estimated that the value of the 
European data economy will reach EUR 739 billion by 2020, representing 4% of the 
overall EU GDP80. The EC promotes the creation of a common European data space 
with legislative proposals such as the proposal for a review of the Directive on the re-
use of public sector’s information (PSI Directive), the refresh of the 2012 
Recommendation on access and preservation of scientific information and the policy 
of guidance on private sector’s data sharing, between private companies and public 
agencies for public interests81.These initiatives are related to the proposal of the 
Commission for a regulation on the free flow of non-personal data(82)(83). This 
regulation will provide a sustainable ecosystem for data economy growth by 
providing a secure environment of free flow of data and by giving the opportunity to 
private and public sector to store and process non-personal data anywhere they prefer 
in the EU84. 
6)Engaging with the digital economy by providing high-speed internet connection 
(the so-called “connectivity for a European gigabit society”, which includes the 
European Electronic Communications Code. This is a set of general rules and 
objectives for the existing and upcoming regulations of the telecom industry, the 
common EU broadband targets for 2025, the 5G Action Plan and the WiFi4EU 
initiative85). 
7) Adaptation of e-privacy rules to the new era of digital transition. The EC, taking 
into consideration the enhancing DSMS, proposed a regulation on privacy and 
electronic communications86. The new regulation will safeguard that new electronic 
                                                                                                                                                              
 
 
78https://ec.europa.eu/digital-single-market/en/cyber-security 
 
 
79https://ec.europa.eu/digital-single-market/en/policies/building-european-data-economy 
 
80https://ec.europa.eu/digital-single-market/en/policies/building-european-data-economy 
 
81https://ec.europa.eu/digital-single-market/en/policies/building-european-data-economy 
82https://ec.europa.eu/digital-single-market/en/policies/building-european-data-economy 
 
 
83https://ec.europa.eu/digital-single-market/en/free-flow-non-personal-data 
 
84https://ec.europa.eu/digital-single-market/en/free-flow-non-personal-data 
 
 
85https://ec.europa.eu/digital-single-market/en/policies/improving-connectivity-and-access 
 
86https://ec.europa.eu/digital-single-market/en/proposal-eprivacy-regulation 
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communication services (Facebook Messenger, Viber, Skype, etc.) will guarantee the 
level of confidentiality of communications just as major telecom operators do. 
Metadata, a crucial component of privacy, will be anonymized or deleted if there is no 
user-consent, unless “the data is needed for billing”87. Also, the cookie provision will 
be “streamlined” providing a friendly environment for the users in order to accept or 
deny tracking cookies. Furthermore, ban upon not requested electronic 
communications, through emails, SMS, and automated calling machines, will be 
enforced through the new Regulation88. 
8) Promotion of digital skills across Europe. The emergence of new technologies 
changed the necessary skills needed for businesses, research and public 
administration. This is why the EC promotes various initiatives such as the Skills 
Agenda for Europe89 and Digital Skills and Jobs Coalition90, in order to build a strong 
environment for consumers and employees91. In that direction, the EC published on 
April 18, 2016 the Communication on Digitizing European Industry, which is a set of 
measures mainly focused on digital skills92. 
 
2.2. EUROPEAN AGENDA FOR COLLABORATIVE ECONOMY 
 
 Another project of the EC around the economic growth of the EU, is the so-
called “collaborative economy”. Basically, it is a supplementary project of the DSMS 
plan. It was adopted by the EC in June 2016 with the goal to promote the 
establishment and development of innovative services around economy and to 
guarantee consumers’ and social protection (93) (94). 
 It can be characterized as an environment where providers of goods and 
services can trade online with individuals. It is also an environment where 
individuals, but also small and medium businesses, can trade their assets with others 
                                                                                                                                                              
 
 
87https://ec.europa.eu/digital-single-market/en/proposal-eprivacy-regulation 
 
88https://ec.europa.eu/digital-single-market/en/proposal-eprivacy-regulation 
 
 
89http://ec.europa.eu/social/home.jsp?langId=en 
 
90https://ec.europa.eu/digital-single-market/digital-skills-jobs-coalition 
 
91https://ec.europa.eu/digital-single-market/digital-skills-jobs-coalition 
 
 
92https://ec.europa.eu/digital-single-market/digital-skills-jobs-coalition 
 
 
93Urban Agenda for the EU, Partnership for Digital Transition, Orientation Paper, 27/02/2017, p 4. 
94https://ec.europa.eu/growth/single-market/services/collaborative-economy_en 
 
 
 - 15 -
through intermediaries, which connect providers with consumers through 
collaborative platforms. The latter connect and relate supply and demand in a trusted 
way, using information technologies as a tool95.  
 
2.3. eIDas REGULATION 
 
 The most valuable regulation around EU’s DSMS is the electronic 
Identification Authentication and trust services (eIDas) Regulation96. Regulation (EU) 
910/2014 replaces the Directive 1999/93/EC. It was applied from July1, 2016 and its 
main objective is to create a solid regulatory environment across EU, which will 
secure electronic interactions between the public sector, private companies and 
citizens97. Furthermore, all organizations which deliver public digital services in an 
EU member state have to approve electronic identification for all member states from 
September 29, 201898. 
 The regulation controls and inspects electronic identification and trust services 
for electronic transactions across EU’s market providing the “one click” initiative as a 
new-entered method for across-borders transactions99. Through the eIDas Regulation, 
the principles of interoperability and transparency are performed, as it establishes a 
common framework for eIDs and also creates a catalogue of trusted services which 
can be used around the common framework of signing(100)(101). 
 
2.4. e-GOVERNMENT ACTION PLAN 2016-2020 
 
 Following the positive effect of the previous eGovernment Action Plan 2011-
2015, the EU launched a new one under the umbrella of the overall strategy of DSMS, 
in 2016102. Its main goal is to offer “open, efficient and inclusive, providing 
borderless, personalized, user-friendly, end-to-end digital public services to all 
citizens and businesses in the EU”103. In addition, it is supported by a set of initiatives 
                                                        
95http://bruegel.org/2018/04/collaborative-economy-market-design-and-basic-regulatory-principles/ 
 
 
96https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=uriserv%3AOJ.L_.2014.257.01.0073.01.ENG 
 
97https://ec.europa.eu/digital-single-market/en/trust-services-and-eid 
 
98https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=uriserv%3AOJ.L_.2014.257.01.0073.01.ENG 
99https://ec.europa.eu/digital-single-market/en/trust-services-and-eid 
 
100https://www.cryptomathic.com/news-events/blog/the-eidas-agenda-innovation-interoperability-and-
transparency 
 
101https://en.wikipedia.org/wiki/EIDAS#cite_note-SecureIdentity%20Alliance-6 
 
102https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:52016DC0179&from=EN 
 
103https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:52016DC0179&from=EN 
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and principles, such as openness and transparency, cross-border by default, 
interoperability by default, etc.104. 
 Additionally, it introduced the “once-only” principle, which means that public 
authorities have to safeguard and secure that citizens and companies will supply the 
same information to a public authority only once105. As a result of the “once-only” 
principle, the TOOP initiative was launched in January 2017106. The eGovernment 
Action Plan 2016-2020 also focuses on minimizing expenditure and bureaucratic 
waste of public services, using e-services and e-solutions to do so and that is a 
potential factor of debilitation of barriers between officials and citizens107. 
 
2.5. HORIZON 2020 
 
 It is the most funded EU’s research and innovation program with nearly EUR 
80 billion of funding108. It is a Europe 2020 flagship initiative with a main objective 
to boost European’s economy and to create jobs109. Horizon 2020, is stretched around 
every sector that could offer solutions, through new technologies, to the problems 
(economic, social, science, health, job vacancies, etc.) of the European citizens. 
 It is used as a tool which will integrate e-infrastructures, will unite current 
research programs and scientific clouds and will help to the establishment of cloud-
based services for Open Science giving the opportunity for easier, affordable and 
efficient scientific data110. In addition, it will make new market opportunities and 
answers to problems in sectors such as health, environment and transport111. 
 
2.6. OPEN SCIENCE CLOUD 
  
 Open Science Cloud initiative is a vision of the EC to create and support open 
science and open innovation not only for Europe but also for the globe112. This 
                                                        
104https://ec.europa.eu/digital-single-market/en/european-egovernment-action-plan-2016-2020 
 
105https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:52016DC0179&from=EN 
 
106https://ec.europa.eu/digital-single-market/en/news/once-only-principle-toop-project-launched-
january-2017 
 
107Urban Agenda for the EU, Partnership for Digital Transition, Orientation Paper, 27/02/2017, p 10. 
108https://ec.europa.eu/programmes/horizon2020/what-horizon-2020 
 
109https://ec.europa.eu/programmes/horizon2020/what-horizon-2020 
 
110Commission staff working document, COM (2018) 233, final, on the enabling the digital 
transformation of health and care in the Digital Single Market; empowering citizens and building a 
healthier society, p 28. 
111Commission staff working document, COM (2018) 233, final, on the enabling the digital 
transformation of health and care in the Digital Single Market; empowering citizens and building a 
healthier society, p 27-28. 
 
112https://www.egi.eu/about/newsletters/what-is-the-european-open-science-cloud/ 
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initiative is part of the European Cloud Initiative, which builds upon the DSMS and 
the accomplishments of the European Cloud Strategy113. 
 Its main goal is to take EU to the top of scientific data infrastructures 
technologies and data-driven science114. Moreover,the creation of a trusted and open 
environment for sciencenot only will benefit the economy and science sector but it 
will also enhance the position and structure of EU governance through digitalization. 
In addition, it will create an environment where privacy and data protection are 
certified by design, based on admitted standards and a standard where users’ data are 
secured without responsibility risks115. 
 
2.7. URBAN AGENDA& EUROPEAN SMART CITIES’ INITIATIVE 
(INITIATIVES RELATED TO DIGITAL SOCIETY) 
 
 It was adopted by the pact of Amsterdam in May 2016, setting priorities 
around many sectors such as climate adaptation, inclusion of migrants and refugees, 
housing, urban poverty, etc.116. On the top of its priorities also lays the digital 
transition of EU urban authorities117. This initiative needs more integrated action and 
cooperation between the Commission, EU organizations, national governments, local 
authorities and stakeholders118. With this agenda, urban-policy knowledge and 
exchange of good practices, studies and data will be enhanced, contributing to an 
environment of better funding and laws119. 
 As for the European Smart Cities Initiative, the EC website defines a smart 
city as “a place where traditional networks and services are made more efficient with 
the use of digital and telecommunication technologies for the benefit of its inhabitants 
and business. A smart city goes beyond the use of information and communication 
technologies (ICT) for better resource use and less emissions. It means smarter urban 
transport networks, upgraded water supply and waste disposal facilities, and more 
efficient ways to light and heat buildings. It also means a more interactive and 
responsive city administration, safer public spaces, meeting the needs of an ageing 
                                                        
113European Cloud Initiative-Building a competitive data and knowledge economy in Europe, COM 
(2016), p 3. 
114Commission staff working document, COM (2018) 233, final, on the enabling the digital 
transformation of health and care in the Digital Single Market; empowering citizens and building a 
healthier society, p 28. 
 
115Commission staff working document, COM (2018) 233, final, on the enabling the digital 
transformation of health and care in the Digital Single Market; empowering citizens and building a 
healthier society, p 28. 
 
116https://ec.europa.eu/futurium/en/urban-agenda 
 
117Urban Agenda for the EU, Partnership for Digital Transition, Orientation Paper, 27/02/2017, p 4. 
118https://ec.europa.eu/info/eu-regional-and-urban-development/topics/cities-and-urban-
development/urban-agenda-eu_en 
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population”120. It creates an ecosystem of connecting and exchanging information,  
with practices and utilities between public authorities, industry, banks, small 
business(SMEs) and others, while taking advantage of the digital transition that EU 
society enters121. 
 
 
2.8 HEALTH DATA POLICIES IN EU 
 
 Another area of high demanding policies and strategies across EU is the sector 
of health. The European Group on Ethics in Science and New Technologies (EGE) 
defined health data as “a wide range of information about an individual, which all 
touch upon an individual’s private life”122. This means that health data are not only 
medical data. They include a biography of all medical diseases, interventions, 
diagnoses, test results, medications prescriptions etc.123. Furthermore, this health 
history of a person includes more sensitive data such as data relevant to family 
history, sexual life, mental health, social and economic factors124. In addition, health 
care administrative data (admissions, data routine, operational data, insurance and 
financial transactional data, etc.) are included in the category of sensitive health 
data125. 
 
2.8.a DIGITAL HEALTH POLICIES IN EU 
  
 The first action plan for e-health in EU was adopted by the EC in 2004126. 
This action helped to create many initiatives to boost the implementation of e-health 
solutions over EU member states. Such an initiative was the epSOS pilot project, 
which was introduced in 2008 with the goal to provide smart cross-border health 
services. It ended in June 2014127. 
 The second big strategy around health was launched in 2011 with the Cross-
Border Healthcare Directive (2011/24/EU). It established the eHealth Network, which 
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123OECD Health Policy Studies, Health Data Governance: Privacy, Monitoring and Research, 2015, p 
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124OECD Health Policy Studies, Health Data Governance: Privacy, Monitoring and Research, 2015, p 
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125OECD Health Policy Studies, Health Data Governance: Privacy, Monitoring and Research, 2015, p 
15. 
 
126Simona Guagliado, European Policy Centre, Policy Brief, Digital Health: How can the EU help 
make the most out of it?, 25 January 2018. 
127https://ec.europa.eu/digital-single-market/en/news/cross-border-health-project-epsos-what-has-it-
achieved 
 
 - 19 -
supports formal cooperation between national authorities of the member states and 
helps the development of common measures to support the cross-border exchange of 
health care data128. In 2014, the second e-Health Action Plan (2012-2020) was 
initiated with the goal to handle and minimize the barriers of health between member 
states and also to clarify the policies and the vision of e-health in EU, in relation with 
the overall strategy of Europe 2020129. Since 2015 it has been constituting an integral 
part of the DSMS. 
 Furthermore, the EC designates and promotes innovation in health sector 
through programs such as the Horizon 2020 Work Program 2018-2020, the European 
Open Science Cloud and the European Cloud Initiative130. Also, promotion and 
empowerment of digital literacy and digital solutions in health are included in the EU 
cohesion policy for the period 2014-2020131. 
 
2.8.b. LEGISLATION AROUND HEALTH DATA 
 
 The first major legislation around e-health in EU was the Directive 
2011/24/EU on the application of patients’ rights in cross border healthcare132. It was 
the first attempt of creating a cross border, solid and secure system in the field of 
healthcare. It includes not only the provision of healthcare but also the concept of 
prescription, healthcare costs, delivery of medications and medical devices133. The 
Directive created a network of national contact points for cross border healthcare, a 
set of measures on a list of elements to be included in cross border prescription and 
the development of European Reference Networks of medical expertise for 
cooperation between EU countries134. 
 The second legislation related to health data is the GDPR. It is directly related 
to the digitalization of health with Article 9, which refers to the process of special 
categories of personal data and defines provisions that are applicable to health 
data(135)(136). The GDPR extends the scope of accessing rights for patients137 and 
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permits re-use of personal data, including health data, for scientific purposes138. 
According to Article 9 of the GDPR, processing of special categories of data, such as 
health data, is prohibited without consent given by the data subject unless second 
paragraph of Article 9 is applied139 or there is an authorized permission for secondary 
use140. The GDPR offers European citizens the right to access and share their data141. 
A recent study showed that 52% of respondents wish to have online access to their 
health data, including prescriptions and medical records142. This right is for the time 
being limited, and only 9% of hospitals in EU allow their citizens to access or partial 
access their medical records143. 
 
2.8. c. CROSS BORDER INTEROPERABILITY FOR THE 
EXCHANGE OF HEALTH DATA 
 
 A crucial section on the digital innovation of health in EU, is the ability of 
member states to establish a coherent and solid network for cross border 
interoperability to exchange data around health. 
 The first eHealth Action Plan prioritized interoperability of electronic health 
records among member states144. Later, the 2008 Communication Recommendation 
on cross-border interoperability of electronic health record systems developed the first 
European Interoperability Framework for eHealth(ReEIF), which proved to be 
inadequate when it came to providing cross border access to electronic health records 
by healthcare professionals and securing the technological means for citizens to 
access and operate their health data145. This is why, a new European Interoperability 
Framework (EIF) was adopted on March13, 2017 as a part of the Interoperability 
Solutions for European Public Administrations (ISA) program (2016-2020)146. 
Interoperability frameworks in EU health are enhanced through HORIZON 2020, the 
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Directive 2011/24/EU, DSMS, eHealth Network, the European Innovation 
Partnership on Active and Healthy Ageing (EIP on AHA), Open Science Cloud and e-
Government Action Plan (2016-2020)147. 
 Currently, there is a lack of electronic health records’ interoperability in EU. 
The absence of a unified framework to support interoperability of electronic health 
record systems creates obstacles to the innovation of health, affects the development 
of opportunities for SMEs and impacts negatively to the process and expenditure of 
digitizing health data and information148. 
 Cross-border interoperability of electronic health record systems will affect 
positively not only the European citizens but also the development and growth of the 
European Market. A market analysis of the European electronic health record systems 
initiated by Frost & Sullivan came to the conclusion that “the absence of a pan-
European electronic health records’ strategy has worsened market fragmentation and 
continues to act as a barrier to electronic health adoption”149. Cross border 
interoperability will affect positively citizens who live or travel abroad of their EU 
member state, SMEs and companies with innovative policies around health market 
and it will provide better opportunities for EU research health community150. 
 
2.8.d. CROSS BORDER EXCHANGE OF DATA 
 
 Currently, the same situation which exists in cross border interoperability of 
electronic health records, also applies to cross border exchange of health data. 
Hospitals’ percentage on the electronically exchanging clinical care information about 
patients with other healthcare providers, in the same country, is up to 39%, whereas 
4% exists on the exchanging between hospitals and other health providers in other EU 
countries151.As for the percentage of exchanging medical patient data between general 
practitioners and other healthcare providers and professionals, this varies between EU 
member states152. 
Voluntary coordination and cooperation between member states, eHealth 
Digital Service Infrastructure and ePrescriptions services are initiatives that enable 
better and more valued cross border exchange of health data while in 2018, member 
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states have the opportunity to exchange Patient Summaries and ePrescriptions across 
borders for first time in EU history153. 
 
 
 
2.8.e.BIGDATA-REALWORLD DATA AND CLOUD COMPUTING 
  
Big Data policies around health include high-volume and diversity clinical, 
biological, environmental and lifestyle information and data, which is collected from 
individuals to big groups and is related to their health and well-being status, at one or 
more times. Data generation occurring every year is estimated to a 4300% annual 
growth between 2012-2020154. The sources of big data could include social media, 
physical activity trackers, electronic health records, insurance claim databases, health 
surveys, patient registries and observational studies155. 
 On the other hand, real world data is substantial but it refers to “any type of 
data not collected in a randomized clinical trial. This data can complement 
randomized clinical trial data to fill the knowledge gap between clinical trials and 
clinical practice, can provide new insights into disease patterns and can help improve 
the safety and effectiveness of health interventions”156. 
 It is employed for regulatory reasons and health technology evaluations. It can 
provide faster access to novel health interventions with safety and effectiveness and it 
can give better solutions for new treatments and payment models157. Major initiatives 
around Real World Data include the European Medical Information Framework 
project158, the Electronic Health Record for Clinical Research159, the GET REAL 
project160 and the GAPP Joint Action161. Furthermore, there are several EU big data 
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initiatives around health such as: MIDAS162, BigO163, IASIS164, PULSE165, 
CrowdHEALTH166 and EVOTION167. 
 Cloud computing is defined by the National Institute for Standards and 
Technology (NIST) in USA as “a model for enabling ubiquitous, convenient, on 
demand network access to a shared pool of configurable computing resources ( e.g. 
networks, servers, storage, applications and services) that can be rapidly provisioned 
and released with minimal management effort or service provider interaction”168. 
 Cloud technology could be used in the health sector as a tool for connecting 
mobile devices, storing patient-related data during treatment and using data for public 
health and clinical research169. Since 2012, the EC is fully engaged to the 
establishment of a cloud computing strategy and with the European Cloud Initiative, 
which was launched in April 2016, and Open Science Cloud, it leads EU to a well-
funded and solid environment not only for health data but for any kind of data.170 
 
 
3.GDPR 
 
3.1. RELATION BETWEEN CONCEPTS OF PRIVACY & DATA 
PROTECTION 
 
 In order for the value of developing privacy and data protection laws to be 
understood, the relation between the concepts of privacy and data protection have to 
be comprehensible. The right to privacy is protected by Article 8 of the European 
Convention on Human Rights171. In addition to that, the right to privacy is a 
fundamental right in the Charter of Fundamental Rights of EU and EU is indirectly 
bound by the ECHR through Article 6 of the Treaty on the Functioning of EU (172) 
(173).On the other hand, the right to data protection is also a fundamental right under 
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the Charter of Fundamental Rights of EU174. The Charter of Fundamental Rights of 
EU gave these two separate and independent articles because the rights which are 
included are not expressing the same concept175. 
 The concept of data protection enhances and protects the individuals’ 
(subjects) right to privacy, while the right of privacy can be defined as a wider 
concept of individuals’ protection176. Furthermore, the concept of data protection in 
EU is a strategic tool for a well-established and preserved balance between an 
individual’s right in privacy and protection of the right to freedom of 
expression(177)(178). It can be concluded that the concept of privacy contains personal 
data as a dimension of it, but it is more than this, while the concept of data protection 
has a privacy depth and it is also a regulator and protector of other fundamental rights 
as well. 
 The expansion or limitation of each concept to the other, depends on the legal 
grounds and the interoperability layers that have to be used in order to enhance and 
protect the individual’s fundamental rights and freedoms. 
 
3.2. BACKGROUND OF DATA PROTECTION IN EU 
 
 The first legal document that established the right of individual’s privacy was 
the Universal Declaration of Human Rights in 1948 with Article 12179. After that,the 
Guidelines on the Protection of Personal Privacy and Trans-border Flows of Personal 
Data, in 1980, by the Organization for Economic Cooperation and Development180 
and then the Guidelines for the Regulation of Computerized Personal Data Files, as 
adopted by the General Assembly resolution 45/95 of December 14, 1990181, helped 
to the development of EU policies and laws around privacy and personal data as 
binding or non-binding documents. 
 In European level, the first legally binding text for the protection of personal 
data of individuals came in 1981 with the Convention for the Protection of Individuals 
with regard to Automatic Processing of Personal Data (CETS No:108), by the Council 
of Europe182. An additional protocol to the Convention 108 was adopted in 2001 and 
with it were introduced provisions on cross-border personal data flows to and from 
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non-member states, and the adaptation and compliance of laws and regulations around 
the sectors of personal data protection and trans-border data flows183. Moreover, the 
Schengen Agreement, which was took in force in 1995, includes articles for the 
protection of personal data and security of data in the Schengen Information 
System184 (Articles 102-118). 
 The most significant step to the development of modernized, solid and 
influential policies and laws around data protection and privacy field, was the 
establishment of the Directive 95/46/EC on the protection of individuals with regard 
to the processing of personal data and on the free movement of such data185. The Data 
Protection Directive (DPD) was adjusted to Greek legislation with the law 
No.2472/1997186 and it was the first legal effective international data protection 
document187. It created a regulatory framework where protection of individual’s 
privacy and free movement of personal data in the EU were in the same agenda and 
not confronted with each other188. The Directive created limits on the collection and 
use of personal data and made it obligatory for each member state to create an 
independent national body which would be responsible for the supervision of 
activities related to the processing of personal data189. The Directive was imposed to 
data which were processed by automated means and data included in or planned to be 
a piece of a non-automated filling system190. This was the reason that led to the 
establishment and enforcement of the Regulation 45/2001/EC on the protection of 
individuals with regard to the processing of personal data by the European 
Community institutions and bodies and to the free movement of such data191. 
 The Data Protection Directive came into force in an environment where 
technological developments, internet and digitization demands were not a top priority 
for EU. Factors, such as the lack of harmonization of data protection legislation 
between member states, demands for integration and cooperation between member 
states for economic growth and the development of digital industry in almost every 
strategic sector of human evolvement, led the EU Commission, back in 2012, to the 
proposal of the General Data Protection Regulation, which was took into force on 
May, 25, 2018 and superseded the Data Protection Directive (192) (193). 
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3.3. GDPR CONCEPT 
  
 The GDPR repeals the former legislation on data protection in EU, the 
Directive 95/46/EC. In contrast to the Directive, it is a binding legal document for all 
member states. The unification of data protection law across EU started back on 
January 25, 2012, when the EC proposed the establishment of the GDPR (Regulation 
2016/679). The GDPR is applicable in all member states from May 25, 2018 and its 
main objective is not only to enhance and safeguard the rights that individuals have 
over their data but moreover to create a simple and efficient regulatory environment, 
where compliance with the regulation, is a key element not only for public sector but 
also for private businesses194. In addition to these, the GDPR provides the 
requirements under which exporting of personal data, outside the EU, takes place195. 
 
3.4. RELATION TO THE CONCEPT OF DG 
 
 The GDPR text does not include a single reference to the term of “Data 
Governance”196. However, DG is implied through the text of GDPR, as well-
established procedures, policies and processes are needed for the implementation of 
the regulation by organizations and DG best practices offer and protect the 
development of policies, procedures and processes for the protection of the privacy of 
personal data197. Furthermore, the close relation between the GDPR and DG can be 
enhanced through the relation between the guiding principles of data protection as 
they are addressed under the GDPR and the principles of DG198. 
 Article 5 of the Regulation (EU) 2016/679 includes the principles of 
processing personal data. Lawfulness, fairness and transparency, purpose limitation, 
data minimization, accuracy, storage limitation, integrity and confidentiality and the 
new entrance of accountability principle of controllers, compose the founding 
principles of data protection199. On the other hand, integrity, transparency, 
stewardship, auditability, accountability, change management and standardization, 
constitute the guiding principles of DG200. These principles are far more general than 
the principles of data protection as addressed in Article 5 of the GDPR but they are 
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closely aligned201. Furthermore, the GDPR requirements for collection, processing, 
usage and storage of data are also aligned with the structure of a well-established data 
governance plan202. The requirements of data discovery(identification and 
classification of personal data) and data management (covering response to the 
requests of data subjects) are addressed under Chapter 3(Articles 12-23) of the 
GDPR203. Also, the requirement of data protection is described in Article 32 of the 
GDPR, which addresses the security of processing personal data204. 
 Last but not least, the requirement of report and documentation is addressed 
through the GDPR in various ways (lawful collection of data, freely given consent, 
management of data subject’s rights requests, security measures for the protection of 
data, notifications, etc.)205. These requirements are the basic tools for a good DG plan 
and they are also described and used for the implementation of the GDPR. 
 
 
3.5. KEY CHANGES ON THE GDPR 
 
3.5. a. GENERAL PROVISIONS & PRINCIPLES 
 
 In Article 3, an extended territorial scope of the regulation is established206. 
Consequently, Article 4 includes new definitions of pseudonymisation, genetic data, 
data concerning health, biometric data, binding corporate rules and personal data 
breach. Also, the definition of personal data is expanded as it includes any data of a 
data subject that could be used to directly or indirectly identify a person207. 
 Under Chapter 1 and 2, the GDPR introduces new provisions and principles. 
Data processing has to happen with a transparent manner in relation to the data 
subject208. In Article 5(2), the principle of accountability is introduced, referring to the 
controller’s responsibility to demonstrate compliance with the provisions of Article 
5(1)209. In comparison with the Directive 95/46/EC, where unambiguous consent of 
the data subject was needed, the GDPR requires a freely given consent with a 
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specific, informed and explicit indication of the data subject’s wishes210. The 
controller is responsible to prove the consent of a data subject211 and the data subject 
has the right to withdraw his or her consent at any time212. But this withdrawal cannot 
affect the lawfulness of processing based on the consent before its withdrawal213. 
Furthermore, the regulation enhances and adds the requirements of lawful processing 
in Article 6 and 9(for special categories of data) and also illuminates further 
processing of personal data even without consent of the data subject in Article 6(4) 
and Recital 50214. As for the protection of children personal data, the GDPR includes 
new provisions in Article 8 and 12(1). 
 
3.5. b. TRANSFERS OF PERSONAL DATA 
 
 The GDPR ensures the level of data protection within EU. Because of this and 
in accordance with Article 1(3), transfers of personal data are approved without 
restrictions or prohibitions within EU. This principle is imposed to transfers from EU 
member states to the three states215 which all together form the European Economic 
Area(EEA)216. 
 As for transfers outside the EEA, the GDPR describes, in Chapter V, the 
conditions under which data transfers can be accomplished to the so called “third 
countries”. The regulation presents the conditions that the controller and the processor 
have to establish on personal data transfers outside the EEA217. The conditions for 
transfers of personal data outside the EEA include transfers on the basis of an 
adequacy decision218, transfers subject to appropriate safeguards219 and if needed, the 
use of derogations from the first two conditions in certain situations220. The criteria 
under which the EC ends up to an adequacy decision are described in Article 45(2) 
and according to Article 45(3) the EC has to evaluate an adequacy decision every four 
years. The appropriate safeguards are divided in two categories: these that do not 
require any specific authorization from a supervisory authority and these that require 
one. The first are described in Article 45(2) and include three new conditions (binding 
corporate rules221, approved code of conduct222 and approved certification 
mechanism223). The second ones are described in Article 46(3) of the Regulation. 
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 In absence of an adequacy decision or appropriate safeguards, the GDPR 
elucidates the derogations of a data transfer outside the EU224. The approved 
derogations are enlisted in Article 49(1) of the GDPR, while classifications about 
these derogations are also provided in paragraphs 2 to 6 of Article 49225. 
 
3.5.c. SECURITY OF PERSONAL DATA - GENERAL 
OBLIGATIONS - NATIONAL DEROGATIONS - DPO -  SANCTIONS 
& LIABILITY 
 
 Article 32 of the GDPR, extends the obligation of controllers to implement 
appropriate technical and organizational measures to ensure a level of security. This 
obligation also covers the processors’ aspect from now on. In addition to that, Articles 
33-34, introduce the obligation of the controller to notify the supervisory authority 
within 72 hours after having become aware of a data breach and to notify the data 
subject in some cases226. Also Article 33(2), introduces the obligation of the processor 
to notify the controller for a data breach. 
 Moreover, Article 25 introduces the principles of data protection by default 
and by design, while Article 27 introduces the new obligation of the controllers and 
processors to designate a representative in the EU if they are established in third 
countries227. What is more, the new obligation of controllers and processors to 
maintain records of data processing under their responsibility and to cooperate with 
the supervisory authority is introduced in Article 30 of the GDPR228. The GDPR, 
empowers member states to bring in derogations to the regulation in specific 
situations229. 
 In Article 37 of the GDPR a new obligation of the controller and the processor 
is introduced: the designation of a Data Protection Officer (DPO), in certain occasions 
which are described in paragraph one of the Article230. The GDPR extended the 
liability for the damage caused to the data subject by processing of data that infringes 
the GDPR. Under the regulation, liability covers not only the controllers but also the 
processors231. As for sanctions for infringements of the GDPR, the member states’ 
supervisory authorities are obliged to develop rules for administrative fines imposed 
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on the controller, its representative or the processor232. The imposition of these fines 
depends on the circumstances of each individual case and the maximum amount is up 
to 4% of the annual worldwide turnover or EUR 20 million, depending on whichever 
is higher233. 
 
3.5. d. INDIVIDUAL RIGHTS UNDER GDPR 
 
 Articles 13 and 14 of the GDPR include new additions concerning the 
information provision to the data subject234. Moreover, Article 15 stipulates the right 
of a data subject to have access to the processed information. Also, the GDPR ensures 
the rights to rectification, erasure and restriction of data processing and introduces the 
right to data portability235. 
 In addition to the above mentioned, the GDPR guarantees the right of the data 
subject to object to the processing of his or her data for certain purposes and for direct 
marketing purposes, at any time236. 
 
3.5. e. RELATION BETWEEN e-PRIVACY DIRECTIVE & GDPR 
 
 The Directive 2002/58/EC regarding the processing of personal data and the 
protection of privacy in the electronic communications’ sector is known as the 
ePrivacy Directive or “cookie law”237. It was amended with the Directive 
2009/136/EC238 and now a proposal of the EC for an ePrivacy Regulation is on the 
move. The proposed ePrivacy Regulation aims to enhance trust and security in the 
DSMS239. Furthermore, the proposed regulation ensures that privacy rules will be 
applicable not only to traditional telecom providers but also to new ones such as 
Facebook Messenger, Viber, Skype, Gmail, etc.240. It will also: provide stronger rules 
for people and businesses, guarantee communications’ content and metadata (e.g.time 
of a call or location), create new opportunities for business, create a more user-
friendly environment on cookies and other identifiers and enhance protection against 
spam ( by default or do not call list)241. 
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 As for the existing legislation and its relation to the GDPR, the Directive 
2002/58/EC is a “lexspecialis” with regard to the GDPR, which means that it 
complements the GDPR in the processing of personal data in the field of electronic 
communications and it prevails over it in case of conflict242. Finally, the GDPR and 
the proposed ePrivacy Regulation are part of the overall reformation of the EU’s data 
protection framework, which includes a proposal of the European Parliament and of 
the Council for a regulation on the subject of free flow of non-personal data in the 
EU, as well243. 
 
4. POLICIES RELATED TO DATA GOVERNANCEIN OTHER 
COUNTRIES 
 
 The following states were chosen as paradigms of good and innovative 
policies around the sector of governance of data and digital governance in general, 
based on criteria such as: economic growth, geopolitical and historical importance as 
nations, innovation in research, technology and law and their importance as nations 
that define policies globally in every sector, private or public. Four of them (USA, 
China, South Korea and Japan) are out of the European Region and one of them, 
Denmark, is amember of the EU. Denmark, with its innovative policies on data and 
digital governance, is considered as one of the most prominent nations not only in the 
EU but also globally, and can be considered as an excellent sample of how EU should 
develop and implement policies, legislation and guidelines around the sectors of 
digital governance generally and of governance of data specifically, in order to be 
globally competitive and innovator in every field of human flourishing. 
  
  
4.1. USA 
 
 The United States of America are following a different approach, in contrast to 
EU, concerning the field of DG. The integrity of data as an industrial, commercial and 
financial asset comes forward as a main policy view and practice.This is outlined 
through a variety of federal and state laws, corporate policies and standards and 
through the handing of corporate America in situations such as the Facebook-
Cambridge Analytica scandal244.However, EU’s policies around DG are focused 
firstly on the protection of individual rights and secondly on the protection and 
economic growth of business interests245. 
 The right to privacy is not explicitly expressed by the Constitution of the 
USA. Even though it had been applicable in US common law since 1890, it was the 
Federal Privacy Act (1974) that recognized the right to privacy as a fundamental right 
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protected by the US Constitution246. The same Act could be recognized as the first 
global official document that embodied fair information principles and practices that 
were included in other regimes such as the EU’s Data Protection Directive247. Still, 
the absence of an omnibus and modernized Act around privacy and the deficiency of 
central data protection authority both show that privacy and data protection sectors 
are being balanced between the obligations, statutes and involvement of various 
factorssuch as the Federal Trade Commission (FTC), the Federal Communications 
Commission (FCC), the Consumer Financial Protection Bureau, the Securities and 
Exchange Commission (SEC), state attorneys general, the Department of Health and 
Human Services, the judicial system, the Department of Education and US private 
plaintiffs’ bar248. 
 As with the lack of an omnibus privacy law, the same situation exists with the 
data protection sector. The absence of a, similar to the GDPR, federal law is covered 
through a sectoral-based package of federal and state laws and guidelines developed 
by governmental agencies and industries. The Federal Trade Commission Act, is a 
federal law which provides consumer protection around unfair and misleading 
practices, with applicability to online-offline privacy and data security policies249. It 
applies to companies and individuals outside the scope of transportation, financial 
companies and telecommunications industry250. The Financial Services 
Modernization Act (Gramm-Leach-Bliley Act) establishes standards for the 
protection of customers’ nonpublic, personal-financial information, which are stored 
by financial institutions (banks, security firms and insurance companies)251. Also, the 
GLBA is applicable to non-affiliated third parties by prohibiting the exposure of such 
data to them, unless exceptions are applied, and its main task is to enforce consumer’s 
privacy by obligating financial institutions to supply notifications of information-
sharing practices that they develop and apply252. As for entities that sustain consumer 
credit reporting information or information provided from consumer credit report, the 
Fair Credit Reporting Act, as amended by the Fair and Accurate Credit Transactions 
Act, is applicable253. This Act is applicable to every consumer reporting agency which 
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is related with consumer’s creditworthiness, credit history, capacity and reputation, 
criteria that are used to define consumers’ entitlement to insurance or credit254. 
 In the sector of healthcare, the Health Insurance Portability and Accountability 
Act (HIPAA), as amended by the Health Information Technology for Economic and 
Clinical Health Act (HITECH), is the basic strategic and legislative tool for the 
protection of personal information of patients. It regulates medical information, 
providing federal-based standards for electronic healthcare transactions and gives 
patients the right tochoose if their personal-health information is able to be shared 
with other organizations255. The HIPAA contains a privacy rule (the Standards for 
privacy of Individually Identifiable Health Information) which applies to the 
collection and use of personal-health information, and a security rule (the Security 
Standards for the Protection of Electronic Protected Health Information) which 
stipulates standards for the protection of medical data256. Furthermore, HIPAA applies 
to covered entities such as health plans, healthcare clearing houses and providers who 
participate to electronically provided financial and administrative transactions. It also 
applies to service providers of covered entities and provides requirements in relation 
to employee medical insurance257. Of such importance are also the HIPAA Omnibus 
Rule (2013), revised privacy, security, breach notification and enforcement rules258. 
 In the field of communications and technological innovation, there are four-
main federal laws related to privacy and data protection. The Controlling of the 
Assault of Non-Solicited Pornography and Marketing Act (CAN-SPAM Act) 
regulates commercial email messages, providing the conditions under which 
companies use marketing advertisements through email addresses and the Telephone 
Consumer Protection Act regulates the use and collection of telephone number 
correspondingly259. In addition, the Electronic Communications Privacy Act regulates 
the interception of electronic communications, protecting privacy and security of the 
content of certain electronic communications and related records, while the Computer 
Fraud and Abuse Act regulates computer interference by prohibiting hacking and 
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other ways of unauthorized access or trespass to computer systems260. Moreover, it 
applies to intruders and cybercriminals of trade secrets and other precious corporate 
information261. The use of cookies and other online tracking tools are not regulated 
specifically under US federal legislation but there are subjects regulated under the 
Digital Advertising Alliance code of conduct, FCC regulations on the collection and 
revealing of location tracking by telecommunications providers and FTC’s and 
California’s best-practices suggestions for mobile apps and platforms262. 
 In the area of children’s data protection there is the Children’s Online Privacy 
Protection Act (COPPA), which is applicable to operators of commercial websites 
and online services that are addressed to children under the age of 13, but also to 
general websites and online services which collect personal information for persons 
under the age of 13263. 
 In the field of cybersecurity, the Cybersecurity Act, which includes the 
Cybersecurity Information Sharing Act (CISA), is the most advanced and modernized 
federal law around cybersecurity area. Especially, the CISA is created to promote 
cyber threat information sharing and liability protection for sharing cyber threat 
information between government and private parties264. The Cybersecurity Act is not 
an omnibus federal law, but it collaborates with other federal laws (GLBA, HIPAA), 
the National Institute for Standards and Technology (NIST) cybersecurity framework, 
state laws (Massachusetts’s  state law) and presidential executive orders (PPD-41) to 
establish a coherent and solid policy around the crucial, for USA’s interests, area of 
cybersecurity265. 
 Moreover, another significant federal law was passed in 2016. The Judicial 
Redress Act provides the opportunity to citizens of ally countries (mainly EU 
citizens) to seek redress in US courts for violations of privacy, when their personal 
information is shared with law enforcement agencies266. Finally, the Federal 
Information Security Management Act (FISMA), which is part of the larger e-
Government Act of 2002and which requires federal agencies to create, store and 
implement an information security and protection program267, finishes the puzzle of 
significant data protection, security and privacy federal laws. 
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 In state level, the most prestigious and modernized law around data protection 
and privacy, is California’s Consumer Privacy Act, which was introduced in 2018 (it 
will take force on January 1, 2020) and is characterized as GDPR-like privacy law268. 
Also, from March 2018 all 50 US states, as well as the District of Columbia, Guam, 
Puerto Rico and the US Virgin Islands have established breach notification laws 
which oblige companies to notify consumers in the occasion of personal 
information269.In addition to that the USA enacted, in 2018, the Clarifying Lawful 
Overseas Use of Data Act, which is a federal law that amends the Stored 
Communications Act and allows federal law enforcement to force U.S.-based 
technology companies through warrant or allows subpoena to provide requested data 
stored on servers regardless of whether the data are stored in the U.S. or on foreign 
soil270. 
 Regardless of the regulations that are established around data governance, the 
last two presidential administrations provide an environment where data policies are 
dealt as a strategic asset to further development, economic growth and security of 
American interests. Previous to them, Acts such as the e-Government Act (2002) and 
the Data Quality or Information Quality Act (2001), were the first steps to digital 
transformation of USA’s federal government model. 
 President Obama, showed his willpower to the area of open data government 
on his first day in office with an executive order (Memorandum on Transparency and 
Open Government), that required agencies to classify and release data sets of high 
quality271. After that, in May 2009, the Data.gov website was launched in order to 
provide access to high value and machine readable datasets for the public272. This is a 
repository which includes data sources from federal, state, local and tribal 
governments273. On December8, 2009, the Open Government Directive or OMB 
Memorandum M-10-06 was enacted to orchestrate executive departments and 
agencies to provide specific actions on the implementation of principles 
(transparency, participation, collaboration), which were addressed in the President’s 
Memorandum on Transparency and Open Government274. The four principles that are 
provided through this Directive are275: publication of government information online, 
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improvement of the quality of government information, creation and 
institutionalization of a culture of open government and creation of a policy 
framework for Open Government. The next step to digital transformation was 
launched on May 23,2012 with the Digital Government Strategy.The Digital 
Government Strategy is built upon several initiatives such as276: Executive Order 
13571 (Streamlining Service Delivery and Improving Customer Service), Executive 
Order 15576 (Delivering an Efficient, Effective and Accountable Government), the 
President’s Memorandum on Transparency and Open Government, OMB 
Memorandum M-10-06 (Open Government Directive), the National Strategy for 
Trusted Identities in Cyberspace (NSTIC) and the 25-point Implementation Plan to 
Reform Federal Information Technology Management (IT Reform). One of the basic 
constituent of Digital Government Strategy, the open data policies, was further 
promoted with the Memorandum M-13-13, Open Data Policy-Managing Information 
as an Asset277. Its main task is to enhance public access to valuable government 
information, to improve operational efficiencies at reduced costs, to upgrade services 
and support mission needs and to protect personal information278. On May 9, 2014, 
President Obama signed the Digital Accountability and Transparency Act (DATA 
Act), which demands federal agencies to publish their spending data in accordance to 
transparent standards, that will promote and enhance the quality of government 
information, the decision-making process and the efficiency of government tasks to 
the American people279. 
 The Obama Administration also introduced the third Open Government 
National Action Plan (The Open Government Partnership) in 2015, with its main 
goals to improve accessibility issues and to provide codifying web standards280. 
 The Trump Administration continues previous policies around governance of 
data and recognizes data as a strategic asset, which will provide economic growth and 
government effectiveness, through the President’s Management Agenda (PMA)281. 
The implementation of this strategy is developed through a Federal Data Strategy 
which includes four key components282:  
1) Enterprise Data Governance. 
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2) Data access, use and augmentation. 
3) Decision-making and accountability. 
4) Data commercialization, innovation and public use. 
 Building on the 2014 DATA Act, the PMA provides the government will to 
establish policies and procedures that empower stakeholders to access and use data 
assets in an efficient and effective way283. Furthermore, through the enterprise data 
governance plan, the government “will set priorities for managing data as a strategic 
asset, including establishing data policies, specifying roles and responsibilities for 
data privacy, security and confidentiality protection, and monitoring compliance with 
standards and policies throughout the information lifecycle”284. In addition, 
improvement of the use of data assets for decision-making and accountability for the 
Federal’s Government internal and external uses and the facilitation of the use of 
Federal Government data assets by external stakeholders through commercial 
ventures, innovation and other public uses, will provide the four pillars that Federal 
Data Strategy builds on285. The Federal Data Strategy is a cross-agency initiative 
which includes the Department of Commerce, the Small Business Administration, the 
White House Office of Management and Budget and the White House Office of 
Science and Technology Policy286. 
 According to Federal Data Strategy website, federal data are approached not 
only as a strategic asset but also as an important national resource287. It is a tool which 
will help the government to be more efficient, transparent and accountable, providing 
also knowledge of the government’s social, economic and environmental data to the 
public288. This strategy is based upon four categories of principles which are the 
foundation for the development of its initiatives, programs and statistics around 
governance of data. The principles are divided in four general categories which are 
the following289: Mission Statement, Ethical Governance, Conscious Design and 
Learning Culture. 
 President’s Trump PMA does not include a specific timeline for the full 
accomplishment of this strategy but notices that it will take time because it is a 
collaborative effort that includes the efforts of the Federal Government, private 
industry and research institutions290. In addition, this administration, following the 
paradigm of the previous one, provides federal legislation around data governance. 
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The Clarifying Lawful Overseas Use of Data Act (CLOUD Act) is an example of the 
continuation of data legislation. Being part of the omnibus Consolidated 
Appropriations Act, the CLOUD Act is a federal law that will change the way the US 
government can access user’s data stored overseas291. It is a federal law based on a 
collaborative effort of the US government and online service providers that will try to 
solve cross-border data stored problems, providing a statutory change, based on legal 
rules, which should apply when one government’s seek criminal evidence are in 
contrast to privacy and sovereignty issues of another country292. 
 Furthermore, the USA are moving forward to the digitization of their 
government, providing new federal legislative documents, which will contribute to 
the general plan for more transparent, efficient and accountable governance of data, if 
they are finally enacted. The Open, Public, Electronic and Necessary Government 
Data Act (OPEN Government Data Act), which is a codification of President’s 
Obama executive order on Making - the New Default for Government Information 
and the,2018, proposed by two Democrat senators, Customer Online Notification for 
Stopping Edge-provider Network Transgressions Act (CONSENT Act) - Open and 
Machine Readable, are two different federal legislative proposals, which will help to 
the overall effort for a transparent, fair, accountable, clear, effective and efficient 
future of governance of data in USA, if they are finally passed and enacted(293)(294). 
 
4.2. CHINA 
 
 The People’s Republic of China is the most populated country in the world 
with more than 1.4 billion residents. It is governed by the Communist Party since 
1949. The last 18 years China’s leadership attempts to change the old authoritarian 
regime in various ways. The former leadership under China’s General Secretary of the 
Communist party, Hi Jintao(2002-2012), tried to govern the most populous country in 
a more “democratic manner” by providing ways for complaints to reach the 
corruption of the ruling class295. The current administration, under General Secretary 
Xi Jinping, is developing a different strategy to approach, control and understand a 
nation of 1.4 billion people296. 
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 Since his appointment, Xi Jinping has provided a series of plans that will try to 
modify China in a world leader country, using technology (AI and Big Data) and 
harvesting of data at the center of this overall initiative297. From a legislative 
perspective around the sector of governance of data, China does not possess a unified 
law in data protection area298. Instead, there is a complex system of legal rules in 
relation to the protection of personal information. In 2012, the Standing Committee of 
the National People’s Congress (NPC) came to the conclusion of empowering internet 
information protection by requiring internet service providers to safeguard Chinese’s 
people personal electronic information with a set of principles299. After that, a sector-
specific legal regime for personal information was formed under several departments 
of the State Council such as300: the Ministry of Industry and Information Technology 
(MIIT), the State Administration for Industry and Commerce (SAIC), the National 
Health and Family Planning Commission (NHFPC) and People’s Bank of China 
(PBOC). Furthermore, the above mentioned NPC’s decision provides many of its 
requirements under the Consumer Rights Protection Law, which was enacted in 
2014301. In addition, the Tort Liability Law, enacted in 2010, provides many 
provisions related to the protection of personal data and it is the first law that treated 
the right of privacy as an independent type of civil right302. Another tool for the 
protection of personal information is the Article 253 of the Chinese Criminal Law (as 
provided in Amendment VII and Amendment IX to the Criminal Law)303. It provides 
the penalization of selling or illegally offering personal information, gained from an 
individual (including governmental authorities and companies) in his or her 
employment304. Moreover, when it comes to the area of cookies, other tracking 
identifiers and behavioral advertising, China does not prohibit their use because of the 
overall policy around innovation on Big Data, AI and Cloud Computing305. As for 
cross-border transfer of personal information, general privacy prerequisites under 
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civil law and requirements under industry-specific regulations and rules are 
required306. In addition to that, the State Secrets Protection Law (2010) and the 
Measures for Implementing the State Secrets Protection Law (2014) prohibit carrying, 
transmitting, posting and transporting of documents, which are including state secrets, 
without the approval of adequate governmental authorities307. 
 Another three pieces of legislation relating to information and technology 
security have been provided since 2014. The National Security Law (NSL), the 
Counter-Terrorism Law (CTL) and the Cyber Security Law (CSL) are the most 
modernized legal documents of China in this area. The first two are bringing changes 
and innovation of policies around national cyberspace sovereignty and counter-
terrorism activities308. The Cybersecurity Law was enacted in 2017 and it is 
considered to be an omnibus law on cybersecurity issues and it is also fundamental 
for the protection of personal information309. The CSL includes a set of obligations 
for network operators but it also provides new rules on the protection of personal 
information such as data breach notification requirements and data anonymization310. 
It is made upon six systems311: 
1)The Internet Information Content Management System. 
2) The Cybersecurity Multi-Level Protection System. 
3) The Critical Information Infrastructure Security Protection System. 
4) The Personal Information and Important Data Protection System. 
5)  Network Products and Services Management System. 
6)  The Cybersecurity Incident Management System. 
 This law, along with additional measures which accompany it and many draft 
standards, all together consist China’s data protection regime, which focus on 
personal information, data transfers and data management and governance312. This 
law is also combined with other national strategies which focus on the technological 
innovation and economic growth of China. The main strategies around this area 
are313: National Cyberspace Strategy (2016), International Strategy for Cooperation in 
Cyberspace (2017), 13th Five-Year Plan for Information (2016), 13th Five-Year Plan 
for Major Science and Technology Projects (2016), National People’s Congress 
Standing Committee Regulations on Strengthening Network and Information 
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Protection and Technology-specific plans around big data, semiconductors, cloud 
services and artificial intelligence (AI). 
 Another major strategy around technological innovation and governance of 
data for the economic and social growth of China is the Next Generation Artificial 
Intelligence Development Plan which was launched in 2017, by the State Council of 
China314. The strategic objectives of this enormous plan are divided in three timeline 
periods315: The first goal of this plan is to provide global standards for AI by the year 
2020. The second one is to establish AI laws and regulations by the year 2025 and the 
third one is to drive China to the top world’s AI developer by the year of 2030. 
 This agenda is one precious key to the economic development and industrial 
upgrading of China. It will be involved in every strategic area of Chinese policy, from 
military advancement and minimizing the exploding cost of healthcare to effective 
transportation and accountability of the civil servants316. In addition, it will be used as 
a tool that will provide a future, where public security and social stability are also at 
the center of its policies317. This initial plan is enhanced with initiatives such as the 
Three-Year Action Plan to promote the Development of New-Generation AI Industry 
(2018-2020), which was released by the MIIT, and the decision of the Ministry of 
Science and Technology to add “AI 2.0” technologies (big data intelligence, cross-
media intelligence, hybrid-augmented intelligence, autonomous intelligent systems 
etc.) to the “15-Science and Technology Innovation 2030 Megaprojects”318. This 
strategy, like almost every major strategy of China, is assisted by the private sector 
with the three biggest commercial and technological companies of China (Baidu, 
Alibaba and Tencent), to play a critical role to its development319. 
 The combination between technological innovation and governance of data for 
the economic and social growth of China is also triggered by another big project. The 
Internet Plus strategy aims to combine and integrate mobile internet, IOT, cloud 
computing and big data with manufacturing, e-commerce, industrial networks, 
internet banking and it also aims to increase the international appearance and 
influence of internet companies320. This action plan was initially raised in 2013 by 
entrepreneurs in IT industry, with the main goal to transform China into a world class 
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industrial power by year 2025321. Moreover, another big project that is relied upon the 
usage of big data technologies is Healthy China 2030. This plan was initiated in 2016, 
with the goal to provide better online health services that can improve diagnoses and 
treatment advice based on big data solutions322. It is the first long-term healthcare 
program since the nation’s founding in 1949, with a task to create an efficient, more 
accessible, more professional and personalized system of healthcare for the common 
population of the country323. 
 Apart from the above mentioned, China has another enormous, in thought and 
reality, plan to reshape its economic and social governance structure using data at the 
center of this initiative324. The so called “Social Credit System” is one of the most 
important programs of the Chinese government on its road to become the world’s 
economic and technological leader. Using big data solutions and AI, this program will 
try to re-establish the economic and social structure of individuals and enterprises. 
According to the Planning Outline for the Construction of a Social Credit 
System(2014-2020), issued by the Chinese State Council, its main goal isthe 
“construction of sincerity in government affairs, commercial sincerity and judicial 
credibility”325. The plan introduces three projects to establish a social credit system326: 
the Government Affairs Information Openness Project, Rural Credit System 
Construction Project and Small and Micro-Enterprise Credit System Construction 
Project. Furthermore, it is a coordinated effort between the Chinese government and 
major enterprise players such as327: China Rapid Finance, which is a partner of social-
network giant Tencent, Alibaba, Baihe and DidiChuxing. A paradigm of how this 
system works is the Sesame Credit, built by a subsidiary of the Chinese e-commerce 
giant Alibaba, Ant Financial. Sesame Credit is one of the earliest parts of this system 
and it assigns citizens with a score of 350 to 950 points based on factors such as credit 
history, fulfilment capacity, personal characteristics, behavior and preference and 
interpersonal relationships328. If a user, has a score of 600 or more points, he or she 
can enjoy “privileges” such as renting cars without putting down a deposit, reduction 
in paperwork for visas or checking out from hotels faster329. Even if Alibaba is 
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refusing to connect negative posts on social media with affected scores, it offers tips 
to assist individuals on how to enhance their scores, including warning about the 
downsides of friending someone who has a low score330. 
 From the government side, a few local governments have already 
implemented social credit scores. For example, in the city of Rongcheng everyone 
begins with 1.000 points and they can gain points from a donation to a charity or lose 
points by violating traffic laws331. Those who have good scores gain discounts on 
winter heating supplies or good terms on mortgages while those with bad ones might 
lose access to bank loans or get promoted in government jobs332. In general, high 
scores can gain better access to discounts, loans, visas or public procurement while 
low scores lead to situations such as bans from commercial partnerships, job offers or 
restrictions on getting involved with public projects333. Moreover, the Chinese 
government has already had a website, with the help of Baidu, which provides 
information about the credit rating of the people, using data from 37 central 
government departments334. 
 Also, the document with the title “Warning and Punishment Mechanisms for 
Persons Subject to Enforcement for Trust-Breaking”, which was released on 
September 26, 2016 by the State Council General Office, updates this policy by 
providing penalization of untrustworthy behavior335. The most important principle of 
this official document is clear: “If trust is broken in one place, restrictions are 
imposed everywhere”336. People with low ratings will be subjects to “restrictive 
control on consumption within holiday areas or travel businesses”337. These are some 
of the penalties which are designated now, while the system is operating in a 
voluntary mode. But, from the year 2020 the system will have been mandatory and 
then the consequences of a good or bad act of a citizen or legal entity will be 
incorporated in a highly advanced and complex technological system where 
everything and everyone will be measured with a digital number. When, and if this 
system is finally fully implemented, then a change to its statute from voluntary to 
obligatory will also bring a change to its penalties and this is for certain a core change 
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to Chinese’s society and business operation model, that will also affect the West 
World in various ways.  
 The Chinese government considers this system as a direction to its chaotic, 
enormous and poor regulated market economy, to punish companies and people who 
try to downsize the vision of China’s prosperity and to create a trustworthy social 
environment not only for individuals but also for enterprises and the government 
itself. From another point of view, westerners might confront this plan as an 
authoritarian system whose main focus is to manipulate and oppress the population of 
the biggest country in the world. However, according to Luciano Floridi, a professor 
of philosophy and ethics of information at the University of Oxford, we are now 
entering the fourth “de-centering shift” of our view in self-understanding338. He 
supports that this shift is happening with the merger of our online activity with an 
offline one, creating a new state of being339. This is what he calls on-life and it is a 
mixture of social, physical and virtual experiences340. This opinion is not just viewed 
from the example of Social Credit System. Western civilization is providing an 
environment where digital and actual life are combined and affect each other’s 
decisions, engagements and reactions in multiple ways and matters. The angle of 
westerners’ approach and policies is different but it does not mean that it is irrelevant 
to the Chinese point of view about the combination of technology and cultural and 
social heritage to the creation of a new social model.  
 
4.3. JAPAN 
 
 Japan is one of the most advanced economies globally, providing 
technological innovation and research development in a world’s wide scale. Among 
its achievements as a nation, Japan is also included in the top 10 of countries which 
are leading e-government development341. 
 The Japanese Government promotes various initiatives around digital 
governance whose main tool, to succeed in this purpose, are data and information. 
One of the most prominent initiatives is the so called “Declaration to be the World’s 
Advanced IT Nation”. It is a governmental coordinated effort which is guided by the 
Deputy Chief Cabinet Secretariat for information technology and IT Strategic 
Headquarters342. At the core of this initiative, lays the vision of the Japanese 
government to establish an environment, where the sharing of information and data 
between industry, universities, government and individuals, will enhance the 
development of an IT user society at the world’s highest levels by the year 2020343. 
 Another strategy, which is highly connected to the previous one, is the Open 
Government Data Strategy. Initiated in 2012, this strategy is mainly focusing on 
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promoting the use of public data while supporting open government with the 
understanding that public data is an asset of the people344. Moreover, based on the 
Open Government Data Strategy, Japan’s Open Data Charter Action Plan was 
initiated in 2013. This plan combines the previous mentioned strategies with two 
other strategies, Roadmap for Promotion Open Data in Electronic Administration and 
Basic stance on public release of ministry information to encourage secondary use 
(guidelines), to provide a holistic approach around the promotion of open data in 
Japan345. Additionally, Japan is facing digital transformation providing two main 
strategies which use data and information at the center of their operations. IT Policy 
and Strategy “Society 5.0”, and AI Technology Strategy are two strategies with the 
goal to offer an interconnected environment for governmental agencies, private sector 
and individuals, promoting new technologies that will enhance prosperity and 
productivity of the nation by safeguarding and boosting critical fields such as 
economy, industry, healthcare and welfare (346)(347). Finally, Japan has a 
comprehensive “Digital Government Strategy” and a “Basic Plan for the 
Advancement of Utilizing Public and Private Sector Data”348. 
 Apart from these policies, Japan has a well-established law for data protection 
and privacy. The Act on the Protection of Personal Information (APPI), as it was 
amended in 2016, is providing the legal framework around data protection and 
privacy349. Its guidelines, provided by the independent agency (Personal Information 
Protection Commission) for the protection of personal information and its special 
guidelines for specific sectors (medical and financial), are providing the practices of 
this law350. Under the Amended APPI, processing of anonymized data and sharing of 
them between business operators for development and innovation purposes are 
applicable351. Furthermore, this law establishes a specific provision for international 
data transfers by requiring the consent of the principal to international transfers of 
personal data except for certain cases352. In addition to this law, the Act on the 
prohibition of Unauthorized Computer Access (APUCA), as it was enacted in 2012, 
and Social Security and Tax Number Act are laws which cover the areas of 
cybersecurity and social security and taxation purposes correspondingly, providing 
the legal framework around data protection and privacy353. 
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4.4. SOUTH KOREA 
 
 The Republic of Korea is also considered a leader in the development and 
implementation of e-government policies. According to UN’s Survey 2018 on e-
government development, South Korea is ranked in the 3rd place worldwide354. 
Starting from 1980s with programs such as the National Basic Information System 
(NBIS) and later in the 1990s, with the streaming of applicable laws and institutions, 
South Korea initiated its first national e-Government agenda in 2001355. Since then, 
the Korean government had made major steps to provide digital government 
strategies, resulting on requests from governments of developing countries to teach 
them how to implement efficient and transparent e-Government solutions to their 
countries356. In addition to that, the Korean government has trained more than 4.000 
public officials of other countries on e-government issues over the last 10 years357. 
 The Republic of Korea has established various projects around the sector of 
digital governance. The latest and most advanced plan is the so called “e-Government 
Master Plan 2020” and it is constructed upon five strategies358: developing all-digital 
government services, reforming public administration based on intelligent 
information, creating more digital friendly industries, building an e-government 
platform and solidifying a position in the global e-government as a major e-
government exporter. It is a plan that promotes the most advanced digital government 
solutions, taking in consideration the latest technological achievements and the needs 
of its citizens. The most advanced and well established practices of their e-
government plan are359: Electronic Procurement Service, Electronic Customs 
Clearance Service, Comprehensive Tax Services, Internet Civil Services, Patent 
Service, e-People: Online Petition & Discussion Portal, Single Window for Business 
Support Services, On-nara Business Process System (BPS), Shared Use of 
Administrative Information, National Computing & Information Agency (NCIA). 
 Another major initiative is the “E-Government 3.0”. This is the 5th stage of 
Korea’s e-Governance plans and its main task is to provide ICT innovation for service 
integration, investment in IOT, cloud computing technology, Big Data for creative 
economy and ICT-enabled growth and jobs360. Through this initiative, the Korean 
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government is enhancing and promoting open government data in order to create an 
innovative, transparent and efficient environment for people and businessesand is 
supporting this project through the Act on Promotion of the Provision and Use of 
Public Data (2013)361. 
 These initiatives are the main projects of South Korean government for the 
next digital transformation period and they encompass all sector-oriented plans for the 
digital governance of this nation. Apart from that, the Republic of Korea has 
established a solid legal framework around data protection and privacy. The right to 
privacy is a fundamental right under the Constitution of Korea and the right to control 
one’s personal information has recognized as a separate, from the one to privacy, right 
by the Constitutional Court of South Korea362. The main act on the protection of 
personal data is the Personal Information Protection Act (PIPA), but there are also 
other sector-oriented acts which regulate personal data. The processing of personal 
information by online service providers and telecommunications is regulated by the 
Act on Promotion of Information Communication Network Usage and Information 
Protection (the Network Act), while the processing of (personal) credit information by 
financial institutions is regulated by the Act on Usage and Protection of Credit 
Information (the Credit Information Act)363. The PIPA is applicable on cybersecurity 
sector in general, although other acts, such as the Network Act and the Credit 
Information Act, are issued as well. Moreover, as South Korea is considered a country 
with strict data protection regulatory environment, and taking in consideration the 
consequences of this situation in a highly advanced economy, the Korean regulatory 
system enacted the Guidelines for De-Identification of Personal Information (2016) in 
order to balance the regulatory needs with the developments in IT industry364. In 
addition to these laws, there are several others that regulate the processing of specific 
types of personal information such as365: the Location Information Act, the Medical 
Service Act, the Pharmaceutical Affairs Act, the Act on Protection of Communication 
Secrecy and the Act on Real Name Financial Transactions and Confidentiality. 
Finally, South Korea has also got an act on cloud computing, the Act on Development 
of Cloud Computing and Protection of Users, which was enacted in 2015366. 
 In general, South Korea is driven to innovation and progress not only by the so 
called “chaebols”, like Samsung, Hyundai, LG Electronics and Pohang Iron and Steel 
Company367. It is a mixed, private and public, force that has established a plan on the 
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prosperity and wealth of its people many decades ago and is now facing its future 
with confidence and strength. 
 
4.5. DENMARK 
 
 Denmark is a country where governance, through digitization, is a top priority 
over the last fifteen years. Starting back in 2001, Denmark provided the digital 
signature to its citizens, through its first digital strategy368. Continuing, the 
establishment of NemKonto (mandatory default citizens’ account for payments from 
the authorities), Virk.dk (digital public services web portal for businesses), 
Sundhed.dk (web portal providing personal access to all own health data), NemID 
(eID solution, public eID and digital signature), NemLog-in (federated user 
management and log-in to online public services) and Digital Post (digital mailbox for 
messages and communications from public authorities) are some of the achievements 
of Denmark’s digital strategies for better governance369. 
  According to e- Government Survey 2018 of the UN, Denmark is leading e-
government development and e-participation worldwide370. The latest strategy, 
Digital Strategy 2016-2020, builds on three goals371: 
1) Digital solutions must be easy to use, quick and ensure high quality. 
2) Public sector digitization must provide good conditions for growth and security. 
3) Confidence must be in focus at all times. 
 These goals are supported by focus areas, which include several initiatives to 
support the establishment of the three main goals. The first goal is supported by the 
focus areas of a user-friendly and simple digital public sector, better use of data and 
quicker case processing and better and more connected welfare services372. The 
second goal is supported by the focus areas of better framework for business 
community, public sector’s data as a growth driver and of an efficient-utilities sector 
while the third one is supported by the focus areas of a public sector which protects 
data, robust digital infrastructure and digitization for everyone373. This strategy aims 
to provide a solid and secure digital environment where the public institutions of 
every level (local, regional, national), the private sector and citizens contribute to the 
establishment and well-being of a stronger digital future. 
 Furthermore, Denmark has established various strategies around digital 
governance. The e-Government Strategy 2011-2015, Joint Public Digital Strategy: 
The Digital Road to Future Prosperity 2011-2015, was the predecessor of Digital 
Strategy 2016-2020, with its main goal to provide an environment where digital self-
service solutions will be considered as a normal way for the citizens to interact with 
the public sector374. In addition, the Danish government, in collaboration with local 
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governments and Danish Regions, established another digital strategy back in 2013. 
The so called “Strategy for Digital Welfare 2013-2020” is a policy which aims to 
provide a stronger and more applicable environment in the areas of healthcare, care 
for the elder people, social services and education with the use of ICT and welfare 
technology375. Moreover, Denmark has launched two Open Government Action 
Plans, in 2012 and 2013, and is a member of the “Open Government Partnership”, 
which is an international initiative with the goal to promote good governance and 
democracy through transparent and inclusive governance solutions376. The current 
Open Government Action Plan aims to provide more and better open data, tailored 
data (well defined and accessible) to guarantee a basis for citizen’s participation, more 
collaboration between civil society and public authorities, for a stronger public sector 
and more contribution to global openness and transparency, and for governance 
through digital solutions377. 
 Besides these strategic initiatives, Denmark has legislated various laws around 
e-government, data protection and privacy. The Danish Parliament passed a 
legislation  in June 2012, on mandatory digital self-service and on digital post as part 
of the joint e-government strategy 2011-2015378. Moreover, Denmark has passed Acts 
on Access to Public Administration Documents (2014), on the re-use of public sector 
information (2014), which implements the Directive 37/2013/EU, and many Acts 
around e-governance379: The Act on Electronic Signature (2000), which implements 
the EU Directive on a Community Framework for Electronic Signatures (Directive 
1999/93/EC), the Act on Information Society Services and Electronic Commerce 
(2002), which implements Directive 2000/31/EC, the Act on Electronic 
Communications Networks and Services (2011), which implements the EU regulatory 
framework for electronic communications (Directives 2002/21/EC, 2002/20/EC, 
2002/19/EC, 2002/22/EC, 2002/58/EC, which were amended with Directives 
2009/140/EC and 2009/136/EC), the government order No 712 concerning the 
procedures for the award public works contracts, public supply contracts and public 
work contracts, which incorporates in its annex the exact text of EU Directive 
2004/18/EC on the coordination of procedures for the award of public work contracts, 
public supply contracts and public service contracts. The Government order No 936 
concerning procurement procedures of entities operating in the water, energy, 
transport and telecommunications sectors (2004), which incorporates in its annex EU 
Directive 2004/17/EC, known as “utilities directive”. 
 On the area of data protection and privacy, the Denmark Parliament passed, in 
2018, a new Act on the protection of personal information, the Data Protection Act, 
which repeals the Act on Processing of Personal Data (2000) and implements and 
supplements the GDPR in the Danish law system380. Furthermore, the above 
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mentioned, Act on Electronic Communications Networks and Services and the Act on 
Marketing Practices (2013), which implement the Directive on privacy and electronic 
communications (Directive 2002/58/EC) conclude the Danish legislation on 381data 
protection and privacy. 
 
 
 
5. CASE STUDIES ON DG, DATA PROTECTION & PRIVACY 
  
 
5.1. Maximillian Schrems case study 
 
 The case of Maximilian Schrems v Data Protection Commissioner, C – 
362/14, in front of the Court is considered a milestone case to the area of data 
protection and privacy. 
 In 2011, Max Schrems, an Austrian law student passed a semester abroad at 
Santa Clara University in Silicon Valley382. He took a class where a young lawyer of 
Facebook issued matters in response to European privacy law. That triggered him to 
request his personal data from Facebook for a college paper and the social network 
send him back 1.200 pages of his personal data383. These files included every like and 
message over his Facebook profile, even messages related to the health condition of 
one of his friends, that were supposed to be deleted384. 
 After that, he started sending complaints to the Irish Data Protection 
Commissioner385, who was located at the city of Portarlington (with a population of 
8.000 residents), with minimum financial and human recourses. The complaints were 
considering Facebook’s use on like buttons for user-tracking, facial-recognition 
technology that automatically tagged users in photos of their friends’ profiles and 
“shadow” profiles386. 
 At first some of his complaints were transformed to acts on behalf of 
Facebook. Facebook, turned off facial recognition for EU users, enhanced users’ 
access to their information and gave more clarity on how third party apps would use 
their data387. Afterwards, in February 2012 he had a meeting with two staff members 
of Facebook in Vienna, where he expressed his concerns on privacy policies of the 
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firm, but they dealt with him with general and abstract arguments388. One year and 
four months after this meeting, Edward Snowden leaked to the press detailed 
PowerPoints with various mass surveillance programs of US’ federal agencies. One of 
them, PRISM program, had under the umbrella of its operations many technology 
giant companies, including Facebook. Among many things, Edward Snowden 
revealed that Facebook’s users’ data were harvested by NSA for mass surveillance 
issues, even if Facebook had signed and was a participant of the Safe Harbor 
Decision, which at that time was the agreed legal framework for the protection of data 
transfers and personal data protection between EU and USA, under the legal 
obligations of Data Protection Directive389.  
 The leaks of E.Snowden gave the opportunity to Max Shrems to come back to 
the Irish Commissioner and file another complaint against Facebook Ireland Ltd in 
the same month of the revelations. However, the Commissioner of Ireland stated that 
the complaint was “frivolous and vexatious” and rejected it, stating that it had no duty 
to investigate this case further390. After that, M.Schrems filled in an application for 
judicial review in the Irish High Court over the inaction by the Irish DPC, which was 
granted391. In contrast to the opinion of the Irish Commissioner, the High Court of 
Ireland stated that even if Schrems was not able to make available, to the Court, 
evidence of his own personal data being used in the ways he alleged, it was not 
required for him to be able to prove his own data being subject of surveillance, given 
the evidence of such happenings on a mass scale392. Furthermore, the High Court 
addressed a set of questions to the CJEU based on Article 267 of the Treaty on the 
Functioning of the EU (TFEU)393. The request for a preliminary ruling, based on 
Article 267 TFEU, was with regard to the validity of the Commission’s Decision 
200/520/EC (Safe Harbor Decision) and the interpretation of Articles 25(6) and 28 of 
the DPD 95/46/EU in the light of Articles 7, 8 and 47 of the EU Charter of 
Fundamental Rights394. Also, the High Court of Ireland questioned the power of 
national supervisory authorities, seeing that the DPC was of the view that the 
complaint of M.Schrems lacked of evidence, that he was not required to investigate 
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further and because the Safe Harbor Decision determined the adequacy requirements 
of data transfers395. 
 On October 6, 2015, the CJEU came to the conclusion that national 
supervisory authorities have the capacity to examine individuals’ claims which could 
dare the compatibility of the Commission’s adequacy levels of protection, as read 
from the perspective of Article 28 of the Directive 95/46/EU in the light of Article 8 
of the EU Charter396. So, the CJEU ruled that national supervisory authorities have the 
ability and possibility to examine claims such as this one. In addition, CJEU made 
Articles 1 and 3 of the Safe Harbor Decision invalid, because they could not be 
complied with Article 25(6) of the DPD and since these articles could not be 
separated from the Safe Harbor Decision, the whole decision was rendered invalid397. 
 The Safe Harbor mechanism was a creation between the US Department of 
Commerce and the European Commission, in order to address the protection of 
privacy of EU citizens for data transfers between USA and EU. It was also, a decision 
that did not only provided the required legal basis for the protection of individuals’ 
privacy but moreover, it was a decision that was established for the purpose of 
collection and use of economic advantages, agreed upon statutory framework, of data 
transfers. But, the Safe Harbor mechanism had many flaws on providing guarantees 
for supporting the adequate level of protection on privacy issues398. This is the main 
reason for its invalidation by the CJEU. Following this decision, the US and EU 
authorities started negotiating another agreement upon adequacy level of protection 
for transatlantic data transfers. The consequence was the so called “EU-US Privacy 
Shield”, which was announced on February 2, 2016399, released on February 29, 
2016400 and on July 12, 2016, the EC deemed the EU-US Privacy Shield Framework 
adequate to enable data transfers under EU law401. The press release of the Privacy 
Shield was followed by President Obama’s signing of the Judicial Redress Act, which 
empowers EU citizens to enforce their data protection rights to the US courts402. The 
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Privacy Shield is intended to be a mechanism of transparency, reliability and 
accountability for data transfers between USA and EU with the goal to enhance data 
protection under its context and the context of GDPR. 
 The Article 29 Data Protection Working Party403, in its first annual joint 
review on EU-US Privacy Shield, expressed its concerns on issues, such as the 
commercial aspects of the Privacy Shield and on the derogations of the Privacy Shield 
to allow access to data for Law Enforcement and National Security purposes404, but 
also recognized the progress of the Privacy Shield in comparison to the Safe Harbor 
Decision405. 
 Maximillian Schrems’s case study, proved that laws and policies on data 
protection and privacy, which are abetting sectors of data governance, are not a one-
way deal but they are evolving in accordance to the technology improvements and to 
the views of governments, enterprises and individuals on how data should be 
governed and what standards should be applied to the procedures of legal and 
technological environment of the 21th century. Furthermore, it addressed that basic 
principles of DG, such as integrity, transparency, accountability and standardization, 
should be taken in consideration not only with the existing laws but in addition to the 
establishment of new legislations and policies for better understanding and 
applicability of an environment which evolves and is becoming crucial to the 
development of our technological-based societies. Finally, it demonstrates the fact 
that the power of individual rights can be protected and enhanced if individuals have 
the will to pursue the development of a society, where balance between corporates’ 
interests, social integrity and legal respect and prosperity, in general, are at the center 
of every legal debate. 
 
5.2 “THIS IS YOUR DIGITAL LIFE” CASE STUDY 
           
 In 2007, two doctoral candidates, Michal Kosinski and David Stillwell, from 
Cambridge University, developed an app questionnaire (myPersonality), through 
Facebook, which allowed them, to study personality characteristics of those who took 
the questionnaire, in comparison with their data (likes, shares, posts, gender, age etc.) 
from the social media’s platform406. 
 This study was based on the OCEAN model, which was developed in the 
1980s by psychologists, in order to evaluate human beings based on five personality 
traits (openness, conscientiousness, extroversion, agreeableness and neuroticism), 
known also as the “Big Five”407. The users, who took the questionnaire, received a 
personality profile based on the evaluation of the OCEAN model, but also had the 
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ability to opt-in, to share their Facebook data with the researchers408. The 
correspondence of users, who took the questionnaire, was far from the expectations of 
these two researchers and it offered them one enormous dataset, which combined 
psychographics (psychometric scores) with Facebook profiles409. Five years after this 
initiative (2012), Michal Kosinski proved, among other things, that, on the basis of an 
average of 68 Facebook likes by a user, it was possible to predict the color of their 
skin (with 95% accuracy), their sexual orientation (with 88% accuracy) and even their 
affiliation to the Republican or Democratic Party (with 85% accuracy)410. Other 
personality traits of a user, like intelligence, religious beliefs, alcohol and drug use, 
could also be determined with this method411. In 2013, the two scientists published 
their findings of the study in the Proceedings of the National Academy of Sciences412 
and a few weeks later, Facebook changed its policies around “likes” to private by 
default413. 
 In the meantime, Facebook has enabled third party app-developers to have 
access, after user’s consent, in a few private data of a user since May 2007414, with 
Facebook’s Developer Platform415 and in 2010, it announced the launch of Open 
Graph416. In its announcement, Facebook’s CEO, Mark Zuckerberg called this change 
as the most transformative thing they had ever done for the web417 and according to 
Facebook, this platform would create an easier environment for the users to share 
information from all over the internet and that their data could be found on 
Facebook.com and other sites418. Beside these updates, the first version of Open 
Graph API (Application Programming Interface) gave the permission to third party 
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app-developers to request access from Facebook users’ to their personal data and to 
access their Facebook friends’ personal data as well419. With a user’s permission, 
these applications could had access to many personal data such as420: a user’s name, 
location, education, political preferences, religious views, gender, online status etc.  
Also, with additional permissions, external developers could gain access to private 
messages of a user421. After the announcement of Open Graph, concerns around 
people’s protection of privacy were expressed because of the integration of Facebook 
with other web sites422. 
 Moreover, Facebook came to a settlement, in 2011, with the US Federal Trade 
Commission (FTC) for privacy complaints against the social network. The subject of 
these complaints, which were filed by the Electronic Privacy Information Center and 
a coalition of consumer groups, were Facebook’s practices on privacy matters423. The 
FTC charged the social network “that it deceived consumers by telling them they 
could keep their information on Facebook private, and then repeatedly allowing it to 
be shared and made public”424. According to the order of the FTC, Facebook allowed 
to advertisers to gather personal information of users with outside application 
developers in contrast to what it promised to its users425. The settlement for “unfair 
and deceptive” practices on privacy required the company to respect the privacy 
desires of its users before it changed the way it shared their data, but also to acquire 
periodic evaluation of its privacy practices by independent auditors for the next 20 
years426. The FTC did not levy Facebook with fines, neither did it accuse it of 
breaking the law on purpose but it ordered that if Facebook violated this settlement in 
the future, would have to pay a penalty of 16.000 US dollars per day for each 
violation427. 
                                                        
419https://www.cnbc.com/2018/04/10/facebook-cambridge-analytica-a-timeline-of-the-data-hijacking-
scandal.html 
 
420https://www.cnbc.com/2018/04/10/facebook-cambridge-analytica-a-timeline-of-the-data-hijacking-
scandal.html 
 
 
421https://www.cnbc.com/2018/04/10/facebook-cambridge-analytica-a-timeline-of-the-data-hijacking-
scandal.html 
422http://edition.cnn.com/2010/TECH/04/21/facebook.changes.f8/index.html 
 
 
423https://www.ftc.gov/news-events/press-releases/2011/11/facebook-settles-ftc-charges-it-deceived-
consumers-failing-keep 
424https://www.ftc.gov/news-events/press-releases/2011/11/facebook-settles-ftc-charges-it-deceived-
consumers-failing-keep 
 
425https://www.nytimes.com/2011/11/30/technology/facebook-agrees-to-ftc-settlement-on-
privacy.html 
 
426https://www.ftc.gov/news-events/press-releases/2011/11/facebook-settles-ftc-charges-it-deceived-
consumers-failing-keep 
 
 
427https://www.nytimes.com/2011/11/30/technology/facebook-agrees-to-ftc-settlement-on-
privacy.html 
 - 56 -
 Three years after this decision, another Cambridge based academic, Alexander 
Kogan, created a, similar to Kosinski’s and Stillwell’s., app, the so called “this is your 
digital life”. Using the tools that Facebook provided at that time, A.Kogan harvested 
the data, of those who took his psychographic questionnaire (almost 300.000 users) 
and gave their consent to mine their Facebook’s data but also took the data of the 
users’ friends on Facebook. This kind of access to data of outside developers was 
known and allowed by Facebook through its policies and terms of service, at that 
time. However, what was not allowed to third party developers, was to transfer or sell 
Facebook’s data (including anonymous, aggregate or derived data) to ad networks, 
data brokers or other advertising or monetization-related service428. The same year 
that A.Kogan created his psychographic questionnaire, Facebook changed its 
developer application programming interface (API) by restricting the access of a third 
party developer to a user’s friends’ data without obtaining permission in first place429. 
 Meanwhile, in 2013, Strategic Communication Laboratories Group (SCL), a 
UK based company, founded in 1993 as a political advertising agency430 and worked 
for governments, politicians and militaries, founded Cambridge Analytica, a shell 
company with a license to psychographics431. This political consulting firm had based 
its strategic operations on the investments of a wealthy Republican donor, Robert 
Mercer, the connections of Stephen Bannon432 and the ideas of Christopher Wylie, a 
Canadian data scientist, who had studied at London School of Economics and at that 
time was studying for a PhD in fashion forecasting433. 
 Cristopher Wylie read the paper of M.Kosinski and D.Stillwellby chance and 
tried to apply it to Liberal Democrats (UK) at first434. However, they didn’t want to 
base their elections’ strategy on the model that was presented to them by C.Wylie and 
after that, a Liberal Democrat connection introduced Wylie to SCL Group and to its 
subsidiary, SCL Elections, which was run by Alexander Nix (CEO)435. C.Wylie 
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became an employee of A.Nix and A.Nix met Steve Bannon by chance436. In autumn 
2013, Steve Bannon met C.Wylie and the former was fascinated by the idea of using 
personality traits to target voters437. He transfered the idea to Robert Mercer and his 
daughter Rebekah, who later became a board member of Cambridge Analytica. The 
two of them were interested, but they wanted actual results in order to invest to this 
firm438. But in order to produce results using psychographic traits on a national scale, 
for elections, Cambridge Analytica needed data that they could not get without 
enormous expense439. In the first place, C.Wylie’s company addressed to Cambridge 
University Psychometrics Centre and especially to M.Kosinski but their relation did 
not work out and after that A.Kogan offered to produce the data that Cambridge 
Analytica was in need for. An executed contract, dated back in 2014, which was 
provided to the press by C.Wylie, proved that the parent company, SCL Group, came 
to a commercial agreement with the company which was founded by A.Kogan, 
Global Science Research (GSR)440. A.Kogan harvested the data of more than 80 
million Facebook users between June and August 2014 and then sold the data, 
through GSR, to Cambridge Analytica for 1 million US dollars441. 
 This action was against Facebook’s terms of use and UK’s data protection 
laws, which prohibit the sale or use of personal data to third party without consent of 
the users442. According to C.Wylie, who later became a whist blower to the case, 
“Facebook could see it was happening. Their security protocols were triggered 
because Kogan’s apps were pulling this enormous amount of data, but apparently 
Kogan told them it was for academic use. So there were like ‘Fine’ ”443. According to 
A.Kogan, his app had, as one of the terms of service, the possibility to sell or transfer 
data, which was against Facebook’s terms of use, but no one from Facebook did 
anything to prevent this action444. 
 In December 2015, a report from the Guardian claimed that Cambridge 
Analytica had acquired Facebook’s data and used them to support Ted Cruz in his 
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presidency campaign445. After the publication of this report, the social network stated 
that it was investigating the situation carefully and removed A.Kogan’s app from its 
website446. In the meantime, Senator Ted Cruz had lost Republicans’ confirmation to 
become a US President and Cambridge Analytica turned to Donald Trump in order to 
help him become the 45th President of USA447. Cambridge Analytica was paid nearly 
6 million US dollars for its operations and services from the Trump campaign and the 
first payment to the company was on July 29, 2016, according to Federal Election 
Commission records448. According to C.Wylie’s revelations, the data which were sold 
from A.Kogan to Cambridge Analytica were later used to target voters on the Trump 
campaign449. Also, according to former officials of the Trump campaign, Cambridge 
Analytica helped them with target advertising of voters based on psychographic traits 
mixed with other sources (voter records, demographic data)450. In this way, 
Cambridge Analytica helped them create a strategic map of voters for the campaign. 
Furthermore, according to an internal document of the company, which was obtained 
by the Guardian, Cambridge Analytica used Google, Snapchat, Facebook, Twitter and 
YouTube to impose intensive survey research, data modelling and performance-
optimizing algorithms through 10.000 different advertisements, which were viewed 
billions of times451. Besides that, an article on Campaign, a magazine for the 
marketing and advertising industries, in February 2016, revealed that Cambridge 
Analytica was teamed up with Nigel Farage’s Leave EU campaign, which was a 
Brexit campaign group452and later in 2018, the whist blower C.Wylie revealed, to 
British members of the Parliament, that EU Brexit was won through fraud and that 
Cambridge Analytica worked on shifting the results of UK’s referendum453. 
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 The Facebook-Cambridge Analytica scandal finally erupted after reports on 
New York Times, The Guardian and The Observer in March 2018. With the 
revelations of the former employee of Cambridge Analytica, C.Wylie, who had left 
the company in 2014, and the reports of major news organizations, Cambridge 
Analytica and Facebook came under the microscope of EU and US authorities 
concerning their role in major-shifting political events such as Trump’s election and 
Brexit. Politicians and regulators across the two sides of the Atlantic Ocean demanded 
answers from the two companies. Facebook’s CEO, Mark Zuckerberg testified to US 
Congress in April 2018 and to EU representatives of the EU Parliament in May 2018 
about the role of his company to the scandal. 
 The first publishes in mid-March exposed how Cambridge Analytica used the 
harvested data of 50 million Facebook users to implement its operational strategies 
but the numbers of the users who gave unwillingly their personal data was revised 
later from Facebook to 87 million users454. In addition to that, Facebook admitted 
publicly for the first time,even if the story had already started with the report of Harry 
Davies in December 2015, that when it learned about Kogan’s app, in 2015, it 
demanded and received certification that the data had been destroyed455. According to 
C.Wylie, Facebook’s lawyers communicated with him about the illegal harvested data 
in August 2016456. Moreover, Cambridge Analytica officials at first denied that they 
had obtained or used Facebook’s data and later in a statement to The Times admitted 
that they took the data but they blamed A.Kogan for the violation of Facebook 
policies457 and claimed that they deleted them in cooperation with Facebook in 
2015458. 
 From its side, the social network also admitted publicly for the first time that 
Cambridge Analytica had collected millions of Facebook users’ data without their 
consent and against the policies of it and suspended C.Wylie, Cambridge Analytica 
and A.Kogan from its website459. On April 4, 2018, Facebook’s CTO, Mike 
Schroepferadmitted that the number of “infected” profiles was much higher than 
previously believed and it reached up to 87 million users and Mark Zuckerberg 
portrayed this breach as a breach of trust between Kogan, Cambridge Analytica and 
Facebook and as a breach of trust between Facebook and its users460. In addition, he 
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announced new restrictions to third party developers’ access to Facebook users’ data 
and audits for all apps with access to vast amount of data before 2014. Also, 
Facebook’s Chief Operating Officer Sheryl Sandberg announced that Facebook will 
ban developers who misused or misuse personal data461. Furthermore, Facebook 
started to notify its users if their data where shared with Cambridge Analytica, since 
April 9, 2018, 3 years after it stated the fact that it learned about the leak and four 
after it actually happened462. 
 In the meantime, and after the reports on newspapers, the FTC opened an 
investigation into whether Facebook violated the settlement, over users’ privacy 
protection, that occurred in 2011463 and according to former FTC officials (Jessica 
Rish and David Vladeck) Facebook could be found guilty that violated the 2011 
settlement under the Cambridge Analytica scandal464. Also, the special counsel of US 
Department of Justice, Robert Mueller, who is investigating the Russian interference 
in 2016 US elections, in which Facebook is also linked as it was used by Russian 
hackers to influence the Presidential elections465, demanded the emails of Cambridge 
Analytica employees who worked for the Trump campaign466. According to his 
investigations, the Russian interference started back in 2014 and it used the power of 
US social media, including Facebook467. 
 In May 2018, Cambridge Analytica filed for bankruptcy under Chapter 7 of 
bankruptcy protection in the US468 and after this announcement, UK’s data protection 
regulator claimed that it will continue civil and criminal investigations of the firm and 
of its employees and directors469. In July 2018, a British MP, Damian Collins told to 
CNN, that the harvested data of Cambridge Analytica scandal were accessed in 
Russia and the UK’s data protection office (ICO) confirmed later that it had proofs of 
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this access from Russians470. According to an email dated back in July 17, 2014, 
which was sent from A.Nix (former CEO of Cambridge Analytica) to C.Wylie, 
Cambridge Analytica had to make a memo about its services to a Russian oil and gas 
company, Lukoil471. Also, in that email A.Nix explained that “they understand 
behavioral micro targeting in the context of elections” but they were unable to 
connect this approach with the consumers of their company, referring to Lukoil472. 
Finally, he mentioned that their work will be shared to the CEO of Lukoil, 
VagitAlekperov, a former Soviet oil minister and associateof President Putin473. But, 
still there is no, public provided, evidence that Cambridge Analytica worked with or 
for Lukoil or even that it gave Facebook’s data to the Russians. The documents of 
C.Wylie show that a giant Russian company was informed on micro targeting, 
Facebook and election disturbance back in 2014474.  
 While the investigations on Facebook-Cambridge Analytica scandal keep 
going on and UK’s data protection office fined Facebook with a 660.000 US dollars 
fine for its involvement to the Cambridge Analytica’s harvesting of data475, an 
enormous data breach, the biggest of Facebook’s history, occurred in September 
2018. At least 30 million accounts have been affected from this hack, which allowed 
to hackers to access personal information of the users including names, relationship 
status, religion, workplaces, birthdate, search history, location check-ins and even 
private messages(476)(477). According to the reports, Facebook’s engineers found an 
unusual activity on the social media platform’s networks in mid-September and it 
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took them 11 days to stop it478. The attackers used three separate vulnerabilities in 
Facebook’s code in order to penetrate into the system and extracted private 
information from users479. According to Facebook, the vulnerabilities to its code had 
existed since July 2017480. 
 This breach was not characterized as a breach of trust, like it happened with 
the data that were harvested illicitly by A.Kogan and then sold to SCL Group and 
Cambridge Analytica. This one, by definition an actual data breach, the biggest one so 
far, for the social media giant. According to US Department of Health and Human 
Services “a data breach is a security incident in which sensitive, protected or 
confidential data is copied, transmitted, viewed, stolen or used by an individual 
unauthorized to do so”481. Also ISO/IEC 27040 defines a data breach as “a 
compromise of security that leads to the accidental or unlawful destruction, loss, 
alteration, unauthorized disclosure of, or access to protected data transmitted, stored 
or otherwise processed”482.  
 After the eruption of this political and technological scandal in mid-March 
2018, Facebook’s CEO Mark Zuckerberg broke his silence four days after the first 
publishes in New York Times, the Observer and the Guardian483 and he characterized 
this breach as breach of trust between his company, A.Kogan and Cambridge 
Analytica but also as a breach of trust between Facebook and its users484. But 
statements from persons such as Sandy Parakilas, who had worked on Facebook as a 
platform operations manager (specializing in third party advertising, privacy and 
policy compliance) and Mike Schoepfer, who is the current CTO lead to the 
conclusion that Cambridge Analytica scandal, it was more than a breach of trust. 
Mike Schoepfer said to UK legislators at a parliamentary committee hearing, that they 
- meaning Facebook Inc. - did not read all of the terms and conditions and also 
mentioned that Facebook did not notify UK’s data protection authority (ICO) after it 
had learned about the sharing of data with Cambridge Analytica485, while Sandy 
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Parakilas stated to an interview to Lesley Stahl, and i quote486: “Well they didn’t want 
to know in the sense that if they didn’t know, then they could say they didn’t know 
and they weren’t liable, where as if they knew they would actually have to do 
something about it. And one of the things that I was concerned about, was that 
applications or developers of applications would receive all of this Facebook data, and 
that once they received it, there was no insight, Facebook had no control or view over 
what they were doing with the data”. Also, he mentioned that once the data left 
Facebook, the social network had no way to find what happened to the data487. 
 Furthermore, two days after the breakup of the first stories in the press about 
Facebook-Cambridge Analytica scandal, the New York Times revealed that the Chief 
Security Officer of Facebook was stepping down after disagreements with the 
leadership of the social media giant about how Facebook should be more transparent 
on Russia’s use of the social network to spread disinformation during the period of 
US 2016 elections488. The day that this report was published, Facebook lost 37 billion 
US dollars in market cap during one day of trading489. 
 Currently, Facebook’s market value is estimated in 415 billion US dollars. It is 
a technological giant, which has established its value as a social media “godfather” 
and has built the foundations for fast and interactive communication in the dawn of a 
digital society. But, the statements and actions of former and current executives of 
Facebook prove otherwise, as they take actions on the social network concerning the 
handling of Cambridge Analytica scandal and of the last data breach. According to 
Sinan Aral, a professor at MIT, Facebook faces a “transparency paradox” because of 
the need to be more transparent and at the same time to increase the security of its 
data490. Facebook is a technological giant in crisis because of its complexity of 
operations and its connection and integration with other sectors of human activity 
(third party developers, data brokers, advertisers etc.) that provide more than 
communication between people. At first, that was the original purpose of the social 
network, but it is logical for such a network to provide more. It is criticized, among 
other allegations thatit violates humans’ privacy, that it is a tool for political 
manipulation and that it isolates people more than it connects them. 
 Recently, in December 2018, new allegations about the privacy and general 
policies around the governance of data of the social network came into light from the 
press and British lawmakers. While, Facebook is under investigation from the 
Department of Justice, the Securities and Exchange Commission and the Federal 
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Trade Commission about its involvement in the data-scandal of Cambridge 
Analytica491, the British lawmakers gave 250 pages of internal emails between 
executives and employees of Facebook to the public492. In these pages the ambitions 
of Facebook’s executives are revealed, concerningthe collection of more data from 
users, extraction of privileges from developers and eradication of possible 
competitors493. 
 Following this revelation, the New York Times revealed some of the data-
sharing practices of the company with others, such as494: Amazon, Netflix, Spotify, 
Yahoo, Microsoft, Sony, the Royal Bank of Canada, Huawei and even a Russian 
search company called Yandex. These internal documents of Facebook’s data-sharing 
practices with other companies reveal special arrangements, through which, every 
part had benefits. In some cases, Facebook allowed to other enterprises to see names 
of all Facebook users’ friends without consent (Microsoft’s Bing search engine) and 
to acquire users’ names and contact information through their friends (Amazon), 
while in other cases Facebook even allowed to companies and even a bank to have 
access on Facebook’s users’ private messages (Netflix, Spotify, the Royal Bank of 
Canada)495. Some of these deals are located back to 2010 and according to the 
revelations, all had been still in active mode since 2017. More than 150 enterprises 
including tech companies, entertainment websites, automakers, online stores and 
media corporations were benefited from these special agreements with Facebook, 
gaining hundreds of millions of Facebook’s users’ data monthly496. In exchange, 
Facebook got more users, increasing its advertising revenue and powering up its 
growth as a worldwide enterprise497. According to the social network, the most of 
these partnerships are under an exemption to the consent decree agreement with the 
FTC, dated back in 2011, because these partner-companies are service providers, 
which use the data of Facebook “for and at the direction” of it498. Facebook 
characterizes these partner-companies as integration partners which serve as an 
extension of it and which are reviewed by Facebook, according to its arguments499. 
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 Finally, during the same month (December 2018), Privacy International500 
published a research which showed that more than 20 Android apps shared users’ data 
with Facebook, without the consent of the users, and even did the same with those 
who do not have a Facebook account501.The names of prestigious and worldwide 
known companies were included among those apps, such as502 : Spotify, Shazam, 
Skyscanner, Yelp and Kayak. 
 But even if all these allegations proved to be true, still Facebook could and 
should help to the social, environmental, technological and economic evolution and 
salvation of this planet. If data is translated to power, then Facebook is a perfect tool 
that has the ability to contribute to a better future for humanity and this is the reason 
why it is in need of a stronger data governance model. A model that will provide 
transparency for its operations and for the operations of others on Facebook, liability 
and accountability for its executives and leadership, solid stewardship and most of all 
integrity for its 2 billion users worldwide. The scandals and allegations around the 
privacy policies of the social network which occurred in 2018 prove that Facebook is 
in need of a restructured or new data governance model. This is necessary not only for 
lifting its market value but more importantly for its reestablishment as an enterprise 
that provides truly transparent democratic procedures, ideas and values for its users, 
but also for the world’s growth and prosperity in general.  
 
 
 
 
 
 
6. CONCLUSION 
 
 In the beginning of the 21th century the word “data” and the use of it, was 
spread only among a small number of states, international organizations and private 
corporations. Before the dawn of the new millennium and the “technological 
revolution” that we live today, EU had been the first body with legislative, executive 
and judicial power, on international scale, which had developed and implemented 
legislation around the sector of protection of data and privacy with the Directive 
95/46/EC on the protection of individuals with regard to the processing of personal 
data and on the free movement of such data. Moreover, the European Union had 
developed and is still developing coherent policies and legislation on how data could 
be used in order to offer prosperity, welfare and economic boost to its residents and 
corporations, private or public. Strategies such as the Digital Agenda for Europe, the 
Digital Single Market Strategy, the e-Government Action Plan 2016-2020, the 
Horizon 2020, the Open Science Cloud, the Urban Agenda and European Smart Cities 
initiative, are some of the various strategies and policies that EU is developing and 
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implementing in order to offer a consistent and prosperous future for the industrial, 
economic, social, technological and geopolitical growth of its operations and for the 
protection of the life of its residents. Furthermore, legislative innovations such as the 
GDPR (Regulation 2016/679) and the anticipated, in 2019, e-Privacy Regulation are 
giving to EU the opportunity to be an important regulator in an international scale, 
concerning the topic of how data should be governed by governments, international 
institutions and private corporations. Additionally, these legislations and policies are 
also promoting a future where respect on the right of privacy and data protection of 
the subjects, are at the center of every dispute either in judicial, executive or 
legislative level. Paradigms like the Maximillian Schrems’s case and the Cambridge 
Analytica scandal and their outcomes, show that EU is thinking and acting as an 
entity that firstly seeks for the human flourishing and prosperity and secondly 
considers the consequences of its activities as a judicial, executive and legislative 
body. Also, the institutionalization of the right of privacy and the right of data 
protection as separate and fundamental rights in the Charter of Fundamental Rights of 
EU demonstrate the willingness of the EU to operate as an entity which tries to 
balance individuals’ interests with corporates’ and governmental ones in order to 
adjust to a digitized world where data collection, use and storage are necessities for 
the development, establishment, growth and conservation of every political, economic 
and corporate system.  
 On the contrary, the United States of America and the People’s Republic of 
China are functioning in a more government and corporate centric structure in order 
to establish policies and legislation on the sector of data governance. The first one has 
established many sector-based laws around data protection, privacy and data 
governance. The Federal Privacy Act (1974), the Federal Trade Commission Act, the 
Gramm-Leach-Bliley Act (GLBA), the Fair and Accurate Credit Transactions Act,the 
Health Information Technology for Economic and Clinical Health Act (HITECH),the 
Cybersecurity Information Sharing Act (CISA), the Digital Accountability and 
Transparency Act (DATA Act) and The Clarifying Lawful Overseas Use of Data Act 
(CLOUD Act) are some of the many laws that the USA have established in federal 
level. Many states have also established laws on this topic, such as California’s 
Consumer Privacy Act, which is a GDPR-like regulation and all of them have passed 
data breach notification legislations. Moreover, the policies that were promoted by the 
Obama Administration (the Digital Government Strategy, the Open Government 
Directive, the Open Government Partnership, etc.) and the last one, the Trump 
Administration (the Federal Data Strategy), show that the US Federal government 
considers data as an asset with strategic importance for its operations and well-being. 
But the cases of Cambridge Analytica scandal, the Yahoo data breaches503 and the 
Equifax data breach504 are the proper examples which can show that the USA are in 
need of a new model on the sector of DG. The “Corporate-America” has to be 
controlled with stricter laws that will provide coherent and clear policies, with respect 
to its citizens’ life and protection, in a federal level, in order to avoid situations like 
these or worse than these, in the future. As for the People’s Republic of China the 
situation is not much more different. Through its policies (National Cyberspace 
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Strategy, International Strategy for Cooperation in Cyberspace, 13th Five-Year Plan 
for Information, 13th Five-Year Plan for Major Science and Technology Projects,the 
Next Generation Artificial Intelligence Development Plan, Healthy China 2030, the 
Social Credit System, etc.) and laws (the National Security Law, the Counter-
Terrorism Law and the Cyber Security Law,the Consumer Rights Protection Law, the 
Tort Liability Law, etc.), China is trying to change its brand name to a country that 
will lead the world in the following decades, not only economically but also 
technologically. To do so, China is using data and technologies of data science at the 
center of its strategies. Controversial projects such as the Social Credit System reflect 
the ambitions and willingness of China’s leadership to change the way the world sees 
China but also reveal possible menaces to the foundations of democratic values and 
ideas, like the right of the individuals to privacy, the right of people to integrity and 
freedom of expression, which the western civilization is built on.  
 Last but not least, countries such as Japan and South Korea prove that even if 
they are geographically located in the east, their way of thinking and acting in 
governmental and enterprise level is moving closer towards the west. Those two 
nations are considered as innovators in the technological area. Furthermore, their 
policies and laws prove that they strategically operate in a high speed level in order to 
provide a wealthier and stable future to their residents but also to the world. To do so, 
they integrate data and information technologies to every aspect of social life by 
respecting individuality but also promoting collectivity as prerequisites of digital 
governance and governance of data. 
 Essentially, Data Governance is not the solution to every problem of the 
operating model of a country, organization or private corporation. It is a tool that was 
created by the need of integrating people’s necessities, processing responsibilities and 
technological achievements into a unified system of decision rights and 
accountabilities. The models of DG differ depending on the structure, needs and 
implementation of their operations. Also, DG is not the only instrument that is needed 
for proper, accountable, auditable and transparent collection and use of data. Master 
Data Management and Data Management are important systems of data utilities, 
while IT and Information Governance interconnect with DG and they all together 
form the most suitable package for accountable and transparent collection and use of 
data and information from every private or public organization. Nowadays, data 
collection, control and use are highly needed for the economic and structural growth 
of an operation either it is public or private. Data is a strategic asset but also a 
resource of wealth for every society which strives to integrate technological 
achievements into its inhabitants’ everyday life. However, data is not useful without 
models which will term how it will be harvested, controlled and implemented. These 
define the importance of DG operations and also the importance of accountable, 
transparent and integral procedures, standards and policies on the sector of Data 
Governance. The integration of data sciences in every sector of human activities is 
coming fast, in a not presented scale and with more advantages than disadvantages for 
the prosperity, growth and stability of our societies. The questions that remain to be 
answered are: firstly, what will be the impact of this way of governance in the 
structure, function and efficiency of our world’s social and governmental modelsand 
secondly, whether it will be exploited by international regulators and occupants of 
economic, social and political power in order to offer a future where justice, respect to 
human integrity, social stability and balanced economic growth between people and 
businesses are factors which define and shape the establishment and implementation 
of policies and laws around this new field of governance. In conclusion, the global 
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law and order demands radical changes to its structure and implementation in order to 
adjust in a world that combines digital technologies to real life and the needs of it. 
Now, more than ever, data science and technology are at the center of every practical 
public or private operation. At the same time, the historical period of our times is 
crucial because of this transition that our world is facing through the introduction and 
implementation of digital technologies to everything, from daily activities of a citizen 
to defense operations of a country. Stakes are higher than ever and demands for liable, 
transparent and accountable strategies, policies and laws have to be also a top priority 
from governments, international institutions and private corporations. This is why 
solid and clear data governance plans and policies, working as a useful toolkit of data 
science, are so much needed in a world that is changing economically, politically and 
socially faster than ever before.    
  
 
 
 
