We study the sum of integral powers of monic polynomials of a given degree over a finite field. The combinatorics of cancellations are quite complicated. We prove several results on the degrees of these sums giving direct or recursive formulas, congruence conditions and degree bounds for them. We point out a 'duality' between values for positive and negative powers. We show that despite the combinatorial complexity of the actual values, there is an interesting kind of a recursive formula (at least when the finite field is the prime field) which quickly leads to many interesting structural facts, such as Riemann hypothesis for CarlitzGoss zeta function, monotonicity in degree, non-vanishing and special identity classification for function field multizeta, as easy consequences.
Zeta and multizeta
For k ∈ Z, put are the multizeta values defined in [8] . See [1, 9] for more details and results on their properties and interpolations. . We refer to [8, 5.6] and references there for this fact, history and some formulas, when k 0, by Carlitz, Lee, Gekeler etc. But note that S d (k) in this reference corresponds to our S d (−k) and also that Theorem 5.6.3 there has two misprints: both in the statement and the proof (i) the exponent of x in the first sum should be −n − 1 rather than −n + 1, (ii) the minus sign is missing in front of the second sum.
Note S 0 (k)
=
2.2.4.
Since we are in characteristic p, we have
So we can often restrict to k's not divisible by p without loss of generality, in many situations. Observe also that S d (k) ∈ F p (t), by considering Gal(F q /F p )-invariance. 
Since S d (k)
,
Carlitz' generating function
By a generating function approach, Carlitz (see [2] , [8, 5.6.3] 
Hypothesis (H1).
In the sum in 2.3, there is unique term of maximum degree among the terms corresponding to various decompositions of k.
Case d = 1
The next case d = 1 is already a little complicated: Claim: s 1 (k) = k + j where j is the least positive integer divisible by q − 1 for which
is non-zero modulo p: We have
Here we use that θ j is 0 if q − 1 does not divide j and is −1 if j > 0 is divisible by q − 1. Note that the sum starts with j = 1 rather than j = 0, because the j = 0 contribution is 1 = q = 0, as we are in characteristic p.
as can be seen directly from this or by reducing, using 2.2.4, to k odd, when j = 1 clearly works.
Recursion in d
Consider the calculation
As we see from the d = 1 case above, the binomial coefficients are zero for
where the minimum is taken over j 0, with (q − 1) | j and
non-zero modulo p, is unique and occurs at j = 0'.
If it holds, then we have the main recursion formula (for q a prime):
(1) Using this iteratively leads to (for q a prime)
where s
1 is the ith iteration of s 1 map. We do not yet know whether Hypothesis (H2) holds, but we will prove this recursion in Theorem 1 for any prime q and k ∈ Z.
3.2.1. By 2.2.4, the recursion works for k = m if and only if it works for all k = mp n .
Reformulation for q = 2
When q = 2, combining the formula (at the end of 3.1) for s 1 (k) with our recursive formula for s d we can describe s d (k) as follows:
Consider the base 2 expansion of k written in the usual way, except for the infinitely many zeros at the left end. Let 2 e 0 be the place value of the first one from the right, 2 e 1 be the place value of the first zero to its left and 2 e i+1 be the place value of the next zero to the left of the zero corresponding to e i . In other words, the base 2 expansion of k looks (with the subscripts corresponding to the exponents of the place value, and where some of the in-between strings of 1's or 0's can be empty) like k = · · · 0 e m+1 0 e m 1 · · · 10 e 3 1 · · · 10 e 2 1 · · · 10 e 1 1 · · · 11 e 0 0 · · · 0.
Then s
e i−1 and so
Remark
Note that when d k, the terms can be combined by arithmetic geometric sum formula, since e i 's all increase by one at each step eventually, so the number of terms does not grow with d, as it seems at first.
Proof of the recursion (1) for any prime q and k ∈ Z Z Z
We first recall some facts about S d (k) for k negative. See [8, 5.6 ] for more on this, Carlitz generating function, special evaluations and references to earlier works by Carlitz, Lee, Goss, Paley, Gekeler etc.
Carlitz, Diaz-Vargas, Poonen, Sheats result
Put y = −k. Then y is positive. We have
Using this, Carlitz, without full justification, gave the following non-vanishing criterion for S d (k):
is non-zero if and only if there is decomposition
It was noticed in [7] that Carlitz argument also gives 
where both sides are either finite or both infinite (see 2.2.3).
Proof. We deal with general prime power q and point out exactly which parts of the argument need q to be a prime. The rest of the arguments work for general q.
The trivial case k = 0 is taken care by 2.2.3, as both sides are then infinite. For k = 0, we will make heavy use of (C1)-(C3) above, without specific mention at each instance of the use. We denote by ⊕ sum without carry over base p.
(I) Let us first consider k < 0 and y = −k > 0.
First we look at the case when some term can be infinite. (s 1 (k) ). The claimed equality follows by using (C2).
We remark that the recipe to find the optimum decomposition (when q is prime) is just that (II) Now consider k > 0. Now In this case, y varies among the multiples of q − 1, but it is big enough so that decompositions exist and by minimization it is small enough so that 'm 0 ' in the notation above is zero. For each such y, there is unique optimum decomposition by (C1)-(C3).
with m i 's corresponding to the unique minimum, when there is one. Consider n large enough so that s d (k − q n ) is finite, as the corresponding decomposition as in So if q is a prime,
As pointed out in this proof, optimal m i 's (i > 0) match for k and q n − k and thus comparing the formulas for s d at negative and positive powers mentioned above, we immediately see 'duality' result as follows.
Theorem 2.
Let k > 0, q be a prime power, then we have
Applications to zeta zero distribution and multizeta

Applications to zeta zero distribution
The Carlitz-Goss zeta values are in fact special values of Goss zeta function defined on C ∞ × Z p .
We refer to [4, Ch. 8] , [8, 5.5, 5.8] for the definitions, motivation and discussion. Its zeros, for a fixed value of the second variable (in Z p ), can a priori lie in the 'complex plane' C ∞ , but do lie on the 'real line' K ∞ . This analog of the Riemann hypothesis in this case was proved in [3, 6, 10] , see also [4, 8] .
Theorem 3. The analog of Riemann hypothesis for F p [t] follows easily from recursion (1).
Proof. We claim that 2s
The formula (1) reduces this statement to the statement with d replaced by d − 1 and k replaced by s 1 (k), and the base case 2s
. This is clear since s 1 (k) > k for any k from any of the above descriptions. This proves the claim. As explained in the references above, e.g. [8, 5.8] , our analog of the Riemann hypothesis follows from this degree jump behavior, because it implies that the Newton polygon for Carlitz-Goss zeta function has slopes increasing at every integral step and hence has simple zeros in K ∞ (analog of the set of real numbers), rather than its algebraic closure where they would be a priori. 2
Remark
Since the analog of the Riemann hypothesis is already known as mentioned before, the only point of this theorem is that it is an easy consequence of (1) and easy, different proof of (1) would thus give an easy and different proof for it. We provide in Section 8 such a proof for q = 2 only and our general proof unfortunately uses ideas of Carlitz, Sheats etc. in the original proof. Proof of our theorem also shows that rather than actual (initial) value of s 1 , it is the recursion that implies the zero distribution. And plausibly some direct recursion for general prime power q case might simplify the proof by Sheats.
Applications to multizeta values
In contrast to the case of the Riemann zeta and the Euler multizeta values at positive integers, where they are defined as sums of positive terms and thus are non-zero, in the function field case, the non-vanishing is not obvious. Indeed, the Carlitz-Goss zeta, at negative integers, are also given by sums, but vanish for negative 'even' integers. At positive k, ζ(k) does not vanish for the simple reason that d = 0 term, being 1, is of degree zero, whereas the terms for d > 0 are of negative degree and thus there is no chance of cancellation. For the depth two multizeta (i.e., with r = 2 in 2.2.2), similarly, we can see using 2. 
noted above together with the obvious base case
Degree bounds and divisibilities
where the right inequality follows from the second generating function formula (and k = k 0 term), the first term of the left inequality follows by looking at terms in the definition of S d (k + 1) and the second term by noting that in the first generating formula, we have terms of negative degree. We can do a little better by looking more closely at second generating function in whose notation 
2.5 and 3.1.
When q
and that the right side is thus the best lower bound in general for s d (k) when q = 2. For an upper bound, we have s 1 (k) 2k, with equality for k a power of 2. So using the iteration formula, s we get for generating function approach. In summary, we have
with each inequality being an equality for infinitely many k's. 
Asymptotic in d for
Divisibility by q
We have seen (2.3.1 Remark (3)) that q divides s 1 (k). The main recursion (1) (or also Hypothesis (H1), i.e., equality in the second displayed formula in 8.1) implies that q divides s d (k), if q is a prime.
Congruence conditions
We have seen that s 1 (k) is congruent to k modulo q − 1. So the recursion relation implies that The referee points out following nice easy consequence of the recursion (1) and (2) which follows directly by induction.
Theorem 7.
We have s Proof. In fact, we show a priori stronger statement that
Theorem 9.
Consider the following statements:
Under Hypothesis (H1) of 2.3, i.e., assuming that the maximum degree term is unique in decomposition for 
Proof. We prove (1), when q = 2, by proving the minimizing condition in 3.2. In fact, using (2), it is enough to show that s
In terms of the expansion of k as in 3.3, we have k − 1 = · · · 0 e m+1 0 e m 1 · · · 10 e 3 1 · · · 10 e 2 1 · · · 10 e 1 1 · · · 10 e 0 1 · · · 1,
So the binomial non-divisibility condition that
is odd, allows us, by Lucas theorem, to restrict positive j's to j such that
where * can either stand for a 0 or 1 with at least one * being 1 at e u th place with u 1 (since it is at least s 1 (k)). ( In the first case, 
Equivalent formula
(This formula, and its generalization in the next section for prime q, was found by Greg Anderson, by computer experimentation trying to solve a recursion in k.) Theorem 11. We have, when q = 2, k > 0, (ii) Earlier sums are preserved: earlier u j+1 + v j + 1 where 1 was from carry over is now the same digit sum without carry over.
But this change decreases u contrary to the minimality assumption. 2
Another formula for d = 1
We continue to assume that q is a prime. We now show that this formula is equivalent to 
This recipe is equivalent to the one above, because u prescribed above is the same as q e i where the sum is over i such that e i = 0 and e i > 0 exactly when q e i can be forced into v-part satisfying the carry-over restrictions. 
Formula for general d and equivalence to recursion
Recursion in k for s 1 (k)
Theorem 13. For general q, and k > 0, we have s 1 
Proof. We use 2.3. The first statement is proved there in the remark (3). For notational convenience, we replace k by k + 1, and write k = k 1 q + k 0 and k + 1 = k 1 q + k 0 for the minimum decompositions in the notation of the remark. Let r := ord q (s 1 (k + 1) ). Then we have s 1 (k + 1) = (k 1 + k 0 + 1)q exactly divisible by q r . Hence the 'no carry over' and 'minimization' conditions imply that k 0 = k 0 + q r−1 + · · · + 1. (Here we use that since q does not divide k + 1, by hypothesis, the last digit of k is not q − 1 and can be increased by one). Thus
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Appendix A. Special evaluations and observations
In this appendix, we collect some special examples, counterexamples, observations and open questions for the benefit of the reader.
A.1. Special simple evaluations of S
Here are some special cases of 2.3:
The following is a little harder to prove directly, but follows from straight manipulations. (See also [9] .)
It follows from simple manipulations from above formulas, with deg (A simple corollary is that 
, so that the inequality is justified.
Note that explicit evaluation above gives 
A.4. s d (k) with k negative: short tables
We We can use the 'duality' to study these properties also. But we proceed directly. We collect these facts in 
If further q is prime, then
. Gebhard Boeckle has informed us that S L (k) = 0 follows easily from [6] and also from his cohomological approach.
A.6. Case q = 4
Complicated nature of s 1 for general q makes the general case difficult. We discuss s 1 in more detail now.
We do not have a nice 'formula' in general, but the following 'recipe' for q = 4 case is almost as simple computationally.
Recipe for s 1 (k + 1) when q = 4.
Case 0, k + 1 is even: We can take out power of 2 by using 2.2.4, so we assume that k + 1 is odd.
Even when it is even, sometimes it is better to get direct answer. For example, 
, with m 2, we have u = the sum of all odd powers of 2 up to 2 +m−1 , if m is odd and u = the sum of all odd powers up to 2 plus all even powers from 2 +1 up to 2 +m−1 , if m is even.
(Proofs are similar as above. We always use the simple principle that if some u, with highest power 2 in it, works for a given k then the same u works for k obtained from k by changing powers higher than 2 +2 .)
A.7. Remark on monotonicity
As a function of k > 0, s d (k) may not monotonically increase, as the example q = 3, d = 1 and k = 3, 4 already shows. In fact, if q = 2, by 2.2.4, s 1 (2 n ) = 2 n+1 and we will see below that s 1 (2 n +1) = 2 n − 2.
A.8. Remark on Hypothesis (H1)
First note that since q divides b(i, d), under Hypothesis (H1), we see that q divides s d (k) for positive k and then by duality (Theorem 2), the same holds for negative k also. There is no carry over in digit sums, but the contributions are the same by the calculation above. Hence, e.g. if q = 4, because the degrees match and top coefficients are one (as they are in F p ), the total degree of the two terms is less.
A.9. Remark on Hypothesis (H2)
The minimum in Hypothesis (H2) is not necessarily at j = 0 if we drop the binomial coefficient condition: e.g. 
A.10. Hypothesis (H3)
The numerical data suggests
Hypothesis (H3). s d (k) < s d (k + 1) when k is not divisible by p.
We have proved more refined version of the special case, d = 1, q prime, in Theorem 13.
A.11. Counter-examples when q is not a prime
The converse of (I)(ii) in proof of Theorem When k + 1 = 2 * 4 n + 4 n − 1, it fails, even for d = 1 (e.g. for k + 1 = 11, it gives wrong answers 44 and 220 for d = 1, 2, respectively).
A.12. Open questions
It would be nice to settle the status of Hypotheses (H1)-(H3) (note that we have not used them in any proofs or theorems, but they are just interesting observations), get simple recursion or formulas of the type of Section 9, for general q (and also for negative k's) and see whether the applications (which are easy consequences of our recursion when q is prime) generalize for any q, say by generating function approach or by direct applications of Sheats' and our algorithm for k negative and positive, respectively.
