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Possible anisotropic spin singlet pairings in Bi2X3 (X is Se or Te) are studied. Among six pairings
compatible with the crystal symmetry, two novel pairings show nontrivial surface Andreev bound
states, which form flat bands and could produce zero bias conductance peak in measurements like
point contact spectroscopy. By considering purely repulsive short range Coulomb interaction as
the pairing mechanism, the dominant superexchange terms are all antiferromagnetic, which would
usually favor spin singlet pairing in Bi2X3. Mean field analyses show that the interorbital pairing
interaction favors a mixed spatial-parity anisotropic pairing state, and one pairing channel with zero
energy surface states has a sizable component. The results provide important new information for
future experiments.
PACS numbers: 74.20.Rp, 73.20.At, 74.20.Mn, 71.10.Fd
I. INTRODUCTION
CuxBi2Se3 is the first superconductor emerging from
a three dimensional topological insulator (TI).[1, 2] As a
bran-new superconducting (SC) material with topologi-
cally nontrivial normal state, it has been suspected to be
a time reversal invariant (TRI) topological superconduc-
tor (TSC), which supports Andreev bound states (ABS)
on the surface.[3–7] The surface ABS in TSCs are mass-
less Majorana fermions, which are novel particles identi-
cal to their antiparticles and are under intensive search
also because of their prospect of application in topologi-
cal quantum computing.[8]
Based on a phenomenological on-site attractive inter-
action, Fu and Berg indeed find some triplet pairings
that support surface ABS in CuxBi2Se3.[3] Subsequent
point contact spectroscopy experiments observed zero
bias conductance peaks (ZBCPs), providing smoking-gun
evidence for the existence of surface ABS.[7] Though re-
cently there are reports advocating conventional s wave
pairing[9], the majority of experiments are indicating the
unconventional nature of the pairing in CuxBi2Se3.[7, 10–
15] For examples, a specific heat measurement on one
hand suggests a fully gapped pairing while on the other
hand is not in full agreement with BCS prediction.[13]
Meissner effect measurements show an unusual field de-
pendence of the magnetization, which is argued to be
consistent with odd-parity spin triplet pairing.[14] Up-
per critical field measurements show the absence of Pauli
limiting effect, contrary to conventional isotropic s wave
pairings, pointing to a very likely triplet pairing.[15]
There are definitely more works needed to identify the
genuine pairing symmetries of CuxBi2Se3 and the pres-
sure induced SC state of Bi2Te3 and Bi2Se3.[16–18] One
important question, which is by and large disregarded up
to now, is the possible relevance of anisotropic spin sin-
glet pairings to these new superconductors.[4, 15] Since
the anisotropic spin singlet parings are more commonly
realized than triplet pairings among all unconventional
superconductors, including the well-known cuprates and
iron pnictides, it is highly desirable to explore this pos-
sibility. In this direction, one interesting open ques-
tion is whether a possible anisotropic spin singlet par-
ing can support surface ABS that could give a ZBCP in
point contact spectra and scanning tunneling microscopy
(STM) experiments. Since the observation of ZBCP is
considered to be a clear indication of possible unconven-
tional pairing, it is very important to identify theoreti-
cally this possibility.
The above topic is interesting also in the symmetry
classification of superconductors. Since spin-orbit in-
teraction is important for Bi2X3 (X is Se or Te), TRI
pairings all belong to the DIII symmetry class.[19] In
this symmetry class, while known topologically nontriv-
ial pairings are all spin triplet[3, 19–21], it is unclear if
spin singlet pairings can also have nontrivial topologi-
cal properties. The present system of Bi2X3 provides a
good candidate to explore this possibility. In the work
presented below we show that, when anisotropic pairing
is considered, two interorbital singlet pairings give zero
energy surface states and hence ZBCP in point contact
spectra and STM experiments.
The remaining part of the paper is organized as follows.
In Sec. II we construct a tight binding model by using
group theory and mapping to an existing minimal model
defined close to the Brillouin zone (BZ) center. Then we
analyze the possible anisotropic spin singlet pairings from
purely symmetry considerations, with an antiferromag-
netic exchange term in the mind as a phenomenological
mechanism for giving these pairings. The gap structures
and spectral properties of the various pairings are then
analyzed in detail. In Sec. III, we start from a purely
repulsive short range Coulomb interaction and derive the
dominant superexchange channels relevant to Bi2Se3 and
Bi2Te3. Then a self-consistent mean field calculation in
terms of a t−U−V−J model is performed, which shows
that the actual pairing is always a mixture of several
components of the anisotropic singlet pairings identified
2in Sec. II. In Sec. IV, we discuss the implications of our
work for experiments and then give a summary of the
results. More technical details related to the results are
provided in the Appendices.
II. SINGLET PAIRINGS EMERGING FROM A
PHENOMENOLOGICAL MECHANISM AND
SYMMETRY ANALYSIS
To analyze the possible anisotropic spin singlet pair-
ings for Bi2X3, we first identify all the possible
anisotropic spin singlet pairing channels in a general
manner from symmetry considerations and then analyze
their properties. The actual relevance and the most prob-
able channel of the anisotropic spin singlet pairings are to
be presented in the next section. So, we consider in this
section a realistic model for the band structure and a phe-
nomenological correlation term that supports only spin
singlet pairings. The model thus consists of two terms
H = H0 +Hex, in which H0 is a tight binding term giv-
ing rise to the normal state band structure and Hex is
an exchange term that could give rise to the desired spin
singlet pairings.
Bi2X3 materials belong to the D
5
3d space group, which
consists of Bi2X3 quintuple layers stacked along the out
of plane direction. Former theoretical studies on this ma-
terial system are mostly based on two orbital k · p mod-
els defined close to the Γ point.[22–24] To consider the
SC phase transition, we construct a tight binding model
with the correct symmetry in the full BZ.[25] Instead of
working in the original BZ for a D53d space group[22, 23],
we consider a hexagonal BZ corresponding to an equiv-
alent hexagonal lattice with two orbitals per unit cell,
for its simplicity and capability to respect the low energy
symmetries and to account for physical properties of the
system, as verified in previous studies.[4, 7, 26] Take the
basis vector as φ†
k
= [a†
k↑, b
†
k↑, a
†
k↓, b
†
k↓], in which a and b
operators correspond to the two orbitals, the tight bind-
ing model is (see Appendix A for details)
H0(k) = ǫ(k)I4 +M(k)Γ5 +B0cz(k)Γ4 +A0[cy(k)Γ1
−cx(k)Γ2] +R1d1(k)Γ3 +R2d2(k)Γ4, (1)
in which ǫ(k) = C0+2C1[1−cos(k ·δ4)]+
4
3C2[3−cos(k ·
δ1) − cos(k · δ2) − cos(k · δ3)]. M(k) is obtained from
ǫ(k) by making the substitutions Ci → Mi(i = 0, 1, 2).
cx(k) =
1√
3
[sin(k · δ1) − sin(k · δ2)], cy(k) =
1
3 [sin(k ·
δ1) + sin(k · δ2) − 2 sin(k · δ3)], and cz(k) = sin(k · δ4).
Finally, d1(k) = −
8
3
√
3
[sin(k · a1) + sin(k · a2) + sin(k ·
a3)] and d2(k) = −8[sin(k · δ1) + sin(k · δ2) + sin(k ·
δ3)]. Here, the four independent nearest neighbor (NN)
bond vectors of the effective hexagonal lattice are δ1 =
(
√
3
2 a,
1
2a, 0), δ2 = (−
√
3
2 a,
1
2a, 0), δ3 = (0,−a, 0), and
δ4 = (0, 0, c), with a and c denoting in plane and out-of-
plane lattice parameters.[27] The three in plane second
nearest neighbor (2NN) bond vectors in d1(k) are a1 =
δ1− δ2, a2 = δ2− δ3, and a3 = δ3− δ1. Expanding close
to the Γ point, the above model is easily shown to reduce
to the same form as Eqs. (16) and (17) in Liu et al.[23]
Demanding that the expanded model is the same as that
in Liu et al, the parameters are determined as shown in
Table I. In actual calculations, we change the value ofM1
to the bracketed value of 0.62 eV (0.102 eV) for Bi2Se3
(Bi2Te3) which yields a band gap of approximately 0.26
eV (0.06 eV).[22] All other parameters will be kept as
given in Table I.
TABLE I: Parameters in the tight binding model obtained by
comparing with a k · p model[23], in units of electron volts.
Bracketed values of M1 are those actually used.
C0 C1 C2 M0 M1
Bi2Se3 -0.0083 0.063 1.774 -0.28 0.0753 (0.62)
Bi2Te3 -0.18 0.0634 2.59 -0.3 0.027 (0.102)
M2 A0 B0 R1 R2
Bi2Se3 2.596 0.804 0.237 0.713 -1.597
Bi2Te3 2.991 0.655 0.0295 0.536 -1.064
In Eq. (1), I4 is the 4 × 4 unit matrix. The form of
the Γ matrices depends on the choice of bases for the two
orbitals. In the original k · p model[22, 23], the two or-
bitals are chosen to have definite parity. Here, we choose
a basis set in which the two orbitals have the physical
meaning of local pz orbitals residing on the top and bot-
tom Se (or Te) layers of a quintuple unit hybridized with
pz orbitals in neighboring Bi layers.[3, 4, 7, 23, 24, 26]
The two basis sets are related by a simple unitary trans-
formation. We thus have Γ1 = s1 ⊗ σ3, Γ2 = s2 ⊗ σ3,
Γ3 = s3⊗σ3, Γ4 = −s0⊗σ2, and Γ5 = s0⊗σ1.[22, 23] si
and σi are Pauli matrices for the spin and orbital degrees
of freedom.
To study possible spin singlet pairings, Hex is re-
stricted to contain only antiferromagnetic (AF) terms
up to NN in plane bonds. The AF exchange terms are
known to be able to give rise to spin singlet pairings.[28–
30] Since there are two orbitals, we have both intraorbital
and interorbital terms, thus Hex = Hintra+Hinter. They
are written generally as
Hintra =
∑
iδα
Jαi,i+δ(Siα · Si+δ,α −
1
4
nˆαi nˆ
α
i+δ), (2)
and
Hinter =
∑
iδ
Jab
i,i+δ(Sia · Si+δ,b −
1
4
nˆa
i
nˆb
i+δ), (3)
where i runs over unit cells, δ runs over the six NN in
plane bonds ±δj (j=1, 2, 3), and the α summation in
Hintra runs over the two orbitals. nˆ
α
i
= nˆiα↑ + nˆiα↓ is
the electron number operator for α orbital.
Out of all the possible spin singlet pairing channels
contained in Hex, we focus on those pairings compat-
ible with the crystal symmetry of the Bi2X3 materi-
als. Taking advantage of the various irreducible rep-
resentations identified earlier by Liu et al [23], we find
3six TRI k-dependent pairings which are compatible with
the crystal symmetry and are spin singlets (See Ap-
pendix C). The six pairings identified include two in-
traorbital channels belonging to the Γ˜+3 representation,
which are ∆jφ
†
k
iΓ31(φ
†
−k)
Tϕj(k) (j=1, 2). ∆j are the
magnitudes of the pairing terms. Γ31 = s2 ⊗ σ0.
ϕ1(k) = cos(k·δ1)−cos(k·δ2) = −2 sin(
√
3
2 kxa) sin(
1
2kya)
and ϕ2(k) = 2 cos(k · δ3) − cos(k · δ1) − cos(k · δ2) =
2[cos(kya) − cos(
√
3
2 kxa) cos(
1
2kya)]. There are also two
interorbital pairings belonging to the Γ˜+3 representation,
which could be obtained from the above two pairing
terms by substituting Γ31 by Γ24 = s2⊗ σ1 and identify-
ing ϕ3(4)(k) = ϕ1(2)(k). The other two pairing channels
belong to Γ˜−3 and are ∆jφ
†
k
iΓ25(φ
†
−k)
Tϕj(k) (j=5, 6), in
which Γ25 = s2 ⊗ σ2, ϕ5(k) = sin(k · δ1) − sin(k · δ2) =
2 sin(
√
3
2 kxa) cos(
1
2kya) and ϕ6(k) = sin(k · δ1) + sin(k ·
δ2)−2 sin(k·δ3) = 2 sin(
1
2kya)[cos(
√
3
2 kxa)+2 cos(
1
2kya)].
In the following discussions, we use ∆j to refer to the j-
th pairing defined above, in places where confusion is not
incurred.
The wave vector dependencies of the various pairing
components determine their gap structures. For experi-
mentally relevant chemical potentials, states on the Fermi
surface are all close to the Γ = (0, 0, 0) point of the BZ,
it is thus enough to focus on small wave vectors. For
the first and the third pairings, ϕ1(k) = 0 gives two line
nodes of the gap along kx = 0 and ky = 0. The other
nodes determined by kx =
2pi√
3a
or ky =
2pi
a are unlikely to
occur since they lie on the BZ boundary and are far away
from the Fermi surface. For the second and the fourth
pairings, the line nodes are determined by ϕ2(k) = 0
and satisfy 4 cos(12ky) = cos(
√
3
2 kx)+α
√
cos2(
√
3
2 kx) + 8,
α = ±. Note that, for each kx, there are two solutions
for ky for each α. Usually, only the two solutions re-
lated to α = + lie on the Fermi surface, so the second
and fourth pairings in general also have two lines nodes.
Similarly, from ϕ5(k) = 0 we know that the fifth pair-
ing usually has only one line node determined by states
on the Fermi surface with kx = 0. And finally the sixth
pairing also has only one set of line nodes determined by
ϕ6(k) = 0, consisting of states on the Fermi surface with
ky = 0. Among the six pairings identified, the fifth (∆5)
and the sixth (∆6) pairings are peculiar in that, though
spin singlet, they have p-wave like odd k dependencies
for small wave vectors, which together with their odd
orbital-parity is consistent with their spin singlet nature.
Here, we define spatial-parity and orbital-parity as the
parities of the SC order parameter related with rever-
sal of the wave vector and exchange of the two orbitals,
respectively.
To check properties of the pairings identified above,
we first calculate their surface local density of states
(SLDOS), which are directly observable via point con-
tact spectra.[7, 10, 11] The SLDOS are defined as the
surface spectral function averaged over the surface wave
vectors, that is ρs(ω) = N
−1
s
∑
kxy
A(kxy, ω), in which
FIG. 1: The surface (SLDOS) and bulk (BLDOS) local den-
sity of states, for three typical SC pairings that could possi-
bly realize in Bi2Se3 (a, c, e) and Bi2Te3 (b, d, f). (g) and
(h) show results for representative mixed pairing states. The
chemical potential and nonzero pairing components and their
amplitudes are as indicated.
Ns is the number of wave vectors kxy in the surface
BZ.[7] A(kxy , ω) is the surface spectral function defined
as imaginary part of the electronic surface Green’s func-
tions (GF) obtained in terms of the iterative GF method
(or, transfer matrix method).[4, 26] See Appendix D for a
brief explanation of our usage of the iterative GF method.
To distinguish possible surface-state contributions, we
calculate simultaneously the bulk local density of states
(BLDOS), which are obtained easily from the bulk GF.
In these calculations, we first add directly a certain pair-
ing term to H0 without regarding its origin, to focus on
a single pairing channel.
As shown in Figs. 1(a) to 1(f) are the LDOS for three
typical pairings, for Bi2Se3 (Bi2Te3) system at electron
(hole) fillings specified by the chemical potentials as indi-
cated. For the same pairing, qualitatively similar results
are obtained for the two systems. BLDOS for the ∆1 to
∆4 pairings all show a V-shape demonstrating the linear
density of states at the chemical potential. The SLDOS
for these pairings are all similar to the BLDOS, indicating
4that there are no topological nontrivial surface ABS. Very
interestingly, in Figs. 1(e) and 1(f) which are typical re-
sults for both ∆5 and ∆6 pairings, while the BLDOS still
shows a linear density of states, a sharp zero energy peak
appears in the SLDOS. This peak structure is reminiscent
of the ZBCP observed in some point contact spectra mea-
surements in superconducting CuxBi2Se3.[7, 11] While
these zero energy peaks imply sharp ZBCPs in point con-
tact spectra and STM experiments, they would broaden
at finite temperature and thus within the experimental
resolution.[5, 7] We also find that, a TRI pairing consist-
ing of a mixture of ∆5 or ∆6 and other pairings preserves
the novel zero energy peak in the SLDOS, see Figs. 1(g)
and 1(h) for typical examples. Note that, because all the
six pairings share the gap node at kx = ky = 0, the com-
posite pairing consisting of several pairing components
is still gapless in the bulk. This explains the V-shape
BLDOS shown in Figs.1(g) and 1(h).
The surface ABS are more clearly seen from the sur-
face spectral functions, as shown in Fig. 2 for ∆6. Along
(kx, 0) direction of the surface BZ, the superconductor
has a line node. Along other directions such as (0, ky)
in Fig. 2, a SC gap opens, the surface ABS are clearly
present and form a flat band. This is similar to the sur-
face ABS in some nodal spin triplet pairings.[4, 7] Though
the topological numbers for ∆5 and ∆6 with nodal lines
are difficult to calculate directly [7, 31, 32], the number
counting of zero energy surface ABS are also indicative
of important conclusions. By explicitly calculating the
eigenstates for a thin film of the ∆6 pairing, we con-
firmed that a single Kramers’ pair of ABS exists on both
the top and the bottom surfaces. Since an odd number of
Kramers’ pairs of surface states are generally protected
from TRI perturbations, the gapless surface ABS for ∆5
and ∆6 should also be topologically stable.
III. PAIRINGS EMERGING FROM PURELY
REPULSIVE COULOMB INTERACTIONS
Before studying further properties of the novel spin
singlet pairings identified above, it is important to ask
if the spin singlet pairings are actually relevant to the
superconducting state of Bi2X3 (X is Se or Te). That
is, whether or not spin singlet pairing is the dominant
pairing channel for realistic pairing mechanisms. Since
evidences have appeared that Bi2Se3 is a sizable cor-
related electron system [33, 34], whereas the electron-
phonon coupling (EPC) in the present system is generally
considered to be smaller than BCS superconductors[35–
38], we would here take the purely repulsive short range
Coulomb interaction as the pairing mechanism for Bi2X3.
Since EPC usually favors spin singlet pairings, the follow-
ing study stands as a more stringent test for the relevance
of spin singlet pairings.
Compatible with our orbital convention, the Coulomb
FIG. 2: The surface spectral function for the sixth pairing
identified in this work, for (a) electron doped Bi2Se3 and (b)
Bi2Te3 with Fermi surface crossing the valence band. The
darker the color, the larger the spectral weight.
repulsion terms are conveniently added to H0 as
H1 = U
∑
iα
nˆiα↑nˆiα↓ + V
∑
i
nˆai nˆ
b
i , (4)
in which α runs over the two orbitals. Since the two or-
bitals in the present model reside on different sites within
a unit cell, we do not include the Hund’s coupling term
between them.[34] In addition, we expect the on-site in-
traorbital correlation stronger than the inter-site interor-
bital correlation, that is U > V > 0.
Starting from H0 + H1, the dominant superexchange
couplings are derived using standard projection operator
method (Schrieffer-Wolf transformation).[39] Here, we re-
tain the lowest order terms up to two site correlations.
The superexchange terms are derived first at half fill-
ing. The relation U > V imposes a local intraorbital
no-double-occupancy condition. In principle, each hop-
ping parameter and every pair of two different hopping
parameters listed in Table I could mediate a superex-
change term. However, since the magnitudes of the vari-
5ous parameters differ greatly, we expect that the superex-
change terms mediated by the largest several parameters
in Table I dominate the actual pairing instability. We
thus select C2, M2 and R2, which are apparently larger
than the other parameters. We find that C2 mediates
the term Hintra, with J
α
i,i+δ =
8C22
9U independent of δ.
M2, R2 and their crossing mediate three interorbital su-
perexchange terms, which combine to give Hinter , with
Jab
i,i+δ =
(8R2)
2
U [1 + (−1)
η(δ) M2
6R2
]2. η(δ) arises from the
crossing term between M2 and R2 and is defined as 0 (1)
for δ = δj (δ = −δj), with j=1, 2, 3. Thus, the AF ex-
change terms conceived in Eqs. (2)-(3) emerge naturally
in Bi2X3 if we consider short range repulsive Coulomb in-
teraction as the pairing mechanism. Other parameters,
such as A0 in Table I which could mediate superexchange
correlations favoring triplet pairings, are too small to be
competitive with the identified terms, for both Bi2Se3
and Bi2Te3. More details about the derivation of the
dominant superexchange terms can be found in Appendix
B. In conclusion, pairings mediated by purely repulsive
short range Coulomb interactions are dominantly spin
singlet in Bi2X3.
Besides confirming the hypothetical form of Hex, an
interesting new consequence of the above derivation is
that Hinter only has C3 symmetry with respect to c-axis,
which is clear from the δ-dependency of η(δ). This fea-
ture inherits directly from the R2 term, because the cross-
ing term between R2 andM2 is linear in R2. An immedi-
ate consequence of this real space anisotropic correlation
is that it explicitly breaks the in plane inversion symme-
try of Hex, which implies that the in plane spatial-parity
is not a good quantum number and the resulting pair-
ing would be a mixture of even and odd spatial-parity
states. The spatial-parity mixing effect is more clearly
seen from the Fourier transformation of the interorbital
pairing potential in Hinter , which is
Jab
k,k′ =
(8R2)
2
NU
3∑
j=1
{[1 +
M22
(6R2)2
] cos(k− k′) · δj
+i
M2
3R2
sin(k− k′) · δj}, (5)
with N the number of unit cells in the whole lattice. This
dynamical generation of an inversion symmetry break-
ing correlation term is an essential feature of the present
model and is intrinsic to Bi2X3 materials. We also men-
tion that, though the R2 term in H0 already breaks the
in-plane inversion, the present correlation term is differ-
ent because firstly it depends also on M2 and emerges as
a crossing term between the M2 and R2 terms, secondly
the mixing of pairings with even and odd spatial-parity
is now explicit and their relative phase and weight are
determined by the correlation term itself.
To see the relative importance of the six pairings iden-
tified formerly by symmetry, we have performed mean
field calculations at zero temperature, in terms of a
t−U−V−J type full model H = H0 + H1 + Hex (see
Appendix C for details). First, we decouple Hex by in-
troducing nonequivalent bond pairing terms.[28–30] Six
intraorbital pairings for the a orbital are introduced as
χν±a = 〈ai±δν ,↓ai↑ − ai±δν ,↑ai↓〉 (ν = 1, 2, 3). Another
six intraorbital pairings χν±b are similarly defined for
the b orbital. Six interorbital pairings are introduced
as χν±ba = 〈bi±δν ,↓ai↑ − bi±δν ,↑ai↓〉 (ν = 1, 2, 3). A trans-
lational invariant pairing phase is assumed, so that the
18 pairing terms are independent of i. Since we focus
on the SC phase, the decoupling of Hex to the normal
phase is disregarded. Terms in H1 are decoupled in the
simplest manner as nˆ1nˆ2 → 〈nˆ1〉nˆ2 + nˆ1〈nˆ2〉 − 〈nˆ1〉〈nˆ2〉.
For each set of parameters (U , V and doping or chemical
potential), we then get the 18 mean field pairing order
parameters self-consistently from many different initial
values. Finally, the amplitudes of the six pairing terms
are projected out of the solution.[28–30] We find that,
for parameters typical for Bi2Se3 and Bi2Te3, the domi-
nant pairing channel is a mixture of ∆4 and ∆6 pairings
with a tiny admixture of the ∆2 pairing. All other pair-
ing components are identically zero. In addition, though
there are usually several coexisting pairing components,
the pairing is time reversal invariant up to a global U(1)
phase, same as the conclusion of a similar calculation
for iron pnictides.[28] We emphasize that the two main
features of the results, coexistence of several pairing com-
ponents and the time reversal invariance of the full pair-
ing, are true for all model parameters that we have tried,
which are spanned by U ∼ [8 eV, 20 eV], V ∼ [5 eV, 8 eV]
and x ∼ [−0.08, 0.16] (x is the number of excess electrons
in each unit cell). The robustness of the two features are
consequences of the interorbital superexchange correla-
tion term, as shown in Eq.(5), from which the pairings of
even spatial-parity and of odd spatial-parity always ap-
pear together in a time reversal invariant combination.
We should confess that the present mean field studies
underestimate the fluctuation effect and the competition
from possible magnetic normal states, so that the pair-
ing instability is overestimated. However, the dominant
pairing channel should still be spin singlet even if these
corrections are taken into account, which are left to fu-
ture works.
IV. EXPERIMENTAL IMPLICATIONS AND
SUMMARY
The novel spin singlet pairings, ∆5 and ∆6, could be
distinguished experimentally from other candidate pair-
ings. Firstly, since they give quite different surface spec-
tral functions[4, 7], the correct pairing symmetry could
be read from ARPES if the precision of measurement can
reach the order of ∼ 0.1 meV.[2] Secondly, the SLDOS
which could be probed by point contact spectroscopy or
STM can also be used to discriminate among the candi-
date pairings. For example, the fully gapped interorbital
triplet pairing gives an in-gap nonzero energy double-
peak structure in SLDOS at low temperature and for
6good contact.[5, 7] However, the ∆5 or ∆6 pairing al-
ways gives a single ZBCP. While our proposal is in bet-
ter agreement with existing experiments[7, 10–12], more
measurements are desired to get a definite conclusion.
Thirdly, the static spin susceptibilities show clear differ-
ences for different candidate pairings and thus could be
used to discriminate some of them. Fourthly, the thermal
conductivity which depends sensitively on the anisotropy
of the pairings was proposed to discriminate two triplet
pairings.[40] It should also be able to tell ∆5 or ∆6 pair-
ing from the other candidate (triplet) pairings. Details
that lead to the above conclusions are to be published
elsewhere. Besides the above proposals, our spin singlet
pairing state is not in direct contradiction with existing
experiments. Not only for experiments pointing to polar
or anisotropic pairings, it could also be in agreement with
a specific heat experiment which shows that the pairing
has a fully gapped component.[13] Though the novel sin-
glet pairings ∆5 or ∆6 are both gapless, a fully gapped
k-independent interorbital spin singlet component could
be readily added into our mixed pairing state to give the
experimental feature (see Appendix B).
To summarize, we have studied the possible anisotropic
spin singlet pairings in Bi2X3 (X is Se or Te). Two
novel interorbital spin singlet pairings with odd spatial-
parity and odd orbital-parity support surface ABS, which
form zero energy flat bands. The presence of only one
Kramers’ pair of ABS on each surface implies that they
should be topologically stable against TRI perturbations.
Considering purely repulsive short range Coulomb inter-
action as the pairing mechanism, the low energy effec-
tive model turns out indeed to be dominated by spin-
singlet-favoring AF correlations. Besides, the interorbital
AF correlation favors a pairing state with mixed spatial-
parity. It would be interesting to see if this prediction
can be verified by future experiments.
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Appendix A: Tight Binding Model
Here, we construct a tight binding model for the bulk
electronic structures of Bi2Se3, CuxBi2Se3 and Bi2Te3
materials from symmetry considerations. As illustrated
in the main text, we replace the actual lattice with
D53d space group symmetry by a hexagonal lattice with
two orbitals per unit cell. Take in-plane (labeled as
the xy plane) and out-of-plane (labeled as the z direc-
tion) lattice parameters as a and c, the four indepen-
dent nearest-neighbor (NN) bond vectors of the effective
hexagonal lattice are δ1 = (
√
3
2 a,
1
2a, 0), δ2 = (−
√
3
2 a,
1
2a, 0), δ3 = (0,−a, 0), and δ4 = (0, 0, c). We take the
lattice parameters as a=4.14 A˚(4.38 A˚) and 3c=28.64
A˚(30.487 A˚) for Bi2Se3 (Bi2Te3).[27] Small changes in a
and c for the SC state of Bi2X3 are neglected.[1, 2, 16, 17]
For Bi2Te3, we consider the SC transition under ambient
pressure without structural transition and so the symme-
try keeps as D53d.[17]
Since spin-orbit interaction is important in Bi2X3, we
have to consider the double group of the D53d space group
to get a proper tight binding model. Following the no-
tations of Liu et al [23], we write the generators of the
point group for D53d as R3 (threefold rotation, about the
symmetry line parallel to z axis), R2 (twofold rotation,
about the symmetry line parallel to x axis) and P (in-
version). For the double group, introduce the operator C
to represent 2π rotation. The characters for the various
irreducible representations are then as shown in Table
I.[23, 25]
Same as in the main text, we take the basis vector as
φ†
k
= [a†
k↑, b
†
k↑, a
†
k↓, b
†
k↓], in which the two orbitals rep-
resented by the a (not to be confused with the in-plane
lattice parameter) and b operators denote local pz or-
bitals residing on the top and bottom Se (Te) layers of
a Bi2Se3 (Bi2Te3) quintuple unit hybridized with pz or-
bitals in neighboring Bi layers. The fact that a min-
imal model consisting of the above two hybridized pz
orbitals is enough for the low energy physics of topo-
logical insulators like Bi2Se3 and Bi2Te3 has been es-
tablished in previous works.[22–24] With this basis at
hand, and define si and σi as Pauli matrices for the spin
and orbital degrees of freedom, we can write the vari-
ous symmetry operations in matrix form.[23] The time
reversal operator is T = is2 ⊗ σ0K, where K denotes
the complex conjugation and σ0 is the 2× 2 unit matrix
in orbital subspace. Matrix for the threefold rotation is
R3 = e
i(s3⊗σ0/2)θ = cos θ2 + is3⊗σ0 sin
θ
2 , with θ = 2π/3.
The twofold rotation is R2 = is1 ⊗ σ1. The matrix for
inversion is P = s0 ⊗ σ1, with s0 the 2 × 2 unit matrix
in spin subspace. Finally, we may also write out the ma-
trix for C, the 2π rotation, which should be written as
−s0 ⊗ σ0.
Denote byH0(k) the 4×4 Hamiltonian matrix for wave
vector k in the basis of φ†
k
. The translational invari-
ance (or, periodicity) of the material in real space im-
plies that H0(k) is a periodic function of the reciprocal
lattice vectors in the extended zone scheme.[25] Accord-
ing to Bloch’s theorem, H0(k) could be Fourier expanded
in terms of the real space lattice. Since the reciprocal
lattice have the same symmetry as the real space lattice,
H0(k) should be an invariant under the action of the D
5
3d
double group. So, the general form of H0(k) conforming
7TABLE II: Character table for the double group of D53d (R3¯m).[23, 25]
D3d(3¯m) E 2R3 3R2 P 2PR3 3PR2 C 2CR3 3CR2 CP 2CPR3 3CPR2
Γ˜+1 1 1 1 1 1 1 1 1 1 1 1 1
Γ˜+2 1 1 -1 1 1 -1 1 1 -1 1 1 -1
Γ˜+3 2 -1 0 2 -1 0 2 -1 0 2 -1 0
Γ˜+4 1 -1 i 1 -1 i -1 1 −i -1 1 −i
Γ˜+5 1 -1 −i 1 -1 −i -1 1 i -1 1 i
Γ˜+6 2 1 0 2 1 0 -2 -1 0 -2 -1 0
Γ˜−1 1 1 1 -1 -1 -1 1 1 1 -1 -1 -1
Γ˜−2 1 1 -1 -1 -1 1 1 1 -1 -1 -1 1
Γ˜−3 2 -1 0 -2 1 0 2 -1 0 -2 1 0
Γ˜−4 1 -1 i -1 1 −i -1 1 −i 1 -1 i
Γ˜−5 1 -1 −i -1 1 i -1 1 i 1 -1 −i
Γ˜−6 2 1 0 -2 -1 0 -2 -1 0 2 1 0
to symmetry is [25]
H0(k) =
∑
j,αν
ajανgjα(k,dν)O
jα, (A1)
where dν represent lattice vectors connecting sites at the
ν-th nearest-neighbor, gjα(k,dν) is symmetrized com-
bination of Fourier functions of the form eik·dν which
transforms as the α-th component of the j-th irreducible
representation of D53d double group, O
jα is a basis ma-
trix function also transforming as the α-th component
of the j-th irreducible representation of the symmetry
group, and ajαν is a constant indicating the contribution
of this term to the band structure. The above form is
uniquely determined by group theory. Once the energy
bands at high symmetry points of the BZ is known from
experiments or first principle calculations, the coefficients
{ajαν} could be fixed by a minimization procedure. The
model determined by the above Slater-Koster method is
naturally a tight binding model if the number of relevant
dν is finite and ajαν for further neighbor contributions
are negligible.
For the materials of interest to us here, the most reli-
able and detailed data about the low energy band struc-
ture is around the BZ center, that is the Γ point.[23]
Since the properties close to the Γ point is of most inter-
est to us, this information though insufficient to obtain
a model which could produce the correct complete band
structure should still be able to provide us a model of
the correct global symmetry with correct behavior close
to the Γ point. On the other hand, we suppose that a
tight binding model (TBM) is sufficient to give a good
description of the electronic band structure, in terms of
dν as short ranged as possible.
The basis matrix functions are formerly constructed by
Liu et al.[23] They are cited here as the second column of
Table II. Their time reversal properties are cited as the
third column. In our orbital convention, the Γ matrices
are defined as Γ1 = s1 ⊗ σ3, Γ2 = s2 ⊗ σ3, Γ3 = s3 ⊗ σ3,
Γ4 = −s0 ⊗ σ2, Γ5 = s0 ⊗ σ1, and Γij = [Γi,Γi]/2i are
commutators of corresponding Γi.[22, 23] In addition, I4
is the 4×4 unit matrix.
The gjα(k,dν) function is constructed by pro-
jection operators pertaining to various irreducible
representations.[25] Since only the character table is
available, we could only construct the character projec-
tion operator which generate symmetrized Fourier func-
tions that are linear combinations of the various com-
ponents of an irreducible representation. The character
projection operator is defined as
Pˆ (j) =
nj
h
∑
R
χ(j)(R)∗PˆR, (A2)
where j labels a certain irreducible representation, nj is
the dimension of this representation, h is total number of
symmetry elements R in the group, χ(j)(R) is the char-
acter of R in the j-th irreducible representation, and PˆR
is the symmetry operator for the symmetry element R.
To get a basis pertaining to wave vector k and the j-
th irreducible representation in terms of dν , we act Pˆ
(j)
on eik·dν . First of all, since PˆC keeps eik·dν invariant,
no basis of the prescribed form could be constructed for
the six irreducible representations Γ˜±4 , Γ˜
±
5 , and Γ˜
±
6 . For
Γ˜+1 , first consider d0 = (0, 0, 0), we get Pˆ
(Γ˜+
1
)1 = 1. So,
a constant could be taken as a basis for (and only for)
Γ˜+1 . Now consider a NN bond δ1 = (
√
3
2 a,
1
2a, 0), we have
Pˆ (Γ˜
+
1
)eik·δ1 = 13 [cos(k ·δ1)+cos(k ·δ2)+cos(k ·δ3)]. The
result do not change if we replace δ1 by δ2 or δ3. For
δ4, we have Pˆ
(Γ˜+
1
)eik·δ4 = cos(k · δ4). We define the in
plane 2NN lattice vectors as a1 = δ1 − δ2, a2 = δ2 − δ3,
and a3 = δ3 − δ1. A basis for Γ˜
+
1 could also be con-
structed in terms of these 2NN bonds, which turns out
to be 13 [cos(k · a1) + cos(k · a2) + cos(k · a3)]. However,
we restrict to NN bonds if it could be used to construct
8TABLE III: Basis matrix functions (second column) in terms of the Γ matrices[23], and the symmetrized Fourier functions
(fourth column).
Representation Basis matrices T Basis Fourier Functions T ′
Γ˜+1 I4 + 1,
1
3
[cos(k · δ1) + cos(k · δ2) + cos(k · δ3)], cos(k · δ4) +
Γ˜+1 Γ5 + 1,
1
3
[cos(k · δ1) + cos(k · δ2) + cos(k · δ3)], cos(k · δ4) +
Γ˜+2 Γ12 − none none
Γ˜+2 Γ34 − none none
Γ˜+3 {Γ13, Γ23} − {
1
2
[cos(k · δ1)− cos(k · δ2)],
1
2
√
3
[cos(k · δ1) + cos(k · δ2)− 2 cos(k · δ3)]} +
Γ˜+3 {Γ14, Γ24} − {−
1
2
√
3
[cos(k · δ1) + cos(k · δ2)− 2 cos(k · δ3)],
1
2
[cos(k · δ1)− cos(k · δ2)]} +
Γ˜−1 Γ3 −
1
3
[sin(k · a1) + sin(k · a2) + sin(k · a3)] −
Γ˜−1 Γ35 +
1
3
[sin(k · a1) + sin(k · a2) + sin(k · a3)] −
Γ˜−2 Γ4 −
1
3
[sin(k · δ1) + sin(k · δ2) + sin(k · δ3)], sin(k · δ4) −
Γ˜−2 Γ45 +
1
3
[sin(k · δ1) + sin(k · δ2) + sin(k · δ3)], sin(k · δ4) −
Γ˜−3 {Γ1, Γ2} − {−
1
2
√
3
[sin(k · δ1) + sin(k · δ2)− 2 sin(k · δ3)],
1
2
[sin(k · δ1)− sin(k · δ2)]} −
Γ˜−3 {Γ15, Γ25} + {−
1
2
√
3
[sin(k · δ1) + sin(k · δ2)− 2 sin(k · δ3)],
1
2
[sin(k · δ1)− sin(k · δ2)]} −
a basis set, to keep the model minimal.
Basis functions for other representations up to 2NN in
plane bonds are similarly constructed. For Γ˜−1 represen-
tation, a direct calculation shows that Pˆ (Γ˜
−
1
)eik·δl = 0
for l = 1, 2, 3, 4. So no basis could be constructed in
terms of the NN bonds. Consider the 2NN bond a1, we
have Pˆ (Γ˜
−
1
)eik·a1 = i3 [sin(k ·a1)+ sin(k ·a2)+ sin(k ·a3)].
For Γ˜+2 representation, calculation shows that no basis
could be constructed up to 2NN bonds. But since the
Γ˜+2 representation does not appear in the k·p model[23],
we would still restrict our model within 2NN bonds. For
Γ˜−2 representation, we get Pˆ
(Γ˜−
2
)eik·δ1 = i3 [sin(k · δ1) +
sin(k · δ2) + sin(k · δ3)], Pˆ
(Γ˜−
2
)eik·δ4 = i sin(k · δ4), and
Pˆ (Γ˜
−
2
)eik·al = 0 (l = 1, 2, 3).
Γ˜±3 are two dimensional representations. For them,
the character projection operators would in general gen-
erate a linear combination of two basis functions when
operating it on an arbitrary Fourier exponential. If an
arbitrary set of basis functions are required, we could
take this as one basis and generate another basis which
is orthogonal to it to form a basis set. However, since
we would form invariants in terms of these symmetrized
Fourier functions and the basis matrix functions, the two
sets of basis functions should transform identically un-
der the group operation. Enforcing this requirement, we
could get the proper sets of basis Fourier functions which
have the same group transformation properties as the
corresponding basis matrix functions. The symmetrized
Fourier functions are thus as shown in the fourth col-
umn of Table II. The time reversal property of the basis
Fourier functions are as shown in the fifth column un-
der the title of T ′. In the fourth column of Table II,
two functions in a single brace form a basis set for the
corresponding two dimensional representation. The non-
braced functions are optional bases for the corresponding
one dimensional representation.
Having the basis matrix functions and the symmetrized
Fourier functions at hand, the tight binding model is con-
structed by multiplying the corresponding components
of the two together to form invariants of the symmetry
group. Since the material and hence the model for it
preserves time reversal symmetry, the terms to be mul-
tiplied together to form invariants should also have the
same T value. We are thus lead by the requirement of
group symmetry, time reversal invariance, and Hermitic-
ity to write H0(k) in the most general form (with the
restriction of keeping only short-range hoppings) as
H0(k) = ǫ(k)I4 +M(k)Γ5 +B0cz(k)Γ4 +A0[cy(k)Γ1
−cx(k)Γ2] +R1d1(k)Γ3 +R2d2(k)Γ4. (A3)
Definitions of the various terms are the same as in the
main text.
To determine the parameters in the model, we com-
pare the model with the k · p model defined close to
Γ = (0, 0, 0). So, we expand the various terms close to Γ
as 1−cos(k·δ4) ≃
1
2k
2
zc
2, 3−cos(k·δ1)−cos(k·δ2)−cos(k·
δ3) ≃
1
2 (k
2
x+k
2
y)a
2, sin(k ·δ4) ≃ kzc,
1
3 [sin(k ·δ1)+sin(k ·
δ2)−2 sin(k·δ3)] ≃ kya,
1√
3
[sin(k·δ1)−sin(k·δ2)] ≃ kxa,
sin(k · a1)+ sin(k · a2)+ sin(k · a3) ≃
3
√
3
8 (3kxk
2
y − k
3
x)a
3,
and sin(k ·δ1)+sin(k ·δ2)+sin(k ·δ3) ≃
1
8 (k
3
y−3k
2
xky)a
3.
Substituting these approximations into the above model,
it clearly has a form identical to the k·p model proposed
by Liu et al.[23] Demanding that our tight binding model
reduce to the same model as that used by Liu et al,
we could derive the values of the various parameters as
shown in Table I of the main text. A calculation of the
bulk density of states shows that the bulk energy gaps of
Bi2Se3 and Bi2Te3 corresponding to the above parame-
ters are both too small to be comparable to experiment.
Test calculations show that changing M1 to 0.62 eV for
9Bi2Se3 and 0.102 eV for Bi2Te3 and keeping other pa-
rameters unchanged, the bulk energy gaps of Bi2Se3 and
Bi2Te3 are approximately 0.26 eV and 0.06 eV, which are
close to known experimental and first principle theoreti-
cal results.[22]
Appendix B: Superexchange Coupling Terms
We derive the dominant superexchange couplings that
could arise from the model proposed in the main text.
The model combines the tight binding model and the
short range correlation terms and is written as H = H0+
H1, with
H1 = U
∑
iα
nˆiα↑nˆiα↓ + V
∑
i
nˆai nˆ
b
i , (B1)
in which α runs over the two orbitals a and b. While the
actual strength of the on-site correlations for Bi2X3 (X
is Se or Te) materials are presently unknown, evidences
have appeared that they should be sizeable to explain
the experimental findings.[34, 35] In light of this infor-
mation, we could consider a strongly correlated system
when deriving the low energy effective model. Working
with the two orbital model H0, the materials are doped
semiconductors close to half filling. We thus generalize
the routine procedure of deriving the t − J model from
the one orbital Hubbard model to the present two-orbital
model [39], first get the effective model at half filling and
then dope the model to approximately represent the ac-
tual materials.
Since the two orbitals within a single unit cell reside
on different sites, we expect that U > V > 0 holds. At
half filling and for sufficiently large U and V , the sys-
tem would in most of the time be restricted within the
subspace of local intraorbital single occupation. Project-
ing out the subspace with doubly occupied orbitals, we
have[39]
H˜ = PHP −
1
U
PHQHP, (B2)
where P and Q are projection operators which project
into the subspace of intraorbital no-double-occupancy
and the subspace with intraorbital double occupancy
(and thus with empty orbital in the case of half filling of
interest), respectively. P 2 = P and Q2 = Q = 1 − P . In
the present two orbital systems, virtual hoppings could
be intraorbital or interorbital, the excitation energy of
which are both U . The second term in H˜ is the exchange
term arising from mixing of the two subspaces and would
be denoted as Hex. Since H0 has many terms, we expect
that a lot of different terms would appear for Hex when
the multiplication is carried out. However, we note that
the parameters in Table I of the main text show very large
differences. The different superexchange terms thus de-
rived would also show very large differences. Since we
are interested in finding out the dominant pairing chan-
nel, it is sufficient to retain only the largest several su-
perexchange terms mediated by the hopping terms cor-
responding to the largest several parameters in Table I
(the main text). We thus retain the superexchange terms
mediated by C2, M2 and R2, which are apparently larger
than other parameters in Table I (the main text). As
a further approximation, we retain only two-site terms.
Since before the virtual hop or after two complementary
virtual hops the system only has singly occupied orbitals,
the two complementary hop must both be intra-orbital
or inter-orbital.
Straightforward deductions show that C2 mediates an
intraorbital superexchange
Hintra =
8C22
9U
∑
iδα
(Siα · Si+δ,α −
1
4
nˆα
i
nˆα
i+δ), (B3)
where i runs over unit cells, δ runs over the six NN in
plane bonds ±δj (j=1, 2, 3), and the α summation runs
over the two orbitals. nˆα
i
= nˆiα↑ + nˆiα↓ is the electron
number operator for α orbital. Written as above, the
single occupation condition per unit cell and per orbital
is imposed. That is, we use nˆiα↑ + nˆiα↓ = 1 to simplify
terms. For example, (1 − nˆiασ¯)a
†
iσ ≃ nˆiασa
†
iσ = a
†
iσ (σ¯ is
the opposite spin of σ).
Following the same convention, the superexchange
terms mediated by M2 and R2 are obtained
HM2 =
(4M2)
2
9U
∑
iδ
(Sia · Si+δ,b −
1
4
nˆa
i
nˆb
i+δ), (B4)
HR2 =
(8R2)
2
U
∑
iδ
(Sia · Si+δ,b −
1
4
nˆa
i
nˆb
i+δ). (B5)
Besides the the above two terms, the crossing terms be-
tween M2 and R2 also mediate a superexchange term in
the same interorbital channel, which turns out to be
HM2R2 =
64M2R2
3U
∑
iδ
(−1)η(δ)(Sia · Si+δ,b −
1
4
nˆa
i
nˆb
i+δ).
(B6)
η(δ) is defined as 0 (1) for δ = δj (δ = −δj), with j=1, 2,
3. Arising from the crossing term between M2 and R2,
η(δ) inherits the bond-wise sign change character from
R2. Whereas the sign change in R2 hopping is canceled
out in the R22 term. It is clear that the coefficients of
the above three terms combine nicely into a square term,
written as Jab
i,i+δ =
(8R2)
2
U [1 + (−1)
η(δ) M2
6R2
]2. Thus the
interorbital superexchange term is written as
Hinter =
∑
iδ
Jabi,i+δ(Sia · Si+δ,b −
1
4
nˆai nˆ
b
i+δ). (B7)
Since the coupling constants in both Hintra and Hinter
are positive, the above superexchange terms favor only
spin singlet pairings. The other hopping terms in H0,
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such as the A0 term, might favor triplet pairings. A sim-
ilar derivation shows that it is indeed the case. However,
since it is much smaller than the above two terms, the
pairing favored by it can not survive the competition.
On the other hand, though the spin-orbit interaction in
H0 mixes spin singlet and spin triplet components, the
induced spin triplet component is always much smaller
than the spin singlet component.
Finally, we mention that the interorbital constant term
in H0(k), that is (M0 + 2M1 + 4M2)Γ5, also mediates
an intra-unit-cell interorbital superexchange term. This
term is not negligible compared to the terms retained in
the main text. However, this term favors a k-independent
interorbital spin singlet pairing, which is equivalent to
the third or fourth pairing defined in the main text by
setting ϕ3(4)(k) = 1 and was already studied in previ-
ous works [3, 4]. So, we have ignored this superexchange
term in this study which focuses on anisotropic spin sin-
glet pairings. But, as mentioned in the main text, this
fully gapped interorbital spin singlet pairing component
could readily be incorporated into our framework to ac-
count for some experimental features, such as the specific
heat experiments which indicates the presence of a fully
gapped pairing component.[13]
Appendix C: Pairing Symmetry and Mean Field
Calculations
With the above model at hand, the simplest and fastest
way to evaluate the most probable pairing symmetry is to
perform a mean field calculation.[28–30] Here, we show
some details of the mean field calculations and analysis of
the results. In order to derive proper superexchange type
of terms that favor pairing, we have imposed a condition
of strong correlation. However, no firm evidences show-
ing that the system belongs to strong correlation limit
have appeared. So, we do not impose the projection of
P on H0. Instead, we keep the on-site correlation terms
together with H0 unchanged to qualitatively reflect the
constraint on intraorbital double occupancy. Thus, we
use a t− U − V − J model, that is H = H0 +H1 +Hex,
as a starting point to perform the mean field analyses.
At the mean filed level, pairing comes only from Hex.
In a full mean field decoupling over Hex, we would get
not only pairing terms but also terms for magnetic orders
and various bond orders. However, since on one hand we
are here interested only in the superconducting phase
and on the other hand no evidences for the existence
of other phases have appeared, we would keep only the
decoupling channel that leads to pairing. In terms of the
identity σαβ ·σα′β′ = 2δαβ′δα′β − δαβδα′β′ for the scalar
product of two Pauli vectors, we get
Sia · Si+δ,a −
1
4
nˆai nˆ
a
i+δ
= −
1
2
(a†
i↑a
†
i+δ,↓ − a
†
i↓a
†
i+δ,↑)(ai+δ,↓ai↑ − ai+δ,↑ai↓),
Sib · Si+δ,b −
1
4
nˆbi nˆ
b
i+δ
= −
1
2
(b†
i↑b
†
i+δ,↓ − b
†
i↓b
†
i+δ,↑)(bi+δ,↓bi↑ − bi+δ,↑bi↓),
Sia · Si+δ,b −
1
4
nˆa
i
nˆb
i+δ
= −
1
2
(a†
i↑b
†
i+δ,↓ − a
†
i↓b
†
i+δ,↑)(bi+δ,↓ai↑ − bi+δ,↑ai↓),
(C1)
where δ = ±δ1, ±δ2, and ±δ3. Since the coefficients for
the intraorbital and interorbital superexchange couplings
are both positive, the above decomposition makes it clear
that Hex favors and only favors spin singlet pairings.
Take advantage of the above expressions, eighteen inde-
pendent mean field parameters are introduced to describe
the superconducting pairing. Firstly, we define twelve
operators χˆν±a = ai±δν ,↓ai↑ − ai±δν ,↑ai↓ (ν = 1, 2, 3) and
χˆν±b = bi±δν ,↓bi↑ − bi±δν ,↑bi↓ (ν = 1, 2, 3). Their ex-
pectation values, χν±a = 〈χˆ
ν±
a 〉 and χ
ν±
b = 〈χˆ
ν±
b 〉, de-
fine the twelve mean field parameters for the intraorbital
spin singlet pairing. Then we define another six oper-
ators χˆν±ba = bi±δν ,↓ai↑ − bi±δν ,↑ai↓ (ν = 1, 2, 3). Their
expectation values, χν±ba = 〈χˆ
ν±
ba 〉, define the six mean
field parameters for the interorbital spin singlet pairing.
Retaining only the decoupling to the superconduct-
ing channel, we make the mean field approximation to
Hex in terms of (χˆ
ν±
α )
†χˆν±α ≃ (χ
ν±
α )
∗χˆν±α +(χˆ
ν±
α )
†χν±α −
(χν±α )
∗χν±α (α is a or b), and (χˆ
ν±
ba )
†χˆν±ba ≃ (χ
ν±
ba )
∗χˆν±ba +
(χˆν±ba )
†χν±ba − (χ
ν±
ba )
∗χν±ba .[28–30] For H1, it is easy to see
that it does not favor superconducting state at the mean
field level. We make the mean field decoupling to H1 in
the simplest way as nˆ1nˆ2 → 〈nˆ1〉nˆ2 + nˆ1〈nˆ2〉 − 〈nˆ1〉〈nˆ2〉,
which introduces four mean field parameters nασ (α is
for the a or b orbital, σ is for the ↑ or ↓ spin).
After the above mean field decoupling, the Hamilto-
nian is now a bilinear of electron operators and is easily
transformed into the reciprocal space. Then the mean
field calculation is performed in a self-consistent manner
starting from an arbitrary set of initial values for the 18
spin singlet pairing amplitudes and 4 on-site occupation
numbers. The mean field calculation turns out to con-
verge very well. When convergence is arrived at for a
certain set of parameters, we analyze the pairings that
are contained in the results.
For the spin singlet solution obtained by the above
self-consistent mean field calculation, we are interested
in those pairing components contained in it which hold
symmetry compatible with the crystal symmetry. In ad-
dition, we focus on time reversal invariant pairings. At
first sight, the spin singlet pairing terms in the supercon-
ducting Hamiltonian are to be constructed completely
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parallel to the construction of H0(k). However, since the
4×4 pairing term which appears in the off-diagonal po-
sition of the Bogoliubov-de Gennes (BdG) Hamiltonian
needs not be Hermitian, the number of possible time re-
versal invariant combinations for it is increased. A direct
survey over Table II shows that the four one dimensional
representations Γ˜±1 and Γ˜
±
2 all describes spin triplet pair-
ings, so drop out of our present analysis. For the re-
maining two dimensional representations Γ˜±3 , it is inter-
esting that for each of the four realizations of them, one
basis matrix function corresponds to spin singlet pairing
while the other basis matrix function corresponds to spin
triplet pairing. For example, for the {Γ13,Γ23} realiza-
tion of Γ˜+3 , Γ13 = −s2 ⊗ σ0 is in the spin singlet channel
while Γ23 = s1⊗σ0 describes spin triplet pairing. In addi-
tion, Γ24 = s2⊗σ1 for Γ˜
+
3 , Γ2 = s2⊗σ3 and Γ25 = s2⊗σ2
for Γ˜−3 all belong to the spin singlet channel.
The coexistence of spin singlet and spin triplet pairing
components in a single irreducible representation might
be a direct result of the presence of spin-orbit interaction,
which makes the pairing with a definite spin state not well
defined. That is, even though the correlation term favors
only spin singlet pairing, some spin triplet pairing com-
ponent would be induced from the spin singlet pairing
by the spin-orbit interaction. In the present study, we do
not analyze the spin triplet pairings induced by the spin-
orbit interaction and concentrate on the dominant spin
singlet pairing components. So, we have four basis matri-
ces pertaining to two irreducible representations that are
possibly of interest. The wave vector dependence of the
pairings are taken from the basis Fourier functions in Ta-
ble II. Since now only one component of the basis matrix
functions exists for a certain set of the two dimensional
representation, we consider both of the two basis Fourier
functions as possible candidates, since a symmetry trans-
formation would mix the two basis Fourier functions and
the absence of spin triplet pairing then leaves a product
of a linear combination of the two basis Fourier functions
with the spin singlet basis matrix function.
In the above convention, we would get eight inde-
pendent spin singlet pairings. The symmetry factors
(k-dependency) of the pairings are defined as ϕ1(k) =
cos(k · δ1)− cos(k · δ2) and ϕ2(k) = 2 cos(k · δ3)− cos(k ·
δ1)−cos(k·δ2), ϕ3(4)(k) = ϕ1(2)(k), ϕ5(k) = sin(k·δ1)−
sin(k·δ2) and ϕ6(k) = sin(k·δ1)+sin(k·δ2)−2 sin(k·δ3),
ϕ7(8)(k) = ϕ5(6)(k). The first two pairings correspond
to Γ31 = −Γ13 and are ∆jφ
†
k
iΓ31(φ
†
−k)
Tϕj(k) (j=1,
2). The next two pairings correspond to Γ24 and are
∆jφ
†
k
iΓ24(φ
†
−k)
Tϕj(k) (j=3, 4). The fifth and sixth pair-
ings corresponds to Γ25 and are ∆jφ
†
k
iΓ25(φ
†
−k)
Tϕj(k)
(j=5, 6). The last two pairings correspond to Γ2, and
are written as ∆jφ
†
k
Γ2(φ
†
−k)
Tϕj(k) (j=7, 8). ∆j (j =
1, . . . , 8) are the amplitudes of the corresponding pair-
ing components. However, since the summation of the
last two pairings over wave vectors in the BZ vanishes,
that is
∑
k
φ†
k
Γ2(φ
†
−k)
Tϕj(k) = 0 (j=7, 8), we only have
six spin singlet time reversal invariant parings that are
compatible with crystal symmetry and are anisotropic.
For a set of parameters such as a specific U and V
and doping level, after obtaining the 18 pairing order
parameters (χν±a , χ
ν±
b , and χ
ν±
ba , ν=1, 2, 3) through self-
consistent calculations, we could extract the amplitudes
for the six symmetry channels defined above.[28–30] That
is, we could express the value of ∆i (i=1, . . ., 6) in terms
of the 18 mean field pairing order parameters. Since
the six pairings are mutually independent, we could get
the representation of their amplitudes in terms of all the
self-consistent pairing fields. This is as much as to say,
when extracting the pairing amplitude of a certain chan-
nel among the six possibilities, we regard it as the only
pairing that is contained in the self-consistent solution.
First consider ∆1. The upper-right 4 × 4 block of the
BdG Hamiltonian for this pairing is written explicitly as
∆1
∑
k
φ†
k
iΓ13(φ
†
−k)
Tϕ1(k)
= ∆1
∑
k
[−a†
k↑a
†
−k↓ + a
†
k↓a
†
−k↑ − b
†
k↑b
†
−k↓ + b
†
k↓b
†
−k↑]
·[cos(k · δ1)− cos(k · δ2)]
=
1
2
∆1
∑
i
[(a†
i↑a
†
i+δ2,↓ − a
†
i↓a
†
i+δ2,↑ + a
†
i↑a
†
i−δ2,↓
−a†
i↓a
†
i−δ2,↑ − a
†
i↑a
†
i+δ1,↓ + a
†
i↓a
†
i+δ1,↑
−a†
i↑a
†
i−δ1,↓ + a
†
i↓a
†
i−δ1,↑) + (a→ b)].
The above pairing term is then compared with the mean
field decoupling to Hex. Requiring the identical terms to
be equal to each other, we obtain the representation of
∆1 in terms of the mean field pairing amplitudes as
∆1 =
1
8
J1[χ
1+
a + χ
1−
a − χ
2+
a − χ
2−
a
+χ1+b + χ
1−
b − χ
2+
b − χ
2−
b ], (C2)
where J1 =
8C22
9U . Furthermore, since we consider a uni-
form solution, the pairing fields are independent of lattice
sites. So the above value for ∆1 could be expressed in
the wave vector representation as
∆1 =
J1
2N
∑
k
d(k)ϕ1(k), (C3)
where N is number of unit cells in the lattice, d(k) =
〈a−k↓ak↑ + b−k↓bk↑〉.
Amplitudes for the other five pairings could similarly
be extracted from a solution of the 18 mean field pairings.
They are written in the wave vector representation as
follows.
∆2 =
J1
6N
∑
k
d(k)ϕ
′
2(k), (C4)
where ϕ
′
2(k) = cos(k · δ3)− 2 cos(k · δ1)− 2 cos(k · δ2).
∆3 = −
(2M2)
2
9NU
∑
k
d
′
(k)[(1+
36R22
M2
)ϕ3(k)−i
12R2
M2
ϕ5(k)],
(C5)
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where d
′
(k) = 〈b−k↓ak↑ − b−k↑ak↓〉.
∆4 = −
(2M2)
2
27NU
∑
k
d
′
(k)[(1+
36R22
M22
)ϕ
′
4(k)+i
24R2
M2
ϕ
′
6(k)],
(C6)
where ϕ
′
4(k) = ϕ
′
2(k) and ϕ
′
6(k) = 2 sin(k · δ1) + 2 sin(k ·
δ2)− sin(k · δ3).
∆5 = −
(2M2)
2
9NU
∑
k
d
′
(k)[i(1+
36R22
M22
)ϕ5(k)−
12R2
M2
ϕ3(k)].
(C7)
∆6 = −
(2M2)
2
27NU
∑
k
d
′
(k)[i(1+
36R22
M22
)ϕ
′
6(k)+
12R2
M2
ϕ
′
4(k)].
(C8)
Two interesting features are clear in the above equa-
tions that determine ∆1 to ∆6. The first is that ϕ
′
i(k) 6=
ϕi(k) for i=2, 4, 6. From the above procedure of de-
termining these pairing amplitudes we know that this is
because the pairings with symmetry factors ϕ2(k), ϕ4(k)
and ϕ6(k) are unequal amplitude superposition of e
ik·δl
(l=±1, ±2, ±3) factors. That is, the pairing fields on
the ±δ3 bonds are stronger than those on the ±δ1 and
±δ2 bonds. The second feature is also discussed in the
main text, that is the pairings ∆3 is explicitly mixed with
∆5 while ∆4 is explicitly mixed with ∆6. We have de-
fined the concept of spatial-parity and orbital-parity in
the main text. The above mixing of two kinds of pair-
ings with opposite spatial-parity is a consequence of the
interorbital superexchange term Hinter , which breaks ex-
plicitly the in-plane inversion symmetry of the correlation
term. Another consequence of Hinter is that, since the
pairing potential is a time reversal invariant combina-
tion of even spatial-parity and odd spatial-parity compo-
nents (see Eq.(5) of the main text), the self-consistent
mean field superconducting solution consisting of sev-
eral pairing components are time reversal invariant up
to a global U(1) phase. A time reversal invariant multi-
component superconducting state was also found for iron
pnictides.[28]
Appendix D: The iterative Green’s function method
Here, we explain how we get the surface Green’s func-
tions (GFs) in terms of the iterative GF method, which
produce Figures 1 and 2 of the main text. First, we add
a pairing term ∆(k) to the normal state Hamiltonian
H0(k). ∆(k) can be one of the six spin singlet pair-
ings defined in Sec.III (or, in the main text) or a specific
linear combination of several pairing components. Intro-
ducing the Nambu basis ψ†
k
= [φ†
k
, (φ−k)T], we get the
Bogoliubov-de Gennes (BdG) Hamiltonian as
H(k) =
(
H0(k) − µI4 ∆(k)
−∆∗(−k) µI4 −H∗0 (−k)
)
, (D1)
where µ is the chemical potential and I4 is the fourth-
order unit matrix. The bulk GF is defined simply as
Gb(k, ω) = [(ω+ iη)I8−H(k)]
−1, where η is the positive
infinitesimal and I8 is the eighth-order unit matrix. In
actual calculations, η is taken as a small finite positive
number (e.g., 10−5 eV is used in this work).
To study the surface states living on the xy surface,
we consider a sample of the Bi2X3 (X is Se or Te) super-
conductor occupying the lower half space (z < 0). The
corresponding model is obtained by transforming the z
direction of the bulk model, Eq. (1) in the main text,
from wave vector space to real space. Introducing an
integral label n to represent the various quintuple lay-
ers, with bigger n indicating a larger z coordinate, we
can write the model as Hˆ = Hˆxy + Hˆz, where Hˆxy con-
tains the intra-quintuple-layer terms and Hˆz consists of
the inter-quintuple-layer hopping terms. Denoting the
Nambu basis in terms of the layer label n and the two
dimensional wave vectors k˜ defined on the kxky plane,
we have
Hˆxy =
1
2
∑
nk˜
ψ†
nk˜
(
H
′
0(k˜)− µI4 ∆(k˜)
−∆∗(−k˜) µI4 −H
′∗
0 (−k˜)
)
ψnk˜
=
1
2
∑
nk˜
ψ†
nk˜
hxy(k˜)ψnk˜, (D2)
where
H
′
0(k˜) = ǫ
′
(k˜)I4 +M
′
(k˜)Γ5 +A0[cy(k˜)Γ1
−cx(k˜)Γ2] +R1d1(k˜)Γ3 +R2d2(k˜)Γ4.(D3)
While the dependencies of cx, cy, d1 and d2 on the wave
vectors keep unchanged, ǫ
′
(k˜) = C0 + 2C1 +
4
3C2[3 −
cos(k˜ · δ1)− cos(k˜ · δ2)− cos(k˜ · δ3)] and M
′
(k˜) =M0 +
2M1+
4
3M2[3− cos(k˜ · δ1)− cos(k˜ · δ2)− cos(k˜ · δ3)]. The
inter-quintuple-layer terms are
Hˆz =
1
2
∑
nk˜
ψ†
nk˜
(
H0z 0
0 −H∗0z
)
ψn+1,k˜ +H.c.
=
1
2
∑
nk˜
ψ†
nk˜
hzψn+1,k˜ +H.c., (D4)
where H.c. means taking the Hermite conjugation of the
terms explicitly written out, and
H0z = −M1Γ5 −
i
2
B0Γ4. (D5)
With the above model at hand, the surface GF for the
surface layer of the semi-infinite sample occupying the
z < 0 half space is obtained iteratively by[4, 26]
G(m)s (k˜, ω) = [g
−1 − h†zG
(m−1)
s hz]
−1, (D6)
where g = [(ω + iη)I8 − hxy(k˜)]
−1 is the GF for an iso-
lated quintuple layer. The superscriptsm andm−1 label
the iteration steps. To begin, we set G
(0)
s = g and get
G
(1)
s . Then G
(1)
s is put into the right side of Eq.(D6)
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to give G
(2)
s . The iteration is repeated until the dif-
ference between every corresponding component of G
(m)
s
and G
(m−1)
s is smaller than a certain small positive num-
ber, which is set by hand to control the precision.
Once we have obtained the surface GF Gs(k˜, ω) in
terms of the above iterative GF method (or, transfer ma-
trix method), we can get the surface spectral function by
summing up the imaginary parts of the four particle sur-
face GFs as (note that, the wave vectors in the surface
BZ are denoted as kxy in the main text)
A(k˜, ω) = −
1
π
4∑
i=1
ImGs,ii(k˜, ω). (D7)
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