The concept of power domination emerged from the problem of monitoring electrical systems. Given a graph G and a set S ⊆ V (G), a set M of monitored vertices is built as follows: at first, M contains only the vertices of S and their direct neighbors, and then each time a vertex in M has exactly one neighbor not in M , this neighbor is added to M . The power domination number of a graph G is the minimum size of a set S such that this process ends up with the set M containing every vertex of G. We here show that the power domination number of a triangular grid T k with hexagonal-shape border of length k − 1 is exactly k 3 .
Introduction
Power domination is a problem that arose from the context of monitoring electrical systems [10, 1] , and was reformulated in graph terms by Haynes et al. [9] .
Given a graph G and a set S ⊆ V (G), we build a set M as follows: at first, M is the closed neighborhood of S, i.e. M = N [S], and then iteratively a vertex u is added to M if u is the only neighbor of a monitored vertex v that is not in M (we say that v propagates to u). At the end of the process, we say that M is the set of vertices monitored by S. We say that G is monitored when all its vertices are monitored. The set S is a power dominating set of G if M = V (G), and the minimum cardinality of such a set is the power domination number of G, denoted by γ P (G).
Power domination has been particularly well studied on regular grids and their generalizations: the exact power domination number has been determined for the square grid [6] and other products of paths [3] , for the hexagonal grid [7] , as well as for cylinders and tori [2] . These results are particularly interesting in comparison with the ones on the same classes for (classical) domination: for example, the problem of finding the domination number of grid graphs P n × P m was a difficult problem which was solved only recently [8] . They also rely heavily on propagation: it is generally sufficient to monitor (with adjacency alone) a small portion of the graph in order to propagate to the whole graph.
We here continue the study of power domination in grid-like graphs by focusing on triangular grids with hexagonal-shaped border.
Two vertices (x, y, z) and (x , y , z ) are adjacent if and only if |x − x| + |y − y| + |z − z| = 2. The graph T k has a regular hexagonal shape, and k is the number of vertices on each edge of the hexagon. Figure 1 shows the two triangular grids T 2 and T 3 . Note that T k appears as a subgraph of T k+1 (where (1, 1, 1) has been added to the coordinates of each vertex in T k ).
We prove the following theorem:
Figure 1: The graphs T 2 and T 3 , along with the coordinates of the vertices.
An inner vertex v ∈ V (T k ) with coordinates (x, y, z) has 6 neighbors with the following coordinates:
, (x + 1, y, z − 1) and (x + 1, y + 1, z) (see Figure 2a) . The coordinates of a vertex v are denoted by (v 1 , v 2 , v 3 ). The line l vj =i is the set of vertices Figure 2b) .
One interesting property of the triangular grids is that if an equilateral triangle having one side of the hexagonal border as base is monitored, then the border allows the propagation until the whole graph is monitored. For example, it suffices to monitor the set We assume throughout the section that k ≥ 4: ob-
Upper bound
We begin by giving a construction for the upper bound:
Let S be the following set of vertices (see Figure 4) :
In other words, S contains the vertex v = (1, d, k+d−2) and vertices whose coordinates are obtained by adding (3, 1, −2) up to i − 1 times to the coordinates of v. If k ≡ 0 mod 3, S = S ∪ {(k − 1, k − 1, k − 1)}. Otherwise, S = S . Then we have, depending on the value of k modulo 3: • k = 3i + 1:
.
• k = 3i + 2:
In each case, S is a set with cardinality k 3 , and S progressively power dominates the whole triangular grid
Figure 4: Construction and propagation of the set S : 
Lower bound
Let A ⊂ V (T k ) be a set of vertices of the graph. We define the border B A ⊆ A of A as follows: B A = {v ∈ A, N (v) \ A = ∅}. Let A vj =i denote the set of vertices of A in a given line l vj =i . We define the j-shifted set A = A (j) of A as follows (see Figure 5 ): |A | = |A|, and for each line l vj =i , A contains the |A vj =i | vertices with smallest coordinates v j+1 (for example, the 1-shifted set of A contains only left-most vertices on each horizontal line). More formally,
Lemma 3 Let A be the j-shifted set of A. Then |B A | ≤ |B A |.
Proof. In this proof, since j is fixed, we simplify the notation l vj =i into l i . Let a i be the number of vertices in A (and in A ) in line l i and b i (resp. b i ) be the number of vertices in B A (resp. B A ) in line l i . We show that b i ≥ b i for every line l i , 0 ≤ i ≤ 2k − 2. We consider three cases depending on the value of i (when 0 ≤ i < k − 1, when i = k − 1 and when k ≤ i ≤ 2k − 2): 
We can apply the same reasoning to the vertices that are in A but not in the border of A : since the vertices of A are consecutive on lines l i−1 , l i and l i+1 , we get
Note that the inequalities we get for A turn into equalities on A . Then a i − b i ≤ a i − b i , and thus b i ≥ b i .
• We have a similar proof when k−1 < i ≤ 2k−2, for which we have |l i+1 | = |l i |−1 and
• i = k − 1: we thus have |l i+1 | = |l i−1 | = |l i | + 1. As for the previous case, first consider vertices which are in A but not in the border of A: by definition a i − b i ≤ a i , and we have a i+1 ≥ a i − b i and
We define the shifting process of a set A ⊂ V (T k ) as the following iterative process:
, with A 0 = A. In other words, we successively apply 1-shift, 2-shift and 3-shift to the set A until a fixed point A * is reached. We show that this fixed point exists and that the vertices of the resulting set form a particular shape:
Lemma 4 (i) This shifting process stops, i.e. there exists * such that A * +1 = A * .
(ii) Let A * = A * . If v = (x, y, z) ∈ A * , then all vertices v = (x , y , z ) with y ≤ y and z ≤ z are also in A * (see Figure 6) .
A * Figure 6 : The set A * has a staircase shape.
Proof. (i) We define the weight in A of a vertex as follows:
Similarly, the weight of a set S relatively to A is w A (S) = v∈S w A (v). For simplicity, we denote by w A the global weight of the set A:
Let A be the j-shifted set of A. We show that if A = A, then w A < w A .
Recall that for every
• j = 2:
• j = 3:
By definition on a j-shifted set, for each line l vj =i ,
and either A vj =i = A vj =i , and this sums to 0, or A vj =i = A vj =i , and it is strictly negative. Therefore A = A implies w A < w A . Since the global weight of any set is always positive, this directly concludes the proof of item (i).
e. the north-west, west and south-west neighbors of v) are also in A * : otherwise, we could again shift the set A * and get the set A * − {v} + We carried on with the study of power domination in regular lattices, and examined the value of γ P (G) when G is a triangular grid with hexagonal-shaped border. We showed that in that case, γ P (G) = k 3 . The process of propagation in power domination led to the development of the concept of propagation radius, i.e. the number of propagation steps necessary in order to monitor the whole graph [4] . It would be interesting to study the propagation radius of our constructions (in particular in the case of triangular grids) and to try and find a power dominating set minimizing this radius.
It seems that the border plays an important role in the propagation when the grid has an hexagonal shape, and so the next step in the understanding of power domination in triangular grids would be to look into grids with non-hexagonal shape. For example, what is the power domination number of a triangular grid with triangular border?
Finally, the relation of our results with the ones presented for hexagonal grids by Ferrero et al. [7] has to be noted: they show (with techniques different from the ones used in this paper) that γ P (H n ) = 2n 3 , where n is the dimension of the hexagonal grid H n , and so γ P (H n ) = γ P (T 2n ). Moreover, it is interesting to remark that H n is an induced subgraph of T 2n . We already know [5] that in general, the power domination number of an induced subgraph can be either smaller or arbitrarily large compared to the power domination number of the whole graph. It would then be very interesting to investigate further under which conditions induced subgraphs have the same power dominating number as the whole graph.
