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For generalized nonlinear fractional programming, two duals are introduced 
under four sets of assumptions, thus four theorems of strong duality are established. 
All the theorems are proved with the help of alternative theorems in the convex 
case, though the numerators and denominators of the ratios in the objective 
functions need not necessarily be either convex or concave. g’> 1992 Academic Press. Inc 
1. INTR~OUCTI~N 
The problem to be considered here is 
’ = inf { I~~~pfi(x)/F?Ti(x)I h(x) G 09 X E K}, 
. . 
(PI 
whereKisasubsetofR”,fi:K-+R,gi:K+R,i=l ,..., p,h:K+R”,g,, 
i=l , . . . . p are assumed to be positive on K. Furthermore, the feasible set of 
(P) is assumed to be nonempty, so we have 6 < + co. Sometimes, we use 
the notation 
F(x)= cf,(Xh...~fpcNT? G(x) = kl(x), . ..t g,(x))'. 
Problem (P) is a generalization of a fractional programming problem 
(p = 1) which has been investigated quite actively in the last two decades 
[ 111. The first duality results for generalized fractional programs (p > 1) 
were given by J. von Neumann [ 123 in his paper on an expanding 
economy. He considers a special linear case of (P), where fi, gi are linear, 
h disappears, and K is the nonnegative orthant. Recently, Crouzeix, 
Ferland, and Schaible [2] obtained duality results for a general inear case 
of (P), where fi, gi, and h are linear, and K is the nonnegative orthant, with 
the aid of an associated parametric problem. Almost at the same time, 
Jagannathan and Schaible [1] developed duality for (P) using Farkas’ 
Lemma, both in linear and nonlinear cases and under different 
assumptions. Singh [S] obtained some duality and optimality results for a 
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special class of multi-criteria nonlinear fractional programming problems 
by using a method of transformation. 
We also mention that, in [3,4], the authors suggested algorithms for 
linear and nonlinear generalized fractional programs, respectively. 
Our interest in this paper is to propose two types of duals for the 
generalized nonlinear fractional programming problem (P) defined at the 
beginning of this section. The first form of the dual functions was derived 
by Jagannathan and Schaible [l], but we use weaker conditions (and in 
different ways) or other conditions to establish the theorems of strong 
duality. The second form of the dual functions, which may be viewed as an 
extension of the first, is derived by us. In Section 2, we define two duals of 
the Problem (P) and discuss the relationships between the duals and the 
primal. Section 3 presents four theorems of strong duality under different 
assumptions. 
2. PRELIMINARIES 
Throughout this paper, the norm notation II.jI denotes I,-norm. 
DEFINITION 2.1. For x E K, u E RP with u 2 0, 11 u I( = I, and u E R" with 
v > 0, we denote 
GL(x, u, v) = (uTF(x) + vTh(x))/uTG(x), (1) 
GK(x, 0) = ,~f~pfi(x)/tYi(X) + i Vj ,?::p hj(X)/gi(X)- (2) 
. . jzl LX 
Then we define 
b,(u, v) = inf GL(x, U, v), (3) 
XEK 
h(u) = I;‘, GK(x, v), (4) 
and then we define two duals of the Problem (P): 
(01) sup 41 (UP v), 
u~O,(IuII=1,vPO 
(W SUPMV). 
V&O 
(5) 
(6) 
For real numbers ai, pi, i= 1, . . . . p, with ai> 0, i= 1, . . . . p, there is a basic 
inequality (see [6]) 
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from which it follows that 
GL(x, u, u) < GK(x, u). (7) 
The following proposition shows a weak duality between (D1) and (P), or 
Vh) and (P). 
PROPOSITION 2.1. Let x be a feasible point of (P). Then for any u F RP 
with u>O and I[uJJ = 1 and any VER”’ with 020, we have 
Proof. For the x, u, u concerned, we have 
Mu) = ZfK GW, u) < GK(x, u) < ,y$i(x)/gib), . . 
it follows from (7) that q5,(u, u)<&(u) and the proof is completed. m 
Let u(Di) denote the optimal value of (DJ, i= 1,2. There only exists a 
one-sided relation between u(D,) and u(D,) without any additional 
assumptions. 
PROPOSITION 2.2. 
u(D,)=Ba.qD,)=B, (10) 
but the converse implication does not hold. 
Proof. From (7) and the definitions of (Di), i= 1,2, it follows that 
WI) d GM. (11) 
Implication (10) follows from (11) 
The following example shows that the converse is not true: 
EXAMPLE 2.1. Let K= C-1, l] in (P), and let 
f, = (“, 
if xE[-LO] 
f2=(; ’ 
if xE(0, 11, 
if XE[-l,O] 
1 if XE (0, 11, 
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g, =g, = 1 and h vanishes. Then the problem inf,. r- ,, ,, max,= ,, z {A} has 
an optimal value 0 = 0, and 
GL(x, u, u)=ulfl +u,f,= 
i 
u2xy if XE[-l,O] 
-U1X, if XE (0, 11, 
GK(x, u) = 0, XE C-1,1]. 
Clearly v(D,) = 0 = 8, while 
Wl) = sup inf GL(x, U, u)= --ice. m 
u,,u,>O,u,+u,=l xE[-l,l] 
Let X be the nonempty feasible set of (P), then 
8= inf max fi(x)/gi(x). 
xeX I<idp 
If 0 = - co, then u(D,) = u(D,) = - 03 because of Proposition 2.1. So we 
focus on the case when 8 > - 00. If B > -co, then 
max fi(x)/gi(X) - 0 2 0 for all x E X. 
l<i<p 
Or equivalently, the system 
max (1;-(x) - ogi(x)) < 0, 
1 Ci<p 
h(x) < 0, x E K has no solution. (12) 
Or the system 
F(x) - BG(x) < 0, h(x) < 0, x E K has no solution. 
From (12) or (13), it follows that, for any E > 0, the system 
(13) 
max (h(X) - &i(X)) + E 6 0, h(x) < 0, x E K has no solution. (14) 
l<igp 
Or the system (where e = (1, 1, . . . . l)T~ RP) 
F(x) - 8G(x) + LX < 0, h(x) s 0, x E K has no solution. (15) 
The basic results (12)-(15) provide the possibility for us to propose the 
following four theorems of strong duality. 
3. RESULTS 
We will show that (0,) and (D2) can be considered as duals of (P). In 
establishing the following theorems, (D,) usually requires weaker condi- 
tions than (Di) does. 
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THEOREM 3.1. Suppose that K is compact and convex, and that 
F(x)- ‘Wx), 4 x are lower semicontinuous konvex on K, G(x) is lower ) 
semicontinuous on K. Then v( D, ) = v( D2) = a. 
Proof. By (lo), we need only to show that v(D,) = 8. Given a vector- 
valued lower semicontinuous convex function z: K + R’ defined on the 
nonempty compact convex set K of R”, then given that the system 
z(x) < 0, x E K has no solution (16) 
implies that there exists y E R’ with y 2 0, y # 0, such that 
yTz(x) > 0 for all x E K, (17) 
(see [7, 81). Applying this result to (15), we see that, for any fixed E > 0, 
there exist u E RP with u > 0 and v E R” with v > 0, and (u, v) # 0, such that 
uT(F(x) - ~G(x) + Ee) + uTh(x) > 0 for all XE K. (18) 
Since (P) has a feasible point c?‘, we must have u # 0 (if u = 0, then 2 will 
violate (18)). Without loss of generality, we let 11 u I/ = 1 in (18). Then (18) 
becomes 
GL(x, u, u) = (uTF(x) + uTh(x))/uTG(x) 
> 0 - c/uTG(x) for all x E K. (19) 
On the other hand, for u > 0 and 11 u )I = 1, we have 
l/uTG(x)< max l/g,(x)< l/inf min g,(x) g Cr. 
l$i<p XEK l<i<p 
(20) 
Note that in (20), Cr > 0, this is because K is compact and G(x) is lower 
semicontinuous and positive on K. 
To summarize, there exists an Cr > 0 such that, for any E > 0, there exist 
ueRP with ~20, 1Iu(I = 1, and VERA with ~20, such that 
GL(x, u, u) > 0 - EL? for all XE K. (21) 
Hence for such u and u, we have 
41 (u, v) = ,‘;; GL(x, u, v) > 0 - ~a. (22) 
Hence for any E > 0, we have 
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Finally we have 
The combination of (24) and the weak duality relation (8) completes our 
proof. fl 
THEOREM 3.2. Suppose that K is compact and convex, and that 
max l<i<p ChCX)-bi(x)), h( x are lower semicontinuous convex on K, 1 
G(x) is lower semicontinuous on K. Then a(&) = 0. 
ProojI Viewing the first inequality in (14) as a singleton of that in (15), 
by the same argument as in the above proof, we have that for any E > 0, 
there exists u E R” with v > 0, such that 
max (fi(x) - eg,(x)) + vTh(x) > --E for all XE ZC PI- 
l<igp 
Now, for a lixed x E K, take some s 2 S(X) E { 1, . . . . p} such that 
max (L(X) - Bgi(x))=f,(x) - h,(X). 
1siCp 
(26) 
Then for this x E K, we have 
-E/g,(X) < 1,~::~ (f;:(X) - &i(X)) + vTh(X)l/gs(X) (by (25)) . . 
=L(x)/g,(x) - 0 + ~TWkW (by (26)) 
G l~~~pfi(x)/gi(x) - 0 +i uj max hj(xYgt(X) 
j=l 
= GK(x, v) - 8. (27) 
It follows from (27) that for all x E K, 
GK(x, U) > B - E/g,(X) 2 0 - E ,$F,x, l/gi(X)* 
. . (28) 
The rest of the proof can be completed the same way as of Theorem 3.1 
above. 1 
Note that, from the above two proofs we are not certain that one of the 
two duals has an optimal solution under the assumptions of Theorem 3.1 
or Theorem 3.2. The following example is the case. 
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EXAMPLE 3.1. min -x s.t. x2 ~0, xeK= [0, 11. Then all the assump- 
tions of Theorem 3.1 or Theorem 3.2 are satisfied. The optimal solution and 
value are x* = 0 and 0 = 0, respectively. The two duals are alike: 
sup inf -x+vx2. (29) 
uZOxE[O,I] 
Simple computation shows 
inf -x+vx2= 
i 
-1, if v=O 
XE lx4 11 -l/4& if v >O. 
(30) 
Equation (30) implies (29) has no optimal solution in v. 
THEOREM 3.3. Suppose that K is a convex set, F(x)- BG(x), h(x) are 
convex on K, and that the system 
h(x) < 0, x E K has a solution. (31) 
Then v(D,) = v(&) = 6. 
Proof. We also need only to show v(D,) = 8, by (10). Given two vector- 
valued convex functions z1 : K + RP, z2 : K + R” defined on the nonempty 
convex set K of R”, the system 
z,(x)<& z2(x) < 0, x E K has no solution (32) 
implies that there exist u E RP with u > 0, v E R” with u > 0 and (u, v) # 0, 
such that 
UTZ1(X) + VTZ2(X) > 0 for all x E K. (33) 
(See [8].) Applying this result to (13), we know that there exist ~ZE RP with 
U >, 0, 5 E R” with 6 > 0, and (6,C) # 0, such that 
iiT(F(x) - BG(x)) + iiTh(x) b 0 for all x E K. (34) 
From the assumption (31), we must have k # 0, and without loss of 
generality we set I( ii (1 = 1 in (34). Hence from (34) we have 
[UT&‘(x) + FTh(x)]/iiTG(x) > 0 for all x E K. (35) 
Inequalities (35) and (8) imply v(D,) = 8. 1 
THEOREM 3.4. Suppose that K is a conoex set, max, diQp (fi(x) - d,,(x)), 
h(x) are convex on K, and that (31) holds. Then v(D2) = 8. 
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Proof: Using (12), similar to (34), we see that there exists 0~ Km with 
V 2 0, such that 
max (L(X) - Bgi(X)) + Th(X) 2 0 for all x E K. (36) 
14iGp 
Along the lines from (25) to (27), it follows from (36) that 
GK(x, V)--820 for all x E K. 
The result immediately follows from (37) and (9). 1 
(37) 
EXAMPLE 3.2. min(x* +x)/(1 +x3) s.t. -x ,<O, XE K= (- 1, + co). The 
problem has the optimal solution and value X = 0 and B = 0, respectively. 
It is easy to verify that all the assumptions of Theorem 3.3 or Theorem 3.4 
are satisfied. The two duals are also alike: 
sup inf (x2 +x)/4 
v,o sS(-I, +m) 
1 + x3) - ux/( + x3). (38) 
Simple analysis shows that 
inf 
XE(-1, +m) 
(x*+(l-lJ)x)/(l+x3) ;; 
i 3 
and I?= 1 is the optimal solution of (38) in u. 
if v=l 
if uf 1, (39) 
Note that g = (1 + x3) in Example 3.2 is neither convex nor concave in 
K=(-1, +a). 
4. CONCLUDING REMARKS 
In this paper, we have proposed four theorems of strong duality for non- 
linear nonconvex generalized fractional programming. For the case p = 1 
and g(x) = 1, all the theorems reduce to the well-known results of non- 
linear programming. Theorems 3.1-3.4 can be extended to the case that (P) 
involves linear equalities since the relations “( 16) implies (17)” and “( 32) 
implies (33)” can be extended to the case that they involve linear equalities 
(see C&91). 
As was indicated in Cl], Theorem 3.1 and Theorem 3.2 can also be 
extended to the case when (P) involves infinitely many ratios in the objec- 
tive functions and infinitely many constraints, since the relation “(16) 
implies (17)” holds for intinitely many inequalities and linear equalities (see 
[7, 81). In the restatement or the two theorems only the additional 
assumption that G(x) is continuous on K (see (20)) is needed. 
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From the proofs of Theorem 3.3 and Theorem 3.4, we see that the duals 
always have an optimal solution if the primal has an optimal value 
0 > - 00. The dual solution (U, V) in Theorem 3.3 (or V in Theorem 3.4) 
together with the primal solution X (if it exists) provides a saddlepoint - - 
(X, U, fi) of GL(x, U, U) (or (x, u) of GK(x, u)), if we define a saddlepoint of 
GL(x, u, II) to be (x*, u*, u*) such that x* E K, u* E RP with u* >O, 
II u* II = 1, and u* E R" with v* 2 0, and 
GW*, u, u) < GL(x*, u*, II*) < GL(x, u*, II*) 
for all XEK, all ugRP with u>O, /Iu~\ = 1, and for all veRm with 1120. 
The definition of saddlepoints of GK(x, u) was given in [lo], where the 
results were derived through an equivalent problem of (P), and other 
properties also presented for the problems concerned. 
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