This paper considers joint analysis of current status and marker data using a threshold model based on first hitting times. A failure time is defined as the time at which a subject's latent health status process first decreases to zero. We extend the bivariate Wiener process model in Whitmore et al. (1998) to the case when only current status data are available. We develop maximum likelihood estimation procedures and provide simulation studies. We apply our methods to a motivating example involving liver tumors in mice.
Introduction
Threshold regression, as reviewed in Lee and Whitmore (2006) and Aalen et al. (2008) , is a relatively new methodology for analyzing time-to-event data and is based on a first-hitting-time model. In an engineering context, a mechanical failure can be defined as the time at which a degradation process first reaches a fixed threshold. Similarly, without assuming proportional hazards, a health failure occurs when a latent health status process first crosses a threshold or reaches a certain level. In both situations, it is often the case that there exists a time-varying longitudinal marker process that is related to and could be used to predict the latent process or failure time of interest. Whitmore et al. (1998) proposed a bivariate Wiener process as a joint model for both the latent process and the marker process. Lee et al. (2000) extended this bivariate model to include covariates. Interval-censored data or current status data, however, were not considered for these earlier threshold models in the literature and are the focus of this article.
The problem of joint modeling often occurs in medical studies in which there exist some markers or surrogates for a clinical disease end point or failure time of interest (Prentice, 1989; Jewell and Nielsen, 1993; Jewell and Kalbfleisch, 1996) . Another common situation is the presence of time-dependent or longitudinal covariates, and the goal includes estimation of the effects of these covariates on the failure time of interest. One major difference between these conventional survival methods and threshold regression models based on first hitting times is that the markers or time-dependent covariates are usually observed completely or at different time points in the former while the marker process is often observed only at the first hitting or failure time in the latter. For the former situation, a number of models and inference procedures have been proposed in the literature when one observes right-censored or intervalcensored failure time data (Kalbfleisch and Prentice, 2002; Sun, 2006) . One of the most commonly used models is the proportional hazards model, which assumes that the markers or covariates affect the failure time in a proportional way.
With interval-censored failure time data, the failure time of interest is observed only to belong to some interval instead of being known exactly or to be greater than some censoring time as in right-censored failure time data (Sun, 2006) . This is common in, for example, follow-up survival studies where each study subject is observed only periodically. Thus, the occurrence status of a failure is only known at these observation time points, resulting in the occurrence time lying in an interval, defined by the two observation time points immediately before and after the occurrence. A very important special case of interval-censored data is when each subject is observed only once and in this case, the failure time is only known to be smaller or greater than the observation time. Such data are commonly referred to as current status data and usually occur in, for example, demographical studies, tumorgenicity experiments, or general cross-sectional studies (Diamond et al., 1986; Jewell and Shiboski, 1990; Sun and Kalbfleisch, 1993) . Van der Laan and Jewell (2003) investigated nonparametric estimation with current status and right-censored data on a counting process when a marker variable is observed at the censoring time.
An example of current status data, which motivated this study, is given in Section 5. The data were obtained from a 2-year tumorgenicity study conducted by the National Toxicology Program on the onset of various types of tumors in animals. Some animals died naturally during the study and those who survived at the end of study were sacrificed for examination of tumors. At death or sacrifice, animals were examined for the presence of various tumors in different organs. In this application, we only consider irreversible tumors and we wish to assess the predictive value of body weight of the animal as a marker process for the latent health status process that characterizes tumor onset. More details are given in Section 5.
The remainder of the paper is organized as follows. In Section 2, we begin by reviewing the basics of the bivariate Wiener model. We then generalize the model to the case of current status data and derive the corresponding likelihood function. For inference about unknown parameters, we develop the maximum likelihood approach in Section 3. The proposed approach is flexible in that it allows subjects to have different initial status and also it allows estimation of covariate effects. In Section 4 we present numerical simulation results conducted for the assessment of inference procedures that we developed. In Section 5, we apply the proposed methodology to the motivating tumorgenicity study discussed above. Section 6 contains some concluding remarks and discussion. Using a stochastic process to represent the latent health status, we will focus on current status data from medical studies in this article. The methodology developed in this article, however, is not limited to modeling health status and can be applied to first-hitting-time problems arising from other applications.
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The International Journal of Biostatistics, Vol. 4 [2008] The bivariate Wiener diffusion process has been studied by many authors, including Whitmore et al. (1998) and Lee et al. (2000) , where the former considered the situation with X(0) = 0 fixed and the latter treated X(0) as a positive unknown parameter. The unobservable latent health status process X(t) can be modeled by borrowing strength from the observable marker process Y (t). Let S denote the first time that X(t) decreases to the failure threshold. That is, health degrades to the threshold at failure time S. Whitmore et al. (1998) and Lee et al. (2000) investigated situations where right-censored data are observed. They discussed cases where S is either observed exactly or known to be greater than a censoring time and for Y (t) only its value at S or the censoring time is known. Assume that a subject's initial health status is some unknown positive number denoted by δ = X(0). A failure is observed when the process X(t) first hits 0, i.e., at the first-hitting-time S. Therefore, the random variable S, representing survival time, is defined as the time t at which X(t) = 0 with X(s) > 0 for all 0 < s < t. Thus, failure occurs when the subject's health status decreases to the origin for the first time. For the marker process Y (t), we assume that Y (0) = 0. Process standard deviations are denoted by σ x = σ 1/2 xx and σ y = σ 1/2 yy . Furthermore, ρ is defined as the correlation parameter between X(t) and Y (t), that is,
Parameter ρ measures how closely the marker process Y (t) can track or predict the latent health status process X(t). In addition to process correlation coefficient ρ, the parameters of interest also include µ x , the average change per unit time in health status. A negative value for µ x would suggest that the subject's health status is decreasing and tending towards failure.
We now extend the model to include situations where only current status data are available from cross-sectional studies. Specifically, suppose that each subject is observed only once at time t i and the observed data are
where S i and Y i (t) denote the failure time and marker process for subject i, respectively. To construct the likelihood function, let φ and Φ denote the density and distribution functions of the standard normal variable. For a subject with marker observation Y (t) = y, let p s (y) and p f (y) denote his/her probability density functions for surviving beyond time t or failing before time t, respectively. Following Lee et al. (2000) , we can derive the function
and show that
1 (y)} where q 1 (y) is the marginal density function of Y (t) = y. Here q 1 (y) and q 2 (y) are density functions of normal distributions with means µ y t and µ y t − 2δρσ y /σ x , respectively, with the same variance σ 2 y t, and
Using the notation defined above, one can derive the likelihood function of the observed data (
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2 )/2}. In the next section, we will discuss estimation of unknown parameters and their inference.
MLE for Joint Modeling of Current Status and Marker Data
To estimate unknown parameters, it is natural to maximize the log-likelihood function (1). Similar to the right-censored data case considered in Lee et al. (2000) , we found that, among all six parameters (δ, µ x , ρ, µ y , σ y , σ x ), only five of them can be estimated. Because the process X(t) is latent and therefore has an undefined scale, we have chosen to set σ x = 1 and focus on estimation
The maximum likelihood estimation of θ can be obtained by either solving the score function U(θ) = ∂l(θ)/∂θ = 0 or by maximizing the loglikelihood function directly with some constraints on the parameters. In this situation, the algorithm procedure can be simplified. Since the marginal density function of Y (t) = y is the normal density function with mean µ y t and variance σ 2 y t, it can be easily shown thatμ
The other three estimators can be obtained by maximizing l(δ, µ x , ρ,μ y ,σ y ) with the constraints δ > 0, µ x < 0, and |ρ| < 1.
Letθ denote the maximum likelihood estimate of θ defined above. It can be easily shown that √ n(θ−θ 0 ) converges weakly to a normal random variable with mean zero and variance I −1 (θ 0 ), where θ 0 is the true value. The Fisher information I(θ 0 ) can be consistently estimated by n
where
with
For simplicity, we did not include covariates in the preceding developments. For medical applications, covariates are very important. Hence, we now consider cases where there is a vector of covariates Z that could affect the latent and marker processes through their effects on µ x and µ y . Assume that covariate effects can be described by
where h x and h y are known link functions and β x and β y are unknown parameters representing the effects of the covariates on the latent and marker processes, respectively. For inference about β x and β y along with other parameters, one can develop similar maximum likelihood estimation procedures.
In time-to-event analysis, one would often treat markers as covariates and estimate the effects of all covariates on the disease or health status, or consider the marker as a surrogate for the health status and estimate the effects of covariates on the marker. Here we estimate the effects of covariates on the health status and marker separately. In model (2), β x represents the direct effects of covariates on the health status, and β y represents the indirect effects of covariates on the health status through the marker process.
Model (2) assumes that covariates Z have effects on µ x and µ y only. In practice, they may affect other parameters too or the effects may have different forms rather than the one specified by model (2). For these situations, similar inference methods can be easily developed.
Simulation Studies
In this section, we report results obtained from simulation studies conducted for assessing the performance of the developed methodology. In the study, we fixed (δ, µ x , µ y , σ y ) = (2, −1, 1, 2) and set ρ = 0.05, 0.25, 0.5 and 0.75. This gave E(S) = δ/|µ x | = 2, the expected failure time. Note that, as mentioned before, µ x represents the mean change per unit time in health status, µ y and σ y describe the mean change and standard deviation per unit time of the marker process, and ρ measures the degree of correlation between the two processes.
For simulated data, we first generated observation times t i 's from a normal distribution with mean 2 and variance 0.25. To generate the latent process X(t) and the marker process Y (t), we took the approach of accumulating correlated normally distributed increments (∆ x , ∆ y ) over time increments of length r = 0.01. Specifically, for subject i, we first generated a simple random sample of size R i {∆ xj , ∆ yj ; j = 1, ..., R i } from a bivariate normal distribution with mean (r µ x , r µ y ) and covariance matrix
we took ∆ i = 0 and y i = y iR i for the sample (t i , ∆ i , y i ) from subject i. That is, the subject has not failed yet at time t i . If there exists j such that x il > 0 for l = 1, ..., j − 1 and x ij ≤ 0, then we defined ∆ i = 1 and let y i = y ij + u i , where u i was generated from the normal distribution with mean (t i − rj) µ y and variance (t i − rj) σ 2 y . That is, the subject has already failed before time t i . Table 1 presents simulation results on estimation of δ, µ x , ρ, µ y and σ y for different values of ρ and n. The results were based on 1000 replications. The table gives the average biases of estimated parameters based on simulated data, the sample standard deviations of the estimates (SSDs), and the averages of estimated standard errors (ESEs). These results indicate that the proposed estimates seem to perform well for most situations and, especially, the estimated standard error is close to the sample standard deviation. One exception is the estimation of δ, for which larger sample sizes seem to be needed to obtain precise estimates.
The simulation results given above are for the case of no covariates. We also considered situations where covariates may exist. In particular, we investigated the case where there exists a treatment indicator Z with Z = 0 or 1 for half of the study subjects. For this situation, we assumed that µ x and µ y have the forms
where β x0 and β y0 denote the mean changes for the subjects in the control group and β x1 and β y1 represent the treatment effects on the latent and marker processes, respectively. Using the same set-up as for Table 1 and setting (δ, β x0 , β x1 , β y0 , β y1 , σ y ) = (2, −1, 0.5, 1, 0.5, 2) and ρ = 0.5, representing a moderate correlation between X(t) and Y (t), we obtained the results presented in Table 2 for these parameters. They give similar conclusions as those given by Table 1 .
An Illustrative Example
In this section we demonstrate the proposed method using a set of current status data arising from a 2-year tumorgenicity study conducted by the National Toxicology Program. The original study has male and female F344/N rats and B6C3F 1 mice exposed to chloroprene at concentrations of 0, 12.8, 32, or 80 ppm by inhalation, for 6 hours per day, 5 days per week, for 2 years. Some animals died naturally during the study and those who survived at the end of study were sacrificed for examination. The animals were examined at death or sacrifice for the presence of various irreversible tumors in different organs. In the study, in addition to the time to death or sacrifice and the tumor status at the time, the body weights of each animal were recorded at birth and at the death or sacrifice time. Body weight often provides a good marker for the health status of an animal. The animals in this study were fed under the same regime in each treatment group and thus it seems reasonable to use body weight of the animals to predict the health status characterized by tumor onset. In the following, we focus on 100 male and female B6C3F 1 mice in the 80 ppm chloroprene exposure group with respect to the occurrence of liver tumors.
To assess the predictive effect of body weight on the health status of the mice in the study, let X(t) denote the health status of a mouse and Y (t) the body weight of the mouse at day t, measured from birth. When X(t) is decreasing towards 0, the liver cells are tending to undergo a malignant transformation which, when it occurs, is the initiation of a tumor. For convenience, we will take Y (t) to be the body weight at day t minus the birth body weight and so we have Y (0) = 0. Also we let S denote time to the occurrence of a liver tumor. Define Z = 1 if the mouse was male and 0 otherwise. We assume that X(t) and Y (t) can be described by the models discussed in the previous sections and that µ x and µ y have the following forms
where β x0 and β y0 denote the mean changes of health status and the weight of female mice and β x1 and β y1 represent the gender effects on the latent health status process and the weight process, respectively.
Applying the inference procedures proposed in the previous sections, we obtainedδ = 29.7227,β x0 = −0.0239,β x1 = −0.0229,ρ = 0.3735,β y0 = 0.0424,β y1 = −0.0190, andσ y = 0.3029, with corresponding estimated standard errors 21.1651, 0.0472, 0.0120, 0.1637, 0.0019, 0.0027, and 0.0181, respectively. Except for δ, β x0 and β x1 , all other estimated parameters are significantly different from 0 with p-values smaller than 0.05. These results indicate that the health status of the female and male mice in the study were slowly declining from the initial health status of 29.7227 at the rates of 0.0239 and 0.0468 per day, respectively. In particular, the health status of female mice seems to decline slower than that of male mice. Note that δ, β x0 and β x1 are mildly significant, and one should be careful since the samples have few events and therefore may not be very informative about the parameters of the latent health status process. In terms of the predictive effect of body weight on health status, the results suggest that health status and body weight were significantly and positively correlated. That is, heavier mice seem to have longer tumor-free lives. The results given above also indicate that female mice seem to gain significantly more weight than male mice and thus enjoy longer tumor-free lives as mentioned above.
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In the preceding sections, we developed inference procedures for threshold regression models for current status data. As mentioned in Whitmore et al. (1998) , one advantage of this model is that it does not require the proportional hazards model assumption, which is commonly used for failure time data. Another major difference between the usual analysis of current status failure time data and the problem considered here is that for the former, the history of covariates is usually assumed to be known although the failure time of interest is not. For the latter case, as discussed in this article, the covariates are timedependent variables and are observed only at a single observation time. Of course, longitudinal readings on the marker process, if available, could be used for inferences on the parameters of the marker process.
One direction for future research is to generalize the proposed method to situations in which general interval-censored failure time data are available. In this case, as mentioned above, the time at which the health status reaches its threshold is observed only to belong to an interval and the only information available for the marker process Y (t) are its values at the left and right end points of the intervals. Although this generalization of the idea used here is similar, derivations of the score and information matrix, as well as the computations, will be much more complicated.
Another direction for future research is to incorporate semiparametric covariate functions in the proposed model. In this article, we assumed a linear functional form for the covariates. However, in other applications, a nonlinear function may be more appropriate and it would be helpful to develop methods for nonparametric estimation of the covariate function, for example, by using kernel or spline methods.
