. In those 1 Relevant references on the use of importance sampling in queueing models include Asmussen [1989 , 1987 , 1985 ], Frater and Anderson [ 1989 , Frater et al. [1991 Frater et al. [ , 1989 ')'B = fl{x
where et al. [1994, 1993] .) The buffer can service up to c (c > 1) packets in each time slot. Let a~(t) denote the number of packets from source k that arrive during time slot t. 
The twisted distribution for source k is defined by Pk, o(a, jli) = P@(ah(t) = a,xk(t)
which is seen to be a probability distribution by Equations (7) and (8). Each arrival process will be simulated (independently) using the same twisting parameter 6 for some as yet unspecified value of (3. Because of the form of P~,~(a, jl i), the likelihood ratio after T transitions has a simple form: log(Ah(6)) Let BI = @ and B2 = (1 -f)B for some constant f, O < f < 1. If there exist constants O: >0 and O; >0 such that a~9~) + a&(9~) = c and a~O~) = c, then that is, p~~) + p~~) > 1 for all k. The total high priority and low priority arrival rates can be computed to be 1.125 and 0.167, respectively. We choose the switch speed c = 2. For such two-state Markov processes, the appropriate eigenvalues are known in closed form (see, e.g., Chang et al. [1994, 1993] Results for these experiments are presented in Table I . Note how the RE using importance sampling remains almost constant as B becomes larger. For comparison purposes, we also ran simulations using the multiphase change of measure as well as the standard simulation method, both for the same amount of CPU time that was used for the splitting method.
In the multiphase method, we again use the ratio formula given by Equation (6), but now instead of using the splitting algorithm to estimate E(Y) (the expected number of high priority packets lost in an A-cycle), we use the multiphase change of measure. We also estimate the low priority packet loss, in exactly the same way as in the splitting method.
The first time the A-cycle path using the multiphase change of measure crosses BI, we split off a path that uses no further importance sampling, and stimulate this path until the buffer empty state is reached. The initial A-cycle path until it crosses BI, combined with this split path, is the same as the "base sample path" in the splitting method previously described.
As in the splitting method, we use this "base sample pat~to get an unbiased estimate (from a single A-cycle) of the expected low priority packet loss in an A-cycle. As one can see in Table I , the relative error using the multiphase method was of the same order as that when using the splitting method. However, as mentioned before, we could not show this method to be asymptotically optimal and hence it will be risky to use this method in practice.
In the standard simulation case (after discarding the first 300 A-cycles), at (0.7, 0.6, 0.6, 0.5, 0.8, 0.8, 0.8, 0.8, 0.8, 0.7, 0.7, 0.7, 0.9, 0.9, 0.9, O.9) and (0.5, 0.8, 0.6, 0.9, 0.3, 0.6, 0.6, 0.4, 0.8, 0.5, 0.9, 0.6, 0.7, 0.8, 0.6, O.5) , respectively, The first twelve sources are considered to be of high priority with a total arrival rate of 5.57 and the last four sources are considered to be of low priority with a total arrival rate of 0.95. The switch speed c was chosen to be 8. Using
Equations (20) and (22) 
Because the state space of each source is finite, H( 6, t) is bounded. Thus there exists a constant dz((l) < w for O >0 such that H(O, t) < dz(0). Also, because Of >0 is the solution of a" ( /3) = c, for any q sufficiently small, there exists a O < O' < 67 such that a*(O') < c -2E. Thus
E[e#(A(~)-(c-~)t)]
< dz(~r)e-e'~~.
In conjunction with Equation (36), one has P(73 > s) < @( O')e-@'cs, . C. S. Chang et al.
