Coverings, the graded center and Hochschild cohomology  by Green, Edward L. et al.
Journal of Pure and Applied Algebra 212 (2008) 2691–2706
Contents lists available at ScienceDirect
Journal of Pure and Applied Algebra
journal homepage: www.elsevier.com/locate/jpaa
Coverings, the graded center and Hochschild cohomology
Edward L. Green a, John Robert Hunton b, Nicole Snashall b,∗
a Department of Mathematics, Virginia Tech, Blacksburg, VA 24061–0123, USA
b Department of Mathematics, University of Leicester, University Road, Leicester, LE1 7RH, England, United Kingdom
a r t i c l e i n f o
Article history:
Received 27 March 2007
Received in revised form 1 April 2008
Available online 27 June 2008
Communicated by I. Reiten
MSC:
Primary: 16E30
16E40
16W50
secondary: 20J06
a b s t r a c t
Suppose that R is a group graded K -algebra, where K is a commutative ring and R is graded
by a group G. The G-grading of R leads to a G-grading of certain Ext-algebras of R. On the
other hand, with the G-grading of R, one associates a ‘covering’ algebra S. This paper begins
by studying the relationship between Ext-algebras of the covering S and the covering of
the Ext-algebras of R.
We investigate the fixed ring SG and obtain an explicit K -splitting of S as SG ⊕ I , for
some K -submodule I of S. We also study the relationship between the graded centers of R
and S.
Finally, it has been noted by a number of authors [C. Cibils, M.J. Redondo, Cartan–Leray
spectral sequence for Galois coverings of linear categories, J. Algebra 284 (2005) 310–325;
E.N. Marcos, R. Martínez-Villa, Ma.I.R. Martins, Hochschild cohomology of skew group
rings and invariants, Cent. Eur. J. Math. 2 (2) (2004) 177–190 (electronic)], that G acts
on the Hochschild cohomology ring of S, HH∗(S), and that there are monomorphisms
(HHn(S))G → HHn(R), for n ≥ 0. We provide explicit descriptions of these maps for n = 0
and 1.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
The theory of coverings appears in a number of different contexts in the literature and has proved to be a very important
tool in both the study of representations of finite dimensional algebras and of group representations. In the representation
theory of algebras, covering theory was introduced by Bongartz and Gabriel, and Riedtmann [2,17] and also studied in [16]
by Martínez-Villa and de la Peña. In this context, the theory was later connected to gradings in [8]. From the perspective of
gradings, Cohen and Montgomery’s work [7] is fundamental.
The first part of this paper provides a general framework for a covering theory and then studies how the Ext groups
behave with respect to coverings. We also develop here the results and notation needed in the second part of the paper,
which investigates howcovering theory affects the center and the graded center of an algebra, aswell as the relation between
covering theory and the Hochschild cohomology ring. The behavior of Ext groups and their coverings has been investigated
in thework ofMartínez-Villa [15], where he took a different perspective to the one in this paper.We also note that coverings
have been studied in [4–6].
In the case where K is a field, for a G-graded K -algebra R, we let CovG(R) denote the covering algebra associated to this
grading; the definition of a covering algebra is given in Section 2. Cibils and Redondo [5] and Marcos, Martínez-Villa and
Martins [13] show that G acts on the Hochschild cohomology ring, HH∗(CovG(R)), of CovG(R). Moreover, Marcos, Martínez-
Villa and Martins [13] demonstrate that there is a monomorphism from the fixed ring of the Hochschild cohomology
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ring of the covering algebra, (HH∗(CovG(R)))G, to the Hochschild cohomology ring of the algebra, HH∗(R). This map is not
explicitly given nor is the image described in their work. In the second part of our paper, we give explicit monomorphisms
HHi(CovG(R))→ HHi(R) and give a detailed description of the image, for i = 0 and 1. We also investigate how the graded
center of algebra is affected by coverings using the ring homomorphismsHH∗(R)→ E(R) andHH∗(CovG(R))→ E(CovG(R)),
where E(R) and E(CovG(R)) are the Ext-algebras of R and CovG(R), respectively.
We now summarize the results of this paper. Let K be a commutative ring with 1. In Section 2 we give the general
theory and show that, if CovG(R) is a covering algebra of a G-graded K -algebra R, then the category of G-graded R-modules
is equivalent to the category of CovG(R)-modules (see Theorem 2.5). In Section 3, we investigate how coverings affect Ext-
algebras. In particular, Theorem 3.2 states that if R is a G-graded algebra and Γ is a nonzero graded R-submodule of R such
that Γg = 0 if g 6= 1G, then, as K -algebras, CovG(Ext∗R(F (Γ ),F (Γ ))) and Ext∗CovG(R)(UGF (Γ ),UGF (Γ )) are isomorphic,
where F is the forgetful functor from the category of graded R-modules to the category of R-modules, G is the right adjoint
of F , andU an equivalence of categories from the category of G-graded R-modules to the category of CovG(R)-modules.
In Section 4 we turn our attention to the rings of invariants and modules of coinvariants in the covering situation. We
show that if S is a covering K -algebra of a G-graded K -algebra R, then G acts on S. We let SG be the ring of invariants and
show that SG is isomorphic to R (Proposition 4.1). We then define and study the module of coinvariants, SG, and prove
that SG and SG are isomorphic as K -modules in Corollary 4.4. Adding a positive Z-grading to a covering situation, we study
how the graded center is affected by coverings in Section 5. Let S be a covering algebra of a G-graded algebra and let
Z∗gr(SG) = {z ∈ Zgr(SG) | wt(z) = 1G}, where, if A is a positively Z-graded algebra, Zgr(A) denotes the graded center of
A. We prove, in Corollary 5.9, that if G is a finite group with the order of G invertible in K , then the map S → SG given by
s → (1/|G|)∑g∈G sg restricts to a K -linear map Zgr(S) → Z∗gr(SG) with kernel IG ∩ Zgr(S). This map is a K -splitting of the
inclusion Z∗gr(SG)→ Zgr(S). Hence, Zgr(S) = Z∗gr(SG)⊕ (IG ∩ Zgr(S)).
If Λ is a quotient of a path algebra over a field which is also G-graded, then, in Section 6, we recall how G acts on
CovG(Λ)-CovG(Λ)-bimodules and how this action induces a G-action on the Hochschild cohomology ring HH∗(CovG(Λ)).
Finally, in Section 7, for i = 0, 1, we define monomorphisms (HHi(CovG(Λ)))G → HHi(Λ) and completely describe the
images of these maps (see Theorems 7.6 and 7.13).
2. Covering contexts
In this section we define and review the concept of a covering context which was first introduced by Green, Marcos and
Solberg [10] a few years ago. From a slightly different viewpoint, it is a pair consisting of a graded algebra and its smash
product, which was introduced by Cohen and Montgomery [7].
Let K be a commutative ring with 1 and G a group which is not necessarily finite. Let S be a ring which need not have
an identity element. We assume that S is a left unital K -module, and view S as a K -K -bimodule, that is, we have ks = sk
for all s ∈ S and k ∈ K . Assume also that k(ss′) = (ks)s′ for all s, s′ ∈ S and k ∈ K , so that S is a K -algebra. Let K -Aut(S)
be the K -linear algebra automorphisms of S and let ρ : G → K -Aut(S) be a group monomorphism. If g ∈ G and s ∈ S, we
denote ρ(g)(s) by sg . We view G as a subgroup of K -Aut(S) and usually suppress ρ. Let E = {eg}g∈G be a set of orthogonal
idempotents in S. We say that (S, ρ, E) is a covering algebrawhenever the following conditions hold.
C1. For each s ∈ S, there is a finite subset I of G such that∑g∈I eg s = s =∑g∈I seg .
C2. If g, h ∈ G, then (eg)h = egh.
If G is a finite group then
∑
g∈G eg is the identity element of S. If G is infinite, S does not have an identity element since C2
implies that the set E is infinite. In the casewhereG is infinite, C1 can viewed as showing that S has ‘‘local’’ identity elements.
We say an element s of S is E-uniform if there are elements g, h ∈ G such that eg s = s = seh. By C1, every nonzero element
of S is a (unique) sum of E-uniform elements; namely, s =∑g,h eg seh.
If (S, ρ, E) is a covering algebra, we associate a G-graded K -algebra to (S, ρ, E) in the following fashion. Let R(S) = S ·e1G ,
where e1G is the element of E with index the identity element of G. For g ∈ G, define R(S)g = egSe1G . As a K -module,
R(S) = ⊕g∈G R(S)g by the orthogonality of the eg ’s and C1. We define a multiplication on R(S) as follows. If r ∈ R(S)g and
r ′ ∈ R(S)h, then r · r ′ is defined to be rhr ′. Note that rh = (eg re1G)h = eghrheh and hence rhr ′ ∈ eghSe1G = R(S)gh. The reader
may check that R(S) is a G-graded K -algebra with identity e1G ∈ R(S)1G . We call R(S) the graded algebra associated to the
covering algebra (S, ρ, E).
Now C1 and C2 imply that S = ⊕g,h∈G egSeh as K -modules. If g, h ∈ G, then ρ(h) is a K -linear isomorphism from egh−1Se1G
to egSeh. Thus, we may identify egSeh with R(S)gh−1 . Under this identification, we view S as G × G-matrices with almost all
entries 0 and where the (g, h)-entry is an element in R(S)gh−1 . Thus, the matrix (xg,h) corresponds, under this identification,
to the element
∑
g,h x
h
g,h ∈ S; noting that xhg,h ∈ egSeh since xg,h ∈ egh−1Se1G . It is not hard to check that, under this
identification, multiplication in S is just matrix multiplication of the G× G-matrices.
Continuing with the identification of S with this ring of G × G matrices, we consider the action of elements of G on S.
Let s ∈ S be E-uniform with s = eg seh. Then s is identified with the matrix (xu,v) where xu,v = 0 if u 6= g or v 6= h, and
xg,h = egh−1sh−1e1G . It is easy to check that if k ∈ G, then sk is identified with the matrix (yu,v) where yu,v = 0 except for
ygk,hk = xg,h.
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Summarizingwhatwe have so far, we see that if (S, ρ, E) is a covering algebra, thenwemay construct aG-graded algebra
R(S). Furthermore, S may be viewed as certain G× G-matrices with entries in the graded components of R(S).
We now start with a G-graded K -algebra (with identity) and construct a covering algebra. Let R = ⊕g∈G Rg be a G-graded
K -algebra. Let CovG(R) be the set of G× G-matrices (xg,h), g, h ∈ G, with entries in Rwhich satisfy the following axioms.
G1. xg,h ∈ Rgh−1 .
G2. xg,h = 0 for all but a finite number of g, h ∈ G.
Note that G2 implies that the matrices are row and column finite. We make CovG(R) into a ring by matrix addition and
multiplication. If G is an infinite group, then CovG(R) does not have an identity element. If G is finite, then CovG(R) has an
identity element; namely, the matrix (xg,h)where xg,h = 0 if g 6= h and xg,g = 1R for g ∈ G.
Next, we define the set E(R) of orthogonal idempotents in CovG(R). Let g ∈ G and eg denote the matrix (xh,k) where
xg,g = 1R and xh,k = 0 otherwise. Then eg ∈ CovG(R) and we let E(R) = {eg}g∈G. Finally, we define ρR : G → AutK (CovG(R))
by (xh,k)g = (yh,k) where yh,k = xhg−1, kg−1 . Note that this makes sense, since if xh,k ∈ Rhk−1 then yh,k = xhg−1, kg−1 ∈ Rhk−1
also. The reader may check that (CovG(R), ρR, E(R)) is a covering algebra which we call the covering algebra associated to the
graded algebra R.
The following result is an immediate consequence of the above constructions and discussion.
Proposition 2.1. Let K be a commutative ring with 1 and G a group.
(1) If (S, ρ, E) is a covering K-algebra and R(S) is the associated G-graded algebra then (CovG(R(S)), ρR(S), E(R(S))) is
isomorphic to (S, ρ, E) as covering algebras.
(2) If R = ⊕g∈G Rg is a G-graded K-algebra and (CovG(R), ρR, E(R)) is the associated covering algebra then the G-graded algebra
R(CovG(R)) is isomorphic to R as G-graded algebras.
Proof. To prove (1), define F : CovG(R(S)) → S by F((xg,h)) = ∑g,h∈G xhg,h. To see that F is onto, let s = eg seh be an E-
uniform element of S. We show that s is in the image of F . Consider sh
−1 = egh−1sh−1e1G ∈ R(S). Defining the element (xs,t)
by xs,t = 0 if s 6= g or t 6= h and xg,h = sh−1 , it follows that F((xg,h)) = s. It is easy to check that F is a K -isomorphism, and
F(eg) = eg . Finally, if g ∈ G and (xh,k) ∈ CovG(R(S)), we wish to show that F((xh,k)g) = (F((xh,k)))g . Now
F((xh,k)g) = F((xhg−1,kg−1)) =
∑
h,k∈G
xkhg−1,kg−1 =
∑
h,l∈G
xlgh,l.
On the other hand,
(F((xh,k)))g =
(∑
h,k∈G
xkh,k
)g
=
∑
h,k∈G
xkgh,k,
and we have our result.
Part (2) is similar and left to the reader. 
The above result motivates the following definition.
Definition 2.2. Wesay that [(S, ρ, E), R(S)] is a covering context if (S, ρ, E) is a covering algebra and R(S) is the associatedG-
graded algebra. Equivalently, [(CovG(R), ρR, E(R)), R] is a covering context if R is a G-graded algebra and (CovG(R), ρR, E(R))
is the associated covering algebra.
We now give an example of a covering context; this example is particularly important and is the main motivation for
Sections 6 and 7. For further details about quivers see [1].
Example 2.3 ([8]). Let K be a field,Q a finite quiver and letΛ = KQ/I where I is an ideal contained in the ideal of KQwhich
is generated by the arrows ofQ. LetQ0 denote the set of vertices ofQ andQ1 denote the set of arrows ofQ. Covering theory
for such algebras Λ has been investigated in [2,8,16], and we recall this theory here using the approach of [8]. Let G be a
group and letW : Q1 → G be a set function. We callW a weight function. If p = a1 · · · an is a path in Q, with ai ∈ Q1 then
the weight of p is W (an)W (an−1) · · ·W (a1) ∈ G. We set the weight of a vertex to be 1G. If x = ∑ni=1 cipi, with ci ∈ K \ {0}
and pi a path, for i = 1, . . . , n, then we say x is weight homogeneous if W (p1) = W (pi) for i = 1, . . . , n. The G-grading on
KQ induces a G-grading onΛ if and only if I can be generated by weight homogeneous elements.
We assume now that W : Q1 → G is a weight function and that I can be generated by weight homogeneous elements.
The G-grading onΛwill be the grading induced byW .
We define a new quiver QW by (QW )0 = Q0 × G and (QW )1 = Q1 × G. We denote the vertices of QW by vg if v ∈ Q0
and g ∈ G, and the arrows of QW by ag if a ∈ Q1 and g ∈ G. The arrows in QW are defined as follows: if a : v → w is an
arrow inQ1 and g ∈ G then ag : vg → wW (a)g .
We say a nonzero element r of KQ is uniform if there exist vertices v and w in Q0 such that r = vr = rw. Let
Unif(KQ) (respectively, Unif(KQW )) denote the set of uniform elements in KQ (respectively, KQW ). There is a surjection
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pi : Unif(KQW ) → Unif(KQ) induced by pi(vg) = v and pi(ag) = a, for all g ∈ G, v ∈ Q0, and a ∈ Q1. Note that every
nonzero element of a path algebra is uniquely a sum of uniform elements. Hence every ideal can be generated by uniform
elements.
If I is generated by a set of uniform weight homogeneous elements γ then let IW be the ideal in KQW generated by
pi−1(γ ). If g ∈ G, then g induces a K -automorphism of KQW which is given by (vh)g = vhg−1 and (ah)g = ahg−1 . It can be
checked that this induces a group homomorphism ρW : G → K -Aut(KQW/IW ). Let E = {eg | eg = ∑v∈Q0 vg and g ∈ G}.
For further details, see [8].
Then, with the above notation, [(KQW/IW , ρW , E),Λ] is a covering context.
This example motivates the following definition.
Definition 2.4. Let ΛW = KQW/IW and let [(ΛW , ρW , E),Λ] be the covering context of Example 2.3. In this case we say
[(ΛW , ρW , E),Λ] is a covering context with respect to the weight function W .
We end this section with some well-known results which we use in Section 3.
Assume that G is a group (which is not necessarily finite). If (S, ρ, E) is a covering K -algebra, then we let Mod (S) denote
the category of left S-modules X such that if x ∈ X then there is a finite set I ⊂ G such that (∑g∈I eg)x = x. Note that if G is
finite, then Mod (S) is just the category of unital S(G)-modules. One might say that in the case when G is infinite, Mod (S)
is the category of ‘‘locally unital’’ S-modules. If R is a G-graded K -algebra, we let Gr(R) denote the category of graded left
R-modules and degree 0 homomorphisms. Specifically, the objects of Gr(R) are graded modulesM = {Mg}g∈G whereMg is
a K -module and Rg ·Mh ⊂ Mgh. IfM = {Mg}g∈G and N = {Ng}g∈G are graded R-modules, then {αg}g∈G : M → N is a degree
0 homomorphism if for m ∈ Mg , r ∈ Rh, then αhg(rm) = rαg(m) and αg(Mg) ⊂ Ng . The next result was proved in [7] and,
in the case of graded artin algebras, in [9]; we include a proof here for completeness.
Theorem 2.5. Let R be a G-graded K-algebra and (CovG(R), ρR, E(R)) be the associated covering algebra. Then the categories
Gr(R) andMod (CovG(R)) are equivalent.
Proof. LetU : Gr(R)→ Mod (CovG(R)) be defined byU({Mg}g∈G) = ⊕g∈G Mg where CovG(R) acts on⊕g∈G Mg as follows.
Let (xg,h) ∈ CovG(R). View an element of ⊕g Mg as a column vector indexed by G. Thus (xg,h)(mg) has gth-component∑
k xg,kmk. Note that xg,k ∈ Rgk−1 so that xg,kmk ∈ Mg . Furthermore, note that only a finite number of the xg,k are nonzero
so the summakes sense. One setsU({αg}g∈G) = ⊕g∈G αg on degree 0 homomorphisms and checks that⊕g αg is a CovG(R)-
homomorphism.
The inverse functorϕ : Mod (CovG(R))→ Gr(R) is defined as follows. Let X be a CovG(R)-module. Defineϕ(X) = {Mg}g∈G
where Mg = egX . The condition that X is locally unital is important here. If X, Y ∈ Mod (CovG(R)) and β : X → Y is a
CovG(R)-homomorphism, then β(egX) ⊂ egY . It follows, by setting (ϕ(β))g = β|egX , that {(ϕ(β))g} is a morphism in Gr(R).
We leave it to the reader to check thatU and ϕ are inverse equivalences. 
Finally, let R = ⊕g∈G Rg be a G-graded K -algebra where K is a commutative ring with 1. If M = {Mg} is a graded (left)
R-module, for each g ∈ G, we have the g-th shift of M , M[g] where M[g] = {Nh}h∈G with Nh = Mhg−1 . We denote the
Hom-sets in Gr(R) by HomGr(R)(−,−).
Let F : Gr(R) −→ Mod (R) be the forgetful functor and letU : Gr(R) −→ Mod (CovG(R)) be the equivalence of categories
in the proof of Theorem 2.5. Let G : Mod (R) −→ Gr(R) be the functor defined as follows. IfM ∈ Mod (R) then G(M) = {Xg},
where, for each g ∈ G, Xg = M and if x = {mg} ∈ X and r ∈ Rh, then r · x = {yg} with yg ∈ Xg and yg = rmh−1g where the
right hand side uses the R-module structure ofM = Xh−1g .
This gives the following proposition which is also well-known but again is included for completeness.
Proposition 2.6. The pair of functors (F ,G) is an adjoint pair. In particular, if M = {Mg} ∈ Gr(R) and N ∈ Mod (R), then
HomR(F (M),N) ∼= HomGr(R)(M,G(N)).
Proof. Let M = {Mg} ∈ Gr(R) and let N ∈ Mod (R). We begin by defining φ : HomGr(R)(M,G(N)) −→ HomR(F (M),N) as
follows. Let G(N) = {Lg}g∈G with Lg = N . Suppose α = {αg} ∈ HomGr(R)(M,G(N)); then we define φ(α) : ⊕g∈G Mg → N
by φ(α) = ⊕g∈G αg . The reader may check that φ(α) is an R-homomorphism.
Next, define ψ : HomR(F (M),N) −→ HomGr(R)(M,G(N)) as follows. Let (mg)g∈G ∈ F (M) = ⊕g∈G Mg . Suppose
that β ∈ HomR(F (M),N). Define ψ(β) = {γg} : M → G(N) by γg(mg) = β(x) where x = (xh) ∈ ⊕h∈G Mh and
xh =
{
0, if h 6= g,
mg , if h = g. . Again the reader may check that ψ(β) is a morphism in Gr(R).
Finally, that φ and ψ are functorial and inverse isomorphisms is straightforward. 
Applying the equivalenceU : Gr(R) −→ Mod (CovG(R)), we get the next result. Recall from the proof of Theorem 2.5 that
the functor ϕ : Mod (CovG(R)) −→ Gr(R) is an inverse equivalence toU.
Corollary 2.7. The pair of functors (F ϕ,UG) is an adjoint pair. Moreover, if M = {Mg} ∈ Gr(R) and N ∈ Mod (R), then
HomR(F ϕ(U(M)),N) ∼= HomCovG(R)(U(M),UG(N)).
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3. Coverings and Ext
Let G be a group and R = ⊕g∈G Rg be a G-graded K -algebra where K is a commutative ring with 1. We keep the notation
of Section 2.
Let A ∈ Gr(R). We assume that either A is finitely generated or G is a finite group. Now let (P•, d•) be a graded
projective R-resolution of A. Then, applying the functor F : Gr(R) −→ Mod (R) to (P•, d•)we obtain a projective resolution
(F (P)•,F (d)•) of F (A). It follows from Proposition 2.6 and Corollary 2.7 that if A, B ∈ Gr(R), then
ExtnR(F (A),F (B)) ∼= ExtnCovG(R)(U(A),UGF (B)).
This yields a G-grading on ExtnR(F (A),F (B)); namely,
ExtnR(F (A),F (B))g = ExtnCovG(R)(U(A),U(B[g])). (∗)
To show that this makes sense, we first recall, for any C ∈ Gr(R), that GF (C) = ⊕g∈G C[g]. Hence, UGF (B) =
U(⊕g∈G B[g]) ∼= ⊕g∈GU(B[g]) and so
ExtnR(F (A),F (B)) ∼= ExtnCovG(R)(U(A),UGF (B))∼= ⊕g∈G ExtnCovG(R)(U(A),U(B[g])) = ⊕g∈G ExtnR(F (A),F (B))g .
Proposition 3.1. Let A ∈ Gr(R). With the G-grading given above, we have that Ext∗R(F (A),F (A)) is a G-graded algebra (with
the Yoneda product). Suppose that either A is finitely generated or G is a finite group. If B ∈ Gr(R), then Ext∗R(F (A),F (B)) is a
graded Ext∗R(F (B),F (B))–Ext
∗
R(F (A),F (A))-bimodule.
Proof. Suppose that A, B, C ∈ Gr(R). It is enough to show that
ExtmR (F (B),F (C))g · ExtnR(F (A),F (B))h ⊆ Extm+nR (F (A),F (C))gh.
Suppose that (P•, d•) is a graded projective resolution of A and (Q •, (d′)•) is a graded projective resolution of B. Let
α ∈ ExtnR(F (A),F (B))h and β ∈ ExtmR (F (B),F (C))g . By Proposition 2.6, we may represent α by a graded homomorphism
α : Pn −→ B[h]. Lift α to αˆ : Pn+m −→ Qm[h]. We may represent β by a graded homomorphism β : Qm −→ C[g]. It follows
that βα can be represented by β[h]αˆ : Pn+m −→ C[g][h]. But C[g][h] = C[gh]. Hence, βα ∈ Extn+mR (F (A),F (C))gh and we
are done. 
Let Γ = {Γg}g∈G be a graded R-module. By Proposition 3.1, Ext∗R(F (Γ ),F (Γ )) is a G-graded algebra. We consider the
covering algebra CovG(Ext∗R(F (Γ ),F (Γ ))) of Ext
∗
R(F (Γ ),F (Γ )). In addition, we have thatUGF (Γ ) is a CovG(R)-module.
Our next goal is to show that
Ext∗CovG(R)(UGF (Γ ),UGF (Γ ))
∼= CovG(Ext∗R(F (Γ ),F (Γ )))
as K -algebras when G is a finite group and Γ has support in degree 1G.
We begin by noting, for an arbitrary graded R-module Γ , thatUGF (Γ ) = ⊕g∈GU(Γ [g]) as graded modules. It follows,
for a finite group G, that
Ext∗CovG(R)(UGF (Γ ),UGF (Γ ))
∼= ⊕g,h∈G Ext∗CovG(R)(U(Γ [g]),U(Γ [h])).
Now HomGr(R)(M[g],N[h]) ∼= HomGr(R)(M,N[hg−1]) and hence
Ext∗CovG(R)(UGF (Γ ),UGF (Γ ))
∼= ⊕g,h∈G Ext∗R(F (Γ ),F (Γ ))hg−1 .
Theorem 3.2. Let [(CovG(R), ρ, E), R] be a covering context with G a finite group. Let Γ be a nonzero graded R-submodule of
R such that Γg = 0 if g 6= 1G. Let CovG(Ext∗R(F (Γ ),F (Γ ))) be the covering algebra of Ext∗R(F (Γ ),F (Γ )) associated to the
G-grading given by (∗). Then, as K-algebras, CovG(Ext∗R(F (Γ ),F (Γ ))) and Ext∗CovG(R)(UGF (Γ ),UGF (Γ )) are isomorphic.
Proof. Since Γg = 0 if g 6= 1G, we have that, if r ∈ Rg with g 6= 1G, then rγ = 0 for each γ ∈ GF (Γ ). We have seen that
Ext∗CovG(R)(UGF (Γ ),UGF (Γ )) is isomorphic to⊕g,h∈G Ext∗R(F (Γ ),F (Γ ))hg−1 as K -modules. It is then easy to check that
the Yoneda product on Ext∗CovG(R)(UGF (Γ ),UGF (Γ )) translates to the usual Yoneda product
Ext∗CovG(R)(U(Γ [g]),U(Γ [h]))⊗K Ext∗CovG(R)(U(Γ [k]),U(Γ [l])) −→ Ext∗CovG(R)(U(Γ [k]),U(Γ [h]))
if g = l and is 0 if g 6= l.
Now CovG(Ext∗R(F (Γ ),F (Γ ))) is the G× G-matrix algebra with (g, h)-entry in Ext∗R(F (Γ ),F (Γ ))gh−1 where g, h ∈ G.
Thus, we may define
Ψ : Ext∗CovG(R)(UGF (Γ ),UGF (Γ )) −→ CovG(Ext∗R(F (Γ ),F (Γ )))
by sending Ext∗R(F (Γ ),F (Γ ))gh−1 in Ext
∗
CovG(R)(UGF (Γ ),UGF (Γ )) to a copy of itself in CovG(Ext
∗
R(F (Γ ),F (Γ ))) by the
identity map. It is easy to check that Ψ preserves the multiplication and hence is a K -algebra isomorphism. 
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We present an application of this theorem at the end of Section 5.
4. Invariants and coinvariants
Let [(S, ρ, E), R(S)] be a covering context. Since G is a set of K -automorphisms of S, wemay consider the ring of invariants
(or fixed ring), SG, where SG = {s ∈ S | sg = s for all g ∈ G}. Under our hypothesis, if G is an infinite group then C1 and C2
imply that SG = {0}. We will only consider the ring of invariants in the case when G is finite. Note that SG is a subring of S
and we denote the inclusion homomorphism by σ .
Proposition 4.1. Let [(S, ρ, E), R(S)] be a covering context with G a finite group. Then the ring of invariants SG is isomorphic to
R(S) as K-algebras.
Proof. Recall from Section 2, that R(S) = Se1G where 1G is the identity element of G and multiplication is given by
eg se1G · ehs′e1G = eghshehs′e1G .
Define α : R(S) → SG by α(eg se1G) =
∑
h∈G(eg se1G)
h. The reader may check that α is a K -algebra homomorphism. To
define the inverse, consider s ∈ SG. Then s = ∑g∈G seg . Since s = sg , we obtain s = ∑g∈G sgeg = ∑g∈G(se1G)g . Define
β : SG → R(S) by β(s) = se1G . Again the reader may check that β is a K -algebra homomorphism. It is clear that α and β are
inverse homomorphisms and the proof is complete. 
As S is a left K -module, we may consider the submodule of S generated by all elements of the form s − sg where s ∈ S
and g ∈ G. We denote this submodule by IG. The K -module, S/IG, is called themodule of coinvariants and will be denoted by
SG. Let τ : S → SG be the canonical K -surjection.
We keep the assumption that G is a finite group and we describe SG. We begin with a lemma needed in the proposition
below.
Lemma 4.2. Let G be a finite group. Then IG ∩ Seg = (0) for all g ∈ G.
Proof. Let x =∑k∈G αk(sk − skk) ∈ IG with αk ∈ K . We claim that if x ∈ Seg , then x = 0. Using S = ⊕h∈G Seh, we may write
sk =∑h∈G sk,heh. So
(sk − skk)el = (sk,l − skk,lk−1)el,
for each l ∈ G. Now act by l−1 to get
((sk − skk)el)l
−1 = sl−1k,l − skl
−1
k,lk−1 .
Hence,
(xel)l
−1 =
(∑
k∈G
αk(sk − skk)el
)l−1
=
∑
k∈G
αk(sl
−1
k,l − skl
−1
k,lk−1).
For l 6= g , we have xel = 0 and hence (xel)l−1 = 0. Hence,
(xeg)g
−1 = (xeg)g−1 +
∑
l6=g
(xel)l
−1
=
∑
l∈G
(xel)l
−1
=
∑
l∈G
∑
k∈G
αk(sl
−1
k,l − skl
−1
k,lk−1)
=
∑
l∈G
∑
k∈G
αksl
−1
k,l −
∑
l∈G
∑
k∈G
αkskl
−1
k,lk−1
=
∑
l∈G
∑
k∈G
αksl
−1
k,l −
∑
l∈G
∑
k∈G
αksl
−1
k,l
= 0.
So xeg = 0 and hence x = 0. This completes the proof. 
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Proposition 4.3. Let (S, ρ, E) be a covering algebra with G a finite group. Fix some g ∈ G. Then SG is isomorphic to Seg as
K-modules.
Proof. Define µ : Seg → SG by µ(seg) = τ(seg), where τ is defined before Lemma 4.2. Clearly µ is a K -homomorphism.
Let τ(s) ∈ SG. Define ν : SG → Seg by ν(τ(s)) = ∑h∈G(seh)h−1g . Noting that (seh)h−1g ∈ Seg , we must show that ν is
well-defined. Thus, we must show that if τ(s) = τ(t) then∑h∈G(seh)h−1g = ∑h∈G(teh)h−1g . We begin by showing that
τ(s) = τ(∑h∈G(seh)h−1g). For this, it suffices to show that s−∑h∈G(seh)h−1g ∈ IG. But s =∑h∈G seh. Hence,
s−
∑
h∈G
(seh)h
−1g =
∑
h∈G
(seh − (seh)h−1g),
which is clearly in IG. Hence, τ(s) = τ(t) implies that∑
h∈G
(seh)h
−1g −
∑
h∈G
(teh)h
−1g ∈ IG.
Now
∑
h∈G(seh)h
−1g−∑h∈G(teh)h−1g ∈ Seg∩IG. By Lemma4.2,we have that Seg∩IG = (0). Thus ν : SG → Seg iswell-defined.
We have also shown that µ(ν(τ(s))) = τ(s). From the definition of ν, we see that ν(µ(seg)) = seg . This completes the
proof. 
Corollary 4.4. If [(S, ρ, E), R(S)] is a covering context with G a finite group then SG is isomorphic to SG as K-modules.
Proof. Apply Proposition 4.1 to see that SG is isomorphic to Se1G . Now apply Proposition 4.3 with g = 1G. 
Proposition 4.3 with g = 1G together with Lemma 4.2 shows that S ∼= Se1G ⊕ IG as K -modules, where Se1G and IG are
mapped to S by inclusion. However, the multiplication given to Se1G is not the multiplication in S. Note that we obtain a
K -homomorphism S −→ SG ∼=−→ SG, and it can be checked that this map is simply the map that sends s to∑h∈G sh. The next
result summarizes what we have if G is a finite group whose order is invertible in K .
Theorem 4.5. If [(S, ρ, E), R(S)] is a covering context with G a finite group whose order is invertible in K , then the K-algebra
inclusion σ : SG → S has a K-splitting. Moreover, S is isomorphic to SG ⊕ IG and R(S)⊕ IG as K-modules.
We recall that IG is generated as a K -module by elements of the form s− sg . If G is a finite groupwhose order in invertible
in K , then IG can also be generated by elements of the form s−(1/|G|)∑g∈G sg since s−(1/|G|)∑g∈G sg =∑g∈G(s−sg)/|G|.
If x = s− sg , it is easy to check that x− (1/|G|)∑h∈G xh = x.
In the next section, we present an application of some of the results of this section to the graded center of an algebra, as
well as several examples.
5. The graded center
In this section, we add a positive Z-grading to a covering context. First, if (S, ρ, E) is a covering algebra (where G is not
necessarily finite), and if S = ⊕n≥0 Sn is positively Z-graded, we require the following additional assumptions.
C3. If n is a nonnegative integer, and s ∈ Sn, then sg ∈ Sn.
C4. For each g ∈ G, eg ∈ S0.
The assumptions imply that both the associated graded algebra R(S) and the ring of invariants SG have induced positive
Z-gradings; namely, R(S)n = Sne1G . In particular, each homogeneous G-component R(S)g = egSe1G is positively Z-graded
by (R(S)g)n = egSne1G . Note that, for each g ∈ G, R(S)g = ⊕n≥0(R(S)g ∩ R(S)n). Similarly, SGn = SG ∩ Sn. The K -module IG is
positively Z-graded by (IG)n = IG ∩ Sn.
Since R(S) has two gradings, if g ∈ G, we will say a homogeneous element in R(S)g has weight g . If r ∈ R(S)g , we will
sometimes write wt(r) = g . For a nonnegative integer n, we will say a homogeneous element of R(S)n has degree n. If s ∈ Sn,
we will also say s has degree n.
On the other hand, if R is a G-graded K -algebra and positively Z-graded algebra, we add the following assumption.
G3. For each g ∈ G, Rg is equal to∑n≥0 Rg ∩ Rn.
This added assumption implies that the associated covering algebra, (CovG(R), ρ, E), has an induced positive Z-grading;
namely, (CovG(R))n consists of those matrices all of whose entries are homogeneous of degree n. The reader may verify that
axioms C3 and C4 hold.
If either of these situations holds, we say that a covering context is a graded covering context. Given a graded covering
context [(S, ρ, E), R(S)], we will investigate the graded centers of S and R(S) in this section. Recall that if A = ∐∞i=0 Ai is
a positively Z-graded ring, then the graded center of A is the graded subring whose nth-component is {z ∈ An | a · z =
(−1)mnz · a for all a ∈ Am,m ≥ 0}. We will denote the graded center of A by Zgr(A).
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For the remainder of this section, assume thatG is a finite group. By Proposition 4.1, R(S) is isomorphic to SG asK -algebras.
If R(S) is positively Z-graded then this is a Z-graded isomorphism. The G-grading on R(S) induces a G-grading on SG. The
homogeneous component of weight g in SG consists of elements s of SG such that if hk−1 6= g then ehsek = 0.
We note that if z ∈ Zgr(S), then, since we require egz = zeg for all g ∈ G, we see that z =∑g∈G egzeg . From this remark,
we get the following result using the G-grading of SG given above.
Proposition 5.1. Suppose that G is a finite group and z ∈ Zgr(SG) ∩ Zgr(S). Thenwt(z) = 1G.
Proof. Suppose that z ∈ Zgr(SG)∩Zgr(S). Viewing z as aG×G-matrixwith (h, k)-entry in Rhk−1 , we see that the only nonzero
entry of egzeg is in the (g, g)-position. Thus, z =∑g∈G egzeg implies that the only nonzero entries of z are on the diagonal.
But diagonal entries are of weight 1G in the induced G-grading on SG. 
We now give three examples which we will continue to use throughout the rest of the paper.
Example 5.2. LetΛ = KQ/I whereQ is the quiver
v◦x ##
and I = (x2). We positively Z-gradeΛ by letting x have degree 1.
LetG = Z/2Z = {0, 1} and letW : Q1 → G be given byW (x) = 1.Wenowapply the constructions found in Example 2.3.
Writing vi for vi and xi for xi, we see thatQW is the quiver
v0◦
x0 // v1◦
x1
oo .
Furthermore, [(ΛW , ρW , E),Λ] is the covering context with respect to W with ΛW = KQW/IW , where IW = (x0x1, x1x0),
ρW : G → Aut(ΛW ) is given by ρW (0) = 1ΛW and ρW (1) permutes v0 and v1 and also x0 and x1, and E = {e0 = v0, e1 = v1}.
The reader may check that (ΛW )G is isomorphic toΛ, where v is identified with v0 + v1 and x is identified with x0 + x1.
We also have that Zgr(ΛW ) is spanned by 1 = v0 + v1, and Zgr(Λ) = Λ. Note that 1 in Zgr(Λ) corresponds to v0 ∈ ΛW e0
and x in Zgr(Λ) corresponds to x0 ∈ ΛW e0.
Example 5.3. LetΛ = KQ/I whereQ is the quiver
v◦x ## y{{
and I = (x2, y2, xy, yx). We positively Z-gradeΛ by setting x and y to be of degree 1.
Let G = Z/4Z = {0, 1, 2, 3} and let W : Q1 → G be given by W (x) = 1,W (y) = 0. We again apply the constructions
found in Example 2.3. Making the same type of identifications as in Example 5.2, we see thatQW is the quiver
v0◦y0
%% x0 // v1◦ y1
yy
x1

v3◦y3
%%
x3
OO
v2◦ y2
yyx2oo
.
The ideal IW is generated by all paths of length 2 inQW .
SettingΛW = KQW/IW , the reader may check that (ΛW )G is isomorphic toΛ (identifying v with∑3i=0 vi, xwith∑3i=0 xi,
and ywith
∑3
i=0 yi). We see that Zgr(ΛW ) is spanned by {1, y0 + y1 + y2 + y3}, and Zgr(Λ) = Λ.
Example 5.4. LetΛ = KQ/I whereQ is the quiver
v◦x ## y{{
and I = (xy− yx). Thus,Λ is the commutative polynomial ring K [x, y]. We positively Z-gradeΛ by letting both x and y be
of degree 1.
Let n be an even integer, with n ≥ 4, let G = Z/nZ = {0, 1, 2, . . . , n− 1} and let W : Q1 → G be given by
W (x) = 1,W (y) = 0. We again apply the constructions found in Example 2.3 and identifications similar to the previous
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two examples. We see thatQW is the quiver
v0◦
y0
 x0 // v1◦
y1

x1
<
<<
<<
<<
<
vn−1◦yn−1
**
xn−1
??
v2◦ y2
yy
x2

vn−2◦yn−2
**
xn−2
OO
v3◦ y3
yy
.
The ideal IW is generated by {xiyi+1 − yixi | 0 ≤ i ≤ n− 1}where yn = y0.
SettingΛW = KQW/IW , the reader may check that (ΛW )G is isomorphic toΛ. Assume that charK 6= 2. Then Zgr(ΛW ) is
generated as a ring by{
1,
n−1∑
i=0
y2i ,
n−1∑
j=0
xjxj+1 · · · xn−1x0 · · · xj−1
}
,
and Zgr(Λ) = Λev , where Λev is the subring of K [x, y] spanned by the monomials of even total degree. Note that, since x
corresponds to
∑n−1
i=0 xi and y to
∑n−1
i=0 yi in (ΛW )G, we also have a description of Zgr((ΛW )G) as elements in (ΛW )G. We see
that (Zgr(ΛW ))G 6= Zgr((ΛW )G) since, for example,∑n−1i=0 xixi+1 = (∑n−1i=0 xi)2 ∈ Zgr((ΛW )G) but does not lie in (Zgr(ΛW ))G
as n ≥ 4.
We now make the following definition which is motivated by Proposition 5.1, and leads to the first main result of this
section.
Definition 5.5. If G is a finite group, then let
Z∗gr(S
G) = {z ∈ Zgr(SG) | wt(z) = 1G}.
We note that Z∗gr(SG) is positively Z-graded with the grading induced from the Z-grading of Zgr(SG).
Proposition 5.6. Let [(S, ρ, E), R(S)] be a graded covering context with G a finite group. Then Z∗gr(SG) = Zgr(SG) ∩ (SG1G) and
Z∗gr(SG) is a subset of Zgr(S). Furthermore, Z∗gr(SG) = Zgr(SG) ∩ Zgr(S). Under the isomorphism between SG and R(S), Z∗gr(SG) is
isomorphic to {z ∈ Zgr(R(S)) | z ∈ e1GSe1G}.
Proof. That Z∗gr(SG) = Zgr(SG) ∩ (SG1G), follows directly from Definition 5.5.
Let z ∈ Z∗gr(SG) of degree n. Then wt(z) = 1G and hence z =
∑
g∈G egzeg . Let s ∈ S of degree m. We want to show
that sz = (−1)mnzs. Without loss of generality, we may assume that there are elements g, h ∈ G such that eg seh = s. Let
t = ∑k∈G sk = ∑k∈G egkskehk. Then t ∈ SG of degree m and hence tz = (−1)mnzt . Comparing the E-uniform elements on
each side, we see that egkskehkzehk = (−1)mnegkzegkskehk. Setting k = 1G we obtain eg sehzeh = (−1)mnegzeg seh. But, since z
is of weight 1G and s is E-uniform, it follows that sz = (−1)mnzs and we have shown that Z∗gr(SG) ⊂ Zgr(S).
By our earlier remarks, every element of Zgr(SG) ∩ Zgr(S) is of weight 1G. Thus, Zgr(SG) ∩ Zgr(S) = Z∗gr(SG). The final
statement follows from the definition of the G-grading on SG. 
We compute Z∗gr(SG) for the examples given earlier in the section.
Example 5.7. We refer back to Examples 5.2–5.4. In Example 5.2, we have Z∗gr((ΛW )G) = Zgr(ΛW ), and is spanned by v0+v1.
In Example 5.3, we have Z∗gr((ΛW )G) = Zgr(ΛW ), and is spanned by 1 and y0 + y1 + y2 + y3 (since wt(y) = 0). Finally, in
Example 5.4, we again have that Z∗gr((ΛW )G) = Zgr(ΛW ).
We add a final example which shows both that Z∗gr((ΛW )G) need not equal Zgr(ΛW ) and that the weight function affects
the structure of ΛW . Let Λ = K [x], the commutative polynomial ring in one variable and give Λ a positive Z-grading by
setting the degree of x to be 1. Note thatΛ = KQ, whereQ is the quiver with one vertex and one loop, x.
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Let G = Z/4Z = {0, . . . , 3}. DefineW : Q1 → G byW (x) = 2. Then one shows thatQW is the quiver
v0◦
x0 // v2◦
x2
oo
v1◦
x1 // v3◦
x3
oo .
If we had chosen W (x) = 1, then the covering quiver would have been an oriented cycle with 4 vertices and 4 edges.
Returning to the case whereW (x) = 2, it is straightforward to show that x0x2+ x2x0 is in Zgr(ΛW ), but is not in Z∗gr((ΛW )G).
Now consider the K -linear map κ : S → SG given by κ(s) =∑g∈G sg . Surprisingly, this map restricts to a map of graded
centers.
Theorem 5.8. Let [(S, ρ, E), R(S)] be a graded covering context with G a finite group. Let z ∈ Zgr(S). Then κ(z) = ∑g∈G zg is
an element of Z∗gr(SG).
Proof. Since z =∑g∈G egzeg , it follows that κ(z) has weight 1G. Suppose that z is of degree n.
Now let s ∈ SG of degreem. We wish to show that sκ(z) = (−1)mnκ(z)s. Using that sz = (−1)mnzs since z ∈ Zgr(S), and
that s = sg for all g ∈ G, we have
sκ(z) =
∑
k∈G
szk =
∑
k∈G
(sz)k =
∑
k∈G
(−1)mn(zs)k = (−1)mn
∑
k∈G
zks = (−1)mnκ(z)s.
Thus, κ(z) ∈ Zgr(SG). Hence our result follows from the definition of Z∗gr(SG). 
Corollary 5.9. If G is a finite group with the order of G invertible in K , then the map S → SG given by s → (1/|G|)∑g∈G sg
restricts to a K-linear map Zgr(S)→ Z∗gr(SG)with kernel IG ∩ Zgr(S). This map is a K-splitting of the inclusion Z∗gr(SG)→ Zgr(S).
Hence, Zgr(S) = Z∗gr(SG)⊕ (IG ∩ Zgr(S)).
Proof. The proof is an immediate consequence of Proposition 5.6 and Theorems 4.5 and 5.8. 
We now give an important application of the results of this section and the previous two sections. Let K be a field and
Λ = ⊕n≥0Λn be a positively Z-graded K -algebra withΛ0 a finite product of copies of K and eachΛn of finite K -dimension.
Assume that Λ is generated in degrees 0 and 1. In the representation theory of Λ, the Ext-algebra Ext∗Λ(Λ0,Λ0) plays an
important role. For example, there is a ring homomorphism from theHochschild cohomology ringHH∗(Λ) −→ Ext∗Λ(Λ0,Λ0)
which is key to the theory of support varieties in [18]. In [18], it is shown that the image of this ring homomorphism is
contained in Zgr(Ext∗Λ(Λ0,Λ0)). IfΛ is a Koszul algebra, the image is, in fact, the whole of Zgr(Ext
∗
Λ(Λ0,Λ0)) ([3,12]).
We now apply our results in the case when Λ is also G-graded where G is a finite group. Let Γ = CovG(Λ). Then Γ has
an induced positive Z-grading and Γ0 is also a product of copies of K . From Section 3, we see that Ext∗Λ(Λ0,Λ0) is G-graded
and, viewing Γ0 as a graded Γ -module with support in weight 1G, we may apply Theorem 3.2 to obtain
CovG(Ext∗Λ(Λ0,Λ0)) ∼= Ext∗Γ (Γ0,Γ0).
Proposition 5.6 and Corollary 5.9 above give relationships between Zgr(Ext∗Λ(Λ0,Λ0)) and Zgr(Ext
∗
Γ (Γ0,Γ0)). For example,
by Corollary 5.9, we have
Zgr(Ext∗Γ (Γ0,Γ0)) ∼= Z∗gr(Ext∗Λ(Λ0,Λ0))⊕ (IG ∩ Zgr(Ext∗Γ (Γ0,Γ0))).
6. G-actions
For the remainder of this paper, we consider the specific case where R = Λ is a quotient of a path algebra over a field
K ; we do not assume that the group G is finite. The notation and assumptions used throughout are those of Example 2.3.
In particular, we assume that W : Q1 → G is a weight function and that I can be generated by weight homogeneous
elements. The G-grading on Λ is the grading induced by W . Recall from Example 2.3 and Definition 2.4 that, with this
notation, [(ΛW , ρW , E),Λ] is a covering context with respect to the weight functionW .
Our next step is to give G-actions to left and rightΛW -modules andΛW -ΛW -bimodules. Our goal in this section will be
to define a G-action on a projective resolution forΛW as aΛW -ΛW -bimodule.
We begin with left ΛW -modules. Let M be a left ΛW -module and k ∈ G. We define Mk as follows. For each g ∈ G, let
egMk be defined to be egk−1M . If s ∈ egΛW eh andm ∈ ehMk, we define s ·m to be sk−1m in egk−1M .
For a right ΛW -module N and k ∈ G, we define Nk as follows. For each g ∈ G, let Nkeg be defined to be Negk−1 . If
s ∈ egΛW eh and n ∈ Nkeg , we define n · s to be nsk−1 in Nehk−1 .
For aΛW -ΛW -bimodule X and k ∈ G, we define Xk as follows. For each g, h ∈ G, let egXkeh be defined to be egk−1Xehk−1 .
The left and rightΛW -actions are defined as above.
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It is immediate that ifM is a leftΛW -module (respectively, rightΛW -module,ΛW -ΛW -bimodule) thenMk is a leftΛW -
module (respectively, rightΛW -module,ΛW -ΛW -bimodule). It is also immediate that the G-actions described above extend
to G-actions on the categories of left and rightΛW -modules and the category ofΛW -ΛW -bimodules.
Lemma 6.1. Let [(ΛW , ρ, E),Λ] be a covering context with respect to W and let g, h, k, l ∈ G. Then
(1) egk−1ΛW ehk−1 is isomorphic to egΛW eh as K-modules,
(2) egk−1ΛWvhk−1 is isomorphic to egΛWvh as K-modules,
(3) vgk−1ΛW ehk−1 is isomorphic to vgΛW eh as K-modules, and
(4) if M is a left ΛW -module and N is a right ΛW -module then M⊗K N is naturally a ΛW -ΛW -bimodule and (M⊗K N)k is
isomorphic to (Mk)⊗K (Nk) asΛW -ΛW -bimodules.
Proof. To prove (1), we note that both egk−1ΛW ehk−1 and egΛW eh are isomorphic toΛgh−1 and the result follows. The proofs
of parts (2) and (3) are similar.
To prove (4), let g, h ∈ G. Then eg((M ⊗ N)k)eh = egk−1(M ⊗ N)ehk−1 . We also have that eg((Mk) ⊗ (Nk))eh =
(egk−1M) ⊗ (Nehk−1). Thus, for each g, h ∈ G, we have an isomorphism φg,h : eg((M ⊗ N)k)eh → eg((Mk) ⊗ (Nk))eh.
Let φ : (M⊗N)k → (Mk)⊗ (Nk) be the isomorphism obtained from the φg,h. To showwe get a bimodule isomorphism, we
only show here that φ is a left homomorphism; the proof that it is a right homomorphism is similar. Let λ ∈ egΛW eh and
m⊗ n ∈ eh(M⊗N)kel. Then φ(λ · (m⊗ n)) = λk−1(m⊗ n) = (λk−1m)⊗ n. On the other hand, λ ·φ(m⊗ n) = λ · (m⊗ n) =
(λ ·m)⊗ n = (λk−1m)⊗ n. This completes the proof. 
As a first consequence of the lemma, we have the following result.
Proposition 6.2. Let [(ΛW , ρ, E),Λ] be a covering context with respect to W and let k ∈ G. Then ΛkW is isomorphic to ΛW as
ΛW -ΛW -bimodules. Moreover, if (P•, d•) is a projectiveΛW -ΛW -bimodule resolution of ΛW , then, for all k ∈ G, this resolution
is invariant under the action of k; that is, (Pn)k
(dn)k−−→ (Pn−1)k is isomorphic to Pn dn−→ Pn−1.
Proof. By Lemma 6.1(1), we see that for each g, h ∈ G, egΛkW eh is K -isomorphic to egΛW eh. These isomorphisms induce a
K -isomorphism from ΛkW to ΛW . The proof that this is a ΛW -ΛW -bimodule isomorphism is similar to the proof of part (4)
of Lemma 6.1 and is left to the reader. The last part of the proposition now follows since the G-action is categorical. 
In this setting, every projectiveΛW -ΛW -bimodule is a direct sum of projective bimodules of the formΛWvg ⊗K whΛW ,
where vg , wg ∈ (QW )0. The next result describes the G-action on such a projective bimodule.
Proposition 6.3. Let vg , wg ∈ (QW )0 and k ∈ G. Then
(ΛWvg ⊗K whΛW )k ∼= ΛWvgk⊗K whkΛW .
Proof. By Lemma 6.1(4) and writing⊗ for⊗K , we see that (ΛWvg ⊗ whΛW )k ∼= (ΛWvg)k ⊗ (whΛW )k. For s, t ∈ G,
es(ΛWvg ⊗ whΛW )ket = es(ΛWvg)k ⊗ (whΛW )ket
= esk−1ΛWvg ⊗ whΛW etk−1 by definition∼= esΛWvgk ⊗ whkΛW et by Lemma 6.1 (2) and (3).
Hence, es(ΛWvg ⊗ whΛW )ket ∼= es(ΛWvgk ⊗ whkΛW )et . This gives an isomorphism from (ΛWvg ⊗K whΛW )k to
ΛWvgk⊗K whkΛW , which, in the usual fashion, can be shown to be a bimodule isomorphism. 
Before turning to Hochschild cohomology, we consider the G-action on bimodule resolutions mapped into ΛW . Let
(P•, d•) be a projective ΛW -ΛW -bimodule resolution of ΛW . Applying HomΛeW (−,ΛW ) to this resolution, where ΛeW is
the enveloping algebraΛW ⊗K ΛopW ofΛW , we obtain
· · · −→ HomΛeW (Pn,ΛW )
dn+1∗−−−→ HomΛeW (Pn+1,ΛW ) −→ · · ·
We leave it to the reader to check that if f ∈ Ker(dn+1∗) (respectively, f ∈ Im(dn∗)) then f g ∈ Ker(dn+1∗) (respectively,
f g ∈ Im(dn∗)), for all g ∈ G.
As a consequence of the above discussion, we have the next result.
Theorem 6.4. Let [(ΛW , ρ, E),Λ] be a covering context with respect to W and let k ∈ G. Then the G-action on the category of
ΛW -ΛW -bimodules given above extends to a G-action on the Hochschild cohomology ring HH∗(ΛW ).
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7. Hochschild cohomology of coverings
In this section, Λ = KQ/I , where I is contained in the square of the ideal of KQ generated by the arrows, and
[(ΛW , ρ, E),Λ] is a covering context with respect to a weight functionW : Q1 → G. By Theorem 6.4, G acts on HH∗(ΛW ). It
is proven in [13,14] that there is a monomorphism of rings (HH∗(ΛW ))G −→ HH∗(Λ). The monomorphism of [13,14] is not
given explicitly and the image of this monomorphism is not described. In this section we provide a complete description of
maps (HHi(ΛW ))G −→ HHi(Λ) including their images, for i = 0, 1.
We begin by studying the 0-th Hochschild cohomology groups. First, we need some notation. Let x be a nonzero uniform
element in a path algebra such that x = vx = xw for vertices v andw. We set o(x) = v and t(x) = w.
It is well known that there is a projectiveΛW -ΛW -bimodule resolution ofΛW which we denote by (P•, d•) such that the
projective bimodules P0 and P1 are given by P0 = ⊕g∈G⊕v∈Q0(ΛWvg⊗vgΛW ) and P1 = ⊕g∈G⊕a∈Q1(ΛW o(ag)⊗ t(ag)ΛW ).
Furthermore the map d1 : P1 → P0 is given by
d1(o(ag)⊗ t(ag)) = o(ag)⊗ ag − ag ⊗ t(ag) = o(a)g ⊗ ag − ag ⊗ t(a)W (a)g ,
where o(a)g⊗ag lies in theΛW o(a)g⊗o(a)gΛW -th component of P0 and ag⊗t(a)W (a)g lies in theΛW t(a)W (a)g⊗t(a)W (a)gΛW -
th component of P0.
Consider a bimodule map β : P0 → ΛW . Recall that, for each g ∈ G and v ∈ Q0, β(vg ⊗ vg) is an element of ΛW ,
and as such, may be viewed as a G × G matrix with (h, k)-entry in Λhk−1 . Since β is a bimodule map, β(vg ⊗ vg) is in
vgΛWvg = vΛ1Gv. Thus, as a matrix, β(vg ⊗ vg) has at most one nonzero entry and this entry is in the (g, g)-place. We also
observe that if ag ∈ (QW )1, then ag , as a matrix, has only one nonzero entry, a, and this lies in the (g,W (a)g)-position. We
use these observations in the next results.
Proposition 7.1. Let α ∈ HomΛeW (P0,ΛW ). Then α ◦ d1 = 0 if and only if
α(o(a)g ⊗ o(a)g)ag = agα(t(a)W (a)g ⊗ t(a)W (a)g),
for all a ∈ Q1 and g ∈ G. Furthermore, these conditions are equivalent to the (g,W (a)g)-entry of thematricesα(o(a)g⊗o(a)g)ag
and agα(t(a)W (a)g ⊗ t(a)W (a)g) being equal, for all a ∈ Q1 and g ∈ G.
Proof.
α ◦ d1 = 0 ⇔ αd1(o(ag)⊗ t(ag)) = 0 for all ag ∈ (QW )1
⇔ α(o(a)g ⊗ o(a)g)ag − agα(t(a)W (a)g ⊗ t(a)W (a)g) = 0 for all ag ∈ (QW )1.
The first part of the result now follows. The second part follows from the remarks prior to the proposition. 
Proposition 7.2. Let α ∈ HomΛeW (P0,ΛW ). Then αk = α for all k ∈ G if and only if, for all v ∈ Q0 and for all g, h ∈ G, the
(g, g)-entry in α(vg ⊗ vg) equals the (h, h)-entry in α(vh ⊗ vh).
Proof. Let v ∈ Q0 and k ∈ G. Then
αk = α ⇔ αk(vg ⊗ vg) = α(vg ⊗ vg) for all g ∈ G. (1)
However,
αk(vg ⊗ vg) = α(vgk−1 ⊗ vgk−1) ∈ vgk−1ΛWvgk−1 = vgΛkWvg .
We see that α(vg ⊗ vg) is a matrix with at most one nonzero entry in the (g, g)-position. On the other hand, αk(vg ⊗ vg) is
a matrix with at most one nonzero entry in the (gk−1, gk−1)-position. The equality (1) implies that these entries are equal.
Since v and k are arbitrary, the proof is now complete. 
Let α ∈ HomΛeW (P0,ΛW ). Then α represents an element in (HH0(ΛW ))G if and only if α ◦ d1 = 0 and αk = α, for all
k ∈ G. Thus, Propositions 7.1 and 7.2 give equivalent conditions for an element α to be in (HH0(ΛW ))G.
We now define a map Φ0 : (HH0(ΛW ))G −→ HH0(Λ) ∩ Λ1G . Let (Q •, f •) be a projective Λ-bimodule resolution of Λ
such that Q 0 = ⊕v∈Q0(Λv ⊗ vΛ), Q 1 = ⊕a∈Q1(Λo(a)⊗ t(a)Λ), and the map f 1 : Q 1 → Q 0 is given by
f 1(o(a)⊗ t(a)) = o(a)⊗ a− a⊗ t(a).
Definition 7.3. Let α ∈ (HH0(ΛW ))G. We defineΦ0(α) ∈ HH0(Λ) by representingΦ0(α) as a bimodule map from Q 0 toΛ.
Abusing notation, we also call this mapΦ0(α). We defineΦ0(α)(v⊗ v) to be the (1G, 1G)-entry in the matrix α(v1G ⊗ v1G),
for all v ∈ Q0.
Proposition 7.4. With the above notation, the mapΦ0(α) represents an element in HH0(Λ) ∩Λ1G .
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Proof. To showΦ0(α) ∈ HH0(Λ), we need to show thatΦ0(α) ◦ f 1 = 0. Let o(a)⊗ t(a) be an idempotent in Q 1. We have
(Φ0(α) ◦ f 1)(o(a)⊗ t(a)) = Φ0(α)(o(a)⊗ o(a))a− aΦ0(α)(t(a)⊗ t(a)).
Now,Φ0(α)(o(a)⊗ o(a))a is the (1G, 1G)-entry of α(o(a)1G ⊗ o(a)1G)a1G . By Proposition 7.1,
α(o(a)1G ⊗ o(a)1G)a1G = a1Gα(t(a)W (a) ⊗ t(a)W (a)),
so that the (1G, 1G)-entry of α(o(a)1G ⊗ o(a)1G)a1G equals the (1G, 1G)-entry of a1Gα(t(a)W (a) ⊗ t(a)W (a)).
We also have that aΦ0(α)(t(a) ⊗ t(a)) is the (1G, 1G)-entry of aW (a)−1α(t(a)1G ⊗ t(a)1G). By Proposition 7.2, the
(1G, 1G)-entry of α(t(a)1G ⊗ t(a)1G) is equal to the (W (a),W (a))-entry of α(t(a)W (a) ⊗ t(a)W (a)). So, the (1G, 1G)-entry
of aW (a)−1α(t(a)1G ⊗ t(a)1G) is equal to the (W (a),W (a))-entry of a1Gα(t(a)W (a) ⊗ t(a)W (a)).
Hence (Φ0(α) ◦ f 1)(o(a)⊗ t(a)) = 0, for all a ∈ Q1. Thus,Φ0(α) ◦ f 1 = 0.
SinceΦ0(α)(v⊗v) is the (1G, 1G)-entry in α(v1G ⊗v1G) and since α is aΛW -ΛW -bimodule homomorphism, we see that
Φ0(α)(v ⊗ v) ∈ v1GΛWv1G = vΛ1Gv. HenceΦ0(α)(v ⊗ v) ∈ Λ1G for all v ∈ Q0 and the proof is complete. 
Example 7.5. Again we refer back to Examples 5.2–5.4. In each case we present HH0(Λ), (HH0(ΛW ))G and the image ofΦ0.
For Example 5.2, HH0(Λ) ∼= Λ and (HH0(ΛW ))G is spanned by the element 1. The image of Φ0 is HH0(Λ) ∩ Λ1G , and is
spanned by 1 inΛ.
For Example 5.3, HH0(Λ) ∼= Λ and HH0(ΛW ) is spanned by 1, y0, y1, y2, y3. It follows that (HH0(ΛW ))G is spanned by
the elements 1,
∑3
i=0 yi. The image ofΦ0 is HH
0(Λ) ∩Λ1G , and is spanned by 1, y inΛ.
Finally, for Example 5.4, HH0(Λ) ∼= Λ and HH0(ΛW ) is generated as a ring by {1,∑n−1i=0 yi,∑n−1j=0 xj · · · xn−1x0 · · · xj−1}. It
follows that (HH0(ΛW ))G = HH0(ΛW ). The image ofΦ0 is HH0(Λ) ∩Λ1G , which is the subring ofΛ generated by 1, y, xn.
The examples above illustrate the following result which characterizes (HH0(ΛW ))G.
Theorem 7.6. Suppose that Λ = KQ/I and [(ΛW , ρ, E),Λ] is a covering context with respect to a weight function W : Q1 →
G. ThenΦ0 : (HH0(ΛW ))G −→ HH0(Λ) ∩Λ1G is a K-isomorphism.
Proof. It is clear that Φ0 is 1-1. To show Φ0 is onto, suppose that β ∈ HH0(Λ) ∩ Λ1G . We define α : P0 → ΛW on the
idempotent generators of P0. Let vg ∈ (QW )0. Then we set α(vg ⊗ vg) to be the matrix whose (g, g)-entry is β(v ⊗ v) and
all other entries are 0. This clearly defines aΛW -ΛW -bimodule homomorphism from P0 toΛW . It can be easily checked that
α ◦ d1 = 0 andΦ0(α) = β . 
As an immediate corollary, we may rewrite Theorem 7.6 in terms of the center of an algebra which we denote by Z(−).
Corollary 7.7. Suppose that Λ = KQ/I and [(ΛW , ρ, E),Λ] is a covering context with respect to a weight function W : Q1 →
G. Then (Z(ΛW ))G ∼= Z(Λ) ∩Λ1G as K-modules.
Finally we note that HH0(Λ) ∩ Λ1G = {β ∈ HH0(Λ) | β(v ⊗ v) ∈ vΛW (v)−1v for all v ∈ Q0}. This remark will become
clearer when the formula for the 1st Hochschild cohomology group is given.
We turn our attention to HH1(ΛW ) and its connection to HH1(Λ). We now assume thatΛ = KQ/I is a finitely presented
K -algebra and hence I is finitely generated. Let I be generated by a finite set, γ , of weight homogenous uniform elements.
Recalling pi : Unif(KQW ) → UnifKQ, we see that IW is generated by pi−1(γ ) which we denote by γW . Suppose r ∈ γ ,
with r = ∑ni=1 cipi where ci ∈ K , pi is a path, and W (p1) = W (pi), for i = 1, . . . , n. Let W (r) = W (p1). Then
pi−1(r) = {rg | g ∈ G, pi(rg) = r} where each rg is a uniform element of KQW and o(rg) = g and t(rg) = W (r)g .
Thus, we may write γW as {rg | r ∈ γ , g ∈ G}.
With the above notation, it is known [11] that the resolution (P•, d•) can further be chosen so that P2 =
⊕g∈G⊕r∈γ (ΛW o(rg) ⊗ t(rg)ΛW ). Furthermore the map d2 : P2 → P1 is given as follows. Suppose rg = ∑ni=1 cipi and,
for i = 1, . . . , n, pi = ai,1ai,2 · · · ai,mi , for some positive integermi with ai,j ∈ (QW )1 and ci ∈ K . Note that if r ∈ γ and g ∈ G,
then o(rg) = o(r)g and t(rg) = t(r)W (r)g . Then
d2(o(rg)⊗ t(rg)) =
n∑
i=1
mi∑
j=1
ciai,1 · · · ai,j−1(o(ai,j)⊗ t(ai,j))ai,j+1 · · · ai,mi ,
where the (o(ai,j)⊗ t(ai,j)) on the right hand side is the idempotent of the projective summand corresponding to the arrow
(ai,j) in P1.
Proposition 7.8. Let α ∈ HomΛeW (P1,ΛW ). Then α ◦ d2 = 0 if and only if, for all r ∈ γ and g ∈ G with rg =
∑n
i=1 cipi and,
for i = 1, . . . , n, pi = ai,1ai,2 · · · ai,mi , for some mi,
n∑
i=1
mi∑
j=1
ciai,1 · · · ai,j−1α(o(ai,j)⊗ t(ai,j))ai,j+1 · · · ai,mi = 0.
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Furthermore, these conditions are equivalent to, for each rg , the sum over i and j of the (g,W (r)g)-entry of the matrices
ciai,1 · · · ai,j−1α(o(ai,j)⊗ t(ai,j))ai,j+1 · · · ai,mi is 0.
Proof. The proof is analogous to the proof of Proposition 7.1 and is omitted. 
The proof of the next result is analogous to the proof of Proposition 7.2 and is also omitted.
Proposition 7.9. Let α ∈ HomΛeW (P1,ΛW ). Then αk = α for all k ∈ G if and only if, for all a ∈ Q1 and for all g, h ∈ G, the
(g,W (a)g)-entry in α(o(a)g ⊗ t(a)W (a)g) equals the (h,W (a)h)-entry in α(o(a)h ⊗ t(a)W (a)h).
Let α ∈ HomΛeW (P1,ΛW ). Then α represents an element in (HH1(ΛW ))G if and only if α ◦ d2 = 0 and αk = α, for all
k ∈ G. Thus, Propositions 7.8 and 7.9 give equivalent conditions for an element α to be in (HH1(ΛW ))G.
We now define a map
Φ1 : (HH1(ΛW ))G −→ {β ∈ HH1(Λ) | β(o(a)⊗ t(a)) ∈ o(a)ΛW (a)−1 t(a) for all a ∈ Q1}.
Let (Q •, f •) be a projectiveΛ-bimodule resolution ofΛwith Q 0 and Q 1 as above, and Q 2 = ⊕r∈γ Λo(r)⊗ t(r)Λ, where
the map f 2 : Q 2 → Q 1 is given by, for each r ∈ γ ,
f 2(o(r)⊗ t(r)) =
n∑
i=1
ui∑
j=1
cibi,1 · · · bi,j−1(o(bi,j)⊗ t(bi,j))bi,j+1 · · · bi,ui ,
where r =∑ni=1∑uij=1 cibi,1 · · · bi,ui , ci ∈ K , and bi,j ∈ Q1.
Definition 7.10. Let α ∈ (HH1(ΛW ))G. We define Φ1(α) ∈ HH1(Λ) by representing it as a bimodule map from Q 1 to Λ,
which we also call Φ1(α). We define Φ1(α)(o(a)⊗ t(a)) to be the (1G,W (a))-entry in the matrix α(o(a)1G ⊗ t(a)W (a)), for
each a ∈ Q1.
Proposition 7.11. With the above notation, the map Φ1(α) represents an element in {β ∈ HH1(Λ) | β(o(a) ⊗ t(a)) ∈
o(a)ΛW (a)−1 t(a) for all a ∈ Q1}.
Proof. To show Φ1(α) ∈ HH1(Λ), we need to show that Φ1(α) ◦ f 2 = 0. Let o(r)⊗ t(r) be an idempotent in Q 2. Suppose
that r =∑ni=1∑uij=1 cibi,1 · · · bi,ui as above. We have
(Φ1(α) ◦ f 2)(o(r)⊗ t(r)) =
n∑
i=1
ui∑
j=1
cibi,1 · · · bi,j−1Φ1(α)(o(bi,j)⊗ t(bi,j))bi,j+1 · · · bi,ui .
In pi−1(r) there is a unique uniform element, r∗, with origin vertex o(r)1G . Then r
∗ = ∑ni=1∑uij=1 ciai,1 · · · ai,ui where, for
each i and j, pi(ai,j) = bi,j, and t(ai,l) = o(ai,l+1), for i = 1, . . . , n and l = 1, . . . , ui − 1. We see that r∗ is a uniform element
with o(r∗) = o(r)1G and t(r∗) = t(r)W (r). LetWi,j = W (bi,j−1) · · ·W (bi,2)W (bi,1).
Now,
cibi,1 · · · bi,j−1Φ1(α)(o(bi,j)⊗ t(bi,j))bi,j+1 · · · bi,ui
is the (W−1i,j ,W (r)W
−1
i,j )-entry of
ci(ai,1 · · · ai,j−1)Wi,jα(o(bi,j)1G ⊗ t(bi,j)W (bi,j))(ai,j+1 · · · ai,ui)Wi,j .
By Proposition 7.9, the (1G,W (bi,j))-entry of α(o(bi,j)1G ⊗ t(bi,j)W (bi,j)) is equal to the (Wi,j,W (bi,j)Wi,j)-entry of
α(o(bi,j)Wi,j ⊗ t(bi,j)W (bi,j)Wi,j) = α(o(ai,j) ⊗ t(ai,j)), since ai,j is the unique arrow in (QW )1 with origin vertex o(bi,j)Wi,j .
Hence,
ci[(ai,1 · · · ai,j−1)Wi,jα(o(bi,j)1G ⊗ t(bi,j)W (bi,j))(ai,j+1 · · · ai,ui)Wi,j ]W
−1
i,j
= ci(ai,1 · · · ai,j−1)α(o(ai,j)⊗ t(ai,j))(ai,j+1 · · · ai,ui).
Thus, by shifting, we see that cibi,1 · · · bi,j−1Φ1(α)(o(bi,j) ⊗ t(bi,j))bi,j+1 · · · bi,ui is equal to the (1G,W (r))-entry of
ci(ai,1 · · · ai,j−1)α(o(ai,j)⊗ t(ai,j))(ai,j+1 · · · ai,ui).
By Proposition 7.8,
n∑
i=1
ui∑
j=1
ciai,1 · · · ai,j−1α(o(ai,j)⊗ t(ai,j))ai,j+1 · · · ai,ui = 0
so that the sum over all i and j of the (1G,W (r))-entries of the matrices ciai,1 · · · ai,j−1α(o(ai,j)⊗ t(ai,j))ai,j+1 · · · ai,ui is 0.
Hence (Φ1(α) ◦ f 2)(o(r)⊗ t(r)) = 0, for all r ∈ γ . Thus,Φ1(α) ◦ f 2 = 0.
Since Φ1(α)(o(a) ⊗ t(a)) is the (1G,W (a))-entry in α(o(a)1G ⊗ t(a)W (a)) and since α is a ΛW -ΛW -bimodule
homomorphism, we see that Φ1(α)(o(a) ⊗ t(a)) ∈ o(a)1GΛW t(a)W (a) = o(a)ΛW (a)−1 t(a). Hence Φ1(α)(o(a) ⊗ t(a)) ∈
ΛW (a)−1 for all a ∈ Q1 and the proof is complete. 
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Example 7.12. We refer back to Examples 5.2–5.4 and, in each case, present (HH1(ΛW ))G and HH1(Λ).
For Example 5.2, (HH1(ΛW ))G is given as follows. We see that
P1 = (ΛW (o(x0)⊗ t(x0))ΛW ) ⊕ (ΛW (o(x1)⊗ t(x1))ΛW ).
One can show that (HH1(ΛW ))G = HH1(ΛW ) and is spanned by one elementwhich is represented by themapα : P1 → ΛW
given by α(o(x0)⊗ t(x0)) = x0 and α(o(x1)⊗ t(x1)) = 0. Note that, in (HH1(ΛW ))G, α is equivalent to β : P1 → ΛW given
by β(o(x0)⊗ t(x0)) = 0 and α(o(x1)⊗ t(x1)) = x1.
On the other hand, Q 1 = Λ ⊗ Λ and HH1(Λ) is spanned by one element, which is represented by the map Q 1 → Λ
given by 1⊗ 1 → x.
For Example 5.3, (HH1(ΛW ))G is given as follows. We see that
P1 =
(
3⊕
i=0
ΛW (o(xi)⊗ t(xi))ΛW
)
⊕
(
3⊕
i=0
ΛW (o(yi)⊗ t(yi))ΛW
)
.
In this case, (HH1(ΛW ))G 6= HH1(ΛW ). One can show that (HH1(ΛW ))G is spanned by two elements which can be
represented by the maps αx : P1 → ΛW given by αx(o(x0) ⊗ t(x0)) = x0 and αx maps all other idempotents to 0, and
αy : P1 → ΛW given by αy(o(yi) ⊗ t(yi)) = yi, for i = 0, . . . , 3, and αy maps all other idempotents to 0. The reader may
show that dimK (HH1(ΛW )) = 5.
On the other hand, Q 1 = Λ(o(x)⊗ t(x))Λ ⊕ Λ(o(y)⊗ t(y))Λ and HH1(Λ) is spanned by four elements, which can be
represented by the maps Q 1 → Λ given by
o(x)⊗ t(x)→ x and o(y)⊗ t(y)→ 0,
o(x)⊗ t(x)→ 0 and o(y)⊗ t(y)→ y,
o(x)⊗ t(x)→ y and o(y)⊗ t(y)→ 0,
o(x)⊗ t(x)→ 0 and o(y)⊗ t(y)→ x.
Finally, for Example 5.4, we describe (HH1(ΛW ))G. We see that
P1 =
(
n−1⊕
i=0
ΛW (o(xi)⊗ t(xi))ΛW
)
⊕
(
n−1⊕
i=0
ΛW (o(yi)⊗ t(yi))ΛW
)
.
Let Ci be the cycle xixi+1 · · · xn−1x0 · · · xi−1 of length n inQW , for i = 0, . . . , n− 1. The dimension of (HH1(ΛW ))G is infinite,
and (HH1(ΛW ))G is spanned by the elements represented by the following two types of maps from P1 toΛW , for k, l ≥ 0:
o(xi)⊗ t(xi)→ yki xiC li , and o(yi)⊗ t(yi)→ 0, for i = 0, . . . , n− 1,
and
o(xi)⊗ t(xi)→ 0, and o(yi)⊗ t(yi)→ yki C li , for i = 0, . . . , n− 1,
where y0i = o(yi) = C0i .
On the other hand, Q 1 = Λ(o(x)⊗ t(x))Λ ⊕ Λ(o(y)⊗ t(y))Λ, and HH1(Λ) is isomorphic toΛ⊕Λ, where (λ1, λ2) in
Λ⊕Λ represents the map Q 1 → Λ given by o(x)⊗ t(x)→ λ1 and o(y)⊗ t(y)→ λ2.
The description of both (HH1(ΛW ))G and HH1(Λ) in the examples above illustrates the following result, which
characterizes (HH1(ΛW ))G.
Theorem 7.13. Suppose that Λ = KQ/I and [(ΛW , ρ, E),Λ] is a covering context with respect to a weight functionW : Q1 →
G. ThenΦ1 : (HH1(ΛW ))G −→ {β ∈ HH1(Λ) | β(o(a)⊗ t(a)) ∈ o(a)ΛW (a)−1 t(a) for all a ∈ Q1} is a K-isomorphism.
Proof. It is clear that Φ1 is 1-1. To show Φ1 is onto, suppose that β ∈ HH1(Λ) with β(o(a) ⊗ t(a)) ∈
o(a)ΛW (a)−1 t(a) for all a ∈ Q1. We define α : P1 → ΛW on the idempotent generators of P1. Let ag ∈ (QW )1. Then we
set α(o(a)g ⊗ t(a)W (a)g) to be the matrix whose (g,W (a)g)-entry is β(o(a) ⊗ t(a)) and all other entries are 0. This clearly
defines aΛW -ΛW -bimodule homomorphism from P1 toΛW . It can be easily checked that α ◦ d2 = 0 andΦ1(α) = β . 
Finally, as a corollary, we rewrite Theorem 7.13 in terms of the derivations ofΛ.
Corollary 7.14. Suppose that Λ = KQ/I and [(ΛW , ρ, E),Λ] is a covering context with respect to a weight function W :
Q1 → G. Then (HH1(ΛW ))G ∼= {D ∈ DerK (Λ,Λ)/InnK (Λ,Λ) | D(a) ∈ ΛW (a)−1} as K-modules, where DerK (Λ,Λ) is the set
of K-derivations fromΛ toΛ and InnK (Λ,Λ) are the inner derivations in DerK (Λ,Λ).
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