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We theoretically investigate the plasmonic properties of mid-infrared graphene-based metamate-
rials and apply deep learning of a neural network for the inverse design. These artificial structures
have square periodic arrays of graphene plasmonic resonators deposited on dielectric thin films. Op-
tical spectra vary significantly with changes in structural parameters. Our numerical results are in
accordance with previous experiments. Then, the theoretical approach is employed to generate data
for training and testing deep neural networks. By merging the pre-trained neural network with the
inverse network, we implement calculations for inverse design of the graphene-based metameterials.
We also discuss the limitation of the data-driven approach.
I. INTRODUCTION
Metamaterials are artificial composites engineered to
possess desired features not found in nature. Metals and
dielectrics in metamaterials are periodically organized at
the subwavelength scale. The incident light excites sur-
face plasmons or collective oscillations of quasi-free elec-
trons, which cause strong light-matter interactions. The
subwavelength confinement of electromagnetic waves al-
low us to obtain negative refractive index [1, 2], and per-
fect absorption and transmission [3, 4]. These properties
have been applied to various areas including superlens
[5], cloak of invisibility [6], sensing [7, 8], and photother-
mal heating [9–12]. However, plasmon lifetimes in metal
nanostructures is limited because of large inelastic losses
of noble metals. The large Ohmic loss also reduces ser-
vice life of optical confinement.
While graphene is a novel plasmonic material [7, 8, 13].
Graphene can strongly confines electromagnetic fields,
particularly in infrared regime, but dissipates a small
amount of energy [14]. A significant reduction of the
heat dissipation in graphene compared to that in metals
is caused by the small number of free electrons. One can
easily tune optical and electrical properties of graphene
via doping, applying external fields, and injecting charge
carriers [13]. Consequently, graphene-involved metama-
terials are expected to possess various interesting behav-
iors.
Graphene-based metamaterials can be investigated us-
ing different approaches. While experimental imple-
mentation and simulation are very expensive and time-
consuming, theoretical approaches provide good insights
∗Electronic address: anh.phanduc@phenikaa-uni.edu.vn
into underlying mechanisms of metamaterials. Rapid
collection of data from theoretical calculations, simula-
tions, and experiments has introduced data-driven ap-
proaches to effectively investigate systems. Data-driven
approaches using machine learning and deep learning
have revolutionized plasmonic and photonic fields since
they can speed up calculations and be one-time-cost ap-
proach after collecting data by expensive sources. Re-
liable theoretical models can generate huge amounts of
systematic data for Machine Learning and Deep Learn-
ing analyses. Thus, combining theory and deep learning
would pave the way for better understanding in science
and introducing futuristic applications.
Inverse design problems have attracted scientific com-
munity since they allow us to accelerate the design
process targeting desired properties [15–19, 22]. One
has recently applied inverse design techniques to sev-
eral physical systems such as quantum scattering theory
[15, 16], photonic devices [17, 18], and thin film pho-
tovoltaic materials [19]. Typically, inverse design prob-
lems are solved using the optimization approach in high-
dimensional space, the genetic algorithm [20], and the
adjoint method [21]. Hower, these approaches require
lengthy calculations and computational timescale. In this
context, artificial neural networks provide faster calcula-
tions with higher precision.
In this work, we present a theoretical approach to in-
vestigate plasmonic properties of graphene-based nanos-
tructures and use deep neural networks for the inverse de-
sign of the structure when knowing an optical spectrum.
Our modeled systems mimic mid-infrared graphene de-
tectors fabricated in Ref. [7]. To validate our theoretical
approach, we compare numerical results with the previ-
ous work [7]. Then, the calculations are used to generate
training and testing data sets to train a neural network
for forward prediction and inverse network. We also dis-
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II. THEORETICAL BACKGROUND
A. Optical Response of Graphene-based
Metamaterials
Figure 1a and b show top-down and side view of our
graphene-based systems in air medium (ε1 = 1). The
systems include a square lattice of graphene nanodisks
on a diamond-like carbon thin film placed on a silicon
substrate. The diamond-like carbon layer has a thickness
of h = 60 nm and dielectric function ε2 = 6.25. While
the dielectric function of silicon is ε3 = 11.56. The square
lattice of graphene nanodisks has a lattice period, a =
270 nm, a resonator size, D = 210 nm, and a number of
graphene resonator layers, N = 3. The width between
two adjacent graphene plasmons is (a−D).
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FIG. 1: (Color online) (a) The top-down view and (b) the
side view of graphene based systems including structural pa-
rameters. (c) The neural network architecture has three main
components: inputs (width, D, EF ), hidden layers, and out-
puts (the optical spectrum). There are three hidden layers in
our actual neural network.
Under quasi-static approximations (the size is much
smaller than incident wavelengths) associated with the
dipole model, the polarizability of the graphene res-
onators as a function of frequency ω is analytically ex-
pressed as [12, 13, 23, 24]
α(ω) =
ε1 + ε2
2
D3
ζ2
−iωDε1 + ε2
2σ(ω)
− 1
η
, (1)
where ζ and η are geometric parameters and σ(ω) is the
optical conducitivity of graphene plasmons. In Ref. [23],
authors found ζ = 0.03801 exp (−8.569Ndg/D)− 0.1108
and η = −0.01267 exp (−45.34Ndg/D) + 0.8635, here
dg = 0.334 nm is the thickness of a graphene mono-
layer. The N -layers graphene conductivity in mid-
infrared regime can be calculated using the random-phase
approximation with zero-parallel wave vector [13]. Typ-
ically, σ(ω) is contributed by both interband and intra-
band transitions. However, in the mid-infrared regime,
the interband conductivity is ignored and we have
σ(ω) =
Ne2i|EF |
pi~2 (ω + iτ−1)
, (2)
where e is the electron charge, ~ is the reduced Planck
constant, τ is the carrier relaxation time, and EF is a
chemical potential. In our calculations, ~τ−1 = 0.03 eV.
From simplicity, we assume the vertical optical conduc-
tivity is ignored. The stacking between graphene layers
does not change the chemical potential and the horizontal
optical conductivity is a simple addition of layers.
The reflection and transmission coefficient of the
graphene-based nanostructure are
t13 =
t12t23e
i(ωc
√
ε2h)
1 + r12r23e
2i(ωc
√
ε2h)
, (3)
where
r0 =
√
ε2 −√ε1√
ε2 +
√
ε1
, t0 =
2
√
ε1√
ε2 +
√
ε1
,
r12 = r0 − is(1− r0)
α−1 − γ , t12 = t0 +
ist0
α−1 − γ ,
r23 =
√
ε3 −√ε2√
ε3 +
√
ε2
, t23 =
2
√
ε2√
ε3 +
√
ε2
,
s =
4pi
a2
ω/c√
ε2 +
√
ε1
, γ ≈ g
a3
2
ε1 + ε2
+ is, (4)
where rpq and tpq are the bulk reflection and transmis-
sion coefficients, respectively, when electromagnetic fields
strike from medium p to q, c is the speed of light, and
g ≈ 4.52 is the net dipolar interaction over the whole
square lattice. From Eqs. (3) and (4), the transmission
|t13|2 ≡ |t13(N)|2 for N > 0 and N = 0 corresponding
to systems with and without graphene plasmonic res-
onators is calculated. In experiments, experimentalists
measure the relative difference in these transmissions 1-
|t13(N)|2/t13(N = 0)|2 and call it the extinction spec-
trum. A variation of this spectrum determines graphene-
plasmon-induced confinement of electromagnetic fields.
B. Deep Neural Network
Although the theoretical method has many advantages
in understanding physical properties of graphene nanos-
tructures, it is difficult to predict the structural param-
eters for a desired spectrum. We employ the tandem
network introduced in Ref. [18] for the inverse design of
our graphene-based metamaterials in Fig. 1a.
First, we use Eqs. (3) and (4) to generate roughly
11316 and 2860 extinction spectra for training and test-
ing data sets, respectively. An entry of a theoretical
calculation has three parameters. The diameter D of
a graphene nanodisk is constrained between 100 nm and
300 nm with a step size of 5 nm. While the width is
changed from 10 nm to 120 nm with a step size of 5 nm.
3For the chemical potential EF , we increase from 0.05 eV
to 0.6 eV with a step size of 0.05 eV. Each optical spec-
trum has 400 spectral points at a frequency range from
0.001 to 0.4 eV. Second, we use the training data set
to train our neural network, which is depicted in Fig.1c.
There are 6 hidden layers in the forward-modeling neural
network. These layers sequentially have 1024-512-512-
256-256-128 hidden units. The learning rate is initialized
at 0.0005. When finishing the training, a new set of struc-
tural parameters inputting to the forward network gives
a predicted optical spectrum. Finally, a tandem neu-
ral network is formed by connecting the trained forward-
modeling neural network to an inverse-design network
with two hidden layers, which have 512 and 256 idden
units. The learning rate in the inverse design is set to
0.0001. This tandem neural network takes data points
from a new/desired spectrum as an input to propose pos-
sible design parameters. Then, these design parameters
are put in the trained forward-modeling neural network
to generate the corresponding spectrum. The algorithm
adjusts weights in the inverse network to minimize the
mean square error between the real and predicted spec-
trum. The process is repeatedly carried out.
III. NUMERICAL RESULTS AND
DISCUSSIONS
The mainframe of Fig. 2 shows theoretical infrared ex-
tinction spectra of graphene-based systems with D = 210
nm and the width of 60 nm at several values of the chemi-
cal potentials. The calculations are carried out using Eqs.
(3) and (4). For EF = 0.45 eV, all structural parameters
are identical to the fabricated detector in Ref. [7]. The
plasmonic peak is roughly located at 0.1 eV. The value
is in a quantitative accordance with the prior experimen-
tal result [7]. While a decrease of EF not only red-shifts
the surface plasmon resonance, but also significantly re-
duces an amplitude of the optical signal. The reason is
σ(ω) ∼ EF . The metal-like or plasmonic properties are
lost with decreasing the chemical potential through re-
ducing the numnber of free electrons.
The inset of Fig. 2 shows the sensitivity of optical
spectra to the diameter of graphene nanodisks. The near-
est distance between two plasmonic resonators is fixed at
60 nm. Since α(ω) ∼ D3, the extinction cross section
of a graphene nanodisk approximated by 4Im(α)ω/c is
proportional to D3. Thus, a decrease of the diameter
weakens the plasmonic coupling among resonators and
lowers the optical peak. In addition, one can observe
the blue-shifts in the spectrum when reducing the size of
nanodisks. These behaviors suggest increasing the size of
graphene plasmons enables to confine more mid-infrared
optical energy. The trapped energy is highly localized in
plasmonic resonators and thermally dissipates through
the system.
Once the neural network is trained by our training and
testing data sets, it can very fast calculate a new extinc-
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FIG. 2: (Color online) Theoretical extinction spectra for sys-
tems having a graphene-disk array with D = 210 nm and
the width of 60 nm at different values of the chemical poten-
tial EF . The inset shows theoretical extinction spectra with
EF = 0.45 eV and at several diameters of graphene nanodisks
separated with their nearest neighbors by 60 nm.
tion spectrum when inputing a new set of structural pa-
rameters including D, the width, and EF . The trained
network is now incorporated with the inverse network to
construct the tandem network for improving accuracy of
inverse design. To demonstrate the validity of our deep
neural network, we use the tandem network to predict
structural parameters for two desired spectra and show
results in Fig. 3. For the target/desired spectrum 1
and 2, we obtain parameter sets (D, width, EF ) = (206
nm, 64 nm, 0.188 eV) and (130 nm, 108 nm, 0.279 eV),
respectively. The optical spectra estimated using deep-
learning-based calculations and our Eqs.(3) and (4) with
the obtained parameter sets are perfectly overlapped. In
addition, good agreements between the tandem-neural-
network calculations and target spectra clearly validate
our designs and the data-driven approach for inverse de-
sign.
One of the most challenging problems in the inverse
design is nonuniqueness. There may be many designs
having an identical performance. It is difficult to over-
come this issue. In a recent work [18], Liu and his
coworkers proposed the tandem architecture to handle
the nonunique designs. However, our calculations nu-
merically prove that it is not universal. We generate two
target optical spectra 1 and 2 by our theoretical approach
with structural parameters (247 nm, 103 nm, 0.22 eV)
and (127 nm, 103 nm, 0.22 eV), respectively. Clearly, the
real and deep-learning-predicted structures are different.
Although this finding does not negate the validity of the
tandem neural network for the inverse design problem, it
indicates that the nonunique issue is still not handled.
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FIG. 3: (Color online) Two examples of the inverse design
using the tandem neutral network. The solid curves and
data points correspond to the predicted spectrum and tar-
get/desired spectrum, respectively.
IV. CONCLUSIONS
We have investigated extinction spectra of graphene-
based metamaterials using both theoretical approach and
deep learning. The nanostructures have a square ar-
ray of three-layers graphene nanodisks placed on the
diamond-like carbon thin film on a semi-infinite silicon
substrate. The polarizability of array of graphene nan-
odisks is calculated using the dipole model associated
with the random-phase approximation. Based on this
analysis, we analytically express the transmission coeffi-
cient and calculate the extinction spectra as a function of
many structural parameters. Then, the theoretical cal-
culations are employed to generate data for the tandem
neural network. After training the artificial neural net-
work, it has been used to solve the inverse design prob-
lem. Our deep learning calculations have showed that
the predicted design can be accurately given for a target
performance. However, calculations based on the tandem
neural network do not handle the issue of nonunique de-
sign.
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