Abstract : Design methods of asymptotically stable adaptive consensus control of multi-agent systems composed of the first-order and the second-order regression models are presented based on inverse optimal control criterion. The proposed control schemes are derived as solutions of certain H ∞ control problems, where estimation errors of tuning parameters are regarded as external disturbances to the process. The resulting control systems are robust to uncertain system parameters and the desirable consensus tracking is achieved asymptotically via adaptation schemes and L 2 -gain design parameters together with an introduction of a generating model of a leader.
Introduction
Distributed consensus tracking of multi-agent systems with limited communication networks, has been a basic and important issue in cooperative control problems of multi-agent systems, and various research results have been reported for various processes and under various conditions [1] - [4] . In those works, adaptive control or sliding mode control methodologies were also proposed in order to deal with uncertainties of agents, and stability of control systems was discussed via Lyapunov function analysis. However, so much attention does not have been paid on control performance such as optimal property or transient performance in those research works.
The purpose of the paper is to present design methods of asymptotically stable adaptive consensus control of multi-agent systems composed of the first-order and the second-order regression models based on the notion of inverse optimality and H ∞ control criterion [5] , [6] . This is an extension of our previous work [7] , where asymptotic consensus tracking was not assured generally. The proposed control schemes are derived as solutions of certain H ∞ control problems, where estimation errors of tuning parameters are regarded as external disturbances to the process. The resulting control systems are robust to uncertain system parameters and the desirable consensus tracking is achieved asymptotically via adaptation schemes and L 2 -gain design parameters together with an introduction of a generating model of a leader [8] . Several simulation studies also confirm the effectiveness of the proposed methodologies.
It should be noted that the cost functional in the present H ∞ control problem, is not specified in advance. Instead, in the inverse optimal controller design, that is to be deduced at the final stage, as a possible choice of the meaningful cost functional from the total control problem.
Multi-Agent Systems and Information Network Graphs
In this section, mathematical preliminaries on information network graph of multi-agent systems are summarized [2] , [3] . As a model of interaction among agents, a weighted undirected graph G = (V, E, A) is considered, where V = {1, . . . , N} is a node set corresponding to a set of agents. E ⊆ V×V is an edge set, and an edge (i, j) ∈ E indicates that the agent i and j can communicate with each other. Associated with the edge set E, a weighted adjacency matrix A = [a i j ] ∈ R N×N is introduced, whose entry a i j is defined by a i j = a ji > 0 ⇔ (i, j) ∈ E, a i j = a ji = 0 ⇔ otherwise.
A path is a sequence of edges in the forms (i 1 , i 2 ), (i 2 , i 3 ), . . . (i j ∈ V), and the undirected graph is called connected, if there is always an undirected path between every pair of distinct nodes. For the adjacency matrix
The Laplacian matrix is symmetric and positive-semidefinite. Furthermore, the Laplacian matrix has a simple 0 eigenvalue with the associated eigenvector
T , and all other eigenvalues of L are positive, if the corresponding undirected graph is connected.
In this manuscript, a consensus control problem of leaderfollower type is considered, where x 0 is a leader which each agent i ∈ V (a follower) should follow. For the leader x 0 and the followers i, a i0 is defined such as leader s information is available to follower i, = 0 : otherwise, (1) and from a i0 and L,
M is symmetric and positive definite, if 1. at least one a i0 (1 ≤ i ≤ N) is positive, and 2. the graph G is connected [3] . Hereafter, it is assumed that those conditions 1 and 2 are satisfied.
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Problem Statement
A multi-agent system composed of the first-order regression models is considered.
where x i ∈ R n is a state, u i ∈ R n is an input, θ i ∈ R l is an unknown parameter vector, and Ω i ∈ R n×l is a regressor matrix composed of x i and its structure is known. It is assumed that Ω i is bounded for bounded x i . B i ∈ R n×n is an unknown matrix of the form
and the sign of b i j is known a priori. Hereafter, it is assumed that b i j > 0 without loss of generality. The communication structure among agents and a leader is prescribed by the information network graph G with the associated adjacency matrix A, the Laplacian matrix L, and the matrix M. The control objective is to achieve consensus tracking of the leader-follower type such as
where the leader x 0 is synthesized by (7) (a generating model of the leader)
and the function f (x, t) : R n × R → R n satisfies the following inequality for a certain constant ρ(> 0) [9] .
Furthermore, another objective from the viewpoint of adaptive control, is to obtain an adaptive control structure whose stability is not seriously affected by the adaptation scheme, or whose performance is not significantly degraded by the estimation errors of the tuning parameters. For that purpose, in order to attenuate the effects of the estimation errors, the control scheme is to be deduced as a solution of certain H ∞ control problem, where L 2 -gains from the estimation errors of tuning parameters to the generalized output are prescribed by positive constants γ i (design parameters) such that 
where the constant term depends on the initial condition. The tuning parameters in the adaptation scheme are to be defined in the following subsections (P i ,θ i ,α i ,b i ), but the generalized output ( q + v T Rv) is derived at the final stage as a possible choice of the meaningful cost functional for the corresponding Hamilton-Jacobi-Isaacs equation and its solution in the inverse optimal design procedure.
Control Law and Error Equation
Associated with the information network graph G, the following control law is adopted.
where
is an entry of the adjacency matrix A and M, andα i (> 0) is a tuning parameter.( ·) is denoted as a current estimate of (·), and P i is defined by
Furthermore, v i is a stabilizing signal which is to be determined later based on H ∞ control criterion. A tracking error between the leader x 0 and the follower x i is defined bỹ
and the substitution of (10) and (12) into (3) yieldṡ
Then, the total representation of the multi-agent system is given such aṡ
where ⊗ denotes the Kronecker product.
Remark 1.
In our previous work [7] , f (x i (t), t) in the control law (10) was replaced by n i0ẋ0 (t), where n i0 = 1 : if a i0 > 0, and n i0 = 0 : otherwise. In the present case, the generating model of the leader f (x i (t), t) is employed in (10) , instead of f (x 0 (t), t), since x 0 may not be known for all followers.
Remark 2. f (x 0 (t), t) can be also utilized in (10) , if a i0 > 0.
Stability analysis of that slightly modified version can be carried out similarly to the present one (10).
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A positive definite function W 0 ofx and (b − b) is defined by
The tuning law ofb is determined as follows:
where Pr(·) are projection operations in which tuning parameters are constrained to bounded regions deduced from upper bounds and lower bounds of each element of b (it means that when elements ofb are going out of those bounded regions, the corresponding elements ofḃ are set to 0) [10] . Then, the time derivative of W 0 along its trajectory is given as follows:
where the following relation is utilized to deduce (34) (for detail, see Appendix)
and
α i is an estimate of α, and eachα i is to be determined based on the local data in the neighborhood of the follower i.B(t) is a current estimate of B, and its elements are constructed from the corresponding elements ofb(t) (a current estimate of b). From the evaluation ofẆ 0 (34), the next system is introduced virtually.ẋ
Note that the time derivative of V 0 (44) along the trajectory of this virtual systems (39)- (42) is evaluated by (34), where an iquality is replaced by an equality. We are going to stabilize this virtual system via a control input v and to attenuate the effects of d 1 ∼ d 3 , where d 1 ∼ d 3 are regarded as external disturbances to the process (or estimation errors of tuning parameters in (9)). Hereafter, that control problem is to be solved via H ∞ control criterion and inverse optimal control strategy [5] , [6] . For that purpose, the following Hamilton-Jacobi-Isaacs (HJI) equation and its solution V 0 are given as follows:
where q and R are a positive function and a positive definite matrix respectively, and those are derived from HJI equation based on inverse optimality for the given solution V 0 and the positive constants (9) and Remark 5)). The substitution of the solution V 0 (44) into HJI equation (43) yields
Then, R and q are obtained such as
where K R is a diagonal positive definite matrix (a design parameter). It should be noted that the cost functional q + v T Rv or the generalized output q + v T Rv in (9) has been deduced at the present stage. From R, v is deduced as a solution of the corresponding H ∞ control problem as follows:
Then, by evaluating the time derivative of W 0 along the trajectory of the original system (3),
the first result of the paper is obtained.
Theorem 1. The partial adaptive control system (10), (48), (30) is uniformly bounded for arbitrary bounded design parametersθ i ,P i ,α i (> 0)
, and v is a sub-optimal control input which minimizes the upper bound on the following cost functional J.
Also the next inequality holds.
Proof. From (49), it follows that
where Next, the tuning laws ofθ,p,α i are determined as follows:
, where Γ 2 and Γ 3 are chosen as diagonal matrices. Althougĥ α i is an estimate of the mutual α, the tuning of eachα i is decentralized based on the local data in the neighborhood of the follower i.
Then, from the time derivative of W along its trajectory,
the following result is obtained.
Theorem 2. The total adaptive control system (10), (48), (30), (54), (55), (56) is uniformly bounded, and the consensus tracking is achieved asymptotically such that lim
Proof. Since all signals are assured to be bounded via Theorem 1, it follows thatẋ is also bounded, and thus Barbalat's lemma can be applied to the propertiesx ∈ L 2 ,ẋ ∈ L ∞ , and (59) is deduced.
Remark 6. Theorem 2 indicates that the asymptotic consensus tracking is achieved under the prescribed condition of the network graph.
On the contrary, in our previous work [7] 
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Problem Statement
Next, a multi-agent system composed of the second-order regression models is considered.
where x i , u i , θ i are defined similarly to the previous case, and the form of B i is the same as the former one. Ω i is a regressor matrix composed of x i andẋ i , and is bounded for bounded x i andẋ i . The communication structure among agents is prescribed by the information network graph G with the associated adjacency matrix A, the Laplacian matrix L, and the matrix M. The control objective is to achieve consensus tracking of the leader-follower type together with velocity tracking such as
where the leader x 0 is synthesized by (63) (a generating model of a leader)
and the function f (x,ẋ, t) : R n × R n × R → R n satisfies the following inequality for certain constants ρ 1 (> 0) and ρ 2 (> 0) [9] .
Similarly to the first order case, another control objective is to obtain an adaptive control structure whose performance is not significantly degraded by the estimation errors of the tuning parameters, and the cost functional or the generalized output of the H ∞ control problem, is not specified in advance, and is to be derived in the final stage of the inverse optimal controller design.
Control Law and Error Equation
Associated with the information network graph, the following control law is adopted.
where the definitions of a i j (1 ≤ i ≤ N, 0 ≤ j ≤ N), P i , v i are the same as the previous case. α is a positive constant,k i (t) is a positive tuning parameter, ands i (t) is the i−th element of the vector signals(t) which is to be determined later. The consensus tracking errorx i is denoted by (12), and the substitution of (65) and (12) into (60) yields
where U i0 , u i0 , p i are defined similarly to the former case. Then, the total representation of the multi-agent system is given as follows:
where the definitions ofx, Ω, θ, U 0 , B, p, v, ⊗ are the same as the first-order case. On the contrary,K and ΔF(x,ẋ, x 0 ,ẋ 0 , t) are defined such aŝ
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For the matrix M and positive constants α, γ, the matrices P and Q are defined by
P and Q are both positive definite, if γ satisfies the next condition [3] .
Hereafter, it is assumed that γ satisfies (71), and by utilizing γ, s(t) is defined such that
Adopting the positive definite P, a positive definite function
, and b is defined similarly to the first-order case. The tuning law ofb is chosen such aṡ
where the definitions of V, Pr(·) are the same as the previous ones. Then, the time derivative of W 0 along its trajectory is evaluated as follows:
k i is an estimate of the mutual k, and eachk i is determined based on the local data in the neighborhood of the follower i. From the evaluation of W 0 , the next system is introduced virtually.
The virtual system is to be stabilized via a control input v by utilizing H ∞ criterion, where d 1 ∼ d 3 are regarded as external disturbances to the process. Then, by repeating the similar discussions to the first-order case, the following HamiltonJacobi-Isaacs (HJI) equation (84) and its solution V 0 (85) are introduced.
and the substitution of the solution V 0 (85) into HJI equation (84) yields
and for R and q defined such as
and for v deduced from R such as
the next result is obtained. 
Next, the tuning laws ofθ,p,k i are determined as follows:
where Γ 2 and Γ 3 are chosen as diagonal matrices. Althoughk i is an estimate of the mutual k, the tuning of eachk i is decentralized based on the local data in the neighborhood of the follower i. Then, similarly to the previous case, for positive definite
the time derivative of W is evaluated as follows:
and the next theorem is obtained. [7] , where approximate tracking was assured under the same conditions of the graph, and asymptotic stability was achieved under the highly restricted conditions such thatẍ 0 ≡ 0 or the information of x 0 is available for all followers 1 ∼ N (that is, a 10 ∼ a N0 0).
Theorem 4. The total adaptive control system (65), (89), (75), (92), (93), (94) is uniformly bounded, and the consensus tracking is achieved asymptotically such that
lim t→∞x (t) = lim t→∞ẋ (t) = 0.(97
Adaptive H ∞ Consensus Control for Second-Order System with Velocity Tracking
As a specified version of the control scheme for the secondorder case, γ = 0 can be also adopted. wheres(t) is equal tȯ x(t). Then, although P remains positive definite, Q becomes positive semidefinite
and for the leader x 0 synthesized bÿ
the consensus tracking of velocity is achieved.
By replacings(t) byẋ(t), and by utilizing newly defined P and Q (98), the following two theorems are obtained. 
Numerical Example
In order to verify the effectiveness of the proposed methodology, numerical experimental studies for the second-order regression models are performed.
A multi-agent system composed of the second-order regression models is considered such as
where x i ∈ R, u i ∈ R, and θ i ∈ R is an unknown parameter. Associated with the information network (Fig. 1) , the adjacency matrix A = [a i j ] and a i0 are chosen such that
The control objective is to achieve consensus tracking
where the virtual leader x 0 is determined such as
or equivalentlÿ
The design parameters are chosen as follows:
As system parameters, both time-invariant (TI) and timevarying (TV) (or piecewise time-invariant (Fig. 2) ) cases are considered such that θ 1 = 1, θ 2 = 2, θ 3 = 3, (TI), From those results, it is seen that the proposed H ∞ adaptive control strategies which contain v(t), achieve better tracking and convergence properties together with robustness to abrupt changes of the system parameters. Those are owing to the disturbance attenuation features to estimation errors of tuning parameters in the proposed H ∞ control scheme.
Remark 9.
Compared with the numerical example in the previous work [7] , there are no apparent differences in the tracking and convergence properties between those two control schemes ( [7] and the present strategy). However, the present methodology provided clear assurance of asymptotic convergence of consensus tracking.
Concluding Remarks
Design methods of asymptotically stable adaptive H ∞ consensus control of multi-agent systems composed of the firstorder and the second-order regression models have been presented as an extension of our previous work [7] . In the inverse optimal controller design, the cost functional or the generalized output and the control scheme are prescribed and constructed simultaneously, and then, the proposed control schemes are derived as solutions of certain H ∞ control problems, where estimation errors of tuning parameters are regarded as external disturbances to the process. The resulting control systems are shown to be robust to uncertain system parameters, and the desirable consensus tracking is achieved asymptotically via adaptation schemes and L 2 -gain design parameters together with an introduction of a generating model of a leader. Thus, it can be said that the H ∞ control problem has been solved among the proposed controller design. Effectiveness of the proposed design schemes were also confirmed by the simulation studies, and those results and Theorem 1, 3, and 5 (Remark 3) indicated that the adaptive control structure whose stability is not affected by the adaptation laws, or whose performance is not seriously degraded by the estimation errors of the tuning parameters, has been obtained in the manuscript.
The present paper is an extended version of [8] , and includes detailed proofs of theorems and provides several numerical examples.
