Abstract. The best exact algorithms for the Capacitated Vehicle Routing Problem (CVRP) have been based on either branch-and-cut or Lagrangean relaxation/column generation. This paper presents an algorithm that combines both approaches: it works over the intersection of two polytopes, one associated with a traditional Lagrangean relaxation over q-routes, the other defined by bound, degree and capacity constraints. This is equivalent to a linear program with exponentially many variables and constraints that can lead to lower bounds that are superior to those given by previous methods. The resulting branch-andcut-and-price algorithm can solve to optimality all instances from the literature with up to 135 vertices. This doubles the size of the instances that can be consistently solved.
Introduction
Let G = (V, E) be an undirected graph with vertices V = {0, 1, . . . , n}. Vertex 0 represents the depot, whereas all others represent clients, each with an associated demand d(·). Each edge e ∈ E has a nonnegative length (e). Given G and two positive integers (K and C), the Capacitated Vehicle Routing Problem (CVRP) consists of finding routes for K vehicles satisfying the following constraints: (i) each route starts and ends at the depot, (ii) each client is visited by a single vehicle, and (iii) the total demand of all clients in any route is at most C. The goal is to minimize the sum of the lengths of all routes. This classical NP-hard problem is a natural generalization of the Travelling Salesman Problem (TSP), and has widespread application itself. The CVRP was first proposed in 1959 by parallel in a recent work by Ralphs [29, 30] ) several instances with fewer than 80 vertices, including some proposed more than 30 years ago by Christofides and Eilon [10] , can not be solved at all. In fact, branch-and-cut algorithms for the CVRP seem to be experiencing a "diminishing returns" stage, where substantial theoretical and implementation efforts achieve practical results that are only marginally better than those of previous works.
We present a new exact algorithm for the CVRP that seems to break through this situation. The main idea is to combine the branch-and-cut approach with the q-routes approach (which we interpret as column generation instead of the original Lagrangean relaxation) to derive superior lower bounds. Since the resulting formulation has an exponential number of both columns and rows, this leads to a branch-and-cut-and-price (BCP) algorithm. Computational experiments over the main instances from the literature show that this algorithm is very consistent on solving instances with up to 100 vertices. Eighteen open instances were solved for the first time.
The idea of combining column and cut generation to improve lower bounds has rarely been used, since new dual variables corresponding to separated cuts may have the undesirable effect of changing the structure of the pricing subproblem. However, if cuts are expressed in terms of variables from a suitable original formulation, they can be incorporated into the column generation process without disturbing the pricing. We refer to branch-and-bound procedures based on such formulations as robust branch-and-cut-and-price algorithms. Poggi de Aragão and Uchoa [28] present a detailed discussion on this subject, including new reformulation techniques that extend the applicability of robust branch-andcut-and-price algorithms to virtually any combinatorial optimization problem. This article on the CVRP is part of a larger effort to demonstrate that these methods lead to significant improvements on a wide variety of problems. Major advances have already been reported on two other problems: capacitated minimum spanning tree [15] and generalized assignment [27] .
This article is organized as follows. Section 2 describes the integer programming formulation we will deal with. Section 3 gives a general description of our algorithm, including its two main components: column and cut generation. Following the work of Irnich and Villeneuve [18] on the CVRP with time windows, our column generation procedure eliminates q-routes with small cycles. The separation routines are based on the families of inequalities recently discussed by Letchford, Eglese, and Lysgaard [20, 23] . Section 4 presents an empirical analysis of our method. Final remarks are made in Sect. 5.
The New Formulation
A classical formulation for the CVRP [19] represents by x ij the number of times a vehicle traverses the edge (i, j) ∈ E. The set of client vertices is denoted by V + = {1, . . . , n}. Given a set S ⊆ V + , let d(S) be the sum of the demands of all vertices in S, and let δ(S) be the cut-set defined by S. Also, let k(S) = d(S)/C . Define the following polytope in IR |E| :
Constraints (1) state that each client is visited once by some vehicle, whereas (2) states that K vehicles must leave and enter the depot. Constraints (3) are rounded capacity inequalities, which require all subsets to be served by enough vehicles. Constraints (4) enforce that each edge not adjacent to the depot is traversed at most once (edges adjacent to the depot can be used twice when a route serves only one client). The integer vectors x in P 1 define all feasible solutions for the CVRP. There are exponentially many inequalities of type (3), so the lower bound given by
must be computed by a cutting plane algorithm. Alternatively, a formulation with an exponential number of columns can be obtained by defining variables (columns) that correspond to q-routes without 2-cycles (subpaths i → j → i, i = 0). Restricting the q-routes to those without such cycles improves the formulation and does not change the complexity of the pricing [11] . Let Q be an m × p matrix where the columns are the edge incidence vectors of all p such q-routes. Let q e j be the coefficient associated with edge e in the j-th column of Q. Consider the following polytope in IR |E| , defined as the projection of a polytope in IR p+|E| :
Constraints (5) define the coupling between variables x and λ. Constraint (6) defines the number of vehicles to use. It can be shown that the set of integer vectors in P 2 also defines all feasible solutions for the CVRP. Due to the exponential number of variables λ, the lower bound given by
x∈P2 e∈E e x e must be computed using column generation or Lagrangean relaxation. The description of polyhedra associated with column generation or Lagrangean relaxation in terms of two sets of variables, λ and x, used in the definition of P 2 , is called Explicit Master in [28] . The main contribution of this article is a formulation that amounts to optimizing over the intersection of polytopes P 1 and P 2 . The Explicit Master format describes such intersection as follows:
Constraint (6) can be discarded, since it is implied by (2) and (5). Computing the improved lower bound (4) is replaced by its equivalent given by (5). The resulting LP will be referred to as the Dantzig-Wolfe Master problem (DWM):
Capacity inequalities are not the only ones that can appear in the DWM. A generic cut e∈E a e x e ≥ b can be included as
In fact, we added all classes of cuts described in [23] .
Column Generation. The reduced cost of a column (λ variable) is the sum of the reduced costs of the edges in the corresponding q-route. Let µ, ν, π, and ω be the dual variables associated with constraints (8), (9), (10) , and (11), respectively. The reduced costc e of an edge e is given by:
An additional generic cut p j=1 ( e∈E a e q e j )·λ j ≥ b in DWM, with dual variable α, contributes with the value −a e · α to the computation ofc e .
The pricing subproblem consists of finding q-routes (columns) of minimum reduced cost. Although this problem is NP-hard in general, it can be solved in pseudopolynomial time if all demands are integer [11] .
The basic data structure is a C × n matrix M . Each entry M (d, v) will represent the least costly walk that reaches vertex v using total demand exactly d. The entry contains a label consisting of the vertex (v), the cost of the walk, and a pointer to a label representing the walk up to the previous vertex. The matrix is filled by dynamic programming, row by row, starting with d = 1. For each row d, the algorithm goes through each entry v and, for each neighbor w of v, evaluates the extension of the walk represented by
Eventually, we will have the most negative walk with accumulated demand at most C that arrives at each vertex v. Extending the walk to the depot (whose demand is zero), we obtain the corresponding q-route. All negative q-routes thus found (there will be at most n) are added to the linear program. There are nC entries in the matrix, and each is processed in O(n) time, so the total running time is O(n 2 C).
To strengthen the formulation, we look for s-cycle-free q-routes, for small values of s. The algorithm operates as above, using dynamic programming to fill a C × n matrix with partial walks. Each entry in the matrix is no longer a single label, but a bucket of labels. Bucket M (d, v) represents not only the cheapest s-cycle-free walk with total demand d that ends in v, but also alternative walks that ensure that all possible s-vertex extensions from v are considered. Deciding which walks to keep is trivial for s = 2 [11] , but quite intricate for s ≥ 3. We handle this with the approach originally proposed by Irnich and Villeneuve [18] (the reader is referred to their paper for details). They show that buckets must have size at least s!, so the method quickly becomes impractical.
We use three heuristics to accelerate the algorithm. They all find only scycle-free q-routes, but not necessarily the minimum one. Hence, whenever they find no negative route, the exact algorithm must verify that none exists.
The first acceleration technique we use is scaling, which considers g > 1 units of demand at a time. The exact algorithm is run with a modified demand d v (g) = d v /g for every vertex v, and modified capacity C = C/g for the vehicles. The running time will be proportional to C instead of C, but the solutions found will still be valid in the original setting.
The second technique is sparsification. Intuitively, small edges in the original graph are more likely to appear in the solution. With that in mind, we precompute a set of five disjoint spanning forests using an extension of Kruskal's algorithm similar to the "edge-greedy heuristic" described in [34] . By considering only edges in those trees, the dynamic programming will be limited to a restricted set of neighbors when processing each vertex.
The third acceleration is bucket pruning, which consists of storing only s (instead of s!) labels per bucket. To minimize the number of valid s-extensions blocked, we keep only labels that differ significantly from each other.
The algorithm starts using all three acceleration techniques. Whenever it fails to find a negative q-route, it turns one of them off. If the algorithm fails with no acceleration, we can safely declare that no negative q-route exists. On the other hand, if only a subset of the heuristics is in use and they do find a negative q-route, other heuristics are turned back on.
Cut Generation. At first, the LP formulation includes only degree constraints; violated cuts are added as needed. Besides the well-known rounded capacity cuts (10) and bound cuts (11), we also use framed capacity, strengthened comb, multistar, partial multistar, generalized multistar and hypotour cuts, all presented in [23] . We use the CVRPSEP package [22] to separate those cuts. Since they are defined in terms of the x * e variables, not readily available in the DWM formulation, we convert λ * j variables into the corresponding x * e variables as needed.
Branching Rule. The algorithm starts by adding columns to the formulation until there are none with negative reduced costs, then it looks for all violated cuts. This is repeated until both column generation and separation fail. If the node cannot be fathomed at this point, we branch.
The branching rule is an adaptation of the rule used in [23] . We choose as branching candidates sets S such that 2 < x * (δ(S)) < 4 and branch by imposing the disjunction (x(δ(S)) = 2) ∨ (x(δ(S)) ≥ 4).
We use strong branching to select which set to branch on. Since computing the actual lower bound for each child node can be very time-consuming, we estimate it by performing a small number of column generation iterations. Only p candidate sets (5 ≤ p ≤ max{10 − depth, 5}) are evaluated. This limits the time spent on strong branching, especially when the depth is high. Priority is given to sets with smaller values of |x
7|/d(S). We use 2.7 because constraint x(δ(S)) = 2 tends to have a greater impact on the LP relaxation than x(δ(S)) ≥ 4, leading to an imbalance in the branch-and-bound tree. Values closer to 2 than 4 increase the impact of imposing x(δ(S)) ≥ 4.
Node Selection and Primal Bounds. We used as initial primal bound the best previously known solution plus one. The node selection strategy chosen was depth first search, because it requires less memory.
Dynamic Choice of Column Generation. It usually pays off to combine the strengths of cut and column generation into a single algorithm. However, in some instances, the increase in the lower bound is not worth the additional time spent. In these cases pure branch-and-cut performs better than branch-and-cutand-price. We modified our algorithm to handle such cases. In the root node, we start as in a pure branch-and-cut, without any column generation. After that, the root node is solved again with a branch-and-cut-and-price using the column generation with s = 2. Then we solve it once again, changing s to 3. For the rest of the branch-and-bound tree, the algorithm picks the strategy with the best balance between running time and bound quality.
Computational Experiments
We tested our algorithm on most instances available at www.branchandcut.org. All instances with up to 135 vertices were solved to optimality, eighteen of them for the first time. The tests were run on a Pentium IV, 2.4 GHz, with 1GB of RAM. Throughout this section, we will refer to the branch-and-cut-and-price algorithm with dynamic choice of column generation as Dyn-BCP and the branchand-cut-and-price with pre-determined column generation as BCP. Tables 1 and 2 detail the results obtained by Dyn-BCP. Columns Root LB and Root Time give the lower bound and total CPU time of the root node of the branch-and-bound tree. The running time includes the dynamic choice of column generation and strong branching. The next column represents the size s of the cycles eliminated by the column generation procedure ("-" indicates that column generation was not used). Tree Size represents the total number of branch-and-bound nodes explored, and Total Time is the total CPU time spent by the algorithm. Finally, Prev UB and Our UB indicate the best solution value available in the literature and the one obtained by our procedure. Values in bold indicate proven optimality. Table 3 compares several different lower bounds obtained for the CVRP. Lower bounds L1, L2 and L3 (defined in Sect. 2) are presented in the first three columns. Column LLE03 shows the lower bounds obtained by [23] , which are the best available in the literature. The next three columns contain the lower bounds obtained at the root node of the BCP with s-cycle elimination (for s = 2, 3, 4). Column OPT is the optimal solution value and T(3) is the total CPU time (in seconds) spent at the root node of BCP for s = 3, the value most commonly used. On average, the algorithm for s = 4 was 61% slower than for s = 3, which in turn was 12% slower than for s = 2. The last line shows the average gap of each bound, considering only instances with a known optimum. Table 3 shows that major improvements can be obtained by using the BCP approach instead of pure branch-and-cut. Also, eliminating longer cycles often increases the lower bounds significantly.
The greatest improvements usually happen when the ratio n/K is smallest. In such cases, columns without small cycles are very close to being actual routes, so one can expect the duality gap to be reduced. Figure 1 , created from the instances . Circles represent instances solved to optimality for the first time and crosses the ones already closed.
of Table 3 with a known optimal solution, illustrates this observation. The horizontal axis represents the ratio n/K. The value plotted is (s3 − lle)/(opt − lle), where s3 is the bound of the BCP with s = 3, lle is the LLE03 bound and opt is the optimal solution value. This ratio represents the reduction of the duality gap relative to the LLE03 gap. The value is zero whenever both methods produce the same result; positive values mean that BCP gaps are smaller, and negative values favor LLE03. Circles represent instances that were solved by our algorithm for the first time, while crosses indicate instances that were already closed. Only one instance (B-n56-k7) had a negative value (−0.009). The gap was often reduced by more than 50%, enough to close several open instances.
Conclusion
This paper has shown that a careful combination of column and cut generation leads to a very effective algorithm for the CVRP. We consider the three main aspects that can lead to further improvements: cut generation, column generation, and the integration between them.
Consider cutting planes. Rounded capacity cuts are highly effective in our BCP-the efficient heuristic separation for them contributes significantly to the good overall performance. We did try all other families of cuts for the CVRP known to be effective in a pure BC: framed capacities, generalized capacities, strengthened combs, multistars, and extended hypotours. Surprisingly, however, their effect was quite modest in practice-only on E-n101-k8 the root bound increased by more than two units. Any improvement to the cutting part of our BCP will therefore require new families of inequalities. Unfortunately, looking for facet-defining inequalities may not be enough within the BCP framework, since a facet of the CVRP polyhedron can also be a facet of the polyhedron induced by column generation over the q-routes. 6 A new family of inequalities will only be effective in our context if it significantly cuts polyhedron P 2 .
In the short term, improvements are more likely to come from column generation. The goal is to devise efficient ways of pricing over a set of columns as close to cycle-free q-routes as possible. The s-cycle elimination approach we chose was reasonably effective, at least for s ≤ 4. But other alternatives to further restrict the q-routes can also be tried. One could, for instance, forbid q-routes that visit vertices in a small set S more than once. This set could be dynamically chosen in order to eliminate q-routes with long cycles that are particularly harmful to bound quality.
In principle, several of the combinatorial relaxations of the CVRP-such as k-degree center trees, K-trees, or b-matchings-could also be used instead of (or even in addition to) q-routes. We think they are unlikely to have a noticeable impact, for two reasons. First, among the relaxations mentioned above, only q-routes take client demands and vehicle capacities into account. These "numerical" elements are precisely what makes the CVRP much harder in practice than a "pure" graph problem such as the TSP. It seems that known families of inequalities for the CVRP, mostly inspired by previous work on the TSP, cannot cope well with this numerical aspect. The inequalities implicitly given by P 2 can do better. The second reason for not using the alternatives above is that only qroutes lead to a pricing problem that is superpolynomial, but still practical. The polyhedra associated with polynomial pricing problems can be fully described and efficiently separated, which usually makes a pure BC (instead of BCP) a faster alternative. For instance, we can separate over the b-matching polyhedron in a very efficient way [21] . Separation over the q-route polyhedron, on the other hand, is possible only implicitly, with column generation.
Even if we leave column and cut generation as they are, we can still accelerate the algorithm through better integration. The task of designing, coding and fine-tuning a high performance branch-and-cut or branch-and-price procedure is complex, requiring experience to choose among several possible strategies, and, often, some computational tricks. BCP multiplies the possibilities and, therefore, the difficulties. We believe that there is still plenty of room for such improvements in our BCP.
