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ON KAKEYA MAPS WITH REGULARITY ASSUMPTIONS
YUQIU FU AND SHENGWEN GAN
Abstract. For a n−dimensional Kakeya set (n ≥ 3) we may define a Kakeya map associated to
it which parametrizes the Kakeya set by [0, 1]× Sn−1, where Sn−1 is thought of as the space of
unit directions. We show that if the Kakeya map is either α−Ho¨lder continuous with α > (n−2)n
(n−1)2 ,
or continuous and in the Sobolev space Hs for some s > (n − 1)/2, then the Kakeya set has
positive Lebesgue measure.
1. Introduction
The Kakeya set conjecture says:
Conjecture (Kakeya Set Conjecture). If a set K ⊂ Rn contains a unit line segment in each
direction (such a set is called a Kakeya set), then K has Hausdorff dimension n.
For a detailed introduction to this conjecture, see [Wol03]. The n = 2 case is known [Cor77] and
we shall restrict ourselves to n ≥ 3. We will study some variants of the Kakeya set conjecture. For
our purpose, we would like to record the positions of every line segments in a Kakeya set.
Definition 1 (Kakeya map). For any function c : Sn−1 → Rn, we consider the associated map φc,
φc : S
n−1 × [0, 1]→ Rn, (v, t) 7→ c(v) + tv
We call φc a Kakeya map, and Kc := Im(φc) =
⋃
v∈Sn−1 c(v) + [0, 1] · v the associated Kakeya
set.
Intuitively, we can think of c as a “direction-to-position” map, since for each direction v, Kc
contains a v−direction unit line segment radiated from position c(v). The Kakeya set conjecture
can be restated as: for any Kakeya map φ, its image Im(φ) has Hausdorff dimension n.
Often we will consider another parameterization of (a fraction of) a Kakeya set. In most studies
(and particularly in this paper), these two parametrizations are equivalent.
Definition 2 (Kakeya map). For any map c : Bn−1(0, 1) → Rn−1, we consider the associated
Kakeya map φc,
φc : Bn−1(0, 1)× [0, 1]→ Rn, (v, t) 7→ (c(v) + tv, t)
We define the associated Kakeya set to be Kc := Im(φc).
Remark. It’s easy to see that for each direction (v, 1) ∈ Bn−1(0, 1) × {1}(⊂ Rn), Kc contains a
line segment in such direction and radiated from (c(v), 0). The second definition of Kakeya map
will make calculations easier. We will only use the first definition in Section 4, and use the second
definition in other sections.
The main result of this paper will be the following two theorems.
Theorem 1. If c : Bn−1(0, 1)→ Rn−1 is α−Ho¨lder continuous for some α > (n−2)n(n−1)2 , then Im(φc)
has positive Lebesgue measure.
Theorem 2. If c : Bn−1(0, 1)→ Rn−1 is continuous and in Hs(Bn−1(0, 1)) for some s > (n−1)/2,
then Im(φc) has positive Lebesgue measure.
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2 YUQIU FU AND SHENGWEN GAN
There are two main tools used: the winding number and an isoperimetric inequality.
Lemma 1 (Winding number). Given a continuous map f : Bn(0, 1) → Rn, for any z /∈ f(Sn−1),
denote wind(z) to be the degree of the map g : Sn−1 → Sn−1, x 7→ f(x)−z|f(x)−z| . Then wind(z) 6= 0
implies z ∈ Im(f).
Lemma 2 (Isoperimetric inequality). Given a Lipschitz map g : Sn−1 → Rn, for any z /∈ Im(g),
let wind(z) be the degree of the map gz : S
n−1 → Sn−1, x 7→ f(x)−z|f(x)−z| . Then
(1)
(∫
Rn\Im(g)
|wind(z)| nn−1 dz
)n−1
n
. A(g)
where A(g) =
∫
Sn−1 |det(
√
Dg∗(ω)Dg(ω))|dω is the area of the self-intersecting “hypersurface”
Im(g).
Remark. This isoperimetric inequality can be found as equation (2.10) in [Oss78]. For n = 2 it was
proved in [BP71]. In fact [Oss78] says:
(2) (
∑
|nk| nn−1Vk)
n−1
n . A
which has a different looking to that stated here, but they are the same. To see this, consider the
connected components of Rn \ Im(g) and denote their volumes by {Vk}k (note that g is Lipschitz, so
it makes sense to define volume or surface area), and their winding numbers by {nk}k. We then see
(1) and (2) are identical. In (1), we could think of the left hand side as the “volume” surrounded
by the “hypersurface” Im(g).
Now we briefly discuss the main idea of the paper.
Given a continuous Kakeya map φ : Bn−1(0, 1)× [0, 1]→ Rn, our goal is to show the Kakeya set
K = Im(φ) has positive Lebesgue measure. It will be helpful to consider two maps:
• φt(v) := φ(v, t), the restriction of φ to the t-slice,
• φ
t
:= φt|Sn−2 , the restriction to the boundary sphere.
Denote by windt(v) the winding number for φt at point v. If we can find some t0 such that the
winding number windt0(v0) 6= 0 for some v0 /∈ Im(φt0), then by continuity, the winding number
windt(v) 6= 0 for t close enough to t0 and v close enough to v0. Thus by Lemma 1, we know there
is a small neighborhood of (t0, v0) contained in Im(φ), and hence it has positive Lebesgue measure.
From the above discussion we see our main obstacle is: the winding number is 0 everywhere. We
will show this cannot happen if we assume some regularity property for the Kakeya map.
Let’s first consider an easy case: when φ is Lipschitz. There is a direct method to show |Im(φ)| >
0. By the area formula, we have:
(3)
∫
Bn−1×[0,1]
|detDφ(x)|dx =
∫
Im(φ)
#{x : φ(x) = y}dy.
Since det(Dφ) is nonzero almost everywhere (we will explicitly calculate det(Dφ) later), the left
hand side and hence the right hand side is nonzero. As a result |Im(φ)| > 0. In fact we shall see
in Section 4 that using Lemma 1, 2 we can show |Im(φ)| is bounded from below by some positive
constant depending only on the Lipschitz constant of φ.
A key ingredient of our argument (Proposition 1) is that if c (as in Definition 2) is smooth, then
(4) 1 .
∫ 1
0
|
∫
Rn−1
windt(x)dx|dt,
since, as we shall see, the inner integral is a polynomial in t with leading term tn−1. This is very
similar to an observation by Katz and Rogers in [KR18]. They showed among other things that if
c is a polynomial of degree d, then |Im(φ)| is bounded from below by some constant c(n, d) > 0.
Here we write φ = φc. The key observation there is, by the area formula (3) and Bezout’s theorem,
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|Im(φ)| ≥ Cd
∫ |detD(φ)|dvdt, and the latter integral is always at least c(n) for some constant
c(n) > 0. The difference of our approach is that instead of considering the integral of |detDφ| in
(t, v), we consider integrals of detDφt in v for each t, which produces the signed volume on the
t−slice. The signed volume has the advantage that it can be defined for c with very rough regularity
(say continuous), because we can write it as the integral of the winding numbers.
The strategy of proving Theorem 1, 2 will be proof by contradiction. We suppose Im(φ) has zero
Lebesgue measure. Then we use smooth maps to approximate Ho¨lder continuous or Sobolev-regular
Kakeya maps and use (4) together with Lemma 1, 2 to derive a contradiction.
In Section 2 we will prove Theorem 1, and in Section 3 we shall prove Theorem 2. Section 4 will
be a discussion of two other results related to the regularity of Kakeya maps.
Notation. We will use A . B to denote that A ≤ CB for constant C which depends only on the
dimension n. A ∼ B will mean A . B and B . A. We will use A .q B to denote A ≤ CqB for
some constant Cq depending on q (and n).
2. Ho¨lder continuous Kakeya map
Let n ≥ 3. Suppose we have a Kakeya map
φ : BRn−1(0, 1)× [0, 1]→ Rn, (v, t) 7→ (c(v) + tv, t)
where c : BRn−1(0, 1)→ Rn−1 is Cα (α−Ho¨lder continuous). We will prove the following theorem.
Theorem 3. If α > (n−2)n(n−1)2 , then Im(φ) has positive Lebesgue measure.
We start with some definitions. Denote the restriction of c to Sn−2 by c. Let c be the −mollification
of c. To be more precise, let ρ : Rn−1 → R be a radial smooth compactly supported bump
function in Rn−1 adapted to BRn−1(0, 1), and let ρ(y) := d2−nρ(y/), where d ∼ 1 equals
n−2(
∫
Sn−2 ρ((x − y)/)dy)−1 for any x ∈ Sn−2. We also write down all components of c =
(c1, · · · , cn−1). We define c to be (c1 ∗ ρ, · · · , cn−1 ∗ ρ), where ci ∗ ρ(x) :=
∫
Sn−2 ci(y)ρ(x− y)dy
for x ∈ Sn−2.
Remark. Because ci is a function on S
n−2, the normalzing constant is about 2−n instead of 1−n
because we are averaging over a n − 2 dimensional surface. So the convolution ci ∗ ρ(x) has the
effect of averaging the value of ci over an −neighborhood of x on Sn−2.
Define γt to be the map
Sn−2 → Rn−1, v 7→ c(v) + tv,
and γt, to be the map
Sn−2 → Rn−1, v 7→ c(v) + tv.
Then from the Ho¨lder continuity of c one has |γt(v)− γt,(v)| . α, which implies
windt,(x) = windt(x) if d(x, Imγt) & α.
Here windt(x) is the degree of the map
Sn−2 → Sn−2, y → (γt(x)− y)/|γt(x)− y|,
and windt,(x) is defined similarly as the degree of the map
Sn−2 → Sn−2, y → (γt,(x)− y)/|γt,(x)− y|.
Proposition 1.
(5) 1 .
∫ 1
0
|
∫
Rn−1
windt,(x)dx|dt.
Here the implicit constant is independent of .
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Proof. Fix  > 0. By Stokes theorem,∫
Rn−1
windt,(x)dx =
∫
γt,
xn−1dx1 ∧ · · · ∧ dxn−2.
If we write c(v) = (c1,(v), . . . , cn−1,(v)), then
γt,(v) = (tv1 + c1,(v), . . . , tvn−1 + cn−1,(v)).
Therefore∫
γt,
xn−1dx1 ∧ · · · ∧ dxn−2 =
∫
Sn−2
(tvn−1 + cn−1,(v))d(tv1 + c1,(v)) ∧ · · · ∧ d(tvn−2 + cn−2,(v))
= tn−1
∫
Sn−2
vn−1dv1 ∧ · · · ∧ dvn−2 + e(t)
= tn−1 + e(t)
where e(t) is a polynomial in t with degree at most n − 2 with coefficients determined by c, . We
always have | ∫ 1
0
(tn−1 + e(t))dt| & 1 so we conclude
1 .
∫ 1
0
|
∫
γt,
xn−1dx1 ∧ · · · ∧ dxn−2|dt =
∫ 1
0
|
∫
Rn−1
windt,(x)dx|dt.

Proof of Theorem 3. Let φ be the restriction of φ to Sn−2 × [0, 1]. For the sake of contradiction we
assume that |Imφ| = 0 and windt(x) = 0 almost everywhere. Then we have
(6)
∫ 1
0
∫
Nα (Imγt)
|windt,(x)|dxdt & 1.
Here Nα(Imγt) denotes the Cα-neighborhood of Imγt. (C is a constant depending on the Ho¨lder
constant of c.)
Next we show
(7) |Nα(Imγt)| . −n+2(α(n−1)) = (n−1)α−n+2,
and
(8) A(γt,) . (α−1)(n−2).
Indeed to see (7), we choose a maximal −separated subset S of Sn−2, so |S| ∼ 2−n. We claim
that the union of balls
⋃
xi∈S NCα(γt(xi)) covers Nα(Imγt), when C is large enough. In fact for
any y ∈ Nα(Imγt), there exists an x ∈ Sn−2, such that |y − γt(x)| . α. Also by the choice of S,
there exists an xi ∈ S such that |x− xi| ≤ . So by the Ho¨lder continuity, we have
|y − γt(xi)| ≤ |y − γt(x)|+ |γt(x)− γt(xi)| ≤ Cα,
which means y ∈ Nα(γt(xi)) ⊂
⋃
xi∈S Nα(γt(xi)).
To see (8), we only need to show |∇γt,| . α−1, which will imply
A(γt,) .
∫
Sn−2
|detDγt,| .
∫
Sn−2
|∇γt,|n−2 . (α−1)(n−2).
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Recall that ρ is the mollifier with ρ(y) = d
2−nρ(y/) and d ∼ 1, so we have:
|∇γt,(y)| = d|∇
∫
Sn−2
γt,(x)
2−nρ(
y − x

)dx|
∼ |
∫
Sn−2
γt,(x)
2−n∇(ρ(y − x

))dx|
= |
∫
(γt,(x)− γt,(y))1−n∇ρ(y − x

)dx|
.
∫
N(x)∩Sn−2
|γt,(x)− γt,(y)|1−ndy
.
∫
N(x)∩Sn−2
|x− y|α1−ndy
. α−1.
From Lemma 2 we have(∫
Rn−1
|windt,(x)|
n−1
n−2 dx
)n−2
. A(γt,)n−1.
Combining what we have so far with Ho¨lder’s inequality we obtain
1 .
∫ 1
0
∫
Nα (Im(γt))
|windt,(x)|dxdt
≤ |Nα(Im(γt))|1/(n−1)
(∫ 1
0
∫
Nα (Im(γt))
|windt,(x)|(n−1)/(n−2)dxdt
)(n−2)/(n−1)
. (α−1)(n−2)((n−1)α−n+2)/(n−1)
= α−
n−2
n−1+(α−1)(n−2).
This is a contradiction if α− n−2n−1 + (α− 1)(n− 2) > 0, that is, α > (n−2)n(n−1)2 . 
3. Sobolev regular Kakeya map
We use the same notation as in Section 2 but instead of assuming c is Ho¨lder continuous Cα,
we assume c is continuous and lies in the L2−based Sobolev space Hs(BRn−1(0, 1)) for some s >
(n − 1)/2. We write s = (n − 1)/2 + δ for some δ > 0. By Sobolev embedding we know that c is
δ′−Ho¨lder continuous for some δ′ > 0 depending on δ. Also by the trace theorem we know that
c ∈ H(n−2)/2+δ(Sn−2) and therefore γt ∈ H(n−2)/2+δ(Sn−2). We will prove the following theorem.
Theorem 4. If c is continuous and c ∈ H(n−1)/2+δ(BRn−1(0, 1)) for some δ > 0 then Im(φ) has
positive Lebesgue measure.
Before proving the Theorem 4, We recall that fractional Sobolev spaces can also be defined using
the SobolevSlobodeckij norm.
Definition 3. Let Ω be an open subset of Rn. For 1 ≤ p < ∞, θ ∈ (0, 1) and f ∈ Lp(Ω), the
Sobodeckij seminorm is defined by
[f ]θ,p,Ω := (
∫
Ω
∫
Ω
|f(x)− f(y)|p
|x− y|θp+n dxdy)
1
p .
For s > 0 not an integer, the Sobolev-Slobodeckij space W s,p(Ω) is defined as
W s,p(Ω) := {f ∈W bsc,p(Ω) : sup
|α|=bsc
[Dαf ]θ,p,Ω <∞}.
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When Ω has smooth boundary, the Sobolev-Slobodeckij norm is equivalent to the usual Sobolev
norm. When Ω is the sphere Sn, using coordinate patches we see that the Sobolev-Slobodeckij norm
can be defined in the same way and is equivalent to the usual Sobolev norm.
Proof of Theorem 4. Recall that φ is the restriction of φ to Sn−2 × [0, 1]. If |Imφ| > 0 then we
are done so we assume |Imφ| = 0. To prove the Theorem we first prove windt(x) is integrable on
[0, 1] × Rn−1. We will use the following estimate from [Ngu07] on the degree of a continuous map
f : Sn → Sn : for every 0 < α0 <
√
2 + 2/(n+ 1),
(9) |deg f | ≤ Cn
∫
Sn
∫
Sn
1|f(y)−f(z)|>α0
|y − z|2n dydz,
where Cn is a constant depending only on n.
We fix α0 =
√
2 + 2/(n− 2)/2. Then Applying (9) to the map
Sn−2 → Sn−2, y → (γt(x)− y)/|γt(x)− y|,
which defines windt(x), we obtain∫
Rn−1
|windt(x)|dx =
∫
K
|windt(x)|dx .
∫
K
∫
Sn−2
∫
Sn−2
1∣∣∣ γt(y)−x|γt(y)−x|− γt(z)−x|γt(z)−x| ∣∣∣>α0
|y − z|2(n−2) dydzdx.
Here K is a sufficiently large closed ball which contains 1−neighborhood of ⋃t∈[0,1] Imγt.
Note we have the inequality∣∣∣∣ γt(y)− x|γt(y)− x| − γt(z)− x|γt(z)− x|
∣∣∣∣ ≤ ∣∣∣∣ γt(y)− x|γt(y)− x| − γt(z)− x|γt(y)− x|
∣∣∣∣+ ∣∣∣∣ γt(z)− x|γt(z)− x| − γt(y)− x|γt(z)− x|
∣∣∣∣ .
To prove it, without loss of generality, we can assume x = 0 and |γt(y)| = 1, |γt(z)| = t ≥ 1.
Denote v = γt(y), w =
γt(z)
|γt(z)| , then |v| = |w| = 1. It suffices to prove |v − w| ≤ |v − tw|. Note that
d
dt |v − tw|2 = −w · (v − tw) = t|w|2 − v · w ≥ 0 when t ≥ 1, so we are done.
Therefore we have∫
Sn−2
∫
Sn−2
1∣∣∣ γt(y)−x|γt(y)−x|− γt(z)−x|γt(z)−x| ∣∣∣>α0
|y − z|2(n−2) dydz
.
∫
Sn−2
∫
Sn−2
|γt(y)− γt(z)|n−1−δ/4
α
n−1−δ/4
0 |y − z|2(n−2)
(
1
|γt(y)− x|n−1−δ/4 +
1
|γt(z)− x|n−1−δ/4
)
dydz.
Note that we have ∫
K
(
1
|γt(y)− x|n−1−δ/4 +
1
|γt(z)− x|n−1−δ/4
)
dx .K,δ 1,
We hence conclude by Fubini’s theorem that∫
K
∫
Sn−2
∫
Sn−2
1∣∣∣ γt(y)−x|γt(y)−x|− γt(z)−x|γt(z)−x| ∣∣∣>α0
|y − z|2(n−2) dydzdx .K,δ
∫
Sn−2
∫
Sn−2
|γt(y)− γt(z)|n−1−δ/4
|y − z|2(n−2)
.
∫
Sn−2
∫
Sn−2
|γt(y)− γt(z)|n−1−δ/4
|y − z|(n−2n−1+δ/2)(n−1−δ/4)+n−2
. ‖γt‖n−1−δ/4
W
n−2
n−1+δ/2,n−1−δ/4(Sn−2)
. ‖γt‖n−1−δ/4H(n−2)/2+δ(Sn−2).
Here for the second-last inequality we use the Sobolev-Slobodeckij norm, and the last inequality is
due to the Sobolev embedding inequality. So we conclude
∫
Rn−1 |windt(x)|dx .c 1 and hence∫
[0,1]
∫
Rn−1
|windt(x)|dxdt .c 1.
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In Section 2 we showed in the proof of Proposition 1 that∫
Rn−1
windt,(x)dx =
∫
Sn−2
(tvn−1 + cn−1,(v))d(tv1 + c1,(v)) ∧ · · · ∧ d(tvn−2 + cn−2,(v)).
By Sobolev embedding, we have c ∈ H(n−2)/2+δ(Sn−2) ⊂W 1,n−2(Sn−2)∩C0(Sn−2). So by Ho¨lder’s
inequality we obtain∫
Sn−2
(tvn−1 + cn−1,(v))d(tv1 + c1,(v)) ∧ · · · ∧ d(tvn−2 + cn−2,(v))
→
∫
Sn−2
(tvn−1 + cn−1(v))d(tv1 + c1(v)) ∧ · · · ∧ d(tvn−2 + cn−2(v))
as → 0. Also the left hand side is a polynomial in t with top-order term tn−1 so we have
|
∫
Sn−2
(tvn−1 + cn−1(v))d(tv1 + c1(v)) ∧ · · · ∧ d(tvn−2 + cn−2(v))| & 1.
Therefore if we know
(10)
∫ 1
0
∫
Rn−1
windt,(x)dxdt→
∫ 1
0
∫
Rn−1
windt(x)dxdt as → 0
then we can conclude that windt(x) 6= 0 at some point (t, x) = (t0, x0) ∈ [0, 1]×Rn−1, and therefore
windt(x) 6= 0 in some neighborhood around that point. This implies Im(φ) has positive Lebesgue
measure by Lemma 1.
Now we prove (10). Since c is Cδ
′
, we have c is Cδ
′
and therefore as in Section 2 we have
windt,(x) = windt(x) if d(x, Imγt) &c δ
′
.
So if we split∫ 1
0
∫
Rn−1
windt,(x)dxdt =
∫ 1
0
∫
N
δ
′ (Imγt)
windt,(x)dxdt+
∫ 1
0
∫
NC
δ
′ (Imγt)
windt,(x)dxdt =: I1 + I2,
then
I2 =
∫ 1
0
∫
NC
δ
′ (Imγt)
windt(x)dxdt→
∫ 1
0
∫
Rn−1
windt,(x)dxdt as → 0
since windt(x) is integrable on [0, 1]× Rn−1.
Now it remains to show that I1 → 0 as → 0. We claim that
A(γt,) =
∫
Sn−2
|det
(√
(Dω(c ∗ φ + tv))∗(Dω(c ∗ φ + tv))
)
|dω .c 1.
(Here the notation is from Lemma 2. In the integral, we think of φ and v as functions of the
(n− 2)−dimensional variable ω, by restricting them to Sn−2).
To prove the claim, we split Sn−2 into several patches. On each patch, we choose a coordinate
U ⊂ Rn−2. Also note that the function tv is smooth and ‖c ∗ φ‖W 1,n−2 . ‖c‖W 1,n−2 . So after
a change of variables, the inequality becomes
∫
U
|det(√(Df)∗(Df))| .c 1, where ‖f‖W 1,n−2 .
1 + ‖c‖W 1,n−2 . Expanding the integrand we see that∫
U
|det(
√
(Df)∗(Df))| =
∫
U
|det((Df)∗(Df))| 12 .
∫
U
|Df |n−2 . ‖f‖n−2W 1,n−2 .c 1.
Therefore applying the isoperimetic inequality (Lemma 2) gives us
|
∫
N
δ
′ (Imγt)
windt,(x)dxdt| . |Nδ′ (Imγt)|1/(n−1)‖windt,‖L(n−1)/(n−2)
. |Nδ′ (Imγt)|1/(n−1)A(γt,) .c |Nδ′ (Imγt)|1/(n−1).
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Since ∫ 1
0
|Nδ′ (Imγt)|1/(n−1)dt .
(∫ 1
0
|Nδ′ (Imγt)|dt
)1/(n−1)
. |Nδ′ (Imφ)|1/(n−1),
we conclude
|I1| .c |Nδ′ (Imφ)|1/(n−1) → 0
as → 0 (because |Imφ| = 0). Hence we finished the proof of Theorem 4. 
4. Some results related to the regularity of Kakeya maps
In this section we discuss some other problems related to the regularity of the Kakeya map. The
results in this section are probably well-known, but we cannot find them in the literature, so we
record them in this section.
4.1. Continous line-Kakeya map. For any map c : Sn−1 → Rn, we have defined the associated
Kakeya set Kc =
⋃
v∈Sn−1 c(v) + [0, 1] · v.
We can also define the line-Kakeya set where line segments are replaced by infinite lines:
K˜c =
⋃
v∈Sn−1
c(v) + R≥0 · v.
Proposition 2. If c is continuous and Im(c) ⊂ B(0, R), then K˜c ⊃ Rn\B(0, R)
Proof. We prove it using the degree theory from topology. For any point x /∈ B(0, R), We define a
map:
f : Sn−1 → Sn−1
f(v) =
x− c(v)
|x− c(v)| .
We see that f is not surjective (actually Im(f) is contained in a half sphere), and hence f has degree
0, which implies f has a fixed point (see for example Section 2.2 of [Hat02]). Let’s say:
v =
x− c(v)
|x− c(v)|
or equivalently,
x = c(v) + |c(v)− x| · v ∈ K˜c.

We could immediately obtain the following result for a segment-Kakeya set provided the c has
small image.
Proposition 3. If c is continuous and diam(Im(c)) < 12 . Then Kc has positive Lebesgue measure.
Proof. By the assumption, we have c(Sn−1) ⊂ B0.9, a ball of radius 0.9. By Proposition 2, we have
K˜c ⊃ Rn \B0.9. Therefore Kc ⊃ B1 \B0.9. 
We could also prove a local version of the theorem. To be precise, for each subset U of Sn−1
and a continuous c as above, we define the line-Kakeya set with directions in U to be: K˜c(U) =⋃
v∈U c(v) + R≥0 · v.
Proposition 4. If Br is a small closed ball of radius r in S
n−1, then K˜c(Br) contains an infinite
cone with the cone angle & r.
Proof. Suppose c(Br) lies in BR(⊂ Rn), a ball of radius R. We can extend c to be a continuous map
c˜ on the whole Sn−1, such that c˜(Sn−1) ⊂ BR. Without loss of generality, we assume the center of
BR(⊂ Rn) is 0 and the center of Br(⊂ Sn−1) is the north pole (0, · · · , 0, 1) of Sn−1.
Consider the cone C = {(x¯, xn) ∈ Rn : xn − Rr > |x¯|r } which is the shaded region in Figure 1. By
Proposition 2, C ⊂ K˜c˜. Also note that for any x ∈ C and y ∈ BR, we have x−y|x−y| ∈ Br ⊂ Sn−1, so
actually we have C ⊂ K˜c˜(Br) = K˜c(Br). 
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4.2. Tubes with Lipschitz spacing condition. Suppose we have a Kakeya map
φ : BRn−1(0, 1)× [0, 1]→ Rn, (v, t) 7→ (c(v) + tv, t)
where c : BRn−1(0, 1)→ Rn−1 is Lipschitz.
Proposition 5. If c is Lipschitz, then |Im(φ)| &Lip(c) 1. Here the implicit constant depends only
on the Lipschitz constant of c.
Proof. We have the following inequalities:
1 .
∫ 1
0
∫
Rn−1
|windt(x)|dxdt . (
∫ 1
0
∫
Rn−1
|windt(x)| nn−1 dxdt)
n−1
n |Im(φ)| 1n . |Im(φ)| 1n
where the first inequality is by Proposition 1 , the second inequality is by Ho¨lder, and the third
inequality is by the isoperimetric inequality (Lemma 2). 
Next, we will study tubes with Lipschitz spacing condition, which roughly means tubes with
close directions lie close to each other. This is similar to but stronger than the Stickiness (see
[KLT00] and [Tao]).
Definition 4 (Lipschitz spacing condition). We choose S to be a maximal δ−separated subset of
BRn−1(0, 1). For a map c : S → Rn−1, we consider the set of tubes {Tv,δ}v∈S , where Tv,δ is the
δ−neighborhood of the segment (c(v) + tv, t), t ∈ [0, 1]. Sometimes we write the tube as T cv,δ to
emphasize the dependence on c.
Define ‖c‖Lip(S) := maxv,v′∈S |c(v)−c(v
′)|
|v−v′| . We say the set of tubes satisfies the Lipschitz spacing
condition if ‖c‖Lip(S) . 1, i.e. |c(v)− c(v′)| . |v − v′|.
Proposition 6. If {T cv,δ}v∈S is a collection of tubes as in Definition 4, then |
⋃
v∈S T
c
v,δ| & ‖c‖1−nLip(S).
In particular, if {T cv,δ}v∈S satisfies the Lipschitz spacing condition, then |
⋃
v∈S T
c
v,δ| & 1.
Proof. From the definition, we have a map c : S → Rn−1 that defines the positions of tubes. Denote
its Lipschitz constant L = ‖c‖Lip(S). Let’s extend c to the whole BRn−1(0, 1) (still denoted by c),
such that ‖c‖Lip(BRn−1 ) ≤ 3‖c‖Lip(S) = 3L. Let
φ : BRn−1(0, 1)× [0, 1]→ Rn, (v, t) 7→ (c(v) + tv, t)
be the Kakeya map corresponding to c.
Note that BRn−1(0, 1) ⊂
⋃
v∈S B(v, 2δ), and φ(B(v, 2δ)× [0, 1]) ⊂ T cv,100Lδ (recall that T cv,100Lδ =
T cv,100Lδ is the 100Lδ-neighborhood of the segment (c(v)+tv, t), t ∈ [0, 1]). So, Im(φ) ⊂
⋃
v∈S T
c
v,100Lδ.
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Choose a maximal δ-separated subset of BRn−1(0, 100Lδ), denoted by {x1, · · · , xM} with M ∼
Ln−1, and define ci = c + xi (1 ≤ i ≤ M). We see for any v ∈ S, T cv,100Lδ ⊂
⋃
1≤i≤M T
ci
v,δ.
Combined with the last paragraph, we have Im(φ) ⊂ ⋃1≤i≤M ⋃v∈S T civ,δ. We also observe that⋃
v∈S T
ci
v,δ =
⋃
v∈S T
c
v,δ + (xi, 0) which implies |
⋃
v∈S T
ci
v,δ| = |
⋃
v∈S T
c
v,δ|. So by Proposition 5,
1 . |Im(φ)| ≤M |
⋃
v∈S
T cv,δ|,
that is,
|
⋃
v∈S
T cv,δ| &M−1 ∼ L1−n.

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