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SUMMARY
Neurons in the primary visual cortex (V1) of primates
are selective for location, orientation, and spatial frequency.
Among them, complex cells are characterized by their
selectivity to orientation and spatial frequency while lack-
ing sensitivity to position or phase tuning (dark/bright line
center) within a restricted range. The development of the
shift invariance property of complex cells has been success-
fully explained by the temporal trace learning which takes
advantage of the temporal coherence of visual stimuli (P.
Földiák, Neural Computation 1991;3:194). We have carried
out mathematical modeling of complex cell development
without temporal trace mechanism. The model network
consists of three layers of E, S, and C layer which model
excitatory cells in LGN or V1, and simple cells, and com-
plex cells in V1, respectively. Neurons in layer E have
position selectivity, and neurons in layer S are line detectors
for a specific position. During the learning phase, the net-
work is exposed to randomly located short oriented bars,
and neurons in layer C self-organize its selectivity to the
inputs. The learning rules are Hebbian or SOM (self-organ-
izing map) type between layers S and C, and anti-Hebbian
between layers E and C by which neurons are forced to
represent uncorrelated aspect of the inputs. We demonstrate
that neurons in layer C learn invariance to shift in input
position. Our model explains complex cell development in
terms of the principle of information separation. © 2007
Wiley Periodicals, Inc. Syst Comp Jpn, 38(7): 76–83, 2007;
Published online in Wiley InterScience (www.interscience.
wiley.com). DOI 10.1002/scj.20483
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1. Introduction
Even if objects remain the same, the images projected
on the retina change when the viewer’s position changes or
the object moves. Still, we can recognize that it is an image
of the same object. The mechanism that realizes such rec-
ognition independent of the orientation, position, and size
of the object have not yet been clarified. To cast light on the
subject, there have been many intensive physiological stud-
ies using monkeys, and also engineering studies, such as
the development of object recognition algorithms.
The visual information projected on the retina passes
through the lateral geniculate nucleus (LGN) and is proc-
essed in the primary visual cortex (V1) of the cerebrum.
There is a continuous correspondence between V1 and the
retina, so that the cells in a part of V1 respond only to the
image on a part of the retina, that is, the image appearing in
part of the visual field. A given cell responds only when the
bar passes the corresponding point on the retina, and only
when the bar is inclined in a particular direction. Such cells
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76are called simple cells. V1 contains a large number of
simple cells that respond to various directions.
The simple cell carries orientation information of the
bar projected on a very small area of the retina. There exists
a cell which responds regardless of where the bar is pre-
sented within an area of a certain size, so long as the bar is
in a particular direction. Such a cell is called a complex cell
[1]. The complex cell with such position-invariant direction
selectivity is expected to affect the formation of the re-
sponse selectivity of the cells in the higher-level visual area
called V4 or the IT (inferior temporal cortex). That is, the
cell is considered to play an important role in invariant
recognition independent of the appearance of the object.
However, there remain many unknown aspects of the
mechanism for this function [2].
The position-invariant selectivity of complex cells
can be accounted for by using a simple model which forms
the sum of the inputs from the simple cells with the same
direction selectivity covering adjacent areas in the visual
cortex [1]. Neocognitron proposed by Fukushima is well
known [3–5] as a typical engineering model based on such
an idea. In such models, connections from simple cells to
complex cells are built in a priori. There have been many
intensive studies of the way in which the structure is ac-
quired in a natural fashion in the course of development [2,
6–12]. Among these, in particular, Nagano and Kurata [6]
and Földiák [7] showed that the position-invariance of
complex cells can be acquired by Hebbian learning (trace
learning) based on the persistence of neural activity.
This paper proposes a model for the acquisition of
position-invariance by the complex cell, based on a mecha-
nism which is completely different from the above models.
The model does not use the time-correlation of the visual
inputs, but uses the correlations among the pieces of infor-
mation represented by the complex cell and the related two
kinds of cells. The model is composed of sets of units, called
the E, S, and C layers. These layers model the neural
activities of the LGN, the simple cells in V1, and the
complex cells, respectively.
A unit in the E layer can be considered to have the
same properties as the LGN that exists in V1. As the input
stimulus, a bar with an inclination (direction) is used. The
unit in the E layer has selectivity only to the position of the
input stimulus, and does not have direction selectivity. The
unit in the S layer has selectivity for both the position and
the direction of the input stimulus. The purpose of this paper
is to show that when the connections to the units in the C
layer from all units in the E and S layers are set at random
in the initial state, each unit in the C layer gradually acquires
position-invariant direction selectivity for the bar through
learning.
As the learning algorithm, anti-Hebbian learning is
used between the E and C layers, and Hebbian learning of
the self-organizing map (SOM) type [13–16] is used be-
tween the S and C layers. The reason for using anti-Hebbian
learning between E and C layers is to make the firing
activities in the two layers independent. It is shown by
computer simulation using the proposed model that the
position-invariant selectivity of the complex cell can be
acquired by self-organization. Finally, the features of the
proposed model are discussed from the viewpoint of infor-
mation separation.
2.  Model of Földiák (1991) [7]
Földiák [7] showed, using a simple neural network
model (Fig. 1), that the position-invariant direction selec-
tivity of complex cells can be acquired by self-organization.
This section describes his model.
This neural network model is composed of two lay-
ers, the input and output layers (Fig. 1). The two layers are
models of a set of simple cells and a set of complex cells,
respectively. We call them S and C layers, respectively, in
the following. Specifically, the S layer (input layer) is
composed of 256 units, forming an 8 × 8 2D grid with four
direction-detecting units at each grid point. The input signal
is written as x = (x1, . . . , x256). In the C layer, the i-th unit
receives input x with the connection efficiency of synaptic
weight wi = (wi1, . . . , wi256).
The input signal is presented so that the bar moves
across the whole input layer. Eight input stimuli were used
at random, for four directions (orientation of the bar) and
two directions of motion. The activity dynamics of the unit
is as follows. At each time t, for input x, only the unit in the
C layer which receives the largest weighted sum is excited.
That is,
(1)
Fig. 1.  Architecture of Földiák’s simple invariance
learning network. The goal is to connect the input units
of the same orientation tuning to the same output unit.
77Learning progresses in accordance with the following ex-
pression, updating connection weight wij:
Here α is the learning constant and y
_
i
(t) is the time average
of the output yi from the unit in the C layer:
This learning is called trace learning. It differs from ordi-
nary Hebbian learning in that the time average, not the
activity of the unit itself, is used, so that past activities are
considered to some extent. Parameter δ adjusts the degree
of the effect produced by the past activity of unit yi in the
output layer. The case of δ = 1 corresponds to learning
without tracing.
Using the above simple model, Földiák [7] showed
elegantly that each unit in the C layer acquires position-in-
variant direction selectivity for the input stimulus by self-
organization. It should be noted, however, that the reason
for successful trace learning is that bars of the same direc-
tion are input continuously over time. In the natural world,
visual inputs are not given discontinuously over time, but
it is not a natural assumption that the direction of the bar
remains the same in the course of time. Assuming an
extreme case, the model fails in a situation in which the bar
rotates in the input layer.
As another point in the model of Földiák [7], the
information that the four direction-detecting units are lo-
cated in the same position is not expressed at all in the
representation of the input signal. Considering the ade-
quacy of the model from the biological standpoint, not only
the input from units with selectivity for the bar direction,
but also the input from units with selectivity for the posi-
tion, should be included in the formation of the receptive
field for the complex cell. This has also been pointed out
by Földiák (p. 198 of Ref. 7).
The following properties are demonstrated below.
(1) As the input to the complex cell, not only the
output from the edge-detecting cell, but also the output from
the cell that has response selectivity only to the position of
the input stimulus is considered.
(2) Then, the same result as in Földiák [7] can be
obtained without trace learning.
3.  Model Configuration and Learning
Algorithm
Figure 2 shows the configuration of the model pro-
posed in this paper. This neural network model is composed
of three layers, the E, S, and C layers. It can be considered
as the model obtained by adding the E layer, that is, an 8 ×
8 2D array of units, to the model of Földiák [7]. The E layer
is a model for the LGN or V1 cells. The unit uk, k = 1, . . . ,
64 in the E layer has selectivity only to the position of the
input. The S layer is the same 8 × 8 grid as in Földiák [7],
with four direction-detecting units at each grid point. The
unit yi, i = 1, . . . , 4 in the C layer receives inputs from each
unit in the E and S layers and performs learning. Thus, the
proposed model differs from the model of Földiák [7] in
that not only the activity of cells in the S layer, but also the
activity of cells in the E layer has an effect on the formation
of the representation in the C layer.
The input stimulus is not the translation of the bar in
the input layer [7]; the bar is generated independently each
time and is presented to units u = (u1, . . . , u64) and x = (x1,
. . . , x256) in the E and S layers simultaneously and in parallel
(Fig. 2). Specifically, the computer experiment described in
the next section is performed as follows. The position of the
center, and also the (four) directions of the bar are set at
random on the 8 × 8 grid points. The values of 3 units in the
E layer and 3 units in the S layer which correspond to these
positions and directions are set as 1. The values of the other
units are set as 0.
Then the value of each unit in the S layer with the
same direction selectivity as the input stimulus is set as
exp(–d2/σ0), depending on the Euclidean distance d to the
nearest of the 3 units for which the value has already been
set as 1. The distance between adjacent units is normalized
to 1. Thus, the value is closer to 0 with increasing distance
of the unit from the input bar. For the 6 units in the S layer
at the same position as the input stimulus and with selectiv-
ity to the direction adjacent to the input stimulus, the value
is set as 0.2. This setting represents the fact that different
direction-detecting units exist at the same position. The
above manipulation is a natural process from the biological
viewpoint, considering that the direction selectivity of the
V1 cells is tuned with a certain tolerance.
(2)
Fig. 2.  Architecture of our model. Units in layer E have
position selectivity. Our model is considered to be one in
which layer E is added to the model of Földiák [7].
(3)
78In this paper, the input is given simultaneously and in
parallel to the E and S layers in order to simplify the model.
It should be noted, however, that units with selectivity for
the position and direction of the input stimulus, such as the
units in the S layer, can be formed by self-organization from
the units in E layer with selectivity only for the position of
the input stimulus [17] (this corresponds to the dotted line
in Fig. 2).
The learning performed by the model is as follows.
Let the connection weight from a unit in the E layer to the
i-th unit in the C layer be wi = (wi1, . . . , wi64). The learning
called anti-Hebbian learning is assumed for the connection
wik, k = 1, . . . , 64, in which the inhibitory connection is
enhanced, when the k-th unit in the E layer and the i-th unit
in the C layer fire at the same time [18]. The Hebbian
learning is assumed between the S and C layers, and Ko-
honen’s SOM [13, 14] is used in order to simplify the
model. In the terminology of the SOM, the i-th unit in the
C layer has the reference vector mi = (mi1, . . . , mi256) in the
signal space (the space of information representation x in
the S layer). The learning algorithm is described below.
(C1) Connection weights wi and reference vectors
mi, i = 1, . . . , 4 are initialized with random values.
(C2) The position (center position) and the direction
of the input stimulus (bar) are set at random, and the input
signals u and x are given to the E and S layers, respectively.
(C3) The winner in the C layer is determined by the
following expression:
Here the norm is defined as the Euclidean distance in the
input signal space.
(C4) The learning of the reference vector mi, i = 1, .
. . , 4 is performed in accordance with the following expres-
sions:
Here α is a positive constant that represents the degree of
learning.
Learning progresses in the neighborhood of the win-
ner. This is called neighborhood learning. hci is called the
neighborhood function. In the above expression, a
Gaussian function is used as the neighborhood function,
where σ is a positive constant that defines the spread of
the neighborhood. The reason for applying neighbor-
hood learning even though the number of units is smaller
is to eliminate the possibility that a particular unit has
selectivity for all inputs.
(C5) The learning of connection weights wik, i = 1, .
. . , 4, k = 1, . . . , 64 is performed in accordance with the
following expression:
Here uk and yi are the output of the k-th unit in the E layer
and the output of the i-th unit in the C layer, respectively.
We set
When β is set as the product of the average of uk and the
average of yi, the activities uk, yi, k = 1, . . . , 64, i = 1, . . . ,
4 of all units in E layer and S layer are uncorrelated in the
equilibrium state of the learning process. Specifically, we
set β = 3/64 × 1/4, since a bar composed of 3 points is used
in the computer experiment presented in the next section
where 3 E units out of 64 have a value of 1, and only 1 unit
out of 4 in the output layer (C layer) is the winner.
(C6) The procedure returns to (C2) and is repeated.
4. Computer  Experiment
Reference vectors and connection weights are ran-
domly determined from uniform distributions –1 < mi < 1
and –1 < wij < 0, respectively. The parameters are set as α
= 0.01, γ = 0.001, β = 0.0117 (= 3/64 × 1/4), σ = 0.5, and
σ0 = 1.0. Learning is performed 60,000 times (the time
spent in learning is approximately 10 seconds with a 2.80-
GHz Pentium 4 processor).
Figures 3(a) and 3(c) show the reference vectors mi,
i = 1, . . . , 4 of the units in the C layer (C units) before and
after learning, respectively. Specifically, each figure is di-
vided into four blocks, with each block corresponding to
the respective C unit. The block is further divided into 2 ×
2 subblocks, each corresponding to one of the four direc-
tions (direction selectivity of S unit). The subblock is com-
posed of 8 × 8 small squares, with each corresponding to
an S unit, arranged according to the position of the receptive
field (position selectivity of S unit).
The gray level of each small square represents the
connection weight mij, i = 1, . . . , 4, j = 1, . . . , 256 from
the S unit to the C unit. For each i, the value is converted to
a 256-level scale and displayed so that the maximum value
is white and the minimum value is black. As can be seen
from (c), in the result of learning all bar detecting units in
the S layer with the selectivity for a particular direction have
strong connections to the same C unit.
In contrast to the case of Földiák [7], there are con-
nections to the C layer not only from the S layer, but also
from the E layer. In order to see the effect of these connec-
tions, the same input set as that in the input stimuli used in
(5)
(6)
(4)
(7)
(8)
79the learning is applied, and the response selectivity of the
C units is investigated. Figures 3(b) and 3(d) show the
response selectivity of the C units before and after learning,
respectively. In the same way as in cases (a) and (c), the
figure is divided into four blocks, each corresponding to the
respective C unit. The input stimulus can be specified by
the position of the center of the bar in 8 × 8 ways and the
direction in 4 ways. It is shown in the figure by drawing a
short segment representing the center position and the
direction of the input bar in each block, indicating the input
bar for which the C unit is the winner.
Before learning, the same units are activated in the
output layer for any input stimulus [Fig. 3(b)]. There is no
profound meaning in this. Observing Eq. (4), which defines
the dynamics of activity, we observe the following. Since a
bar composed of three points is used as the input stimulus,
the first term is the effect of the units in the E layer with
values set as 1, that is, a sum of three terms. The second
term, on the other hand, takes a value which is a distance
between 256-dimensional vectors. Thus, the second term
has a larger effect, and the effect of the input stimulus is
small in the initial state, determining the winner unit by the
initial values of mi, i = 1, . . . , 4.
As a result of learning, a selectivity is formed in each
of the C units, so that it responds to a bar with particular
orientation, regardless of the position of the bar [Fig. 3(d)].
Thus, it was verified that the same behavior as in Földiák
[7] can be acquired without trace learning.
Fig. 3.  Distribution of reference vectors mi, i = 1, . . . , 4. (a, b) Initial values; (c, d) after learning, at t = 60,000.
80The selectivity indicated by each unit in the C layer
is due to the effect of the direction-detecting units in the S
layer (learning of the reference vectors mi, i = 1, . . . , 4, as
can be seen from Fig. 3(c). After adequate connections are
formed, the connections wik, i = 1, . . . , 4, k = 1, . . . , 64
from the E layer to the C layer exhibit small fluctuations
following the anti-Hebbian learning given by Eq. (7). The
value remains negative, however, and the fluctuation over
a relatively long period is almost zero. That is, wik has
essentially no effect on the behavior of the network after
learning, although it remains necessary.
In order to reveal the role of the E layer, which is
added in this model, a computer experiment was performed
for the case in which there is no connection from the E layer
to the C layer. The same conditions for the input stimulus
as in Figs. 3(c) and 3(d) were used. Figure 4 shows the
results. Although the C units in some area extract the
directional information, the self-organization is not satis-
factory as a whole.
5. Discussion
In the model of Földiák [7], a bar is presented as the
visual stimulus, moving with time across the whole input
layer (S layer), and trace learning is performed. In this case,
the simple cell and the complex cell are connected more
easily by learning when the trace period is longer and the
bar is longer.
Furthermore, in the model of Földiák [7], only the S
layer gives an input to the C layer. Consequently, after the
learning for a long bar is completed and adequate connec-
tions are formed, the C unit exhibits position-invariant
response selectivity even if a short bar is input. In this
respect, the proposed model differs from the model of
Földiák [7] in that there is an effect of the E layer, and it is
not obvious by examining only the connection weights
from the S layer to the C layer what the response will be
when a short bar is input. An example is presented in this
paper in which learning succeeds even if a shorter bar is
given as the input.
In the E layer, information depending only on the
position of the bar is represented. A unit in the S layer
represents a combination of information on the “position”
and “direction” of the input stimulus. In this study, the
property that the activities in the E layer and C layer are
statistically independent in the equilibrium state after learn-
ing is utilized. Thus, the following situation is established.
The unit in the C layer receives information from the E and
S layers and forms its own information representation by
self-organization. In the E layer uk, k = 1, . . . , 64, on the
other hand, the positional information of the input stimulus
is represented, with the information concerning the direc-
tion of the input stimulus represented independently in the
C layer yi, i = 1, . . . , 4. Thus, when learning is completed,
the outputs uk and yi, k = 1, . . . , 64, i = 1, . . . , 4 of any units
in the E and C layers are uncorrelated.
When it is assumed that at most one unit fires with a
constant output and that no other units fire in the E and C
layers, it is possible to use the firing unit (unit number) as
stochastic variable representing the firing activities of the
two layers. In the equilibrium state of learning, the condi-
tional distribution of the firing unit is expressed as the
product of the marginal distributions, and consequently, the
distributions of the firing units in the two layers are inde-
pendent. In this study, the above assumption is valid in the
Fig. 4.  Learning without anti-Hebb learning between layer E and layer C. Other conditions were exactly the same in the
case of Fig. 3.
81C layer, but not in the E layer. It should be noted, however,
that the number of units firing simultaneously is only a
small fraction (3/64) of all units.
Observing the information representation by units in
E and S layers from the viewpoint of the input signal space
(64 + 256 dimensions), the input stimulus is represented in
this higher-dimensional signal space. The bar as the input
stimulus has essentially 3D structure, that is, the position
(2D) plus direction (1D). In other words, the input signal is
a function of the position and the direction. The result of
the learning discussed up to this stage can be interpreted as
the separation and extraction of 1D “direction” information
from the higher-dimensional input signal. In this sense, the
proposed model can be considered as the nonlinear princi-
pal component analysis [19–21] using the multilayered
neural network. Since the input signal is not the linear sum
of the independent component, that is, “position” and “di-
rection,” it is not possible for the ordinary independent
component analysis to realize such information separation.
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