We study the law of the minimum of a Brownian bridge, conditioned to take specific values at specific points, and the law of the location of the minimum. They are used to compare some non-adaptive optimisation algorithms for black-box functions for which the Brownian bridge is an appropriate probabilistic model and only a few points can be sampled.
Introduction
We study the law of the minimum of a Brownian bridge conditioned to pass through given points in the interval [0, 1], and the location of this minimum. Our motivation is the investigation of the performance of algorithms based on probabilistic models in expensive black-box optimisation.
The probabilistic model point of view assumes the existence of a probability space from where the function at hand has been drawn. The choice of points to sample is guided by the probabilistic properties of this random function. Eventually, the values of the function at the points already sampled can be used to decide the next sampling point (adaptive algorithms) or neglected (non-adaptive or passive algorithms).
We assume here that the probabilistic model is completely specified, and given by the standard Brownian bridge on the interval [0, 1]; that means, the function to be optimised is a path of a standard Brownian motion process, conditioned to take certain values x 0 at t = 0 and x 1 at t = 1. More generally, one could set up a statistical model (a family of probabilistic models depending on some parameters) and improve sequentially the knowledge of the parameters using the values observed while sampling.
Probabilistic models try to account for heavy multimodality in the objective function. The irregularity and the independence of values over disjoint intervals of the Brownian bridge and other Markovian stochastic processes represent well this multimodality, although at a very local scale the functions found in practice are usually smooth.
Our main interest is in expensive black-box functions from which only a few points can be sampled, where it is more important to have an estimation of the absolute error committed in approximating the true minimum than the convergence, the speed of convergence or the complexity properties of the algorithm.
In this paper we establish some facts about the law of the minimum of a Brownian bridge on the interval [0, 1], conditioned to hit some points in the interior. The density function of the law can be computed exactly, but we argue that it is better to use simulation to obtain its features. We then use these simulations to evaluate empirically the performance of three simple non-adaptive algorithms when only small samples are allowed. New adaptive algorithms in the same setting will be presented and compared elsewhere.
The Brownian bridge model in optimisation has been studied by several authors, from the point of view of the asymptotic properties of the algorithms (see, e.g. Locatelli [7] , Ritter [9] , Calvin [2, 3, 4] ). We mention here just two facts:
1. Long-run performance: Sampling at n equidistant points and taking the value of the best sampled point as the approximation of the true minimum has an absolute error whose expectation is O(1/ √ n). The best adaptive algorithm is better than the best non-adaptive algorithm concerning improvement rates, but asymptotically both are O(1/ √ n). Thus, sampling at equidistant points is optimal in the long run.
Complexity:
For algorithms using n function evaluations, the convergence to zero of the mean error cannot be O(e −cn ) for any constant c. (This order is indeed attained in unimodal functions, for example by Fibonacci search.)
We establish some notations and preliminaries in Section 2. Section 3 is devoted to computing the probability that the minimum lies in a given interval determined by two of the conditioning points. In Section 4 we show how to simulate the law of global minimum of the process. In Section 5 we test and compare three non-adaptive algorithms from the point of view of the expected difference between the best sampled point and the true minimum of the path, when the evaluation points are few. Finally, in Section 6, we compute the conditional distribution of the location of the minimum of a single Brownian bridge given the value of this minimum, and we show how to use it to simulate the location of the minimum of the whole process.
Preliminaries
In the sequel, for a given stochastic process Z := {Z t , t ∈ I}, defined on a closed interval I ⊂ R, we denote by m(Z) := min t∈I Z t and θ (Z) := arg min t∈I Z t the random variables giving the minimum value of Z and its location, respectively. In the cases we will treat here, the minimum exists and is unique with probability 1 but, to avoid any ambiguity, one can assume that θ (Z) is the first point where the minimum is achieved.
A standard Brownian motion W on the interval [t 0 ,t 1 ], starting at (t 0 , a), a ∈ R, is a Markov stochastic process with continuous paths, defined by the transition probability
and such that W t 0 = a with probability 1.
A Brownian bridge B starting at (t 0 , a) and ending at (t 1 , b) has the law of a Brownian motion defined on the time interval [t 0 ,t 1 ] starting at (t 0 , a) and conditioned to take the value b at t 1 . The random variable B t , t 0 < t < t 1 , is Gaussian with mean a + 
Given 0 = t 0 < t 1 < · · · < t n < t n+1 = 1, and real values x 0 , . . . , x n+1 , we are interested in a stochastic process X := {X t , ∈ [0, 1]} whose law is that of a Brownian bridge starting at (t 0 , x 0 ), ending at (t n+1 , x n+1 ), and conditioned to pass through all the intermediate points
This process can be thought as the concatenation of n + 1 independent Brownian bridges B i := {B i t , t ∈ [t i ,t i+1 ]}, with end values x i and x i+1 . In the optimisation application that we have in mind, the interior points t 1 , . . . ,t n are the points sampled by the algorithm, and x 1 , . . . , x n are the observed values at those points.
The law of the minimum of the process X can be expressed in terms of the law of the minimum of its pieces, in the usual way. Despite the mutual independence of the Brownian bridges, this cannot be simplified further: Proposition 2.2. Let X be the conditioned Brownian bridge defined above, and m(X ) its minimum. Then, for all y ∈ R,
Proof. The formula comes from the standard computation of the law of the minimum of several independent random variables:
where F m(X) is the distribution function of m(X ), and F m (B i ) is the distribution function of the minimum of the Brownian bridge B i , whose density is given by (2) , adjusting the appropriate constants.
Note that in the case when we do not condition to the end point (t n+1 , x n+1 ), we obtain a similar expression where, according to (1), the last factor in (3) is replaced by
It would not be difficult to deal with this situation separately (a conditioned Brownian motion), but we will keep our assumptions for simplicity. Moreover, sampling at t = 1 reverts to our case.
It is natural to try to compute explicitly the density f m(X) of the minimum of X by conditioning to each of the intervals [t i ,t i+1 ]:
Even though, as we will see, the probability of θ (X ) lying in a given interval can be, in principle, computed exactly, the conditional densities in the second factors still depend on the rest of the process, and thus they are not simply densities of the minimum of a single Brownian bridge. 
Proof. The random variables m(B 0 ), . . . , m(B n ) are independent, because of the Markov property of Brownian motion. Therefore, their joint density is given by the product ∏ 
Now, the result is obtained using (2) and the corresponding distribution functions.
The integral in (4) can be obtained analytically using a computer algebra system. It is a long expression that we will not copy here. Let us compare, instead, the probability of two different intervals: Let t 1 < t 2 < t 3 < t 4 and consider the Brownian bridge B 1 from (t 1 , x 1 ) to (t 2 , x 2 ) and the Brownian bridge B 2 from (t 3 ,
We ask ourselves which of the two intervals [t 1 ,t 2 ] and [t 3 ,t 4 ] is more likely to contain the minimum of the process. We have
Taking as new variables y − x 0 ∧ x 1 instead of y, andȳ − x 2 ∧ x 3 instead ofȳ, we get
which can be written
This integral is also computable analytically. Its value depends on five parameters
which are independent from each other in a general setting. Therefore, there is no easy way to tell if it is more likely to find the minimum in one interval or the other. One observes, as the intuition suggests, that the above probability is an increasing function of ℓ 1 , d 2 and ξ , and that is decreasing in ℓ 2 and d 1 , when all the other parameters are fixed.
In the case when the intervals are [0,t 1 ] and [t 1 , 1], then ℓ 2 = 1 − ℓ 1 , and ξ can be expressed in terms of d 1 and d 2 , in different ways according to the relative positions
so that the number of parameters reduces to three. 
Approximate computation
Despite the fact that the integrals (4) can be computed analytically, the time needed to solve them grows exponentially in the number n of intervals. Indeed, the exact computation involves decomposing the integrand in the sum of O(2 n ) terms. Each term has an elementary primitive, but in an optimisation procedure in which more and more points are sampled, and consequently the Brownian bridge is conditioned to one more point each time, the computation becomes cumbersome very quickly. For example, with just 8 intervals, the computer algebra system maxima takes more than three hours to obtain the result, in an Intel i7 CPU with plenty of memory at its disposal (although maxima only uses one of its cores). It is therefore justified to resort to an approximate method.
We remark that adding one more point to the set of conditioning points (that means, splitting one of the intervals in two), forces to recompute from scratch the probabilities of all intervals. There seems to be no way to reuse previous computations.
As we have seen, the probabilities P{m(B i ) < m(B j )}, for each pair of indices i, j, can be computed exactly and more easily than (4); nevertheless, they are not useful even to find the interval with the maximal probability. An interval [t i ,t i+1 ] may satisfy P{m(B i ) < m(B j )} > 1/2, ∀ j = i, and still not be the interval with the largest probability of containing m(X ). For instance, if we condition the Brownian motion to pass through the points
we find that P{m(B 1 ) > m(B 2 )} = 0.5436 and P{m(B 1 ) > m(B 3 )} = 0.5198. However, the first interval is the least probable one to contain the minimum:
Even more, such an interval may not exist. For instance, conditioning to
All these arguments support the need to compute (5) numerically. It is easy to do it with a rigorous error bound: For somex < min(x 0 , . . . , x n+1 ), split the integral into the two intervals (−∞,x] and [x, min{x 0 , . . . , x n+1 }]. On the first one, the integral is bounded by
To make this quantity less than a fixed small ε, we can takex
For the second interval, denoting the integrand by f and using for instance the standard rectangle rule with step size h, the error is bounded by
where L := min(x 0 , . . . , x n+1 ) −x. Differentiating f and taking into account that all the exponentials take values less than 1, one obtains f ′ ∞ ≤ C with
and the integration step size to ensure an error less than ε must be
A much more efficient method but with a not completely rigorous error bound is given by the quadpack functions present in the C Gnu Scientific Library and the Fortran SLATEC Library, which apply a GaussKronrod rule [8] . With n = 50, the computation is completed in less than one-tenth of second, in an Intel i7 CPU at 2.40GHz with 20GB RAM, using the quadpack routines implemented in the computer algebra system maxima, with an estimated absolute error rarely bigger than 10 −9 .
The integral of (4) can also be transformed into an integral on 
Simulating the law of the minimum
We are interested in approximating in an effective way the law of the minimum of the Brownian motion conditioned to the points (t 0 , x 0 ), . . . , (t n+1 , x n+1 ), so that particular parameters such as its moments can also be easily estimated. To this end, taking into account the difficulty and length of the analytical computations implied by (3), we resort to simulation.
A minimum value for each bridge from (t i , x i ) to (t i+1 , x i+1 ) can be easily simulated from its distribution function F m(B i ) , which is explicitly invertible:
Since m(X ) = min{m(B 0 ), . . . , m(B n )}, we can simulate a minimum value of X as the minimum of the simulated minima of each bridge. The computational cost is linear in n. At the same time, the relative frequency with which each interval contributes to the global minimum constitutes another way to approximate the probabilities P{θ (X ) ∈ [t i ,t i+1 ]} of Section 3.2. This is what is done in row 6 of Table 1 The computations have been done in R with the MultinomialCI package, based on the algorithm of Sison and Glaz [10] . Figure 2 shows the result of simulating the minimum of the process in the way described above, conditioned to equispaced points with images equal to zero. The figure includes an histogram and an estimation of the density using the polynomial splines algorithm described in [11] , as implemented in the logspline package in R. 
Non-adaptive optimisation
Suppose now that we have a black-box optimisation problem in which we can assume that the Brownian bridge is a good probabilistic model for the function at hand. That means, suppose that we are trying to find a point in the interval [0, 1] with an image as close as possible to the true minimum of a given but unknown path, drawn at random from the law of a Brownian bridge. The value of the bridge at the end-points is supposed to be given, or that they have already been sampled. It is also assumed that we are allowed to sample the path at a fixed small quantity n of points in [0, 1].
A non-adaptive algorithm for this optimisation problem consists in deciding beforehand the n points where we are going to sample the path. They have the same convergence order as the best adaptive algorithm as n → ∞, namely O(n −1/2 ), are much simpler to implement, and offer parallelisation opportunities. Therefore it is worth comparing non-adaptive algorithms in terms of the size of the error incurred for small n. In a forthcoming paper we will discuss and compare some adaptive heuristics.
We will first consider and compare two strategies: Sampling at equidistant points k n+1 , k = 1, . . . , n, and sampling at random uniformly distributed points. We apply both to a bridge with values 0 and 1 at the end-points and to a symmetric bridge (same value at the end-points). We obtain approximate 95% confidence intervals for the difference between the minimal sampled value and the true minimum of the path. The results are summarised in Table 2 . Formally, the confidence intervals estimate E min 0≤i≤n+1
where B is the initial bridge joining (0, x 0 ) and (1, x n+1 ). In one case the t i are fixed; in the other, they are themselves random.
The procedure for the computations is as follows:
1. Fix the number of points to sample. We have used n = 2, 4, 8, 16, 32, 64 to see the evolution of the intervals when the number of points increases.
2. Sample a path of the Brownian bridge at point t 1 = 1/(n + 1); this is done by simulating a value of B t 1 , which is easy because its law is Gaussian. Sample at point t 2 = 2/(n + 1) the bridge from (t 1 , x 1 ) to (1, x n+1 ). Proceed similarly to get the values of the path at all equidistant points.
3. For the simulation at the n random points in [0, 1], determine first at which subinterval of all previously sampled points the new one belongs to, and sample from the corresponding bridge. The equidistant points of step 2 and their evaluations are included here so that both methods are in fact applied to the same path.
4. From all the 2n sampled points of steps 2 and 3, estimate the expectation of the minimum of the path to which they belong, with the method described in Section 4. We have used a simulation of size 1000 in this case, taking the mean of the values obtained.
5. For each sampling strategy, compute the difference between the best sampled point and the estimated minimum of the path.
6. Repeat steps 2-5 a number of times (we used 1000), and construct the asymptotic confidence intervals from the sets of differences obtained, for both strategies.
The results are summarised in Table 2 for two different initial bridges. We observe that the equidistant sampling performs better for both. One also observes that the errors are smaller for the non-symmetric bridge; this can be explained by a smaller variance of its minimum value (these variances can be computed analytically from the density (2)), despite the fact that many evaluations are possibly wasted in a non-promising region.
Bridge from (0, 0) to Table 3 : The third method, dividing [0, 1] in intervals of equal probability to host the minimum, for a brige from (0, 0) to (1, 1).
The quotient between the estimated errors with equidistant and with random sampling decreases when the number of points increases. Calvin [2] showed that when n → ∞, this quotient approaches ≈ 0.8239. Equidistant sampling is therefore a better choice, if n is really fixed in advance.
A third logical non-adaptive strategy for the non-symmetric bridge is to sample at points that divide [0, 1] in intervals that have the same probability to contain the minimum. This is what happens with the equidistant points in the case of a symmetric bridge. We need first to find the points 0 = t 0 < t 1 < · · · < t n < t n+1 = 1 such that
where B is the bridge from (0, 0) to (1, 1). This can be done numerically without difficulty with the general formula (7) for the density of θ (B) that we are going to prove in the next section, and that in this case reduces to
With the same number of simulations used in Table 2 , we get the results of Table 3 .
Comparing both tables, we see that the expectation of the error for the 'eqp' strategy is the lowest of the three; however, the confidence intervals for the error are longer than with 'eqd', because the variance turns out to be larger. The variances for 'rnd' are the largest.
Simulating the law of the location of the minimum
The location of the minimum of a continuous function is an ill-posed problem: small changes in the function may result in big changes in the location of the minimum. Therefore, the information about the location of the minimum given by the sampled values is limited, and possibly of less practical importance than the information about the minimum value. Anyway, we can try to visualise this information through the law of θ (X ) = arg min [0, 1] X t .
This law can be simulated with the auxiliary use of the minima of all bridges B 0 , . . . , B n , which in turn can be easily simulated as we have seen in Section 4. We prove first that conditioned to all these minima, the variables θ (X ) and θ (B j ), where j is the index of the interval where the global minimum is attained, have the same law. This is the contents of the next proposition: Proof. First, we prove the equality
on Ψ j almost everywhere with respect to Lebesgue measure (y-a.e. on Ψ j for short).
It is clear that the support of θ (X ) and of θ (B j ) with respect to the conditional law is the interval Finally, the equality
comes from the independence of B j from all other bridges.
From Proposition 6.1, we see that to simulate the location of the minimum of X it is enough to simulate the minima of all bridges, select the lowest of them y j , and then simulate the location θ (B j ) of the minimum of the bridge B j conditioned only to m(B j ) = y j . We need first the law of the vector (m(B j ), θ (B j )). This is stated in the next proposition. We also give the marginal law of θ (B j ), since we have not been able to find it in the literature in this generality, even though it will not be used directly in the simulation. Proposition 6.2. Writing ℓ := t j+1 − t j and d := |x j+1 − x j |, the minimum of the bridge B j from (t j , x j ) to (t j+1 , x j+1 ) and its location have the joint density
and the density of the location is
where
and erfc( ) is the complementary error function 1 − erf( ) .
Proof. The joint law of W t , with W a standard Brownian motion W = {W s , s ≥ 0} starting at W 0 = a, its minimum m t up to time t and the location θ t of this minimum, is known to have the density [5] , where it is extended to general diffusions); the formula is usually stated for the maximum, but (8) is easily deduced by symmetry, taking into account that −W is a Brownian motion starting at −a.
Consequently, if W starts instead at time u < t, we have
Conditioning to {W t = b}, one finds the joint density of the minimum m and its location θ for a Brownian bridge B joining the points (u, a) and (t, b):
which is equivalent to (6) .
Integrating out y, we get, if a < b,
and, in case a > b,
from where we get (7). 
for y < x j , y < x j+1 , where A, B and C are positive constants depending only on y.
Proof. This is an immediate computation from the joint density (6) and the marginal (2), yielding (9) with
C(y) = (t j+1 − t j ) 3/2 (x j − y)(x j+1 − y) √ 2π(x j + x j+1 − 2y) exp (x j+1 + x j − 2y) 2 2(t j+1 − t j ) . Notice that the density (7) is not bounded as h(s) goes to zero at one of the end-points of the interval [t j ,t j+1 ]. Therefore, it is not easy to sample exactly from it. However, the conditional density (9) given a value y < min{x j , x j+1 } it is bounded, which makes it more amenable to the acceptance/rejection method (see, e.g. Asmussen and Glynn [1] ). The result is a sample from the joint density of the minimum and its location, from where one obtains a sample of the marginal law of the location. This trick, together with Proposition 6.1, will allow us to simulate the location of the minimum of the whole process X , conditioned to pass through the given set of points.
To apply acceptance/rejection by comparison with a uniform distribution, the global maximum of the function (9) should be easily calculated or approximated from above. This is indeed the case: There are two obvious minima at the end-points t j and t j+1 ; the remaining extremal points are the roots of the 3-degree polynomial 3C(y) (s − t j ) 2 (t j+1 − s) − (s − t j )(t j+1 − s) 2 + A(y)(t j+1 − s) 2 − B(y)(s − t j ) 2 , as can be seen by differentiating in s and multiplying by 2(s − t j ) 7/2 (t j+1 − s) 7/2 . This polynomial may have one or three real roots, corresponding to a unique maximum, or to two maxima, with a minimum in between. In any case, the global maximum can be computed exactly and the acceptance/rejection method can be implemented for this density.
In Figure 3 , we see the result of a simulation of size 10 000, with a density estimation using the logsplines method in R. As it was remarked in Section 2, once we are considering the minimum of the whole process, the different bridges are no longer independent; in particular, the shape of the density in each subinterval is not the one to be expected from formula (7) , and in fact it is quite difficult to predict from the conditioning values. Hence the interest to have an exact simulation method.
As a more clear example of the last remark, consider the concatenation of two symmetric bridges, from (0, 0) to (0.5, 0), and from (0.5, 0) to (1, 0). Separately, the location of their minima follows a uniform distribution; however, the location of the global minimum follows the density simulated in Figure 4 . The fact that the minimum of the two minima tends to take a lower value than a single minimum drifts away its location from the end-points of the subintervals. 
