In the context of fault detection and isolation of Linear Parameter-Varying (LPV) systems, a challenging task appears when the dynamics and the available measurements render the model unobservable, which invalidates the use of standard Set-Valued Observers (SVOs). Two results are obtained in this paper, namely: using a left-coprime factorization, one can achieve set-valued estimates with ultimately bounded hypervolume and convergence dependent on the slowest unobservable mode; and, by rewriting the SVO equations and taking advantage of a coprime factorization, it is possible to have a low-complexity fault detection and isolation method. Performance is assessed through simulation, illustrating, in particular, the detection time for various types of faults.
INTRODUCTION
Performing fault detection in the context of cyber-physical systems can be difficult to address because the observability of the system can be affected. For example, having nodes with access to only local information or special network structures along with limited local state measurements can result in unobservable modes for the overall system.
The motivation for this work is to provide tools to detect and isolate faults in cyber physical systems that have unobservable modes but are detectable. Current state-of-the-art techniques using set-valued estimators are not suitable for systems with unobservable modes and non-zero inputs as the disturbances and input signals increase the hypervolume of the set-valued estimates in each iteration, therefore resulting in divergent estimates.
3
Fault detection in smart grids has also been performed resorting to the concept of Petri Nets [17] . The procedure consists in mapping the possible concurrent actions of each of the nodes in the network to determine the current state of the system and checking if it is compatible with the measurements. In this article, we adopt a different methodology although the objective is the same, in the sense that we are computing a set of all possible states of the system.
In [18] , the authors study the problem of undetectable faults due to the unobservable modes of the system. The fault detection is based on ensuring that the network is observable for a fixed number of compromised nodes by carefully selecting which states to measure. Although the focus is slightly different, the definition of the equation dictating the detection and isolation of faults are related. In [19] , one of the main results is to characterize detectability of faults both using dynamic and static procedures considering the dynamics of the network and no disturbances in the model.
In a different direction, [20] and [21] show that the theoretical condition for fault detectability and identifiability in the context of smart power grids is similar to that of detecting faults in consensus problems and amounts to studying the zero dynamics of the system given by the difference between the nominal "fault-free" and the one with the input fault signal. In this paper, we rewrite the equations describing the set-valued estimates in a similar fashion, which describe fast SVO (fSVO) in the sense they are low-complexity methods by avoiding the need to resort to the Fourier-Motzkin elimination algorithm.
In order of importance, the contributions of this paper are as follows:
• we show how to perform fault detection and isolation with SVOs for unobservable but detectable systems taking advantage of a coprime factorization; • reformulation of the theoretical conditions for fault detection and isolation, which leads to a different set of SVO equations that when coupled together with a coprime factorization represents a more efficient method for fault detection without adding conservatism.
The remainder of this paper is organized as follows. In Section 2, we describe the generic model for the systems to be addressed and state the problem of constructing set-valued estimates for unobservable but detectable systems. Section 3 reviews the definitions of SVOs pointing out the related issues. The methodology for tackling detectable systems is presented in Section 4 along with the rewritten SVO equations to reduce the computational complexity in Section 5. The mentioned points are illustrated in simulation in Section 6. Concluding remarks and directions for future work are provided in Section 7.
Notation : The transpose of a matrix A is denoted by A . We let 1 n := [1 . . . 1] and 0 n := [0 . . . 0] indicate n-dimensional vector of ones and zeros, respectively, and I n denotes the identity matrix of dimension n. Dimensions will be omitted when clear from context. The vector e i denotes the canonical vector whose components are equal to zero, except for the ith component. The symbol ⊗ denotes the Kronecker product. The notation ||.|| refers to v := sup i |v i | for a vector, and A :=σ(A), for the maximum singular valueσ. The ith coordinate of a vector v is denoted by [v] i .
PROBLEM STATEMENT
In this section, we introduce the problem of detecting faults in the context of unobservable but detectable Linear Parameter-Varying (LPV) systems subject to disturbances and noise signals. A major issue for current SVO-based methods is the requirement for system observability, which we discuss later in this section.
We are interested in detecting and isolating faults for systems described by the model
where x ∈ R nx , u ∈ R m , represent the state and input signal of the system, respectively. Without loss of generality, we assume that |d i (k)| ≤ 1 and |ν i (k)| ≤ν, ∀k ≥ 0.
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The model in (1) is a "fault-free" version of the system. When considering an unknown fault signal f (·), it can be added through the term F (ρ(k))f (k) to the state equation and through L(ρ(k))f (k) to the output equation. The signal f (k) models a fault affecting the components of the system according to the matrices F (ρ(k)) and being reflected in the output through L(ρ(k)). This will be used for the fault isolation in order to create a model accepting each of the faults. However, notice that for fault detection the SVO framework is able to detect any generic fault provided that such fault creates a sequence of measurements that cannot be produced by the "fault-free" model and the known bounds for the initial state, disturbances and noise signals. In the remainder of the paper, whenever clear from context, we omit the dependence on the parameter ρ and represent as A k the matrix A(ρ(k)).
In [22] , one of the results states that knowing an initial set containing the initial conditions for a stable system with input u(k) = 0, ∀k ≥ 0 is sufficient to guarantee that the hyper-volume of the set-valued estimates is bounded. However, if the system has unobservable modes and non-zero input u, the theorem does not apply and the estimates hyper-volume can diverge. The main problem to be addressed in this paper is how to construct set-valued estimates for detectable systems.
REVIEW OF SET-VALUED OBSERVERS
For the design of the proposed fault detection solution, we adopt the Set-Valued Observers (SVOs) framework presented in [23] and in [24] which enables multiple nodes to perform the fault detection using the local information available to them.
The remainder of this section is devoted to reviewing the type of SVOs selected, as well as its applicability to fault detection. We define Set(M, m) := {q : M q ≤ m}, which represents a convex polytope, with the operator ≤ being a component-wise operation between the two vectors. The aim of an SVO is to find the smallest set containing all possible states of the system at time k, X(k) using the previous set-valued estimates and measurements of the system.
More precisely, the initial state satisfies x(0) ∈ X(0) where X(0) := Set(M 0 , m 0 ), for some M 0 and m 0 . Let us introduce the notation X H (k + 1) := Set(M H (k + 1), m H (k + 1)) for the set containing all the possible states of the system at time k + 1 compliant with the dynamics and measurements over the last H iterations, the horizon. Considering an horizon greater than 1 reduces the conservatism of the set-valued state estimate given by the initial uncertainty, as shown in [22] .
The set X H (k + 1), when A k is non-singular, are all the points for which the following inequality holds
. . .
where M H (k + 1) is defined by
; the notationZ stands for Z := Z −Z for a matrix Z; and with a slight abuse of notation A
If, however, A k is non-invertible, we can adopt the strategy in [25] and solve the inequality
where
with the base case
The dependence on x(k), · · · , x(k − H + 1) can be removed by applying the Fourier-Motzkin elimination method [26] and obtain the set described by M (k + 1)x(k + 1) ≤ m(k + 1).
Lemma 1 (fault detection) Consider a dynamic system as in (1) and an SVO that produces set-valued estimates, X H (k), for x(k), given horizon H and
Lemma 1 is a direct consequence of the definition of the SVO, as an empty set means there is no instantiation of x(k) such that the measurements are compliant with the "fault-free" model where the signal f (k) = 0, ∀ k≥0 .
There are two major issues using the standard procedure for the aforementioned SVOs: boundedness of the hyper-volume of the sets is only guaranteed if the system is stable with zero input [22] (requiring the system to be observable also yields boundedness of the sets); and, the computational time associated with the use of the Fourier-Motzkin elimination method which is of intrinsically double exponential complexity.
SVOS FOR DETECTABLE SYSTEMS
In [22] , it was proposed the use of the concept of left-coprime factors to bound the horizon required for detection. This result is going to be a building block for faster SVOs (i.e., with diminished 6 D.SILVESTRE ET AL.
computational requirements) in the next section. In this section, we exploit additional characteristics of the coprime factorization to provide a guaranteed rate of convergence of the set-valued state estimates, for the case of detectable systems (i.e. all unobservable modes of the system are stable).
Consider the system (1) but where all the exogenous signals are concatenated in u (and correspondingly for matrices B k and D k ) so that we get the following dynamics
Proposition 1 (left-coprime factorization [27] ) Let a discrete-time dynamic system described by (2) be detectable, which can be written in a compact matrix notation as
and define
where R k must always be a nonsingular matrix and The above factorization is depicted in Fig. 1 . The left-coprime factorization creates two separate systems Q(k) and G(k) and a fault is detected whenever appropriately set-valued estimates for the signal u 1 (see Fig. 1 ) for the two systems do not intersect.
The aforementioned technique allows to establish two convergence results for the sets produced by the SVOs. If the system is observable, we can select the matrices K k such that all eigenvalues of
nx are equal to zero for any k ≥ n x with n x being the number of states of the system [22] . If the system is detectable, the rate of convergence is governed by the slowest of the unobservable modes, as shown next.
The next theorem summarizes the convergence properties of the SVOs. When referring to an SVO producing estimates for the output signal, we mean the set of all points obtained by applying the output equation to any point in the set-valued estimates of its internal state, i.e., for a coprime factor Q(k), with internal state x Q (k), an SVO will return the set X Q (k) such that x Q (k) ∈ X Q (k) and the estimates for the output u 1 (k), considering R = I, is the set defined
Theorem 1 (estimate convergence) Consider a system P with dynamic model as in (1), with f ≡ 0, where x(k) ∈ R n . Further suppose that a left-coprime factorization as in Proposition 1 exists, and that an SVO constructed for Q(k) and G(k), providing estimates of u 1 (k), is designed. Finally, assume that x(0) ∈ X(0), and both
) if P is observable, the hyper-volume of the set-valued estimates of u 1 (k) is ultimately bounded and converge in a finite number of steps; ii) if P is detectable, the hyper-volume of the set-valued estimates of u 1 (k) is ultimately bounded with convergence governed by 1 σmax , where σ max := max
The proof can be found in [22] for the LTI case. It revolves around the fact that, for an observable pair (A, C), one can place the eigenvalues of A − KC at the origin and thus obtain a deadbeat observer such that (A − KC) n = 0. For the LPV case, a similar statement is true but for the product of matrices in the last n x time instants, i.e.,
Since the system is detectable, one can build a state observer satisfyinĝ
with A k − K k C k being stable, which means that the state estimate can be written based on the initial estimate aŝ
Since the system is detectable, take σ max as defined in the statement of the theorem, which
and, therefore, an overbound for the set-valued estimate can be written as
Given the exponential rate of convergence associated with the term inx(0) let us look at the remaining term
which concludes the proof since the set-valued estimates are bounded and its worst-case is governed by 1/σ max .
FAST SVOS
In the previous section, a left-coprime factorization was used to obtain a bound on the necessary horizon for the SVO-based fault detection approach, thus eliminating unnecessary computational complexity of considering all past measurements. However, the computational complexity is also tied to the use of the Fourier-Motzkin elimination method (see Section 3) to remove the dependence on past instants, which has a doubly exponential complexity. In this section, we reformulate the SVO equations in order to have the dependency on a single point in time and avoid the use of Fourier-Motzkin elimination method. The new set of equations make the computation of the sets lose its iterative property which is resolved by using the left-coprime factorization to remove the conservatism added by discarding the restrictions associated with the previous sets. Consider the faulty system with no noise, no disturbances, and no other inputs apart from the fault (which to avoid misinterpretations, we label as f and corresponds to u in the notation of [19] and [21] ). Then, the dynamics in (1) becomes
To include other signals such as a disturbance affecting the state and a noise factor, we can use
and replace accordingly the matrix
By resorting to the factorization in Proposition 1 and the results in Theorem 1, i.e., convergence in finite-time if the system is observable or an asymptotic rate of convergence if the system is detectable, it is possible to remove the use of the projection step. The main advantage is avoiding the Fourier-Motzkin elimination method at the expenses of not maintaining an estimate for the current state.
In the construction of the proposed SVO, it is helpful to introduce the definitions of fault detectability and fault identifiability. These definitions do not resemble to SVOs for all possible time-varying system matrices and the objective is not to check if the equations to all such possible sequences. However, given a specific sequence of system matrices, they correspond to the SVO equation.
Definition 2 (fault detectability [19] ) Consider a system with model given by (2) and a fault profile
Notice that (3) can be rewritten in vectorial form as
We also introduce a similar definition regarding the identifiability of the faults.
Definition 3 (fault distinguishability)
Take a system with model given by equation (2) and a fault profile
where F f1 k and L f1 k are the matrices associated with fault f 1 and
Find X Q using (4) In the above definitions, for two different fault signals f 1 and f 2 , we define x(0) = x 1 (0) − x 2 (0) where x 1 (0) and x 2 (0) are the initial conditions for the system using f 1 and f 2 respectively.
In order to perform fault detection, we will have to consider the nominal "fault-free" model and distinguish it from the actual system for which we have measurements y(k). Considering model (1) with disturbances and noise signals and using the above definitions, we can rewrite the SVO equations so as to make all the inequalities be written using a single time instant, i.e., all inequalities pose constraints on the x(k − H) variable. The new set of inequalities for the SVOs are:
The above SVO equation is no longer an iterative solution since it is not possible to obtain estimates for x(k − H) and obtain M (k − H) and m(k − H). Nevertheless, we can assume a sufficiently large set and use the coprime factorization presented in the previous section to remove the conservatism of that overbound. In essence, (4) will be applied to the LPV models of the coprime factors of (1) by replacing the matrices according to Proposition 1.
The Lemma 1 can be reformulated for the novel SVO equations obtaining:
Lemma 2 (fault detection) Consider a dynamic system as in (1) and an fSVO defining the inequalities for x Q (k − H) and x G (k − H) of the coprime factors Q(k) and G(k) given by Proposition 1 with sufficiently large sets such that
A fault occurred if there is no solution to the inequalities (4) for both coprime factors.
Lemma (2) comes directly from the fact that if there are no solutions to (4), the "fault-free" model does not correspond to the real system. Fault isolation can be performed by invalidating the models for all the remaining faults. For each of the considered faults, we define pairs of matrices (F k , L k ) such that only that fault is modeled, thus creating possible models for the system. If the faults are identifiable, then all SVOs become empty except for the one which represents the correct fault model. If multiple faults are to be considered we could use a scheme such as the one presented in [28] .
A decision regarding the model for each possible fault being compliant with the measurements is made based on the algorithm presented in Fig. 2 . The sets X values of output u 1 for the cofactor system G(k) and Q(k). Testing if X u1 is the empty set amounts to solving a feasibility program of existing a point in X G and another in X Q such that the outputs of the subsystems G(k) and Q(k) are the same.
An important issue regarding the fSVOs is that they are not suitable for state estimation. As all the inequalities are written with respect to x(k − H), no estimates are available for x(k). In the standard SVOs, restrictions concerning the state in all last H iterations are then projected to depend solely on the current time instant. Following this reasoning, no iterative computation of the set-valued estimates is possible, which makes them not suitable for state estimation. In addition, following the factorization, the two SVOs for subsystems Q(k) and G(k) have states that are internal to each of the subsystems and, therefore, are not related to the original system state x(k). Nevertheless, for applications such as fault detection and isolation and model invalidation, they are suitable as the state itself may be disregarded.
SIMULATION RESULTS
In this section, we present a set of simulations illustrating the fault detection mechanism described in this article. In particular, we are interested in comparing against the approach of performing a canonical Kalman decomposition, which is valid only for the LTI case whereas our proposal addresses the broader class of LPV systems. This distributed fault detection architecture reduces the dependability on a single centralized point of detection, offering a more robust fault detection strategy but increasing the aggregated computational power, since each node acts itself as a detector. We start by analyzing the example described in [3] which resorts to the Kalman decomposition for a particular example.
Recovering the example, each subsystem is a flexible link robot dynamic system modeled as: . For further details on the subsystems dynamical models, the interested reader is referred to [3] and the references therein. The network topology is selected at random in each time instant with 25 nodes, a minimum and maximum degree of the interconnection graph of 1 and 3, respectively. We assume that the topology is available to the nodes so that the parameter ρ can be determined. The system is discretized using a sampling time of 0.01 seconds, and the simulations are run for 100 discrete time steps. The simulations displayed are the result from the computations at node 1.
We consider three different scenarios: one where a subsystem has an actuator fault represented by a constant fault signal; a second where this fault is random across time; and a last one where no fault is injected, but the predefined bounds for the disturbance are not satisfied. Each scenario aims to illustrate a different aspect of the detection algorithm.
We start by considering a fixed topology so that the system becomes a Linear Time-Invariant (LTI) model. The Kalman decomposition is performed by applying the state transformation specific to the case of subsystems with relative measurements [3] . A standard SVO is then designed for the observable subspace. The aim is to show that detection for this case is possible although the conservatism is not removed since we did not perform the coprime factorization. Figure 3 depicts the detection of the algorithm using SVOs. The red and green lines represent the upper and lower bounds of the state variable for the angular position of node 1. These are obtained by projecting the set of estimates onto the coordinate corresponding to this variable. When the state of the system crosses one of the bounds, the corresponding observation will produce an empty set, as none of the admissible state realizations is compatible with the input/output sequences.
In the simulation, we also designed the SVOs for the coprime factors obtained from the system corresponding to the observable subspace and compared it with the proposed method of designing the SVOs for the original detectable system. The two strategies produced the same results for the LTI case. However, the Kalman decomposition is defined only for LTI systems and, therefore, one of the advantages of the proposed technique is to make it possible to construct the SVOs oblivious to unobservable modes as long as they are stable.
The next simulations were conducted using the proposed factorization-based implementations of the SVOs for the LPV system. In Fig. 4 , it is shown the detection time for the case of a constant actuator fault, as a function of the associated amplitude. As soon as the magnitude of the signal rises slightly above the bound considered for the disturbances, the fault is detected, as the model with f = 0 is not able to generate state realizations compatible with this fault. Based on the previous results, we investigate fault profiles that hinder detection. Intuitively, the faults harder to detect are likely to behave as modeled disturbances. Following this reasoning, we consider the case where the fault is stochastic with uniform distribution with support on the interval from zero to the maximum magnitude in order to determine its impact. Figure 5 shows the mean detection time for the simulated case for a Monte Carlo experiment with 1000 runs. It is noticeable that the detection requires a 12 D.SILVESTRE ET AL. Figure 5 . Mean detection times when varying the maximum magnitude of a random fault.
higher magnitude than the constant case, due to the fact that the fault signal magnitude is lower than the deterministic case most of the times. It should be stressed that the SVOs provide means to tackle a wide range of models for the dynamic system. We take advantage of this fact to further evaluate the proposed method in a more demanding scenario. By definition, every fault is going to be detected as long as the measurements do not comply with the assumed fault-free model. For this reason, we introduced unmodeled stochastic uniformly distributed disturbances, with support on the interval from zero to the maximum magnitude, to the state of the system. Notice that in the dynamics of the subsystems, the disturbances only affect the variable ω i which makes the detection troublesome. Figure 6 shows the mean detection times for the unmodeled disturbances case for a Monte Carlo experiment with 1000 runs. The fault is only detected when its maximum magnitude reaches above 1, which is clearly above the previous required magnitude values for the fault signal.
The fault isolation scheme was also simulated using the aforementioned example. Two different faults were considered, namely f 1 (k) := [c 0] and f 2 (k) := [0 c] , for a varying constant c. The simulation run 3 SVOs: an SVO for the "fault-free" model for fault detection; another that considered B k f 1 (k) for determining that f 1 is not the current fault; and, a similar to the latter but considering f 2 (k). Fault detection means the first SVO produced an empty set and upon that event, isolation of the faults is determined when only one of the SVOs is not producing the empty set. In this simulation, after 20 time instants, fault f 1 is injected in the system. Figure 7 reports the detection and isolation times for fault f 1 . We point out that the constant c cannot be directly compared with the bound for the disturbances without taking into account the small values in matrices B k . Figure 7 presents 1000 montecarlo runs, but is interesting that in some of the runs, isolation (i.e., SVO for f 2 reports the empty set) happens before the detection as both fault signals have different directions and contribute to a quicker violation of the bounds for the disturbances.
In order to illustrate our main result for detectable systems, we simulated a simple example where by construction the system is unobservable but we can tune the eigenvalues of the dynamics matrix. Consider the dynamic system given by
where by selecting the value of λmax, we tune the unobservable mode. For this example of a system with two states, it is always unobservable and we resort to the left-coprime factorization proposed in [29] . In Fig.  8 Figure 6 . Detection time for a fault free system but with unmodeled disturbances. setting λmax = 0.74). For the fast unobservable modes case, the size becomes constant after 2 time instants corresponding to the size of the state space and following the results in Theorem 1. When the eigenvalues are slow, the convergence is asymptotic, in the sense of Definition 1, and slower when compared to the fast mode case. The key point to note when using the fSVOs is that the uncertainty of the initial state is removed after the horizon as given by Theorem 1. This feature is crucial for the procedure since by not having an iterative algorithm there is no available estimate for the state x(k − H). However, Fig. 9 illustrates the results for the 14 D.SILVESTRE ET AL. Figure 9 . Hypervolume of the set corresponding to the system G for eigenvalues of A − KC close to zero (magnitude under 2.3 × 10 −2 ) and uncertainty of 1 and 10 6 for the initial state.
fast unobservable modes case when we start with an uncertainty equal to a hypercube of side 1 and 10 6 . As expected, after two time instants the size of both set-valued estimates for the internal state of system G are equal and remain constant for the rest of the simulation. In Fig. 10 , we present the median and quartiles (25% and 75%) for the running time of a single iteration of the SVOs against the fSVOs for 1000 runs. It is worth pointing out that the small horizon and the fact that we are using hyper-parallelepiped approximations for the projections already make the SVOs considerably efficient. Nevertheless, fSVOs still reduce the computational time to almost half when compared to the SVOs using the same coprime factorization. We also simulated the smart power grid network case, as another example of a cyber physical system. We consider the well-known test bed example IEEE 14 bus system [30] with sampling period of 1 second and run the simulations for 20 seconds.
Another interesting point to be illustrated is how SVOs can isolate faults. In the former simulations the ability of the method was presented for fault detection and a simple strategy would be to design an SVO for each of the faults and when only one SVO is active, the fault is identified. However, such procedure entails a combinatorial number of SVOs. As an example, for 5 generators and assuming a maximum of 2 simultaneous faulty generators would require 15 SVOs (one for each single generator failing and one for each pair of faulty generators). We now illustrate that by designing an SVO aggregating generator faults, it is possible to identify faults resorting to fewer SVOs. We consider two SVOs: 1) all generators are injecting random signals; 2) generators 1, 2 and 3 do not suffer any fault and their rotor angles are not corrupted.
In simulation, a fault was reported after two seconds by SVO 2 (i.e., its estimated set was empty), which means a fault occurred in at least one of the first 3 generators. By applying iteratively this method it is possible to isolate a fault by constructing SVOs using the past measurements and perform a binary search over the possible faults. If we assume only 1 generator can fail at a time, we need log 2 n steps in the binary search and design two SVOs at each step mapping half of the faulty nodes. For the general case of possible faulty generators, we have the expression log 2 n .
CONCLUSIONS
This paper addressed the problem of detecting faults in a distributed environment when the overall system of systems has stable unobservable modes (i.e. it is detectable). Standard SVOs require observability, otherwise the estimates might diverge, which means that the hypervolume of the produced set-valued estimates can tend to infinity as time progresses. In addition, standard SVOs include operations that are very costly in terms of computational time, which diminishes their applicability to time-sensitive plants. Nevertheless, SVOs were adopted due to their ability to cope with asynchronous measurements and allow general models that can incorporate both physical systems and their interconnection with networks. By performing a left-coprime factorization, we were able to show that these observers can also be designed for detectable systems with guaranteed convergence rates for the estimates. These are of prime interest as they mean that conservatism in prior estimates has an effect that is at least exponentially going to zero. Building on this result, we were able to rewrite the equations of the SVOs to mimic the theoretical conditions for fault detectability and identifiability and, therefore, avoid the use of the Fourier-Motzkin elimination method, as the whole set was written in terms of a fixed time instant, thus speeding up the computations. The initial uncertainty also vanished due to the convergence property of the estimates.
Simulation results have shown that when the maximum magnitude of a fault exceeds the disturbance bounds, the detection occurs and the time before declaring the faulty state goes to near the size of the state space. Both constant and stochastic faults were simulated using a group of flexible link robotic models. In addition, the SVOs were capable of detecting deviations from the model for the disturbances and declaring faults whenever the model was not compatible with the measurements. An application to a smart grid was used to illustrate the effectiveness of the detection procedure for cyber-physical systems.
