This paper is a continuation of [13] , where new variational principles were introduced based on the concept of anti-selfdual (ASD) Lagrangians. We continue here the program of using these Lagrangians to provide variational formulations and resolutions to various basic equations and evolutions which do not normally fit in the Euler-Lagrange framework. In particular, we consider stationary equations of the form −Au ∈ ∂ϕ(u) as well as i dissipative evolutions of the form −u(t) − A t u(t) + ωu(t) ∈ ∂ϕ(t, u(t)) were ϕ is a convex potential on an infinite dimensional space. In this paper, the emphasis is on the cases where the differential operators involved are not necessarily bounded, hence completing the results established in [13] for bounded linear operators. Our main applications deal with various nonlinear boundary value problems and parabolic initial value equations governed by the transport operator with or without a diffusion term.
Introduction
This paper is a continuation of [13] , where the concept of anti-selfdual (ASD) Lagrangians was shown to be inherent to many basic boundary-value and initial-value problems. A new variational framework was established where, solutions of various equations which are not normally of EulerLagrange type, can still be obtained as minima of functionals of the form I(u) = L(u, Au) + ℓ(b 1 (x), b 2 (x)) or I(u) = T 0 L(t, u(t),u(t) + Au(t))dt + ℓ(u(0), u(T )).
where L is an anti-self dual Lagrangian and where A is essentially a skew-adjoint operator modulo boundary terms represented by a pair of operators (b 1 , b 2 ). For such Lagrangians, the minimal value will always be zero and -just like the self (and antiself) dual equations of quantum field theory (e.g. Yang-Mills and others)-the equations associated to such minima are not derived from the fact they are critical points of the functional I, but because they are also zeroes of the Lagrangian L itself. In other words, the solutions will satisfy L(u, Au) + u, Au = 0 and L(t, u(t),u(t) + A t u(t)) + u(t),u(t) = 0.
It is also shown in [13] that ASD Lagrangians possess remarkable permanence properties making them more prevalent than expected and quite easy to construct and/or identify. The variational game changes from the analytical proofs of existence of extremals for general action functionals, to a more algebraic search of an appropriate ASD Lagrangian for which the minimization problem is remarkably simple with value always equal to zero. This makes them efficient new tools for proving existence and uniqueness results for a large array of differential equations. We tackle here again boundary value problems of the form:
as well as parabolic evolution equations of the form:
   −Au(t) −u(t) + ωu(t) ∈ ∂ϕ(t, u(t)) a.e. t ∈ [0, T ] b 1 (u(t)) = b 1 (u 0 )
a.e t ∈ [0, T ] u(0) = u 0 (2) where ϕ is a convex lower semicontinuous functional and u 0 is a given initial value. However, and unlike [13] where A was assumed to be a bounded linear operator, we deal here with existence and regularity results, hence with the more delicate framework of unbounded operators. We note that -when Λ is linear-such operators form a very important subset of the class of maximal monotone operators for which there is already an extensive theory ( [6] , [4] ). The interest here is in the new variational approach based on the concept of anti-selfdual Lagrangians which possesses remarkable permanence properties that maximal monotone operators either do not satisfy or do so via substantially more elaborate methods. In a forthcoming paper ( [14] ), the first-named author establishes similar results for operators of the form F (u) = Λu + Au + ∂ϕ(u) where Λ are certain non-linear conservative operators, A are linear and positive, and ϕ convex, the superposition of which is not normally covered by the theory of maximal monotone operators. As applications to our method, we provide a variational resolution to equations involving non self-adjoint operators such as the following transport equation:
where a = (a i ) i : Ω → R n is a vector field, f ∈ L 2 (Ω), and where Σ − = {x ∈ ∂Ω; a(x)n(x) < 0}, n being the outer normal vector. We also provide a variational resolution to general dissipative initial value problems such as the following evolutions driven by a superposition of the Laplacian with the transport operator.
− ∂u ∂t (x, t) + a(x) · ∇u(x, t) = ∆ p u(x, t) + 1 2 a 0 (x)u(x, t) + ωu(x, t) on [0, T ] × Ω (4)
u(x, 0) = u 0 (x) on Ω u(x, t) = 0 on [0, T ] × ∂Ω.
But more importantly, we also deal with the more delicate case where the equation is purely nonself-adjoint such as:
− ∂u ∂t (x, t) + a(x) · ∇u(x, t) = 1 2 a 0 (x)u(x, t) + u(x, t)|u(x, t)| p−2 + ωu(x, t) on [0, T ] × Ω u(x, 0) = u 0 (x) on Ω (5) u(x, t) = u 0 (x) on [0, T ] × Σ − As mentioned above, these equations are not normally solved by the methods of the calculus of variations since they do not correspond to Euler-Lagrange equations of action functionals of the form Ω F (x, u(x), ∇u(x) dx or T 0 L(t, x(t),ẋ(t)dt. The paper, though sufficiently self-contained, is better read in conjunction with [13] . It is organized as follows: In section 2, we isolate the conditions under which the composition of an anti-selfdual Lagrangian with an unbounded operator yields a Lagrangian that is also anti-selfdual. Section 3 gives the first applications of the variational properties of ASD Lagrangians to stationary LaxMilgram type results involving unbounded operators. In section 4 we prove the main variational principle for general Lagrangians involving semi-convex terms. This principle is applied in section 5 to provide variational resolutions to several parabolic initial-value problems.
ASD Lagrangians and unbounded operators
We consider the class L(X) of convex Lagrangians L on a reflexive Banach space X, i.e., those functions L : X × X * → R ∪ {+∞} which are convex and lower semi-continuous (in both variables) and which are not identically +∞. The Legendre-Fenchel dual (in both variables) of L is defined at any pair (q, y) ∈ X * × X by:
We recall from [13] the following notions
Denote by L AD (X) the class of anti-selfdual (ASD) Lagrangians on a given Banach space X. This is a quite interesting and natural class of Lagrangians as they appear in several basic PDEs and evolution equations. The basic example of an anti-selfdual Lagrangian is given by a function L on
where ϕ is a convex and lower semi-continuous function on X and ϕ * is its Legendre conjugate on X * . But the class L AD (X) was shown in [13] to be much richer as it goes well beyond convex functions and their conjugates, especially because it is stable under composition with skew-symmetric operators. Indeed if Λ : X → X * is a bounded linear skew-symmetric (i.e., Λ * = −Λ), and if L is an ASD Lagrangian, it is then easy to see that the Lagrangian
is also anti-self dual. However, in various applications, we are often faced with an unbounded operator Λ which may still satisfy various aspects of anti-symmetry. In the sequel we study to what extent the composition formula (9) above remains valid for such operators.
ASD Lagrangians and unbounded skew-adjoint operators
Let A be a linear -not necessarily bounded-map from its domain D(A) ⊂ X into X * . Assuming D(A) dense in X, we consider the domain of its adjoint A * which is defined as:
Definition 2.2 Let X be a reflextive Banach space and let A be a linear map from its domain
We shall also deal with situations where operators are skew-adjoint provided one takes into account certain boundary terms. We introduce the following notion u
In this section we consider the transport operator u → a · ∇u + ( ∇· a) 2 u on the space X = L p (Ω), in conjunction with two trace operators (restrictions) onto two appropriate subsets of ∂Ω . We show that this operator is skew-adjoint modulo the corresponding boundary operators, in the sense of Definition 2.2. These properties of the transport operator will be crucial for the next sections where we establish existence results for stationary and evolution equations involving transport. Throughout this paper, we shall adopt the framework of Bardos in [5] , and in particular all conditions that he imposes on Ω and on the smooth vector field a defined on a neighborhood of a C ∞ bounded open set Ω in R n . Set X = L p (Ω) and define Σ ± = {x ∈ ∂Ω; ± a(x) ·n(x) ≥ 0} be the entrance and exit set of the transport operator a · ∇, the corresponding Hilbert spaces:
as well as the boundary operators (
We shall consider the operator
Observe that D(A) is a Banach space under the norm
is also a Banach space under the norm
Under the assumptions listed above, C ∞ (Ω) is dense in both spaces ( [5] ).
Lemma 2.4
The operator A is skew-adjoint modulo the boundary (b 1 , b 2 ) on the space X.
Proof: We check the five criteria of Definition 1.3. For 1) it suffices to note that
follows by a simple argument with coordinate charts, as it is easy to show that for all ( 
is dense, and therefore the image of
For criteria 4), we need to check that, if u ∈ X, then it belongs to S if and only if
The "if" direction follows directly from Green's theorem and the fact that C ∞ (Ω) is dense in the Banach space S under the norm u S . For the reverse implication, suppose that (10) holds, then obviously
To check that u| Σ + ∈ L 2 (Σ + ; | a ·n|dσ) a simple argument using Green's Theorem shows that (10) 
The same argument works for u| Σ − and criterion 4) is therefore satisfied. For condition 5), note that by Green's theorem we have
for all u, v ∈ C ∞ (Ω) and the identity on S follows since C ∞ (Ω) is dense in S for the norm u S .
Anti-symmetric operators and ASD Lagrangians
There are situations where anti-symmetric operators do not need to satisfy all the criteria for skewadjointness in order to retain their composition property with ASD Lagrangians. Here is one such setting. 
Proof: Let (x,p) ∈ X × X * and suppose first thatx ∈ D(ϕ). Then
Variational resolution of equations of the form
which means that
ASD Lagrangian are variationally interesting because the minima of L(x, 0) are often equal to zero as the following proposition -established in [13] -indicates. 
This result was used in [13] to establish variationally various existence results for operator equations which are not normally of Euler-Lagrange type. We can now deal with cases where these operator are not necessarily bounded.
A Lax-Milgram type result for unbounded operators Proposition 3.2 Let ϕ : X → R ∪ {+∞} be proper convex and lower semi-continuous and assume that
where
is bounded on the bounded sets of X for all p ∈ X * , we apply Proposition 2.1 to conclude that M is ASD. Moreover, since p → M (0, p) is bounded on the bounded sets of X * , Proposition 3.1 applies and we obtain x such that 0 = inf
and therefore −Ax ∈ ∂ϕ(x) and b 2 (x) = 0.
Applications to PDE involving the transport operator
We will deal with two types of equations:
Transport equation with viscosity:
We shall see that the first order differential operators a(x) · ∇ in the transport equation is skew adjoint modulo the boundary, while in the case involving the p-Laplacian, it will just be an antisymmetric operator.
Transport Equations
In this case we will assume that the domain Ω and the vector field a(·) satisfies all the assumption in section 2.2. We distinguish two cases:
In this case we get the following
and
2. The functionv := e −τū satisfies the nonlinear transport equation
Where
Since A is skew-adjoint modulo the boundary, we conclude from Proposition 2.1 that M is an ASD Langrangian on the space L p (Ω) × L q (Ω) and satisfies all the hypothesis of Proposition 3.1.
There exists thenū ∈ L p (Ω) such that 0 = M (ū, 0) = inf{M (u, 0); u ∈ L p } which means that 0 = I(ū) = inf{I(u) | u ∈ S} and assertion 1) is verified. To get 2) we observe again that
In particular, ϕ(ū) + ϕ * (Aū) = u, Au and Σ + |ū| 2 | a ·n|dσ = 0, in such a way that Aū ∈ ∂ϕ(ū) and u| Σ + = 0. In other words,
Multiply now both equations by e −τ and use the product rule for differentiation to get a · ∇v − a 0
Case 2: 1 < p ≤ 2 In this case, the right space is X = L 2 (Ω) and A : D(A) → X * is defined as in the case when p ≥ 2 but this time on the domain
By Lemma 2.4, A is again skew-adjoint modulo the boundary operators (
We then obtain the following theorem:
such that for some ǫ > 0 we have:
The functionv := e −τū satisfies the nonlinear transport equation (18)
Proof: Define M as in (19) and again by Lemma 2.4, A is skew-adjoint modulo the boundary. Since now ϕ is bounded on the bounded sets of L 2 , we can now invoke Proposition 2.1 to conclude that
. But in this case, ϕ is coercive because of Condition (20), and therefore ϕ * is bounded on bounded sets. All the hypothesis of Proposition 3.1 are now satisfied so there existsū
The rest follows as in the case when p ≥ 2.
Transport equation with a diffusion term
In this case, the conditions on the smooth vector field a and Ω need not be as restrictive as in the case where the equation is purely governed by the transport operator. This is because the setting will only require that the operator A :
The setup is as follows: Let X = L 2 (Ω) and consider the above operator A on the domain
We then have the following Theorem 3.3 Assume p ≥ 2 and m > 1 and let a ∈ C ∞ (Ω) be a smooth vector field. Suppose a 0 ∈ L ∞ satisfies the following coercivity condition:
Consider the following convex and lower semi-continuous functional on L 2 (Ω):
and define the functional
The minimizerū satisfies the equation
The functional ϕ has a symmetric domain that is contained in the domain of A. So now Lemma 2.5 applies and the Lagragian
is ASD. Now ϕ is obviously coercive on L 2 (Ω) and therefore ϕ * is bounded on bounded sets of L 2 (Ω). Proposition 3.1 applies and we findū ∈ L 2 (Ω)
(Ω) and the rest follows as in the preceeding cases.
ASD Lagrangians and maximal monotone operators
Assuming that we are in a Hilbert space setting, namely X = H = X * , and recalling that an ASD Lagrangian L satisfies L(x, p) ≥ x, p for every (x, p) ∈ H × H, we can consider the problem of minimizing for each fixed p, the functional I p (x) = L(x, p) + x, p over x ∈ H. The same proof as Proposition 3.1 above (established in [13] ) yields that if p → L(0, p) is bounded on every ball of H, then for each p ∈ H the minimization problem
is equal to zero and is attained at some pointx(p) ∈ H. If now L is strictly convex in the first variable, thenx(p) is unique, and therefore we can define a map X(·) :
The convexity of L allows us to using a monotonicity argument and then show that the map X is monotone, that is
is convex in x, then one can show that p → X(p) is a Lipchitz continuous operator (See next section). A standard argument using contraction mapping theorem then shows that under these assumptions, X is then maximal monotone [6] . The following proposition summarises this discussion. The proof is a straightforward application of standard convex analysis results some of which discussed in the next section and in [13] . The details are left to the interested reader. 
Furthermore, if L is uniformly convex in the first variable, then X is a Lipschitz map which is maximal monotone.
A variational principle for general evolution equations
In this section we develop further the variational theory for dissipative evolution equations via the theory of ASD Lagrangians. The goal is to extend the variational theory of gradient flows [16] and other parabolic equations developed in [13] so as to include evolutions of the form
where A is an unbounded positive operator and ω is any real number. The starting point is Theorem 4.2 of [13] (see also [16] ), which based on the fact that if L : [0, T ] × H × H → R is a (time-dependent) anti-self dual Lagrangian on a Hilbert space H, then it "lifts" to an anti-selfdual Lagrangian on path space
H } consisting of all absolutely continuous arcs u : [0, T ] → H, equipped with the norm
By associating an appropriate Lagrangian L to the convex functional ϕ and the operator A, as in the preceeding sections, then one can already deduce from that theorem, a variational resolution for (22), at least for ω = 0. However, the boundedness condition for Theorem 4.2 of [13] is too stringent for most applications, but can be considerably relaxed when the Lagrangian L(x, p) is autonomous. The rest of the section consists of doing just that through a Yosida-type λ-regularization procedure reminiscent of the standard theory for convex functions, which seems to apply as naturally to ASD Lagrangians. We shall also deal with the case when ω is not zero, since it will allow -among other things-to relax the convexity assumptions on ϕ.
Given a Hilbert space H, we recall that
On the other hand, a self-adjoint boundary Lagrangian ℓ is a convex lower semi-continuous functional on H × H that satisfies ℓ * (x, p) = ℓ(−x, p).
Define the Partial Domain of ∂L to be the set:
Note that if L(x, p) = ϕ(x) + ϕ * (−p) with 0 assumed to be in the domain of ∂ϕ, then x 0 belongs to Dom 1 (∂L) if and only if it belongs to the domain of ∂ϕ.
We shall say that a Lagrangian L : H × H → R is uniformly convex in the first variable (resp. second variable) if there exists ε > 0 such that for all p ∈ H (resp. for all x ∈ H) the Lagrangian
is convex in x (resp. in p). Here is the main result of this section.
Theorem 4.1 Let L be an autonomous anti-selfdual Lagrangian on a Hilbert space H × H that is uniformly convex in the first variable. Assuming Dom 1 (∂L) is non-empty, then for any ω ∈ R,
there exists a semi-group of operators (T t ) t∈R + on H such that T 0 = Id and for any x 0 ∈ Dom 1 (∂L), the path x(t) = T t x 0 satisfies the following:
The path (T t x) t is obtained as the unique minimizer on A 2 H of the functional
Moreover,Ĩ(x) = inf
The semi-group is:
1. a contraction when ω > 0
1-Lipschitz when ω = 0

locally Lipschitz in t when ω < 0
First we shall prove the following improvement of Theorem 4.2 of [13] provided L is autonomous. The boundedness condition is still there, but we first cover the semi-convex case.
Proposition 4.1 Assume L : H × H → R is an autonomous anti-selfdual Lagrangian that is uniformly convex and suppose
Then, for any w ∈ R and any x 0 ∈ H, there existsx
where C(w, T ) is a positive constant.
We shall need first the following lemmas which show how uniform convexity of the Lagrangian yield certain regularity properties of the solutions.
Lemma 4.2 Let F : H → R be convex and lower semi-continuous and such that its Legendre dual F * is uniformly convex. Then for every x ∈ H, the subdifferential ∂F (x) is nonempty, is single-valued and the map x → ∂F (x) is Lipschitz on H.
Proof: Since F * is uniformly convex, then
for some convex lower semicontinuous function G and some ǫ > 0. It follows that
for some a ∈ H and C > 0, hence F (x) = F * * (x) ≤ C(1 + x 2 ) which means that F is sub-differentiable for all x ∈ H. Consider now p j ∈ ∂F (x j ) for j = 1, 2 in such a way that x j ∈ ∂F * (p j ) = ∂G(p j ) + εp j . By monotonicity, we have 0 ≤ p 1 − p 2 , ∂G(p 1 ) − ∂G(p 2 ) = p 1 − p 2 , x 1 − εp 1 − x 2 + εp 2 which yields that ε p 1 − p 2 ≤ x 1 − x 2 and we are done.
Lemma 4.3 Assume L : H × H → R is an anti-selfdual Lagrangian that is uniformly convex in both variables. Then, for all x, u ∈ H, there exists a unique
, where M is convex lower semi-continuous, in such a way that x = ∂ 2 L(u, v) if and only if 0 ∈ ∂ 2 M (u, v) + εv − x if and only if v is the solution to the following minimization problem
But for each fixed u and x, the map p → M (u, p)− x, p majorizes a linear functional and therefore the minimum is attained uniquely at v by strict convexity and obviously x = ∂ 2 L(u, v).
To establish the Lipschitz property, write
We first bound R(u 1 , x 1 ) − R(u 1 , x 2 ) as follows:
for some M convex and lower semi-continuous, it follows that x j = ∂ 2 M u 1 , R(u 1 , x j ) + εR(u 1 , x j ) for j = 1, 2, so by monotonicity we get
which yields that
and therefore
Now we bound R(u 1 ,
2 ) for j = 1, 2. and write by monotonicity that
Setting p j = R(u j , x 2 ), we have with this notation
Here we use the fact that L is both anti-selfdual and uniformly convex, to deduce that L * is also uniformly convex. We then apply Lemma 4.2 to get:
Combining estimates (28) and (29), we finally get
We can now deduce the following corollary that gives a regularity result for certain flows.
Lemma 4.4 Assume L : H × H → R is an anti-selfdual Lagrangian that is uniformly convex in both variables. Suppose the paths
Proof of Proposition 4.1: Apply Theorem 4.2 of [13] to the Lagrangian M (t, x, p) = e 2ωt L(e −ωt x, e −ωt p) which is also anti-selfdual (See [13] ). There exists thenx ∈ A 2 H such that x(t),ẋ(t) ∈ Dom(M ) for almost all t ∈ [0, T ] and I(x) = inf 
The pathx then satisfies:x(0) = x 0 and for almost all t ∈ [0, T ], − ẋ (t),x(t) ∈ ∂M t,x(t),ẋ(t) and the chain rule ∂M (t, x, p) = e wt ∂L e −wt x, e −wt p to get that for almost all t ∈ [0, T ] −e −wt ẋ ,x(t) ∈ ∂L e −wtx (t), e −wtẋ (t)
Apply Lemma 4.4 to x(t) = u(t) = e −wtx (t) and v(t) = e −wtẋ (t) to conclude thatẋ and (26) is verified. To establish (27), we first differentiate to obtain:
(t + h) .
Setting now v 1 (t) = ∂ 1 L e −wtx (t), e −wtẋ (t) and v 2 (t) = ∂ 2 L e −wtx (t), e −wtẋ (t) , we obtain from (26) and monotonicity that
We conclude from this that
and as we take h → 0, we get wx(t) +ẋ(t) ≤ wx 0 +ẋ(0) + ωx 0 . Therefore
It follows from Gronwall's inequality that x(t) ≤ ẋ (0) + ωx 0 C + |w|e |w|T for all t ∈ [0, T ] and finally that ẋ (t) ≤ ẋ (0) C + |w| + |w| 2 e |w|T . We now proceed with the proof of Theorem 4.1. For that we associate a Yosida-type λ-regularization of the Lagrangian so that the boundedness condition in Proposition 4.1 is satisfied, then we make sure that all goes well when we take the limit as λ goes to 0. First, we need the following lemmas relating the properties of a Lagrangian to those of its λ-regularization.
2. If L is uniformly convex in the first variable, then L λ is uniformly convex (in both variables) on H × H.
Proof: Fix (q, y) ∈ X * × X and write:
for all (z, p) ∈ X × X * . Note now that
in such a way that by using the duality between sums and convolutions in both variables, we get
and finally 
Lemma 4.7 Assume L : H×H → R is an anti-selfdual Lagrangian and let L λ be its λ-regularization, then the following hold:
2. If 0 ∈ Dom 1 (∂L), then there exists a constant C > 0 such that y λ ≤ C whenever y λ solves −(y λ , 0) = ∂L λ (0, y λ ).
The second last inequality is deduced by applying Fenchel's inequality to the first two terms and the last two terms. The above chain of inequality shows that all inequalities are equalities. This implies, again by Fenchel's inequality that − y, J λ (x, y) ∈ ∂L J λ (x, y), y .
, y λ , and by the first part of this lemma, that − y λ , J λ (0, y λ ) ∈ ∂L J λ (0, y λ ), y λ . Now since 0 ∈ Dom 1 (∂L), there existsp such that ∂ 1 L(0,p) = ∅ and 0 ∈ ∂ 2 L(0,p). Setting v λ = J λ (0, y λ ), and since − y λ , v λ ) ∈ ∂L v λ , y λ , we get from monotonicity and by the fact that
End of Proof of Theorem 4.1: Let M λ (t, x, p) = e 2ωt L λ (e −ωtx , e −ωt p) which is also anti-selfdual and uniformly convex by Lemma 4.5. We now have
2λ , hence Proposition 4.2 applies and we get for all λ > 0 a solution
Here ℓ x λ (0),
and since
Equation (31) can be written as
where v λ (t) = J λ e −wt x λ (t), e −wtẋ λ (t) . Using Lemma 4.6. (1), we get from (32) that for all t,
Setting t = 0 in (32) we get − ẋ λ (0), 0 ∈ ∂L λ 0,ẋ λ (0) , and since 0 ∈ Dom 1 L, we can apply Lemma 4.7.2) to get that ẋ λ (0) ≤ C for all λ > 0. Now plug this inequality in (33) and we obtain:
This yields by (35) that
and again by (35) we have
while clearly
Now use (38)-(41) and the lower semi-continuity of L, to deduce from (34), that as λ → 0 we have
Since we already know that I x ≥ 0 for all x ∈ A 2 H , we finally get our claim that 0 = I x = inf x∈A 2 H I x . Now define T t x 0 := e −ωtx (t). It is easy to see that x(t) := T t x 0 satisfies equation (23) and that T 0 x 0 = x 0 . We need to check that {T t } t∈R + is a semi-group. By uniqueness of minimizers, it is equivalent to show that for all T ′ < T , we have w(t) := x(t + T ′ ) satisfies
By the defintion of x(t) and the fact that I x = 0 we have,
Now let 0 < T ′ < T . Since x(t) satisfies equation (23) we have
Subtract the two equations we get
Make a substitution s = t − T ′ and we obtain 0 =
And thus we have T s (T t x 0 ) = T s+t x 0 . To see that the semi-group is 1. a contraction when ω > 0 2. 1-Lipschitz when ω = 0 3. locally Lipschitz in t when ω < 0 we differentiate T t x 0 − T t x 1 2 and use equation (23) in conjunction with monotonicity to see that
A simple application of Gronwall's inequality gives the desired conclusions.
Variational resolution of parabolic initial-value problems
We now apply the results of the last section to the particular class of ASD Lagrangian of the form L(x, p) = ϕ(x) + ϕ * (Ax − p) to obtain variational formulations and proofs of existence for parabolic equations of the form −ẋ(t) + Ax(t) ∈ ∂ϕ(x(t)) + ωx(t)
Here again, we have two cases. The first is dealt with in section 5.1 and requires the operator to be only anti-symmetric while the framework is still purely Hilbertian. The second case requires that the operator be skew-adjoint -and if necessary-modulo a pair of boundary operators. The framework there will be on an evolution triple X ⊂ H ⊂ X * with X being a Banach space that is anchored on a Hilbert space H. It is dealt with in section 5.2.
Parabolic equations involving a diffusion term
In the first proposition, we start by assuming the same hypothesis as in Theorem 4.1, that is uniform convexity (in the first variable) of the Lagrangian and a homogeneous initial condition. We will then show how to do away with these conditions in the corollary that follows. 
For any given ω ∈ R and T > 0, define the following functional on
Then, there exists a pathx ∈ A 2 H ([0, T ]) such that:
I(x) = 0.
Ifv(t) is defined byv(t) := e −ωtx (t) then it satisfies
Proof: Setting ϕ t (x) := e 2ωt ϕ(e −ωt x), the assumptions ensure that
is an ASD Lagrangian by Lemma 2.5. Since ∂ϕ(0) is non-empty, it is easy to verify 0 ∈ Dom 1 ∂L and all the hypothesis of Theorem 4.1 are satisfied. Therefore, there existsx(
It follows that,
and by a simple application of the product-rule we see thatv(t) defined byv(t) := e −ωtx (t) satisfies (41). 
Then, for all ω ∈ R and for all
Proof: Define the convex function ψ : H →R by
By the fact that ∂ϕ(x 0 ) is non-empty, it is easy to check that ψ satisfies all the conditions of Proposition 5.1. Therefore, there existsv(·) ∈ A 2 H ([0, T ]) satisfying the evolution equation
Since ∂ψ(x) = ∂ϕ(x + x 0 ) + x − Ax 0 + ωx 0 , we get thatū(t) :=v(t) + x 0 satisfies equation (43).
Evolution driven by the transport operator and the p-Laplacian
Consider the following evolution equation on a smooth bounded domain of R n .
We can establish variationally the following Corollary 5.2 Let a : R n → R n be a smooth vector field and a 0 ∈ L ∞ (Ω). For p ≥ 2, ω ∈ R, and any u 0 in W
Proof: The operator Au = a · ∇u + (Ω) is anti-symmetric. In order to apply corollary 5.1 with H = L 2 (Ω) and A, we need to insure convexity of the potential and for that we pick K > 0 such that ∇ · a(x) + a 0 (x) + K ≥ 1 for all x ∈ Ω. Now define ϕ : H →R by 
and this is precisely the equation (44). Since now ∂ϕ(ū(t)) is a non-empty set in H for almost all t ∈ [0, T ], we have ∆ pū (x, t) ∈ L 2 (Ω) for almost all t ∈ [0, T ].
Parabolic equations driven by first-order operators
In this subsection we deal with parabolic equations of the form:
−ẋ(t) + Ax(t) + wx(t) ∈ ∂ϕ(x(t)) + wx(t) for a.e. t ∈ [0, T ]
x(0) = x 0 (45) b 1 (x(t)) = b 1 (x 0 ). for a.e. t ∈ [0, T ].
where the operator A is skew-adjoint modulo boundary operators (b 1 , b 2 ). Here we need the framework of an evolution triple, where X is a reflexive Banach space and H is a Hilbert space satisfying X ⊂ H ⊂ X * . in such a way that each space is dense in the following one. Again we start with a theorem that assumes all the hypothesis of Theorem 4.1. We will then relax these conditions in the corollary that follows it. 
It is obtained by minimizing over A 2
H the functional I(u) = T 0 e 2ωt ϕ(e −ωt u(t)) + ϕ * (e −ωt (−A a u(t) −u(t)) dt
The minimum of I is then zero and is attained at a path y(t) such that x(t) = e −ωt y(t) is a solution of (47).
Typical convex functions satisfying the conditions above are ones such that for some C > 0, m, n > 1 we have the following growth condition:
The corresponding Lagrangian L is ASD on X × X * where X ⊆ H ⊆ X * . Since our theory for evolution equations applies to Hilbert spaces, the following lemma will bridge the gap:
So all inequalities are equalities, and we obtain −ẋ(t) + Ax(t) ∈ e ωt ∂ϕ(e −ωtx (t)), b 1 (x(t)) = 0, and x(0) = 0. We now setv(t) := e −ωtx (t) and the rest is straightforward. Since ∂ψ(x) = ∂ϕ(x + x 0 ) + x − Ax 0 + ωx 0 , we have thatū(t) :=v(t) + x 0 solves (45).
Evolutions driven by transport operators
Consider the evolution equation Proof: We distinguish two cases:
Case 1: p ≥ 2. We then take X = L p (Ω), H = L 2 (Ω). since again the operator A : D(A) → X * defined as Au = a · ∇u + 
is skew-adjoint modulo the boundary operators (b 1 u, b 2 u) = (u| Σ + , u| Σ − ) whose domain is
