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Abstract
This paper analyzes a space-time finite element method for fractional
wave problems. The method uses a Petrov-Galerkin type time-stepping
scheme to discretize the time fractional derivative of order γ (1 < γ < 2).
We establish the stability of this method, and derive the optimal con-
vergence in the H1(0, T ;L2(Ω))-norm and suboptimal convergence in the
discrete L∞(0, T ;H10 (Ω))-norm. Furthermore, we discuss the performance
of this method in the case that the solution has singularity at t = 0, and
show that optimal convergence rate with respect to the H1(0, T ;L2(Ω))-
norm can still be achieved by using graded grids in the time discretization.
Finally, numerical experiments are performed to verify the theoretical re-
sults.
Keywords: fractional wave problem, space-time finite element, convergence,
graded grid.
1 Introduction
This paper considers the following fractional wave problem:
Dγ0+(u − u0 − tu1)−∆u = f in Ω× (0, T ),
u = 0 on ∂Ω× (0, T ),
u(·, 0) = u0 in Ω,
ut(·, 0) = u1 in Ω,
(1.1)
where 1 < γ < 2, Ω ⊂ Rd (d = 2, 3) is a polygon/polyhedron, and u0, u1 and
f are given functions. Here ut is the derivative of u with respect to the time
variable t, and Dγ0+ is a Riemann-Liouville fractional differential operator of
order γ.
In the last two decades, the numerical treatment to time fractional diffusion-
wave partial differential equations has been an active research area. The main
difference of these numerical methods is how to discretize the fractional deriva-
tives. So far, there are three approaches to discretize the fractional derivatives:
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the finite difference method, the spectral method, and the finite element method.
For the first class of algorithms that use the finite difference method to discretize
the fractional derivatives, we refer the reader to [17, 32, 31, 28, 14, 8, 3, 10, 2, 26]
and the references therein. These algorithms are easy to implement, but are gen-
erally of low temporal accuracy. For the second class of algorithms that use the
spectral method to discretize the fractional derivatives, we refer the reader to
[13, 34, 35, 36, 38, 30, 12]. These algorithms have high-order accuracy if the
solution is sufficiently regular. Since singularity is an important feature of time
fractional diffusion-wave problems, the high-order accuracy of these algorithms
is limited. Besides, the algorithms often lead to large scale dense systems to
solve. For the third class of algorithms that use the finite element method to
discretize fractional derivatives, we refer the reader to [22, 19, 23, 15, 20, 21, 18].
Similar to the first class of algorithms, the discrete systems arising from these
algorithms are solved successively in the time direction. Furthermore, these al-
gorithms possess high-order accuracy, and if the solution has singularity, these
algorithms can also have high-order accuracy by using graded grids in the time
discretization.
Due to the nonlocal property of fractional derivatives, the history informa-
tion has to be stored to compute the solution at each stage [37, 7]. Hence the
storage and computing cost to solve a time fractional wave problem is signifi-
cantly more expensive than that to solve a standard wave problem. A natural
idea is to develop high-order temporal accuracy algorithms. However, it is well
known that time fractional wave problems generally have singularity at t = 0,
despite how regular the initial and boundary data are. This makes develop-
ing high-order accuracy algorithms more challenging. As mentioned earlier, the
finite difference methods generally only have low temporal accuracy. Besides,
the high-order accuracy of the spectral method is limited by the singularity of
the time fractional wave problems. This motivates us to develop high-order
accuracy methods that can also tackle the singularity at t = 0.
In this paper, we propose a space-time finite element method for the frac-
tional wave problem (1.1). This method employs a Petrov-Galerkin type time-
stepping scheme to discretize the fractional derivative, which uses continuous
piecewise polynomials (of degree 6 m) as trial functions and totally discontin-
uous piecewise polynomials (of degree 6 m− 1) as test functions. We establish
the stability of this method and derive two a priori error estimates under a rea-
sonable regularity assumption on the solution. The estimates show that the pro-
posed method possesses temporal accuracy orderm in theH1(0, T ;L2(Ω))-norm
and temporal accuracy order m− 1/2 (m > 2) in the discrete L∞(0, T ;H10 (Ω))-
norm, provided the solution is sufficiently regular. Furthermore, we use the two
estimates to analyze the convergence rates of this method in the case that the
solution has singularity at t = 0, indicating that using suitable graded grids
in the time discretization can still achieve temporal accuracy order m in the
H1(0, T ;L2(Ω))-norm. Finally, we note that our analysis is quite different from
that of the aforementioned third class of algorithms with the finite element dis-
cretization for the fractional derivatives, and the techniques developed in this
paper can also be used to analyze other time fractional diffusion-wave problems.
The rest of this paper is organized as follows. Section 2 introduces some
vector valued spaces, the Riemann-Liouville fractional calculus operators, and
the weak form to problem (1.1). Section 3 describes a space-time finite element
method, and Section 4 investigates its stability and convergence. Section 5
2
performs some numerical experiments to verify the theoretical results.
2 Preliminaries
We first introduce some vector valued spaces. Let X be a separable Hilbert
space with an inner product (·, ·)X and an orthonormal basis {ej : j ∈ N}, and
let O = (a, b) be an interval. For 0 < α <∞, define
Hα(O;X) :=
v ∈ L2(O;X) :
∞∑
j=0
‖(v, ej)X‖
2
Hα(O) <∞

and endow this space with the norm
‖·‖Hα(O;X) :=
 ∞∑
j=0
‖(·, ej)X‖
2
Hα(O)
1/2 ,
where L2(O;X) is an X-valued Bochner L2 space. If 0 < α < 1/2, we also
introduce the following two norms:
|v|Hα(O;X) :=
 ∞∑
j=0
|(v, ej)X |
2
Hα(O)
1/2 ,
|||v|||Hα(O;X) := inf
v˜∈Hα((−∞,b);X)
v˜|O=v
|v˜|Hα((−∞,b);X) ,
for all v ∈ Hα(O;X). Here, Hα(O) is a standard Sobolev space (see [29]), and
|v|Hα(O) :=
(∫
R
|ξ|2α |F(vχO)(ξ)|
2 dξ
)1/2
for each v ∈ Hα(O) with 0 < α < 1/2, where F : L2(R)→ L2(R) is the Fourier
transform operator and χO is the indicator function of the interval O. Moreover,
for 0 < α < 1/2, we use H−α(O;X) to denote the dual space of Hα(O;X),
where Hα(O;X) is endowed with the norm |·|Hγ0 (O;X). For v ∈ H
i(O;X) with
i ∈ N>0, we use v(i) to denote its ith weak derivative, and v(1) and v(2) are
abbreviated to v′ and v′′, respectively.
Additionally, for 0 6 δ < 1, define
L2δ(O;X) :=
{
v ∈ L1(O;X) : ‖v‖L2δ(O;X)
<∞
}
,
where
‖v‖L2δ(O;X)
:=
(∫
O
|t|δ ‖v(t)‖2X dt
)1/2
.
Conventionally, C(O;X) is the set of all X-valued continuous functions defined
on O, and Pj(O;X) is the set of all X-valued polynomials defined on O of degree
6 j. For convenience, ‖·‖L2δ(O;R)
and Pj(O;R) are abbreviated to ‖·‖L2δ(O)
and
Pj(O), respectively.
Now we introduce the Riemann-Liouville fractional calculus operators. Let
X be a Banach space and let −∞ 6 a < b 6∞.
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Definition 2.1. For 0 < α <∞, define(
Iα,Xa+ v
)
(t) :=
1
Γ(α)
∫ t
a
(t− s)α−1v(s) ds, t ∈ (a, b),(
Iα,Xb− v
)
(t) :=
1
Γ(α)
∫ b
t
(s− t)α−1v(s) ds, t ∈ (a, b),
for all v ∈ L1(a, b;X), where Γ(·) is the gamma function.
Definition 2.2. For j − 1 < α < j with j ∈ N>0, define
Dα,Xa+ := D
j Ij−α,Xa+ ,
Dα,Xb− := (−1)
j Dj Ij−α,Xb− ,
where D is the first-order differential operator in the distribution sense.
Above L1(a, b;X) is a standard X-valued Bochner L1 space. For convenience,
we shall simply use Iαa+, I
α
b−, D
α
a+ and D
α
b−, without indicating the underlying
Banach space X .
Finally, let us define the weak solution to problem (1.1). Throughout this
paper, we assume that u0 ∈ H
1
0 (Ω), u1 ∈ L
2(Ω), and f ∈ H−γ0(0, T ;L2(Ω)),
where γ0 = (γ − 1)/2 and H−γ0(0, T ;L2(Ω)). We call
u ∈ H1+γ0(0, T ;L2(Ω)) ∩ L2(0, T ;H10(Ω))
a weak solution to problem (1.1), if u(0) = u0 and〈
Dγ0+(u− u0 − tu1), v
〉
Hγ0 (0,T ;L2(Ω))
+ 〈∇u,∇v〉Ω×(0,T )
= 〈f, v〉Hγ0 (0,T ;L2(Ω))
(2.1)
for all v ∈ Hγ0(0, T ;L2(Ω)) ∩ L2(0, T ;H10 (Ω)). Above and throughout, if D is
a Lebesgue measurable set of Rl (l = 1, 2, 3, 4) then the symbol 〈p, q〉D means∫
D
pq, and if X is a Banach space then 〈·, ·〉X means the duality pairing between
X∗ (the dual space of X) and X .
3 Discretization
For σ > 1 and J ∈ N>0, define
tj := (j/J)
σT for all 0 6 j 6 J,
and we use τ to abbreviate τJ . when For each 1 6 j 6 J , set τj := tj − tj−1
and Ij := (tj−1, tj). Notice that
⋃
{Ij} is an equidistributed grid if σ = 1 and a
graded grid if σ > 1. Let Kh be a triangulation of Ω consisting of d-simplexes,
and we use h to denote the maximum diameter of the elements in Kh. Define
Sh :=
{
vh ∈ H
1
0 (Ω) : vh|K ∈ Pn(K), ∀K ∈ Kh
}
,
Σh :=
{
vh ∈ H
1(Ω) : vh|K ∈ Pn(K), ∀K ∈ Kh
}
,
Mh,τ :=
{
V ∈ H1(0, T ;Sh) : V |Ij ∈ Pm(Ij ;Sh), ∀ 1 6 j 6 J
}
,
Wh,τ :=
{
V ∈ L2(0, T ;Sh) : V |Ij ∈ Pm−1(Ij ;Sh), ∀ 1 6 j 6 J
}
,
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where m,n ∈ N>0.
Now, inspired by the weak formulation (2.1), we construct a space time finite
element method as follows: seek U ∈Mh,τ such that U(0) = Rhu0 and〈
Dγ0+(U − U(0)− tΠhu1), V
〉
Hγ0 (0,T ;L2(Ω))
+ 〈∇U,∇V 〉Ω×(0,T )
= 〈f, V 〉Hγ0 (0,T ;L2(Ω))
(3.1)
for all V ∈ Wh,τ , where Πh is the L2(Ω)-orthogonal projection operator onto
Σh, and Rh : H
1
0 (Ω)→ Sh is defined by
〈∇(v −Rhv),∇vh〉Ω = 0, ∀ v ∈ H
1
0 (Ω), ∀ vh ∈ Sh.
Remark 3.1. Given V ∈Mh,τ , a straightforward calculation yields that〈
Dγ0+
(
V − V (0)
)
, ϕ
〉
=
〈
I2−γ0+ (V − V (0)), ϕ
′′
〉
(0,T )
=
〈
V − V (0), I2−γT− ϕ
′′
〉
(0,T )
=
〈
V − V (0),
(
I2−γT− ϕ
)′′〉
(0,T )
= −
〈
V ′,
(
I2−γT− ϕ
)′〉
(0,T )
=
J∑
j=1
〈
V ′′, I2−γT− ϕ
〉
Ij
+
J−1∑
j=1
[[V ′j ]] I
2−γ
T− ϕ(tj)
for any ϕ ∈ C∞0 (0, T ), where [[V
′
j ]] := limt→tj+ V
′(t) − limt→tj− V
′(t). Setting
Z ∈ L1((0, T );Sh) by
Z|Ij := (V |Ij )
′′ for all 1 6 j 6 J,
we obtain
J∑
j=1
〈
V ′′, I2−γT− ϕ
〉
Ij
=
〈
Z, I2−γT− ϕ
〉
(0,T )
=
〈
I2−γ0+ Z,ϕ
〉
(0,T )
.
Additionally, a simple computing gives
J−1∑
j=1
[[V ′j ]] I
2−γ
T− ϕ(tj) =
〈
J−1∑
j=1
[[V ′j ]]ωj , ϕ
〉
(0,T )
,
where
ωj :=
{
0 if 0 < t < tj ,
(t−tj)
1−γ
Γ(2−γ) if tj < t < T.
Consequently,
〈
Dγ0+
(
V − V (0)
)
, ϕ
〉
=
〈
I2−γ0+ Z +
J−1∑
j=1
[[V ′j ]]ωj , ϕ
〉
(0,T )
for all ϕ ∈ C∞0 (0, T ), which indicates
Dγ0+
(
V − V (0)
)
= I2−γ0+ Z +
J−1∑
j=1
[[V ′j ]]ωj.
Remark 3.2. SinceWh,τ is totally discontinuous, we can solve U |Ij successively
from j = 1 to j = J .
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4 Stability and Convergence
For convenience, a . b means that there exists a positive constant C, depending
only on γ, T , m, n, or the shape regularity of Kh, such that a 6 Cb, and a ∼ b
means a . b . a. Moreover, if the symbol C has subscript(s), then it means a
positive constant that depends only its subscript(s) unless otherwise stated, and
its value may differ at each of its occurrence(s). For example, Cγ,T is a positive
constant that depends only on γ and T , and its value may differ at different
places.
4.1 Two Interpolation Operators
Let X be a separable Hilbert space. For each v ∈ C((0, T ];X), define PXτ v by
(
PXτ v
)∣∣
Ij
∈ Pm−1(Ij ;X), lim
t→t−j
(
PXτ v
)
(t) = v(tj),〈
v − PXτ v, q
〉
Ij
= 0 for all q ∈ Pm−2(Ij),
for all 1 6 j 6 J , where P−1(I) := ∅ in the case of m = 1. For any v ∈
H1+γ0(0, T ;X), define QXτ v ∈ C([0, T ];X) by
(QXτ v)(0) = v(0),(
QXτ v
)
|Ij ∈ Pm(Ij ;X) for all 1 6 j 6 J,〈
D2γ00+
(
v −QXτ v
)′
, wτ
〉
Hγ0 (0,T )
= 0 for all wτ ∈Wτ ,
where
Wτ :=
{
wτ ∈ L
2(0, T ) : wτ |Ij ∈ Pm−1(Ij), ∀ 1 6 j 6 J
}
.
For simplicity, we shall suppress the superscript X of QXτ and P
X
τ when no
confusion will arise.
Remark 4.1. Clearly, Lemma A.2 implies that QXτ is well-defined.
Lemma 4.1 ([25]). If 1 6 j 6 J and v ∈ Hm(Ij), then
‖v − Pτv‖L2(Ij) + τj ‖v − Pτv‖H1(Ij) . τ
m
j ‖v‖Hm(Ij) .
Lemma 4.2 ([29]). If 0 < α < 1/2, then
C1 ‖v‖Hα(0,1) 6 |v|Hα(0,1) 6 C2 ‖v‖Hα(0,1)
for all v ∈ Hα(0, 1), and
C3 |v|Hα(R) 6
(∫
R
∫
R
|v(s)− v(t)|2
|s− t|1+2α
ds dt
) 1
2
6 C4 |v|Hα(R)
for all v ∈ Hα(R), where C1, C2, C3 and C4 are four positive constants that
depend only on α.
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Lemma 4.3. If 0 < α < 1/2 and v ∈ Hα(0, T ) with v′ ∈ L1(0, T ), then
|v − Pτv|Hα(0,tj) 6 Cα,γ
(
j∑
i=1
τ2−2αi inf
06δ<1
t−δi
1− δ
∥∥(v − Pτv)′∥∥2L2δ(Ii)
) 1
2
for each 1 6 j 6 J .
Proof. Setting g := (I − Pτ )v, by Lemma 4.2 we only need to prove
E1 + E2 + E3 6 Cα,γ
j∑
i=1
τ2−2αi inf
06δ<1
t−δi
1− δ
‖(v − Pτv)
′‖
2
L2δ(Ii)
, (4.1)
where
E1 =
j∑
i=1
∫ ti
ti−1
dt
∫ ti
ti−1
|g(t)− g(s)|2 |t− s|−1−2α ds,
E2 =
j∑
i=1
j∑
l=i+1
∫ ti
ti−1
dt
∫ tl
tl−1
|g(t)− g(s)|2 |t− s|−1−2α ds,
E3 =
∫ tj
0
|g(t)|2
(∫ ∞
tj
(s− t)−1−2α ds+
∫ 0
−∞
(t− s)−1−2α ds
)
dt.
Let us first observe that a straightforward calculation yields
j∑
i=1
j∑
l=i+1
∫ ti
ti−1
dt
∫ tl
tl−1
g2(t) |t− s|−1−2α ds
=
1
2α
j∑
i=1
j∑
l=i+1
∫ ti
ti−1
g2(t)
(
(tl−1 − t)
−2α − (tl − t)
−2α
)
dt
6
1
2α
j−1∑
i=1
∫ ti
ti−1
g2(t)(ti − t)
−2α dt
and
j∑
i=1
j∑
l=i+1
∫ ti
ti−1
dt
∫ tl
tl−1
g2(s) |t− s|−1−2α ds
=
1
2α
j∑
i=1
j∑
l=i+1
∫ tl
tl−1
g2(s)
(
(s− ti)
−2α − (s− ti−1)
−2α
)
ds
6
1
2α
j∑
l=2
∫ tl
tl−1
g2(s)(s− tl−1)
−2α ds.
It follows that
E2 6
1
α
j∑
i=1
∫ ti
ti−1
g2(t)
(
(ti − t)
−2α + (t− ti−1)
−2α
)
dt.
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In addition, it is evident that
E3 6
1
2α
j∑
i=1
∫ ti
ti−1
g2(t)
(
(ti − t)
−2α + (t− ti−1)
−2α
)
dt.
Therefore, using Lemma B.1 yields
E2 + E3 6
3
2α
j∑
i=1
∫ ti
ti−1
g2(t)
(
(ti − t)
−2α + (t− ti−1)
−2α
)
dt
6 Cα,γ
j∑
i=1
τ2−2αi inf
06δ<1
t−δi
1− δ
‖g′‖
2
L2δ(Ii)
.
As Lemma B.1 also implies
E1 6 Cα
j∑
i=1
τ2−2αi inf
06δ<1
t−δi
1− δ
‖g′‖
2
L2δ(Ii)
,
we readily obtain (4.1) and thus conclude the proof. 
Lemma 4.4. Define
v(t) := tr, 0 < t < T,
where 1 < r 6 m+ 1/2 and r 6∈ N. If σ = 1, then
j∑
i=1
τ3−γi inf
06δ<1
t−δi
1− δ
∥∥∥(v′ − Pτv′)′∥∥∥2
L2δ(Ii)
6 Cr,m,γ,TJ
−(2r−γ). (4.2)
If σ > σ∗, then
j∑
i=1
τ3−γi inf
06δ<1
t−δi
1− δ
∥∥∥(v′ − Pτv′)′∥∥∥2
L2δ(Ii)
6 Cr,m,γ,σ,TJ
−(2m+1−γ) (4.3)
for each 1 6 j 6 J , where
σ∗ :=
2m+ 1− γ
2r − γ
.
Proof. Since the proof of (4.2) is a trivial modification of that of (4.3), we only
prove the latter. A standard scaling argument yields
‖(Pτv
′)′‖L2
δ0
(I1)
6 Cr ‖v
′′‖L2
δ0
(I1)
6 Crτ
(2r+δ0−3)/2
1 ,
where
δ0 :=
{
1/2 if r > 3/2,
2− r if 1 < r < 3/2.
It follows that
τ3−γ1 inf
06δ<1
t−δ1
1− δ
‖(v′ − Pτv
′)′‖
2
L2δ(I1)
6 τ3−γ1
τ−δ01
1− δ0
‖(v′ − Pτv
′)′‖
2
L2δ0
(I1)
6 Crτ
2r−γ
1 .
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Therefore, by the evident estimate
τ2r−γ1 6 Cr,γ,σ,TJ
−(2m+1−γ),
we obtain
τ3−γ1 inf
06δ<1
t−δ1
1− δ
‖(v′ − Pτv
′)′‖
2
L2δ(I1)
6 Cr,γ,σ,TJ
−(2m+1−γ). (4.4)
In addition, Lemma 4.1 implies
j∑
i=2
τ3−γi inf
06δ<1
t−δi
1− δ
‖(v′ − Pτv
′)′‖
2
L2δ(Ii)
6
j∑
i=2
τ3−γi ‖(v
′ − Pτv
′)′‖
2
L2(Ii)
6 Cm
j∑
i=2
τ
3−γ+2(m−1)
i
∫ ti
ti−1
t2(r−m−1) dt.
Then, by the inequality
τi < σ2
σ−1J−1T 1/σt
1−1/σ
i−1 , 2 6 i 6 j,
we obtain
j∑
i=2
τ3−γi inf
06δ<1
t−δi
1− δ
‖(v′ − Pτv
′)′‖
2
L2δ(Ii)
6 Cm,γ,σ,TJ
−(2m+1−γ)
∫ tj
t1
t2(r−m−1)+(1−1/σ)(2m+1−γ) dt
6 Cr,m,γ,σ,TJ
−(2m+1−γ).
(4.5)
Finally, combining (4.4) and (4.5) yields (4.3) and thus proves the lemma.

Lemma 4.5. If γ0 6 β <∞ and v ∈ Hα(0, T ) with 0 6 α < 1/2, then
inf
wτ∈Wτ
∣∣∣∣∣∣∣∣∣Iβtj− v − wτ ∣∣∣∣∣∣∣∣∣
Hγ0 (0,tj)
6 Cα,β,m,γ,σ,T τ
min{α+β−γ0,m−γ0}
j |v|H̺(0,tj)
(4.6)
for each 1 6 j 6 J , where
̺ := min
{
α,max{0,m− β}
}
.
Proof. Let J∗ be the smallest integer such that T/J∗ 6 τ1, and define
W ∗τ :=
{
wτ ∈ L
2(−T, T ) : wτ |Ii ∈ Pm−1(Ii), −(J
∗ − 1) 6 i 6 J
}
,
where
Ii :=
(
i− 1
J∗
T,
i
J∗
T
)
for all −(J∗ − 1) 6 i 6 0.
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Extending v to (−T, 0) by zero, by the definition of the norm |||·|||Hγ0 (0,tj) we
obtain
inf
wτ∈Wτ
∣∣∣∣∣∣∣∣∣Iβtj− v − wτ ∣∣∣∣∣∣∣∣∣
Hγ0 (0,tj)
6 inf
wτ∈W∗τ
∣∣∣∣∣∣∣∣∣Iβtj− v − wτ ∣∣∣∣∣∣∣∣∣
Hγ0 (−T,tj)
6 inf
wτ∈W∗τ
∣∣∣Iβtj− v − wτ ∣∣∣
Hγ0 (−T,tj)
,
so that
inf
wτ∈Wτ
∣∣∣∣∣∣∣∣∣Iβtj− v − wτ ∣∣∣∣∣∣∣∣∣Hγ0 (0,tj) 6 Cγ,T infwτ∈W∗τ
∥∥∥Iβtj− v − wτ∥∥∥Hγ0 (−T,tj) ,
by Lemma 4.2. Additionally, a standard scaling argument yields∥∥∥Iβtj− v∥∥∥Hmin{α+β,m}(−T,tj) 6 Cα,β,m,T |v|H̺(−T,tj) = Cα,β,m,T |v|H̺(0,tj) ,
by Lemmas A.4 and 4.2. Therefore, (4.6) follows from the standard approxima-
tion estimate (see [1, Chapter 14])
inf
wτ∈W∗τ
∥∥∥Iβtj− v − wτ∥∥∥
Hγ0 (−T,tj)
6 Cα,β,m,γ,σ,T τ
min{α+β−γ0,m−γ0}
j
∥∥∥Iβtj− v∥∥∥
Hmin{α+β,m}(−T,tj)
.
This concludes the proof of the lemma. 
Remark 4.2. Observe that the constant in (4.6) is independent of tj, which is
crucial in our analysis.
Lemma 4.6. If v ∈ H1+γ0(0, T ) and v′ ∈ C(0, T ], then
|(v −Qτv)
′|Hγ0 (0,tj) . |(I − Pτ )v
′|Hγ0 (0,tj) , (4.7)
‖(v −Qτv)
′‖L2(0,tj) . τ
γ0
j |(I − Pτ )v
′|Hγ0 (0,tj) , (4.8)
‖v −Qτv‖L2(0,tj) . τ
min{1+γ0,m−γ0}
j |(I − Pτ )v
′|Hγ0 (0,tj) , (4.9)
‖v −Qτv‖H−γ0 (0,tj) . τ
min{γ,m−γ0}
j |(I − Pτ )v
′|Hγ0 (0,tj) , (4.10)
for each 1 6 j 6 J . Moreover, if m > 2, then
|(v −Qτv)(tj)| . τ
1/2+γ0
j |(I − Pτ )v
′|Hγ0 (0,tj) . (4.11)
Proof. Set g := v−Qτv and let us first prove (4.7). Observing that the definition
of Qτ implies 〈
D2γ00+ (v −Qτv)
′, (Qτv)
′ − Pτv
′
〉
Hγ0 (0,tj)
= 0,
we obtain 〈
D2γ00+
(
(Qτv)
′ − Pτv
′
)
, (Qτv)
′ − Pτv
′
〉
Hγ0 (0,tj)
=
〈
D2γ00+ (v
′ − Pτv
′), (Qτv)
′ − Pτv
′
〉
Hγ0 (0,tj)
.
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Therefore, using Lemma A.2 yields
|(Qτv)
′ − Pτv
′|Hγ0 (0,tj) . |(I − Pτ )v
′|Hγ0 (0,tj) ,
and so (4.7) follows from the triangle inequality
|g′|Hγ0 (0,tj) 6 |(Qτv)
′ − Pτv
′|Hγ0 (0,tj) + |(I − Pτ )v
′|Hγ0 (0,tj) .
Then let us prove (4.8). Since Lemma A.2 implies
‖g′‖
2
L2(0,tj)
=
〈
g′,D2γ0tj− I
2γ0
tj− g
′
〉
(0,tj)
=
〈
D2γ00+ g
′, I2γ0tj− g
′
〉
Hγ0 (0,tj)
,
the definition of Qτ implies that
‖g′‖
2
L2(0,tj)
=
〈
D2γ00+ g
′, I2γ0tj− g
′ − wτ
〉
Hγ0 (0,tj)
for all wτ ∈ Wτ . Therefore, by Lemmas A.3 and 4.5 we obtain
‖g′‖
2
L2(0,tj)
. |g′|Hγ0 (0,tj) infwτ∈Wτ
∣∣∣∣∣∣∣∣∣I2γ0tj− g′ − wτ ∣∣∣∣∣∣∣∣∣
Hγ0 (0,tj)
. |g′|Hγ0 (0,tj) τ
γ0
j ‖g
′‖L2(0,tj) .
It follows that
‖g′‖L2(0,tj) . τ
γ0
j |g
′|Hγ0 (0,tj) ,
which, together with (4.7), proves estimate (4.8).
Analogously, we can obtain (4.9) and (4.10). Since g(0) = 0, using integra-
tion by parts gives
|g(tj)|
2
=
∫ tj
0
2g(t)g′(t) dt 6 2 ‖g‖L2(0,tj) ‖g
′‖L2(0,tj) .
Therefore, combining (4.8) and (4.9) proves (4.11). This completes the proof.

Lemma 4.7. If m = 1 and v ∈ H1+γ0(0, T ), then
|(v −Qτv)(tj)|
|(v −Qτv)′|Hγ0 (0,tj)
.

τ
γ0+1/2
j if γ0 < 1/4,√
1 + ln(tj/τj) τ
1−γ0
j if γ0 = 1/4,
τ1−γ0j if γ0 > 1/4,
(4.12)
for each 1 6 j 6 J .
Proof. Putting
G(t) :=
(tj − t)2γ0
Γ(1− 2γ0)
, 0 < t < tj ,
by a direct computing we obtain
(v −Qτv)(tj) =
〈
D2γ00+ (v −Qτv)
′, G
〉
Hγ0 (0,tj)
.
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From the definition of Qτ it follows that
(v −Qτv)(tj) =
〈
D2γ00+ (v −Qτv)
′, G− wτ
〉
Hγ0 (0,tj)
for all wτ ∈ Wτ . Hence Lemma A.2 implies
|(v −Qτv)(tj)| . |(v −Qτv)
′|Hγ0 (0,tj) infwτ∈Wτ
|G− wτ |Hγ0 (0,tj) .
By the similar techniques as that used in Lemmas 4.3 and 4.4, a tedious but
straightforward calculation yields
inf
wτ∈Wτ
|G− wτ |Hγ0 (0,tj) .

τ
γ0+1/2
j if γ0 < 1/4,√
1 + ln(tj/τj) τ
1−γ0
j if γ0 = 1/4,
t
2γ0−1/2
j τ
1−γ0
j if γ0 > 1/4.
Combining the above two estimates gives (4.12) and thus concludes the proof.

4.2 Main Results
In the rest of this paper, we assume that u and U are the solutions to problem
(2.1) and (3.1), respectively. Moreover, for each 1 6 j 6 J we define ǫj as
follows: if m = 1 then set
ǫj :=

τ
1/2+γ0
j if γ0 < 1/4,√
1 + ln(tj/τj) τ
1−γ0
j if γ0 = 1/4,
τ1−γ0j if γ0 > 1/4,
and if m > 2 then set
ǫj := τ
1/2+γ0
j .
Theorem 4.1. It holds that
|U ′|Hγ0 (0,tj ;L2(Ω)) + ‖U(tj)‖H10 (Ω)
. ‖u0‖H1
0
(Ω) + t
1/2−γ0
j ‖u1‖L2(Ω) + ‖f‖H−γ0 (0,tj ;L2(Ω))
(4.13)
for each 1 6 j 6 J .
Remark 4.3. Due to the linearity of (3.1), the above theorem also implies the
unique existence of U .
Remark 4.4. We recall that H−γ0(0, tj;L
2(Ω)) is the dual space of Hγ0(0, tj ;L
2(Ω)),
where Hγ0(0, tj;L
2(Ω)) is endowed with the norm |·|Hγ0 (0,tj ;L2(Ω)). Using the
same technique as that used in the proof of Lemma 4.9, we easily derive that
L22γ0(0, tj ;L
2(Ω)) ⊂ H−γ0(0, tj ;L
2(Ω)).
This indicates that even if f has singularity at t = 0, problem (3.1) may also be
stable. Moreover, since
|v|Hγ0 (0,tj ;L2(Ω)) = |v|Hγ0 (0,T ;L2(Ω))
for all v ∈ Hγ0(0, T ;L2(Ω)) such that v|(tj ,T ) = 0, we obtain
‖f‖H−γ0 (0,tj ;L2(Ω)) 6 ‖f‖H−γ0 (0,T ;L2(Ω)) .
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Theorem 4.2. If u ∈ H1+γ0(0, T ;H10 (Ω) ∩H
2(Ω)) and u′′ ∈ L1(0, T ;H2(Ω)),
then
‖(u − U)(tj)‖H1
0
(Ω) . ηj,1 + ηj,2 + ηj,3 + ηj,5, (4.14)
‖(u − U)′‖L2(0,tj ;L2(Ω)) . ηj,4 + t
γ0
j (ηj,2 + ηj,5), (4.15)
for each 1 6 j 6 J , where
ηj,1 := ‖(I −Rh)u(tj)‖H1
0
(Ω) ,
ηj,2 := |(I −Rh)u
′|Hγ0 (0,tj ;L2(Ω)) ,
ηj,3 := ǫj
(
j∑
i=1
τ2−2γ0i inf
06δ<1
t−δi
1− δ
∥∥∥((I − Pτ )Rhu′)′∥∥∥
L2δ(0,tj ;H
1
0
(Ω))
)1/2
,
ηj,4 := τ
γ0
j
(
j∑
i=1
τ2−2γ0i inf
06δ<1
t−δi
1− δ
∥∥∥((I − Pτ )Rhu′)′∥∥∥
L2δ(Ii,L
2(Ω))
)1/2
,
ηj,5 := τ
min{γ,m−γ0}
j
(
j∑
i=1
τ2−2γ0i inf
06δ<1
t−δi
1− δ
∥∥∥((I − Pτ )∆u′)′∥∥∥2
L2δ(Ii;L
2(Ω))
)1/2
.
4.2.1 High Regularity Case
By Theorem 4.2, Lemma 4.1 and the standard estimate that ([4])
‖(I −Rh)v‖L2(Ω) + h ‖(I −Rh)v‖H1
0
(Ω) . h
n+1 ‖v‖Hn+1(Ω)
for all v ∈ H10 (Ω) ∩ H
n+1(Ω), we readily conclude the following convergence
estimates.
Theorem 4.3. If
u ∈ Hm+1(0, T ;H10(Ω) ∩H
2(Ω)) ∩H1+γ0(0, T ;H10 (Ω) ∩H
n+1(Ω)),
then
‖(u − U)(tj)‖H1
0
(Ω) . νj,1 + νj,3 + νj,4 + νj,5
‖(u− U)′‖L2(0,tj ;L2(Ω)) . νj,2 + t
γ0
j (νj,3 + νj,5) (4.16)
for each 1 6 j 6 J , where
νj,1 := h
n ‖u(tj)‖Hn+1(Ω) ,
νj,2 := τ
m
j ‖u‖Hm+1(0,tj ,H10 (Ω))
,
νj,3 := h
n+1 |u′|Hγ0 (0,tj ;Hn+1(Ω)) ,
νj,4 := ǫjτ
m−γ0
j ‖u‖Hm+1(0,tj ;H10 (Ω))
,
νj,5 := τ
min{γ,m−γ0}−γ0+m
j ‖u‖Hm+1(0,tj ;H2(Ω)) .
Remark 4.5. Assume that u is sufficiently regular. The above theorem indicates
the following results. If m = 1 then
max
16j6J
‖(u− U)(tj)‖H1
0
(Ω) = O(h
n) +

O
(
J−3/2
)
if γ0 < 1/4,
O
(
(ln J)1/2J−3/2
)
if γ0 = 1/4,
O
(
J−2(1−γ0)
)
if γ0 > 1/4.
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If m > 2 then
max
16j6J
‖(u− U)(tj)‖H1
0
(Ω) = O (h
n) +O
(
J−m−1/2
)
.
Moreover,
‖(u− U)′‖L2(0,T ;L2(Ω)) = O
(
hn+1
)
+O
(
J−m
)
for all m ∈ N>0.
4.2.2 Singularity Case
Let us first consider the following fractional ordinary problem:{
Dγ0+(y − c0 − tc1) + λy = g in (0, T ),
y(0) = c0, y
′(0) = c1,
(4.17)
where c0, c1 ∈ R, λ ∈ R>0, and g is a given function. It is well known that we
can turn the above problem into the following integral form:
y(t) = c0 + c1t+
1
Γ(γ)
∫ t
0
(t− s)γ−1
(
g(s)− λy(s)
)
ds, 0 < t < T.
Suppose that g is sufficiently smooth on [0, T ]. It is clear that if g(0) 6= λc0,
then y is dominated by
g(0)− λc0
Γ(1 + γ)
tγ
near t = 0. This motivates us to investigate the accuracy of U in the case that
u is of the form
u(x, t) = trφ(x), (x, t) ∈ Ω× (0, T ), (4.18)
where φ ∈ H10 (Ω) ∩H
n+1(Ω) and 1 < r 6 m+ 1/2 with r 6∈ N.
To this end, let us introduce εj for each 1 6 j 6 J as follows: if m = 1 then
define
εj :=

J−(1/2+γ0) if γ0 < 1/4,√
1 + ln(tj/τj)J
−(1−γ0) if γ0 = 1/4,
J−(1−γ0) if γ0 > 1/4,
and if m > 2 then define
εj := J
−(1/2+γ0).
We also set
σ∗ :=
2m+ 1− γ
2r − γ
. (4.19)
By Theorem 4.2 and Lemma 4.4, we easily obtain the following convergence
estimates.
Theorem 4.4. If σ = 1, then
‖(u− U)′‖L2(0,T ;L2(Ω)) 6 C1
(
hn+1 + J−(r−1/2)
)
, (4.20)
max
16j6J
‖(u− U)(tj)‖H1
0
(Ω) 6 C2(h
n + εjJ
−(r−1/2−γ0)). (4.21)
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Furthermore, if σ > σ∗, then
‖(u− U)′‖L2(0,T ;L2(Ω)) 6 C3
(
hn+1 + J−m
)
, (4.22)
max
16j6J
‖(u− U)(tj)‖H1
0
(Ω) 6 C4(h
n + εjJ
−(m−γ0)). (4.23)
Above C1, C2, C3 and C4 are four positive constants that depend only on m, n,
γ, σ, r, φ, T and the regularity of Kh.
4.3 Proofs of Theorems 4.1 and 4.2
Proof of Theorem 4.1. Inserting V = U ′χ(0,tj) into (3.1) yields〈
Dγ0+
(
U − U(0)− tΠhu1
)
, U ′
〉
Hγ0 (0,tj ;L2(Ω))
+ 〈∇U,∇U ′〉Ω×(0,tj)
= 〈f, U ′〉Hγ0 (0,tj ;L2(Ω)) +
〈
Dγ0+Πhu1, U
′
〉
Hγ0 (0,tj ;L2(Ω))
.
Since
Dγ0+(U − U(0)− tΠhu1) = D
2γ0
0+ (U
′ −Πhu1),
it follows that〈
D2γ00+
(
U ′Πhu1
)
, U ′
〉
Hγ0 (0,tj ;L2(Ω))
+ 〈∇U,∇U ′〉Ω×(0,tj)
= 〈f, U ′〉Hγ0 (0,tj ;L2(Ω)) +
〈
Dγ0+Πhu1, U
′
〉
Hγ0 (0,tj ;L2(Ω))
.
In addition, using integration by parts gives
2 〈∇U,∇U ′〉Ω×(0,tj) = ‖U(tj)‖
2
H1
0
(Ω) − ‖U(0)‖
2
H1
0
(Ω) ,
and Lemma A.2 implies〈
D2γ00+ U
′, U ′
〉
Hγ0 (0,tj ;L2(Ω))
∼ |U ′|
2
Hγ0 (0,tj ;L2(Ω))
,〈
D2γ00+ Πhu1, U
′
〉
Hγ0 (0,tj ;L2(Ω))
. |Πhu1|Hγ0 (0,tj ;L2(Ω)) |U
′|Hγ0 (0,tj ;L2(Ω)) .
Consequently,
|U ′|
2
Hγ0 (0,tj ;L2(Ω))
+ ‖U(tj)‖
2
H1
0
(Ω)
. ‖U(0)‖2H1
0
(Ω) + 〈f, U
′〉Hγ0 (0,tj ;L2(Ω)) + |Πhu1|Hγ0 (0,tj ;L2(Ω)) |U
′|Hγ0 (0,tj ;L2(Ω))
. ‖U(0)‖2H1
0
(Ω) +
(
‖f‖H−γ0 (0,Tj ;L2(Ω)) + |Πhu1|Hγ0 (0,tj ;L2(Ω))
)
|U ′|Hγ0 (0,tj ;L2(Ω)) .
By the Young’s inequality with ǫ, it follows that
|U ′|Hγ0 (0,tj ;L2(Ω)) + ‖U(tj)‖H10 (Ω)
. ‖U(0)‖H1
0
(Ω) + ‖f‖H−γ0 (0,tj ;L2(Ω)) + |Πhu1|Hγ0 (0,tj ;L2(Ω)) .
Therefore, (4.13) follows from the following evident estimates:
‖U(0)‖H1
0
(Ω) = ‖Rhu0‖H1
0
(Ω) 6 ‖u0‖H1
0
(Ω) ,
|Πhu1|Hγ0 (0,tj ;L2(Ω)) . t
1/2−γ0
j ‖u1‖L2(Ω) .
This completes the proof. 
To prove Theorem 4.2, let us first prove the following two lemmas.
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Lemma 4.8. If u ∈ H1+γ0(0, T ;H10 (Ω) ∩ H
2(Ω)) and u′′ ∈ L1(0, T ;H2(Ω)),
then
|(U −QτRhu)
′|Hγ0 (0,tj ;L2(Ω)) + ‖(U −QτRhu)(tj)‖H10 (Ω)
. ηj,2 + ηj,5
for each 1 6 j 6 J , where ηj,2 and ηj,5 are defined as that in Theorem 4.2.
Proof. Since
Dγ0+
(
u− U − (u− U)(0)− t(I −Πh)u1
)
= D2γ00+
(
(u− U)′ − (I −Πh)u1
)
,
combining (2.1) and (3.1) yields〈
D2γ00+
(
(u− U)′ − (I −Πh)u1
)
, θ′
〉
Hγ0 (0,tj ;L2(Ω))
+ 〈∇(u − U),∇θ′〉Ω×(0,tj) = 0,
where θ := U −QτRhu. Then, as the definition of Πh implies〈
D2γ00+ (I −Πh)u1, θ
′
〉
Hγ0 (0,tj ;L2(Ω))
= 0,
we obtain〈
D2γ00+
(
u− U
)′
, θ′
〉
Hγ0 (0,tj ;L2(Ω))
+ 〈∇(u− U),∇θ′〉Ω×(0,tj) = 0.
Therefore, a simple calculation gives〈
D2γ00+ θ
′, θ′
〉
Hγ0 (0,tj ;L2(Ω))
+ 〈∇θ,∇θ′〉Ω×(0,tj) = E1 + E2,
where
E1 :=
〈
D2γ00+ (u−QτRhu)
′, θ′
〉
Hγ0 (0,tj ;L2(Ω))
,
E2 := 〈∇(u −QτRhu),∇θ
′〉Ω×(0,tj) .
As the fact θ(0) = 0 implies
2 〈∇θ,∇θ′〉Ω×(0,tj) = ‖θ(tj)‖
2
H1
0
(Ω) ,
by Lemma A.2 we obtain
|θ′|
2
Hγ0 (0,tj ;L2(Ω))
+ ‖θ(tj)‖
2
H1
0
(Ω) . E1 + E2. (4.24)
Next, let us estimate E1 and E2. As the definition of Qτ indicates
E1 =
〈
D2γ00+ (u−Rhu)
′, θ′
〉
Hγ0 (0,tj ;L2(Ω))
,
using Lemma A.2 yields
E1 . |(I −Rh)u
′|Hγ0 (0,tj ;L2(Ω)) |θ
′|Hγ0 (0,tj ;L2(Ω)) . (4.25)
By the definitions of Rh and Qτ , a straightforward computing gives
E2 = 〈∇u−∇(Qτu),∇θ
′〉Ω×(0,tj) = −〈∆u−∆(Qτu), θ
′〉Ω×(0,tj)
= −〈(I −Qτ )∆u, θ
′〉Ω×(0,tj) ,
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so that Lemma 4.6 implies
E2 6 ‖(I −Qτ )∆u‖H−γ0 (0,tj ;L2(Ω)) |θ
′|Hγ0 (0,tj ;L2(Ω))
. τ
min{γ,m−γ0}
j |(I − Pτ )∆u
′|Hγ0 (0,tj ;L2(Ω)) |θ
′|Hγ0 (0,tj ;L2(Ω)) .
(4.26)
Finally, by the Young’s inequality with ǫ, combining (4.24), (4.25) and (4.26)
yields
|θ′|Hγ0 (0,tj ;L2(Ω)) + ‖θ(tj)‖H10 (Ω)
. |(I −Rh)u
′|Hγ0 (0,tj ;L2(Ω)) + τ
min{γ,m−γ0}
j |(I − Pτ )∆u
′|Hγ0 (0,tj;L2(Ω)) .
Therefore, using Lemma 4.3 proves Lemma 4.8. 
Lemma 4.9. If v ∈ Hγ0(0, t) with 0 < t <∞, then
‖v‖L2(0,t) 6 Cγt
γ0 |v|Hγ0 (0,t) . (4.27)
Proof. Extending v to R \ (0, t) by zero, by Lemma 4.2 we have∫
R
∫
R
|v(s)− v(τ)|2
|s− τ |1+2γ0
ds dτ 6 Cγ |v|
2
Hγ0 (R) = Cγ |v|
2
Hγ0 (0,t) .
Since a simple computing yields∫ t
0
s−2γ0v2(s) ds 6 2γ0
∫
R
∫
R
|v(s)− v(τ)|2
|s− τ |1+2γ0
ds dτ,
we obtain ∫ t
0
v2(s) ds < t2γ0
∫ t
0
s−2γ0v2(s) ds 6 Cγt
2γ0 |v|2Hγ0 (0,t) .
This proves (4.27) and thus completes the proof. 
Proof of Theorem 4.2. As the proof of (4.14) is trivial by Lemmas 4.8 and 4.6,
we only prove (4.15). To do so, we set
E1 := ‖(I −Rh)u
′‖L2(0,tj;L2(Ω)) ,
E2 := ‖(U −QτRhu)
′‖L2(0,tj ;L2(Ω)) ,
E3 :=
∥∥∥((I −Qτ )Rhu)′∥∥∥
L2(0,tj ;L2(Ω))
.
Since Lemma 4.9 implies
E1 . t
γ0
j |(I −Rh)u
′|Hγ0 (0,tj ;L2(Ω)) = t
γ0
j ηj,2,
E2 . t
γ0
j |(U −QτRhu)
′|Hγ0 (0,tj ;L2(Ω)) ,
by Lemma 4.8 we obtain
E1 + E2 . τ
γ0
j (ηj,2 + ηj,5).
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Also, by Lemmas 4.6 and 4.1,
E3 . τ
γ0
j
∣∣∣((I − Pτ )Rhu′)′∣∣∣
Hγ0 (0,tj ;L2(Ω))
. ηj,4.
As a consequence,
E1 + E2 + E3 . ηj,4 + τ
γ0
j (ηj,2 + ηj,5).
Therefore, (4.15) follows from the estimate
‖(u − U)′‖L2(0,tj ;L2(Ω)) 6 E1 + E2 + E3.
This completes the proof. 
5 Numerical Results
This section performs some numerical experiments in two-dimensional space to
verify the theoretical results. We set Ω := (0, 1)2, T := 1, and
u(x, t) := trxy(1− x)(1 − y), (x, t) ∈ Ω× (0, T ),
where r > 1. In addition, we introduce the following notations:
E1(U) := ‖(u− U)
′‖L2(0,T ;L2(Ω)) , E2(U) := max16j6J
‖(u− U)(tj)‖H1
0
(Ω) .
Experiment 1. This experiment verifies the spatial accuracy of U in the case
of γ = 1.5. To ensure that the spatial discretization is dominating, we set r = 2,
m = 2 and J = 64. The numerical results in Table 1 illustrate E1(U) = O(h
n+1)
and E2(U) = O(hn), which agrees well with Theorem 4.3.
1/h
n = 1 n = 2
E1(U) Order E2(U) Order E1(U) Order E2(U) Order
8 1.59e-3 – 3.02e-2 – 3.68e-5 – 2.11e-3 –
16 4.03e-4 1.98 1.52e-2 0.99 4.59e-6 3.00 5.31e-4 1.99
32 1.01e-4 2.00 7.60e-3 1.00 5.73e-7 3.00 1.33e-4 2.00
64 2.53e-5 2.00 3.80e-3 1.00 7.17e-8 3.00 3.32e-5 2.00
Table 1: γ = 1.5, r = 2, m = 2, σ = 1, J = 64.
Experiment 2. This experiment verifies the temporal accuracy indicated by
Theorem 4.3. We set n = 4 and h = 1/16 to ensure that the spatial error
is negligible. The numerical results displayed in Table 2 are summarized as
follows.
• The accuracy E1(U) = O(J−m) is well verified.
• For m = 1, the accuracy E2(U) = O(J
−1.2) in the case of γ = 1.8 is
verified, the numerical results about E2(U) in the case of γ = 1.5 also
agree with the theoretical accuracy O((ln J)1/2J−3/2), but in the case of
γ = 1.2 the numerical results illustrate E2(U) = O(J−2), which exceeds
the theoretical accuracy O(J−1.5).
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• For m = 2, the numerical results indicate that E2(U) = O(J−3), which
exceeds the theoretical accuracy O(J−2.5).
γ
m = 1 m = 2
J E1(U) Order E2(U) Order J E1(U) Order E2(U) Order
1.2
16 2.08e-3 – 2.51e-4 – 16 2.97e-5 – 6.50e-7 –
32 1.04e-3 1.00 6.12e-5 2.03 32 7.48e-6 1.99 8.02e-8 3.02
64 5.21e-4 1.00 1.49e-5 2.04 64 1.88e-6 1.99 1.00e-8 3.00
128 2.60e-4 1.00 3.60e-6 2.05 128 4.70e-7 2.00 1.25e-9 3.01
1.5
128 2.60e-4 – 7.72e-6 – 16 3.42e-5 – 1.71e-6 –
256 1.30e-4 1.00 2.91e-6 1.41 32 8.59e-6 1.99 2.07e-7 3.05
512 6.51e-5 1.00 1.07e-6 1.44 64 2.15e-6 2.00 2.52e-8 3.04
1024 3.26e-5 1.00 3.90e-7 1.46 128 5.38e-7 2.00 3.08e-9 3.03
1.8
128 2.62e-4 – 8.13e-5 – 16 4.13e-5 – 3.36e-6 –
256 1.31e-4 1.00 3.60e-5 1.18 32 1.03e-5 2.00 4.05e-7 3.05
512 6.54e-5 1.00 1.58e-5 1.19 64 2.59e-6 2.00 4.89e-8 3.05
1024 3.27e-5 1.00 6.91e-6 1.19 128 6.47e-7 2.00 5.93e-9 3.05
Table 2: r = 3, n = 4, h = 1/16, σ = 1.
Experiment 3. This experiment verifies the temporal accuracy implied by
Theorem 4.4. Here we set n = 4, h = 1/16 so that the spatial error is sufficiently
small. The numerical results are presented in Tables 3 and 4. Obviously, the
numerical results verifies well that E1(U) = O(J1/2−r) for σ = 1 and that
E1(U) = O(J
−m) for σ > σ∗. For m = 2, the accuracy E2(U) = O(J
−r) in
the case of σ = 1 is verified, but E2(U) = O(J−3) in the case of σ > σ∗ is also
observed, which exceeds the theoretical accuracy O(J−2.5). As for E2(U) in the
case of m = 1, we summarize as follows: in Table 3 the accuracies E2(U) =
O(J−1.1) for σ = 1 and E2(U) = O(J−1.5) for σ > σ∗ are verified; in Table 4,
the numerical results agree with the theoretical accuracies E2(U) = O(J−1.05)
for σ = 1 and E2(U) = O(J−1.4) for σ > σ∗.
σ
m = 1, r = 1.1 m = 2, r = 1.6
J E1(U) Order E2(U) Order J E1(U) Order E2(U) Order
1
32 4.23e-4 – 7.90e-5 – 32 4.92e-5 – 3.33e-6 –
64 2.80e-4 0.59 4.15e-5 0.93 64 2.30e-5 1.10 1.02e-6 1.70
128 1.85e-4 0.60 2.03e-5 1.03 128 1.07e-5 1.10 3.27e-7 1.65
256 1.22e-4 0.60 9.62e-6 1.07 256 5.00e-6 1.10 1.07e-7 1.62
2(σ∗)
32 1.38e-4 – 1.13e-5 – 16 1.57e-5 – 5.63e-7 –
64 7.03e-5 0.97 4.07e-6 1.47 32 4.12e-6 1.93 7.39e-8 2.93
128 3.56e-5 0.98 1.42e-6 1.52 64 1.07e-6 1.95 9.47e-9 2.96
256 1.80e-5 0.99 4.89e-7 1.54 128 2.75e-7 1.96 1.20e-9 2.98
2.1
32 1.34e-4 – 1.08e-5 – 16 1.54e-5 – 6.34e-7 –
64 6.80e-5 0.98 3.88e-6 1.47 32 4.00e-6 1.95 8.54e-8 2.89
128 3.43e-5 0.99 1.36e-6 1.51 64 1.02e-6 1.97 1.10e-8 2.96
256 1.72e-5 0.99 4.68e-7 1.54 128 2.59e-7 1.98 1.38e-9 2.99
Table 3: γ = 1.4, n = 4, h = 1/16.
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σ
m = 1, r = 1.15 m = 2, r = 1.65
J E1(U) Order E2(U) Order J E1(U) Order E2(U) Order
1
32 5.66e-4 – 1.83e-4 – 32 4.03e-5 – 2.76e-6 –
64 3.61e-4 0.65 9.12e-5 1.01 64 1.82e-5 1.15 8.28e-7 1.74
128 2.29e-4 0.65 4.29e-5 1.09 128 8.19e-6 1.15 2.58e-7 1.68
256 1.46e-4 0.65 1.97e-5 1.12 256 3.69e-6 1.15 8.18e-8 1.66
2(σ∗)
32 1.92e-4 – 4.61e-5 – 16 1.50e-5 – 8.75e-7 –
64 9.60e-5 1.00 1.84e-5 1.32 32 3.90e-6 1.94 1.08e-7 3.01
128 4.79e-5 1.00 7.21e-6 1.35 64 9.98e-7 1.97 1.36e-8 2.99
256 2.39e-5 1.00 2.78e-6 1.37 128 2.55e-7 1.97 1.71e-9 2.99
2.1
32 1.89e-4 – 4.49e-5 – 16 1.50e-5 – 9.68e-7 –
64 9.41e-5 1.00 1.80e-5 1.32 32 3.86e-6 1.96 1.25e-7 2.95
128 4.69e-5 1.01 7.05e-6 1.35 64 9.81e-7 1.98 1.58e-8 2.98
256 2.33e-5 1.01 2.72e-6 1.37 128 2.47e-7 1.99 1.99e-9 2.99
Table 4: γ = 1.6, n = 4, h = 1/16.
A Properties of Fractional Calculus Operators
Lemma A.1 ([27, 5, 24]). Let −∞ < a < b <∞. If 0 < α < β <∞, then
Iαa+ I
β
a+ = I
α+β
a+ , I
α
b− I
β
b− = I
α+β
b− ,
Dβa+ I
α
a+ = D
β−α
a+ , D
β
b− I
α
b− = D
β−α
b− .
Lemma A.2 ([6]). Assume that −∞ < a < b < ∞ and 0 < α < 1/2. If
v ∈ Hα(a, b), then∥∥Dαa+ v∥∥L2(a,b) 6 |v|Hα(a,b) ,∥∥Dαb− v∥∥L2(a,b) 6 |v|Hα(a,b) ,〈
Dαa+ v,D
α
b− v
〉
(a,b)
= cos(απ) |v|2Hα(a,b) ,〈
Dαa+ v,D
α
b− w
〉
(a,b)
6 |v|Hα(a,b) |w|Hα(a,b) ,〈
D2αa+ v, w
〉
Hα(a,b)
=
〈
Dαa+ v,D
α
b− w
〉
(a,b)
=
〈
D2αb− w, v
〉
Hα(a,b)
.
Lemma A.3. Suppose that −∞ < a < b < ∞ and 0 < α < 1/2. If v, w ∈
Hα(a, b), then 〈
Dαa+ v,D
α
b− w
〉
(a,b)
6 |v|Hα(a,b) |||w|||Hα(a,b) .
Proof. By the definition of |||·|||Hα(a,b), this lemma is a direct consequence of
Lemma A.2. 
Lemma A.4. If α ∈ [0, 1) \ {0.5} and 0 < β <∞, then∥∥∥Iβ1− v∥∥∥
Hα+β(0,1)
6 Cα,β ‖v‖Hα(0,1) (A.1)
for all v ∈ Hα0 (0, 1).
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Proof. The proof is a simple modification of that of [12, Lemma 5.7]. Let us
first prove that ∥∥∥Iβ1− w∥∥∥
Hβ(0,1)
6 Cβ ‖w‖L2(0,1) (A.2)
for all w ∈ L2(0, 1) and 0 < β < 1. Extending w to R\(0, 1) by zero, we define
G(t) :=
1
Γ(β/2)
∫ ∞
t
(s− t)β/2−1w(s) ds, −∞ < t <∞.
Since 0 < β/2 < 1/2, a routine calculation yields G ∈ L2(R), and then [27,
Theorem 7.1] implies
FG(ξ) = (−iξ)−β/2Fw(ξ), −∞ < ξ <∞,
where F : L2(R) → L2(R) is the Fourier transform operator, and i is the
imaginary unit. From the well-known Plancherel Theorem it follows
‖G‖Hβ/2(R) 6 Cβ ‖w‖L2(0,1) ,
and hence ∥∥∥Iβ/21− w∥∥∥
Hβ/2(0,1)
6 Cβ ‖w‖L2(0,1) . (A.3)
In addition, if w ∈ H10 (0, 1) then, since
D I
β/2
1− w = −DI
β/2
1− I1− w
′ = I
β/2
1− w
′,
the estimate (A.3) implies∥∥∥Iβ/21− w∥∥∥
H1+β/2(0,1)
6 Cβ ‖w‖H1
0
(0,1) .
Consequently, [29, Lemma 22.3] yields∥∥∥Iβ/21− w∥∥∥
Hβ(0,1)
6 Cβ ‖w‖Hβ/2
0
(0,1)
for all w ∈ H
β/2
0 (0, 1). (A.4)
Therefore, since Iβ1− w = I
β/2
1− I
β/2
1− w, combining (A.3) and (A.4) indicates that
(A.2) holds for all w ∈ L2(0, 1) and 0 < β < 1.
Next, let us proceed to prove (A.1). Since the case of β ∈ N is trivial, we
assume that k < β < k + 1 with k ∈ N, and so it suffices to prove∥∥∥Iβ−k1− v∥∥∥
Hα+β−k(0,1)
6 Cα,β ‖v‖Hα(0,1) . (A.5)
Since we have already prove that (A.2) holds for all w ∈ L2(0, 1) and 0 < β < 1,
we obtain ∥∥∥Iβ−k1− w∥∥∥
Hβ−k(0,1)
6 Cβ ‖w‖L2(0,1) for all w ∈ L
2(0, 1),∥∥∥Iβ−k1− w∥∥∥
H1+β−k(0,1)
6 Cβ ‖w‖H1
0
(0,1) for all w ∈ H
1
0 (0, 1).
Therefore, using [29, Lemma 22.3] again proves (A.5) and thus concludes the
proof of this lemma. 
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B Three Inequalities
Lemma B.1. Let 0 6 a < b < ∞ and 0 < α < 1. If v′ ∈ L2δ(a, b) with
0 6 δ < 1 and v(b) = 0, then∫ b
a
v2(t)(t− a)−α dt 6
b−δ
(1− δ)(1 − α)
(b− a)2−α ‖v′‖
2
L2δ(a,b)
, (B.1)∫ b
a
v2(t)(b − t)−α dt 6
b−δ
(1− δ)(1 − α)
(b− a)2−α ‖v′‖
2
L2
δ
(a,b) , (B.2)∫ b
a
dt
∫ b
a
|v(s)− v(t)|2 |s− t|−1−α ds 6
8b−δ
1− δ
(b− a)2−α ‖v′‖
2
L2δ(a,b)
. (B.3)
Proof. The proof below shall be brief, since the techniques used are standard
(see Minkowski’s integral inequality and Hardy’s inequality). For a < t < b, a
simple computing gives
|v(t)| 6
∫ b
t
|v′(s)| ds 6
(∫ b
t
s−δ ds
) 1
2
(∫ b
t
sδ |v′(s)|
2
ds
) 1
2
6
√
b1−δ − t1−δ
1− δ
‖v′‖L2
δ
(a,b) 6
√
b−δ(b − a)
1− δ
‖v′‖L2
δ
(a,b) ,
so that we obtain∫ b
a
v2(t)(t− a)−α dt 6
b−δ(b− a)
1− δ
∫ b
a
(t− a)−α dt ‖v′‖
2
L2δ(a,b)
=
b−δ(b − a)2−α
(1− δ)(1 − α)
‖v′‖
2
L2δ(a,b)
,
namely, estimate (B.1). Similarly, we have∫ b
a
v2(t)(b − t)−α dt 6
b−δ(b− a)
1− δ
∫ b
a
(b − t)−α dt ‖v′‖
2
L2δ(a,b)
=
b−δ(b− a)2−α
(1− δ)(1− α)
‖v′‖
2
L2δ(a,b)
,
namely, estimate (B.2). Finally, let us prove (B.3). Since∫ b
a
dt
∫ b
a
|v(s)− v(t)|2 |s− t|−1−α ds
= 2
∫ b
a
dt
∫ b
t
∣∣∣∣∫ s
t
v′(τ) dτ
∣∣∣∣2 (s− t)−1−α ds
= 2
∫ b
a
dt
∫ b
t
∣∣∣∣∫ 1
0
v′(t+ θ(s− t)) dθ
∣∣∣∣2 (s− t)1−α ds
6 2(b− a)1−α
∫ b
a
∫ 1
0
√∫ b
t
|v′(t+ θ(s− t))|2 ds dθ
2 dt
= 2(b− a)1−α
∫ b
a
∫ 1
0
√∫ t+θ(b−t)
t
|v′(η)|2 θ−1 dη dθ
2 dt,
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the inequality (B.3) is a direct consequence of
∫ b
a
∫ 1
0
√∫ t+θ(b−t)
t
|v′(η)|2 θ−1 dη dθ
2 dt
6
∫ b
a
∫ 1
0
√∫ t+θ(b−t)
t
(η/t)δ |v′(η)|2 θ−1 dη dθ
2 dt
=
∫ b
a
t−δ
∫ 1
0
θ−1/2
√∫ t+θ(b−t)
t
ηδ |v′(η)|2 dη dθ
2 dt
6
∫ b
a
t−δ
(∫ 1
0
θ−1/2 dθ
)2
dt ‖v′‖
2
L2δ(a,b)
6
4b−δ(b − a)
1− δ
‖v′‖
2
L2δ(a,b)
.
This lemma is thus proved. 
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