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Reduction Operators and Completion of Rewriting Systems
CYRILLE CHENAVIER
Abstract
We propose a functional description of rewriting systems where reduction rules are represented by
linear maps called reduction operators. We show that reduction operators admit a lattice structure.
Using this structure we define the notions of confluence and of Church-Rosser property. We show
that these notions are equivalent. We give an algebraic formulation of completion and show that
such a completion exists using the lattice structure. We interpret the confluence for reduction
operators in terms of Gröbner bases. Finally, we introduce generalised reduction operators relative
to non totally ordered sets.
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1 Introduction
Convergent rewriting systems are confluent and terminating rewriting systems. They appear in rewrit-
ing theory to solve decision problems such as the word problem or the ideal membership problem.
Completion algorithms were introduced to compute convergent rewriting systems: the Knuth-Bendix
completion algorithm [14] for term rewriting [1] and string rewriting [8] or the Buchberger algorithm for
Gröbner bases [9, 20, 7, 6] of commutative algebras [9, 10] or associative algebras [16]. In this paper,
we propose an algebraic approach to completion: we formulate it algebraically and show that it can be
obtained with an algebraic construction.
We use the functional point of view considered by Berger [3] for rewriting on non-commutative
polynomials. The latter are linear combinations of words. In this introduction, we first explain how
the functional approach to string rewriting systems works. In the second part, we introduce reduction
operators and formulate the confluence and the completion with those. We also make explicit the
link between reduction operators and rewriting on non-commutative polynomials, which gives us our
algebraic constructions.
1
A Functional Approach to String Rewriting and Gröbner bases
Confluence for String Rewriting Systems. For string rewriting systems, the method consists in
considering an idempotent application modelling the rewrite rules. This method works for semi-reduced
string rewriting systems, that is the systems such that
1. the left-hand sides of its rewrite rules are pairwise distinct,
2. no right-hand side of its rules is the left-hand side of another one.
For instance, the string rewriting system with alphabet {x, y} and with one rewrite rule yy −→ yx is
semi-reduced.
Given a string rewriting system 〈X | R〉 with alphabet X and set of rewrite rules R, we denote by
X∗ the set of words over X . Our algebraic constructions require that 〈X | R〉 is equipped with a total
termination order <, that is, a terminating order on words such that every left-hand side of a rewrite
rule is greater than the corresponding right-hand side. In Theorem 2.1.13, we show, using this order,
that 〈X | R〉 can be transformed into a unique semi-reduced string rewriting system, so that we may
assume that it has this property. The application modelling its rules is the map S : X∗ −→ X∗ defined
by
1. S(l(α)) = r(α) for every α ∈ R with left-hand side l(α) and right-hand side r(α),
2. S(w) = w if no element of R has left-hand side w.
The application associated to our example maps yy to yx and fixes all other words.
The order< guarantees that 〈X | R〉 terminates. Thus, it is sufficient to study whether it is confluent
or not to know if it is convergent. In order to obtain the functional formulation of confluence, we consider
the extensions of S, that is, the applications Sp,q defined for every pair of integers (p, q) by
1. Sp,q(w) = w1r(α)w2, if there exist words w1, w2 of length p and q, respectively, and α ∈ R, such
that w is equal to w1l(α)w2,
2. Sp,q(w) = w, otherwise.
In the previous example, S0,1 maps yyx to yxx and yyy to yxy, and S1,0 maps xyy to xyx and yyy
to yyx. These applications enable us to characterise the normal forms for 〈X | R〉: a normal form is
a word whose every sub-word is fixed by S, that is, the normal forms are the words fixed by all the
extensions of S.
Given a word w, we denote by [w] the class of w for the equivalence relation induced by R. The order
< being total and well-founded, [w] admits a smallest element. Let M be the application from X∗ to
itself mapping a word to this minimum. A word w fixed by all the extensions of S but which is not fixed
by M is called an obstruction of 〈X | R〉. In other words, an obstruction is a normal form which is not
minimal in its equivalence class. Hence, the set of obstructions is empty if and only if each equivalence
class contains exactly one normal form. Moreover, recall that a terminating rewriting system is confluent
if and only if every element admit exactly one normal form (see for instance [1, Section 2.1]). Thus, we
obtain the following functional characterisation of confluence: 〈X | R〉 is confluent if and only if the set
of obstructions is empty. Considering our example, we deduce from the diagram
yyy
((
◗◗
◗◗
◗◗
◗◗
◗
vv♠♠
♠♠
♠♠
♠♠
♠
yxy yyx
vv♠♠
♠♠
♠♠
♠♠
♠
yxx
that yxx and yxy belong to the same equivalence class. Moreover, each sub-word of yxx and yxy is
fixed by S. Given a total order on the set of words, yxx is either strictly smaller than yxy or is strictly
greater than yxy. In the first case, yxy is an obstruction while in the second case yxx is.
2
Gröbner Bases and Homogeneous Rewriting Systems. Given a set X , we denote by KX∗ the
vector space spanned by X∗ over a commutative field K: the non-zero elements of this vector space are
the finite linear combinations of words with coefficients in K. Let < be a well-founded total order on
X∗. Consider a set of rewrite rules R on KX∗ oriented with respect to <: for every α ∈ R, l(α) is a
word and is strictly greater than every word occurring in the decomposition of r(α) with respect to the
basis X∗. We say that R is a Gröbner basis when it induces a convergent rewriting system. The set X∗
is naturally embedded into KX∗, so that a string rewriting system 〈X | R〉 induces a unique rewriting
system on KX∗. Moreover, 〈X | R〉 is convergent if and only if R, seen as a set of rewrite rules on KX∗,
is a Gröbner basis.
The functional characterisation of the confluence for string rewriting systems extends into a func-
tional characterisation of Gröbner bases. The notion of semi-reduced string rewriting system is extended
as follows: a rewriting system on KX∗ with set of rewrite rules R is said to be semi-reduced if
1. the left-hand sides of the elements of R are pairwise distinct words,
2. for every α, β ∈ R, l(α) does not occur to the decomposition of r(β) with respect to the basis
X∗.
As for string rewriting systems, Theorem 2.1.13 enables us to conclude that every rewriting system on
KX∗ can be transformed into a unique semi-reduced one. From now on, we assume that the rewriting
system induced by X and R is semi-reduced.
The application mapping every left-hand side of a rewrite rule to its right-hand side induces an
idempotent linear endomorphism S of KX∗. For every pair of integers (p, q), we consider the extension
of S
Sp,q = Id(KX)⊗p ⊗ S ⊗ Id(KX)⊗q ,
where for every integer n, (KX)⊗n denotes the n-fold tensor product of KX . The operator Sp,q is the
linear version of the function Sp,q defined in the previous section: it is defined on the basis X
∗ of KX∗
in the following way
1. Sp,q(w) = w1r(α)w2, if there exist words w1, w2 of length p and q, respectively, and α ∈ R, such
that w is equal to w1l(α)w2,
2. Sp,q(w) = w, otherwise.
Let M be the endomorphism of KX∗ mapping every element f ∈ KX∗ to the smallest element of
[f ] for the natural multi-set order on KX∗ induced by <. When one has a string rewriting system, S,
Sp,q and M are the linear endomorphisms of KX
∗ extending S, Sp,q and M defined in the previous
paragraph, respectively. The reasoning we made also works in this context, so that we obtain: R is a
Gröbner basis if and only if the set of obstructions is empty.
In [3], Berger considered this functional characterisation of Gröbner bases to study finitely homo-
geneous rewriting systems, that is, the systems such that X is finite and there exists an integer N such
that the left-hand side and the right-hand side of every element of R are linear combinations of words of
length N . In particular, the endomorphism S associated to such a system induces an endomorphism of
the vector space KX⊗N spanned by the set X(N) of words of length N . More generally, for every integer
n, the extensions of S induce endomorphisms of the vector spaces spanned by the finite sets X(n). We
denote by Fn the set of endomorphisms of KX
⊗n obtained with the restrictions of the extensions of
S. Moreover, the rewrite rules being homogeneous, for every word w of length n, M(w) is a linear
combination of words of length n, so that M also induces endomorphisms Mn of KX
⊗n. Hence, the
set of obstructions admits a filtration on the length: an obstruction of length n is a word fixed by every
element of Fn but not fixed by Mn. Using the fact that each set X
(n) is finite, Berger proved that Mn
can be obtained from Fn by an algebraic construction and deduced from this an algebraic formulation
of obstructions, and thus, of Gröbner bases for homogeneous rewriting systems.
This formulation enables us to obtain various proofs of Koszulness [3, 4, 5, 15, 11]. Koszulness has
applications in various topics: representation theory, numbers theory, algebraic and non-commutative
geometry, for instance. We refer the reader to [19, 5] for the definition of Koszul algebras and to [18]
for an inventory of references about their applications.
3
Confluence for Non-Homogeneous Rewriting Systems. Consider a set of rewrite rules on KX∗.
When this set is non-homogeneous, M does not induce endomorphisms of KX⊗n, so that we cannot
construct it by restrictions on finite-dimensional vector spaces. Our first contribution is to show that
it can be constructed globally on KX∗. This construction uses the notion of reduction operator which
are generalisations of the endomorphisms associated to a rewriting system on KX∗.
Our Results
Reduction Operators: Lattice Structure and Confluence. Let G be a set and let < be a well-
founded total order on G. Typically, when we consider homogeneous rewriting systems, G designates
the sets X(n) and when we consider non-homogeneous rewriting systems, G is the set X∗. A reduction
operator relative to (G,<) is a linear endomorphism T of KG such that
1. T is idempotent,
2. for every g ∈ G, T (g) is either equal to g or is a linear combination of elements of G strictly
smaller than g for <.
The set of reduction operators, writtenRO (G,<), admits a lattice structure. Indeed, the first result
of the paper about reduction operators is Proposition 2.1.14 which states that the map T −→ ker(T )
from RO (G,<) to the set of subspaces of KG is a bijection. This result extends, with a different
method, the one of Berger who obtained it when G is finite. The set of subspaces of KG admits a
lattice structure: the order is the inclusion, the lower bound is the intersection and the upper bound is
the sum. Using this structure as well as the bijection induced by the kernel map, we deduce a lattice
structure on RO (G,<).
Given a subset F of RO (G,<), let ∧F be its lower bound. We denote by Red (T ) the set of
elements of G fixed by a reduction operator T . In Lemma 2.1.18, we show that Red (∧F ) is included
in the intersection of all the Red (T ) where T belongs to F :
Red (∧F ) ⊆
⋂
T∈F
Red (T ) . (1)
The complement of the inclusion (1) is written ObsF . The set F is said to be confluent if ObsF is
empty.
Let X be a set and let R be a set of rewrite rules on KX∗, oriented with respect to a well-founded
total order on X∗. The endomorphism S associated to R, and more generally all the extensions of S,
are reduction operators relative to (X∗, <). Let F be the set of the extensions of S. In Section 2, we
show that ∧F maps every element f of KX∗ to the smallest element of [f ], that is, ∧F is the operator
M and ObsF is the set of obstructions of 〈X | R〉. We obtain our characterisation of Gröbner bases in
terms of reduction operators: R is a Gröbner basis if and only if F is confluent.
Completion. Given a rewriting system on a set of terms, words or non-commutative polynomials
with a set of rewrite rules R, the Knuth-Bendix completion algorithm or the Buchberger algorithm
provides a new set of rewrite rules R′, constructed from R and a termination order, such that
1. R′ induces a confluent rewriting system,
2. the equivalence relations induced by R′ and R are equal.
Here, what we want to complete is a set F of reduction operators. A completion of F is a set F ′
containing F such that
1. F ′ is confluent,
2. the two operators ∧F ′ and ∧F are equal.
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We show that a completion always exists. For that, we use the lattice structure to define an operator
CF called the F-complement. Our main result is Theorem 3.2.6 which states that the set F ∪
{
CF
}
is a completion of F . When F is associated to a set of rewrite rules on KX∗, the operator CF maps
every obstruction w to (∧F ) (w). In Theorem 3.3.11, we use this operator to construct Gröbner bases
with reduction operators.
Reduction Operators without Total Order. The Knuth-Bendix completion algorithm does not
require a total order on terms, which implies that it could fail. Indeed, at some point of the algorithm,
one could have two normal forms t1 and t2 of a given term that we cannot compare for a fixed non-total
order. The same phenomena holds for reduction operators when we do not assume that the order on G
is total. In this case, the restriction of the kernel map to reduction operators is not onto. In Section 4,
we deduce two important consequences of this fact. The first one is that it could happen that the
lattice structure does not exist. The second one is more subtle: even if a set admits a lower bound, the
latter does not necessarily have the "right shape". By right shape, we mean that this lower bound does
not necessarily come from the lattice structure on the set of subspaces of KG. As a consequence, the
F -complement is not always defined. However, the existence of a lower bound with the right shape is
sufficient to guarantee that it exists. We point out that Section 4 does not contain results non appearing
in the previous sections, but is there to show that requiring a total order is of crucial importance in our
constructions.
Reduction Operators and Computations. We explain the computational aspects of reduction
operators. In order to do computations, we consider reduction operators relative to finite sets. This
is probably a severe limitation. However, we explain in the conclusion of the paper why it should be
possible, despite this limitation, to do effective computations. Fix a totally ordered finite set (G,<).
Since the lattice structure comes from the bijection between RO (G,<) and subspaces of KG, we
need to have an explicit description of this bijection to compute the various algebraic constructions
mentioned above. An online version of this implementation is available 1. This implementation uses
the SageMath software 2, written in Python. In the paper, we illustrate several constructions with
examples. The examples for which we do not detail the computations were treated with the online
version. Moreover, recall that reduction operators have applications to Koszulness. When an algebra
has the Koszulness property, a family of important invariants, called homology groups [12], can be
expressed in terms of upper bound of reduction operators relative to finite sets. Hence, this is a context
where our implementation can be used. The computation of these invariants already exists [2]. Here,
we propose an implementation using other techniques.
Organisation.
In Section 2.1, we define the notion of reduction operator relative to a well-ordered set. We also equip
the set of these operators with a lattice structure and formulate the notion of confluence. In Section 2.2,
we define several notions from abstract rewriting theory in terms of reduction operators: normal forms,
Church-Rosser property and local confluence. We show that the notions of confluence, local confluence
and Church-Rosser property are equivalent. In Section 2.3, we explain our notion of confluence from the
viewpoint of abstract rewriting. Section 3.1 contains results about a pair of reduction operators. These
results are necessary in Section 3.2. In the latter, we define the notions of completion, complement
and minimal complement. We also show that a minimal complement always exists. In Section 3.3,
we formulate the notions of presentation by operator and of confluent presentation by operator. We
also link the latter with Gröbner bases. In Section 4.1, we formulate a general definition of reduction
operator, which is relative to an ordered set. We show that the set of these operators is an ordered set
but does not necessarily admit a lattice structure. In Section 4.2, we define the notion of completable
set of reduction operators and study their rewriting properties.
1http://pastebin.com/0YZCfAD4
2http://www.sagemath.org
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2 Rewriting Properties of Reduction Operators
2.1 Lattice Structure and Confluence
2.1.1. Notations. We denote by K a commutative field. We say vector space instead of K-vector
space. Let X be a set. We denote by KX the vector space with basis X : its non-zero elements are the
finite formal linear combinations of elements of X with coefficients in K. An element of X is called a
generator of KX . By construction of KX , for every v ∈ KX \ {0}, there exist a unique finite subset Sv
of X and a unique family of non zero scalars (λx)x∈Sv such that v is equal to
∑
x∈Sv
λxx. The set Sv
is the support of v.
2.1.2. Leading Generator and Leading Coefficient. Let (G,<) be a well-ordered set, that is,
G is a set and < is a well-founded total order on G. The order on G being total, every non-empty
finite subset of G admits a greatest element. In particular, for every v ∈ KG \ {0}, the support of v
admits a greatest element, written lg (v). We also write lc (v) = λlg(v). The elements lg (v) and lc (v)
are the leading generator and the leading coefficient of v, respectively. We extend the order < on G
into a partial order on KG in the following way: we have u < v if u = 0 and v is different from 0 or if
lg(u) < lg(v).
Throughout Section 2 we fix a well-ordered set (G,<).
2.1.3. Reduction Operators. A reduction operator relative to (G,<) is an idempotent linear endo-
morphism T of KG such that for every g ∈ G, we have T (g) ≤ g. We denote by RO (G,<) the set
of reduction operators relative to (G,<). Given T ∈ RO (G,<), a generator g is said to be T-reduced
if T (g) is equal to g. We denote by Red (T ) the set of T -reduced generators and by Nred (T ) the
complement of Red (T ) in G.
2.1.4. Remarks. Let T ∈ RO (G,<).
1. The image of T is the vector space spanned by T -reduced generators:
im (T ) = KRed (T ).
2. Let g ∈ G. The condition T (g) ≤ g means that one of the following two conditions is fulfilled:
(a) g is T -reduced,
(b) T (g) is a linear combination of elements of G strictly smaller than g for <.
2.1.5. Reduction Matrices. In our examples, we sometimes consider the case where (G,<) is a
totally ordered finite set: G = {g1 < · · · < gn}. In this case, we use matrix notations to describe
linear maps, and thus, to describe reduction operators. For that, given an endomorphism T of KG, the
matrix of T with respect to the basis {g1, · · · , gn} is called the canonical matrix of T relative to (G,<).
We consider the convention that the j-th column of this matrix contains the coefficients of T (gj) with
respect to the basis G. Moreover, we say that a square matrix M is a reduction matrix if the following
conditions are fulfilled:
1. M is upper triangular and the elements of its diagonal are equal to 0 or 1,
2. if an element of the diagonal of M is equal to 0, then the other elements of the line to which it
belongs are equal to 0,
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3. if an element of the diagonal of M is equal to 1, then the other elements of the column to which
it belongs are equal to 0.
Our purpose is to show that an endomorphism of KG is a reduction operator relative to (G,<) if
and only if its canonical matrix relative to (G,<) is a reduction matrix. For that we need the following:
2.1.6. Lemma. A reduction matrix is idempotent.
Proof. Let M be a reduction matrix. Let (mij)1≤i,j≤n be the coefficients of M , where i and j denote
the row and the column of mij , respectively. Let A = (aij)1≤i,j≤n be the product M ×M . For every
1 ≤ i, j ≤ n, we have
aij =
n∑
k=1
mikmkj .
Let 1 ≤ i ≤ n such that mii = 0. From Point 2 of 2.1.5, for every 1 ≤ k ≤ n, we have mik = 0. Thus,
for every 1 ≤ j ≤ n, we have
aij = 0
= mij .
Hence, the i-th rows of M and of A are equal when mii is equal to 0. Let 1 ≤ i ≤ n such that mii = 1.
For every 1 ≤ j ≤ n, we have
aij =
∑
k 6=i
mikmkj +miimij
=
∑
k 6=i
mikmkj +mij .
Let k 6= i such that mik is different form 0. From Point 3 of 2.1.5, mkk is different from 1 so that it is
equal to 0. Thus, from Point 2, mkj is equal to 0. Thus, mikmkj is equal to 0 for every k 6= i, so that
aij is equal to mij . Hence, the i-th rows of M and of A are equal when mii is equal to 1. Hence, the
rows of M and A are equal so that A and M are equal, that is, M is idempotent.
2.1.7. Proposition. Assume that G is finite. An endomorphism of KG is a reduction operator relative
to (G,<) if and only if its canonical matrix relative to (G,<) is a reduction matrix.
Proof. Let T be an endomorphism of KG and let M be its canonical matrix relative to (G,<).
Assume that T belongs to RO (G,<). For every g ∈ G, we have T (g) ≤ g. In particular,M satisfies
Point 1 and Point 3 of 2.1.5.Moreover, the image of T being equal to the vector space spanned by
Red (T ), no element of Nred (T ) belongs to the decomposition of an element of T (g) for g ∈ G. Hence,
M satisfies 2 of 2.1.5. Thus, M is a reduction matrix.
Assume that M is a reduction matrix. From Point 1 and Point 3 of 2.1.5, for every g ∈ G, we
have T (g) ≤ g. Moreover, from Lemma 2.1.6, M is idempotent so that T is idempotent. Hence, T is a
reduction operator relative to (G,<).
2.1.8. Examples.
1. The zero matrix and the identity matrix are reduction matrices. More generally, every diagonal
matrix admitting only 0 or 1 on its diagonal is a reduction matrix.
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2. The matrix 
1 1 1 1
0 0 0 0
0 0 0 0
0 0 0 0
 ,
is a reduction matrix.
3. From [13], we consider the presentation of the monoid B3
+ by 3 generators x, y and z subject to
two relations yz = x and zx = xy. Let X = {x < y < z}. Let X∗ be the free monoid over X :
this is the set of (possibly empty) words written with the alphabet X . This set is totally ordered
for the deg-lex order, still denoted by <, induced by the order on X . For this order, yz is greater
than x and zx is greater than xy. Hence, the endomorphism of KX∗ defined on the basis X∗ by
S(yz) = x, S(zx) = xy and S(w) = w for every w ∈ X∗ \{yz, zx}, is a reduction operator relative
to (X∗, <).
2.1.9. Reduced Basis. Let V be a subspace of KG. A reduced basis of V is a basis B of V satisfying
the following conditions:
1. for every e ∈ B, lc (e) is equal to 1,
2. given two different elements e and e′ of B, lg (e′) does not belong to the support of e.
2.1.10. Notation. Let V be a subspace of KG and let B be a reduced basis of V . Let e and e′ be two
distinct elements of B. The condition 2 of 2.1.9 implies that lg (e) is different from lg (e′). Hence, B
is indexed by the set G˜ = {lg (e) | e ∈ B}. In the sequel, a reduced basis B is written B = (eg)g∈G˜,
where for every g ∈ G˜, we have lg (eg) = g.
2.1.11. Remark. Let V be a subspace of KG and let (eg)g∈G˜ be a reduced basis of V . For every
g ∈ G, let Vg be the set of elements of V with leading generator g. The set Vg is non empty if and only
if g belongs to G˜. Hence, if B1 = (eg)g∈G˜1 and B2 =
(
e′g
)
g∈G˜2
are two reduced bases of V , the two
sets G˜1 ant G˜2 are equal.
2.1.12. Examples.
1. Let G = {g1 < g2 < g3 < g4} and let V be the subspace of KG spanned by the elements
v1 = g2 − g1, v2 = g4 − g3 and v3 = g4 − g2. The elements lg (v2) and lg (v3) are equal to g4,
so that {v1, v2, v3} is not a reduced basis of V . Letting v2′ = v3 − v2, that is, v2′ = g3 − g2, the
set {v1, v2′, v3} is a basis of V . This is still not a reduced basis because lg (v1) = g2 appears in
the supports of v2
′ and v3. Letting v2
′′ = v2
′ + v1 and v3
′ = v3 + v1, that is, v2
′′ = g3 − g1 and
v3
′ = g4 − g1, the set {v1, v2′′, v3′} is a basis of V . This basis is reduced. Using the notation
introduced in 2.1.10, it is equal to {eg2 , eg3 , eg4}, where egi is equal to gi − g1 for i ∈ {2, 3, 4}.
2. A semi-reduced string rewriting system is a string rewriting system 〈X | R〉 such that the left-hand
sides of the elements of R are pairwise distinct and if no right-hand side of an element of R is the
left-hand side of another one. The set {w − w′ | w −→ w′ ∈ R} is a reduced basis of the vector
space it spans.
2.1.13. Theorem. Let (G,<) be a well-ordered set. Every subspace of KG admits a unique reduced
basis.
Proof. Let V be a subspace of KG. First, we construct by induction on G a reduced basis of V . Let g0
be the smallest element of G. If Vg0 is empty, we let Bg0 = ∅. In the other case, g0 belongs to V and
we let Bg0 = {g0}. Let g ∈ G. Assume by induction that for every g
′ < g we have built a set Bg′ such
that the following conditions are fulfilled:
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1. For every g′ < g, the set Bg′ contains at most one element.
2. Let
Ig = {g
′ ∈ G | g′ < g and Bg′ 6= ∅} .
For every g′ ∈ Ig
(a) the unique element eg′ of Bg′ belongs to V ,
(b) lg (eg′) is equal to g
′ and lc (eg′) is equal to 1,
(c) for every g˜ ∈ Ig such that g˜ is different from g′, g˜ does not belong to the support of eg′ ,
(d) the set Vg′ is included in K{eg˜ | g˜ ∈ Ig}.
If Vg is empty, we let Bg = ∅. If Vg is non empty, let vg be an element of Vg such that lc (vg) is equal
to 1. In particular, vg admits a decomposition
vg =
∑
g′∈J
µg′g
′ + g,
where for every g′ ∈ J , we have g′ < g. We let Bg = {eg}, where
eg = vg −
∑
g′∈Ig
µg′eg′ .
In particular, Bg contains at most one element. By construction, eg belongs to V , lg (eg) is equal to
g and lc (eg) is equal to 1, so that Point 2a and Point 2b hold. Moreover, for every g
′ ∈ Ig, g′ does
not belong to the support of eg, so that Point 2c holds. It remains to show that Vg is included in the
vector space spanned by the elements eg′ where g
′ belongs to Ig ∪ {g}. This vector space is equal to
K{eg˜ | g˜ ∈ Ig}⊕Keg. Let v be an element of Vg. Then, v− lc (v) eg belongs to V and lg (v − lc (v) eg)
is strictly smaller than g. By the induction hypothesis, v− lc (v) eg belongs to K{eg˜ | g˜ ∈ Ig}, so that
v belongs to K{eg˜ | g˜ ∈ Ig} ⊕ Keg. This inductive construction provides a family of sets (Bg)g∈G
such that B =
⋃
g∈G Bg is a generating set of V =
⊔
g∈G Vg. Moreover, this family is free because the
leading generators of its elements are pairwise distinct. Hence, B is a basis of V . This basis is reduced
by construction.
Let us show that such a basis is unique. Let B1 = (eg)g∈G˜1 and B2 =
(
e′g
)
∈G˜1
be two reduced
bases of V . We have seen in Remark 2.1.11 that G˜1 and G˜2 are equal, so that we write B1 = (eg)g∈G˜
and B2 =
(
e′g
)
∈G˜
. Let g ∈ G˜. Assume that eg is different from e′g. Let
e′g − eg =
∑
g′∈I
λg′e
′
g′ ,
be the decomposition of e′g − eg with respect to the basis B2. The leading generator of e
′
g − eg is equal
to the greatest element of I, so that it belongs to G˜. Let G˜c be the complement of G˜ in G. The
condition 2 of the definition of a reduced basis implies that eg − g and e′g − g belong to KG˜
c. Hence,
lg
(
e′g − eg
)
belongs to G˜c, which is contradiction. Thus, for every g ∈ G˜, the two elements eg and e′g
are equal, that is, B1 and B2 are equal.
2.1.14. Proposition. Let V be a subspace of KG. There exists a unique reduction operator T with
kernel V. Moreover, Nred (T ) is equal to G˜, where (eg)g∈G˜ is the reduced basis of V .
Proof. Let T be the endomorphism of KG defined on the basis G in the following way
T (g) =
{
g − eg, if g ∈ G˜,
g, ohterwise.
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By definition of a reduced basis, T is a reduction operator relative to (G,<). By construction, the
kernel of T is equal to V and Nred (T ) is equal to G˜.
Let T1 and T2 be two reduction operators with kernel V . The two sets
{g − T1(g) | T1(g) 6= g} and {g − T2(g) | T2(g) 6= g},
are reduced bases of V . From Theorem 2.1.13, these sets are equal. Hence, T1(g) is different from g if
and only if T2(g) is different from g and in this case, T1(g) is equal to T2(g). It follows that T1(g) and
T2(g) are equal for every g ∈ G, so that T1 and T2 are equal.
2.1.15. Notation. Proposition 2.1.14 implies that the kernel map induces a bijection betweenRO (G,<)
and the set of subspaces of KG. The inverse of this bijection is written θ.
2.1.16. Lattice Structure. We consider the binary relation on RO (G,<) defined by
T1  T2 if and only if ker (T2) ⊆ ker (T1) .
This relation is reflexive and transitive. From Proposition 2.1.14, it is also anti-symmetric. Hence, it is
an order relation on RO (G,<). Moreover, we have the equivalence:
T1  T2 if and only if T1 ◦ T2 = T1. (2)
Let us equip RO (G,<) with a lattice structure. The lower bound T1∧T2 and the upper bound T1∨T2
of two elements T1 and T2 of RO (G,<) are defined in the following manner:{
T1 ∧ T2 = θ (ker(T1) + ker(T2)) ,
T1 ∨ T2 = θ (ker(T1) ∩ ker(T2)) .
2.1.17. Example. Let G = {g1 < g2 < g3 < g4} and P = (T1, T2), where
T1 =

1 1 0 0
0 0 0 0
0 0 1 1
0 0 0 0
 and T2 =

1 0 0 0
0 1 0 1
0 0 1 0
0 0 0 0
 .
The kernels of T1 and T2 are equal to K{g2 − g1}⊕K{g4 − g3} and K{g4 − g2}, respectively. The kernel
of T1 ∧ T2 is the vector space spanned by v1 = g2 − g1, v2 = g4 − g3 and v3 = g4 − g2. This is the
vector space of Example 2.1.12, Point 1. Hence, the kernel of T1 ∧ T2 is the vector space spanned by
{g2 − g1, g3 − g1, g4 − g1}, so that we have
T1 ∧ T2 =

1 1 1 1
0 0 0 0
0 0 0 0
0 0 0 0
 .
2.1.18. Lemma. Let T1 and T2 be two reduction operators relative to (G,<). Then, we have:
T1  T2 =⇒ Red (T1) ⊆ Red (T2) .
Proof. Let B1 = (eg)g∈G˜1 and B2 =
(
e′g
)
g∈G˜2
be the reduced bases of ker (T1) and ker (T2), respectively.
We consider the notations of Remark 2.1.11: given a subspace V of KG, let Vg be the set of elements
of V with leading generator g. The sets{
g ∈ G | ker (T1)g 6= ∅
}
and
{
g ∈ G | ker (T2)g 6= ∅
}
,
are equal to G˜1 and G˜2, respectively. Hence, if ker (T2) is included in ker (T1), then G˜2 is included in
G˜1. From Proposition 2.1.14, we deduce that Red (T1) is included in Red (T2).
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2.1.19. Obstructions. Let F be a subset of RO (G,<). We let
Red (F ) =
⋂
T∈F
Red (T ) and ∧ F = θ
(∑
T∈F
ker (T )
)
.
For every T ∈ F , we have ∧F  T . Thus, from Lemma 2.1.18, the set Red (∧F ) is included in Red (T )
for every T ∈ F , so that it is included in Red (F ). We write
ObsF = Red (F ) \ Red (∧F ) . (3)
2.1.20. Confluence. A subset F of RO (G,<) is said to be confluent if ObsF is the empty set.
2.1.21. Examples.
1. We consider the pair P of Example 2.1.17. The set Red (P ) is equal to {g1, g3}. Moreover,
Red (T1 ∧ T2) is equal to {g1}, so that Obs
P is equal to {g3}. Hence, P is not confluent.
2. We consider the operator S defined in Point 3 of Example 2.1.8. Let S1 and S2 be the restrictions
to the vector space spanned by words of length smaller or equal to 3 of S ⊗ IdKX and IdKX ⊗ S,
respectively. These two operators are defined for every word w of length smaller or equal to 3 by
(a) S1(yzt) = xt, S1(zxt) = xyt for every t ∈ X and S1(w) = w is different from yzt and zxt for
some t ∈ X ,
(b) S2(tyz) = tx, S2(tzx) = zxy for every t ∈ X and S2(w) = w is different from tyz and zzx
for some t ∈ X .
Let P = (S1, S2). The set of not ∧P -reduced generators is equal to{
xyz, xzx, yxy, yyz, yzx, yzy, yzz, zxx, zxy, zxz, zyz, zzx
}
.
We remark that yxy belongs to this list but also belongs to Red (P ) since its two sub-words of
length 2 are S-reduced. Hence, yxy belongs to ObsP = Red (P ) \ Red (∧P ), so that P is not
confluent.
2.2 Normal Forms, Church-Rosser Property and Newman’s Lemma
Throughout this section we fix a subset F of RO (G,<). We denote by 〈F 〉 the submonoid of
(End (KG) , ◦) spanned by F .
2.2.1. Multi-Set Order. Given an element v of KG, let Sv be the support of v. We introduce the
order ≤mul on KG defined in the following way: we have v ≤mul v′ if for every g ∈ Sv such that g does
not belong to Sv′ , there exists an element g
′ ∈ Sv′ not appearing in Sv, such that g < g′. The order <
being well-founded, this is also the case for ≤mul. Moreover, given v ∈ KG and T ∈ F such that v does
not belong to KRed (T ), T (v) is strictly smaller than v for ≤mul. Finally, we also remark that 0 is the
smallest element of KG for ≤mul.
2.2.2. Normal Forms.
1. An F-normal form is an element of KRed (F ).
2. Let v and v′ be two elements of KG. We say that v rewrites into v′ if there exists R ∈ 〈F 〉 such
that v′ is equal to R(v).
3. Let v be an element of KG. An F-normal form of v is an F -normal form v′ such that v rewrites
into v′.
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2.2.3. Remark. Let v and v′ be two elements of KG such that v rewrites into v′. Reasoning by
induction on the length of R ∈ 〈F 〉 such that v′ = R(v), we conclude that v − v′ belongs to ker (∧F ).
2.2.4. Church-Rosser Property. We say that F has the Church-Rosser property if for every v ∈ KG,
v rewrites into (∧F ) (v).
2.2.5. Theorem. A subset of RO (G,<) is confluent if and only if it has the Church-Rosser property.
Proof. Let F be a subset of RO (G,<).
Assume that F has the Church-Rosser property. Let g be an element of Red (F ). For every T ∈ F ,
T (g) is equal to g. As a consequence, R(g) is equal to g for every R ∈ 〈F 〉. The set F having the
Church-Rosser property, we deduce that g is equal to (∧F ) (g), so that g belongs to Red (∧F ). That
shows that Red (F ) is included in Red (∧F ), that is, F is confluent.
Assume that F is confluent. Let us show by induction on ≤mul that for every v ∈ KG, v rewrites
into (∧F ) (v). If v is equal to 0, this is obvious. Let v ∈ KG. Assume by induction that for every
v′ ∈ KG such that v′ ≤mul v, v′ rewrites into (∧F ) (v′). If v belongs to KRed (∧F ), then v is equal to
(∧F ) (v), so that v rewrites into (∧F ) (v). Assume that v does not belong to KRed (∧F ). The set F
being confluent, v does not belong to KRed (F ), that is, there exists T ∈ F such that T (v) is different
from v. The element T (v) is strictly smaller than v for ≤mul. By the induction hypothesis, there exists
R ∈ 〈F 〉 such that R(T (v)) is equal to (∧F ) (T (v)). The inequality ∧F  T implies that ∧F ◦ T is
equal to ∧F , so that (∧F ) (T (v)) is equal to (∧F ) (v). Hence, R′ = R ◦ T is an element of 〈F 〉 such
that R′(v) is equal to (∧F ) (v). Thus, v rewrites into (∧F ) (v).
2.2.6. Lemma. Let v be an element of KG and let (R1, · · · , Rn, · · · ) be a sequence of elements of
〈F 〉 such that for every integer n, Rn is a right divisor of Rn+1 in 〈F 〉. The sequence (Rn(v))n∈N is
stationary.
Proof. We proceed by induction on v. If v is equal to 0, then the sequence (Rn(v))n∈N is constant,
equals to 0. Let v ∈ KG. Assume that Lemma 2.2.6 holds for every v′ ∈ KG such that v′ is strictly
smaller than v for ≤mul. If the sequence (Rn(v))n∈N is constant equals to v, there is nothing to prove.
In the other case, there exists n0 such that Rn0(v) is different from v, so that we have Rn0(v) ≤mul v.
By hypothesis, for every integer n, Rn is a right divisor of Rn+1 in 〈F 〉, that is, there exists R
′
n ∈ 〈F 〉
such that Rn+1 is equal to R
′
n ◦Rn. Let (Qn)n∈N be the sequence of elements of 〈F 〉 defined by
Q1 = R
′
n0
and Qn+1 = R
′
n0+n ◦Qn.
For every integer n, Qn is a right divisor of Qn+1 in 〈F 〉. By the induction hypothesis, the sequence
(Qn (Rn0(v)))n∈N is stationary. Moreover, for every integer n, Qn ◦Rn0 is equal to Rn0+n, so that the
sequence (Rn(v))n∈N is stationary. Hence, Lemma 2.2.6 holds.
2.2.7. Proposition. Every element of KG admits an F-normal form.
Proof. Let v be an element of KG. We have to show that there exists R ∈ 〈F 〉 such that R(v) belongs to
KRed (F ). Assume by way of contradiction that for every R ∈ 〈F 〉, R(v) does not belong to KRed (F ).
The morphism IdKG belonging to 〈F 〉, v does not belong to KRed (F ). In particular, there exists T1 ∈ F
such that v does not belong to KRed (T1). Assume that we have constructed elements T1, · · · , Tn of
F . The morphism Rn = Tn ◦ · · · ◦ T1 belongs to 〈F 〉. Hence, the element Rn(v) does not belong to
KRed (F ), so that there exists Tn+1 ∈ F such that Rn(v) does not belong to KRed (Tn+1). This
process enables us to obtain a sequence (Rn)n∈N of elements of 〈F 〉 such that for every integer n, Rn
is a right divisor of Rn+1 in 〈F 〉 and such that the sequence (Rn(v))n∈N is not stationary. This is a
contradiction with Lemma 2.2.6. Hence, Proposition 2.2.7 holds.
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2.2.8. Notation. For every v ∈ KG, let [v] be the set of elements v′ ∈ KG such that v′ − v belongs
to ker (∧F ) .
2.2.9. Lemma. For every v ∈ KG, (∧F ) (v) is the smallest element of [v] for the order <mul. More-
over, if every element v of KG admits exactly one F-normal form, this normal form is equal to (∧F ) (v).
Proof. Let us show the first assertion. Let v ∈ KG and let v′ ∈ [v]. In particular, v′ belongs to
[(∧F ) (v)], that is, there exists v′′ ∈ ker (∧F ) such that
v′ = (∧F ) (v) + v′′. (4)
The element v′′ belonging to ker (∧F ), it admits a decomposition
v′′ =
∑
λi (gi − (wedgeF ) (gi)) , (5)
where each gi is not ∧F -reduced. Let g ∈ G be an element of the support of (∧F ) (v) not appearing in
the one of v′. Let us show that there exists an index i such that
1. gi is strictly greater than g,
2. gi does not belong to the support of (∧F ) (v),
3. gi belongs to the support of v
′.
Relation (4) and the hypothesis on g imply that the latter belongs to the support of v′′. Moreover, g
belongs to the image of ∧F , that is, it is ∧F -reduced. From Relation (5), we deduce that g belongs
to the support of (∧F ) (gi) for some i. The element gi being not ∧F -reduced, g is strictly smaller
than gi and does not belong to the support of (∧F ) (v). Finally, gi belonging to the support of v′′ and
not to the one of (∧F ) (v), Relation (4) implies that it belongs to the support of v′. Hence, we have
(∧F ) (v) ≤mul v′ for every v′ ∈ [v], so that the first part of the lemma holds.
Let us show the second part of the lemma. Assume that every element v of KG admits a unique
F -normal form, written N(v). It is clear that the operator N is idempotent. Moreover, for every
R ∈ 〈F 〉 and for every g ∈ G, we have either R(g) = g or R(g) < g. As a consequence, for every g ∈ G,
we have either N(g) = g or N(g) < g. We conclude that N belongs to RO (G,<). Let us show that N
is equal to ∧F . Let T be an element of F and let v be an element of ker (T ). The element v rewrites
into 0, so that N(v) is equal to 0. Thus, the kernel of T is included in the kernel of N for every T ∈ F ,
that is, N is smaller or equal to T for every T ∈ F . Thus, we have the inequality N  ∧F . Moreover,
from Relation (2) (see 2.1.16), for every T ∈ F , the operator ∧F ◦ T is equal to ∧F . Hence, for every
R ∈ 〈F 〉, the operator ∧F ◦R is equal to ∧F . As a consequence, for every v ∈ KG, (∧F ◦N) (v) being
equal to (∧F ◦R) (v) for some R ∈ 〈F 〉, ∧F ◦ N is equal to ∧F . Using again Relation (2), we have
∧F  N . Hence, N is equal to ∧F , so that Lemma 2.2.9 holds.
2.2.10. Proposition. The set F is confluent if and only if every element of KG admits a unique
F-normal form.
Proof. Assume that F is confluent. Let v be an element of KG and let v1 and v2 be two F -normal forms
of v. Let R1 and R2 be two elements of 〈F 〉 such that Ri(v) is equal to vi, for i = 1 or 2. The elements
v−v1 and v−v2 belong to ker (∧F ). Hence, v1−v2 belongs to ker (∧F ). Moreover, v1 and v2 belonging
to KRed (F ), v1 − v2 also belongs to KRed (F ), that is, KRed (∧F ) since F is confluent. Thus, v1 − v2
belongs to the vector space KRed (∧F ) ∩ ker (∧F ). The operator ∧F being a projector, this vector
space is reduced to {0}. We conclude that v1 is equal to v2, so that v admits a unique F -normal form.
Assume that every element of KG admits a unique F -normal form. Let v be an element of KG.
From Lemma 2.2.9, the normal form of v is equal to (∧F ) (v). Hence, v rewrites into (∧F ) (v). We
conclude that F has the Church Rosser-property, that is, F is confluent from Theorem 2.2.5.
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2.2.11. Local Confluence. We say that F is locally confluent if for every v ∈ KG and for every
T1, T2 ∈ F , there exists v
′ ∈ KG such that T1(v) and T2(v) rewrite into v
′.
The last result of this section is the formulation of Newman’s Lemma [17] in terms of reduction
operators.
2.2.12. Proposition. The set F is confluent if and only if it is locally confluent.
Proof. Assume that F is confluent. Let v be an element of KG and let T1, T2 ∈ F . Let i = 1 or 2.
From Theorem 2.2.5, Ti(v) rewrites into (∧F ) (Ti(v)). The latter is equal to (∧F ) (v) from Relation (2)
(see 2.1.16). Hence, F is locally confluent.
Assume that F is locally confluent. From Proposition 2.2.10, it is sufficient to show that every
element v of KG admits a unique F -normal form. We show this assertion by induction on v. If v
is equal to 0, there is nothing to prove. Let v be an element of KG. Assume by induction that for
every v′ ≤mul v, v′ admits a unique F -normal form. If v belongs to KRed (F ), then v admits a unique
F -normal form which is itself. Assume that v does not belong to KRed (F ). Let v1 and v2 be two
F -normal forms of v. For i = 1 or 2, there exists Ri ∈ 〈F 〉 such that vi is equal to Ri(v). We write
Ri = R
′
i ◦ Ti, where Ti and R
′
i belong to F and 〈F 〉, respectively. The operator Ti is chosen in such
a way that Ti(v) is different from v. The set F being locally confluent, there exists u ∈ KG such that
Ti(v) rewrites into u. From Proposition 2.2.7, u admits an F -normal form û. The latter is also an
F -normal form of Ti(v). Moreover, vi is equal to R
′
i (Ti(v)), so that it is also an F -normal form of
Ti(v). The latter is strictly smaller than v for ≤mul. By the induction hypothesis, it admits a unique
F -normal form, so that vi is equal to û for i = 1 or 2. In particular, v1 is equal to v2, so that v admits
a unique F -normal form.
2.3 Reduction Operators and Abstract Rewriting
We fix a subset F of RO (G,<).
2.3.1. Abstract Rewriting Systems. An abstract rewriting system is a pair
(
A,−→
)
where A is a
set and −→ is a binary relation on A. We write a −→ b instead of (a, b) ∈−→. We denote by
+
−→,
∗
−→
and
∗
←→ the transitive closure, the reflexive transitive closure and the reflexive transitive symmetric
closure of −→, respectively. Finally, we recall the notion of normal form: a normal form of
(
A,−→
)
is
an element a of A such that there does not exist any element of −→ with the form a −→ b.
2.3.2. Confluence and Church-Rosser Property. Let
(
A,−→
)
be an abstract rewriting system.
We say that −→ is confluent if for every a, b, c ∈ A such that a
∗
−→ b and a
∗
−→ c, there exists d ∈ A
such that b
∗
−→ d and c
∗
−→ d. We say that −→ has the Church-Rosser property if for every a, b ∈ A
such that a
∗
←→ b, there exists c ∈ A such that a
∗
−→ c and b
∗
−→ c. Recall from [1, Theorem 2.1.5]
that −→ is confluent if and only if it has the Church-Rosser property.
2.3.3. Definition. We consider the abstract rewriting system
(
KG,−→
F
)
defined by v −→
F
v′ if and
only if there exists T ∈ F such that v does not belong to KRed (T ) and v′ is equal to T (v).
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2.3.4. Remarks.
1. If we have v −→
F
v′, then we have v′ ≤mul v. The order ≤mul being well-founded, the relation −→
F
is also well-founded.
2. We have v
∗
−→
F
v′ if and only if there exists R ∈ 〈F 〉 such that v′ is equal to R(v), that is, if and
only if v rewrites into v′. In particular, v
∗
−→
F
v′ implies that v − v′ belongs to ker (∧F ).
2.3.5. Lemma. Let v1, v2, v3 ∈ KG such that v1
∗
←→
F
v3. Then, we have v1 + v2
∗
←→
F
v2 + v3.
Proof. For every u1, u2 ∈ KG and for every T ∈ F , we have u1 + u2
∗
−→
F
T (u1 + u2) as well as
u1 + T (u2)
∗
−→
F
T (u1 + u2). Hence, we have
u1 + u2
∗
←→
F
u1 + T (u2). (6)
Let u3 ∈ KG such that u2
∗
−→
F
u3, that is, there exists R ∈ 〈F 〉 such that u3 is equal to R(u2). From
Relation (6), we have
u1 + u2
∗
←→
F
u1 + u3. (7)
Let v1, v2 ∈ KG such that v1
∗
←→
F
v2, that is, there exists a zig-zag
v1 = u1
∗
−→
F
u2
∗
←−
F
u3
∗
−→
F
· · ·
∗
−→
F
ur−1
∗
←−
F
ur = v2.
Relation (7) implies that for every v3 ∈ KG and for every i ∈ {1, · · · , r−1}, we have ui+v3
∗
←→
F
ui+1+v3.
Thus, Lemma 2.3.5 holds.
2.3.6. Proposition. For every v1, v2 ∈ KG, we have
v1
∗
←→
F
v2 if and only if v1 − v2 ∈ ker (∧F ) .
Proof. Assume that v1
∗
←→
F
v2. Hence, there exists a zig-zag
v1 = u1
∗
−→
F
u2
∗
←−
F
u3
∗
−→
F
· · ·
∗
−→
F
ur−1
∗
←−
F
ur = v2.
For every i ∈ {1, · · · , r − 1}, ui − ui+1 belongs to ker (∧F ). Hence,
v1 − v2 = (u1 − u2) + (u2 − u3) + · · ·+ (ur−2 − ur−1) + (ur−1 − ur),
belongs to ker (∧F ).
Conversely, assume that v1 − v2 belongs to the kernel of ∧F . The set
{v − T (v) | T ∈ F and v ∈ KG} ,
is a generating set of ker (∧F ). Thus, there exist T1, · · · , Tn ∈ F and u1, · · · , un ∈ KG such that v1−v2
is equal to
∑n
i=1 ui − Ti(ui), so that we have
v1 =
n∑
i=1
ui − Ti(ui) + v2.
For every i ∈ {1, · · · , n}, we have ui − Ti(ui)
∗
←→
F
0. Hence, from Lemma 2.3.5, we have v1
∗
←→
F
v2.
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2.3.7. Remark. Let v be an element of KG and let [v] be the set of elements v′ such that v′ − v
belongs to ker (∧F ). From Proposition 2.3.6, [v] is the equivalence class of v for the relation
∗
←→
F
. From
Lemma 2.2.9, (∧F ) (v) is the smallest element of this equivalence class.
2.3.8. Proposition. The set F has the Church-Rosser property if and only if −→
F
has the Church-
Rosser property.
Proof. Assume that F has the Church-Rosser property. Let v, v′ ∈ KG such that v
∗
←→
F
v′. From
Proposition 2.3.6, v − v′ belongs to the kernel of ∧F . We denote by u the common value of (∧F ) (v)
and (∧F ) (v′). The set F having the Church-Rosser property, v and v′ rewrite into u, that is, we have
v
∗
−→
F
u and v′
∗
−→
F
u. Hence, −→
F
has the Church-Rosser property.
Conversely, assume that −→
F
has the Church-Rosser property. Let v ∈ KG. From Proposition 2.3.6,
we have v
∗
←→
F
(∧F ) (v). The relation −→
F
having the Church-Rosser property, there exists u ∈ KG
such that v
∗
−→
F
u and (∧F ) (v)
∗
−→
F
u. Moreover, (wedgeF ) (v) belongs to KRed (F ), so that it is an
F -normal form. As a consequence, u is equal to (∧F ) (v). Hence, we have v
∗
−→
F
(∧F ) (v), that is, v
rewrites into (∧F ) (v). That shows that F has the Church-Rosser property.
2.3.9. Corollary. The set F is confluent if and only if −→
F
is confluent.
Proof. From Theorem 2.2.5, F is confluent if and only if it has the Church-Rosser property. Hence,
from Proposition 2.3.8, F is confluent if and only if −→
F
has the Church-Rosser property, that is, if and
only if −→
F
is confluent.
2.3.10. Example. We consider the pair P of Example 2.1.17. We have seen that the pair P is not
confluent. The following diagram
g4
**❯
❯❯
❯❯
❯❯
❯❯
❯❯
❯❯
tt✐✐
✐✐
✐✐
✐✐
✐✐
✐✐
✐
T1(g4) = g3 T2(g4) = g2
tt✐✐
✐✐
✐✐
✐✐
✐✐
T1(g2) = g1
shows that we have g4
∗
−→
P
g1 and g4
∗
−→
P
g3. The two elements g1 and g3 are normal forms, so that
−→
P
is not confluent.
3 Completion and Presentations by Operator
The aim of this section is to formulate algebraically the completion using the lattice structure introduced
in Section 2.1. We also apply the theory of reduction operators to algebras. Before that, we need to
investigate the notion of confluence for a pair of reduction operators.
In Section 3.1 and Section 3.2 we fix a well-ordered set (G,<).
3.1 Confluence for a Pair of Reduction Operators
Throughout this section we fix a pair P = (T1, T2) of reduction operators relative to (G,<).
16
3.1.1. The Braided Products. Given two endomorphisms S and T of KG, we denote by 〈T, S〉n
the product · · ·S ◦ T ◦ S with n factors. Let g ∈ G. From Lemma 2.2.6, there exists an integer n such
that 〈T2, T1〉
n (g) and 〈T1, T2〉
n (g) are P -normal forms. Let ng be the smallest integer satisfying the
previous condition. Let 〈T2, T1〉 and 〈T1, T2〉 be the two endomorphisms of KG defined by
〈T2, T1〉 (g) = 〈T2, T1〉
ng (g) and 〈T1, T2〉 (g) = 〈T1, T2〉
ng (g),
for every g ∈ G.
3.1.2. Remark. The vector spaces im (〈T2, T1〉) and im (〈T1, T2〉) are included in KRed (P ). Hence,
every element v ∈ KG admits at most two P -normal forms: 〈T2, T1〉 (v) and 〈T1, T2〉 (v).
3.1.3. Lemma. The pair P is confluent if and only if 〈T2, T1〉 and 〈T1, T2〉 are equal. In this case we
have
∧P = 〈T2, T1〉
= 〈T1, T2〉 .
Proof. From Proposition 2.2.10, P is confluent if and only if every element of KG admits a unique
P -normal form. Hence, P is confluent if and only if for every v ∈ KG, 〈T2, T1〉 (v) and 〈T1, T2〉 (v) are
equal. That shows the first part of the proposition. The second part is a consequence of Lemma 2.2.9.
3.1.4. Dual Braided Products. Let n be an integer. We show by induction on n that we have
〈IdKG − T2, IdKG − T1〉
n
= IdKG +
n−1∑
i=1
(−1)i
(
〈T1, T2〉
i
+ 〈T2, T1〉
i
)
+ (−1)n 〈T2, T1〉
n
,
〈IdKG − T1, IdKG − T2〉
n
= IdKG +
n−1∑
i=1
(−1)i
(
〈T1, T2〉
i
+ 〈T2, T1〉
i
)
+ (−1)n 〈T1, T2〉
n
.
(8)
We consider the two operators 〈IdKG − T1, IdKG − T2〉 and 〈IdKG − T2, IdKG − T1〉 defined by
〈IdKG − T2, IdKG − T1〉 (g) = 〈IdKG − T2, IdKG − T1〉
ng (g),
〈IdKG − T1, IdKG − T2〉 (g) = 〈IdKG − T1, IdKG − T2〉
ng (g),
for every g ∈ G.
3.1.5. Remark. We deduce from Lemma 3.1.3 that if the pair P is confluent, then 〈IdKG − T2, IdKG − T1〉
and 〈IdKG − T1, IdKG − T2〉 are equal. In the sequel, when P is assumed to be confluent, the common
value of 〈IdKG − T2, IdKG − T1〉 and 〈IdKG − T1, IdKG − T2〉 is denoted by T .
3.1.6. Lemma. Assume that P is confluent. Then, IdKG−T is a reduction operator relative to (G,<).
Moreover, we have
Nred (IdKG − T ) = Nred (T1) ∩ Nred (T2) .
Proof. First, we show that IdKG−T is a projector. The operators IdKG−T1 and IdKG−T2 are projectors.
Hence, by definition of T , for every g ∈ G, and for i = 1 or 2, we have
(IdKG − Ti) ◦ T (g) = T (g).
Hence, T is a projector, so that IdKG − T is also a projector.
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Let g ∈ G. Let us show that g−T (g) is either equal to g or strictly smaller than g. From Relation (8)
of 3.1.4, we have
g − T (g) =
ng−1∑
i=1
(−1)i+1
(
〈T1, T2〉
i
+ 〈T2, T1〉
i
)
(g) + (−1)ng+1 〈T2, T1〉
ng (g).
Thus, if g belongs to Nred (T1)∩Nred (T2), then g−T (g) is strictly smaller than g. Assume that g does
not belong to Nred (T1) ∩ Nred (T2). Assume that g belongs to Red (T1) (the case where g belongs to
Red (T2) is analogous). We have
g − T (g) = g + T2(g) +
ng−1∑
i=2
(−1)i+1
(
〈T1, T2〉
i + 〈T1, T2〉
i−1
)
(g) + (−1)ng+1 〈T1, T2〉
ng−1 (g)
= g.
Hence, IdKG − T is a reduction operator relative to (G,<) and the set Nred (IdKG − T ) is equal to
Nred (T1) ∩ Nred (T2).
3.1.7. Lemma. Assume that P is confluent. Then, T1 ∨ T2 is equal to IdKG − T .
Proof. The operator IdKG − T being a reduction operator relative to (G,<) and θ being a bijection, it
is sufficient to show that the kernel of IdKG − T equals the one of T1 ∨ T2. From Relation (8) of 3.1.4,
for every v ∈ KG, we have
v − T (v) =
n−1∑
i=1
(−1)i+1
(
〈T1, T2〉
i + 〈T2, T1〉
i
)
(v) + (−1)n+1 〈T2, T1〉
n (v)
=
n−1∑
i=1
(−1)i+1
(
〈T1, T2〉
i + 〈T2, T1〉
i
)
(v) + (−1)n+1 〈T1, T2〉
n (v),
where n is an integer greater or equal to ng for every g ∈ G belonging to the support of v. Hence,
ker (T1 ∨ T2) = ker (T1)∩ker (T2) is included in ker (IdKG − T ). Moreover, the operator IdKG−T being
a projector, its kernel is equal to im (T ), that is, we have
ker (IdKG − T ) = im (〈IdKG − T2, IdKG − T1〉)
= im (〈IdKG − T1, IdKG − T2〉) .
The latter is included in ker (T1) and ker (T2), so that it is included in ker (T1)∩ker (T2) = ker (T1 ∨ T2).
3.1.8. Lemma. Assume that P is confluent. Then, Nred (T1 ∨ T2) is equal to Nred (T1) ∩ Nred (T2).
Proof. This is a consequence of Lemma 3.1.6 and Lemma 3.1.7.
3.2 Completion
We fix a subset F of RO (G,<).
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3.2.1. Definitions.
1. A completion of F is a subset F ′ of RO (G,<) such that
(a) F ′ is confluent,
(b) F ⊆ F ′ and ∧F ′ = ∧F .
2. A complement of F is an element C of RO (G,<) such that
(a) (∧F ) ∧C = ∧F ,
(b) ObsF ⊆ Nred (C).
A complement is said to be minimal if the inclusion (2b) is an equality.
3.2.2. Proposition. Let C ∈ RO (G,<) such that (∧F ) ∧ C is equal to ∧F . The set F ∪ {C} is a
completion of F if and only if C is a complement of F.
Proof. We let F ′ = F ∪ {C}. The set F ′ contains F and is such that ∧F ′ = ∧F by hypothesis. Hence,
F ′ is a completion of F if and only if it is confluent, that is, if and only if Red (F ′) is equal to Red (∧F ′).
The set Red (F ′) is equal to Red (F ) ∩ Red (C) and ∧F ′ is equal to ∧F . Hence, F ′ is confluent if and
only if we have the following relation
Red (F ) ∩ Red (C) = Red (∧F ) .
Moreover, Red (F ) is the disjoint union of Red (∧F ) and ObsF . Hence, we have
Red (F ) ∩ Red (C) =
(
Red (∧F ) ∩ Red (C)
)⊔(
ObsF ∩Red (C)
)
. (9)
The hypothesis (∧F ) ∧ C is equal to ∧F means that ∧F is smaller or equal to C. Thus, from
Lemma 2.1.18, Red (∧F ) is included in Red (C). From Relation (9), we have
Red (F ) ∩ Red (C) = Red (∧F )
⊔(
ObsF ∩ Red (C)
)
.
Hence, F ′ is confluent if and only if ObsF ∩Red (C) is empty, that is, if and only if C is a complement
of F .
3.2.3. Examples.
1. The operator ∧F is a complement of F . In general, this complement is not minimal (see Point 2).
2. We consider the pair P of Example 2.1.17. Let
C1 =

1 0 1 0
0 1 0 0
0 0 0 0
0 0 0 1
 and C2 =

1 0 0 0
0 1 1 0
0 0 0 0
0 0 0 1
 .
The sets Nred (C1) and Nred (C2) are equal to {g3}. The latter is equal to Obs
P (see Point 1 of
Example 2.1.21). Moreover, ker (C1) and ker (C2) are the vector spaces spanned by g3 − g1 and
g3− g2, respectively. These two vector spaces are included in ker (T1 ∧ T2). Hence, C1 and C2 are
greater than T1 ∧ T2, that is, we have
(∧P ) ∧ C1 = ∧P and (∧P ) ∧ C2 = ∧P.
We conclude that C1 and C2 are two minimal complements of P . We also recall that Nred (T1 ∧ T2)
is equal to {g2, g3, g4} (see Example 2.1.17), so that T1 ∧ T2 is not a minimal complement of P .
19
3.2.4. The F -Complement. The F-complement is the operator
CF = (∧F ) ∨
(
∨F
)
,
where ∨F is equal to θ (KRed (F )).
3.2.5. Lemma. The pair P =
(
∧F,∨F
)
is confluent. Moreover, we have
Nred
(
∨F
)
= Red (F ) . (10)
Proof. Let us show the first part of the lemma. The image of ∧F is included in KRed (F ) which is
equal to the kernel of ∨F . Thus, ∨F ◦∧F and ∨F ◦∧F ◦∨F are equal to the zero operator. Hence, we
have the equality
∨ F ◦ ∧F ◦ ∨F = ∨F ◦ ∧F. (11)
Hence, from Lemma 3.1.3, the pair P is confluent.
Let us show the second part of the lemma. Consider the endomorphism U of KG defined on the
basis G in the following way:
U(g) =
{
0, if g ∈ Red (F )
g, otherwise.
The operator U is a projector and is such that for every g ∈ G such that U(g) is different from g, U(g)
is equal to 0. Hence, U is such that for every g ∈ G, we have U(g) ≤ g, so that it is a reduction operator
relative to (G,<). Moreover, we have
ker (U) = im (IdKG − U)
= KRed (F ).
Hence, U and ∨F are two reduction operator with same kernel so that they are equal. In particular,
Nred
(
∨F
)
is equal to Nred (U) = Red (F ) which shows the second assertion of the lemma.
3.2.6. Theorem. Let F be a subset of RO (G,<). The F-complement is a minimal complement of F.
Proof. By definition, CF is greater or equal to ∧F , that is, CF satisfies (2a) of 3.2.1. Let us show
that ObsF is equal to Nred
(
CF
)
. From Lemma 3.2.5, the pair
(
∧F,∨F
)
is confluent. Hence, from
Lemma 3.1.8 and Relation (10), we have
Nred
(
CF
)
= Nred
(
(∧F ) ∨
(
∨F
))
= Nred (∧F ) ∩ Nred
(
∨F
)
= Nred (∧F ) ∩ Red (F )
= ObsF .
We end this section with a characterisation of the F -complement. For that, we need the following
lemma:
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3.2.7. Lemma. The set CF
(
ObsF
)
is included in KRed (∧F ).
Proof. We have seen in Relation (11) (see the proof of Lemma 3.2.5) that we have
∨F ◦ ∧F ◦ ∨F = ∨F ◦ ∧F.
From Lemma 3.2.5, the pair P =
(
∧F,∨F
)
is confluent. Hence, from Lemma 3.1.7, we have
CF = IdKG −
(
IdKG − ∨F
)
◦
(
IdKG − ∧F
)
.
The sets ObsF and KRed (∧F ) are included in KRed (F ) which is equal to the kernel of ∨F . Hence,
for every g ∈ ObsF , we have
CF (g) = g −
(
IdKG − ∨F
)
◦
(
IdKG − ∧F
)
(g)
= (∧F ) (g) + ∨F (g)−
(
∨F ◦ ∧F
)
(g)
= (∧F ) (g).
That shows that CF
(
ObsF
)
is included in KRed (∧F ).
3.2.8. Proposition. The F-complement is the unique minimal complement C of F such that C
(
ObsF
)
is included in KRed (F ).
Proof. Let C be a minimal complement of F such that C
(
ObsF
)
is included in KRed (F ). For every
g ∈ G \ ObsF , CF (g) and C(g) are equal to g. Thus, it is sufficient to show that for every g ∈ ObsF ,
C(g) is equal to CF (g). The set C
(
ObsF
)
being included in KRed (F ) and Nred (C) being equal to
ObsF , C
(
ObsF
)
is in fact included in K
(
Red (F ) \ObsF
)
, that is, it is included in KRed (∧F ). From
Lemma 3.2.7, CF
(
ObsF
)
is also included in KRed (∧F ). Hence, for every g ∈ ObsF , we have(
∧F ◦ CF
)
(g) = CF (g) and (∧F ◦ C) (g) = C(g). (12)
Relation (2a) of 3.2.1 implies that CF and C are greater or equal to ∧F . Thus, the equivalence (2)
(see 2.1.16) implies that ∧F ◦CF and ∧F ◦ C are equal to ∧F . Hence, from Relation (12), CF (g) and
C(g) are equal to (∧F ) (g) for every g ∈ ObsF , so that Proposition 3.2.8 holds.
3.2.9. Examples.
1. The operator C1 of Example 3.2.3, Point 2 is the P -complement.
2. Consider Point 2 of Example 2.1.21. The P -complement maps yxy to xx and fixes all other word.
3.3 Presentations by Operator
3.3.1. Algebras. An associative unitary K-algebra is a K-vector space A equipped with a K-linear
map, called multiplication, µ : A⊗A −→ A which is associative and for which there exists a unit 1A.
We say algebra instead of unitary associative K-algebra. Given a set X , let X∗ be the set of words
written with X . This set admits a monoid structure, where the multiplication is given by concatenation
of words and the unit is the empty word. Moreover, the free algebra over X is the vector space KX∗
spanned by X∗ equipped with the multiplication induced by the one of the monoid X∗.
From now on, we fix an algebra A.
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3.3.2. Monomial Orders. Let X be a set. A monomial order on X∗ is a well-founded total order <
on X∗ such that the following conditions are fulfilled:
1. 1 < w for every word w different from 1,
2. for every w1, w2, w, w
′ ∈ X∗ such that w < w′, we have w1ww2 < w1w′w2.
In particular, (X∗, <) is a well-ordered set. In the sequel, given an element f ∈ KX∗, we write lm (f)
(for leading monomial) instead of lg (f).
3.3.3. Gröbner Bases. Let X be a set and let < be a monomial order on X∗. Given a subset E of
KX∗, we let lm (E) = {lm (f) | f ∈ E}. Let I be a two-sided ideal of KX∗. A subset R of I is called
a Gröbner basis of I if the semi-group ideal spanned by lm (R) is equal to lm (I). In other words, R is
a Gröbner basis of I if and only if for every w ∈ lm (I), there exist w′ ∈ lm (R) and w1, w2 ∈ X∗ such
that w is equal to w1w
′w2.
3.3.4. Definition. A presentation by operator of A is a triple 〈(X,<) | S〉, where
1. X is a set and < is a monomial order on X∗,
2. S is a reduction operator relative to (X∗, <),
3. we have an isomorphism of algebras
A ≃
KX∗
I (ker (S))
,
where I (ker (S)) is the two-sided ideal of KX∗ spanned by ker (S).
3.3.5. Reduction Family of a Presentation. Let X be a set and let n be an integer. We denote
by X(n) and X(≤n) the set of words of length n and of length smaller or equal to n, respectively. Let
〈(X,<) | S〉 be a presentation by operator of A. For every integers n and m such that (n,m) is different
from (0, 0), we let
Tn,m = IdKX(≤n+m−1) ⊕ IdKX(n) ⊗ S ⊗ IdKX(m) .
Explicitly, given w ∈ X∗, Tn,m(w) is equal to w if the length of w is strictly smaller than n +m. If
the length of w is greater or equal to n+m, we let w = w1w2w3, where w1 and w3 have length n and
m, respectively. Then, Tn,m(w) is equal to w1S(w2)w3. We also let T0,0 = S. The reduction family of
〈(X,<) | S〉 is the set {Tn,m, 0 ≤ n, m}.
3.3.6. Lemma. Let 〈(X,<) | S〉 be a presentation by operator of A. Let n and m be two integers.
Then, Tn,m is a reduction operator relative to (X
∗, <) and its kernel is equal to KX(n) ⊗ ker (S)⊗KX(m).
Proof. First, we show that Tn,m is a reduction operator relative to (X
∗, <). The operator S being a
projector, Tn,m is also a projector. Let w ∈ X∗. If the length of w is strictly smaller than n+m, then
Tn,m(w) is equal to w. If the length of w is greater or equal n +m, we write w = w1w2w3, where w1
and w3 have length n and m, respectively. If w2 belongs to Red (S), then Tn,m(w) is equal to w. In the
other case, let
S(w2) =
∑
λiwi,
be the decomposition of S(w2) with respect to the basis X
∗. We have
Tn,m(w) =
∑
λiw1wiw3.
For every i ∈ I, wi is strictly smaller than w2. The order < being a monomial order, w1wiw3 is strictly
smaller than w. Hence, Tn,m is a reduction operator relative to (X
∗, <).
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Let us show the second part of the lemma. Given an integer k, we denote by X(≥k) the set of words
of length greater or equal to k. For every f ∈ KX∗, we write f = f1 + f2, where f1 and f2 are the
images of f by the natural projections of KX∗ on KX(≤n+m−1) and KX(≥n+m), respectively. These
two vector spaces are stabilised by Tn,m and Tn,m(f1) is equal to f1. Thus, f belongs to ker (Tn,m) if
and only if f1 is equal to 0 and f2 belongs to ker (Tn,m). Moreover, f2 admits a unique decomposition
with shape
f2 =
∑
i∈I
wifiw
′
i,
where for every i ∈ I
1. wi and w
′
i are words of length n and m, respectively,
2. for every j ∈ I such that j is different from i, the pair (wi, w′i) is different from (wj , w
′
j),
3. fi is a non zero element of KX
∗.
We have
Tn,m (f2) =
∑
i∈I
wiS(fi)w
′
i.
Thus, f2 belongs to ker (Tn,m) if and only if for every i ∈ I, fi belongs to ker(S). Hence, the kernel of
Tn,m is equal to KX
(n) ⊗ ker (S)⊗KX(m).
3.3.7. Remark. Let 〈(X,<) | S〉 be a presentation by operator of A. From Lemma 3.3.6, its reduc-
tion family is a subset of RO (X∗, <). Moreover, the kernel of ∧F is the sum of the vector spaces
KX(n) ⊗ ker (S) ⊗ KX(m), that is, ker (∧F ) is the two-sided ideal spanned by ker (S).
3.3.8. Confluent Presentation. A confluent presentation by operator of A is a presentation by
operator of A such that its reduction family is confluent.
3.3.9. Lemma. Let 〈(X,<) | S〉 be a presentation by operator of A and let F be its reduction family.
Let R be the reduced basis of ker (S). A word belongs to Red (F ) if and only if it does not belong to the
semi-group ideal spanned by lm (R).
Proof. The set Red (F ) is the set of words w such that every sub-word of w belongs to Red (S). From
Proposition 2.1.14, a word belongs to Red (S) if and only if it does not belong to lm (R), so that
Lemma 3.3.9 holds.
3.3.10. Proposition. Let 〈(X,<) | S〉 be a presentation by operator of A. Let R be the reduced basis
of ker (S). The presentation 〈(X,<) | S〉 is confluent if and only if R is a Gröbner basis of I(R).
Proof. Let F be the reduction family of 〈(X,<) | S〉.
Assume that 〈(X,<) | S〉 is not confluent. Let w ∈ ObsF . The element w − (∧F ) (w) belongs to
I (ker (S)). The latter is equal to I(R). Moreover, the leading monomial of w − (∧F ) (w) is equal to
w, so that it belongs to Red (F ). Hence, from Lemma 3.3.9, w does not belong to the semi-group ideal
spanned by lm (R). Thus, R is not a Gröbner basis of I(R).
Assume that 〈(X,<) | S〉 is confluent. Let f ∈ I(R). We assume that lc (f) is equal to 1. The kernel
of ∧F being equal to I(R), (∧F ) (f) is equal to 0. Hence, (∧F ) (lm (f)) is equal to (∧F ) (lm (f)− f).
The element lm (f) − f is either equal to 0 or has a leading monomial strictly smaller than lm (f).
In particular, lm (f) is not ∧F -reduced. The set F being confluent, that implies that lm (f) does not
belong to Red (F ). From Lemma 3.3.9, lm (f) belongs to the semi-group ideal spanned by lm (R). Thus,
R is a Gröbner basis of I(R).
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3.3.11. Theorem. Let 〈(X,<) | S〉 be a presentation by operator of A and let C be a complement of
its reduction family. The triple 〈(X,<) | S ∧ C〉 is a confluent presentation of A.
Proof. We denote by F the reduction family of 〈(X,<) | S〉.
First, we show that 〈(X,<) | S ∧ C〉 is a presentation of A. For that, we need to show that
I (ker (S ∧ C)) is equal to I (ker (S)). The vector space ker (S) being included in ker (S ∧ C), I (ker (S))
is included in I (ker (S ∧C)). Moreover, by definition of a complement, ∧F is smaller or equal to C,
that is, the kernel of C is included in the one of ∧F . The latter is equal to I (ker (S)). Thus, ker (S ∧ C)
is also included in I (ker (S)), so that I (ker (S ∧ C)) is included in I (ker (S)).
Let us show that this presentation is confluent. Writing S˜ = S ∧ C, we let T˜0,0 = S˜, and for every
integers n and m such that n+m is greater or equal to 1, we let
T˜n,m = IdKX(≤n+m−1) ⊕ IdKX(n) ⊗ S˜ ⊗ IdKX(m) .
Thus, F˜ =
{
T˜n,m, 0 ≤ n, m
}
is the reduction family of 〈(X,<) | S ∧ C〉. The kernel of ∧F˜ is equal to
I (ker (S ∧ C)). We have seen that the latter is equal to I (ker (S)) which is equal to ker (∧F ). Hence,
∧F˜ is equal to ∧F . As a consequence, we have to show that Red
(
F˜
)
is included in Red (∧F ). For
every integers n and m, Tn,m is greater or equal to T˜n,m. Hence, from Lemma 2.1.18, Red
(
T˜n,m
)
is
included in Red (Tn,m), so that Red
(
F˜
)
is included in Red (F ). Moreover, Red
(
F˜
)
is also included
in Red (S ∧C) which is itself included in Red (C). Hence, Red
(
F˜
)
is included in Red (F ) ∩ Red (C).
From Proposition 3.2.2, the set F ∪ {C} is confluent, so that Red (F ) ∩ Red (C) is equal to Red (∧F ).
That shows that the presentation 〈(X,<) | S ∧ C〉 is confluent.
3.3.12. Remark. Theorem 3.3.11 provides a theoretical method to construct Gröbner bases. However,
this method is not algorithmic, a priori. Indeed, the operator C which appears in this theorem is relative
to the infinite set X∗ whereas our implementation 3 of reduction operators requires to work with finite
sets. We discuss this problem in the conclusion of the paper.
4 Generalised Reduction Operators
So far, we have been studying reduction operators relative to a well-ordered set. In this section, we
investigate the more general case where we do not consider a total order. The purpose of this section is
not to provide new results but to explain why the requirement of a total order is of crucial importance
in Section 2 and Section 3.
We fix an ordered set (G,<).
4.1 Algebraic Structure
The general definition of reduction operator is stated as follows:
4.1.1. Definition. A reduction operator relative to (G,<) is an idempotent endomorphism T of KG
such that for every g ∈ G, we have either T (g) = g, or for every g′ occurring in the support of T (g),
we have g′ < g. As in the case of well-ordered sets, the set of reduction operators relative to (G,<) is
denoted by RO (G,<) . Given a reduction operator T , the set of T -reduced generators is also denoted
by Red (T ) and its complement in G is denoted by Nred (T ).
3http://pastebin.com/0YZCfAD4
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4.1.2. From Projectors to Reduction Operators. As an application, we want to consider a set G
together with a non-empty subset F of the set of all linear idempotent endomorphisms of KG. We want
to equip G with an order < making F a subset of RO (G,<). For that, consider the binary relation
<F on G defined by g
′ <F g if there exists T ∈ F such that T (g) is different from g and such that
g′ belongs to the support of T (g). The transitive closure of <F is still denoted by <F . This relation
is not necessarily anti-symmetric. Indeed, let G = {g1, g2} and consider F = (T1, T2), where T1 and
T2 are defined by T1(g2) = g1, T1(g1) = g1, T2(g1) = g2 and T2(g2) = g2, respectively. Then, we have
g1 <F g2 and g2 <F g1. However, if <F is well-founded, then it is an order relation, and in this case,
F is a subset of RO (G,<F ).
4.1.3. Absence of Reduced Basis. We would like to equip the set RO (G,<) with a lattice struc-
ture. We cannot use the argument of Section 2.1 because a subspace of KG does not necessarily admit
a reduced basis. Indeed, consider G = {g1, g2, g3} ordered such: g1 < g3 and g2 < g3. The subspace of
KG spanned by g3 − g1 and g3 − g2 does not admit any reduced basis.
In order to equip RO (G,<) with an order relation, we need the following lemma:
4.1.4. Lemma. Let T1 and T2 be two reduction operators relative to (G,<) such that ker (T1) is
included in ker (T2). Then, Red (T2) is included in Red (T1).
Proof. Assume by way of contradiction that there exists g ∈ Red (T2) not belonging to Red (T1). The
element g− T1(g) belongs to the kernel of T1, so that it belongs to the one of T2. Hence, T2(g) is equal
to T2 (T1(g)). The generator g belongs to Red (T2), so that T2(g) is equal to g. Moreover, g being
not T1-reduced, every generator appearing in the support of T1(g) is strictly smaller than g, so that
every generator belonging to the support of T2 (T1(g)) is also strictly smaller than g. Thus, we reach a
contradiction.
4.1.5. Order Relation. The binary relation defined by T1  T2 if ker (T2) ⊆ ker (T1) is clearly
reflexive and transitive. Moreover, from Lemma 4.1.4, if two reduction operators have the same kernel,
then they have the same image, so that they are equal. Hence,  is anti-symmetric, so that it is an
order relation on RO (G,<).
4.1.6. Absence of a Lattice Structure. The order introduced in 4.1.5 does not induce a lattice
structure. Consider G = {g1, g2, g3, g4, g5} ordered such: g1 < g3, g1 < g4, g2 < g3, g2 < g4, g3 < g5
and g4 < g5. Let T1, T2 be the two reduction operators defined by Red (Ti) = {g1, g2, g3, g4} for
i = 1 or 2, T1(g5) = g3 and T2(g5) = g4. Consider the two reductions operators U1 and U2 defined
by Red (Ui) = {g1, g2} for i = 1 or 2, U1(gj) = g2 and U2(gj) = g1 for j ∈ {3, 4, 5}. The
vector space ker (T1) + ker (T2) = K{g5 − g4} ⊕ K{g5 − g3} is included in ker (Ui) for i = 1 or 2,
that is, Ui is smaller than T1 and T2. Moreover, there does not exist a reduction operator with kernel
K{g5 − g4} ⊕ K{g5 − g3}, so that U1 and U2 are two maximal elements smaller than T1 and T2. Hence,
T1 and T2 admit a lower bound but they do not admit a greatest lower bound. Moreover, even when a
greatest lower bound exists, its kernel is not necessarily the sum of the kernels. Consider the example
from 4.1.3: G = {g1, g2, g3} with g1 < g3 and g2 < g3, and let P = (T1, T2) where, for i = 1 or 2,
Nred (Ti) = {g3} and Ti(g3) = gi. Then, we check that T1 and T2 admit a lower bound which is the
zero operator, that is, the kernel of this lower bound is equal to KG.
4.2 Rewriting Properties
In this section, we investigate the rewriting properties associated to generalised reduction operators.
We have seen in the previous section that, given a subset F or RO (G,<), there does not necessarily
exist a reduction operator with kernel
∑
T∈F ker (T ). Hence, in order to define the notion of confluence
as it was done in 2.1.20, we have to consider subsets of RO (G,<) for which such a reduction operator
exists. For that, we introduce the following definition:
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4.2.1. Completable Sets. A subset F of RO (G,<) for which there exists a reduction operator with
kernel
∑
T∈F ker (T ) is said to be completable.
4.2.2. Confluence and Church-Rosser Property. Let F be a completable set. The reduction
operator whose kernel is equal to
∑
T∈F ker (T ) is denoted by ∧F . From Lemma 4.1.4, Red (∧F ) is
included in Red (T ), so that the set ObsF is well-defined. The set F is said to be confluent if ObsF
is the empty set. We say that v rewrites into v′ as it was done in Section 2.2 and that F has the
Church-Rosser property if for every v ∈ KG, v rewrites into (∧F ) (v). Finally, the binary relation −→
F
on KG is defined as it was done in Section 2.3.
4.2.3. Normalising Relations. In Theorem 4.2.4, we use the notion of normalising relation. Let us
recall it. Given an abstract rewriting system
(
A,−→
)
, the relation −→ is said to be normalising if
every element of A admits at least one normal form.
4.2.4. Theorem. Let F be a completable subset of RO (G,<). The following assertions are equivalent:
1. F is confluent and −→
F
is normalising,
2. F has the Church-Rosser property,
3. −→
F
is confluent.
Proof. The proof of the equivalence between 2 and 3 is the same as in Proposition 2.3.8 (indeed, we check
that in Section 2.3 we only require the existence of the operator ∧F ). As in Theorem 2.2.5, we show
that 2 implies that F is confluent. Moreover, if 2 holds, every element v of KG rewrites into (∧F ) (v),
that is, we have v
∗
−→
F
(∧F ) (v). The latter belongs to KRed (F ), so that it is a normal form for −→
F
.
Hence, −→
F
is normalising. Thus, 2 implies 1. Assume 1 and let us show 3. Let v1, v2, v3 ∈ KG such
that v1
∗
−→
F
v2 and v1
∗
−→
F
v3. The relation −→
F
being normalising, v2 and v3 admit normal forms. Let
v̂2 and v̂3 be normal forms of v2 and v3, respectively. We have v̂2
∗
←→
F
v̂3, so that v̂2− v̂3 belongs to the
kernel of ∧F . Moreover, v̂2 and v̂3 being normal forms, they belong to KRed (F ), that is, KRed (∧F )
since F is confluent. Hence, v̂2 − v̂3 also belongs to KRed (∧F ), that is, it belongs to the image of
∧F . Thus, v̂2 − v̂3 belongs to ker (∧F ) ∩ im (∧F ) which is reduced to {0} since ∧F is a projector. We
conclude that v̂2 is equal to v̂3, so that −→
F
is confluent.
4.2.5. Completion. Given a completable set F , the notion of complement is stated as follows: a
complement of F is a reduction operator C satisfying
1. ∧F  C,
2. ObsF ⊆ Nred (C).
4.2.6. Completion and Rewriting. Let C be a reduction operator, greater or equal to ∧F . We
write F ′ = F ∪ {C}. The vector space
∑
T∈F ′ ker (T ) is equal to
∑
T∈F ker (T ). Hence, the set F
′ is
also completable and ∧F ′ is equal to ∧F . In particular, the two equivalence relations
∗
←→
F
and
∗
←→
F ′
are
equal. Using the arguments of the proof of Proposition 3.2.2, we get
4.2.7. Proposition. Let C ∈ RO (G,<) such that C is greater or equal to ∧F . The set F ∪ {C} is
confluent if and only if C is a complement of F.
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4.2.8. Remark. We have seen that the absence of a total order on G implies that the reduction
operator ∧F does not necessarily exist. In particular, the notion of complement is not necessarily
defined, like the Knuth-Bendix completion algorithm in term rewriting does not necessarily succeed.
Consider the example from 4.1.3: G = {g1, g2, g3} with g1 < g3 and g2 < g3, and let P = (T1, T2)
where, for i = 1 or 2, Nred (Ti) = {g3} and Ti(g3) = gi. We have seen in 4.1.3 that T1 ∧ T2 does
not exist. Moreover, the Knuth-Bendix completion algorithm does not work because as shown on the
following diagram
g3
))❙
❙❙
❙❙
❙❙
❙❙
❙❙
uu❦❦
❦❦
❦❦
❦❦
❦❦
❦
T1(g3) = g1 T2(g3) = g2
g3 admits two distinct normal forms g1 and g2, and these two normal forms cannot be compared.
Conclusion. The approach using reduction operators shows that some familiar concepts of rewriting,
such as confluence or completion, can be formulated in terms of algebraic conditions. In particular,
we related the algebraic formulation of confluence to Gröbner bases. Even if reduction operators pro-
vides a theoretical method to construct Gröbner bases as stated in Theorem 3.3.11, we have seen in
Remark 3.3.12 that this method is not algorithmic. A natural extension of our work is to transform
this method into a procedure. For that, a local criterion has to be used to restrict ourselves to finite-
dimensional subspaces of KX∗. Such criterion exists for Gröbner bases, using S-elements [16, Section
5.3]. A future work consists in adapting this criterion to reduction operators in order to obtain an
effective procedure.
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