A Fortran routine for constructing nonparametric prediction intervals for a general class of linear processes is described. The approach uses the sieve bootstrap procedure of Bühlmann (1997) based on residual resampling from an autoregressive approximation to the given process.
Introduction
When studying a time series, one of the goals is the estimation of forecast confidence intervals based on an observed trajectory of the process. The traditional approach of finding prediction intervals for a linear time series assumes that the distribution of the error process is known. Thus, these prediction intervals could be adversely affected by departures from the true underlying distribution.
Some bootstrap approaches have been proposed as a distribution free alternative to compute prediction intervals. Stine (1987) proposed a bootstrap method to estimate the prediction mean squared error of the estimated linear predictor of an AR(p) where p is known. Also, for an AR(p) process with known p, and relaxing the assumptions of Stine (1987) , Thombs and Schucany (1990) propose a backward then forward bootstrap method to estimate prediction intervals. Cao et al. (1997) study a conditional bootstrap method alternative to Thombs and Schucany's proposal, which is computationally faster. Pascual et al. (2001) generalize this conditional bootstrap to ARMA(p, q) processes with known p and q and Andrés M. Alonso is Assistant Professor of Statistics.
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This article describes a bootstrap method to construct nonparametric prediction intervals for a class of linear processes that can be written as a one-sided infinite-order moving average process with at most a polynomial decay of the coefficients { } This sieve bootstrap has a nice nonparametric property, being model-free within the considered class of linear processes. Thus, the proposed bootstrap prediction intervals could be applied to this more general class of linear models without specifying a finite dimensional model as in previous bootstrap proposals. Alonso et al. (2002) and (2003) Under the additional assumption of invertibility
can be represented as a one-sided infinite-order autoregressive process:
(cf. Section 9.3 of Brockwell &Davis, 1991).
The AICC criterion is a bias-corrected version of AIC (Akaike, 1973) , and it has a more extreme penalty for large-order models which counteracts the overfitting nature of AIC. Other order selection criteria (such as BIC) could be used, but AICC is preferred assuming the view that the true model is complex and not of finite dimension, and also because the AICC is asymptotically efficient for autoregressive models, i.e., it chooses an AR model which achieves the optimal rate of convergence of the mean-square prediction error. Compute the residuals for t ∈ (p+1,p+2, …, n) by:
Define the empirical distribution function of the centered residuals: 
where the starting p observations are equal to .
X
In practice an AR(p) resample is generated using (4) with sample size equal to n + 100 and then discard the first 100 observations. Up to this step, the resampling plan coincides with the sieve bootstrap, and is valid for bootstrapping some statistics defined as a functional of a m-dimensional distribution function (see details in Section 3.3 of Bühlmann, 1997) . However, it is not effective for bootstrap prediction, because it does not replicate the conditional distribution of h n X + given the observed data. But, proceeding as do Cao et al. (1997) by fixing the last p observations resamples of the future values can be obtained
Compute the estimation of the autoregressive coefficients: ( )
Compute the future bootstrap observations by the recursion:
where h > 0, and This routine estimates the autocovariances of the XSeries for the orders from 0 to MaxLag. Notice that the implementation allows possible missing observations in the specified Positions. The expression for the autocovariance estimates is given by:
where m is the number of missing observations, 
where p Γ is the estimated autocovariance
Using (2), the estimated residuals were obtained. 
Routine FESieves
Here are described the subroutine FESieves which implements the steps 2 to 8 of the sieve bootstrap procedure. Notice that the step 1 is implemented by subroutine AICCSelection. Step 2 and 7 are implemented by the following sentences:
CALL YuleWalker(XSeries, ACMatrix(1:PHat+1, 1:PHat+1), YWPhi, Residuals) CALL YuleWalker(WSeries(101:XSize + 100), WACMatrix(1:PHat+1, 1:PHat+1), WYWPhi, YWResiduals) where the WSeries are the resample obtained using recursion (4). The estimates YWPhi are used in recursion (4) and the bootstrap estimates WYWPhi are used in recursion (5). Also, in the first call to subroutine YuleWalker, the step 3 is performed. As mentioned in the previous section, a bootstrap resample was generated using (4) with sample size equal to XSize+100 and then discard the first 100 observations by WSeries(101:XSize + 100).
The resamples of step 5 are obtained by sampling with replacement from the vector of centered residuals, WResiduals = WResiduals -SUM(WResiduals) / REAL(XSize -PHat, KIND=8): Notice that in (5) the bootstrap autoregressive coefficient is used, WYWPhi, this allows us to incorporate the parameter estimation variability in the prediction intervals.
Finally, the α/2 and (1-α/2) quantiles of the empirical density of forecasts, EDF, constitutes the prediction interval.
Results
In this section are briefly described the results of a simulation experiment using the Fortran subroutine presented in the previous section. The following models are used: 
The autoregressive model was considered by Cao et al. (1997) , the moving average model 2 by Pascual et al. (2001) and the model 3 by Alonso et al. (2002) . Notice that neither model 2 nor model 3 admit a finite AR representation. Moreover, model 3 does not have an ARMA representation.
To evaluate the prediction intervals, their mean coverage and length are used and the proportions of observations lying out to the left and to the right of the interval. These quantities are estimated as follows: a)
For a combination of model, sample size and error distribution, simulate a series, and generate R = 1000 future values X n+h . b)
For the bootstrap procedure obtain the (1-α) prediction interval based on B = 1000 bootstrap resamples. c)
The coverage is estimated as
where r h n X + with r = 1,2,…,R are the R future values generated in step a).
In steps a) and b) the "theoretical" and bootstrap interval lengths are obtained using
respectively. Finally, the steps a) -c) are repeated 100 times.
The results are presented in Tables 1 -3 , using three sample sizes n = 25, 50 and 100, nominal coverage 95% and the prediction lag h = 1 and 3. Essentially, similar results are obtained in all cases. Sieve bootstrap performs reasonably well in all considered models since the mean coverage and length tend to the nominal values as the sample size grows. Notice that for models 2 and 3 the sieve bootstrap never uses the correct model. The running time for these three experiments (using a Pentium 4, running at 2.66GHz) was 22.92, 24.40 and 27.82 seconds, respectively.
Conclusion
It has been shown by Alonso et al. (2002) and (2003) that, for general linear process, if an AR approximation that grows with the sample size is used, it can derive a bootstrap for building prediction intervals that has the two following properties: first, the procedure is consistent, that is, it generates as prediction a random variable that converges in conditional distribution to the concerning variable; second, Monte Carlo simulations show that the proposed procedure provides better coverage results than previous methods in general cases. This article describes a Fortran routine that implement this sieve bootstrap prediction procedure. Additional simulation experiments confirm the correct behavior of the proposed procedure in finite samples. 
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