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We investigate spatial adiabatic passage of a Bose–Einstein condensate in a triple well potential
within the three-mode approximation. By rewriting the dynamics in the so-called time-dependent
dark/dressed basis, we analytically derive the optimal conditions for the non-linear parameter and
the on-site energies of each well to achieve a highly efficient condensate transport. We show that
the non-linearity yields a high-efficiency plateau for the condensate transport as a function of the
on-site energy difference between the outermost wells, favoring the robustness of the transport. We
also analyze the case of different non-linearities in each well, which, for certain parameter values,
leads to an increase of the width of this plateau.
PACS numbers: 03.75.Lm, 03.75.Kk, 03.65.Xp
I. INTRODUCTION
Spatial adiabatic passage (SAP) [1], i.e., the matter-
wave analogue of the well known quantum optical Stim-
ulated Raman Adiabatic Passage (STIRAP) [2, 3] tech-
nique, has been proposed for high fidelity and robust
transport of quantum particles between the outermost
traps of a triple-well potential. SAP is based on adiabat-
ically following an energy eigenstate of the system that,
for initial and target resonant wells, consists of a super-
position involving only the two localized states of the
outermost wells. To transport the quantum particle be-
tween these two localized states, the followed eigenstate
must be adiabatically transformed from the initial to the
target one. SAP processes have been investigated for
single-atoms [4–13], electrons in quantum dots [14–16],
and experimentally reported for light beams in systems
of three evanescently-coupled optical waveguides [17–20].
SAP applied to the transport of a BEC in a triple-well
potential has also been investigated [21–24] showing that,
in principle, it only works for a very limited range of non-
linear interactions [21]. In fact, non-linear interactions
have two detrimental effects in SAP: (i) the on-site inter-
action breaks, in a dynamical fashion, the resonant con-
dition between the two outermost wells; and (ii) unstable
non-linear eigenstates and level crossings can appear dur-
ing the dynamics preventing the adiabatic following of an
energy eigenstate.
In this work, we investigate, in the so-called
dark/dressed basis [25, 26], SAP for a BEC in a triple-
well potential for arbitrary values of the non-linearity and
the energy bias between the wells. In the presence of the
non-linearity, we analytically derive the optimal on-site
energies of the wells to achieve a highly efficient BEC
transport. In particular, we show that the non-linearity
relaxes the requirement of degeneracy between the on-
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site energies of the initial and target wells giving rise to
a plateau in the transport efficiency curve as a function
of the energy bias between these two wells. The width
of this plateau can even be increased by an appropriate
local modification of the non-linear BEC parameter.
The article is organized as follows. Section II in-
troduces the physical model under investigation, which
consists of a BEC in a triple-well potential described
within the three-mode approximation. The three-mode
Hamiltonian of the system is then transformed to the
dark/bright and dark/dressed bases in Section III. De-
scribing the dynamical process in the dark/dressed ba-
sis, we analytically derive and numerically check, in Sec-
tion IV, the SAP optimal conditions for the BEC adia-
batic transport with an identical non-linear interaction
parameter in each well. Section V is devoted to the dis-
cussion of BEC adiabatic transport with different non-
linear interaction parameters in each well. Conclusions
are presented in Section VI.
II. PHYSICAL MODEL
The physical system under investigation consists of
a zero temperature BEC in a one-dimensional (1D)
triple-well potential with near-neighboring tunneling (see
Fig. 1). In the mean-field approximation and at zero
temperature, the evolution of a 1D BEC wave func-
tion ψ(x, t) is governed by the Gross–Pitaevskii equation
(GPE)
i~
∂ψ(x, t)
∂t
= Hψ(x, t), (1)
with
H = − ~
2
2m
∂2
∂x2
+ V (x, t) + g1DN |ψ(x, t)|2. (2)
Here, V (x, t) is the external trapping potential, N is
the total number of atoms in the BEC and g1D =
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2FIG. 1. Schematic diagram of the triple-well potential under
consideration. |i〉 with i = L,M,R is the BEC ground state
localized in the left, middle, and right wells, respectively, JLM
(JMR) is the tunneling rate between the left and middle (mid-
dle and right) wells, and δM (δR) is the on-site energy of the
middle (right) well with respect to the left well.
2~ω⊥as is the 1D non-linear interaction strength being
ω⊥ the transverse trapping frequency and as the scatter-
ing length.
Assuming that the on-site interaction energy is smaller
than the trapping energy of the corresponding well, one
can apply the three-mode approximation to describe the
BEC dynamics. In this approximation, the BEC wave
function or order parameter is written as
ψ(x, t) = aL(t)φL(x) + aM (t)φM (x) + aR(t)φR(x). (3)
Here ai with i = L,M,R are the probability ampli-
tudes for the BEC to be in the left, middle, and right
wells, respectively, while φi is the BEC ground state in
the isolated well i. We assume
∫ +∞
−∞ |ψ(x, t)|2dx = 1
and
∫ +∞
−∞ φ
∗
jφidx = δij , which means
∑
i |ai(t)|2 = 1.
Note, however, that for short wells separations, states φi
should be properly orthonormalized. From now on, we
will use Dirac’s notation for the BEC localized states:
|i〉 ≡ 〈x|φi〉.
Under the three-mode approximation, the equations of
motion for the probability amplitudes ai can be derived
casting (3) in (1) yielding
i~
d
dt
aLaM
aR
 = HˆLMR
aLaM
aR
 , (4)
with the Hamiltonian [21]
HˆLMR = ~
gL|aL|
2 −JLM2 0
−JLM2 δM + gM |aM |2 −JMR2
0 −JMR2 δR + gR|aR|2
 ,
(5)
where εi ≡ δi + gi|ai|2 are the energies in the bare basis
{|L〉 , |M〉 , |R〉}, being δL = 0 for the left well. The on-
site single-atom energy bias for middle (δM ) and right
(δR) wells with respect to the left one read
~δi =
∫ +∞
−∞
φ∗i
(
− ~
2
2m
∂2
∂x2
+ V (x, t)
)
φi dx, (6)
FIG. 2. (a) Energies and coupling rates in the (a) bare ba-
sis {|L〉 , |M〉 , |R〉}, (b) dark/bright basis {|D〉 , |B〉 , |M〉} for
δR = g = 0, (c) dark/bright basis for δR, g 6= 0, and (d)
dark/dressed basis {|D〉 , |+〉 , |−〉} for δR, g 6= 0.
the tunneling rates between the left and middle, and be-
tween middle and right wells are
−~2JLM =
∫ +∞
−∞
φ∗MHLMR φLdx, (7a)
−~2JMR =
∫ +∞
−∞
φ∗RHLMR φMdx, (7b)
respectively, and the non-linear interaction parameter are
~gi = g1DN
∫ +∞
−∞
|φi(x)|4dx. (8)
for each well i, which, in Sections III and IV, have been
assumed to be the same and equal to g for the three
wells, while in Section V we have considered the case of
a different non-linear interaction parameter in each well.
Energies and coupling rates in the bare basis are sketched
in Fig. 2(a).
III. SAP IN THE DARK/BRIGHT AND
DARK/DRESSED BASES
For gi = 0, i.e., for the single particle case, and δR = 0,
the diagonalization of the three-mode Hamiltonian (5)
gives three energy eigenstates. One of them is the so-
called spatial dark state
|D〉 = cos θ |L〉 − sin θ |R〉 (9)
with tan θ = JLM/JMR. SAP consists of adiabatically
following the spatial dark state (9) by slowly varying the
mixing angle θ from 0 to pi/2 to transport a quantum
particle from |L〉 to |R〉.
3To investigate the transport of a BEC from the left to
the right well via SAP we proceed in two steps. First, we
transform Hamiltonian (5) to the dark/bright basis and,
later on, to the dark/dressed basis. The latter allows to
derive the optimal conditions for the transport process.
A. Dark/bright basis
The dark state given by Eq. (9), the bright state |B〉 =
sin θ |L〉 + cos θ |R〉 fulfilling 〈D|B〉 = 0, and the |M〉
state define the dark/bright basis. Since dark and bright
states are time dependent through θ(t), the transformed
Hamiltonian is given by
HˆDBM = CHˆLMRC−1 + i~
dC
dt
C−1, (10)
where
C =
cos θ 0 − sin θsin θ 0 cos θ
0 1 0
 . (11)
Assuming a successful SAP process, i.e., |aL|2 = cos2 θ,
|aM |2 = 0, and |aR|2 = sin2 θ, and casting (5) and (11)
in (10) we obtain
HˆDBM = ~
 εD −
JDB
2 − iθ˙ −JDM2
−JDB2 + iθ˙ εB −JBM2
−JDM2 −JBM2 εM
 , (12)
with
εD =
1
4 (g (3 + cos 4θ) + 2δR (1− cos 2θ)) , (13)
εB = cos2 θ
(
δR + 2g sin2 θ
)
, (14)
εM = δM , (15)
JDB = (δR − g cos 2θ) sin 2θ, (16)
JDM = JLM cos θ − JMR sin θ = 0, (17)
JBM = JLM sin θ + JMR cos θ =
√
J2LM + J2MR, (18)
where the definition of the mixing angle has been used
in (17) and (18), and g = gL = gM = gR. Note that
εD = εB = 0 for δR = g = 0, corresponding to the case
displayed in Fig. 2(b). For the general case sketched in
Fig. 2(c), it is straightforward to check that JBM  JDB.
B. Dark/dressed basis
Let us proceed now by diagonalizing the 2 × 2 sub-
matrix associated to states |B〉 and |M〉 in Hamiltonian
(12), obtaining the dressed states
|±〉 = 1
N±
(|M〉+ ζ± |B〉) , (19)
where
ζ± ≡
1
JBM
(
εM − εB ±
√
(εM − εB)2 + J2BM
)
, (20)
N± ≡
√
ζ2± + 1. (21)
with the corresponding energies
ε± =
1
8
(
ξ + 4δM ±
√
(ξ − 4δM )2 + 16J2BM
)
, (22)
where
ξ ≡ g (1− cos 4θ) + 2δR (1 + cos 2θ) . (23)
Since |D〉 and |±〉 are time-dependent, proceeding
as in the previous subsection, the Hamiltonian in the
{|D〉 , |+〉 , |−〉} basis transformed from HLMR reads
HˆD± = ~
 εD −
JD+
2 −JD−2
−JD+2 ε− 0
−JD−2 0 ε+

+ i~θ˙

0 − ζ+N+ −
ζ−
N−
ζ+
N+
0 − ˙ζ+
ζ+N2+
ζ−
N−
˙ζ+
ζ+N2+
0
 , (24)
where
JD± =
ζ±
N±
JDB (25)
are the couplings between the dark and the dressed
states. Adiabaticity of the process [3], θ˙ → 0, allows
to neglect the second matrix at the r.h.s. of (24) since
all elements of this matrix are finite as ˙ζ± ∝ ζ2±θ˙.
Note that, for g = δR = 0, the expressions for the
involved energies, (13) and (22), take the form
εD = 0, (26)
ε± =
1
2
(
δM ±
√
δ2M + J2BM
)
. (27)
This last expression gives the well-known energy shifts in
the absence of non-linear interaction.
In the presence of the non-linearity, as the spatial dark
state to be followed is weakly coupled to the dressed
states |±〉 (see Fig. 2(d)), its adiabatic following will fail
whenever the dark state gets on resonance with any of
the two dressed states. Thus, the necessary condition for
SAP to work is
ε−(t) < εD(t) < ε+(t), ∀t ∈ [ti, tf ], (28)
where ti and tf are the initial and final times of the pro-
cess, respectively. Hereinafter, we will refer to the set
of parameter values satisfying (28) as the Optimal Zone
(OZ).
4As mentioned above, the SAP protocol consists of adia-
batically following the dark state (9) by varying the mix-
ing angle from 0 to pi/2. Figs. 3(a)-(c) show εD and
ε± given in (13) and (22), respectively, for the following
temporal variation of the couplings (see Fig. 3(d))
JLM = J0e−
(t−tp)2
2σ2 , (29)
JMR = J0e−
(t−ts)2
2σ2 , (30)
with tp = T/2, ts = −T/2, T = 1.5σ, σ = 150, and J0 =
1, from ti = −600 to tf = 600, all in harmonic oscillator
(h.o.) units with respect to the trapping frequency, ωx,
of each well.
In the absence of the non-linearity, g = 0, and with
the three localized states being on resonance, i.e., δM =
δR = 0, the energies are εD = 0, and ε±(t) = ±JBM(t)/2,
see Fig. 3(a), which means that condition (28) is fulfilled
for all times. Fig. 3(b) shows the energies εD and ε±
for g 6= 0 and δR = 0. The presence of g shifts the
energy of the dark state which, in principle, could cross
any of the two dressed states. However, by appropriately
selecting the value of δM , one can compensate this shift
and bring back εD to the OZ. This occurs for δM > g,
as shown in Fig. 3(b) for g = 0.1 and δM = 0.15. For
δR 6= 0, see Fig. 3(c), εD is asymmetrically shifted at
both temporal extremes of the process, and ε± are also
modified depending on the relative values between δM
and δR. In the figure, εD crosses ε+, despite the fact
that the process starts within the OZ. In this scenario,
we have a resonance between the dark state |D〉 and the
dressed state |+〉 that will break the adiabaticity of the
process. In Fig. 3(c), we have used the values g = 0.1,
δM = 0.05, and δR = 0.3.
In what follows, we will study condition (28) in more
detail.
IV. SAP OPTIMAL CONDITIONS FOR A BEC
In this section, we will show that conditions
ε−(ti) < εD(ti) < ε+(ti), (31a)
ε−(tf ) < εD(tf ) < ε+(tf ), (31b)
imply the most general condition (28) if J0 is larger
than a threshold value J0,min. The initial, ti, and fi-
nal, tf , times are defined such that the tunneling rates
JLM(ti,f ), JMR(ti,f ) → 0, with JMR(ti) > JLM(ti) and
JLM(tf ) > JMR(tf ). Therefore, θ(ti) ≈ 0 and θ(tf ) ≈
pi/2.
Let us consider the optimal zones OZ(ti) and OZ(tf )
at the initial and final time of the process. Imposing
ε±(ti) = εD(ti) and ε±(tf ) = εD(tf ), we obtain the pair
of curves Ci and Cf:
Ci→ δR = g + J
2
MR(ti)
2(δM − g) , (32a)
Cf → δR = −g + 12
(
δM ±
√
J2LM(tf ) + δ2M
)
, (32b)
1
0
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FIG. 3. Energies of the dark and the dressed states as
a function of time: εD (red dashed), ε+ (blue solid), and ε−
(black solid) for (a) g = δM = δR = 0, (b) g = 0.1, δM = 0.15,
δR = 0, and (c) g = 0.1, δM = 0.05, δR = 0.3. (d) Temporal
sequence of the tunneling rates (solid color lines) and of the
mixing angle (dashed red line). Parameters and variables in
h.o. units. See text for more details.
which fix an interval of parameters allowing εD to remain
in the OZ at times ti and tf , respectively. Curves (32)
allow to find the boundaries of the intersection region
OZ(ti)∩OZ(tf ). Inside this region, the set of parameters
{g, δM , δR} fulfill
δM > g, (33a)
1 >
δR
g
> −1, (33b)
δM > δR + g, (33c)
if g > 0, and
δM < g, (34a)
1 <
δR
g
< −1, (34b)
δM < δR + g, (34c)
if g < 0. Note that, for g > 0 and δR = 0, we can keep
the system in OZ(ti)∩OZ(tf ) simply fulfilling the first
condition (33a), which is consistent with the conclusions
of Ref. [21]. Inequalities (33) for g > 0 ((34) for g < 0)
5determine the set of parameters that keeps the dark state
out of resonance with the dressed states at ti and tf ,
fulfilling (31).
Once we have explicitly obtained the above conditions,
it is possible to show that (31) implies the most general
condition (28), i.e., OZ=OZ(ti)∩OZ(tf ). With this aim,
it is convenient to consider the involved energies as a
function of θ within the range θ ∈ (θi, θf ), where θi =
θ(t = ti) = 0, and θf = θ(t = tf ) = pi/2. In Appendix A
we demonstrate that (33)-(34) imply ε−(θ) < εD(θ) <
ε+(θ) for 0 < θ < pi/2. To do this, we just consider
the energy curves and their extreme values. While the
crossing between εD(θ) and ε+(θ) (ε−(θ)) is avoided for
g > 0 (g < 0), it exists, however, a minimum value of the
tunneling rate given by
J0,min =
1
2
∣∣∣∣δRg
∣∣∣∣
√
δ2R
2 + 4gδM − 2gδR − 2g
2 (35)
above which εD(θ) and ε−(θ) (ε+(θ)) do not intersect for
g > 0 (g < 0). Note that J0,min = 0 for δR = 0, while it
takes a positive real value for arbitrary values of δR, δM ,
and g fulfilling (33) or (34). Thus, we conclude that the
problem of finding the optimal conditions to efficiently
perform SAP of a BEC is reduced to fulfill conditions
(33)-(34), which are derived at the initial and final times
of the process, together with J0 > J0,min.
Fig. 4 shows curves Ci (orange solid lines) and Cf (blue
dashed lines) defined in (32), for g = −0.3 (Fig. 4(a)) and
g = 0 (Fig. 4(b)), with the same temporal variation for
the couplings used in Fig. 3(d). For g = −0.3, the result-
ing OZ has been highlighted with a dotted pattern. Note
that for δM < −0.6, the OZ extends symmetrically in
the range δR ∈ (−g, g). However, for g = 0, the resulting
OZ reduces to a very small region around δR = δM = 0.
Thus, we conclude that the presence of the non-linearity
broadens the energy bias range for which the adiabatic
transport succeeds.
By means of the numerical integration of Eq. (4), Fig. 5
shows the SAP efficiency as a function of δR for differ-
ent values of δM and the rest of parameter values as in
Fig. 4(a). Note that the numerically obtained plateaus of
maximum efficiency in Figs. 5(a), (b) and (c), highlighted
with red horizontal arrows, correspond to the values of
δR predicted in Fig. 4(a): plateaus I and II range in the
interval δR ∈ (−0.3, 0.3) for δM = −0.9 (Fig. 5(a2)) and
δM = −0.7 (Fig. 5(b2)), and the one labeled with III ex-
tends along the interval δR ∈ (−0.2, 0.3) for δM = −0.5
(Fig. 5(c2)). For δM = −0.3 (Fig. 5(d)), although there
is a broad region with efficiency values close to 1, fluctu-
ations appear. For the simulated value outside the OZ,
δM = 0 (Fig. 5(e)), fluctuations dramatically increase,
and adiabatic transport fails.
Up to now we have analyzed the optimal conditions
for the SAP of a BEC, summarized in (33) and (34), by
using constant values of the parameters. Nonetheless, we
can also dynamically change the value of some parame-
ters during the process, as long as our system remains
-1
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1
-1 -0.5 0 0.5
δ R
δM
(a)
I II III
g = −0.3
-0.1
-0.05
0
0.05
0.1
-0.2 -0.15 -0.1 -0.05 0 0.05 0.1
δ R
δM
(b)g = 0
FIG. 4. OZ (dotted pattern) in the parameter plane (δM , δR)
for the SAP of a BEC from |L〉 to |R〉 with (a) g = −0.3 and
(b) g = 0, delimited by the curves Ci (orange solid lines)
and Cf (blue dashed lines). In (a), red vertical arrows I, II
and III indicate the optimal range of δR values for δM equal
to −0.9,−0.7 and −0.5, respectively. Note that in (b) the
OZ is much smaller than in (a). The temporal variation of
the tunnelings is the same as in Fig. 3(d). Parameters and
variables in h.o. units.
within the OZ for all times t ∈ (ti, tf ). For instance,
for a fixed value of g and a value of δM in OZ(ti), we
can appropriately vary δR in time from δRi = δR(ti) to
δRf = δR(tf ), as schematically shown in Fig. 6(a), keep-
ing the pair (δM , δR (t)) ∈ OZ(t) ∀t. In Fig. 6(b), the
numerically calculated efficiency for the SAP of a BEC
with g = 0.1 by fixing the value δM = 0 and starting
from δRi = 0.2 (point A) is plotted as a function of the
final value δRf , showing that the maximum efficiency is
obtained when the process ends at point B, which corre-
sponds to a value δR = −0.1 belonging to the OZ(tf ).
For the simulation we have used a linear dependence
δR(t) = mt + n with m =
(
δRi − δRf
)
/ (ti − tf ), and
n = δRf −mtf .
Note, in addition, that an alternative protocol to
60
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FIG. 5. Numerically calculated transfer efficiency for the SAP of a BEC from state |L〉 to |R〉 with g = −0.3 as a function of δR
for (a1,a2) δM = −0.9, (b1,b2) δM = −0.7, (c1,c2) δM = −0.5, (d) δM = −0.3, and (e) δM = 0. Red horizontal arrows in (a2),
(b2), and (c2) indicate the width of the plateaus for the maximum efficiency, in excellent agreement with the predicted OZs
indicated in Fig. 4 with red vertical arrows. The temporal variation of the tunnelings is the same as in Fig. 3(d). Parameters
and variables in h.o. units.
achieve a high efficient SAP of a BEC from the left to
the right well consists of considering a temporal variation
of the right well energy bias fulfilling δR(t) = g cos 2θ(t)
such that JDB = 0, see Eq. (16). This is exactly the
approach suggested in [8].
To conclude this section, we will make an estimation of
the applicability of the SAP protocol to state-of-the-art
BECs. Applying Eq. (8) to a BEC composed of 10000
87Rb atoms, with s-wave scattering length as = 5.3 nm,
trapped in a potential whose transverse trapping fre-
quency is ω⊥ = 2pi × 1000Hz, one obtains g = 0.5 in
h.o. units. As predicted by inequality (33a), SAP of
this 87Rb BEC is not possible at full resonance, i.e.,
for δR = δM = 0, but it will work for δM > g. At
full resonance, SAP of a BEC could be performed with
BECs of different species, e.g., 85Rb, for which the scat-
tering length could be tuned to almost negligible values
by means of a Feshbach resonance.
V. DIFFERENT NON-LINEAR INTERACTION
PARAMETER IN EACH WELL
Let us now consider the case in which we have dif-
ferent non-linearities gi with i = L,M,R in each well.
Note that the non-linear interaction parameter can be
modified in space by the spatial variation of the scatter-
ing length using magnetic or optical Feshbach resonances
[27, 28]. In this case, the non-linear on-site energies in the
{|L〉 , |M〉 , |R〉} basis are given by εi = δi + gi|ai|2. Fol-
lowing the same procedure described in section III, one
can derive the energies for the dark and for the dressed
states in the basis {|D〉 , |+〉 , |−〉}:
εD = gL cos4 θ + δR sin2 θ + gR sin4 θ, (36)
ε± =
1
16
(
ξ
′
+ 8δM ±
√
(ξ′ − 8δM )2 + 64J2BM
)
,(37)
where
ξ
′ ≡ g˜ (1− cos 4θ) + 4δR (1 + cos 2θ) , (38)
being g˜ ≡ gL + gR. Note that for the case gL = gR =
g ⇒ g˜ = 2g ⇒ ξ′ = 2ξ and, therefore, (37) reduces to
(22). Also for this case, one obtains (13) from (36) after
applying some trigonometric identities.
We now derive the Ci and Cf curves corresponding to
the conditions ε±(ti) = εD(ti), and ε±(tf ) = εD(tf ):
Ci→ δR = gL + J
2
MR(ti)
2(δM − gL) , (39)
Cf → δR = −gR + 12
(
δM ±
√
J2LM(tf ) + δ2M
)
,(40)
with J2MR(ti), J2LM(tf )→ 0.
The intersection of both regions delimited by the
curves Ci and Cf, OZ(ti)∩OZ(tf ), defines the OZ, which
is characterized by the following inequalities.
For all cases,
δM > gL, for gR > 0, (41a)
δM < gL, for gR < 0. (41b)
In addition,
i) for gR, gL > 0 we have
−gR < δR < gL, (42a)
δR < δM − gR, (42b)
and the reverse inequalities for gR, gL < 0,
ii) for gR < 0, gL > 0 and gL < −gR we have two
regions:
δM < 0, (43a)
gL < δR < −gR, (43b)
δR > δM − gR (43c)
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FIG. 6. (a) OZ(ti) (orange crosses pattern) and OZ(tf ) (blue
blades pattern) delimited by the curves Ci (orange solid lines)
and Cf (blue dashed lines), respectively, for g = 0.1. A and
B correspond to (δRi , δM ) and
(
δRf , δM
)
belonging to OZ(ti)
and OZ(tf ), respectively. (b) Efficiency for the SAP of a
BEC as a function of δRf for δRi = 0.2 (point A) and using
a linear dependence in time for δR(t) along the process. The
maximum transfer probability (indicated with a black arrow)
corresponds to the value δRf = −0.1 (point B). The tempo-
ral variation of the tunnelings is the same as in Fig. 3(d).
Parameters and variables in h.o. units.
and
δM > 0, (44a)
−gR < δR < gL − gR, (44b)
δR < δM − gR, (44c)
iii) for gR < 0, gL > 0 and gL > −gR we have:
gL < δR < gL − gR, (45a)
δR < δM − gR. (45b)
Finally, for the opposite cases gR > 0, gL < 0 and
gR > −gL we have the reverse inequalities of (43)-(44),
and for gR > 0, gL < 0 and gR < −gL we have the reverse
inequalities of (45).
Following the same lines as for the case of identical non-
linear parameter g in each well discussed in Section IV,
it can be shown that the previous conditions (41)-(45)
imply (28) (see Appendix B for details).
Fig. 7 shows numerical simulations for the SAP of a
BEC with a different non-linear interaction parameter in
each well. In all cases, the middle well non-linear cou-
pling has been taken as gM = (gL + gR)/2. Three dif-
ferent cases depending on the sign of the product gLgR
have been examined.
Case gLgR > 0. In Figs. 7(a1) and (a2) the OZ (dotted
pattern) for gR = gL = 0.1 and for gR = 3gL = 0.3 have
been represented, respectively. The efficiency curves for
the SAP of a BEC for both cases with δM = 0.4 are
represented in Fig. 7(a3). Note that for gR 6= gL (dashed
green curve) the plateau is twice larger than for the case
with the same non-linear parameter in all wells (solid
black curve). For the case gL < 0 and gR < 0, the OZ
can be obtained performing two specular reflection, first
respect to the axis δR and then respect to the axis δM .
Case gLgR < 0. In Figs. 7(b1) and (b2) the OZ for
gR = gL = −0.1 and for gR = −3gL = 0.3 have been
represented, respectively. The SAP efficiency in both
cases has been plotted in Fig. 7(b3) where the plateaus III
and IV indicated in Figs. 7(b1) and (b2) are highlighted
with double red arrows for δM = −0.4 (solid black curve)
and δM = 0.4 (dashed green curve), respectively. For the
case with opposite signs, gL > 0 and gR < 0, the results
are a specular reflection first respect to the axis δR and
then respect to the axis δM .
Case gLgR = 0. In Figs. 7(c1) and (c2) the OZ (dotted
pattern) for gL = gR = 0, and gL = 0 with gR = 0.3
have been plotted, respectively. Note that the case gL =
gR = 0 corresponds to the Fig. 4(b) in which the OZ is
almost negligible. The SAP efficiency has been plotted
in Fig. 7(c3) showing the absence of a plateau for gL =
gR = 0 with δM = 0 (solid black curve) and a relatively
wide plateau denoted as V for gL = 0, gR = 0.3 with
δM = 0.4 (dashed green curve) as predicted in Fig. 7(c2).
For the case with opposite signs, the results are a specular
reflection first respect to the axis δR and then respect to
the axis δM .
As shown in Fig. 7, the ability to locally modify the
non-linear interaction parameter leads, for certain pa-
rameter values, to an increase of the width of the ef-
ficiency plateaus compared to the case with the same
non-linear parameter in all the wells.
VI. CONCLUSIONS
We have obtained the optimal conditions to perform
SAP of a BEC in a triple-well potential, taking into
account the BEC non-linear parameter and the on-
site energy in each well. Transforming the three-mode
Hamiltonian of the system from the bare basis to the
dark/dressed basis, we have analytically derived the en-
ergies of the dark and dressed states. The resonances be-
tween the dark state and the dressed states allow to define
the optimal conditions to perform SAP of a BEC. This
approach is complementary to the non-linear dynamics
approach discussed in Ref. [21], which yields a complete
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FIG. 7. OZ for the SAP of a BEC (black dotted pattern) delimited by curves Ci (solid orange lines) and Cf (dashed blue
lines) for equal (a1, b1, c1) and for different (a2, b2, c2) non-linear parameters in each well. Third row: Efficiency for the SAP
of a BEC from |L〉 to |R〉 as a function of δR for the above scenarios and a fixed value of δM with the red horizontal arrows
indicating the extension of the plateaus. The width of these plateaus perfectly agrees with the width of the corresponding OZ
in the upper figures highlighted with red vertical arrows. Note that in (c3) the efficiency curve for gL = gR = 0 (dashed green
line) does not posses a plateau. In all cases gM = (gL + gR)/2. The temporal variation of the tunnelings is the same as in
Fig. 3(d). Parameters and variables in h.o. units.
characterization of the bifurcation scenario once the adi-
abaticity breaks down.
A detailed discussion of the optimal parameter region,
referred as the Optimal Zone (OZ), to achieve a highly
efficient SAP of the BEC has been performed. In par-
ticular, we have analytically derived the OZ boundaries
and check the corresponding predictions by numerical in-
tegration of the 1D Gross–Pitaveskii equation within the
three mode approximation. Worth to remark, we have
demonstrated that the BEC non-linearity allows for the
appearance of high-efficient transport plateaus as a func-
tion of the energy bias between the wells, which are not
present in the linear case. The width of these plateaus
can even be further increased by an appropriate tuning
of the non-linear interaction parameter in each well.
Finally, we would like to indicate that a detailed nu-
merical investigation through a direct integration of the
full 1D GPE still remains to be performed. However, it
would be difficult to quantitatively compare the results
obtained from the three-mode approximation with those
obtained from the integration of the GPE, since the tun-
neling rates and the energy biases are independent con-
trol parameters in the former while they are dynamical
variables in the latter. Note that although SAP is ro-
bust under variations of the tunneling rates it is very
sensitive, particularly for a BEC, to fluctuations in the
9energy biases between wells. Thus, the results obtained
from the three-mode approximation must be considered
as a global landscape on the parameter region for which
SAP for a BEC works.
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APPENDIX A
Let us consider the case g > 0, and show that expres-
sions (33) imply ε−(θ) < εD(θ) < ε+(θ) for 0 < θ < pi/2.
I) Proof of εD(θ) < ε+(θ)
To demonstrate that εD(θ) < ε+(θ), let us temporar-
ily assume that JBM = 0 in (22) since this coupling
only increases the value of ε+(θ). By evaluating the
derivative of ξ(θ), defined in (23), with respect to θ, we
obtain one maximum at θ1 = arccos
√
2g+δR
2√g , yielding
ξ(θ1) = (2g+δR)
2
2g . It can be seen that
ξ(θ1) = 2
(
g + δR + δ2R/4g
)
< 4δM , (46)
since g + δR < δM , and δ2R/4g < g2/4g < δM/4 < δM ,
where we have used (33c) and (33b)-(33a), respectively.
Note that (33b) implies δ2R < g2.
As ξ(θ1) is a maximum, ξ(θ1) < 4δM ⇒ ξ(θ) < 4δM
within the interval. Therefore, from (22), ε+(θ) = δM
for JBM = 0 and ε+(θ) > δM for JBM 6= 0.
On the other hand, εD(θ) has two maxima at θ2 = 0
and θ3 = pi/2, giving
εD(θ2) = g, (47a)
εD(θ3) = g + δR. (47b)
Thus, according to (33a) and (33c), εD(θ) < ε+(θ).
II) Proof of ε−(θ) < εD(θ)
ε−(θ) has a maximum and εD(θ) has a minimum at
θ1. Imposing ε−(θ1) = εD(θ1), it is possible to find
a threshold value for the tunneling amplitude, J0,min,
above which the crossing between these two functions
can be avoided. In general, assuming g 6= 0,
J0,min =
1
2
∣∣∣∣δRg
∣∣∣∣
√
δ2R
2 + 4gδM − 2gδR − 2g
2. (48)
An analogous proof can be made for the case g < 0.
APPENDIX B
Let us consider the case gL, gR > 0 for which (41a) and
(42) apply.
I) Proof of εD(θ) < ε+(θ)
To demonstrate that εD(θ) < ε+(θ), let us temporarily
assume that JBM = 0 in (37) since this coupling only
increases the value of ε+(θ). By evaluating the derivative
of ξ′(θ), defined in (38), with respect to θ, we obtain one
maximum at θ4 = arccos
√
(g˜ + δR)/2g˜, yielding ξ′(θ4) =
2 (g˜ + δR)2 /g˜. It can be seen that ξ′(θ4) < 8δM which is
a consequence of
2
(
g˜ + 2δR + δ2R/g˜
)
< 8δM . (49)
To prove (49) we see that gR + gL + 2δR + δ2R/g˜ < gL −
gR + 2δM + δ2R/g˜ < 3δM + δ2R/g˜ − gR, where we have
used (42b) and (41a) in the first and second inequality,
respectively. For gR > gL, the last two terms satisfied
δ2R/g˜ − gR < g2R/g˜ − gR = −gLgR/g˜ < gL < δM , and,
for gR < gL, we have that δ2R/g˜ − gR < g2L/g˜ − gR <
gL− gR < δM − gR < δM , where we have used (42a) and
(42b).
As ξ′(θ4) is a maximum, ξ′(θ4) < 8δM ⇒ ξ′(θ) <
8δM . Then, using JBM = 0 in (37) gives ε+(θ) =
δM , been constant in the interval (0, pi/2). There-
fore, we only need to be sure that the only ex-
treme εD(θ5) = −
δ2R − 4gL(gR + δR)
4g˜ , where θ5 =
arccos
√
(2gR + δR)/2g˜, takes a lower value than δM . In-
deed, it can be seen that
− δ
2
R
4g˜ +
gL
g˜
(gR + δR) < δM , (50)
using (42b).
II) Proof of ε−(θ) < εD(θ)
To find a threshold value for the tunneling amplitude,
J0,min, above which the crossing between εD(θ) and ε−(θ)
can be avoided, it is sufficient to impose εD(θ5) = ε−(θ4),
where θ5 (introduced in proof I above) and θ4 are the
extreme values of εD(θ) and ε−(θ), respectively, in the
interval (0, pi/2). From this condition, we obtain
J0,min =
1
2 |g˜|
√
(g2L + g2R + 2gRδR + 2δ2R − 2gL (gR + δR)) (4gRδM + δ2R − 4gL(gR − δM + δR)), (51)
which becomes (48) for gL = gR = g. An analogous proof can be made for the rest of the
10
cases corresponding to different combinations of signs of gL and gR.
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