Introduction
We consider the following heteroscedastic model
where ε is independent of X (one-dimensional), m(X) = E[Y |X] and σ 2 (X) = V ar [Y |X] . Suppose also that Y is subject to random right censoring, i.e. instead of observing Y , we only observe (Z, ∆), where Z = min(Y, C), ∆ = I(Y ≤ C) and the random variable C represents the censoring time, which is independent of Y , conditionally on X. Let (Y i , C i , X i , Z i , ∆ i ) (i = 1, . . . , n) be n independent copies of (Y, C, X, Z, ∆). The aim of this paper is to test the hypothesis
where M = {Ψ ϑ : ϑ ∈ Θ} is a class of parametric functions, Ψ (·) is either m(·) or σ(·) and Θ ⊂ IR D .
The approach used in this paper was introduced by [Stute, 1997] and is based on an estimator of the integrated function Ψ (·),
where F X (x) = P (X ≤ x). Following the lines of [Stute, 1997] , the corresponding integrated process is given by
using the fact that I(x) = E[1 {X≤x} ψ(X, Y )], where E[ψ(X, Y )|X] = Ψ (X). Therefore, ψ(X, Y ) = Y or (Y − m(X)) 2 and may depend on a vector of parameters according to the required test. When censored data are present, extensions of methods proposed by [Heuchenne and Van Keilegom, 2006a] , [Heuchenne and Van Keilegom, 2006b ] are used to estimate the parameters of Ψ (·) (possibly ψ(·, ·)) and replace censored ψ(·, ·) by artificial versions which can be considered as uncensored. Although a number of goodness-of-fit tests exists for the regression function with censored data, few results are obtained for the conditional variance and especially for a function to test which is nonlinear instead of polynomial. [Stute et al., 2000] developped a goodness-of-fit test for censored nonlinear regression but it suffers from restrictive assumptions. This is due to the use of the bivariate Kaplan-Meier estimator of [Stute, 1993] . It assumes that (1) Y and C are independent (unconditionally on X) and that (2) P (Y ≤ C|X, Y ) = P (Y ≤ C|Y ), which is satisfied when e.g. C is independent of X. Both assumptions are often violated in practice.
The paper is organized as follows. In the next section, the testing procedure is described in detail. Section 3 summarizes the main asymptotic results, including the weak convergence of the proposed process (the extension of IP (x) to censored data) to a Gaussian process. In Section 4, we present the results of a simulation study, in which the new procedure is compared with the method of [Stute et al., 2000] . The proofs of the main results of Section 3 can be obtained on request to the authors.
Notations and description of the method
The idea of the proposed method consists of first estimating the unknown functions ψ(·, ·) due to censored observations, and second insert those so-obtained artificial functions into the classical process (3). Define
corresponding to a goodness-of-fit test for the conditional mean m,
2 corresponding to a goodness-of-fit test for the conditional variance σ 2 , assuming that the conditional mean has a known parametric form (and the true vector of parameters is defined by θ 0 ),
2 corresponding to a goodness-of-fit test for the conditional variance σ 2 , not assuming any parametric form for the conditional mean m.
Hence, we can work in the sequel with the variable
for a censored observation, we first need to introduce a number of notations.
Let m 0 (·) be any location function and σ 0 (·) be any scale function, meaning that m 0 (x) = T (F (·|x)) and σ 0 (x) = S(F (·|x)) for some functionals T and S that satisfy
Then, it can be easily seen that if model (1) holds (i.e. ε is independent of X), then ε 0 is also independent of X. Define F (y|x) =
compact support of the variable X. We have 
where F −1 (s|x) = inf{y; F (y|x) ≥ s} is the quantile function of Y given x and J(s) is a given score function satisfying R 1 0 J(s) ds = 1. When J(s) is chosen appropriately (namely put to zero in the right tail, there where the quantile function cannot be estimated in a consistent way due to the right censoring), m 0 (x) and σ 0 (x) can be estimated consistently. The distribution F (y|x) in (1) is replaced by the [Beran, 1981] estimator, defined by (in the case of no ties) :
where
K is a kernel function and {a n } a bandwidth sequence. Therefore,
estimate m 0 (x) and σ 02 (x). Next,
denotes the [Kaplan and Meier, 1958 ]-type estimator of F 0 ε (in the case of no ties), whereÊ
is the i-th order statistic ofÊ 0 1 , . . . ,Ê 0 n and ∆ (i) is the corresponding censoring indicator. This estimator has been studied in detail by [Van Keilegom and Akritas, 1999] . This leads to the following estimators for
where m θ 0 (·) in (6) is replaced by m(·) to obtain the expression ofψ
and τ F = inf{y : F (y) = 1} for any distribution F . Truncations by T in the above integrals and denominators are due to right censoring (however, when
0 is then replaced by its estimator obtained in [Heuchenne and Van Keilegom, 2006b ], while m(·) inψ 2 * T (X i , Z i , ∆ i ) is replaced by a nonparametric estimator, saym T (X i ), developed, by example, in [Heuchenne and Van Keilegom, 2005a] , [Heuchenne and Van Keilegom, 2005b] .
as estimators for the parameters describing
, the tested parametric variance), the class of parametric functions corresponding to the goodness-of-fit test k, k = 0, 1, 2. Sinceψ
2 * , i = 1, . . . , n, we will use in the sequelψ
), k = 0, 1, 2 (especially to develop the proofs). In order to focus on the primary issues, we assume the existence of a well-defined minimizer for (7). Solutions for those problems can be obtained using an (iterative) procedure for nonlinear minimization problems, like e.g. a Newton-Raphson procedure. Therefore, we consider the following expression
More precisely, we propose a Kolmogorov-Smirnov type statistic
and a Cramer-von Mises type statistic
whereF X (·) is the empirical distribution of the X-values. The null hypothesis (2) is rejected for large values of the test statistics.
As it is clear from the definitions ofψ
where 
As before, ψ
Remark 2.1 (Test with known parametric variance) In the case k = 0, we test a parametric form for the conditional mean without assuming any parametric form for the conditional variance. We could consider such a parametric form introducing it at the denominator of each term of (8) for k = 0. This would be equivalent to define ψ(X, Y ) = Y/σ θ (X) for some θ. An estimator for the vector of parameters θ could be obtained by example using (7) for k = 2 and the analytic form of the corresponding test statistics would be straightforward.
Asymptotic results
We start by developing an asymptotic representation for the expression (8) under the null hypothesis and where the remaining term is o P (n −1/2 ) uniformly in x. This will allow us to obtain the weak convergence of the process ICP (x). Finally, the asymptotic distributions of the proposed test statistics are obtained. The assumptions, notations and proofs of the results below can be provided by the authors.
Theorem 1. . Under some assumptions and the null hypothesis
for some specific functions χ
Theorem 2. Consider the assumptions of Theorem 1. Then, under the null hypothesis H 0 , the process
, k = 0, 1, 2, x ∈ R X , converges weakly to a centered gaussian process W k (x) with covariance function
Corollary 1. Consider the assumptions of Theorem 1. Then, under the null hypothesis H 0 ,
Practical implementation and simulations
In this section, we present a small simulation study where we compare the finite sample behavior of the different test statistics. We develop simulations for the first proposed goodness-of-fit test and the two corresponding statistics (T KSI,0 and T CMI,0 ). We are interested in the behavior of the percentage of simulated samples for which the null hypothesis is rejected. The simulations are carried out for samples of size n = 100 and the results are obtained by using 10000 simulations.
The problem of testing the goodness-of-fit of a parametric model for the conditional mean, when the response variable is subject to random right censoring, was also considered by [Stute et al., 2000] . They proposed the following process
where W in are the Kaplan-Meier weights attached to the censored sample (Z i , ∆ i ) (i = 1, . . . , n), S ≤ τ H (for H(y), the distribution of the observable Z) and ϑ S n0 is obtained by
Again, Kolmogorov-Smirnov and Cramer-von Mises statistics can be obtained from the process W P ,
Therefore, in the regression case, we compare those methods with the ones proposed in this paper. First, we describe chosen characteristics of the proposed methods. For the score function J, we recommend the choice J(s) = b
, where b = min 1≤i≤nF (+∞|X i ). In this way, the region where the Beran estimatorsF (·|X 1 ), . . . , F (·|X n ) are inconsistent is not used, and on the other hand, we exploit to a maximum the 'consistent' region. For K(x), we work with the biquadratic kernel function K(x) = (15/16)(1 − x 2 ) 2 I(|x| ≤ 1). In order to improve the behavior near the boundaries of the covariate space, we use the reflection method to compute all kernel estimations. The point T can be chosen larger (or equal) than the last order statisticÊ 0 (n) of the estimated residualsÊ 0 i , i = 1, . . . , n. In this way, all the (unconditional) KaplanMeier jumps in (5) or (6) are considered. Next, for each method, the Levenberg-Marquardt algorithm ( [Levenberg, 1944] and [Marquardt, 1963] ) is used to solve equations (1) and (7) (for a fixed value of the bandwidth parameter). Finally, the last order statistic on which each global Kaplan-Meier estimator is constructed may be censored. In this case, it is redefined as uncensored.
In order to develop simulations for the testing procedures, two tables (for Kolmogorov-Smirnov and Cramer-von Mises statistics) of critical values were constructed for each method and each parametric model supposed under H 0 . So, for each value of the couple (parameter, bandwidth), test statistics were computed on 10000 samples of size 100 providing in this way estimations of their distributions under the null. Next, other samples were simulated. For each of them, the values of the statistics were compared with the corresponding critical values for the chosen bandwidth and for the estimated parameter. Note that, when studying real data sets, distributions under the null can be estimated by a bootstrap procedure. This can be achieved following the ideas of [Pardo-Fernàndez et al., 2007] . Table 1 contains the percentages of rejections obtained for different deviations from the null and different values of the bandwidth. The sample size is also 100 and each percentage of rejection is obtained from 10000 replicates.
By example, a simulated model can be constructed in this way:
where X is uniform on the interval [0, 1], ε and ε * are standard normal, independent of X, ε is independent of ε * , and a(x) is a function that indicates the deviation from the null hypothesis, which consists in the parametric model
where ϑ 0 ∈ IR is an unknown parameter. It is easy to see that, under this model,
which is independent of X. Table 1 gives the rejection percentages of null hypothesis (3) when the model (2) has different shapes of the deviation a(x) and when different values of the bandwidth are used. Under the null hypothesis, a(x) = 0, the level of the test, 5%, is respected by the four tests. Under two of the alternative models the four tests show a similar behaviour, with the tests based on W P (x) being sligthly more powerful, while under the third alternative model, the tests based on ICP 0 (x) are much more powerful. Table 1 . Percentage of rejections of (3) for model (2) under the null hypothesis, a(x) = 0, and under three alternatives (nominal level 5%). Table 1 provides a number of tools for intuitive understanding of the new method (other simulated models not reported here lead to similar following interpretation). The most important one is the fitting of the the curve under the null on the samples generated under an alternative model. More precisely, we consider a theoretical distance between models (hereafter abbreviated by TDM): a curve measuring the distance between the true alternative curve and the curve under the null using the asymptotic values of the least squares estimators obtained under the true alternative model. According to the alternative model, TDM is relatively small (for the second and third models in Table 1 , the line leaves its position under the null to fit approximately well the alternative models) or larger (for the fourth model in Table 1 , the line is perturbed by the alternative samples but does not fit well the bumps of a sinus function). So, when TDM is large, alternatives should be more easily detected. According to [Heuchenne and Van Keilegom, 2006b ], Stute's method suffers from restrictive conditions leading to increases of biases and variances of resulting estimators. On the other side, constructing new data points (5) using model (1) enables to add information improving the fit of a curve to a data set. For each simulated sample, the obtained least squares estimators determine the crititical value we use and therefore the corresponding distribution of the statistic. If TDM is small, we obtain slightly weaker rejected proportions for the new method with respect Stute's method because statistics constructed with the new method often correspond to acceptance regions of distributions (small TDM combined with well fitting method) while statistics obtained by Stute's method more often reach tails of distributions (variable least squares estimators determining statistics distributions for which a smaller proportion of generated samples corresponds). If TDM is larger, the above characteristics of Stute's method still appear while use of the model in the new method allows to obtain less variable, well fitted least squares estimators and therefore easier detection of alternatives. For the fourth model of Table 1 , this effect is still more pronounced if the value of the bandwidth parameter increases (since that decreases the variances of least squares estimators). Note that this is not true if the increasing of a n leads to samples too easily fittable by the curve under the null (see second and third models of Table 1 ).
