[1] The complete set of 21 elastic stiffnesses of a composite material are found from ultrasonic measurements of the phase velocity anisotropy. Quasi-P and quasi-S wave phase speeds at a variety of incident angles within a number of differing planes through the material are obtained using the t-p plane wave decomposition technique. The 779 individual phase velocities were inverted, under no a priori presumptions about the symmetry or orientation of the material, to provide all the stiffnesses. These show that the material has nearly orthorhombic symmetry, as is expected from its texture. This orthorhombic character was further apparent in a number of bootstrap tests of the inversion that assumed differing levels of symmetry from triclinic to orthorhombic and using various subsets of the measured phase velocities. However, the present analysis does not account for the effects of wave speed dispersion evident in the observed waveforms. This dispersion is particularly severe for the in-plane q-S polarization and is possibly a consequence of the fine-layered structure of the material. 
Introduction
[2] Most rocks are intrinsically anisotropic, and the need to include this anisotropy in seismological studies of the crust is increasingly recognized. For example, in overthrust regions where sedimentary layers are tilted, ignoring anisotropy leads to seriously erroneous geological interpretation of seismic profiles. At larger scales, the shear wave birefringence produced by metamorphic texture is still not completely understood. The intrinsic elastic rock properties are an important piece of information needed to properly interpret and model such seismic responses. However, there are surprisingly few measurements of velocity anisotropy on candidate rocks. Experimental determinations are not necessarily easy to make, and many have often relied on numerous simplifying assumptions about the material's texture and orientation to simplify the measurements.
[3] Velocity anisotropy is tied more fundamentally to the material's elastic properties, and an important goal of experimental anisotropy determination is to estimate the complex elastic behavior. Such values are useful in seismic modeling of complex wave fields through Earth models. However, at this writing this paper there exists even fewer complete determinations of the elastic coefficients of rock.
[4] A method for determining the complete set of all 21 independent elastic coefficients from ultrasonic compressional and shear wave measurements is described here. This builds on earlier but less general results that inverted an earlier and smaller set of phase velocity observations under the assumption of orthorhombic symmetry and prior knowledge of principal directions [Mah and Schmitt, 2001a] . The general method inverts phase velocities that are provided experimentally by a well-known plane wave decomposition technique. The method is tested on a composite material to obtain elastic coefficients up to triclinic symmetry. Bootstrap testing used various subsets of the data to evaluate the accuracy of the inversion methodology. The set of elastic stiffnesses obtained largely confirms the expectation that this material has orthotropic symmetry, but nontrivial values of the nonorthorhombic stiffness coefficients may provide an indication of the level of error due to sample heterogeneity and dispersion.
Background

Phase Velocities and Elasticity
[5] Twenty-one independent coefficients C IJ define a material's elasticity in the most general case [e.g., Musgrave, 1970] . Finding all of these coefficients is difficult to achieve experimentally. To make the problem tractable, most studies on rock presume on the basis of texture either isotropy, transverse isotropy (TI), or orthotropy with two, five, or nine independent elastic constants and also assume that the axes of symmetry of the materials are known.
[6] The symmetries that might be expected in rocks, the number of independent elastic coefficients necessary to describe such materials, their arrangement within a principally aligned Voigt notation elastic stiffness tensor representation [Nye, 1985] , and the formulas used to obtain the coefficients from measured velocities [e.g., Cheadle et al., 1991; Neighbours and Schacher, 1967] are summarized in Table 1 . These are by no means the complete set of equations that may be used to determine the elastic coefficients directly from phase velocities. The value of 0 in a given cell means that stiffness is trivial. The use of the C IJ only means that the stiffness must be determined by an inversion procedure or that the formula required is complicated. These are only the most convenient and compact equations.
[7] The decision to use a given set of formulas is based primarily on the texture of the rock. For example, shales consist of fine horizontal layers with a preferential alignment of plate-like clay minerals. Such a structure is symmetric with respect to rotations around an axis normal to the layering. This produces a TI medium requiring a minimum of five well-chosen phase velocity measurements [Thomsen, 1986; Johnston and Christensen, 1995] . Metamorphic rocks, such as gneiss, have preferred mineralogic orientations induced by ductile straining that produce a welldefined foliation and lineation. The symmetry of this texture is represented by three orthogonal mirror planes describing orthotropy. Such symmetry might be further reduced, however, by the inclusion of cracks that need not be preferentially aligned with the mineralogic texture of the material 
C 23 same as C 12 same as C 12 same as C 13 [Sayers, 1998] . Since neither the degree of symmetry nor its orientation in any given sample is necessarily known, it is best to make no prior assumptions about the nature of the symmetry and to treat the material initially as triclinic with 21 independent elastic constants [e.g., Neighbours and Schacher, 1967; Arts et al., 1991; Vestrum, 1994] .
Theoretical Relations
[8] A brief review of the theory linking velocity with moduli is necessary to illustrate the linkage between elastic properties and P and S phase velocities and as a background to the inversion technique described later. A homogeneous anisotropic medium obeys the general Hooke's law (in Einstein indicial notation),
where s ij , e kl , and c ijkl are the stresses, strains, and elastic stiffnesses, respectively. Note that through the bulk of this paper the reduced Voigt notation C IJ [e.g., Bass, 1995] is instead employed in representing these elastic stiffnesses.
The full tensor c ijkl notation more naturally assists description of the mathematics. After some mathematical manipulations, it can be easily shown that if one assumes a plane wave solution of the following form,
where U i is the displacement in the ith direction, A i is the amplitude of the particle motions of the propagating wave, l is the wavelength of the propagating wave, n = n 1 i + n 2 j + n 3 k, n is of unit length, i, j, and k are the unit vectors parallel to the x axis, y axis, and z axis, respectively, x r is the position vector, v is the phase velocity, and t is the time traveled. There are three distinct plane waves traveling with orthogonal particle motions, one quasi-P wave and two quasi-S plane waves that propagate in any direction. For these plane waves, the phase velocities and polarization directions are the eigenvalues and eigenvectors of the Christoffel equation,
where v is the phase velocity, A i is the amplitude of the particle motions of the propagating wave, and À il are the Christoffel symbols that depend on the elastic constants via
where n j and n k are the direction cosines defining the direction of the plane wave propagation.
[9] When the elastic stiffnesses c ijkl are known, the wave speeds in any direction are determined by solving equation (3) [e.g., Musgrave, 1970; Auld, 1973] . This is an eigenfunction problem in which for any given propagation direction n is provided three eigenvalues relating to the one quasi-P and two quasi-S speeds with the corresponding polarizations of these waves provided by the eigenvectors. These wave speeds refer to the monofrequency phase, or plane wave, velocity which generally differs from the corresponding group, or ray, velocity that is detected in normal time-of-flight pulse transmission tests. The experimental velocity measurement technique employed here is unique in that it provides phase velocities to the inversion.
[10] Equation (3) indicates that the elastic coefficients may be determined by measuring a sufficient number of wave speeds in appropriate directions. The use of elastic wave velocities to determine elastic coefficients has long been popular [Markham, 1957; Neighbours and Schacher, 1967; Pros and Babuska, 1967; van Buskirk et al., 1986; Arts et al., 1991; Cheadle et al., 1991; Vestrum, 1994; Okoye et al., 1996] . In early studies of anisotropy, many of the metallic elements investigated had simple structures (e.g., cubic or hexagonal) requiring only a few strategically oriented measurements [e.g., Neighbours and Schacher, 1967] , as summarized in Table 1 . The lower the symmetry of the material, the greater the number of velocity measurements required [Neighbours and Schacher, 1967 ]. An isotropic medium needs only one compressional and one shear wave velocity determination, whereas in principle triclinic materials could be characterized by 21 strategically placed velocity measurements [Arts et. al., 1991] . However, use of direct approaches as described in Table 1 is further problematic in that it may be difficult to know a priori the axes and planes of symmetry of the test sample. This is particularly true in rocks where preferentially aligned cracks and minerals may coexist [e.g., Sayers, 1998 ]. As a consequence, there are almost no determinations of elastic constants for symmetries on rocks below orthotropic, and even these usually presume some knowledge of the sample symmetry prior to measurement.
[11] A lack of knowledge of any principal directions can also be problematic, as the form of the elastic stiffness matrix will change depending upon the orientation of the coordinate system. When the axes of symmetry are not known, the stiffness matrix that is determined may appear to be rotated. For example, the illustrative but physically realizable stiffness matrix for a hypothetical orthorhombic material viewed from a coordinate frame rotated only 10°f rom the material's symmetry axes (Table 2b) is more complicated than when viewed from the symmetry axes coordinate frame (Table 2a) . In fact, a face value examination of Table 2b might suggest the material had monoclinic symmetry.
[12] It is important to ask what minimal set of phase velocity observations is necessary to adequately determine the full set of elastic constants. Phase velocities must be obtained in a minimum of three orthogonal planes to obtain sufficient information so that all 21 elastic constants may be determined following Ditri [1994] . These three planes need not be oriented along any principal axis directions but must be orthogonal. To effectively recover the elastic constants in each of these planes of investigation, all three modes of propagation should be employed in three well-chosen directions of propagation, even though there may be some redundancy in the measurements when all three planes are considered. Ditri [1984] assumes that the particle motion polarization is known perfectly and that there is adequate data coverage. These assumptions may not be valid in our experimental setup. Ditri's method recovers 15 elastic constants from measurements within any given single plane and leaves six elastic constants undiscovered. All 21 elastic constants can be obtained from measurements of P and S phase velocities in three mutually orthogonal planes through the sample.
Experimental Phase Velocity Measurements
Plane Wave Decomposition
[13] Before continuing further, it is important to reiterate that the phase velocities referred to above are plane wave velocities. Although these will be close to the group, or ray, velocity, as usually would be determined by picking of travel time between a point source and a receiver in anisotropic materials, the group and phase velocities do not in general have the same magnitude. Obviously, measuring plane waves in a laboratory or field setting is not straightforward or even physically possible. To overcome this difficulty we employ plane wave decomposition (t-p transform) to obtain phase velocities from a series of observed traces. The essential components of the phase velocity determination method are previously described [Kebaili and Schmitt, 1997] . The method is most easily employed on a rectangular prism of the material. Essentially, a closely spaced linear array of specially constructed P, SV, or SH mode transducers detect the elastic wave pulses from at least two coplanar source transducers on the side of the block ( Figure 1 ). P and SV refer to those polarizations that lie nearly parallel to this sagittal plane, while SH indicate shear polarization nearly perpendicular to the sagittal plane. The sets of arrival times from each of the two transducers yield hyperbolic like offset versus travel time curves in the x-t domain which transform to ellipse-like curves in the t-p domain after plane wave decomposition. If the block of material is homogenous but anisotropic, then at known horizontal slowness, p (= sin(q)/v), the vertical slowness q is [Kebaili and Schmitt, 1997] 
where t 1 and t 2 are the intercept times at constant p, corresponding to the t-p curves for the sources at depths z 1 and z 2 , respectively. In an anisotropic material, the vertical slowness q also depends on the phase propagation angle q within the plane. The phase velocity v is then
propagating at the phase propagation angle within the sagittal plane:
[14] Details on the transducer construction and characterization and the level of experimental error are given by Mah and Schmitt [2001b] , where the methodology was evaluated on isotropic soda-lime glass. Three types of transducers have been developed. Each provides enhanced detection and reception of P, SV, or SH mode polarization. Tests of the t-p method on homogeneous glass blocks indicate phase velocities are determined to better than 1% uncertainty in such an isotropic homogeneous, high quality factor medium.
[15] It must be noted that there are limitations to the t-p methodology. It has been stated already that group and phase velocities do not necessarily coincide. Modeling of the wave surfaces (i.e., representing group velocities) in various strongly anisotropic media shows that these surfaces may contain cusps or caustics [e.g., Carcione, 1990; White, 1982] . These cusps manifest as a triplication in the SV waveforms profile [Musgrave, 1970] . Testing of the t-p methodology on synthetic travel time data containing severe cusps shows that the methodology does not yield valid phase velocity along directions where these cusps are present. However, from direct observations of the travel Figure 1 . View of the x-z sagittal plane containing sources and receivers with ray paths for a homogeneous anisotropic medium. The angle of phase velocity propagation direction q within this plane is shown. The offset, d, of the receivers is shown as well. The depth of sources 1 and 2 is shown as z 1 and z 2 , respectively. times and modeling results, there are no readily apparent cusps present in the trace profiles.
Sample Characterization
[16] The composite material used in these experiments was a large block 66 cm Â 27 cm Â 17 cm of grade CE phenolic with a mass density of 1395 kg/m 3 milled to provide flat and perpendicular surfaces paralleling the layering (x-y plane or z axis), the warp (x axis), and the weave ( y axis) [Mah and Schmitt, 2001a] . This material is basically composed of layers of canvas held together by a phenol resin. Since each layer of canvas has definite texture as defined by the directions of the straight and woven fibers termed warp and weft, respectively, this gives two mirror planes of symmetry (Figure 2 ). Approximately 20 fiber mats per centimeter are stacked together within the material (Figure 2) , giving a third mirror plane of symmetry. This layering, warp, and weave reduce the symmetry to orthorhombic [Karayaka and Kurath, 1994] with a substantial anisotropy in planes parallel to the z axis ( Figure 2 ) but with a much weaker anisotropy within the x-y plane [Mah and Schmitt, 2001a] . If phenolic is indeed orthorhombic, it will have a set of natural symmetry axes. These axes will be orthogonal to each other and will be perpendicular to the mirror planes of symmetry present in the material.
Experimental Configuration
[17] The transducers are placed on the sample in a coplanar array as shown in Figure 1 with two transmitters on one side at a spacing of 2.0 ± 0.1 cm and 4.0 ± 0.1 cm, respectively. The receiving transducers are mounted in a linear array on the adjacent perpendicular surface at a spacing of 0.5 ± 0.1 cm. The source transducers were activated with a 300-V, 10-ns risetime spike, and the corresponding response of the receiver transducers was digitally acquired by a high-speed sampling oscilloscope at a rate of 8 ns/sample. Random noise was a significant problem due to the small sizes of the transducers. Approximately 2000 individual pulses were stacked on the oscilloscope, and the sample was magnetically shielded to improve the data quality.
[18] Only simple processing of the waveforms was carried out to reduce the effects of trigger noise, spurious reflections, and other mode arrivals. The high-amplitude trigger noise was simply muted, as were portions of the trace before and after the desired arrivals, by modulation with a simple tapered window. These traces were then bandpass filtered (bandpass = 0 MHz 0.15 MHz -1.20 MHz -1.70 MHz) to remove any of the remaining highfrequency noise since the peak frequency of the signal is about 0.8 MHz.
Results and Discussion
Phase Velocities
[19] Special arrays of near-point source piezoelectric transducers were employed within five different planes on the composite material oriented with respect to the texture in the x-z, the y-z, the x-y, the xy-z (a diagonal plane containing the z axis rotated 45°from the x axis), and the xz-y (a diagonal plane containing the y axis rotated 46°from the x axis) planes (Figure 3 ). The three different P, SV, and SH polarizations at two different source depths were employed in each of these planes, resulting in a total of 30 individual sets of data composed of 1004 source-receiver combinations. Seven hundred and seventy-nine high-quality measurements of the phase velocity were determined from analysis of the resulting t-p curves. [20] In the x-z array, the P wave transducers were arranged with the sources at 2 cm and 4 cm depth on the y-z surface parallel to the z axis and the receivers mounted on the x-y surface parallel to the x axis (Figure 1) . The processed waveforms (Figure 4a ) for the xz-y array (plane 5) have a hyperbolic-like moveout with increasing offset and show only a modest degree of waveform spreading. The t-p transform (Figure 4b ) has an ellipse-like shape as expected. The vertical slowness q is obtained as a function of the horizontal slowness p from the t-p transform using data from another array at a differing source depth and equation (5).
[21] From the complete set of t-p transformations, the P, SV, and SH phase velocities are obtained ( Figure 5 ) in the five planes studied. However, there are limitations to the current experimental setup. It cannot fully interrogate small incident angles [Mah and Schmitt, 2001a] . When tested on an isotropic material, valid phase velocities were obtained between phase angles q from 5°to 70° [Mah and Schmitt, 2001b] . When the q-p plot from the data in plane 5 is converted to v-q using equations (6) and (7), the phase velocity increases from 2843 ± 80 to 3451 ± 80 m/s as the propagation direction varies from near vertical to subhorizontal (Figure 5b) .
[22] Because of strong coupling, both the P and SV modes are generated at the same time, complicating analysis of the SV mode results. By increasing the depth of the sources on the side of the block to 4 and 6 cm (Figure 1) , the P and SV waves separate sufficiently to allow the P wave arrivals to be muted (Figure 4c ). At these greater source depths, the limitations of the methodology at steep angles become more apparent, such as the t-p curve having a straight tail (Figure 4d ) instead of being theoretically elliptic-like or curved. Though the SH mode traces are cleaner (Figure 4e ) and the corresponding t-p transform is more elliptical (Figure 4f ), there still are more problems. There is more noticeable spreading of the pulse with propagation distance (Figures 4e and 4f ).
Inversion for Elastic Coefficients
[23] An inversion method was developed to obtain the elastic coefficients from the observed phase velocities and propagation angles. The iterative inversion employs both the nearest neighbor and the secant methods [Kincaid and Cheney, 1996] . The inversion starts with the calculation of the phase velocities using both equations (3) and (4) from an initial guess of the elastic coefficients, and the residuals of the phase velocities with those observed are minimized. Testing of the algorithm on forward modeled hypothetical phase velocities suggests the method is accurate and stable. The inversion for a set of noise-free phase velocities reproduces the original elastic coefficients to within 0.01%, while the inversion of a set of phase velocities with random errors of up to 10% reproduces the elastic coefficients to within 3%. The robustness of this inversion was previously tested by Mah and Schmitt [2001a] by calculating the phase velocities from the inverted elastic coefficients and plotting these theoretical phase velocities against the original input phase velocities. This has also been done for the phase velocities in this paper assuming a triclinic symmetry ( Figure 5 ). Using the Monte Carlo method, the errors in the theoretical phase velocities were calculated from the uncertainties in the elastic constants and have been displayed in Figure 5 .
[24] The ability of this inversion algorithm to find the global minimum in the difference between the phase velocities was tested by comparing the results as found by a simulated annealing algorithm similar to the ones outlined by Kirkpatrick et al. [1983] and Szu and Hartley [1987] . Comparisons of the results from both inversion methods show no significant differences, indicating that a global minimum was indeed reached by the nonlinear inversion.
[25] There are some limitations to the inversion methodology. If there are extremely complex polarizations present in the material, the observer may have some difficulty in determining which of the two shear wave polarizations is the SH wave polarization and which is the SV wave polarization, especially if the wave surfaces of the two shear polarizations intersect or ''kiss.'' This may lead to erroneous elastic stiffness determination. On the basis of the present results and those of others [Vestrum, 1994] , the shear polarizations in phenolic are not overly complex. If the material has a more complex anisotropy, this methodology may fail. However, the composite material studied here is likely more anisotropic than most natural rocks and earth materials.
[26] In this inversion, no assumptions were made about the symmetry of the material, and the inversion may solve for all 21 independent elastic stiffnesses. In other words, no a priori information is known about the symmetry or position of the coordinate axes. Initially, the inversion was applied to all 779 values of phase velocity versus phase angle as summarized in Figure 5 . Two greatly different seed values were used: one in which all the elastic coefficients Figure 3 . The five planes on the composite block in which arrays were prepared and designated as x-z, x-y, y-z, xy-z (i.e., diagonal plane 4), and xz-y (i.e., diagonal plane 5). were initially zero and a second one in which those used were provided by Vestrum [1994] on a similar material. The iterations ceased once 500 iterations of the inversion were performed. The calculation typically required only 520 s on a 266-MHz (ca. 1998) machine using a high-level programming language.
[27] The inverted results are shown in Table 3 in Voigt notation (case 4, triclinic), and statistical analysis shows the elastic constants are accurate to within 3.78%. The statistical analysis consisted mainly of introducing random errors in the phase velocities and observing the corresponding changes in the elastic constants. As can be seen in Table 3 (case 4, triclinic), the values of the nonorthorhombic elastic stiffnesses are quite small relative to those that fill the nonzero positions for perfectly orthorhombic elastic stiffnesses. This may be in part due to the coordinate axes being very closely aligned with the symmetry axes of the material. This implies that the material phenolic is quite close to being orthorhombic in nature as is expected given its textural symmetry (Figure 2) . Even if the coordinate axes chosen were not aligned with the symmetry axes, a simple series of rotations could be performed that would align the coordinate axes of the elastic stiffness tensor with the symmetry axes. The choice of the seeds was not important as both initial guesses approached the solution within 300 iterations and the final difference between the solutions differed by only 5 MPa or less than 0.2%.
[28] Other workers have inverted observed velocities for elastic stiffnesses, but the inversion here differs significantly from their earlier attempts. Arts et al. [1991] assumed that the material was triclinic and solved for all 21 elastic parameters using the measurements of the phase velocities and the corresponding polarizations for various directions of propagation. In order to achieve this, their experiment required a specialized machining of a sample into a multifaceted polyhedron with 18 parallel faces. Okoye et al. [1996] studied the material phenolite, which shares some similarities with phenolic but is transversely isotropic. Their inversion assumes that the material is transversely isotropic and applies a smooth polynomial fitting to the velocities before iteratively applying the least squares method. Vestrum [1994] tested a machined sphere of phenolic that is similar to the material used in this study. The inversion used an iterative application of Newton's method on group velocities obtained from the sphere. The present inversion requires the phase velocities with the corresponding polarizations for differing directions of propagation as obtained using the t-p methodology. The present inversion is applied without the application of a smooth polynomial fitting unlike Okoye et al. [1996] . The inversion does use the application of an iterative Only every third data point has been plotted due to the high density of the data. (a) A composite of phase velocities in the x-z, y-z, and x-y planes where the direction of the x-z plane phase velocities has been reversed in order to put them in the proper orientation. (b) A composite of phase velocities in the xy-z, y-z, and xz-y planes where the direction of the xy-z and xz-y planes phase velocities has been reversed in order to put them in the proper orientation. Symbols denote the velocities of the P wave (circles), the S 1 wave (triangles), and the S 2 wave (stars) polarizations. The S 1 wave is the fast shear wave and is equivalent to the SV wave, while the S 2 wave is the slow shear wave and corresponds to the SH wave. Pentagrams, diamonds, and crosses denote the phase velocities as determined by large transducers for the P wave, S 1 wave, and S 2 wave polarizations, respectively. The thick solid lines are the corresponding theoretical phase velocities as calculated from the inversion results. The shaded bands are the uncertainties in the phase velocities propagated through from the uncertainties in the elastic constants. ECV 6 -8 least squares inversion similar to Arts et al. [1991] and Okoye et al. [1996] as well as the use of the secant method that is similar to the Newton's method used by Vestrum [1994] . However, pseudo random jumps are included to prevent entrapment in localized minima in the residuals; this differs from the use of damping factors by Vestrum [1994] .
[29] In this study, P, SV, and SH phase velocities were obtained in five distinct sagittal planes ( Figure 3) . As noted earlier, velocities need be obtained in a minimum of three orthogonal planes to determine the 21 elastic stiffnesses [Ditri, 1994] . Two additional diagonal planes of measurements were taken in to further test the stability of the inversion. Although the general inversion makes no assumptions with respect to the degree of symmetry, additional tests of the inversion did restrict the symmetry to othorhombic and monoclinic. In orthorhombic symmetry, one assumes that coordinate axes are aligned with the natural symmetry axes present in the material before determining all nine elastic constants. While in monoclinic symmetry, one assumes that only one of the coordinate axes is aligned with the natural symmetry axes present in the material.
[30] Comparison of the elastic constants as determined assuming the different symmetry classes (Table 3) shows that values for the ''nonorthorhombic'' elastic stiffnesses are substantially smaller ($10%) than the orthorhombic stiffness. Further, the orthorhombic elastic constants for all three symmetry assumptions agree within error. This strongly suggests that the material is orthorhombic in nature and that the inversion method developed does not depend on the level of symmetry assumed. So long as the symmetry used in the inversion is not higher than that for the material, the present analysis suggests that the elastic stiffnesses are adequately sampled.
[31] Bootstrap-type tests were run using only subsets of the observed velocities to test the statistical stability of the solution. The inversions were performed again for four different subsets of the data (Table 3) . In case 1, only the three mutually orthogonal planes of data are used (i.e., planes 1, 2, and 3 in Figure 3 ). In case 2, the three mutually orthogonal planes and one of the diagonal planes of data are used. Similarly, in case 3, the three mutually orthogonal planes and the remaining diagonal plane of data are used, while in case 4, all five planes of data are used. An RMS error between the theoretical and experimental phase velocities was calculated for each set of elastic constants in Table  3 . The better the fit of the elastic constants to the anisotropy present in the data, the lower was the RMS error. In general, as the amount of data used in the inversion increases, the RMS error increases. This unexpected result is due to the inversion in trying to fit the error in the phase velocities but being unable to do so. When the number of elastic constants or complexity of the anisotropy is increased, the RMS error between the theoretical and experimental phase velocities decreases due to the inversion fitting of the more complex symmetry present in the data.
[32] In order to test whether this reduction in the RMS error is statistically significant, F tests were performed assuming 95% confidence level and a null hypothesis that there was no difference in the results assuming the differing levels of symmetry [Mendenhall, 1975] . It was found that this hypothesis was false for all of the comparisons of the differing levels of symmetry except for the comparison of orthorhombic symmetry to monoclinic symmetry in cases 1, 2, and 4. This means that for the majority of the results there is a significant statistical difference in the inversion results when a more complex symmetry is assumed. The elastic constants as determined for different subsets of the data agree within error with the elastic constants as determined with all the data available. While there was adequate data coverage, the orientation of the planes that were investigated did not bias the inversion.
[33] Instead of assuming different levels of symmetry and different subsets of the data, the best solution may be to perform the inversion using all the data available while generally assuming triclinic symmetry. This results in a set of elastic constants that could be progressively transformed by rotation of coordinate axes until the principal directions of a more symmetric material, if they exist, are found. For example, using a brute force search, the elastic constants as determined assuming triclinic symmetry using all data available (case 4) were rotated in order to minimize the ''nonorthorhombic'' elastic constants. It was found that the elastic constants were essentially in the optimum coordinate system already. This was confirmed by performing the rotations using software provided by an independent source. The elastic constants were already in the optimum coordinate system due to the sample being initially aligned with the visually observable planes of symmetry.
[34] The theoretical phase velocities are forward modeled using the elastic stiffnesses obtained by the triclinic inversion (Table 3 ) using all the available data (case 4) and plotted against the original input phase velocities ( Figure 5 ). As can be seen in these plots there are discrepancies between the calculated and input values.
[35] Interestingly, even though the theoretical P wave phase velocities do not match the experimental P wave phase velocities near the coordinate axes, the experimental P wave phase velocities seem to approach the same value at the coordinate axes and especially as they approach the z axis. In order to investigate these discrepancies more thoroughly, large transducers were mounted on a sample of the material in order to simulate the generation of plane waves propagating in the material. Pulse transmission measurements were taken, and the indirect measurements of the phase velocities were plotted in Figure 5 as crosses, diamonds, and pentagrams. The plane wave velocities as determined by the t-p method closely matched the plane velocities as determined by the large transducers along the z and x axes. However, there are large discrepancies in the phase velocities along the y axis.
[36] Some of the discrepancies may be due to a transducer aperture effect or P-SV coupling. Since the P mode generally has a higher velocity and consequently a larger wavelength, one concern was that near-field effects might influence the receivers. To test whether this was the case, the P mode polarization experiments were redone in planes 1 and 3 using source depths of 4 cm, 6 cm, and 8 cm. The phase velocities obtained agreed well with the phase velocity data previously obtained using sources at 2 cm and 4 cm depth. This implies that the wave field is being sampled in the far field and not in the near field.
[37] Most likely these discrepancies are due to increased dispersion in the y direction as compared with the other directions since there are discrepancies in the phase velocities for all three modes of propagation. Anisotropic dispersion as noted by Carcione and Cavallini [1995] may be an explanation for the increased dispersion in the y direction. This added level of complexity has not been accounted for in the inversion and may cause the inversion to try and fit data that it possibly cannot. This may lead to the large discrepancies between the theoretical and the experimental phase velocities not only in the y direction but in other directions as well.
[38] Although, the elastic coefficients were readily determined from a number of phase velocities in the above inversion assuming differing symmetries and using different subsets of the data, some experimental problems still remain. The most important is the observation of substantial dispersion, as previously noted by Mah and Schmitt [2001a] . This dispersion must have some influence on the accuracy of the t-p method and consequently must affect the determination of the elastic coefficients. Although components of the dispersion may be due to intrinsic attenuation, it is also likely that part of the effect may be a consequence of wave propagation through the layered structure of the composite. Although difficult to quantify, there appears to be less dispersion in the x-y plane waveforms, suggesting that the observed dispersion is symptomatic of the layering. Indeed, such layering-induced dispersion is not unexpected especially once the dimensions of the layers approach the wavelength of the illuminating elastic wave energy [e.g., Helbig, 1984] . This may be the case in the present material as the wavelength of the shear waves approaches 2 mm, which is only a factor of 4 greater than the nominal 0.5 mm scale of the layering.
[39] Other potential problems reside with the difficulties in cleanly separating different arrivals and the unavoidable P-SV mode coupling. This is due to the complexities in polarization of the different modes in an anisotropic medium [e.g., Crampin, 1978] and the related imperfections of the transmitting and receiving transducers. A final problem is that only a limited range of angles may be covered with the transducer arrays, and for equal spacing of transducers this will introduce a sampling bias toward the far offset transducers that could be accounted for in future tests of the method.
Conclusions
[40] Phase velocities were determined directly as a function of phase propagation angle on an anisotropic composite ECV material. Special, near-point source transducers were developed to impart and receive different elastic wave energies. These transducers were designated P, SV, and SH to indicate the primary mode of particle motion that each different transducer was sensitive to. However, it must be noted that such pure modes do not generally propagate in anisotropic media where more complex polarizations exist, and the designations should only be considered as descriptive. Clean P and SH modes could be generated and received in both glass and the test anisotropic composite. However, the SV mode is complicated by the coupled nature of P and SV waves and by difficulties in the directionality of SV mode receivers to impart the desired wave energy into the medium. Thirty arrays of these transducers were constructed along five strategic planes of the composite material allowing 779 individual P, SV, and SH mode phase velocities to be obtained.
[41] Making no assumption about the symmetry of the phenolic block, 21 independent elastic stiffnesses were obtained by a nonlinear inversion procedure. The inversion technique and experimental configuration are not symmetry-dependent so long as the symmetry assumed and data collected adequately describe the material. Despite the paucity of constricting assumptions used in the inversion, the 21 independent elastic stiffnesses suggest that the composite is predominantly orthorhombic. Phase velocities then calculated in a forward manner using the obtained elastic constants are in generally good agreement with those observed. However, some discrepancies remain, and these may be in part due to the fact that there is very noticeable dispersion in all the waveform modes (i.e., pulse spreading with increasing propagation distance) particularly for the SV mode. This dispersion is not accounted for in the present t-p velocity determination method and may contribute in part to the discrepancies.
[42] Future technical work will focus on the development of the technique in order to make it less cumbersome so that it can be employed under pressure. One great advantage of the present methodology is that it can be applied to samples of simple shape such as rectangular prisms and even cylinders. The latter will be particularly useful in the context of determining anisotropy in shales which may often be assumed to be transversely isotropic using core samples with a minimum additional preparation. Of more fundamental concern, however, is the potential for experimental tests of the trade-off between wave velocity anisotropy, dispersion, and scale in layered anisotropic media; this has implications beyond laboratory determination of elastic properties. The t-p method will aid in such fundamental experimental studies of layered media.
