The effects of multiple phase transitions on mantle convection are investigated by numerical simulations that are based on three-dimensional models. These simulations show that cold sheets of mantle material collide atjunctions, merge, and form a strong downflowthat is stopped temporarily by the transition zone. The accumulated cold material gives rise to a strong gravitational instability that causes the cold mass to sink rapidly into the lower mantle. This process promotes a massive exchange between the lower and upper mantles and triggers a global instability in the adjacent plume system. This mechanism may be cyclic in nature and may be linked to the generation of superplumes.
Phase transitions in the mantle may affect the amount of flow between the upper and lower mantles (1, 2) . Recently, the effects of phase transitions on mantle convection have been studied with the use of numerical models (3-7), but most have been restricted to two dimensions. Some interesting phenomena, such as the intermittently layered convection that is enforced by the spinel-to-perovskite phase transition (3) (4) (5) , have been shown in these studies. The generation of diapirs in the upper mantle has also been demonstrated (4) . Threedimensional (3-D) studies are needed to confirm these interesting 2-D findings. Seismic tomographic studies (8, 9) have indicated that slabs may be lying horizontally along the phase transition zone. Investigations in two dimensions (4, 6, 7) have also shown the importance of including the second phase transition, olivine to spinel, at a depth of 400 km. In this report, we present results from 3-D numerical simulations of mantle convection with both major phase transitions and discuss an instability in convection that is produced by the phase transitions. This instability may help explain the correlation between subduction rate changes and the superplume events (10) that occurred 120 million years ago and led to the unusually rapid production of the oceanic crust and the stabilization of the polarity of the Earth's magnetic field. The instability bears no resemblance to local boundary-layer instabilities that are seen in models of convection without phase changes. This global instability, which is produced by phase transitions, was first observed in 2-D models (6, 7) , but these 3 We used the extended Boussinesq approximation (6, 7, 11, 12) to model 3-D mantle convection with a thermal expansivity a(t) (13) , an exponentially increasing viscosity 11(z), and a thermal conductivity x(z), all of which depend on depth (14). This approximation has been shown in 2-D simulations to yield results (15) similar to those of the compressible anelastic equations. To handle the sharp changes in the buoyancy forces and latent heat release at the transition zone, we used a formalism based on an effective thermal expansivity (6, 7, 11, 12) . In this treatment, the thermal expansivity oa consists of two parts: the first prescribes the background variations that result from the overburden pressure (13) , and the second is localized in nature and describes the sharp variations of a across the phase change zone (6, 7, 11, 12) . The use of an effective depth-dependent thermal expansivity instead of a complete treatment that accounts for phase boundary distortion considerably reduces the computation time (11, 12, 16 the olivine-to-spinel and the spinel-toperovskite phase changes (20). Using the experimental data for these two transitions (21, 22), we made the assumption that the absolute values of the Clapeyron slopes are equal (23) for both transitions but that the olivine-to-spinel transition is exothermic and the spinel-to-perovskite transition is endothermic. Viscosity is assumed to vary by a factor of 10 (24), and the thermal conductivity increases with depth by a factor of -4 (19, 25). The equations of motion (17) (6) Large cylindrical plumes (yellow), which are found in convection without phase transitions (11, 12) , are produced by the depth-dependent thermal expansivity and viscosity from a focusing effect (11, 12 (Fig. 1, right-hand column) . In the meantime, the original instability associated with the flushing of cold material ceases, and the sinking currents are once again hindered by the phase changes. Cold material begins to accumulate in the transition zone again, which will give rise to another unstable episode.
In Fig. 2 , we show the lateral temperature fields, bT(x,yz,t) (28) to better demonstrate the lateral thermal anomalies. This quantity is useful for visualizing complex plume structures. The rapid rise of the plumes during the instability period is quite striking. Some of the weaker ones are de-1310 flected by the phase transitions (Fig. 2, left  background) . A close-up of the cold descending flows during the entire period shows that the cold material is rebuilding in the transition zone (Fig. 3 , left panels) and flushes again (Fig. 3, right panels) .
Time series of the vertical mass flux F(Qt) (29) for five different depths are shown in Fig. 4 . The maximum in the curve that corresponds to the depth of the olivine-to-spinel transition (z = 0.8) marks the layered period. This is followed by a sharp drop (D,), which is the peak of the avalanche event in which all of the cold material is focused into the junction and horizontal motion dominates. Below this transition in the upper mantle, the magnitudes of the vertical velocity are considerably larger, especially at the level of the spinel-to-perovskite transition (z = 0.65). This suggests that the olivine-to-spinel transition can help trigger the instability.
On the other hand, in the deep mantle (z = 0.1), the vertical flow is subdued because of the depth-dependent properties (1 1, 12) . During the instability, the cold downwelling current pulls massive amounts of material with it because of the large reservoir of material that builds up in the transition zone. Thus, cold material can reach the bottom much easier than in the case without any phase change (1 1, 12) . A similar finding has been reported for a spherical model with the endothermic phase change (30). This result may shed some light on the lowermantle tomographic results (31) in that it suggests that fast anomalies in the lower mantle may reflect the presence of subduction sites in the past.
Many other factors in the mantle can influence the generation of this instability. One is the temperature dependence of viscosity: cold material lingers in the transition zone longer because of its intrinsically higher viscosity. Thus, the instability would be more dramatic because a larger reservoir would form before it would be dumped. Internal heating from radioactive decay helps promote layering in mantle convection (32); this greater tendency to layer means a greater ability to store a cold pool in the transition zone, which would generate an instability. Likewise, the soft rheological zone beneath the spinel-to-perovskite transition (33) would also enhance the mechanical decoupling of the lower and upper mantles, which would encourage the accumulation of cold material above the spinel-to-perovskite transition.
Superplume events (10) respectively, for the spinel to perovskite and the olivine to spinel phase changes and a = 0.02, which corresponds to a phase transition width of 40 km. The constant A1 is given in (6, 7, 11, 12) and depends on the density change across the transition, the Clapeyron slope, background thermal expansivity, gravity, mean density, and the depth of the mantle. For the olivine-to-spinel and spinel-to-perovskite transitions, the values of A1 that we used were, respectively, 5 and -5. The sign of the Clapeyron slope determines the degree of local enhancement or decrease of the overall thermal expansivity. This localized a is regarded as a simplification because the effects of phase boundary distortion and change in width of the transition zone are not accounted for. press. Periodic boundary conditions are imposed along the sides, and the boundary conditions at the top and bottom are stress free, impermeable, and at different constant temperatures. There is no internal heating. We used a Fourier-Chebyshev spectral expansion with 70 grid points in the vertical and 100 in the horizontal direction. We used a coordinate stretching [A. Bayliss and E. Turkel, J. (8) .
In order to assess in the complete elongation cycle the precise stoichiometry of the EF-Tu~aa-tRNA~ribosome interaction, we selected a method that avoids some of the inherent difficulties-that both elongation factors are GTPases, that the EF-G GTPase activity is stimulated by ribosomes in the absence of protein synthesis, and that even highly purified ribosomal preparations include nonspecific nucleotidases. Protein synthesis is complex even in a simplified in vitro system, and determination of stoichiometry requires correction factors that are difficult to measure accurately. Therefore, we distinguished EF-Tudependent GTP hydrolysis from EF-G and other ribosomal GTPases with a mutant EF-Tu in which substitution of Asp138 with Asn (EF-Tu D138N) changed the substrate specificity from GTP to xanthosine triphosphate (XTP). This change was predicted from the three-dimensional model of EF-Tu (or the related model of H-ras p21) in which Asp138 (or Asp119 in p21) interacts with the exocyclic 2-amino group of the purine ring of GTP (9) . Hwang and Miller, using a maxi-cell system have reported that EF-Tu D138N forms a stable complex with XTP, aa-tRNA, and ribosomes (10) . Because maxicells yield only small amounts of EF-Tu D138N and these are contaminated by the wild-type elongation factor, we constructed and expressed the plasmid-bome EF-Tu D138N in E. coli and purified the protein product to homogeneity, completely free from EF-Tu wild type (l I) .
In the presence of XTP purified EF-Tu
