The Influence Maximization Problem (IMP) aims to discover the set of nodes with 16 the greatest influence on network dynamics. The problem has previously been applied 17 in epidemiology and social network analysis. Here, we demonstrate the application to 18 and thereby affect information flow could have a strong effect on network dynamics, 38 potentially leading to disease. 39 Code and example data can be found at: https://github.com/Gibbsdavidl/miergolf 40 Author Summary 41 The Influence Maximization Problem (IMP) is general and is applied in fields such as 42 epidemiology, social network analysis, and as shown here, biological network analysis. 43 The aim is to discover the set of regulatory genes with the greatest influence in the 44 network dynamics. As gene regulation, fundamentally, is about the flow of information, 45 the IMP was framed as an information theoretic problem. Dynamics were encoded as 46 edge weights using time lagged transfer entropy, a quantity that defines information 47 Biological events that impact the influential nodes and thereby affecting normal 52 information flow, could have a strong effect on the network, potentially leading to 53 disease. 54 SLTE network. When comparing the two different edge weights, Pearson's and SLTE, 130 on matched edges, the Pearson's correlation between edge weights was low (0.39). 131 Additionally, the mean node degree distribution in the correlation network is much 132 higher than that of the SLTE network. For example, the SFP1 gene has degree 589 in 133 the correlation network, compared to 60 in the SLTE network, summing both in-and 134 out-edges. The high node degree in the correlation network suggests that correlation 135 testing may be overly permissive, with less informative edge weights. 136 Clauset, Shalizi, and Newman's method for statistically determining whether a 137 network is 'scale-free' showed that the SLTE network is not [25]. On the SLTE network, 138 the result showed alpha = 2.18, which is concordant with power law networks. However, 139
cell cycle regulatory network analysis of Saccharomyces cerevisiae. 19 Fundamentally, gene regulation is linked to the flow of information. Therefore, our 20 implementation of the IMP was framed as an information theoretic problem on a 21 diffusion network. Utilizing all regulatory edges from YeastMine, gene expression 22 dynamics were encoded as edge weights using a variant of time lagged transfer 23 entropy, a method for quantifying information transfer between variables. Influence, for 24 a particular number of sources, was measured using a diffusion model based on 25 Markov chains with absorbing states. By maximizing over different numbers of sources, 26 an influence ranking on genes was produced. 27 The influence ranking was compared to other metrics of network centrality. 28 Although 'top genes' from each centrality ranking contained well-known cell cycle 29 regulators, there was little agreement and no clear winner. However, it was found that 30 influential genes tend to directly regulate or sit upstream of genes ranked by other 31 centrality measures. This is quantified by computing node reachability between gene 32 sets; on average, 59% of central genes can be reached when starting from the 33 influential set, compared to 7% of influential genes when starting at another centrality 34 measure. 35 The influential nodes act as critical sources of information flow, potentially having 36 a large impact on the state of the network. Biological events that affect influential nodes 37 transfer across variables. The information flow was accomplished using a diffusion 48 model based on Markov chains with absorbing states. Ant optimization was applied to 49 solve the subset selection problem, recovering the most influential nodes.The influential 50 nodes act as critical sources of information flow, potentially affecting the network state. 51 Introduction 55 Living systems dynamically process information. Cell surface receptors capture 56 information from the environment and relay the information by internal signaling 57 pathways [1, 2] . Information is transferred, stored, and processed in the cell via 58 molecular mechanisms, often triggering a response in the regulatory program. These 59 types of dynamic genetic regulatory processes can be modeled with network 60 information flow analysis. 61 Network flows embody a general class of problems where some quantity flows 62 from source nodes, across the edges of a graph, draining in sink nodes. Various forms 63 of network flow methodologies have found success in algorithms such as Hotnet, 64 ResponseNet, resistor networks, and others [3, 4, 5] . 65 Recently, the influence maximization problem (IMP) has received a great deal of 66 interest in social network analysis and epidemiology as a general method for 67 determining the relative importance of nodes in a dynamic process [6, 7] . The IMP aims 68 to discover a set of source nodes that, after applying a diffusion model, covers as much 69 of the network as possible [8, 9] . Examples are found in modeling the spread of 70 infectious disease in social networks and in identifying optimal targets for vaccination 71 [10]. Propagation of infection does not follow algorithmically defined paths on graphs, 72 i.e. shortest paths, but instead flows on all possible paths. Similar to quantities of virus, 73 information can also be treated as a quantity flowing on networks [11, 12, 13] . 74 A variant of ant optimization was used to solve the IMP. Although, ant 75 optimization is best known in path optimization, it can also be applied to subset 76 selection problems [14, 15, 16] . In ant optimization, ants construct potential solutions, as 77 sets, which are scored and reinforced, encouraging good solutions in later iterations. In 78 this work, the result of the optimization procedure is an optimal, or nearly optimal, set of 79 nodes that maximizes network cover when applying the diffusion algorithm developed 80 by Stojmirović and Yu [12] . In application to biological networks, the IMP essentially 81 remains an unexplored area of research [17] . We then used the IMP to study the 82 regulatory structure underlying the yeast cell cycle. 83 To understand topologically where the influential genes are situated, we compare 84 the IMP solution sets to gene sets derived from other centrality metrics, such as degree 85 centrality [18], betweenness-centrality where shortest paths are considered [19] , and 86 PageRank, where only incoming flows are considered [20] . 87 The cell cycle process in Saccharomyces cerevisiae is well studied, but is not 88 completely characterized [21] . Regardless, it is apparent that cell cycle regulation is 89 controlled by a network that dynamically processes signals. From the bench, we have 90 limited ways of observing the process, such as using gene expression data and 91 cataloging the patterns of periodicity. To gain further understanding of the regulatory 92 structure, we performed used time series data and publicly available regulatory 93 databases to solve the IMP (Fig 1) [22,23]. High degree nodes can be seen as 'wedges' in the graph. 125 The overlap between the Pearson correlation and SLTE networks is moderate; Iteratively solving the influence maximization problem provides a ranking 147 Using transfer entropy to quantify information flow, if an upstream node transfers 148 information to a downstream node, respecting edge directions, the downstream node is 149 said to be 'influenced'. The maximization problem is to find a set of nodes, that when 150 treated as information sources, influence the largest proportion of the network. 151 The Influence Maximization Problem (IMP) was solved over a range of values for 152 K, the number of source nodes. The influence score, representing a network cover, 153 increased quickly for small values of K, gradually leveling out. Setting K=45 source 154 nodes (3.9% of the network) produced a maximum network cover of 1064 nodes 155 (92.8%). Beyond K=45, the score became saturated (see SI Fig 2) . 156 As the algorithm is stochastic, the range of K (from 1 to 45) was run twice and an 157 average count was made on the number of times genes were selected. The ranking 158 produced by each run was highly stable, eliminating the need for a large number of 159 runs. The top ranked gene FKH1, was selected on average 44 times, followed by two 160 genes, GCN5 and RFX1, that were selected on average 43 times. Overall, 49 genes 161 were selected in at least one run.
162
Comparing influence to traditional metrics of centrality reveals similarities 163 To provide a basis for comparison to the ranked influencers, 15 different 164 centrality measures were computed on the SLTE network. The list of centrality metrics 165 can be found in Table 1 along with a brief description. Further description of these 166 metrics can be found in supplementary text. The top 20 influencers and associated 167 metrics are found in Table S2 . Betweenness Uses directed and weighted edges to sum shortest paths through a vector.
Closeness
Inverse of the average length of shortest paths to a vertex in the graph.
Degree
Sum of edges for each vertex.
Ego, 1 step
Size of the neighborhood one step out.
Ego, 2 steps Size of the neighborhood two steps out.
Eigen Centrality
Eigenvector centrality on the undirected graph using weights.
Page Rank Google Page Rank, using directed and weighted edges.
Power Centrality
Boncich power centrality. Accounts for connectivity of neighbors.
Strength
Sum of edge weights.
Unconstraint
Equal to (1 -Constraint), using Burt's constraint method . Influential topology in the regulatory network 197 We have found that within the regulatory network structure, the influential genes 198 tend to be situated upstream of genes selected by other centrality measures ( Fig 5) . In Eser et al., 32 hypothesized cell cycle regulators were named [23] . Comparing 228 the top ranked influential genes, we see again that the influential genes are immediately 229 upstream of the Eser TFs (Fig 7) . Although SWI6 was not selected in the top 2.5% of 230 influencers, it is found as a ranked influencer overall. BAS1, on the other hand was not 231 a ranked influencer, and interestingly was not ranked by any other metric of centrality 232 although it has been associated with cell cycle regulation. entropy is straightforward to compute. 354 Given two sequences ! and !, we describe transfer entropy as
where ! !!! indicates value of the sequence at time step !, with time lag k. 356 To perform the computation, ! and ! are normalized and used to fit a Gaussian The stochastic matrix --defining the probability of moving from one vertex to 375 another--is defined as
where edge weights ! !" are the weights on outgoing edges. Sets S and T partition the 377 stochastic matrix as
where ! !! defines the transition probabilities from nodes in S to S, and ! !" 379 defines transition probabilities from S to T, and so on. Although the matrix is square, it is 380 not symmetric, given the directed edges. 381 Ultimately, we wish to compute the expected number of visits from a node ! ! ∈ S, 382 to a node ! ! ∈ T, defined as matrix !. By time point !, the estimated number of visits 383 from ! ! ∈ S to ! ! ∈ T is found as
where ! !" is the transition probability of ! ! ∈ S to ! ! ∈ T and ℎ !" (!!!) is the expected 385 number of visits that have already taken place at time 
In the long run, at steady state, when ! (!)~ ! (!!!) , the equation reduces to To compute a measure of influence on the network, after solving for ! the 396 expected number of visits on nodes, the influence is summarized as the "influence-397 score",
where h !" is the number of visitations (using matrix !) from node ! ! ∈ S to connected 399 nodes ! ! ∈ T . Indicator function Ι h !" > θ is equal to 1 if the number visitations is 400 greater than a threshold ! and ! ! is the sum of outgoing weights for node ! ! ∈ S. The 401 sum of edge weights is used as a tie-breaker in the case of degenerate solutions, and 402 also makes the case for a solution set that is best supported by data. This influence 403 score is the equivalent to computing the cover on nodes in T. In this work, ! = 0.0001 is 404 used.
405
Ant optimization is used to search for influential nodes 406 An implementation of the hypercube min-max ant optimization algorithm was 407 constructed to search for solutions to the Influence Maximization Problem [40, 41] . Ant 408 optimization is based on the idea of probabilistically constructing potential solutions to a 409 given problem, in this case a subset selection problem, and reinforcing good solutions 410 with a "pheromone" weight deposited on solution components, ensuring that good 411 solutions become increasingly likely in later iterations. 412 Since the algorithm is stochastic and results can vary, the optimization is 413 repeated for a defined number of runs. Each convergence takes a number of iterations 414 where ants construct solutions, perform a local search, score the solutions using the 415 influence score, and reinforce the components. As a run progresses, the pheromone 416 values move to either one or zero, indicating whether the component was selected. 417 At the start of each iteration, ants construct potential solutions, a subset of 418 vertices, by sampling from nodes using probability distribution
where ! ! is the probability for sampling any node ! ! , with the sum of outgoing 
