The paper addresses the sensitivity of biochemical network models to uncertainties in the model structure, with a focus on autonomously oscillating systems. Structural robustness as defined herein concerns the sensitivity of the model predictions with respect to changes in the specific interactions between the network components and encompass, for instance, uncertain kinetic models, neglected intermediate reaction steps and unmodelled transport phenomena. Traditional parametric sensitivity analysis does not address such structural uncertainties, and should therefore be combined with analysis of structural robustness. Herein a method for quantifying the structural robustness of models for systems displaying sustained oscillations is proposed. The method adopts concepts from robust control theory and is based on adding dynamic perturbations to the network of interacting biochemical components. In addition to provide a measure of the overall robustness, * Corresponding author, jacobsen@ee.kth.se † Presently at Dep. of Cell Biology, Linköping University, S-58185 Linköping, Sweden 1 the method is able to identify specific network fragilities. The importance of considering structural robustness is demonstrated through analysis of a recently proposed model of the oscillatory metabolism in activated neutrophils. The model displays small parametric sensitivities, but is shown to be highly unrobust to small perturbations in some of the network interactions. Identification of specific fragilities reveals that adding a small delay or diffusion term in one of the involved reactions, likely to exist in vivo, completely removes all oscillatory behavior in the model.
Introduction
Robustness, the persistence of function in the presence of internal and external changes of the cellular environment, is a key property of living organisms. The robustness can, in principle, either be due to a redundancy of functionality, be the result of feedback mechanisms or result from synchronisation with neighbouring systems, e.g., [1] , [2] . Since robustness is so characteristic for living systems, it is also an important aspect to consider when analyzing and validating models of biological systems. In particular, if a given model proves unrobust to biologically probable perturbations, then it is important to establish whether the lack of robustness is a property of the cellular function itself or if it is caused by an uncertain or incomplete model. In either case, more detailed modelling is required to gain insight into the source of the lacking robustness.
Robustness analysis of biochemical networks has so far almost exclusively focused on parametric sensitivities, i.e., the sensitivity of the behavior with respect to changes in the model parameters, see e.g., [3, 4, 5, 6, 7, 8, 9] . Using parametric sensitivity as a measure of robustness is in principle based on the assumption that the underlying model structure is exactly known and that all relevant perturbations can be represented by changes in the model parameters. However, model structures are in general uncertain, e.g., due to incomplete knowledge of the reaction kinetics, neglected intermediate reaction steps and unmodelled transport phenomena such as diffusion and delays.
Robustness to parametric uncertainty does not imply robustness with respect to perturbations that affect the model structure. In this paper, we illustrate this point by analyzing a model of the oscillatory metabolism in neutrophils proposed in [10] . The choice of this specific model is motivated by the fact that it has previously been found to be relatively robust against parametric perturbations [11] , but at the same time it has proven difficult to extend the model to include spatial phenomena in order to reproduce the spatiotemporal oscillations observed in vivo [12] .
A spatial extension of the model implies introduction of transport phenomena, in the form of diffusion and delays, and hence a modification of the model structure.
We present a systematic method for quantifying the structural robustness and identifying specific structural fragilities of models for cellular functions involving periodic oscillations. The definition of structural robustness employed herein concerns the sensitivity of the model predictions with respect to dynamic perturbations of the direct interactions between the biochemical components of the network. In particular, we consider the smallest relative perturbation that will change the model predictions in a qualitative way, i.e., by removing the oscillatory behavior. This definition differs somewhat from the definition of structural robustness for metabolic networks in [13, 14] , in which structural robustness is defined as the sensitivity to knockout, or elimination, of specific enzymes, corresponding to a relative static perturbation of 100% in the impact of the enzyme. The method proposed herein will identify also such lack of robustness provided a complete knockout corresponds to the worst-case perturbation. However, the method will also detect if a partial reduction in the effect of an enzyme is sufficient to change the model predictions in a qualitative manner. Furthermore, since the method proposed herein employs dynamic perturbations, the impact of phenomena that mainly have a transient effect on the interactions, e.g., time delays, will also be determined.
The proposed method is based on results from robust control theory [15] , and involves determination of the smallest relative dynamic perturbation that will change the stability of a network and hence change the predictions of the model in a qualitative sense. The computation of the perturbations is based on the structured singular value µ [16] . The structured singular value has been employed in the context of biochemical networks previously, but then only as a machinery for computing parametric sensitivities [4, 8] . In this work we employ µ to compute the robustness to perturbations of the specific interactions between the various components of a biochemical network, i.e., the structural robustness. Furthermore, by considering the perturbations that convert the underlying unstable steady-state into a Hopf bifurcation point, rather than the perturbation that destabilizes the limit cycle as such, we obtain a computational problem of low complexity.
The outline of the paper is as follows. We first present the model of the activated neutrophil, and analyze it with respect to parametric sensitivity. In order to analyze the structural robustness of the model, we present a method based on the network representation proposed in [17, 18] combined with linearization and analysis using the structured singular value [16] . In principle, we add general type dynamic perturbations to the interactions between the network components and compute the smallest size relative perturbation that qualitatively changes the local model predictions. The perturbations can be applied to all network interactions simultaneously, yielding a measure of the overall robustness, or to specific interactions, enabling identification of specific fragilities. The method is applied to the activated neutrophil model, and we find that the model is highly sensitive to changes in some of the metabolite interactions. Identification of specific fragilities show that, for instance, inclusion of a small delay or diffusion term in one of the involved reactions completely removes all oscillatory behavior in the model. The findings, based on a linearized model, are finally verified through application of the identified perturbations to the nonlinear model, followed by bifurcation analysis to determine the effect of the perturbations on the global nonlinear model predictions.
The Activated Neutrophil
The model we have chosen to study in this work describes the metabolism of an activated neutrophil granulocyte, or neutrophil for short. Neutrophils are the most abundant type of white blood cells, and form an integral part of the defence system against toxic pathogens, e.g., bacteria and cancer cells. A neutrophil senses the presence of these hostile entities through changes in the chemical environment, typically through the binding of antigens to specific membrane receptors. This leads to activation of the neutrophil, a process which involves a series of events.
Among the most important of these is a re-organisation of the cytoskeleton to an oval shaped form, and movement through chemotaxis along the gradient of increasing concentration of the stimulatory substance. The activation also dramatically increases the production of NADPH through the hexose monophosphate shunt (HMS), and initiates the production of the enzyme NADPH oxidase. This enzyme is situated in the membrane between the cytosol and the extracellular space or, more commonly, between the cytosol and an intracellular compartment containing toxic substances. This compartment is formed upon activation through the merging of smaller compartments, such as azurophilic granula, which gather at the leading edge of the neutrophil. If the pathogen is sufficiently small it is engulfed in this large compartment, which is then called a phagosome. One of the major sources for the formation of the toxic substances is superoxide (O − 2 ), which is formed in a two-compartment reaction, catalysed by the NADPH oxidase, using NADPH as substrate on the cytosolic side
Superoxide is then used to form other reactive oxygen species (ROS), through a series of reactions involving the protein myeloperoxidase. All these events are outlined in Figure 1 . It should be noted that even though ROS also are toxic to the host cell, and to the host organism, they are used to fight invading pathogens which potentially are even more toxic to the organism. The concentrations of NADPH and ROS have experimentally been observed to undergo sustained temporal and spatiotemporal oscillations in vitro [19, 20] .
A Model of the Activated Neutrophil Metabolism
The model we consider in this paper is given in the Supplementary material and was first presented in [10] . It will here simply be referred to as the neutrophil model. documented and the rate constants have been determined previously [10] . A main feature of the model is that it is able to reproduce the temporal oscillations observed in vitro, e.g., when measuring NAD(P)H or ROS through fluorescence techniques [10] . The temporal oscillations in O 2 concentration as predicted by the model are shown in Figure 2 . All compositions oscillate with the same period of approximately 25 s. In experiments one has also observed spatial waves that move along the direction of the cell [19, 21] , but since the neutrophil model only contains two compartments, these can not be captured by the original neutrophil model in [10] . Apart from reproducing the experimentally observed oscillations with the correct frequency, and with reasonable amplitudes for the various concentrations, the model has also been employed to make certain predictions, e.g., concerning the relation between melatonine concentrations and the amplitude of the oscillations [10] .
Parametric Sensitivity as a Robustness Measure
Parametric sensitivity is frequently used to quantify the robustness of biochemical network models. A common approach to parametric sensitivity analysis of biochemical models is Metabolic
Control Analysis (MCA), which provides a local measure of the sensitivity. MCA was originally developed for simple unbranched metabolic pathways at steady-state [22] , but has later been extended to transient systems [23, 24, 25] and branched pathways [26, 27] . Recently, [28] presented results for parametric sensitivity analysis of amplitudes and periods of autonomously oscillating systems. Here we consider the local parametric sensitivity of the amplitude and period of the metabolic oscillations predicted by the neutrophil model. For each of the 25 parameters p i in the model we thus compute the sensitivities given by the Response coefficients
where X j = max t x j (t) − min t x j (t) denotes the amplitude, i.e., difference between maximum and minimum peaks, of state x j (t) in the stationary cycle, and T denotes the period of the cycle.
The results of the local sensitivity analysis, in terms of the amplitude response coefficients R X j i , are shown in Figure 3 . All computations were performed with the Systems Biology Toolbox for Matlab [29] , and the perturbations were chosen sufficiently small to provide a linear response. In the figure the parameters have been sorted according to the median value of the amplitude sensitivities for the 16 states. As can be seen from Figure 3 , all sensitivities are relatively small with the largest sensitivities occurring for changes in the kinetic parameters k 13 and k 12 , related to the net inflow of NADPH and O 2 , respectively. The worst case sensitivity corresponds to an 8% change in oscillation amplitude of the melatonin concentration in the cytosol in response to a 1% change in inflow of NADPH to the cytosol. Similar results were obtained for the sensitivity of the oscillation period and are not shown here.
To consider the effect of larger parameter variations, the model was also analyzed based on a global search for bifurcations. Using continuation combined with bifurcation analysis we computed the largest change that can be made in each individual model parameter without the oscillations disappearing altogether. These computations were performed with the JANET software, obtained at http://dcwww.fys.dtu.dk/∼janet/, and only local bifurcations were considered.
The bifurcation diagram for parameter k 12 is shown in Figure 4 , and as can be seen, this parameter can be varied between 21 and 35 µMs −1 without the oscillations disappearing, implying that it can be varied at least 17% from its nominal value of 30 µMs −1 without removing the predicted oscillations.
The results for all 25 parameters are shown in Table 1 . As can be seen, most parameters can be varied by more than 50% without the oscillations disappearing. The parameters with the largest sensitivities are k 12 and k 13 , which both can be varied about 20% without removing the metabolic oscillations. Thus, the global analysis gives a similar result as the local analysis and we conclude that the model is relatively robust with respect to uncertainty in the model parameters.
The two parameters that yield the largest local and global sensitivities, k 12 and k 13 , both describe inflows of components that typically vary significantly in vivo. These sensitivities are thus higher than what is believed to be the case for the true biological system. In the Supplementary material we show that the model can be extended with more detailed descriptions of the corresponding reactions to reduce these sensitivities to more realistic values.
Structural Robustness
Based on the results above it may be tempting to conclude that we have arrived at a relatively robust model, yielding predictions that are relatively insensitive to model uncertainties. However, the analysis addressed uncertainties in the model parameters only, while essentially any bio-chemical model also involves uncertainties that affect the model structure. In particular, most models neglect some dynamic effects that exist in vivo, such as transport mechanisms and intermediate reaction steps. The neutrophil model derived in [10] is based on a two compartment model neglecting the effects of diffusion within the cytosol and phagosome compartments, respectively. In [12] , diffusion was added to the cytosol compartment in an attempt to reproduce the spatiotemporal oscillations that have been observed experimentally in [19] . However, the model predictions were found to be relatively sensitive to inclusion of even small effects of diffusion, i.e., large diffusion coefficients, indicating a poor structural robustness. Below we propose a systematic method for analyzing the sensitivity of model predictions to structural uncertainties. The method as proposed here is restricted to models of cellular functions involving sustained oscillations.
In order to quantify the structural robustness of a model we consider the system as a biochemical network with nodes corresponding to concentrations of single biochemical components. The links between the nodes then correspond to the direct, or specific, interactions between the various metabolites, imposed by chemical reactions and transport mechanisms [18] .
An illustration of the network corresponding to the neutrophil model is shown in Figure 5 . Only 14 components are included, corresponding to the number of independent concentrations in the model. As can be seen from the figure, there is a relatively high degree of connectivity in the model, i.e., each node interacts directly with a large number of other nodes. With the network perspective, the large number of feedback connections also becomes transparent. The analysis presented below is based on adding dynamic perturbations to the direct links between the various nodes of the model. Stable limit cycles, or autonomous sustained oscillations, as seen in the neutrophil model are in general a result of destabilization of a steady-state through a Hopf bifurcation, or occasionally through a sequence of static bifurcations [30] . This implies that an unstable steady-state usually will co-exist with the observed limit cycle behavior [17] . For the neutrophil model, this can be seen from the bifurcation diagram in Figure 4 . The branch of limit cycles emanates at two supercritical Hopf bifurcations, and between these we thus have an unstable steady-state coexisting with the stable limit cycle. The method we present here is based on an analysis of the network at the unstable steady-state underlying the stable limit cycle, and we aim at determining the smallest relative perturbations of the network interactions that will stabilize the unstable steady-state by transforming it into a Hopf bifurcation point. The perturbation will then, by assumption, also remove the corresponding oscillations 1 . The main advantage of considering the underlying unstable steady-state, rather than the oscillations themselves, is that the analysis can be based on a linear time-invariant model. Write the nonlinear model asẋ
in which x andẋ denote the states and their time derivatives, respectively, and p are the model parameters. For given parameter values p * , the steady-states are given by solving f (x * , p * ) = 0.
If there are multiple steady-states, i.e., several solutions x * for a given p * , the unstable steadystate connected to the Hopf bifurcation point in the state-parameter space should be chosen.
Thus, it is important to perform a bifurcation analysis to gain insight into the global behavior of the system prior to the local analysis presented below. The linear model obtained from linearization of (2) about the unstable steady-state is given by
where ∆x(t) = x(t) − x * denotes deviations from steady-state and A = (∂ f /∂ x)| x * ,p * is the Jacobian matrix. The interactions between the metabolites are now described by the off-diagonal elements of the Jacobian A, while degradation and autocatalytic effects are described by the diagonal elements of A. To enable dynamic perturbations of the interactions, we lift out the interactions according to
whereÃ is a diagonal matrix containing the diagonal of A. With this decomposition, the variable ∆u(t) is independent of the network states x(t), and hence the states in (4) do not interact.
The resulting "open-loop" system (4) can be transformed into a frequency response L( jω) from ∆u to ∆x
where I is the identity matrix. The name frequency response stems from the fact that L( jω) describes how the system responds to a sinusoidal stimulus with frequency ω. In particular, for 1 Assuming the perturbation does not introduce additional bifurcation points scalar systems, if ∆u(t) = sin ωt then ∆x(t) = |L( jω)| sin(ωt + arg L( jω)) in stationarity. For a derivation of the frequency response of a general linear dynamic system see e.g., [31] . The network interactions are recovered by introducing the unity feedback
yielding the original "closed-loop" network model in (3). The decomposition above is illustrated in Figure 6 (a).
In the neutrophil model all biochemical components are stable in the absence of interactions with other components, i.e., there are no autocatalytic effects. Hence the open-loop system L is stable and instability of the steady-state is a result of the interactions, i.e., of the feedback (6).
This can also be verified by considering the eigenvalues of the frequency response L( jω) as a function of frequency ω ∈ [0, ∞], i.e., the eigenvalue loci [15] . According to the generalized Nyquist criterion, unity feedback around a stable system L will cause instability if L is stable and at least one of the eigenloci encircles the point +1 at the real axis in the complex plane. For the neutrophil model there is a single critical eigenvalue locus λ i (L( jω)) that encircles the +1 point, shown in Figure 7 . The crossing of the real axis is for the frequency ω 0 = 0.323 rad/s, corresponding to a period T = 19.5 s which is close to the observed period in Figure 2 . The crossing of the real axis is at 1.003 and hence very close to the critical point +1, indicating that some small perturbation of the network interactions will stabilize the steady-state and thereby remove the sustained oscillations. Thus, the eigenvalue loci provide a clear indication that the neutrophil model is highly sensitive to some perturbations in the model structure. It is important to determine if these perturbations are biologically relevant, and this is considered below.
To quantify the structural robustness of the neutrophil model we add a relative dynamic perturbation ∆ I to the feedback in (6) according to
where ∆ I is an n × n diagonal matrix with diagonal elements ∆ i , where n is the number of network nodes. See also Figure 6 (b). The perturbation (7) corresponds to adding a relative perturbation to the direct dynamic effect of each metabolite on the other metabolites in the network.
The elements ∆ i are allowed to be linear time-invariant dynamic systems of any order, i.e., ranging from static gains to pure delays. By employing frequency domain computations, each ∆ i is represented by a complex number at each frequency and parametrisation of the perturbations is hence avoided. An interpretation of a complex perturbation is that the magnitude corresponds to the amplitude of the perturbation while the argument correspond to the phase lag, at the considered frequency. The aim of the robustness analysis is to determine the smallest 2 perturbation that will change the stability of the network.
The smallest size perturbation ∆ I that moves one eigenlocus of the loop-gain L to the critical point +1 at a given frequency will have magnitude
where µ is the structured singular value computed for the system in Figure 6 (b) with ∆ I complex diagonal [16] . Hereσ (∆ I ) denotes the maximum singular value of the perturbation matrix ∆ I , corresponding to the magnitude of the largest element of a diagonal ∆ I . In practice, only lower and upper bounds for µ can be computed for networks with n > 3. However, for the perturbations considered here this does pose a problem since the bounds in general will be relatively tight for complex independent diagonal perturbations ∆ I [31] .
Since the computed perturbation only ensures that one eigenvalue locus is moved to +1, it is necessary to verify that the perturbation in fact moves the critical locus to +1, i.e., stabilizes the steady-state underlying the oscillations. If this is not the case, then the perturbation provides a lower bound on the size of the stabilizing perturbation. The upper and lower bounds for δ = 1/µ computed for the neutrophil model, linearized about the steady-state underlying the sustained oscillations, are shown in Figure 8 . The bounds were computed with the Robust Control Toolbox for Matlab [32] 3 . The perturbations are all stabilizing, i.e., moves the encircling eigenvalue locus to +1. As can be seen from the figure, the obtained bounds are essentially indistinguishable and hence tight, and the smallest size perturbation corresponds to δ = 0.0026 at the frequency ω = 0.26 rad/s. This implies that a relative perturbation of less than 0.3% in the strength of the network interactions will stabilize the steady-state, and hence remove the sustained oscillations at the nominal parameter values used in [10] .
To consider whether improved structural robustness can be obtained for other parameter values than the nominal ones used in [10] , we computed the stability margin along the oneparameter continuation curve connecting the two Hopf points of the nonlinear model, e.g., Figure 4 , for each parameter. The results for the parameter k 12 are shown in Figure 9 , and as can be seen the nominal value k 12 = 30 provides a close to maximum robustness in terms of the µ-measure. Similar results are obtained for all other parameters in the model, i.e., the nominal parameter values used in [10] give close to maximum robustness for the given model structure.
Thus, the model structure appears highly unrobust regardless of the parameter values used. We realize that a definite conclusion would require simultaneous variations of all the parameters to optimize the robustness, a rather exhaustive task not included here.
Because the µ-computations in principle are based on applying the same magnitude perturbation to all interactions simultaneously, it does not provide any information concerning which parts of the network that are most sensitive to the perturbation. To obtain such information we computed the corresponding µ-values when only the effect of a single metabolite was perturbed,
i.e.,
The To gain even more detailed information on specific structural fragilities of the network, we considered perturbing the pairwise direct interactions between two metabolites, i.e., perturbing single links of the network in Figure 6 . This corresponds to introducing a dynamic perturbation
and determining the minimum size |δ i j | required to stabilize the steady-state of the network. If no perturbation of some L i j can stabilize the network then we define the corresponding δ i j = ∞.
The δ i j -measure for the 15 most sensitive elements of the loop-gain L are shown in Figure 12 .
As can be seen from the figure, the most sensitive interactions involve components 1, 2 and 5 which correspond to per 3+ , coI and H 2 O 2 , all in the phagosome.
Note that we here only have perturbed the direct interactions that are included in the model.
However, it is in principle also possible to consider the effect of introducing direct interactions not included in the model, e.g., by allowing for off-diagonal elements in the perturbation matrix ∆ I in (7).
To verify that the perturbation that stabilizes the steady-state indeed removes the sustained for all values of the parameter k 12 as can be seen in Figure 14 (c). Note that the added delay 4 The fit was made to 1 + δ i j implying that the perturbed link L pi j is obtained by multiplying L i j with the fitted dynamic perturbation.
is less than 0.3% of the oscillation period, but still has a decisive influence on the model predictions. Essentially identical results are obtained for all other model parameters, also if the delay is replaced by a first-order low-pass filter with time-constant equal to the delay, representing diffusion rather than a delay. The effects of diffusion can also be modelled by introducing time-dependent rate coefficients in the relevant reactions [33] .
The fact that the oscillations predicted by the neutrophil model are highly sensitive to small delay or diffusion terms in the interactions between some of the metabolites can serve to explain the difficulties of extending the model to include diffusion in [12] . Furthermore, the fact that it is the interactions in the phagosome that represent the most fragile part of the model suggests that future modelling studies should consider this part of the model in more detail.
Conclusions
The analysis of robustness of cellular functions is a key issue within systems biology. While the traditional approach to robustness analysis of biochemical network models is based on parametric sensitivity analysis, we show that it is important to also consider structural robustness. A method for analyzing structural robustness, based on adding dynamic perturbations to the network interactions, is proposed. Besides providing a quantification of the structural robustness, the method can be used to identify specific network fragilities. To demonstrate the importance of considering structural robustness we consider the metabolic oscillations in activated neutrophils and show that the model proposed in [10] , while being relatively insensitive to parametric uncertainties, displays a severe sensitivity to certain perturbations in the model structure. The results on structural robustness of the activated neutrophil model can serve to explain why previous authors have experienced problems in attempting to extend the model to involve spatial phenomena, as existing in vivo.
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Supplementary 1. Model of the activated Neutrophil
The model proposed in [10] , and used for analysis in this paper, is provided below. The model states are divided between two cell compartments, the phagosome and the cytosol.
parameter nominal value lower limit upper limit distance in % The equations for the variables in the phagosome are
and the equations for the variables in the cytosol are In the extended model a constant flow through glycolysis leads to a production of glucose-6-phosphate (G6P), which is broken down in three enzymatic reactions to ribulose-5-phosphate (R5P). This also involves the conversion of two NADP + into two NADPH. The new rate expressions are given in Table 3 , and all models will be uploaded at biomodels.net.
The results for the parametric amplitude sensitivity are displayed in Figure 1 . In the new model, k 12 still corresponds to a part of the NADPH production, and the new parts from the extended HMS description are described by parameters with indexes starting with 0, like V 02 , k 02 etc. As can be seen none of these parameters are ranked among the most important parameters, and we thus conclude that an unrealistically high sensitivity in a single parameter can be reduced by a more detailed modelling of the processes that the parameter represents.
This stands in a striking contrast to the results for the structural sensitivity, displayed in Figure 2 . The figure shows the minimum size δ of a relative perturbation ∆ I that will remove the oscillations for both the original and for the extended Olsen model. As can be seen, both models are essentially equally unrobust, and a perturbation of less than 0.3% in the interactions will remove the oscillatory behaviour in both models. The structural analysis also shows that the new states, which corresponds to the HMS intermediates, may be replaced by constants and still retaining the oscillations. It is therefore clear that while the more detailed HMS model improves the robustness of that particular fragility, measured in terms of parametric robustness, the structural robustness is essentially unaltered. The analysis of this extended model thus further highlights the difference between structural and parametric robustness. Amplitude sensitivity Figure 1 : Absolute values of the amplitude response coefficients in the Olsen model with a more detailed HMS reaction. Now no parameters corresponding to the old k 12 parameter, in Figure  3 , are present among the important ones. The minimum size δ of a relative perturbation ∆ I that will remove the oscillations in the original Olsen model and the Olsen model extended with a more detailed description of the HMS. As can be seen, both models are essentially equally unrobust, and a perturbation less than 0.3% in the interactions will remove the oscillatory behavior in both models. 
