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Dressed-particle approach in the nonrelativistic classical limit
I. Y. Dodin and N. J. Fisch
Department of Astrophysical Sciences, Princeton University, Princeton, New Jersey 08544, USA
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For a nonrelativistic classical particle undergoing arbitrary oscillations, the generalized effective
potential Ψ is derived from nonlinear eigenfrequencies of the particle-field system. Specifically, the
ponderomotive potential is extended to a nonlinear oscillator, resulting in multiple branches near
the primary resonance. For a pair of natural frequencies in a beat resonance, Ψ scales linearly with
the internal actions and is analogous to the dipole potential for a two-level quantum system. Thus
cold quantum particles and highly-excited quasiclassical objects permit uniform manipulation tools,
particularly, one-way walls.
PACS numbers: 52.35.Mw, 05.45.-a, 45.20.Jj, 45.05.+x
I. INTRODUCTION
Multiscale adiabatic dynamics of classical particles
in oscillating and static fields is simplified within the
oscillation-center (OC) approach, which allows separat-
ing fast quiver motion of the particles from their slow
translational motion [1, 2, 3]. Hence the average forces
are embedded into the properties of the OC, yielding a
quasiparticle with a variable effective mass meff [4, 5]. In
each given case, meff can be Taylor-expanded at nonrel-
ativistic energies so as to appear as an effective potential
Ψ [4], e.g., ponderomotive [6, 7, 8, 9] or diamagnetic [10].
Yet the nonrelativistic limit must permit also an indepen-
dent calculation of Ψ. For linear oscillations, the general-
ized effective potential was derived in Ref. [3]. However,
a comprehensive method of finding Ψ for nonlinear quiver
motion has not been proposed.
The purpose of this work is to calculate, from first prin-
ciples, the generalized effective potential Ψ for a nonrela-
tivistic classical particle undergoing arbitrary oscillations
in high-frequency or static fields. We proceed by finding
eigenmodes in the particle-field system; hence Ψ is ob-
tained like in the dressed-atom approach [11, 12, 13, 14]
but from nonlinear classical equations. Specifically, we
show that the ponderomotive potential extended to a
nonlinear oscillator has multiple branches near the pri-
mary resonance. Also, for a pair of natural frequencies
in a beat resonance, Ψ scales linearly with the internal
actions and is analogous to the dipole potential for a two-
level quantum system. Thus cold quantum particles and
highly-excited quasiclassical objects permit uniform ma-
nipulation tools, particularly, stationary asymmetric bar-
riers, or one-way walls [15, 16, 17, 18, 19, 20, 21, 22, 23].
The work is organized as follows. In Sec. II, we obtain
the general form of the effective potential Ψ. In Sec. III,
we derive the equations for oscillation modes. In Sec. IV,
we calculate the ponderomotive potential from the in-
finitesimal frequency shift of the oscillating field coupled
to a particle at a primary resonance, both linear and non-
linear; see also Appendix A. In Sec. V, we find Ψ near
a beat resonance and show the analogy with the dipole
potential. In Sec. VI, we explain how Ψ allows one-way
walls. In Sec. VII, we summarize our main results.
II. GENERALIZED EFFECTIVE POTENTIAL
Consider a particle which exhibits slow dynamics in
canonical variables (r,P) superimposed on fast oscilla-
tions in angle-action variables (ϑ,J = const), such that
zero J corresponds to purely translational motion. The
OC Lagrangian is then written as [4]
L0 = −meffc2
√
1− v2/c2, (1)
where v ≡ r˙, and meff(r,v;J ) is the effective mass, the
dependence on J being parametric [24]. Thus the com-
plete Lagrangian, which describes also the oscillations,
equals L0 + ϑ˙ · J , so the corresponding Hamiltonian H
matches that of the oscillation center: H = P · v − L0.
Assume nonrelativistic dynamics, i.e., v ≪ c and δm ≡
meff −m≪ m, where m is the true mass. Hence
L0 = 1
2
mv2 − U , U = δmc2, (2)
so the Hamiltonian reads
H = P
2
2m
+Ψ, Ψ = U − 1
2m
(∂vU)2, (3)
where P = mv − ∂vU , and Ψ(J = 0) = 0.
Following Ref. [4], one can find Ψ from the relativis-
tic particle trajectory in given fields; however, a general
nonrelativistic approach is also possible. Formally, field
modes can be understood as particle degrees of freedom.
Then, like in the dressed-atom approach [11, 12], the
effective potential can be found from eigenfrequencies
̟ ≡ ϑ˙ = ∂JH of the particle-field system:
Ψ =
∫
̟ · dJ . (4)
In this case, Ψ depends on r and P only parametrically,
through ̟(r,P,J ).
The canonical frequencies can be redefined such that
̟ → ̟ + const, adding a constant to Ψ. Albeit arbi-
trarily large, this contribution does not affect the motion
equations, so we abandon the requirement that Ψ must
2remain small compared tomc2; hence actual physical fre-
quencies can be used for ̟. Particularly, for uncoupled
modes one gets Ψ = Ψ0,
Ψ0 = Ω · J+ ω · I, (5)
where we used Eq. (4) and (Ω,J), (ω, I) for the unper-
turbed frequencies and actions of the particle and the
field, correspondingly. For an unbounded field (I →∞),
the second term in Eq. (4) is infinite. As it is fixed
though, the force on a particle is determined only by
Ω ·J and the finite modification of the effective potential
due to coupling,
Φ ≡ Ψ−Ψ0, (6)
where Φ also can be found from Eq. (4), as shown below.
III. PARTIAL MODE DECOMPOSITION
Suppose weakly nonlinear oscillations ξ(t), both of the
particle [3] and of external fields [25], so their Lagrangian
reads L˜(ξ, ξ˙) = L˜0 + L˜int, where L˜int is a perturbation
to a bilinear form L˜0 [26],
L˜0 = 1
2
( ξ˙ · Mˆ ξ˙)− ( ξ˙ · Rˆξ)− 1
2
(ξ · Qˆξ). (7)
Here Mˆ , Rˆ, Qˆ areN×N real matrices; Mˆ and Qˆ are sym-
metric, Rˆ is antisymmetric, and rank Mˆ = N ≡ dim ξ.
At zero Rˆ, L˜0(ξ, ξ˙) can be diagonalized to yield
L˜0 =
N∑
j=1
Lj, Lj =
1
2
Mj ξ˙
2
j −
1
2
Qjξ
2
j , (8)
where Lj describe individual modes ξj [27]. Then
Dˆjξj = δξj L˜int, Dˆj =Mj d2t +Qj , (9)
δ and dt standing for the variational and time deriva-
tives. Yet, such decomposition does not hold in the gen-
eral case, so we redefine eigenmodes, following Ref. [28].
Extend the configuration space by introducing
〈ℓ| = (−πMˆ−1, ξ), |r〉 = (ξ, Mˆ−1π)T (10)
as the new, “left” and “right”, coordinate vectors, where
π = Mˆ ξ˙ − Rˆξ is the old canonical momentum. Then
L˜0 = 1
4
[ 〈ℓ˙|Mˆ|r〉 − 〈ℓ|Mˆ|r˙〉 ]+ 1
2
〈ℓ|Fˆ|r〉 , (11)
where we omitted a full time derivative and introduced
Mˆ =
(
Mˆ 0
0 Mˆ
)
, Fˆ =
(
Rˆ Mˆ
Fˆ Rˆ
)
, (12)
with Fˆ = RˆMˆ−1Rˆ− Qˆ. Thus the resulting equations are
〈ℓ˙| Mˆ+ 〈ℓ| Fˆ = 0, Mˆ |r˙〉 − Fˆ |r〉 = 0, (13)
both equivalent to
Mˆ ξ¨ − 2Rˆ ξ˙ + Qˆξ = 0. (14)
Eq. (14) has 2N eigenmodes ξj = ξ¯j e
−iνj t, with νj
hence assumed real and nonzero; therefore, for each ξj ,
there also exists a mode ξ
−j = ξ
∗
j , and ξ¯j are gener-
ally not orthogonal. The corresponding eigenmodes of
Eqs. (13) are
〈ℓj | = eiνj t 〈ℓ¯j | , |rj〉 = e−iνjt |r¯j〉 , (15)
with vector amplitudes
〈ℓ¯j | = (−iνj ξ¯∗j − ξ¯∗j RˆMˆ−1, ξ¯∗j ), (16)
|r¯j〉 = (ξ¯j ,−iνj ξ¯j − Mˆ−1Rˆξ¯j)T, (17)
and Mjk ≡ 〈ℓ¯j |Mˆ|r¯k〉 = −2iρjk, where
ρjk =
1
2
ξ¯
∗
j ·
[
(νj + νk)Mˆ − 2iRˆ
] · ξ¯k. (18)
The matrix ρˆ is diagonal for distinct νj , as seen from
Eq. (14), or can be diagonalized when some of the fre-
quencies coincide [28]; thus,
Mjk = −2iρjδjk, ρj ≡ νj(ξ¯∗j · Mˆ ξ¯j), (19)
ρj = −ρ−j . (Hence modes with νj = 0 are orthogonal to
the others and can be considered separately, as implied
below.) Therefore any 〈ℓ| and |r〉 are decomposed as
〈ℓ| =
N∑
j=−N
′
ℓj 〈ℓ¯j | , |r〉 =
N∑
j=−N
′
rj |r¯j〉 , (20)
where the primes stand for skipping j = 0, and
ℓj =
i
2ρj
〈ℓ|Mˆ|r¯j〉 , rj = i
2ρj
〈ℓ¯j |Mˆ|r〉 . (21)
Since 〈ℓ| and |r〉 are real, one has rj = ℓ∗j ≡ ψj
√
2 and
ψ−j = ψ
∗
j ; hence Eq. (8), but with
Lj =
iρj
2
(
ψ˙jψ
∗
j − ψj ψ˙∗j
)
− ρjνj |ψj |2. (22)
The resulting equations for individual modes are
Dˆjψj = δψ∗
j
L˜int, Dˆj = ρj (νj − idt) , (23)
similar to reduced Eqs. (9). Particularly, at zero L˜int,
ψj =
√
2Jj e−iϑj , ϑ˙j = νj , Jj = const. (24)
On the other hand, Lj = (ϑ˙j − νj)Jj ; thus ∂ϑ˙jLj = Jj
is also the action corresponding to the angle ϑj :
Jj = ρj |ψj |2, (25)
so νj is the canonical frequency. Then the mode energy
is νjJj (thus ρj > 0 for stable modes with νj > 0, hence-
forth implied), and Eq. (5) is recovered.
In the next sections, we apply Eqs. (23) to find eigen-
modes for nonzero L˜int, with ψ becoming partial os-
cillations. Hence the effective potential modification Φ
[Eq. (6)] is obtained from Eq. (4).
3IV. PRIMARY RESONANCE
A. Linear oscillator
First, we calculate Ψ for a linear coupling between a
pair of modes ψ1 and ψ2, say,
L˜int = σψ1ψ∗2 + σ∗ψ∗1ψ2, (26)
where σ = const. In this case, Eqs. (23) yields
Dˆ1ψ1 = σ
∗ψ2, Dˆ2ψ2 = σψ1; (27)
hence a quadratic equation for the eigenfrequencies ̟,
ρ1ρ2(̟ − ν1)(̟ − ν2) = |σ|2, (28)
from which Ψ = ̟1J1 +̟2J2 is obtained.
As a particular case, consider interaction of a particle
internal mode having frequency Ω and action J = ρ|ψ|2
with an external oscillating field E = E¯e−iωt having fre-
quency ω and action I = ρE |E|2. Given that the field
occupies a volume V → ∞, the frequency shifts δΩ and
δω are infinitesimal, Eq. (28) yielding
δΩρ =
|σ|2
(Ω− ω)ρE , δωρE =
|σ|2
(ω − Ω)ρ . (29)
Since ρE ∝ V , one has δΩJ ≪ δωI, whereas
δωI =
|σ|2
(ω − Ω)ρ |E¯|
2 (30)
is nonvanishing. Then one gets
Ψ = ΩJ +Φ0, Φ0 = −1
4
α|E¯|2, (31)
where Φ0 is the so-called ponderomotive potential (for
the general expression see Appendix A), an insignificant
constant ωI is removed, and α = 4|σ|2[(Ω−ω)ρ]−1. Since
Φ0 =
κ2α|E¯|2
ω − Ω , (32)
where κ2α ≡ |σ|2/ρ > 0, the effective potential becomes
infinite at the linear resonance [Fig. 1(a)]. However, non-
linear effects remove this singularity, as we show below.
B. Nonlinear oscillator
Consider the effective potential near a nonlinear reso-
nance, with a Duffing oscillator as a model system. Then
L˜int = σψE∗ + σ∗ψ∗E + 1
2
β|ψ|4, (33)
where β = const, yielding
Dˆψ = σ∗E + β|ψ|2ψ, DˆEE = σψ. (34)
Separate the driven motion from free oscillations, ψ =
Xe−i(ω+δω)t + Y e−i(Ω+δΩ)t, so
−δω ρEE¯ = σX, (35)
(Ω− ω)ρX = σ∗E¯ + 2β|Y |2X + β|X |2X, (36)
−δΩ ρY = β|Y |2Y + 2β|X |2Y. (37)
From Eq. (37), it follows that δΩJ ∼ β|XY |2, which
we assume, for simplicity, small compared to Φ0 ∼ δωI;
hence Ψ ≈ ΩJ +Φ, where Φ = ∫ I0 δω dI is the modi-
fied ponderomotive potential. The field frequency shift
is found from the cubic equation (1 + ζh2)h = 1 for
h = δωI/Φ0; ζ = βΦ0/(γρ)
2, Φ0 = |σE¯|2/(γρ), γ =
ω − Ω + ς(J), ς = 2βJ/ρ2, and the above condition of
negligible δΩJ reads ς/(ω − Ω)≪ 1. Thus,
Φ =
γ2ρ2
β
W (ζ), W (ζ) =
∫ ζ
0
h(ζ˜) dζ˜, (38)
where h(ζ) has three branches [Fig. 1(b)]. One of those is
unstable [29]; hence two branches of the ponderomotive
potential, Φ1 and Φ2. Their asymptotic form flows from
W1,2(ζ → 0±) ≈ ζ andW1(ζ → 0−) ≈ 2
√−ζ [Fig. 1(c)]:
Φ±1,2 ≈ Φ0 =
κ2α|E¯|2
γ
, Φ−1 ≈ 2καρ|E¯|
√
|γβ|
β
, (39)
and Eq. (32) is recovered from Φ±1,2 in the limit of small ζ
and ς = 0 [Fig. 1(d)]. On the other hand, W1(ζ →∞) ≈
3
2 |ζ|2/3, so Φ1 → 3|σE¯|4/3|β|2/3/(2β) at the resonance,
i.e., the singularity vanishes.
V. BEAT RESONANCE
Suppose that L˜int also contains a term cubic in ψ, say,
δL˜int = ǫψ1ψ∗2ψ∗3 + ǫ∗ψ∗1ψ2ψ3, (40)
where ǫ = const. That would normally yield a potential
small compared to Φ0, yet maybe except when
ν1 ≈ ν2 + ν3. (41)
Below we study the beat resonance (41) neglecting the
quadratic L˜int, so the envelopes ψ¯j = ψjeiνjt satisfy
−iρ1 ˙¯ψ1 = ǫ∗ψ¯2ψ¯3e−i∆t, (42)
−iρ2 ˙¯ψ2 = ǫψ¯1ψ¯∗3ei∆t, (43)
−iρ3 ˙¯ψ3 = ǫψ¯1ψ¯∗2ei∆t, (44)
where ∆ ≡ ν3 + ν2 − ν1 is the detuning frequency.
A. Linear coupling
Suppose that ∆ is large enough, so Eqs. (42)-(44) can
be solved by averaging. Then split ψ¯j into driven and
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FIG. 1: (a) Resonant ponderomotive potential Φ0 [Eq. (32)] in
units Φα ≡ κ
2
α|E¯|
2/ω vs. ω−Ω in units ω. (b) Solid – squared
normalized frequency shift h = δωI/Φ0 vs. ζ = βΦ0/(γρ)
2,
ζ(J = 0) ∝ (ω − Ω)−3; dashed – approximations h2 = 1
and h2 = −ζ−1. (c) W (ζ) [Eq. (38)], consists of branches
W1 > 0 and W2 < 0. (d) Effective potential Φ in units
Φc ≡ ρ
2ω2c/β =
2
3
Φ(0) vs. ω−Ω in units ωc ≡ β
1/3|σE¯|2/3/ρ,
assuming J = 0 and β > 0: solid – Eq. (38) (consists of
branches Φ1 > 0 and Φ2 < 0), dashed – Eqs. (39).
free motion: ψ¯j = Xj e
−iηjt + Yj e
−iδνj t, where δνj ≪ ηj
are the nonlinear frequency shifts, and
η1 = δν2 + δν3 +∆, (45)
η2 = δν1 − δν3 −∆, (46)
η3 = δν1 − δν2 −∆. (47)
Thus the corresponding equations read
−η1ρ1X1 = ǫ∗Y2Y3, − δν1ρ1Y1 = ǫ∗(Y2X3 +X2Y3) ,
−η2ρ2X2 = ǫY1Y ∗3 , − δν2ρ2Y2 = ǫ(Y1X∗3 +X1Y ∗3 ) ,
−η3ρ3X3 = ǫY1Y ∗2 , − δν3ρ3Y3 = ǫ(Y1X∗2 +X1Y ∗2 ) ,
where insignificant oscillating terms are neglected. Since
δνj ≪ ∆, one has
δν1 = −J2 + J3
Γ∆
, δν2 =
J3 − J1
Γ∆
, δν3 =
J2 − J1
Γ∆
,
where Γ ≡ ρ1ρ2ρ3/|ǫ|2 > 0. Then, from Eqs. (4), one
gets Ψ = Ψ0 +Φ,
Φ =
J1J2 + J1J3 − J2J3
(ν1 − ν2 − ν3) Γ . (48)
Particularly, if the third mode corresponds to a macro-
scopic oscillating field tuned close to the beat resonance
ω ≈ Ω1 − Ω2, (49)
then J1,2 ≪ I ∝ |E¯|2. Hence the “hybrid” ponderomo-
tive potential that is obtained is simultaneously propor-
tional to |E¯|2 and the internal actions Jj :
Φ =
κ2ǫ
∆
(J2 − J1) |E¯|2, (50)
where ∆ = ω − (Ω1 − Ω2), and κ2ǫ ≡ |ǫ|2/(ρ1ρ2) > 0.
B. Nonlinear coupling
At ∆ . δνj , the internal mode equations
−iρ1 ˙¯ψ1 = ǫ∗ψ¯2E¯e−i∆t, −iρ2 ˙¯ψ2 = ǫψ¯1E¯∗ei∆t (51)
do not allow averaging, so the above derivation is mod-
ified as follows. First, consider strictly periodic os-
cillations, in which case ψ¯ ≡ (ψ¯1, ψ¯2)T rewrites as
ψ¯ = Tˆ∆ Cˆ
−1
ψ x, where Tˆy = diag(e
−iyt/2, eiyt/2), and
Cˆψ = Tˆ−φ diag(ρ1, ρ2)
1/2, φ = arg(ǫE¯∗) + π. Then
ix˙1 =
ε
2
x2 − ∆
2
x1, ix˙2 =
ε
2
x1 +
∆
2
x2, (52)
where ε = 2κǫ|E¯|. Eqs. (52) yield two eigenmodes at
frequencies ± 12 Λ, Λ = (ε2+∆2)1/2, so x = Uˆ TˆΛx¯, where
Uˆ =
(
cosΘ − sinΘ
sinΘ cosΘ
)
, (53)
x¯ ≡ (x¯+, x¯−)T is constant, and Θ satisfies
cos 2Θ = −∆/Λ, sin 2Θ = ε/Λ. (54)
Then
ψ = TˆωSˆχ, (55)
where Sˆ ≡ Cˆ−1ψ Uˆ Cˆχ is a constant matrix, Cˆχ =
diag(ρ+, ρ−)
1/2, ρ± ≡ ̟± (for uniformity),
̟± =
1
2
(Ω1 +Ω2)± 1
2
Λ, (56)
χ± = χ¯±e
−iϑ± , ϑ˙± = ̟±, and χ¯ = Cˆ
−1
χ x¯.
When the oscillation parameters evolve, treat Eq. (55)
as a formal change of variables for Eq. (22). Hence L˜ =
L+ + L−, the field part being omitted, and
L± =
iρ±
2
(χ˙±χ
∗
±
− χ˙∗
±
χ±)− ρ±ν±|χ±|2. (57)
5Therefore χ± are independent linear modes with frequen-
cies ̟± and conserved actions J± = ρ±|χ±|2 (Sec. III),
and Eq. (4) yields
Ψ =
1
2
(Ω1 +Ω2)
(
J+ + J−
)
+
Λ
2
(
J+ − J−
)
. (58)
At ∆≫ ε, J± = J1,2 for ∆ < 0 and J± = J2,1 for ∆ > 0,
so Eq. (50) is recovered by Taylor expansion of Eq. (58).
C. Quantum analogy
The above classical particle is the limit of a quantum
system with plentiful states coupled to the field simul-
taneously and Ωj being the unperturbed transition fre-
quencies [Fig. 2(a)]. Yet, with ρj → ~, the equations (51)
are also equivalent to those describing a two-level system
[13, 14, 30], with the unperturbed eigenfrequencies Ω1
and Ω2 and the Rabi frequency ΩR = ε [Fig. 2(b)]. Hence
Eq. (58) yields as well the dipole potential for a two-level
quantum object, e.g., a cold atom [11, pp. 454-461], [12]:
Ψ =
~
2
(Ω1 +Ω2) +
~
2
(
n+ − n−
)√
∆2 +Ω2R, (59)
where nj = |χj |2 are the occupation numbers (Jj →
~nj), satisfying n+ + n− = 1. Similarly, Eq. (50) is equiv-
alent to the dipole potential at weak coupling [30, 31]:
Φ =
~Ω2R
4∆
(1− 2n1) . (60)
[At n1 = 0, Eq. (60) is further analogous to Eq. (32),
with the resonance at the transition frequency Ω1 −Ω2.]
This parallelism originates from Eq. (23) yielding
Schro¨dinger-like equations for L˜int quadratic in internal
mode amplitudes. Therefore, for any classical particle
governed by a hybrid potential, an analogue is possible
which is governed by a quantum dipole potential, and
vice versa. Hence the two types of objects permit uniform
manipulation techniques, as also discussed in Sec. VI.
VI. ONE-WAY WALLS
As an effective potential, Ψ can have properties distin-
guishing it from true potentials. Particularly, it can yield
asymmetric barriers, or one-way walls [15, 16, 17, 18, 19,
20, 21, 22, 23], allowing current drive [32, 33, 34] and
translational cooling [17, 22, 35, 36]. We explain these
barriers as follows.
Suppose a ponderomotive potential of the form (32)
[or, similarly, (38)]. Given Ω = Ω(z), with, say, ∂zΩ < 0,
the average force Fz = −∂zΨ is everywhere in +z direc-
tion, except at the exact resonance where the effective po-
tential does not apply [Fig. 3(a)]. Hence particles can be
transmitted when traveling in one direction but reflected
otherwise, even assuming uniform E¯(z) [32, 33, 34]. In
FIG. 2: (a) Schematic of a quasiclassical particle contain-
ing two harmonic oscillators with unperturbed frequencies Ω1
and Ω2. The energy spectrum for each individual oscillator
at large energies (close-up on the right) is equidistant. The
coupling with an oscillating field E¯ near the beat resonance
(49) is described by Eqs. (51). (b) A two-level system, with
unperturbed eigenfrequencies Ω1 and Ω2, formally described
by the same Eqs. (51), assuming the Rabi frequency ΩR = ε.
Ref. [15], such dynamics was confirmed for cyclotron-
resonant rf fields, and, in Ref. [16], a similar scheme em-
ploying abrupt E¯(z) was proposed.
Hybrid potentials (Sec. V) permit yet another type of
one-way walls. Assume uniform Ωj and ∆ > 0; then
Ψ [Eqs. (50), (58)] is repulsive for cold particles (J1 <
J2) but attractive for hot particles (J1 > J2). Thus, if
particles incident, say, from the left are preheated (via
nonadiabatic interaction with another field), they will be
transmitted, whereas those cold as incident from the right
will be repelled [Fig. 3(b)]; hence the asymmetry.
In agreement with the parallelism shown in Sec. VC,
similar one-way walls for cold atoms have been suggested
[17, 18, 19, 20, 21, 37] and enjoyed experimental verifica-
tion [22, 23]. However, the new result here is that quasi-
classical particles like Rydberg atoms and molecules can,
in principle, be manipulated in the same manner, despite
their involved eigenspectrum is different (Fig. 2).
VII. CONCLUSIONS
We propose a method to calculate the generalized ef-
fective potential Ψ for a nonrelativistic classical parti-
cle undergoing arbitrary oscillations in high-frequency or
static fields. We derive Ψ from the oscillation eigenfre-
quencies in the particle-field system [Eq. (4)], like in the
dressed-atom approach [11, 12, 13, 14] but from nonlinear
classical equations [Eqs. (23)]. Specifically, we show that
the ponderomotive potential [Eqs. (32), (A6); Fig. 1(a)]
extended to a nonlinear oscillator has multiple branches
near the primary resonance [Eq. (38); Fig. 1(d)]. Also,
for a pair of natural frequencies in a beat resonance, Ψ
scales linearly with the internal actions [Eqs. (50), (58)]
and is analogous to the dipole potential [Eqs. (59), (60)]
for a two-level quantum system (Fig. 2). Thus cold quan-
tum particles and highly-excited quasiclassical objects
permit uniform manipulation tools, particularly, station-
6FIG. 3: Schematic showing two types of one-way walls (arrows
denote particle transmission and reflection). (a) The one-
way wall is due to a ponderomotive potential near a primary
resonance [Eqs. (31), (32)] with uniform ∂zΩ < 0, so Fz =
−∂zΨ > 0 for all z, except at the exact resonance where the
effective potential does not apply. [The inclined asymptote
corresponds to Ψ = ΩJ +const.] (b) The one-way wall is due
to a hybrid potential [Eqs. (50), (58)] with uniform Ωj and
∆ > 0: particles incident from the left receive J1 > J2, so
they see an attractive Ψ; those incident from the right have
J1 < J2, so they see a repulsive Ψ.
ary asymmetric barriers, or one-way walls (Fig. 3).
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APPENDIX A: GENERAL EXPRESSION FOR
THE PONDEROMOTIVE POTENTIAL
Consider generalization of the ponderomotive potential
(31), (32) to multiple internal oscillations and vector field
E¯ =
∑
µ
E¯µ, E¯µ = eµE¯µ, (A1)
composed of modes µ with polarizations eµ. From
Sec. IVA, it is known that the internal energy δΩ · J
yields a negligible contribution to Ψ. Thus
Φ0 =
∑
µ
δωµIµ, (A2)
where the infinitesimal frequency shifts δωµ of the field
are found as follows. Use [3]
L˜int = 1
2
Re
[
E¯
∗ · d¯], (A3)
where insignificant oscillating terms are removed, and d¯
is the particle induced dipole moment. From Eq. (23),
−δωµρµE¯µ = 1
4
e
∗
µ · d¯. (A4)
Multiply Eq. (A4) by E¯∗µ and substitute d¯ = αˆE¯, where
αˆ is the polarizability tensor; then
δωµIµ = −1
4
E¯
∗
µ · αˆE¯. (A5)
Hence summation over all field modes yields the known
expression [38, 39]
Φ0 = −1
4
(E¯
∗ · αˆE¯), (A6)
which holds for any internal modes contributing to αˆ [3].
[1] R. L. Dewar, Phys. Fluids 16, 1102 (1973).
[2] P. L. Similon, A. N. Kaufman, and D. D. Holm, Phys.
Fluids 29, 1908 (1986).
[3] I. Y. Dodin and N. J. Fisch, Phys. Lett. A 349, 356
(2006).
[4] I. Y. Dodin and N. J. Fisch, Phys. Rev. E 77, 036402
(2008).
[5] I. Y. Dodin and N. J. Fisch, in Frontiers in Modern
Plasma Physics (Trieste, Italy, 2008), also AIP Proc.
1061 (AIP, New York, 2008), p. 263.
[6] A. V. Gaponov and M. A. Miller, Zh. Eksp. Teor. Fiz.
34, 242 (1958) [Sov. Phys. JETP 7, 168 (1958)].
[7] H. Motz and C. J. H. Watson, Adv. Electron. 23, 153
(1967).
[8] J. R. Cary and A. N. Kaufman, Phys. Rev. Lett. 39, 402
(1977).
[9] T. Hatori and H. Washimi, Phys. Rev. Lett. 46, 240
(1981).
[10] J. D. Jackson, Classical electrodynamics (Wiley, New
York, 1975), Sec. 12.10.
[11] C. Cohen-Tannoudji, J. Dupont-Roc, and G. Gryn-
berg, Atom-photon interactions (Wiley, New York, 1992),
Chap. VI.
[12] J. Dalibard and C. Cohen-Tannoudji, J. Opt. Soc. Am.
B 2, 1707 (1985).
[13] P. R. Berman and R Salomaa, Phys. Rev. A 25, 2667
7(1982).
[14] E. Courtens and A. Szo¨ke, Phys. Rev. A 15, 1588 (1977).
[15] I. Y. Dodin, N. J. Fisch, and J. M. Rax, Phys. Plasmas
11, 5046 (2004).
[16] I. Y. Dodin and N. J. Fisch, Phys. Rev. E 72, 046602
(2005).
[17] M. G. Raizen, A. M. Dudarev, Q. Niu, and N. J. Fisch,
Phys. Rev. Lett. 94, 053003 (2005).
[18] A. Ruschhaupt and J. G. Muga, Phys. Rev. A 70,
061604(R) (2004).
[19] A. Ruschhaupt and J. G. Muga, Phys. Rev. A 73, 013608
(2006).
[20] A. Ruschhaupt, J. G. Muga, and M. G. Raizen, J. Phys.
B: At. Mol. Opt. Phys. 39, L133 (2006).
[21] G. N. Price, S. T. Bannerman, E. Narevicius, and M. G.
Raizen, Laser Phys. 17, 965 (2007).
[22] G. N. Price, S. T. Bannerman, K. Viering, E. Narevicius,
and M. G. Raizen, Phys. Rev. Lett. 100, 093004 (2008).
[23] J. J. Thorn, E. A. Schoene, T. Li, and D. A. Steck, Phys.
Rev. Lett. 100, 240407 (2008).
[24] Slow dependence on time is also allowed here and further.
[25] In addition to electromagnetic modes [40], any periodic
forces can be included here, assuming that an extended
phase space is used [41].
[26] Sec. III corrects Appendix B of our Ref. [3].
[27] H. Goldstein, Classical mechanics (Addison-Wesley,
Reading, MA, 1950), Chap. 10.
[28] A. K. Schenk, P. Arras, E`. E`. Flanagan, S. A. Teukolsky,
and I. Wasserman, Phys. Rev. D 65, 024001 (2001).
[29] N. N. Bogoliubov and Y. A. Mitropolskii, Asymptotic
methods in the theory of nonlinear oscillations (Gordon
and Breach, New York, 1961), Sec. 15.
[30] M. O. Scully and M. S. Zubairy, Quantum optics (Cam-
bridge Univ. Press, Cambridge, 1997), Secs. 5.2, 17.1.4.
[31] A. Ashkin, Phys. Rev. Lett. 40, 729 (1978).
[32] E. V. Suvorov and M. D. Tokman, Fiz. Plazmy 14, 950
(1988) [Sov. J. Plasma Phys. 14, 557 (1988)].
[33] A. G. Litvak, A. M. Sergeev, E. V. Suvorov, M. D. Tok-
man, and I. V. Khazanov, Phys. Fluids B 5, 4347 (1993).
[34] N. J. Fisch, J. M. Rax, and I. Y. Dodin, Phys. Rev.
Lett. 91, 205004 (2003), Phys. Rev. Lett. 93, 059902(E)
(2004).
[35] A. M. Dudarev, M. Marder, Q. Niu, N. J. Fisch, and
M. G. Raizen, Europhys. Lett. 70, 761 (2005).
[36] A. Ruschhaupt, J. G. Muga, and M. G. Raizen, J. Phys.
B: At. Mol. Opt. Phys. 39, 3833 (2006).
[37] E. Narevicius and M. G. Raizen, arXiv:0808.1383v1
(2008).
[38] D. Auerbach, E. E. A. Bromberg, and L. Wharton, J.
Chem. Phys. 45, 2160 (1966).
[39] J. P. Gordon, Phys. Rev. A 8, 14 (1973).
[40] G. Flores-Hidalgo and A. P. C. Malbouisson, Phys. Lett.
A 337, 37 (2005).
[41] I. Y. Dodin and N. J. Fisch, Phys. Lett. A 372, 6112
(2008).
