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Taking full advantage of synchrophasors provided byGPS-basedwide-areameasurement system (WAMS), a novel VBpMKL-based
transient stability assessment (TSA) method through multifeature fusion is proposed in this paper. First, a group of classification
features reflecting the transient stability characteristics of power systems are extracted from synchrophasors, and according to the
different stages of the disturbance process they are broken into three nonoverlapped subsets; then a VBpMKL-based TSA model
is built using multifeature fusion through combining feature spaces corresponding to each feature subset; and finally application
of the proposed model to the IEEE 39-bus system and a real-world power system is demonstrated. The novelty of the proposed
approach is that it improves the classification accuracy and reliability of TSA using multifeature fusion with synchrophasors. The
application results on the test systems verify the effectiveness of the proposal.
1. Introduction
Transient stability assessment (TSA) of a power system has
always been considered as a very importantwork to guarantee
the safe and stable operation of the system [1]. Transient
stability refers to the stability of the system to keep all
generators synchronous and transit to a new or restore to
the original stable operation status when a large disturbance
occurs [2]. Although large amounts of advanced equipment
and control measures have been applied in modern power
systems, blackout accidents still occur from time to time
around the world [3]. Moreover, with problems arising from
the interconnection operation of power grids, the large-scale
integration of renewable energy and powermarkets, transient
stability characteristics of power systems are becoming more
and more complicated, and the consequences resulting from
instability are growing increasingly serious therewith [1–3].
Therefore, the need for fast and accurate TSA becomes more
critical, as power systems are increasingly closer to their
operation limit.
Traditionally, TSA approaches can be divided into two
major classes: time-domain simulation methods [4] and
direct methods [5]. Time-domain simulation methods are
able to provide details of the dynamic behaviors for large-
scale systems. However, the assessment result of this method
largely depends on the accuracy of the used system model
and parameters. In addition, the high computational bur-
den limits its online applicability. Direct methods, such
as transient energy function method and extended equal
area criteria, have a relatively fast computational speed and
can provide quantitative indices for stability assessment [5].
Unfortunately, the approach’s assessment result may not give
sufficient details because of simplification of the system
models. Recent research shows that single machine equiv-
alent (SIME) transient stability methods [6, 7] and pattern
recognition-based TSA (PRTSA) methods, such as decision
trees (DT), artificial neural networks (ANN), and support
vector machines (SVM), are promising for online TSA of
power systems [8–16].
There is no doubt that postfault state information for a
wide-area power system plays a very important role in TSA
[17]. However, the traditional measurement systems, such as
SCADA, are unable to provide wide-area synchronized pha-
sor measurements (synchrophasors) [1, 3]. With the advent
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of emerging wide-area measurement system (WAMS) using
global positioning system (GPS) techniques, the bottleneck
is broken through. The matured applications of WAMS have
made it become reality to obtain the real-time synchropha-
sors [18], and this brings new ideas and opportunities for
implementing an advanced wide-area protection and control
(WAPaC) system [19, 20]. Therefore, the present approach
focuses on in-depth use and data mining from postfault
dynamic information provided by WAMS.
Information fusion proves to be an effective way to
improve the generalization ability and reliability of PRTSA
[21–23]. However, most of the reported fusion approaches,
such as classifiers ensemble, need relatively more CPU time
and computing resources. A multifeature fusion approach
called VBpMKL was recently proposed to solve pattern clas-
sification problems in the field of engineering [24]. VBpMKL
informatively combines available multiple feature space by
combining kernels, which can match and even outperform
the classifier ensemble approaches while obviously reducing
the computing overheads [1, 24]. In addition, the input
features of the used fusion approach VBpMKL are made up
of both the prefault static features and the postfault dynamic
features, comprehensively indicating the transient stability
of power systems during different stages of the disturbance
process.
In this paper, a novel VBpMKL-based PRTSA method
uses the postdisturbance PMU data to predict the system
transient stability status. Different from the aforementioned
SIME method in [5–7], a stability margin is calculated
for a given contingency and an optimal power flow-based
preventive control is then taken as countermeasures if the
margin is unacceptable. The proposed approach is to trigger
postfault emergency control if using PMU measurements
without using any given contingencies. The contribution
of this paper can be divided into two aspects: on the
one hand, VBpMKL, a new multifeature fusion based on
Bayesian multiple kernels learning, application to TSA using
synchrophasors is demonstrated in detail; on the other hand,
significant performance improvements from applying the
present approach to test systems are further demonstrated.
The rest of this paper is arranged as follows. In Section 2,
the basic principles of WAMS are introduced. In Section 3,
the VBpMKL algorithm is briefly described. Details of the
present approach usingmultifeature fusion with synchropha-
sors are shown in Section 4. In Section 5, the proposal is
examined using two test systems and finally the conclusions
are drawn in Section 6.
2. Wide-Area Measurement System
2.1. Structure of WAMS. WAMS is a GPS-based wide-area
state monitoring system for power systems, which is based
on the modern communication technology and the clock
synchronization technology [17]. It ismainlymade upof three
parts: PMUs in a power plant or substation, a communication
system covering the entire power network, and a control
system in the dispatching center. The structure of diagram of
WAMS is shown in Figure 1.
Communication 
network 
Communication 
network 
Data concentrator Control center
GPS
PMU1 PMU2 PMU3 PMU4 PMUn· · ·
Figure 1: Structure diagram of WAMS.
The general working process of WAMS is as follows.
First, through high-speed communication networks, phasor
data with GPS time stamp are packaged and sent to the
data concentrator by PMU substations; next, phasor data are
synchronously processed and stored in the data concentrator,
and then the related important parameters can be obtained,
comprising synchronous voltage/current phasors, the active
and reactive powers, the power factor (cos𝜑), and the system
frequency; finally, dynamic information of power systems
can be collected quickly and effectively. In this way, WAMS
is able to provide important data sources for power system
monitoring, accident analysis, and stability control.
2.2. Principle of PMUs. As is well known, PMU is a core
equipment for WAMS. It is able to measure synchronized
phasor measurements from a wide-area power system with
synchronized high-resolution time stamps. The hardware
structure of PMU is illustrated as Figure 2.
As shown in Figure 2, the working process of PMU is as
follows [18]. (1) standard time signals from the GPS receiver
module are sent into the sync-signal generator and CPU
module as the standard time source for data collection and
phasor calculation and then sampling pulse signals from
the sync-signal generator are sent to the A/D sampling
module; (2) three-phase voltage/current signals from AC
input are sent to CPU to compute synchrophasors through
the voltage/current transformer module, the low-pass filter
module, and the A/D sampling module; (3) synchrophasors
are sent to the phasor data concentrator (PDC) or the control
center through the commutation module.
2.3. Application of PMU Data to PRTSA. It is known that
measured system data is crucial to determine the transient
stability status of a postfault power system. By using PMU
data, it became a reality to monitor and analyze the system-
wide dynamic real-time behaviors of a distributed power
system at the same time coordinates.Therefore, the presented
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Figure 2: Hardware structure of WAMS.
approach is focused on finding new uses of PMU data to
PRTSA.
In this work, based on PMU data, a set of system-level
features for stability classification are extracted as predictors
for PRTSA, and a VBpMKL-based TSA model is built to
train the relationship between predictors and power system
stability status. Here, it is supposed that tripping signal issued
by the local protection is available for triggering the TSA
system. Once a fault is cleared by the action of relevant
relays, the trigger allows starting of taking the samples of the
input variables to construct the input vector for the proposed
TSA model. And then, several consecutive postfault state
information of each generator from PMUs are employed to
form the input vector for the model. Finally, for a specific
unseen case, the transient stability status of the disturbed
system can be immediately predicted by using the trained
model.
Note that all the employed input features can be obtained
from the following physical quantities, comprising the rotor
angle, angular velocity, mechanical power, and electromag-
netic power of each generator and the generators’ inertial time
constants; and all these physical quantities are available from
PMU data except for the pregiven inertial time constants.
Therefore, the proposal is able to be applied to PRTSA by
using PMU data.
3. Introduction to VBpMKL
An object 𝑛 belonging to a dataset {X, t}, with X being the
collection of all objects and t being the corresponding labels,
is represented by feature spaces 𝑆, 𝐷𝑆-dimensional feature
vectors for x𝑠
𝑛
for 𝑠 = 1, . . . , 𝑆 and x𝑠
𝑛
∈ 𝑅
𝐷
𝑠
. Let the number
of classes be 𝐶 with the target variable 𝑡
𝑛
= 𝑐 = 1, . . . , 𝐶 and
the number of objects 𝑁 with 𝑛 = 1, . . . , 𝑁. Then, the class
posterior for object 𝑛 will be 𝑃(𝑡𝑛 | x1𝑛, . . . , x
𝑆
𝑛
) and the aim of
VBpMKL is to make class prediction t∗ for𝑁test new objects
X∗ that are represented by 𝑆.
3.1. Kernel Combination. Here, the 𝑁 × 𝑁 mean composite
kernel is presented as the example
𝐾
𝛽Θ
(x
𝑖
, x
𝑗
) =
𝑆
∑
𝑠=1
𝛽
𝑠
𝐾
𝑠𝜃
𝑆 (x𝑠
𝑖
, x𝑠
𝑗
) with
𝑆
∑
𝑠=1
𝛽
𝑠
= 1 ∀𝑠, (1)
where 𝛽
𝑠
≥ 0, Θ are the kernel parameters, 𝛽 are the combi-
natorial weights, and 𝐾 is the kernel function employed.
In this work, Gaussian kernels and polynomial kernels
are employed as base kernels corresponding to each feature
space.
3.2.TheMultinomial Probit Model. Now, we consider a linear
regression model with parameters W ∈ 𝑅𝐶×𝑁, W =
[w
1, . . . ,w𝑐]T, and the 𝑛th column of the composite kernel
k𝛽Θ
𝑛
as an 𝑁 × 1 column vector. The multinomial probit
likelihood is given by
𝑃 (𝑡
𝑛
= 𝑖 |W, k𝛽Θ
𝑛
)
= 𝜀
𝑝(𝑢)
{
{
{
∏
𝑗 ̸=𝑖
Φ(𝑢 + (w
𝑖
− w
𝑗
) k𝛽Θ
𝑛
)
}
}
}
,
(2)
where 𝜀 is the expectation taken with respect to the stan-
dardized normal distribution 𝑝(𝑢) = 𝑁(0, 1) and Φ is the
cumulative density function.
Using approximate Bayesian inference [1, 24], the predic-
tive distribution for a single new object x∗ is given by
𝑝 (𝑡
∗
= 𝑐 | x∗,X, t)
= 𝐸
𝑝(𝑢)
{
{
{
∏
𝑗 ̸=𝑐
Φ[
[
1
V∗
𝑗
(𝑢V∗
𝑐
+ 𝑚∗
𝑐
− 𝑚∗
𝑗
)]
]
}
}
}
.
(3)
4. VBpMKL-Based TSA Method
As is known, PRTSA is usually treated as a two-pattern clas-
sification problem [1, 5, 15], which includes a training phase
and a test phase. It is noted that convex linear combination
is chosen for the kernel combination rule in this paper. The
reason for this is that, comparing with other alternatives, it
usually gives the best results based on lots of experimental
statistics.
4.1. Training Phase. The steps in training phase can be largely
summarized as follows.
Step 1. Data preprocessing is performed using 𝑍-score stan-
dardization.
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Figure 3: A flowchart of the training process.
Step 2. Initialize the hyperparameters.
Step 3. Determine the prior probabilities of the model
parameters.
Step 4. Calculate posterior for regressors, auxiliary variables,
and scales. According to the theory of Bayesian multiple
kernels learning, the posterior for the parameters can be
calculated.
Step 5. Obtain posterior for 𝜌, 𝛽,Θ by importance sampling,
where 𝜌 is the parameters of Dirichlet distribution.
Step 6. Update the composite train kernel.
Step 7. Estimate the lower bound.
Step 8. Judge whether the termination condition is met or
not. If the condition is met, then the training is over; else, go
to Step 4.
Step 9. The trained TSA model is obtained.
The training process can be shown in Figure 3.
The change of lower bound in the training process is
shown in Figure 4.
4.2. Test Phase. The steps in the test phase can be generally
summarized as follows.
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Figure 4: Change of lower bound in the training process.
Step 1. The preprocessing approach is the same as the one
used in the training phase.
Step 2 (create composite test kernel). Creation of composite
test kernel is based on the trained parameters, which are
obtained after having trained the TSA model.
Step 3 (calculate the predictive distribution). The predictive
distribution for a new test sample is calculated according to
(3).
Step 4 (classify). For a given test sample, the predicted
stability result is the category corresponding to themaximum
value of its class membership probabilities obtained in Step 3.
5. Feature Selection
As we know, feature selection plays a major part in PRTSA
[25–27]. The transient stability status of a postfault power
system is dependent not only on the initial operating state
of the prefault system but also on the disturbance’s severity
[2].Thus, postfault rotor variables are suitable to be employed
as predictors for PRTSA. However, the used features in
previous works are mainly prefault static features.The reason
for this is that the traditional measurement systems are not
able to provide wide-area dynamic information. To take full
advantage of synchrophasors provided byWAMS [17, 18], the
presented approach selects input features from both prefault
static information and postfault dynamic information.
As an extension of previous related works, the selected
initial features used in the presented approach are the same
as the ones in [1] (see [1] for further details). The used input
features are made up of three nonoverlapped subsets: the
prefault static features and the features immediately following
a fault (𝐹
1
); the features at the fault clearing time (𝐹
2
); the
features after the fault clearing time (𝐹
3
). For convenience of
describing the application of the proposal in the following,
the subsets are listed as follows.
5.1.The Features of 𝐹1. The features of𝐹1 are shown in Table 1.
Here, 𝑡
0
denotes the fault occurrence time.
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Table 1: The features of 𝐹
1
.
Feature
number Input feature
Tz1 The average mechanical power of all generators beforethe fault occurs
Tz2 The average initial acceleration rate of all generators at 𝑡
0
Tz3 The mean square error of all the initial acceleration ratesat 𝑡
0
Tz4 Average initial acceleration power of all generators at 𝑡
0
Tz5 The maximal initial kinetic energies of all generators at 𝑡
0
Tz6 The maximal initial active power impact at 𝑡
0
Tz7 The rotor angle of the generator which has the maximumacceleration rate at 𝑡
0
Table 2: The features of 𝐹
2
.
Feature
number Input feature
Tz8 The system impact at 𝑡cl
Tz9 The maximal difference of acceleration rates at 𝑡cl
Tz10 The average kinetic energies of all generators at 𝑡cl
Tz11 The rotor angle of the generator which has the maximumenergy at 𝑡cl
Tz12 The kinetic energy of the generator which has themaximum rotor angle at 𝑡cl
Tz13 The maximal rotor kinetic energies at 𝑡cl
Tz14 The total system “energy adjustment”
In Table 1, Tz1 indicates the system static stability level
in general; Tz2 represents the tendency of asynchronous
operation of the disturbed power system at 𝑡
0
; Tz3 indicates
the relative stability degree among all the machines at 𝑡0; Tz4
indicates the average level of supply and demand imbalances
of all generators at 𝑡0; Tz5 indicates the instability possibility
of the most leading generator at 𝑡0; Tz6 represents the
destruction degree caused by the disturbance to the system
at 𝑡0; Tz7 indicates the quiescent operating point of the worst
generator.
5.2.The Features of𝐹2. Table 2 shows the features of𝐹2, where
𝑡cl denotes the fault clearing time.
In Table 2, Tz8 indicates the destruction degree caused
by the disturbance to the system at 𝑡cl; Tz9 indicates the
instability possibility of the worst machine at 𝑡cl; Tz10 rep-
resents the average energy accumulation of the system at
𝑡cl; Tz11 indicates the deceleration capability of the generator
which has the maximum kinetic energy at 𝑡cl; Tz12 indicates
the instability tendency of the most leading generator at 𝑡cl;
Tz13 represents the instability possibility of the most leading
generator at 𝑡cl; Tz14 indicates the severity of the disturbance
in general at 𝑡cl.
5.3. The Features of 𝐹3. The features of 𝐹3 are listed as shown
in Table 3, where 𝑡cl+3c, 𝑡cl+6c, and 𝑡cl+9c, in turn, denote the
3rd, 6th, and 9th cycle after the fault clearance.
Table 3: The features of 𝐹
3
.
Feature
number Input feature
Tz15 The maximal kinetic energies of all generators at 𝑡cl+3c
Tz16 The maximal kinetic energies of all generators at 𝑡cl+6c
Tz17 The maximal kinetic energies of all generators at 𝑡cl+9c
Tz18 The kinetic energy of the generator which has themaximum rotor angle at 𝑡cl+3c
Tz19 The kinetic energy of the generator which has themaximum rotor angle at 𝑡cl+6c
Tz20 The kinetic energy of the generator which has themaximum rotor angle at 𝑡cl+9c
Tz21 The maximal difference of all rotor angles at 𝑡cl+3c
Tz22 The maximal difference of all rotor angles at 𝑡cl+6c
Tz23 The maximal difference of all rotor angles at 𝑡cl+9c
In Table 3, Tz15–Tz23 are the features extracted from
synchrophasors, which characterize the dynamic behaviour
and stability of postfault operation state of power systems.
As can be seen, the above chosen feathers (𝐹
1
, 𝐹
2
, and 𝐹
3
)
comprehensively indicate the stability of power systems dur-
ing different stages of the disturbance process.Therefore, they
are suitably chosen as the original features for constructing
the transient disturbed pattern space.
6. Case Study
In this section, the effectiveness of the proposal is examined
using two testing cases: the IEEE 39-bus system and a large-
scale real-world power system. It should be noted that syn-
chrophasors are simulated through the detailed time-domain
simulations in this work. It is also assumed that PMUs
are placed on all generator buses in the two test systems.
In addition, all the simulations of different algorithms are
implemented in MATLAB 2008B environment, and the used
simulation platform is an ordinary PC with 2.66GHz CPU.
6.1. Case 1—The IEEE 39-Bus System. First, the system is used
to test the proposal’s effectiveness. The system is a widely
used testing case for examining the performance of TSA
approaches [1, 8, 9, 15, 16], and its single-line diagram is
demonstrated in Figure 5.
6.1.1. Generation of Knowledge Base. As is known, for PRTSA,
the generalization ability of a TSAmodel ismainly dependent
on the completeness and representativeness of a knowledge
base (KB). Consequently, a great quantity of detailed time-
domain simulations have been implemented to createKB.The
simulation calculation conditions of the modeled system are
set as follows. The generator model employed is a classical
machine model, and the used load model is the constant
impedance model. The considered contingencies are three-
phase short-circuit faults; the fault clearing time is supposed
to be 5 cycles for all of the contingencies. The fault is
cleared with successful reclosure and network topology is
unchanged.The contingencies are repeatedly performed at 10
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Figure 5: One-line diagram of the IEEE 39-bus system.
levels (85%, 90%, 95%, . . . , 130% of the base load levels), and
5 kinds of active and reactive generator powers under each
load level are randomly assigned. In addition, a total of 24
different fault locations are taken into account. Finally, a KB
with total 1200 samples is created.
A class label 𝐶𝑙𝑎𝑠𝑠 𝐿𝑎𝑏𝑙𝑒 of each sample is denoted by a
transient stability index which is related to the difference of
relative rotor angles in the transient process of the disturbed
power system [1, 16]. The label 𝐶𝑙𝑎𝑠𝑠 𝐿𝑎𝑏𝑙𝑒 of a sample is
determined as
𝐶𝑙𝑎𝑠𝑠 𝐿𝑎𝑏𝑙𝑒 = sgn (360∘ − |Δ𝛿|max) , (4)
where sgn(⋅) is a sign function, | ⋅ | is the absolute value
function, and |Δ𝛿|max is of the maximal difference of relative
rotor angles between generators in the process. If |Δ𝛿|max >
360
∘, the 𝐶𝑙𝑎𝑠𝑠 𝐿𝑎𝑏𝑙𝑒 is set to “−1”, which represents that the
system is unstable; otherwise, the label is set to “+1”, which
represents that the system is stable [1, 9, 16]. By plotting the
swing curves of all generators, stable case and unstable cases
are demonstrated in Figures 6 and 7, respectively.
Here, two groups of tests were designed and executed
on two sample sets to examine the proposal reasonably.
Both tests were used to test the predictive performance with
differentmultifeature fusion schemes. Note thatTest accuracy
1 and Test accuracy 2 in Tables 4–7 are, respectively, denoted
as the test accuracy of Test 1 and Test 2.
Test 1: from the created whole KB, 600 samples are
randomly chosen as training set 1 and the rest are used
as testing set 1.
Test 2: 900 ones out of the same KB as in Test 1 are
selected randomly as training set 2 and the rest are
testing set 2.
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Figure 6: A transient stable case.
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Figure 7: A transient unstable case.
6.1.2. Effect of Different Combinations of Feature Subsets.
To evaluate the performance of different combinations of
feature subsets, the present approach is tested under 8 testing
schemes (Schemes 1–8) with different combinations of input
feature subsets with the test results shown in Table 4. Here,
Schemes 1–3 employ 𝐹1, 𝐹2, and 𝐹3 as the data source
successively, Scheme 4 employs the union of all input features
as the data source, and Schemes 5–8 employ 𝐹
1
and 𝐹
2
,
𝐹
1
and 𝐹
3
, 𝐹
2
and 𝐹
3
, and 𝐹
1
, 𝐹
2
, and 𝐹
3
as data sources,
respectively. Note that all the kernel functions employed in
these 8 schemes are Gaussian kernel functions.
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Table 4: Test results of different combinations of feature subsets.
Scheme
number
Combination
scheme
Test
accuracy 1/%
Test
accuracy 2/%
1 𝐹
1
89.50 91.00
2 𝐹
2
90.83 92.67
3 𝐹
3
92.67 93.33
4 All features 91.33 93.67
5 𝐹
1
and 𝐹
2
93.67 94.67
6 𝐹
1
and 𝐹
3
94.50 96.33
7 𝐹
2
and 𝐹
3
95.50 97.33
8 F1, F2, and F3 96.33 98.33
Table 5: Test results of different combinations of kernels.
Scheme
number
Combinations of
kernels
Test
accuracy 1/%
Test
accuracy 2/%
9 𝐹1(𝐾𝑝), 𝐹2(𝐾𝑝), 𝐹3(𝐾𝑝) 90.50 96.33
10 𝐹1(𝐾𝑝), 𝐹2(𝐾𝑝), 𝐹3(𝐾𝑔) 91.33 93.67
11 𝐹1(𝐾𝑝), 𝐹2(𝐾𝑔), 𝐹3(𝐾𝑝) 93.17 92.67
12 𝐹1(𝐾𝑝), 𝐹2(𝐾𝑔), 𝐹3(𝐾𝑔) 95.00 97.33
13 𝐹1(𝐾𝑔), 𝐹2(𝐾𝑝), 𝐹3(𝐾𝑝) 90.50 96.33
14 𝐹1(𝐾𝑔), 𝐹2(𝐾𝑝), 𝐹3(𝐾𝑔) 90.83 95.33
15 𝐹1(𝐾𝑔), 𝐹2(𝐾𝑔), 𝐹3(𝐾𝑝) 94.17 95.33
16 F1(Kg), F2(Kg), F3(Kg) 96.33 98.33
Table 6: Test results with noisy inputs.
Scheme
number
Combinations of
kernels
Test
accuracy 1/%
Test
accuracy 2/%
17 𝐹1(𝐾𝑔), 𝐹2(𝐾𝑔), 𝐹3(𝐾𝑔) 73.67 76.00
18 𝐹1(𝐾𝑔), 𝐹2(𝐾𝑔), 𝐹3(𝐾𝑔) 95.50 96.67
Table 7: Test results of other models.
Input features TSA model Testaccuracy 1/%
Test
accuracy 2/%
All features
DT 93.17 95.33
MLP 91.33 93.67
SVM 94.50 96.33
According to the results in Table 4, it can clearly be
observed that due to different combinations of feature subsets
the test results of different schemes are obviously different
from each other. Furthermore, the prediction performance of
Scheme 8 is obviously superior to that of the other schemes.
Specifically speaking, in Test 1 and Test 2, the classification
accuracy in Scheme 1 is lowest, which, respectively, is 89.50%
and 91.00%; the one in Scheme 8 is highest, respectively,
96.33% and 98.33%; and the one in Scheme 4 is 91.33% and
93.67% in turn.
The results demonstrate that combination schemes play
an important role in the final classification ability and
predictive performance for the proposed VBpMKL-based
TSA model. Because the input features of the feature subsets
(𝐹
1
, 𝐹
2
, and 𝐹
3
) are chosen only through a preliminary analy-
sis, all test results in Schemes 1–3 are not satisfactory. When
using the union of all input features as the data source in
Scheme 4, the result has still not been significantly improved.
But, when using multifeature fusion through combining
feature spaces, the classification accuracy in Schemes 5–8 has
been evidently strengthened.Therefore, the conclusion can be
drawn that multifeature fusion is an effective way to improve
classification accuracy for the present approach.
6.1.3. Effect of Different Combinations of Kernel Functions. To
test the effects of different combinations of kernel functions,
8 testing schemes (Schemes 9–16) are carried out. All these
schemes employ the same combination scheme as Scheme
8 (combination of 𝐹1, 𝐹2, and 𝐹3), and the kernel function
corresponding to each feature subset, respectively, employs
polynomial function (𝐾𝑝) andGaussian kernel function (𝐾𝑔).
The test results of these schemes are illustrated in Table 5.
Please note that 𝐹𝑖(𝐾𝑥) indicates that the employed kernel
function of 𝐹
𝑖
is𝐾
𝑥
, where 𝑖 ∈ {1, 2, 3} and𝐾
𝑥
∈ {𝐾
𝑝
, 𝐾
𝑔
}.
The results in Table 5 indicate that the classification accu-
racy is deeply influenced by different combinations of kernel
functions as well. On the one hand, the classification accuracy
reaches their maximum when all three feature subsets adopt
Gaussian kernel function as base kernels (Scheme 16). In this
case, they are 96.33% and 98.33%, respectively. On the other
hand, different combinations of kernel functions may result
in the same classification accuracy. For example, when using
testing set 2, the test accuracy of both Scheme 14 and Scheme
15 is 95.33%. Therefore, it can be concluded that, in most
cases, Gaussian kernel function may be a good choice for
combinations of kernel functions.
6.1.4. Effect of Measurement Errors. The “IEEE Standard for
Synchrophasors for Power Systems” stipulates that PMUs
with level 1 compliance should have a total vector error
less than 1% [28]. For this reason, when using these kinds
of PMUs to measure the bus voltages, the expected maxi-
mum error is 1%. For purpose of examining the predictive
performance of the proposed method under measurement
errors such as noise and other artifacts, a random error
between 0 and 1% was added to all the original bus voltage
measurements before extracting system-level classification
features from them as inputs to the VBpMKL-based TSA
model. The complete KB created in Section 6.1.1 was used for
this test. In addition, same as in Scheme 16, Gaussian kernel
functions are used for combinations of kernel functions.
Here, two schemes (Schemes 17-18) were designed and
carried out to test the effects of measurement errors. In
Scheme 17, the approach was evaluated without using these
noisy data to train the predictive model. And then, the
model was retrained using noisy data before using it to verify
the predictive performance under measurement errors in
Scheme 18. The results with noisy inputs, including Schemes
17 and 18, are illustrated in Table 6.
As observed in Table 6, the test accuracy in Scheme 17
was quite unsatisfying when without training with noisy
inputs. At the same time, it shows that the proposal’s perfor-
mance of the presented approach in Scheme 18 has a slight
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decline compared to scheme 16 (the without noise case), but
the test accuracy of the presented approach is, respectively,
able to achieve 95.50% and 96.67% using testing sets 1 and 2,
even when there are random measurement errors present in
the input signals. Therefore, the conclusion can be drawn on
the basis of the evidence that the proposed approach has good
robustness and adaptability even under measurement errors.
6.1.5. Test Results of Other Models. To properly examine the
proposal’ performance, comparison tests between the present
approach and other TSA models, such as DT, multilayer
perception (MLP), and SVM, are carried out with the results
summarized in Table 7. Here, all the abovementioned 23
features in Section 5 are employed as the inputs of these
models.
The used models’ parameters are set as follows. For DT,
C4.5 algorithm is employed to construct the classification
model for TSA; for MLP, the number of hidden layer
nodes is set to 50 and the chosen training algorithm is
backpropagation algorithm with the learning rate 0.8; for
SVM, the chosen kernel function is the radial basis function,
and the parameter selection approach is grid search with
cross-validation techniques [16].
As shown in Table 7, the presented approach (Scheme 16)
has better classification accuracy than all other TSA models,
such as DT, MLP, and SVM. In addition, it can also be
observed that, among the three other models, SVM has the
best predictive performance. The reason for this is that SVM
is amachine learning technique based on the statistical learn-
ing theory and the structural risk minimization principle. As
a result, a conclusion which can be safely drawn from this is
that the proposal is effective to predict the transient stability
status of postfault systems.
6.2. Case 2—The Power System of Hebei Province. For the
purpose of examining the applicability and effectiveness of
the proposal to large-scale real-world power systems, the
proposed approach is further tested on the system of Hebei
province in China.
This tested system is made up of 83 generators, 650
major buses, and some series compensation devices and static
var compensators. It is a highly interconnected large power
systemwith a gross installed capacity of 28,260MW, covering
an area of 84,000 square kilometers.
6.2.1. Generation of KB. Same as in Case 1, plenty of simula-
tions are executed to generate KB. Here, the used simulation
calculation conditions (comprising the systemmodel) of this
system are the same as the one used in [9]. The transient
stability criterion used here is consistent with that in Case
1. Finally, there are 2000 samples that are totally created
through time-domain simulations. 1500 of the total samples
are randomly chosen to constitute the training set and the
remaining as the testing set.
6.2.2. Prediction Results and Performance. Similarly, the
VBpMKL-based TSA model is trained, and then a contrast
test using SVM is performed. In this case, the chosen
Table 8: Test results in Case 2.
TSA model Feature subsets Combinations ofkernels
Test
accuracy/%
VBpMKL 𝐹
1
, 𝐹
2
, and 𝐹
3
𝐹
1
(𝐾
𝑔
), 𝐹
2
(𝐾
𝑔
), 𝐹
3
(𝐾
𝑔
) 97.20
SVM All features — 95.40
combination of the feature subsets is 𝐹
1
, 𝐹
2
, and 𝐹
3
; and
the chosen combination of the kernel functions is the same
combination as Scheme 16, 𝐹
1
(𝐾
𝑔
), 𝐹
2
(𝐾
𝑝
), and 𝐹
3
(𝐾
𝑝
). The
test results in this case are shown in Table 8.
As is clearly seen in Table 8, the present approach is also
applicable to large-scale actual systems. For one thing, the test
accuracy of both TSA models in this case is slightly worse
than that in Case 1; for another, the test accuracy of the
proposal is obviously superior to that of SVM, same as in
Case 1. These results demonstrate that with the increase of
system scale and complexity, the chosen input features are
required to increase consequently to more fully depict the
stability characteristics of the disturbed system.Therefore, the
presented method is a good choice to solve the issue of TSA
for power systems.
7. Conclusions
PRTSA proves an effective way to determine the transient
stability status of power systems, and wide-area state infor-
mation plays a very important part in PRTSA. However, all
traditional measurement systems are unable to provide the
important measurements. The advent and matured applica-
tions of WAMS have made the availability of synchrophasors
become reality, which brings new ideas and opportunities
for implementing state-of-the-art WAPaC system. Conse-
quently, in this paperwe focus on taking full advantage of syn-
chrophasors and propose a VBpMKL-based TSA approach
through multifeature fusion.
Based on the simulation results on the test cases, the
conclusions can be safely drawn as follows.
(1) The classification accuracy of the presented PRTSA
model is significantly strengthened usingmultifeature
fusion through combining feature spaces correspond-
ing to each feature subset extracted from synchropha-
sors provided by WAMS.
(2) The predictive performance and generalization ability
of the proposed method can be effectively improved
by enhancing the completeness and representative-
ness of KB.
(3) The present algorithmmight be employed as a trigger
for a WAPaC system. Furthermore, it is possible to
apply the methodology for constructing classification
models to similar classification problems in the field
of engineering.
Nomenclature
TSA: Transient stability assessment
PRTSA: Pattern recognition-based TSA
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GPS: Global positioning system
WAMS: Wide-area measurement system
PMU: Phasor measurement units
WAPaC: Wide-area protection and control
SCADA: Supervisory control and data acquisition
SIME: Single machine equivalent
KB: Knowledge base
MLP: Multilayer perception
DT: Decision tree
SVM: Support vector machine.
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