with coefficients that decrease exponentially fast. It is believed that such orthonormal bases could be useful in many contexts where lattices of modulated Gaussian functions are now used.
1. Introduction. In several applications in quantum mechanics and in signal analysis, sets of functions generated from one single function by phase space translations are encountered:
(1.1) gm,,(x)=e2"i'mXg(x--fln), m,n7/.
If the function g and its Fourier transform g, () f dx e:'"'XC:g(x), are both centered around zero, then the function g,n is centered around the phase space point (am, fin it suffices to take mn(f)--dx gmn(X)f(x). Unfortunately, the localization of g is not very good. The function g has a rather long tail, so that ax xZlg(x)l 2-.
As a consequence of this, expansions of functions with respect to the phase space
Wannier functions do not have the good phase space localization features described above.
Another example of a set of functions of type (1.1) is given by the "Gabor expansions." These correspond to the choice g(x)--21/4 exp (-zrx2).
In the original proposal of Gabor [2] , the parameter choice a =/3 1 is made. Unfortunately, this parameter choice leads to numerically unstable expansions: for any e > 0, there exists f L2() such that ]If 1 but ,,,, ICm,,(f)12 e. It can be shown that this phenomenon happens for any choice of a,/3 such that a/3 1 [3a, b] , [4a, b] . If a/3 > 1, then the g,, do not span all of L2() [5] , [6] . If a/3 < 0.996, then numerically stable expansions of type (1.2) do exist, with the "good" phase space localization described by (1.3) (see [7] , [8] ; it is conjectured that this situation persists for a/3 < 1). There is, however, a price to pay: for a/3 < 1, the g,,, are highly redundant, in the sense that any finite number of them lies in the closed linear span of all the others. While Gabor expansions with a/3 < 1 are indeed used in practical computations in atomic and nuclear physics, this redundancy can be quite a nuisance. These two examples illustrate how convenient it would be to have a nice orthonormal basis (-no redundancy) of type (1.1), based on a function g such that both g and have good decay properties (-expansions with good phase space localization). Unfortunately, such an orthonormal basis does not exist. A theorem stated by Balian [9] and Low [10] [7] ; a much simpler proof was subsequently found by Battle [11] . Even if the orthonormality, but not the "basis" requirement, is given up, the same conclusion still holds, as shown by the extension of Battle's argument in [12] . Both the original proof 556 I. DAUBECHIES, S. JAFFARD, AND J.-L. JOURNI and Battle's proof of the Balian-Low theorem rely heavily on the special structure of the g,n as defined by (1.1). We might therefore wonder whether there exist more general bases, 4'm,,(X), with phase space localizations distributed more or less regularly over phase space, and such that uniform bounds on the decay of all the 4,, and (4,m)^, away from their central value, would hold. It turns out that there is indeed improvement from giving up the simplicity of (1.1), but only very little. Bourgain [13] has constructed an orthonormal basis of 4m, such that lax (X ,mn)211]lrnn(X)l 2 C, (1.4) a: (--m,,)l(q,,,,,,)^()l :'< C, uniformly in m, n, where 'mn dx XI,I,m,,(X)I2, and mn is defined analogously. However, as soon as a slightly sharper localization is required, we hit another no-go-theorem, even for these more general constructions: Steger [14] proved that L2(R) does not admit an orthonormal basis ,,, satisfying 
There exist functions h with excellent phase space localization properties such that the functions (1.9) constitute an orthonormal basis. In [17] Meyer constructs such a function h with compactly supported, C Fourier transform/; 18]- [20] give examples of exponentially decaying h ck; and [21] constructs compactly supported h C k. In all these examples, hl has two peaks, one for positive and one for negative frequencies.
It has been shown [22] that these two peaks need not be symmetrical in order for the h,,n to constitute an orthonormal basis (the examples in [17] [18] [19] [20] [21] In this paper we construct an explicit bimodal orthonormal basis of the type (1.6), (1.7). Our basis is especially simple because it is again generated by one single function, unlike the bases in [15] , [16] . This paper is organized as follows. In 2 we derive necessary and sufficient conditions on b for the ,,., defined by (1.9), to be an orthonormal basis of Le().
In 3 we rewrite these conditions in another form, via the Zak transform. In their new form, it is easy to see how to satisfy these conditions. We use this in 4 to construct an explicit Wilson basis with all the properties mentioned above. It turns out that our construction is related to "tight frames" [23] , [7] . We review this concept in 5, and explain how it is linked to the present construction. This leads to an alternate construction method, given in 6, which is easier to implement numerically. Finally 7 gives some concluding remarks. In particular, we show how a relabelling of the p,. in (1.9)
reduces the construction to the formula given in the Abstract. In practice, however, the constants CN turn out to be rather large, so that the numerical localization of the q,,n is not very good. The examples we construct in 4, corresponding to noncompactly supported b, have better effective localization.
3. The Zak transform--rewriting the conditions. Using a unitary transformation,
we will rewrite the infinitely many conditions (2.5) (one for every j) into a different form, reducing them to one single condition which is then easy to satisfy. The unitary map we shall use is the Zak transform. For the purposes of this paper, we define the Zak transform by (3.1)
kET/ This is well defined for functions g with sufficient decay, [g(
two-variable function G Uzg is periodic in the first and "semi-periodic" in the second variable, The map Uz defined by (3.1) can be extended to a unitary map from L2(R) to This follows from the fact that Uz maps the orthonormal basis e,,n(x) e=i'XX(x-2n), where X(x) 2 -1/2 if 0 -< x < 2, X(x) 0 otherwise, to the orthonormal basis Uze,, Emn.
The Zak transform has many interesting properties; it derives its name from its systematic study by J. Zak, who introduced it as a tool in solid state physics [24a-c] .
It had already been studied sporadically before Zak's work, and it is claimed that even Gauss was already aware of some of its properties. An excellent review of the mathematical properties of Uz and its applications to signal analysis is Janssen's paper [25] , which also contains an extensive reference list.
The inverse transform of (3.1) is given by [26] 03(zl ): 1 + 2 cos (2) e i",e. [16] ; the notation is very different, however). The merit of the present construction, staing from (1.9), is that the oahonormality (2.1) automatically follows once (2.2) is established; moreover, (2.1) + (2.2) are equivalent to the single condition (3.6), which enables us to construct, via (4.5)-(4.6) a single function generating the whole Wilson basis.
5. The link with tight frames. We sta by briefly reviewing some material concerning "frames." Frames were introduced by Dun and Schaeffer [27] in the context of nonharmonic Fourier series; in [23] and [7] special frames, constituted by families of functions of type (1.1), were studied in connection with the windowed Fourier transform. We review here some results from [7] .
A family of gmn, as defined in (1. ,mn(X) e2rrimnff, (X rt), p-lg, with P as defined by (5. 3). Because of (5.2), P has a bounded inverse, so that is well defined. A special case arises when the frame is tight, i.e., when the frame bounds A and B are equal, In general, frames are redundant (they contain "too many" vectors, or more precisely, any frame vector lies in the closed linear span of all the others). If the frame is tight, then A indicates how redundant the frame is; for tight frames of type (1.1) we find [7] (5.4)
A frame of type (1.1) can only be an orthonormal basis if a/3 1 (and if, moreover, g is chosen appropriately), corresponding to A 1, or no redundancy. Tight frames with "nice" g exist if and only if a/3 < 1; see [23] for a construction with compactly supported g. Let us now specialize to the case ce .5,/3 1, g,,,,,(x)=ei'Xg(x-n).
The density of the phase space lattice corresponding to the g,, is then twice as high as for an orthonormal basis. Suppose g is "nice," i.e., both g and have fast decay at oo. Let us investigate under which conditions on g the g, constitute a frame (respectively, tight frame). Because (cq3) -= 2 is an integer, the Zak transform is a natural tool to study these questions, as observed in [8] . Using (3.1), we find Uzg,,2,)(t, s) e -2"" e2="SG(t, s), There are other procedures than the Zak transform to check whether the g,,, constitute a frame [7] . (2) .
Remark. From this analysis it follows that the construction in 4 and 6 below can also be used to generate tight frames with exponential localization in both time and frequency. The construction in 6 can easily be extended to tight frames with arbitrary redundancy. These tight frames contrast with those constructed in [23 ] In particular, for u=.5, (b/)^(y)= 1/2(2y). the only difference is the alternate use of sines and cosines instead of complex exponentials. This trick is sufficient to beat the no-go Balian-Low theorem.
