ABSTRACT. The problem of variation of spectral subspaces for linear self-adjoint operators under an additive bounded perturbation is considered. The aim is to find the best possible upper bound on the norm of the difference of two spectral projections associated with isolated parts of the spectrum of the perturbed and unperturbed operators.
INTRODUCTION AND THE MAIN RESULT
Let A be a self-adjoint possibly unbounded operator on a separable Hilbert space H such that the spectrum of A is separated into two disjoint components, that is, Let V be a bounded self-adjoint operator on H. It is well known (see, e.g., [6, Theorem V.4.10] ) that the spectrum of the perturbed selfadjoint operator A + V is confined in the closed V -neighbourhood of the spectrum of the unperturbed operator A, that is, Therefore, under condition (1.3), the two components of the spectrum of A + V can be interpreted as perturbations of the corresponding original spectral components σ and Σ of spec(A). Clearly, the condition (1.3) is sharp in the sense that if V ≥ d/2, the spectrum of the perturbed operator A + V may not have separated components at all. The effect of the additive perturbation V on the spectral subspaces for A is studied in terms of the corresponding spectral projections. Let E A (σ) and E A+V O d/2 (σ) denote the spectral projections for A and A + V associated with the Borel sets σ and O d/2 (σ), respectively. It is well known that E A (σ) − E A+V O d/2 (σ) ≤ 1 since the corresponding inequality holds for every difference of orthogonal projections in H, see, e.g., [1, Section 34] . Moreover, if (1.4) E A (σ) − E A+V O d/2 (σ) < 1 , then the spectral projections E A (σ) and E A+V O d/2 (σ) are unitarily equivalent, see, e.g., [6, Theorem I.6 .32].
In this sense, if inequality (1.4) holds, the spectral subspace Ran E A+V O d/2 (σ) can be understood as a rotation of the unperturbed spectral subspace Ran E A (σ). The quantity
serves as a measure for this rotation and is called the maximal angle between the spectral subspaces Ran E A (σ) and Ran E A+V O d/2 (σ) . A short survey on the concept of the maximal angle between closed subspaces of a Hilbert space can be found in [2, Section 2]; see also [5] , [8, Theorem 2.2] , [11, Section 2] , and references therein.
It is a natural question whether the bound (1.3) is sufficient for inequality (1.4) to hold, or if one has to impose a stronger bound on the norm of the perturbation V in order to ensure (1.4) . Basically, the following two problems arise:
(i) What is the best possible constant c opt ∈ 0, 
Both the constant c opt and the function f are supposed to be universal in the sense that they are independent of the operators A and V . Note that we have made no assumptions on the disposition of the spectral components σ and Σ other than (1.1). If, for example, σ and Σ are additionally assumed to be subordinated, that is, sup σ < inf Σ or vice versa, or if one of the two sets lies in a finite gap of the other one, then the corresponding best possible constant in problem (i) is known to be 1 2 , and the best possible function f in problem (ii) is given by f (x) = 1 2 arcsin 2x , see, e.g., [7, Lemma 2.3] and [4, Theorem 5 .1]; see also [11, Remark 2.9] .
However, under the sole assumption (1.1), both problems are still unsolved. It has been conjectured that c opt = 1 2 (see [2] ; cf. also [7] and [9] ), but there is no proof available for that yet. So far, only lower bounds on the optimal constant c opt and upper bounds on the best possible function f can be given. For example, in [7, Theorem 1] it was shown that c opt ≥ 2 2 + π = 0.3889845 . . .
and (1.5)
f (x) ≤ arcsin π 2
In [10, Theorem 6.1] this result was strengthened to 
It should be noted that the first two results (1.5) and (1.6) were originally formulated in [7] and [10] , respectively, only for the case where the operator A is assumed to be bounded. 
where the function
Here, κ ∈ 4
is the unique solution to the equation
in the interval 0, 2 
where c * and M * are given by (1.7) and (1.9) respectively, see Remark 2.10 below. From Theorem 1 we immediately deduce that
Both are the best respective bounds for the two problems (i) and (ii) known so far. The paper is organized as follows: In Section 2, based on the triangle inequality for the maximal angle and a suitable a priori rotation bound for small perturbations (see Proposition 2.2), we formulate a constrained optimization problem, whose solution provides an estimating function for the maximal angle between the corresponding spectral subspaces, see Definition 2.5, Proposition 2.6, and Theorem 2.7. In this way, the approach by Albeverio and Motovilov in [2] is optimized and, in particular, a proof of Theorem 1 is obtained. The explicit solution to the optimization problem is given in Theorem 2.7, which is proved in Section 3. The technique used there involves variational methods and may also be useful for solving optimization problems of a similar structure.
Finally, Appendix A is devoted to some elementary inequalities used in Section 3.
AN OPTIMIZATION PROBLEM
In this section, we formulate a constrained optimization problem, whose solution provides an estimate on the maximal angle between the spectral subspaces associated with isolated parts of the spectrum of the corresponding perturbed and unperturbed operators, respectively. In particular, this yields a proof of Theorem 1.
We make the following notational setup. 
Under Hypothesis 2.1, one has
. Taking into account the inclusion (1.2), the spectrum of each B t is likewise separated into two disjoint components, that is,
where
Moreover, the mapping 0, 
Let t ∈ 0, 1 2 be arbitrary, and let 0 = t 0 < t 1 < · · · < t n+1 = t with n ∈ N 0 be a finite partition of the interval [0, t]. Define (2.4)
Recall that the mapping ρ given by (2.5) ρ(P, Q) = arcsin P − Q with P, Q orthogonal projections in H , defines a metric on the set of orthogonal projections in H, see [3] , and also [2, Lemma 2.15] and [10] . Using the triangle inequality for this metric, we obtain (2.6)
Considering B t j+1 as a perturbation of B t j , it is clear from (2.2) and (2.3) that each summand of the right-hand side of (2.6) can be treated in the same way as the maximal angle in the general situation discussed in Section 1. For example, combining (2.2)-(2.4) with the bound (1.5) yields (2.7)
where we have taken into account that P t j − P t j+1 ≤ 1 and that
Obviously, the estimates (2.6) and (2.7) hold for arbitrary finite partitions of the interval [0, t]. In particular, if partitions with arbitrarily small mesh size are considered, then, as a result of
, the norm of each corresponding projector difference in (2.7) is arbitrarily small as well. At the same time, the corresponding Riemann sums → 1 as x → 0, we conclude from (2.6) and (2.7) that
Once the bound (1.5) has been generalized to the case where the operator A is allowed to be unbounded, this argument is an easy and straightforward way to prove the bound (1.6).
Albeverio and Motovilov demonstrated in [2] that a stronger result can be obtained from (2.6). They considered a specific finite partition of the interval [0, t] and used a suitable a priori bound (see [2, Corollary 4.3 and Remark 4.4] ) to estimate the corresponding summands of the righthand side of (2.6). This a priori bound, which is related to the Davis-Kahan sin 2Θ theorem from [5] , is used in the present work as well. We therefore state the corresponding result in the following proposition for future reference. It should be noted that our formulation of the statement slightly differs from the original one in [2] . A justification of this modification, as well as a deeper discussion on the material including an alternative, straightforward proof of the original result [2, Corollary 4.3] , can be found in [11] . 
The estimate given by Proposition 2.2 is universal in the sense that the estimating function x → 1 2 arcsin(πx) depends neither on the unperturbed operator A nor on the perturbation V . Moreover, for perturbations V satisfying V ≤ 4 π 2 +4 d, this a priori bound on the maximal angle between the corresponding spectral subspaces is the strongest one available so far, cf. [2, Remark 5.5] .
Assume that the given partition of the interval [0, t] additionally satisfies (2.8)
In this case, it follows from (2.2), (2.3), (2.6), and Proposition 2.2 that (2.9)
Along with a specific choice of the partition of the interval [0, t], estimate (2.9) is the essence of the approach by Albeverio and Motovilov in [2] . In the present work, we optimize the choice of the partition of the interval [0, t], so that for every fixed parameter t the right-hand side of inequality (2.9) is minimized. An equivalent and more convenient reformulation of this approach is to maximize the parameter t in estimate (2.9) over all possible choices of the parameters n and λ j for which the right-hand side of (2.9) takes a fixed value.
Obviously, we can generalize estimate (2.9) to the case where the finite sequence (t j ) n j=1 is allowed to be just increasing and not necessarily strictly increasing. Altogether, this motivates the following considerations.
Every finite partition of the interval [0, t] that satisfies condition (2.8) is related to a sequence in D in the obvious way. Conversely, the following lemma allows to regain the finite partition of the interval [0, t] from this sequence.
Lemma 2.4.
(a) For every x ∈ 0, 1 2 the mapping 0,
Proof. The proof of claim (a) is straightforward and is hence omitted.
For the proof of (b), let λ = (λ j ) ∈ D be arbitrary and let (t j ) ⊂ R be given by (2.10). Observe that t 0 = 0 < 1 2 and that (a) implies that
Thus, the two-sided estimate 0 ≤ t j < 1 2 holds for all j ∈ N 0 by induction. In particular, it follows that t j+1 − t j = λ j (1 − 2t j ) ≥ 0 for all j ∈ N 0 , that is, the sequence (t j ) is increasing. Let n ∈ N 0 such that λ ∈ D n . Since λ j = 0 for j ≥ n + 1, it follows from the definition of (t j ) that t j+1 = t j for j ≥ n + 1, that is, t j = t n+1 for j ≥ n + 1.
It follows from part (b) of the preceding lemma that for every λ ∈ D the sequence (t j ) given by (2.10) yields a finite partition of the interval [0, t] with t = max j∈N 0 t j < 1 2 . In this respect, the approach to optimize the parameter t in (2.9) with a fixed right-hand side can now be formalized in the following way. 
where max W (λ) := max j∈N 0 t j with (t j ) = W (λ).
For every fixed θ ∈ 0, The following proposition shows how this optimization problem is related to the problem of estimating the maximal angle between the corresponding spectral subspaces. 
Then
Proof. Since the mapping θ → S(θ) is invertible, it suffices to show the inequality (2.12)
Considering T (0) = S(0) = 0, the case θ = 0 in inequality (2.12) is obvious. Let θ ∈ 0, Lemma 2.4 , it follows from the definition of (t j ) that (2.13)
Moreover, considering t < max W (λ) = max j∈N 0 t j , there is k ∈ N 0 such that t k ≤ t < t k+1 .
In particular, one has (2.14)
Using the triangle inequality for the metric ρ given by (2.5), it follows from (2.2), (2.3), (2.13), (2.14), and Proposition 2.2 that
Since the mapping 0,
, estimate (2.15) also holds for t = S(θ) ≤ T (θ). This shows (2.12) and, hence, completes the proof.
It turns out that the mapping 0,
is continuous and strictly increasing. It therefore satisfies the hypotheses of Proposition 2.6. In this respect, it remains to compute T (θ) for θ ∈ 0, π 2 in order to prove Theorem 1. This is done in Section 3 below. For convenience, the following theorem states the corresponding result in advance.
Theorem 2.7. In the interval 0,
The mapping 0, Obviously, the function N is also strictly increasing and continuous. Moreover, using representation (2.16), it is easy to verify that N is explicitly given by (1.11). In particular, the constant κ = T (ϑ) =
is the unique solution to equation (1.12) in the interval 0, 2 π−1 π 2 . Furthermore, the function N is continuously differentiable on (0, c crit ) \ {κ} since the mapping θ → T (θ) is continuously differentiable on 0, π 2 \ {ϑ}. Let V be a bounded self-adjoint operator on H satisfying V < c crit · d. The case V = 0 is obvious. Assume that V = 0. Then, B t := A + td V V , Dom(B t ) := Dom(A), and 
which completes the proof. The statement of Theorem 2.7 actually goes beyond that of Theorem 1. As a matter of fact, instead of equality in (2.16), it would be sufficient for the proof of Theorem 1 to have that the right-hand side of (2.16) is just less or equal to T (θ). This, in turn, is rather easy to establish by particular choices of λ ∈ D(θ), see Lemma 3.3 and the proof of Lemma 3.6 below.
However, Theorem 2.7 states that the right-hand side of (2.16) provides an exact representation for T (θ), and most of the considerations in Section 3 are required to show this stronger result. As a consequence, the bound from Theorem 1 is optimal within the framework of the approach by estimate (2.9).
In fact, the following observation shows that a bound substantially stronger than the one from Proposition 2.2 is required, at least for small perturbations, in order to improve on Theorem 1. 7) and (1.9), respectively. Indeed, it follows from the computation of T (θ) in Section 3 (see Remark 3.10 below) that
Since the function
2 is strictly increasing, this implies that
PROOF OF THEOREM 2.7
We split the proof of Theorem 2.7 into several steps. We first reduce the problem of computing T (θ) to the problem of solving suitable finite-dimensional constrained optimization problems, see equations (3.1) and (3.3). The corresponding critical points are then characterized in Lemma 3.3 using Lagrange multipliers. The crucial tool to reduce the set of relevant critical points is provided by Lemma 3.4. Finally, the finite-dimensional optimization problems are solved in Lemmas 3.6, 3.8, and 3.9.
Throughout this section, we make use of the notations introduced in Definitions 2.3 and 2.5. In addition, we fix the following notations.
As a result of
Moreover, we observe that
In fact, we show below that T n (θ) = T 2 (θ) for every n ≥ 2, so that T (θ) = T 2 (θ), see Lemma 3.9.
Let n ∈ N be arbitrary and let λ = (λ j ) ∈ D n . Denote (t j ) := W (λ). It follows from part (b) of Lemma 2.4 that max W (λ) = t n+1 . Moreover, we have
Since t 0 = 0, this implies that
In particular, we obtain the explicit representation
An immediate conclusion of representation (3.2) is the following statement. Another implication of representation (3.2) is the fact that max W (λ) = t n+1 can be considered as a continuous function of the variables λ 0 , . . . , λ n . Since the set D n (θ) is compact as a closed bounded subset of an (n + 1)-dimensional subspace of l 1 (N 0 ), we deduce that T n (θ) can be written as
Hence, T n (θ) is determined by a finite-dimensional constrained optimization problem, which can be studied by use of Lagrange multipliers.
Taking into account the definition of the set D n (θ), it follows from equation (3.3) and representation (3.2) that there is some point (λ 0 , . . . , λ n ) ∈ 0,
(1 − 2λ j ) and
the method of Lagrange multipliers gives a constant r ∈ R, r = 0, with
Hence, in this case, for every k ∈ {0, . . . , n − 1} we obtain
This leads to the following characterization of critical points of the mapping λ → max W (λ) on D n (θ).
Lemma 3.3.
For n ≥ 1 and θ ∈ 0,
or there is l ∈ {0, . . . , n − 1} with
In the latter case, λ 0 and λ n satisfy (3.7) λ 0 + λ n = 4α 2 π 2 + 4α 2 and λ 0 λ n = α 2 − 1 π 2 + 4α 2 , where
Proof. Let λ 0 < 1 π and λ n > 0. In particular, one has (λ 0 , . . . , λ n ) ∈ 0, are mapped to 1, and 1 π is mapped to 0. In particular, every value in the interval (1, m) has exactly two preimages under the mapping (3.10), and all the other values in the range [0, m] have only one preimage. Since λ 0 > λ n by assumption, it follows from (3.9) that α has two preimages. Hence, α ∈ (1, m) and
Furthermore, there is l ∈ {0, . . . , n − 1} with λ 0 = · · · = λ l and λ l+1 = · · · = λ n . This proves (3.6) and (3.8).
Finally, the relations (3.7) follow from the fact that the equation
= α can be rewritten as
The preceding lemma is one of the main ingredients for solving the constrained optimization problem that defines the quantity T n (θ) in (3.3). However, it is still a hard task to compute T n (θ) from the corresponding critical points. Especially the case (3.6) in Lemma 3.3 is difficult to handle and needs careful treatment. An efficient computation of T n (θ) therefore requires a technique that allows to narrow down the set of relevant critical points. The following result provides an adequate tool for this and is thus crucial for the remaining considerations. The idea behind this approach may also prove useful for solving similar optimization problems.
Lemma 3.4.
Proof. Suppose that T n (θ) = max W (λ). The case k = n in the claim obviously agrees with this hypothesis.
Let k ∈ {0, . . . , n − 1} be arbitrary and denote (t j ) := W (λ). It follows from part (b) of Lemma 2.4 that t k+1 = max W (λ 0 , . . . , λ k , 0, . . . ) . In particular, one has
Assume that t k+1 < T k (θ k ), and let γ = (γ j ) ∈ D k (θ k ) with max W (γ) = T k (θ k ). Denote µ := (γ 0 , . . . , γ k , λ k+1 , . . . , λ n , 0, . . . ) ∈ D n (θ n ) and (s j ) := W (µ). Again by part (b) of Lemma 2.4, one has s k+1 = max W (γ) > t k+1 and s n+1 = max W (µ) ≤ T n (θ n ). Taking into account part (a) of Lemma 2.4 and the definition of the operator W , one obtains that
Iterating this estimate eventually gives t n+1 < s n+1 ≤ T n (θ n ), which contradicts the case k = n from above. Thus, max W (λ 0 , . . . , λ k , 0, . . . ) = t k+1 = T k (θ k ) as claimed.
Lemma 3.4 states that if a sequence λ ∈ D n (θ) solves the optimization problem for T n (θ), then every truncation of λ solves the corresponding reduced optimization problem. This allows to exclude many sequences in D n (θ) from the considerations once the optimization problem is understood for small n. The number of parameters in (3.3) can thereby be reduced considerably.
The following lemma demonstrates this technique. It implies that the condition λ 0 < 1 π in Lemma 3.3 is always satisfied except for one single case, which can be treated separately.
Lemma 3.5. For n ≥ 1 and θ ∈ 0,
Since arcsin
, it follows from part (a) of Lemma A.1 that
where the last inequality is due to representation (3.5) . This is a contradiction to Lemma 3.4. Hence,
2 , it follows from representations (3.2) and (3.5) that
Since max W (λ) = T n (θ) by hypothesis, this implies that n = 1.
We are now able to solve the finite-dimensional constrained optimization problem in (3.3) for every θ ∈ 0, π 2 and n ∈ N. We start with the case n = 1. Lemma 3.6. The quantity T 1 (θ) has the representation
The mapping 0,
is strictly increasing, continuous on 0, 
The other sequence in D 1 (θ) \ D 0 (θ) that needs to be considered is λ = (λ 0 , λ 1 , 0, . . . ) with λ 0 and λ 1 satisfying
It turns out shortly that this sequence λ exists if and only if arctan 2 π < θ < arcsin 2 π . Using representation (3.2) and the relations in (3.13), one obtains
The objective is to rewrite the right-hand side of (3.15) in terms of θ.
It follows from (3.16) 2θ = arcsin(πλ 0 ) + arcsin(πλ 1 ) and the relations (3.13) and (3.14) that
Taking into account that sin(2θ) > 0, equation (3.17) can be rewritten as
In turn, this gives
that is,
We show that the second case in (3.18) does not occur. Since 1 < α < m < π 2 , by equation (3.17) one has sin(2θ) < 1, which implies that θ = by continuity, that is, the sequence λ can exist only if θ < Combining equations (3.15) and (3.19) finally gives
As a result of Lemmas 3.2, 3.3, and 3.5, the quantities (3.11), (3.12), and (3.20) are the only possible values for T 1 (θ), and we have to determine which of them is the greatest.
The easiest case is θ > .11) is greater than (3.12). Therefore, T 1 (θ) is given by (3.11) in this case.
Finally, consider the case arcsin
π , it follows from part (e) of Lemma A.1 that (3.12) is greater than (3.11) and, hence, coincides with T 1 (θ).
This completes the computation of T 1 (θ) for θ ∈ 0, π 2 . In particular, it follows from the discussion of the two cases 0 < θ ≤ arctan , the continuity is straightforward to verify. The continuous differentiability follows from the relations
where the latter is due to cot arcsin 4π
This completes the proof.
So far, Lemma 3.4 has been used only to obtain Lemma 3.5. Its whole strength becomes apparent in connection with Lemma 3.2. This is demonstrated in the following corollary to Lemma 3.6, which states that in (3.6) the sequences with l ∈ {0, . . . , n − 2} do not need to be considered.
Corollary 3.7.
In the case (3.6) in Lemma 3.3 one has l = n − 1.
Proof. The case n = 1 is obvious. For n ≥ 2 let λ = (λ 0 , . . . , λ n , 0, . . . ) ∈ D n (θ) with 4
for some l ∈ {0, . . . , n − 2}. In particular, one has 0 < λ n−1 = λ n < 2 π 2 , which implies that 0 <θ := M (λ n−1 ) + M (λ n ) < arcsin 2 π . Hence, it follows from Lemma 3.6 that max W (λ n−1 , λ n , 0, . . . ) < T 1 (θ) .
By Lemmas 3.2 and 3.4 one concludes that
This leaves l = n − 1 as the only possibility in (3.6).
We now turn to the computation of T 2 (θ) for θ ∈ 0, 
. Moreover, the quantity T 2 (θ) has the representation
In particular, one has T 1 (θ) < T 2 (θ) if θ > ϑ, and the strict inequality max W (λ) < T 2 (θ) holds for θ ∈ 0, > λ 0 = λ 1 > 2 π 2 > λ 2 > 0 and λ 0 and λ 2 are given by (3.7) and (3.8). Using representation (3.2), one obtains
According to Lemma A.3, this sequence λ can exist only if θ satisfies the two-sided estimate . However, if λ exists, combining Lemma A.3 with equations (3.22) and (3.23) yields
Therefore, in order to compute T 2 (θ) for θ ∈ 0, π 2 , it remains to compare (3.22) with T 1 (θ). In particular, for every sequence λ = (λ 0 , λ 1 , λ 2 , 0, . . . ) ∈ D 2 (θ) with λ 0 = λ 1 > λ 2 > 0 the strict inequality max W (λ) < T 2 (θ) holds.
According to Lemma A.2, there is a unique ϑ ∈ arcsin
These inequalities imply that ϑ is the unique solution to equation (3.21) in the interval 0, π 2 . Moreover, taking into account Lemma 3.6, equation (3.22) , and the inequality ϑ > arcsin 2 π , it follows that T 1 (θ) < max W (µ) if and only if θ > ϑ. This proves the claimed representation for T 2 (θ).
By Lemma 3.6 and the choice of ϑ it is obvious that the mapping 0,
Proof. Since T (0) = 0, the case θ = 0 is obvious. Let θ ∈ 0, π 2 be arbitrary. As a result of equation (3.1) , it suffices to show that T n (θ) = T 2 (θ) for all n ≥ 3. Let n ≥ 3 and let
π . In this case, it follows from Lemma 3.6 that max W (λ 0 , λ 0 , 0, . . . ) < T 1 (θ) withθ = 2M (λ 0 ). Hence, by Lemma 3.4 one has
which is possible only if n ≤ 3, that is, n = 3. In this case, one has λ 0 = 1 π sin θ 2 . Taking into account representation (3.5), it follows from Lemma A.4 that
It follows from Lemmas 3.2 and 3.4 that
Hence, by Lemmas 3.2, 3.3, and 3.5 and Corollary 3.7 the inequality max W (λ) < T n (θ) holds for all λ ∈ D n (θ) \ D n−1 (θ), which implies that T n (θ) = T n−1 (θ). Now the claim follows by induction.
We close this section with the following observation, which, together with Remark 2.10 above, shows that the estimate from Theorem 1 is indeed stronger than the previously known estimates.
Remark 3.10. It follows from the previous considerations that
where c * ∈ 0, . Define λ ∈ D 2 (θ) by
and by
Using representation (3.2), a straightforward calculation shows that in both cases one has
, then the inequality max W (λ) < T 2 (θ) holds since, in this case, λ is none of the critical points from Lemma 3.3. So, in either case one has
APPENDIX A. PROOFS OF SOME INEQUALITIES
Lemma A.1. The following inequalities hold: A straightforward analysis shows that the last inequality holds for arcsin . Thus, the inequality in (b) becomes an equality for θ = θ 0 . Therefore, in order to show (b), it suffices to show that the corresponding estimate holds for the derivatives of both sides of the inequality, that is, 2 π cos(2θ) < π 2 − 4 2π 2 sin(2θ) for θ 0 < θ < π 4 .
w ′ has a unique zero in 0, π 2 , where it changes its sign from minus to plus. Finally, observing that w(0) = 0 and w π 2 > 0, in the same way one arrives at the conclusion that w has a unique zero ϑ ∈ 0, π 2 such that w(θ) < 0 for 0 < θ < ϑ and w(θ) > 0 for ϑ < θ < Observe that α → m and y → 
In particular, x = and θ ′ changes its sign from plus to minus there. Moreover, using y , so that 3 2 arcsin 2 π < θ(x) ≤ θ 12 + π 2 8π 2 for 2 π 2 < x < 4 π 2 + 4 . A further analysis shows that q ′′ , which is a polynomial of degree 4, has exactly one root in the interval and that q ′′ changes its sign from minus to plus there. Moreover, q ′ takes a positive value in this root of q ′′ , so that q ′ > 0 on 2 π 2 , 4 π 2 +4 , that is, q is strictly increasing on this interval. Since q
