Schmidt and Mirsky's theorems identify the matrix with a specified rank that lies closest to another matrix, with distances measured by any matrix norm invariant under the unitary group. The more general result presented here identifies the nearest matrix whose singular values satisfy any specified set of linear constraints. A typical application consists in determining the oblate spheroid that most closely fits a specified ellipsoid. 0 Elsevier Science Inc., 1997
INTRODUCTION
The mathematical problem of identifying and computing the closest approximation of a matrix by another matrix subject to constraints arises in fitting models to data. For instance, Schmidt's theorem [8]-rediscovered by Eckart and Young [2] and generalized by Mirsky [5] --employs the singularvalue decomposition to produce the closest approximation with a specified rank; another generalization by Golub, Hoffman, and Stewart [3] also allows for designated columns of the initial matrix to remain unaltered in the WES NIEVERGELT approximation with a lower rank. In applications, such theorems help in removing collinearity in statistics [2] , in compressing images in computer science [9] , and in computing the total least-squares regression developed by Golub and Van Loan and by van Huffel and Vandewalle [4] .
Whereas Schmidt and Mirsky's theorems correspond to setting the smallest singular values to zero, the more general results presented here produce the closest matrix whose singular values satisfy any specified set of linear constraints. Applications include, for example, the determination of the oblate spheroid that most closely fits a specified ellipsoid, which amounts to requiring that the two largest principal axes have a common length.
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by Mirsky's inequality, with ii(C) denoting the singular values of C. ??
REMARK 1 (On the computation of the solution).
In principle, by convexity of the matrix norm )I I], convex-programming algorithms will converge to a solution [6, p. 1241.
REMARK 2 (On inhomogeneous affine constraints).
The same theorem and the previous remarks also apply to inhomogeneous affine constraints 
UNIQUENESS WITH THE EUCLIDEAN OR FROBENIUS'S NORM
The present section establishes results on the uniqueness of the solution for the particular cases of Frobenius's and the Euclidean norms. Essentially, the results mean that the solution B is unique up to unitary transformations within certain invariant subspaces of A. The foregoing analysis demonstrates that (1 A -B 11°F has a critical point at B, because the simultaneous diagonalization of A and B shows that the first order of the perturbations vanishes. However, (1 A -Bl1; = (2 -3j2 + (1 -5j2 = 17 reaches a maximum at B over all rotations of the plane. Indeed, the semigroup of rotations that rotates the principal axes of B by a quarter of a turn brings B to the form with the same eigenvalues as those of B, but with ])A -fill; = (2 -5j2 + (1 -3j2 = 13, which is now a minimum, by Mirsky's inequality.
REMARK 4 (On the computation of the solution). In the case of Frobenius's norm, quadratic-programming algorithms will converge to 7' in finitely many steps [6, $1.31. For this particular application, both the Frobenius and Euclidean norms yield the same, unique solution:
Thus, [B] = U * diagonal(?) -UT, which means that the "best-fitting" oblate spheroid has principal axes in the same directions as the ellipsoid, with the same shorter axis, and with its two larger axes of length equal to the average of the two larger axes of the ellipsoid. Furthermore, the Euclidean norm on the homogeneous coordinates in Iw4 admits the following geometric interpretation. With u4 = -1 = 74 and from kAz'-PBZ -
I-I?(A-BZ)J
= 5 (q -7-&u'.z): j=l = II6 -A-4l~ll~, it follows that the optimal oblate spheroid minimizes the maximum discrepancy between the values of zTAz' and i?BZ over all homogeneous vectors z' = (Xl, x2, x3; x4) on a sphere about the origin, or equivalently with x4 = I and 11211: = 2, over all vectors 2 on the unit sphere in space. In contrast, the Frobenius norm has the less geometric interpretation which minimizes the maximum discrepancy over a sphere in the Z4 norm. Yet Propositions I and 2 show that, for this particular application, the solution is unique for each norm.
