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Abstract
The Michaelis–Menten enzyme kinetic model f (x; a, b) = ax/(b + x), a, b > 0, is widely used in biochemistry, pharmacology,
biology and medical research.
Given the data (pi, xi , yi), i = 1, . . . , m, m3, we consider the total least squares (TLS) problem for the Michaelis–Menten
model. We show that it is possible that the TLS estimate does not exist. As the main result, we show that the TLS estimate exists if
the data satisfy some natural conditions. Some numerical examples are included.
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1. Introduction
One of the most basic enzyme-substrate reaction scheme, ﬁrst proposed by Michaelis and Menten (see [22]), reads
E + S
k1−→←−
k−1
C
k2−→E + P .
Here E and C denote the free and the bound enzyme, respectively, S denotes the free substrate and P denotes the product.
In the above scheme k1 is the rate constant of formation of the enzyme substrate complex, k−1 is the rate constant of
dissociation of the enzyme substrate complex and k2 is the catalysis rate constant. The double arrow indicates that the
reaction is reversible while the single arrow indicates that the reaction can go only one way.
For many chemical reactions, including those just described, the reaction velocity V is related to the substrate
concentration [S] by the Michaelis–Menten equation (see, e.g., [3,22,23])
V = Vmax[S]
KM + [S] . (1)
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Fig. 1. Michaelis–Menten curve.
This equation is of fundamental importance in enzymology. An interesting discussion of the basis and history of this
equation can be found in [3].
The parameter Vmax > 0 is the maximum velocity at which the substrate can be turned into the product, and the
positive parameter KM (known as the Michaelis constant) is the half-saturation constant; that is, the value of [S], where
V is half-maximal. The values of these parameters are of great interest to enzymologists and are important in describing
the properties of the enzyme.
In order to simplify the algebra in further consideration, we rewrite the Michaelis–Menten function (1) in the
following more familiar form:
f (x; a, b) = ax
b + x , a, b > 0, x ∈ [0,∞). (2)
Since a, b > 0, f (x; a, b) is positive, increasing and concave on [0,∞). Its graph passes through the origin and has a
horizontal asymptote y = a. At the point x = b the Michaelis–Menten function attains value a/2 (see Fig. 1). Its graph
is also known as a rectangular hyperbola and has been widely used to describe physical and biological phenomena with
saturation (see [4,9,12,14,21,23–26,28]).
Several methods have been proposed in the literature to estimate the unknown parameters a and b of the Michaelis–
Menten function (2). In practical applications one usually uses some experimentally or empirically obtained data, and
then ﬁts Eq. (1) to these data. In order to do this it is necessary to be more precise about how (2) is ﬁtted to the data
(pi, xi, yi), i = 1, . . . , m, m3,
where 0 <x1x2 · · · xm, x1 <xm, denote the values of the independent variable, yi > 0 are the respective measured
function values and pi > 0 are the data weights.
1.1. Least squares (LS) approach
In this approach, only the observations yi of the dependent variable are assumed to contain errors. If these errors,
designated by εi , are additive, then the mathematical model is
yi = f (xi; a, b) + εi, i = 1, . . . , m.
Any point (a, b) in P := {(a, b) ∈ R2 : a, b > 0} which minimizes functional
S(a, b) =
m∑
i=1
pi
(
axi
b + xi − yi
)2
is called the least squares estimate (LS estimate) of the unknown parameters (a, b) for the Michaelis–Menten function,
if it exists (see [1,5,10,25,28]).
The LS approach is the most frequently used method for parameter estimation. Numerical methods for solving the
nonlinear LS problem are described in [8,10]. Before the iterative minimization of the sum of squares it is still necessary
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Fig. 2. (a) OLS approach, (b) TLS approach.
to ask whether an LS estimate exists. In the case of nonlinear LS problems it is still extremely difﬁcult to answer this
question (see [1,5–7,15,16,20,18]).
Some sufﬁcient conditions on the data which guarantee the existence of the LS estimate for the Michaelis–Menten
function can be found in [17]. It is also shown there that the LS estimate does not have to be unique.
1.2. Total least squares (TLS) approach
In a more general situation, considerable errors can occur in the measurements of all variables. If we assume that yi
contain unknown additive error i and that xi has unknown additive error i , then the mathematical model becomes
yi = f (xi + i; a, b) + i , i = 1, . . . , m.
A reasonable way to estimate the unknown parameters a and b in this case is to minimize the weighted sum of squares
of all errors, i.e., to minimize functional
F(a, b, ) =
m∑
i=1
pi[f (xi + i; a, b) − yi]2 +
m∑
i=1
pi
2
i
on the set P× , where
 := { = (1, . . . , m) ∈ Rm : xi + i0, i = 1, . . . , m}.
This approach is known as the total least squares (TLS) method (see [2,13,19,27]). Geometrically, minimization of
functional F corresponds to minimization of the weighted sum of squares of the distances from the data points (xi, yi)
to the curve x → f (x; a, b). In Fig. 2 we illustrate the difference between the OLS and the TLS approach.
The weighted TLS problem for the Michaelis–Menten function (2) reads
Does there exist a point (a, b, ) ∈ P× , such that
F(a, b, ) = inf
(a,b,)∈P×
F(a, b, )? (3)
A point (a, b) inP is called the total least squares estimate (TLS estimate) of the unknown parameters (a, b) for the
Michaelis–Menten function, if there exists  ∈  such that (3) holds.
In the statistics literature, the TLS approach is known as errors in variables or orthogonal distance regression, and
in numerical analysis it was ﬁrst considered by Golub and Van Loan [11].
Since in the case of the TLS problem one has to deal with a large number of independent variables, special numerical
methods for ﬁnding the TLS estimate were designed (see e.g., [2,27]).
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Fig. 3. (a) 0 <b1 <b2, (b) 0 <b3 <b2 <b1.
The organization of this paper is as follows. In the next section we show that there exist data such that the TLS
estimate does not exist. It is also shown that the TLS estimate does not have to be unique. In Section 3 we show that
the TLS estimate exists, provided the data satisfy some natural conditions. Finally, we give numerical examples.
2. The weighted TLS problem for the Michaelis–Menten function
Suppose we are given the experimental or empirical data
(pi, xi, yi), i = 1, . . . , m, m3,
where 0 <x1x2 · · · xm, x1 <xm, denote the values of the independent variable, yi > 0 are the respective measured
function values and pi > 0 are the data weights.
The following lemma shows that there exist data such that TLS problem (3) has no solution.
Lemma 1. Suppose we are given the data (pi, xi, yi), i = 1, . . . , m, m3, such that yi > 0, 0 <x1x2 · · · xm
and x1 <xm. If
(i) the points (xi, yi), i = 1, . . . , m, all lie on some slanted line y = kx, k = 0, or
(ii) y1 = y2 = · · · = ym =: A,
then problem (3) has no solution.
Proof. The proof is very similar to the proof of Lemma 2 from [17].
(i) Note that kxi − yi = 0, i = 1, . . . , m. Let (x0, y0) be any point on the line y = kx and consider the following
class of Michaelis–Menten functions:
x → f (x; k(b + x0), b) = kx b + x0
b + x , b > 0,
whose graph contains point (x0, y0) (see Fig. 3a).
Since
lim
b→∞F(k(b + x0), b, 0) = limb→∞
m∑
i=1
pi
(
kxi
b + x0
b + xi − yi
)2
=
m∑
i=1
pi(kxi − yi)2 = 0,
this means that inf(a,b,)∈P×F(a, b, )=0. Furthermore, since any Michaelis–Menten curve intersects the line y=kx
at two points at most, and m3, it follows that F(a, b, )> 0 for all (a, b, ) ∈ P×, and hence problem (3) has no
solution.
(ii) Let us consider the following class of Michaelis–Menten functions (see Fig. 3b):
x → f (x;A, b) = Ax
b + x , b > 0. (4)
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Then
F(A, b, 0) =
m∑
i=1
pi
(
Axi
b + xi − yi
)2
,
wherefrom taking the limits we obtain limb→0F(A, b, 0) = 0. It is easy to show that F(a, b, )> 0 for all (a, b, ) ∈
P× , which means that in this case the TLS estimate does not exist. 
3. The existence theorem
As shown, Lemma 1 solves TLS problem (3) in cases
(i) y1/x1 = y2/x2 = · · · = ym/xm, and
(ii) y1 = y2 = · · · = ym.
Therefore, it remains to consider TLS problem (3) for the data having the following two properties:
(i) min
i=1,...,m
yi
xi
< max
i=1,...,m
yi
xi
and (5)
(ii) min
i=1,...,m yi < maxi=1,...,m yi . (6)
In order to guarantee the existence of the TLS estimate, it is necessary to require that the data (pi, xi, yi), i =1, . . . , m,
m3, satisfy some additional conditions. Before formulating these conditions, ﬁrst let us notice two simple but for
ﬁtting important properties of the rectangular hyperbola. For this purpose, suppose that the points (xi, yi), i=1, . . . , m,
such that 0 <x1 <x2 < · · ·<xm, all lie on rectangular hyperbola (2). Then
• since f (x; a, b) is a strictly increasing function, the sequence (y1, . . . , ym) strictly increases, i.e.,
y1 <y2 < · · ·<ym,
• since yi/xi is the slope of the line from the origin to the point (xi, yi) (see Fig. 4), by the concavity of f (x; a, b)
we see that
y1
x1
>
y2
x2
> · · ·> ym
xm
,
i.e., the sequence (y1/x1, . . . , ym/xm) strictly decreases.
Relaxing the above natural conditions with equalities and taking into consideration assumptions (5)–(6) we obtain the
following weaker conditions on the data:
y1y2 · · · ym and y1 <ym (7)
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and
y1
x1
 y2
x2
 · · ·  ym
xm
and
y1
x1
>
ym
xm
. (8)
As it will be shown in Theorem 3, conditions (8) and (10) are sufﬁcient to guarantee the existence of the TLS estimate
for the Michaelis–Menten function. Moreover, they can be replaced by the following weaker conditions on the data:
m∑
i=1
pi
xi
m∑
i=1
piyi −
m∑
i=1
pi
m∑
i=1
pi
yi
xi
> 0 (9)
and ∑m
i=1piyi(Kyi + xi)∑m
i=1pi(Kyi + xi)2
>
∑m
i=1piyi(Kyi + xi)2∑m
i=1pi(Kyi + xi)3
, (10)
where K > 0 is solution of the problem
min
k>0
D(k), D(k) :=
m∑
i=1
pi(kxi − yi)2
1 + k2 . (11)
The necessary condition for a minimum, D′(K) = 0, yields
m∑
i=1
pi(Kxi − yi)(Kyi + xi) = 0, (12)
from where we obtain
K =
∑m
i=1piy2i −
∑m
i=1pix2i +
√
(
∑m
i=1piy2i −
∑m
i=1pix2i )
2 + 4(∑mi=1pixiyi)2
2
∑m
i=1pixiyi
.
Condition (9) (Chebyschev’s inequality), means that the data (pi/xi, xi, yi), i = 1, . . . , m, have the property of pre-
ponderant increase, i.e., the slope k of the associated linear regression y = kx + l is positive (see [18]).
To prove that condition (9) (resp. condition (10)) is weaker than condition (7) (resp. condition (8)) we need the
following proposition, the proof of which can be found in [17].
Proposition 2. Suppose that the data (pi, xi, yi), i = 1, . . . , m, are such that 0 <x1x2 . . . xm, x1 <xm and
pi > 0, i = 1, . . . , m. Then
(i) If the sequence (y1, . . . , ym) increases, then
m∑
i=1
pi
xi
m∑
i=1
piyi −
m∑
i=1
pi
m∑
i=1
pi
yi
xi
0,
with the inequality holding for y1 <ym.
(ii) If the sequence (y1/x1, . . . , ym/xm) decreases, then
m∑
i=1
piyixi
m∑
i=1
pix
3
i −
m∑
i=1
pix
2
i
m∑
i=1
piyix
2
i 0,
with the inequality holding for y1/x1 >ym/xm.
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Proposition 2(i) tell us that condition (9) is weaker than condition (7). Furthermore, by using Proposition 2 (ii), it is
trivial to prove that condition (10) is weaker than condition (8). Indeed, suppose that condition (8) holds. Then
y1
Ky1 + x1
 y2
Ky2 + x2
 · · ·  ym
Kym + xm
and
y1
Ky1 + x1
>
ym
Kym + xm
.
If we apply Proposition 2(ii) to the sequence (y1/(Ky1 + x1), y2/(Ky2 + x2), . . . , ym/(Kym + xm)), we obtain (10).
Theorem 3. Let the data (pi, xi, yi), i = 1, . . . , m, m3, be given, such that 0 <x1x2 · · · xm, x1 <xm and
yi > 0, i=1, . . . , m. If the data fulﬁll inequalities (9) and (10), then the TLS estimate for the Michaelis–Menten function
exists.
Proof. Since F 0, there exists
F := inf
(a,b,)∈P×
F(a, b, ).
Let (an, bn, n) be a sequence in P× , such that
F = lim
n→∞F(an, bn, 
n)
= lim
n→∞
m∑
i=1
pi
(
an(xi + ni )
bn + (xi + ni )
− yi
)2
+ lim
n→∞
m∑
i=1
pi(
n
i )
2
. (13)
Without loss of generality, whenever we have an unbounded sequence, we may assume that it tends to ∞ or −∞,
otherwise by the Bolzano–Weierstrass theorem, we take a divergent subsequence. Similarly, whenever we have a
bounded sequence, we may assume it is convergent, otherwise we take a convergent subsequence.
Note that sequences (ni ), i = 1, . . . , m, are bounded. Otherwise, we would have lim sup F(an, bn, n)= ∞, which
contradicts the assumption that sequence (F (an, bn, n)) converges to F. Let
n →  = (i , . . . , m).
We ﬁrst show that sequence (an) is bounded. Suppose it is not, i.e., an → ∞. Then, without loss of generality, by
taking appropriate subsequences if necessary, only one of the following three cases can occur:
(a)
bn
an
→ ∞, (b) bn
an
→ 0 or (c) bn
an
→ 1
k
, k > 0.
In each of these cases we are going to ﬁnd a point in P, at which functional F attains a value smaller than
limn→∞F(an, bn, n), thus showing that neither of these three cases is possible. To do this, we ﬁrst rewriteF(an, bn, n)
in the following way:
F(an, bn, 
n) =
m∑
i=1
pi
(
an(xi + ni )
bn + (xi + ni )
− yi
)2
+
m∑
i=1
pi(
n
i )
2
=
m∑
i=1
pi
(
xi + ni
bn/an + (xi + ni )/an
− yi
)2
+
m∑
i=1
pi(
n
i )
2
. (14)
Case (a): In this case we have
lim
n→∞F(an, bn, 
n) =
m∑
i=1
piy
2
i +
m∑
i=1
pi
2
i 
m∑
i=1
piy
2
i .
Let us ﬁnd a point at which functional F attains a value smaller than
∑m
i=1piy2i , thus showing that in this way functional
F cannot attain its inﬁmum. For this purpose let us choose any two real numbers A and B such that
B > 0 and 0 <A< min
i=1,...,m yi ,
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and consider the following Michaelis–Menten function:
x → f (x;A,B) = Ax
B + x .
Since x → f (x;A,B) is a positive and increasing function, we have
0 <f (xi;A,B)<A< min
j=1,...,m yj yi, i = 1, . . . , m.
Thus
F(A,B, 0) =
m∑
i=1
pi
(
Axi
B + xi − yi
)2
<
m∑
i=1
piy
2
i .
Case (b): If xi + i > 0 for some i, then from (14) we conclude that limn→∞F(an, bn, n) = ∞. Therefore, in this
way functional F cannot attain its inﬁmum.
Hence, it remains to consider the case when
xi + i = 0, i = 1, . . . , m.
In this case, by means of (14) we obtain
lim
n→∞F(an, bn, 
n)
m∑
i=1
pi
2
i =
m∑
i=1
pix
2
i .
Let us now ﬁnd a point in P ×  at which functional F attains a value smaller than ∑mi=1pix2i . For this purpose
let A be any real such that A> maxi=1,...,myi and consider the class of Michaelis–Menten functions deﬁned by (4).
Furthermore, deﬁne functions i : (0,∞) → R, i = 1, . . . , m, by
i (b) = byi
A − yi − xi, i = 1, . . . , m.
Since
f (xi + i (b);A, b) = yi, i = 1, . . . , m,
for every sufﬁciently small b> 0 we have
F(A, b, (b)) =
m∑
i=1
pi(f (xi + i (b);A, b) − yi)2 +
m∑
i=1
pi
2
i (b)
=
m∑
i=1
pi
(
byi
A − yi − xi
)2
<
m∑
i=1
pix
2
i .
This means that in this way functional F cannot attain its inﬁmum.
Case (c): By means of (14) we obtain
lim
n→∞F(an, bn, 
n) =
m∑
i=1
pi(k(xi + i ) − yi)2 +
m∑
i=1
pi
2
i 
m∑
i=1
pi
(kxi − yi)2
1 + k2 .
The last inequality follows directly from the well-known formula for the distance from the point (xi, yi), i = 1, . . . , m,
to the line y = kx. Furthermore, since
m∑
i=1
pi
(kxi − yi)2
1 + k2 
m∑
i=1
pi
(Kxi − yi)2
1 + K2 ,
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where K > 0 is solution of problem (11), we have
lim
n→∞F(an, bn, 
n) 1
1 + K2
m∑
i=1
pi(Kxi − yi)2 =: F1.
Let us also ﬁnd a point inP× , at which functional F attains a value smaller than F1. For this purpose let us choose
a point (x0, y0) from the line y = Kx and deﬁne a continuous function  : (0,∞) → R by the formula
(b) =
m∑
i=1
pi
(
K(b + x0) xi + K((yi − Kxi)/1 + K
2)
b + xi + K((yi − Kxi)/1 + K2) − yi
)2
+ K
2
(1 + K2)2
m∑
i=1
pi(yi − Kxi)2.
Note that (b) = F(K(b + x0), b, 0), where
0 = K1 + K2 (y1 − Kx1, . . . , ym − Kxm),
and limb→∞(b) = F1.
To simplify notations in further considerations, deﬁne
ti := Kyi + xi1 + K2 , i = 1, . . . , m.
Then a simple calculation shows that the function  can be rewritten as
(b) =
m∑
i=1
pi
(
Kti
b + x0
b + ti − yi
)2
+ K2
m∑
i=1
pi(Kti − yi)2
and that the necessary condition (12) is equivalent to
m∑
i=1
pi(Kti − yi)ti = 0. (15)
The derivative of the function  equals
d(b)
db
= 2K
m∑
i=1
pi
(
Kti
b + x0
b + ti − yi
)
(ti − x0)
(b + ti )2
ti .
Since
lim
b→∞
b2d(b)
db
= 2K
m∑
i=1
pi(Kti − yi)(ti − x0)ti ,
by using (15) and (10) we obtain
lim
b→∞
b2d(b)
db
= 2K
m∑
i=1
pi(Kti − yi)t2i = 2K
(
K
m∑
i=1
pit
3
i −
m∑
i=1
piyi t
2
i
)
= 2K
(∑m
i=1pitiyi∑m
i=1pit2i
m∑
i=1
pit
3
i −
m∑
i=1
piyi t
2
i
)
> 0.
This means that the derivative of the function  is strictly positive whenever b is large enough. Therefore there is a real
number b0 > 0 such that the function  is strictly increasing on the interval (b0,∞). Hence for every b ∈ (b0,∞) we
have
(b) = F(K(b + x0), b, 0)< lim
b→∞(b) = F1.
Therefore, in this way functional F cannot attain its inﬁmum.
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We proved that sequence (an) is bounded, so we may assume it is also convergent. Let an → a.
Let us now show that the sequence (bn) is bounded. We prove this by contradiction. Suppose (bn) is unbounded, i.e.,
bn → ∞. Then from (13) we would obtain limn→∞ F(an, bn, n)∑mi=1 piy2i . Since there exists a point inP× at
which functional F attains a smaller value (see Case (a)), functional F cannot attain its inﬁmum in this way, i.e., (bn)
is bounded. Let bn → b, and therefore (an, bn) → (a, b). Note that a, b0.
Now we are going to show that a, b > 0, i.e., (a, b) ∈ P.
If a = 0, choose any natural n such that
min
i=1,...,m yi > an > 0.
Since an → 0, such n exists. This implies that
yi > anan
xi + ni
bn + xi + ni
= f (xi + ni ; an, bn)0, i = 1, . . . , m,
and therefore
F(an, bn, 
n) =
m∑
i=1
pi(f (xi + ni ; an, bn) − yi)2 +
m∑
i=1
pi(
n
i )
2

m∑
i=1
pi(f (xi + ni ; an, bn) − yi)2
m∑
i=1
pi(yi − an)2.
Taking the limit n → ∞ we obtain F(a, b, )∑mi=1piy2i . In considerations under Case (a) it has been shown that
there exists a point at which functional F attains a value smaller than
∑m
i=1piy2i . Thus, a > 0.
Now we are going to prove that b > 0. We prove this by contradiction. Suppose that b = 0. Let us denote
IL := {i : xi + i = 0 and a − yi > xi},
IR := {i : xi + i > 0} ∪ {i : xi + i = 0 and a − yixi}.
Note that IL ∪ IR = {1, . . . , m} and IL ∩ IR = ∅.
For every i ∈ IR such that xi + i > 0 we have
lim
n→∞ f (xi + 
n
i ; an, bn) = limn→∞
(
an
xi + ni
bn + xi + ni
)
= a
so that
lim
n→∞
[(
an
xi + ni
bn + xi + ni
− yi
)2
+ (ni )2
]
 lim
n→∞
(
an
xi + ni
bn + xi + ni
− yi
)2
= (a − yi)2. (16)
If i ∈ IL, or i ∈ IR such that xi + i = 0 and 0a − yixi , then
lim
n→∞
[(
an
xi + ni
bn + xi + ni
− yi
)2
+ (ni )2
]
2i = x2i (a − yi)2. (17)
Suppose now that i ∈ IR such that xi + i = 0 and a − yi < 0 <xi . Since a < yi and an → a, there is an n0 ∈ N
such that
yi > an, nn0,
and therefore
yi > anan
xi + ni
bn + xi + ni
0, nn0.
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This implies
lim
n→∞
[(
an
xi + ni
bn + xi + ni
− yi
)2
+ (ni )2
]
 lim
n→∞
(
an
xi + ni
bn + xi + ni
− yi
)2
 lim
n→∞(an − yi)
2
= (a − yi)2. (18)
Now from
F(an, bn, 
n) =
m∑
i=1
pi
(
an
xi + ni
bn + xi + ni
− yi
)2
+
m∑
i=1
pi(
n
i )
2
by means of (16)–(18) we ﬁnally get
lim
n→∞F(an, bn, 
n)
∑
i∈IR
pi(a
 − yi)2 +
∑
i∈IL
pix
2
i =: F2.
Note that IR = ∅. Namely, otherwise we would have F2 =∑ni=1pix2i . This is impossible because there exists a point
in P×  at which functional F attains a value smaller than F2 (see Case (b)).
The proof will be concluded by showing that there exists a point in P × , at which functional F attains a value
smaller than F2. To do this ﬁrst put
y¯R :=
∑m
i∈IRpiyi∑m
i∈IRpi
and then consider the following class of Michaelis–Menten functions
x → f (x; a0, b) = a0x
b + x , b > 0,
where a0 is chosen in the following way:
(1) If a = y¯R , let a0 be any real such that
|a0 − y¯R|< |a − y¯R| and a0 − yi > xi, i ∈ IL.
Note that such a0 exists, because a − yi > xi for every i ∈ IL.
(2) If a = y¯R , let a0 = y¯R .
Now deﬁne functions i : (0,∞) → R, i = 1, . . . , m, by the formula
i (b) =
{ byi
a0 − yi − xi, i ∈ IL,
0, i ∈ IR.
Since
f (xi + i (b); a0, b) = yi, i ∈ IL,
we have
F(a0, b, (b)) =
∑
i∈IR
pi
(
a0xi
b + xi − yi
)2
+
∑
i∈IL
pi
(
byi
a0 − yi − xi
)2
.
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Case a = y¯R: Since |a0 − y¯R|< |a − y¯R| and the quadratic function u →∑i∈IRpi(u− yi)2 attains its minimum∑
i∈IRpi(y¯R − yi)2 at point y¯R , we obtain∑
i∈IR
pi(a0 − yi)2 <
∑
i∈IR
pi(a
 − yi)2,
wherefrom
lim
b→0+F(a0, b, (b)) =
∑
i∈IR
pi(a0 − yi)2 +
∑
i∈L
pix
2
i
<
∑
i∈IR
pi(a
 − yi)2 +
∑
i∈L
pix
2
i = F2.
This means that there exists a real b> 0 such that (a0, b, (b)) ∈ P×  and F(a0, b, (b))<F2.
Case a = y¯R: Only one of the following two subcases can occur: (i) IL = ∅ or (ii) IL = ∅.
Subcase IL = ∅: Let us deﬁne a continuous function 1 : [0,∞) → R by the formula
1(b) :=
∑
i∈IR
pi
(
a0xi
b2 + xi − yi
)2
+
∑
i∈IL
pi
[
a0yi
(a0 − yi)b + yi − yi
]2
+
∑
i∈IL
pi
(
byi
a0 − yi − xi
)2
.
The derivative of the function 1 equals
d1(b)
db
= − 4a0
∑
i∈IR
pi
(
a0xi
b2 + xi − yi
)
xib
(b2 + xi)2
− 2a0
∑
i∈IL
pi
[
a0yi
(a0 − yi)b + yi − yi
]
yi(a0 − yi)
[(a0 − yi)b + yi]2
+ 2
∑
i∈IL
pi
(
byi
a0 − yi − xi
)
yi
a0 − yi ,
wherefrom it is easy to conclude that
d1(0)
db
= −2a0
∑
i∈IL
pi
(yi − a0)2
yi
+ 2
∑
i∈IL
pi
xiyi
yi − a0 < 0.
To see this note that the second term is negative because a0 >yi for all i ∈ IL by the deﬁnition of the set IL.
Since d1(0)/db< 0, the function  is strictly decreasing on some interval [0, ), so that
F(a0, b
2, (b)) = 1(b)<1(0) = F2
for any b ∈ (0, ). Therefore, in this way, functional F cannot attain its inﬁmum.
Subcase IL = ∅: Note that IR = {1, . . . , m}. Let us deﬁne a continuous function 2 : [0,∞) → R by the formula
2(b) := F(a0, b, (b)) =
m∑
i=1
pi
(
a0xi
b + xi − yi
)2
.
A simple calculation shows that
d2(0)
db
= 2a0
m∑
i=1
pi
(yi − a0)
xi
.
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Table 1
Enzyme velocity (y) and substrate concentration (x)
x y x y
0.200 0.0087 0.400 0.0138
0.200 0.0129 0.400 0.0258
0.222 0.0083 0.667 0.0258
0.222 0.0169 0.667 0.0334
0.286 0.0129 2.000 0.0527
0.286 0.0183 2.000 0.0615
0.5 1 1.5 2 2.5
0.02
0.04
0.06
0.08
0.1
Fig. 5. The graph of the function f (x; a, b) and the data.
By assumption (9) we obtain
m∑
i=1
pi
(yi − a0)
xi
=
m∑
i=1
pi
yi
xi
−
∑m
i=1piyi∑m
i=1pi
m∑
i=1
pi
xi
< 0,
and therefore d2(0)/db< 0, i.e., the function 2 is strictly decreasing on some interval [0, ), so that
F(a0, b, (b)) = 2(b)<(0) = F2
for any b ∈ (0, ). Therefore, in this case also functional F cannot attain its inﬁmum.
Thus, we proved that (a, b) ∈ P. Since obviously  ∈ , by the continuity of functional F we have
inf
(a,b,)∈P×
F(a, b, ) = lim
n→∞F(an, bn, 
n) = F(a, b, ).
This completes the proof of Theorem 3. 
Example 4. We are going to ﬁt the Michaelis–Menten model
f (x; a, b) = ax
b + x , a, b > 0
to the data given in Table 1 taken from Watts [29].
Let pi = 1, i = 1, . . . , 12. It can be seen that the data fulﬁll inequalities (9) and (10), so that the TLS estimate
exists by Theorem 3. We calculated the initial approximation (a0, b0, 0) = (0.113728, 1.99484, 0) by transforming
the Michaelis–Menten function to the linear form 1/y = 1/a + b/ax and ﬁtting (OLS ﬁtting) a straight line for 1/y on
1/x. By using the minimization method described in [2] we obtain the TLS estimate and the corresponding TLS sum
of squares:
(a, b) = (0.105641, 1.70256), F  = 0.00020076.
In Fig. 5 we show the graph of the function f (x; a, b) and the data (xi, yi), i = 1, . . . , 12.
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It can be shown (see [17]) that the LS estimate and the corresponding sum of squares reads
(aLS, b

LS) = (0.105643, 1.70269), FLS(a, b) = 0.000201057.
Instead of minimizing functional F, sometimes a more adequate criterion to estimate the unknown parameters a and
b of the Michaelis–Menten function (2) is to minimize on the set P×  the following sum of squares:
G(a, b, ) :=
m∑
i=1
pi[f (xi + i; a, b) − yi]2 +
m∑
i=1
i
2
i ,
where pi,i > 0 are some weights.
Before formulating and proving the existence theorem, we ﬁrst introduce some notations. Let K0 > 0 be the solution
of the problem
min
k>0
D˜(k), D˜(k) :=
m∑
i=1
pii
(kxi − yi)2
k2pi + i . (19)
The necessary condition for a minimum, D˜′(K) = 0, yields
m∑
i=1
pii
(kxi − yi)(xii + kpiyi)
(k2pi + i )2
= 0, (20)
wherefrom it is easy to conclude that such K0 exists.
To simplify notations in further considerations, deﬁne
	i := ixi + K0piyi
K20pi + i
, i = 1, . . . , m.
Now a simple calculation shows that necessary condition (20) is equivalent to
m∑
i=1
pi(K0	i − yi)	i = 0. (21)
As it will be shown in Theorem 5, to guarantee the existence of a minimum of the functional G it is sufﬁcient to require
that the data fulﬁll inequalities (9) and
∑m
i=1piyi	i∑m
i=1pi	2i
>
∑m
i=1piyi	2i∑m
i=1pi	3i
. (22)
Note that in the case wi =pi , i=1, . . . , m, we have G=F , (19) represents problem (11) and inequality (22) is actually
inequality (10).
Theorem 5. Let the data (pi, xi, yi), i = 1, . . . , m, m3, be given, such that 0 <x1x2 · · · xm, x1 <xm and
yi > 0, i = 1, . . . , m. If the data fulﬁll inequalities (9) and (22), then there exists a point (a, b, ) ∈ P ×  which
minimizes functional G on P× .
Proof. In the proof of Theorem 3 it sufﬁces to replace functional F by functional G. Thereby all parts of the proof
remain the same, except the case
(c)
bn
an
→ 1
k
, k > 0
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which has to be especially considered. For that purpose, we rewrite G(an, bn, n) in the following way:
G(an, bn, 
n) =
m∑
i=1
pi
(
an(xi + ni )
bn + (xi + ni )
− yi
)2
+
m∑
i=1
i (
n
i )
2
=
m∑
i=1
pi
(
xi + ni
bn/an + (xi + ni )/an
− yi
)2
+
m∑
i=1
i (
n
i )
2
from where we obtain
lim
n→∞G(an, bn, 
n) =
m∑
i=1
[pi(k(xi + i ) − yi)2 + i
2
i ].
It can be easily checked that the ith term in the last sum is minimal when
i =
kpi(yi − kxi)
k2pi + i , i = 1, . . . , m.
Therefore
lim
n→∞G(an, bn, 
n)
m∑
i=1
pi
[
k
(
xi + kpi(yi − kxi)
k2pi + i
)
− yi
]2
+
m∑
i=1
i
[
kpi(yi − kxi)
k2pi + i
]2
=
m∑
i=1
ipi
(yi − kxi)2
k2pi + i .
Furthermore, since
m∑
i=1
ipi
(yi − kxi)2
k2pi + i 
m∑
i=1
ipi
(yi − K0xi)2
K20pi + i
=: G1,
where K0 > 0 is the solution of problem (19), we have
lim
n→∞G(an, bn, 
n)G1.
Let us ﬁnd a point in P × , at which functional G attains a value smaller than G1, thus showing that in this way
functional G cannot attain its inﬁmum. For this purpose, choose a point (x0, y0) from the line y = kx and deﬁne a
continuous function
(b) =
m∑
i=1
pi
[
K0(b + x0) 	i
b + 	i − yi
]2
+ K20
m∑
i=1
p2i
i
(K0	i − yi)2.
Denote
0 = (01, . . . , 0m) :=
(
K0pi(yi − K0xi)
K20pi + i
, . . . ,
K0pi(yi − K0xi)
K20pi + i
)
,
and then note that 	i = xi + 0i (i = 1, . . . , m), (b) = G(K0(b + x0), b, 0) and limb→∞ (b) = G1.
The derivative of the function  equals
d(b)
db
= 2K0
m∑
i=1
pi
[
K0(b + x0) 	i
b + 	i − yi
]
(	i − x0)	i
(b + 	i )2
.
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Since
lim
b→∞
b2d(b)
db
= 2K0
m∑
i=1
pi(K0	i − yi)(	i − x0)	i ,
by using (21) and (22) we obtain
lim
b→∞
b2d(b)
db
= 2K0
m∑
i=1
pi(K0	i − yi)	2i = 2K0
(
K0
m∑
i=1
pi	
3
i −
m∑
i=1
piyi	
2
i
)
= 2K0
(∑m
i=1 pi	iyi∑m
i=1 pi	2i
m∑
i=1
pi	
3
i −
m∑
i=1
piyi	
2
i
)
> 0.
This means that the derivative of the function  is strictly positive whenever b is large enough. Therefore, there is a
real number b0 > 0 such that the function  is strictly increasing on the interval (b0,∞). Hence for every b ∈ (b0,∞)
we have
(b) = G(K0(b + x0), b, 0)< lim
b→∞(b) = G1. 
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