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Abstract. Let s be a system of linear inequalities cl, ~2, . . . , c, in n variables x1, x2, . . u , x,, where 
inequality ci is of the form xi”,, aijxi abj (aijE{+l,O,-1}, xiE{O,l}, bj an integer, l<i<n, 
1 L j s m). Each inequality has an integer weight. We consider the problem of finding a (O,l)- 
assignment tothe variables of the system of linear inequalities which has maximal weight, i.e. for 
which the sum of the weights of the satisfied inequalities i  maximal. 
Several fast heuristics for this problem are investigated and for each heuristic the following 
question is answered: What is the best lower bound on the performance which is guaranteed by the 
heuristic? Furthermore, it is proven that the given heuristics are P-optima1 in the following sense: 
Iff P # NP then there is no fast heuristic which guarantees more. The basic ideas are 
(1) For systems of inequalities which are invariant under certain transformations the above 
maximization problem has a fast algorithm. 
(2) Problems which are not invariant can be made invariant so that the original problem has a 
solution which is at least as good as the optimal solution of the invariant problem. 
1. Introduction 
Let s be a system of linear inequalities (sli) cl, ~2, . . . , c,,, in n variables 
Xl, x2, l l l 9 x”, where inequality cj is of the form Cy= 1aijxi a bi (aii E {-I- 1, 0, - 1}, 
Xi E (0, l}, bj an integer, 1 s i s n, 1 ~j s m). Each inequality ci has an integer weight 
W(Cj) > 0. 
Example 
3: XI‘ al, 
2: X+4 9 
1: -X1 -X*3-1. 
The third inequality has weight 1 and it is satisfied iff x1 or x2 is 0. 
We consider the problem of finding a (0, 1).assignment to the variables1 of the 
system of linear inequalities which has maximal weight, i.e. for which the SUM of the 
weights of the satisfied inequalities is maximal. In the example above the optimal 
assignment is x1 = 1 and x2 = 1. 
* Present address: Department of Electrical Engineering and Computer Science, Princeton University, 
Princeton, NJ, U.S.A. 
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Let s be a sli which has an assignment I which satisfies the fraction f of the 
inequalities (with their weights) in s. We investigate. the complexity of the problem of 
constructing I. This construction problem, the decision problem (decide whether a sli 
has an assignment satisfying the fraction j) and the maximization problem (find the 
maximal fraction of inequalities which can be satisfied in a sli) are polynomially 
related. 
A heuristic A for the above maximization problem is a polynomial time algorithm 
which computes an assignment A(s) for a given sli s. Let GA : {sli} -3 0 be a function 
which assigns to each sli s a rational number GA(s) so that GA(s) is a lower bound on 
the fraction of (weighted) inequalities which are satisfied by A(s). The function GA is 
called optimal if for every e > 0 there is a sli s so that no assignment for s satisfies the 
fraction GA(s) + e of the inequalities of s. 
The heuristic A is called P-optimal, if there is a function GA so that for every e > 0 
the following set is NP-complete: the sli’s having an assignment which satisfies at 
least the fraction GA(s) + e. This means that P = NP, iff there is a heuristic which is 
better than A, i.e. which satisfies more than the fraction GA(s) for sli’s s which have 
such an assignment. 
The heuristics which are investigated use a symmetrization method introduced in 
[S]. The basic ideas are 
(1) For systems of inequalities which are invariant under certain transformations 
the above maximization problem has a fast algorithm. 
(2) Problem s which are not invariant can be made invariant so that the original 
problem has a solution which is at least as good as the optimal solution of the 
invariant problem. 
2. Symmetfization 
In order to explain symmetrization, we introduce the following notation: If W is a 
!iet of variables, p a permutation of W and s a sli with variables in W, then p(s) is the 
result of substitutingp(zQ for v (for all v in W). Let erf(s, I) be the fraction of satisfied 
inequalities in sli s under assignment I and let F be the full permutation group on the 
elements of W. The sli s is called symmetric iff for all permutations in F and all 
assignments I of s : erf(s, I) = erf( p(s), I). An equivalent definition is: for all permu- 
tations p in F and all assignments I of s : erf(s, I) = erf(s, p(I)), where p(I) is defined 
by: p(l)(a) = lb(p-‘(a)) for all a in W. 
Let SLI(R) be the set of sli’s containing inequalities of at most length k, where the 
length of an inequality is the number of its coefficients different from 0. Let s be in 
SLI(k) and let W be a set of variables containing all vzriables of s. If s is not 
symmetric we make it symmetric with a k-fold transitive permutation group on W. 
A permutation group is said to be k-fold transitive if it is transitive on the ordered 
k-tuples. 
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Let PI be a k-fold transitive permutation group on W. Let s(PI) be the sli, we get 
by concatenating the sli’s p(s) for all p in PI. Then s(PI) is symmetric. Therefore the 
fraction of satisfied inequalities of s(PI) is only dependent on the number z of the 
variables which are set true. Hence the optim al assignment I for s(piT) can be 
determined using a search through the yt + 1 possible values of t, where n is the 
number of variables in s. 
Let sym(s, PI) be the fraction of satisfied inequalities which are satisfied by the 
optimal assignment for s(PI). Then there is an assignment I of s which satisfies the 
fraction sym(s, PI) of the inequalities in s. (Use the fact that if the ave:rage of a 
sequence of numbers is f, then at least one of the numbers is greater than or equal 
to fi) 
With the above method we can compute a lower bound sym(s, PI) on thie fraction 
of inequalities which can be satisfied in a given sli s. Now we discuss the details of the 
computation of the function sym. 
2.1. Lower bound on the performance 
An inequality z;= 1 alxla b is said to be of type Tijb if j elements in {al, a2, . . . , a,} 
are unequal to 0 and if i elements in {al, a2, . . . , a,} are + 1. An inequality is said to 
be trivial if it is either always satisfied or never satisfied. An inequality of type rjb 
with b < 1 - (j - i) is always satisfied, and if b > i it can never be satisfied. For fixed j 
at most j different b’s are possible so that the inequality is not trivial. Therefore a sli 
in SLI(k) can contain at most 
i (j+Wj 
j=l 
different types for inequalities which are not trivial. 
In the following we give a closed formula for sym(s, PI) under the assumption that 
for each inequality of type zjb we have: b = 1 -j + i. Systems of inequalities with this 
property represent conjunctive normal forms of the propositional calculus. 
Let b = 1 -j + i and let s be a sli which only contains inequalities of type Tiibm Let 
1 ribI be the sum of the multiplicities (=weights) of inequalities of type IGjb* 
Let PI be a k-fold transitive permutation group on W, where W contains the 
variables of s. Let ChOm (PI, j) be the number of group elements in PI which send a 
fixed unordered j-tuple to another fixed unordered j-tuple. (Cho&?!, j) is the same 
number for any pair of j-tuples.) Then the group size is IPIi = (E) l chom(P~, k). The 
sum of the multiplicities of the inequalities of type Tijb in s(PI) is 1 TijbI l 1~1. Get z be 
the number of variables in s which are set to 1. Then the sum of the multiplicities of 
unsatisfied inequalitks of type Tijb in s(PI) is 
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Note that there is a partition of the &, l chom(PI, j) 9 ("T') l (jri) inequalities into sets 
of size <i, so that in each set exactly one inequality is unsatisfied. ChOm satisfies the 
inequality: Chom(p& j) 2 k !. 
The sum of the multiplicities of the satisfied inequalities of type Tijb in s(H) is: 
Therefore 
max 
sym(s, PI) _ zE{O, 1.. . . . n) 
( f f: SAT(z, &, PI)) 
i=l i=O 
multIHI 
where mult is the sum of the multiplicities of all inequalities in s. In this special case 
(b=l-j+i) and in general (l-j+i c b s i) the function sym(s, PI) can be 
computed in polynomial time in the size of s, even if IPII is exponential in the number 
of variables in .r. 
2.2 Assignment construction 
Given a sli s and a group PI how can we find an assignment which satisfies the 
fraction sym(s, PI) of the inequalities? One algorithm is immediate from the method 
of symmetrization: it computes for each permutation p in PI the value of erf(s, p(l)) 
until it is greater than or equal to sym(s, PI). I has to be an arbitrary optimal 
assignment for s (PI). 
For SLI(2) and SLl(3) this method gives a polynomial time construction if the 
appropriate groups are chosen. There are sufficiently many 3-fold and 2-fold 
transitive permutation groups for which the group size is polynomial in the cardinal- 
ity of the set on which the group operates. For every prime p there is a 2-fold 
transitive permutation group of degree (set size) p and order (group size) p*( p - 1). 
For every prime p there is a 3-fold transitive permutation group of degree p + 1 and 
order p3-p (see Appendix A). 
For the symmetrization of a sli we don’t need the group property. Therefore we 
make the following definitions. A set PI of permutations i  said to be k-fold transitive 
with multiplicity c if for any pair G, H of ordered k-tuples there are exactly c 
permutations in PI which transform G to H. (Of course, a k-fold transitive group is a 
k-fold transitive set.) If T is a set of permutations we denote with D(T) the 
cardinality of the set on which T operates. A sequence T1, T2, . . . , T,, . . . , of k-fold 
transitive sets is called polynomially bounded, if ITk I is polynomial in D( T,) and 
furthermore for any natural number 4 there is a j so that 4 < D( Ti) s dq for some 
constant d. 
Unfortunately polynomially bounded sequences of k-fold transitive sets are only 
known for k = 1,2 and 3 (see Appendix A). We now look for a polynomial time 
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algorithm which finds an assignment satisfying at least the fraction sym(s, Pr), of the 
(weighted) inequalities if PI is the full permutation group. 0f course, the full 
permutation groups are not a polynomially bounded sequence. Let s be a sli and let x 
be a variable of s. s, =d denotes the sli which is obtained from s after the following 
operation: x is replaced by d (d = 0,1) and each inequality is transformed to normal 
form (by an appropriate addition). 
With SA(s, x = d) we denote the sum of the multiplicities of the inequalities which 
are satisfied if x = d, independent of the remaining assignment. Let F(n) be the full 
permutation group on n elements, where iz is greater than or equal to the number of 
variables in s. We compute an assignment I of s satisfying at least the fraction 
sym(s, F(n)) of the inequalities with the following polynomial algorithm IC. We use 
the abbreviations l = sX = 1, so = sXco. IsI denotes the sum of the multiplicities of 
inequalities in s. 
Algorithm IC. 
Ear all variables in s do 
n := number of different variables in s 
if IsI1 l sym(sl, F(n - 1)) + SA(s, x = l)> 
isol l sym(so, F(n - 1)) + SA(s, x = 0) 
then x:= 1; s:=s,+ 
else x := 0; s := s, =o 
The correctness of this algorithm is based on the following 
Theorem 1. Let s be a sli E SLr(k) with n variables and l’et PI be the full permutation 
group on n variables. With PI 1 we dent te the full permuta tion group on n - 1 variables. 
Then for each variable x of s: 
isi l sym(s, PI)< 
<max(lsll 9 sym(sl, PIl)+SA(s, x = l), Isol l sym(so, PIl) + SA(s, x = 0)). 
Proof. Let n be the number of variables of s and let t be a symmetric sli. ‘With val(1, t) 
we denote the sum of the multiplicities of the satisfied inequalities, if 1 variables are 
set 1 I We consider the function 
Q(z) = z l (val(z - 1, sl(P1l))+ IPIll l SA(s:, x = 1)) 
+(n - z)(val(z, so(P1l)) f lP1ll 0 SACS, x = 0)). 
Let zmax(O G zmaxs n) be a value of z so that Qzmax) = maxosZ=,Q(z). Then 
by definition of sym(s, PI), the following equality holds: 
IsI l IPII l sym(s, PI) = Q(zmax). 
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The sli’s sx&V 1) and s,=o(Hl) are symmetric since PI1 is k-fold transitive. 
Obviously for any z: 
and 
IsI1 . BP111 l sym(sl, Hl) aval(z - 1, s&?Il)) 
Isol l [PI11 . sym(so, PIl) 2 val(t, s0(PI 1)) 
since for determining sym(sl, Ml) and sym(so, PIl) an optimal interpretation is 
determined. Therefore 
G z(IsIl . IPIll 9 sym(sl, PIl) + IpIll 9 SA(s, x = 1)) 
+(n -z)(ls~l l lPIll l sym(so, PIl)+ IPIlI . SA(s, x = 0)). 
Since n l IPIll = 1~11 we have 
IsI l sym(s, PI& 
~5 (Is11 l sym(sl, PIl.)+SA(s, x = 1)) 
n 
+ 7 (Is01 l sym(so, PIlj + SA(s, x = 0)). 
Since z/n + (n - r )/n = 1, the desired result follows: 
IsI l sym(s, PIjs 
~max(lsll l sym(sl, PIlj+SA(s, x = l), Isol l sym(so, PIlj+SA(s, x =Ojj. 
2.3. Optimality of the performance 
We have proven that in a sli s we can always satisfy the fraction sym(s, PI) of the 
(wei&ted) inequalities. PI has to be a sufficiently transitive permutation group which 
acts on the variables of s. Therefore sym(s, PI) is a lower bound on the fraction of 
inequalities which can be satisfied in s. 
Propodion. sym(s, PI) is optimal. 
Proof. Let W be a set of variables which contains the variables of a symmetric nf s. 
Let P” be a multiply transitive permutation group on W. Since s i:: symmetric no 
more than the fraction sym(s, PI) of the inequalities in s can be satisfied. 
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2.4. P-optima@ of the heuristics 
We have investigated three polynomial heuristics for satisfying the maiximal 
fraction of inequalities in a given sli. The first two use the fact that there are 
polynomially bounded sequences of 2-fold and 3-fold transitive sets of permutations. 
These heuristics only work on sli’s in SLI(2) or SLI(3). 
The third heuristic (Algorithm IC) is a greedy algorithm which uses a look ahead of 
one variable to decide whether a variable has to bet set 1 or 0. It uses the full 
permutation group for symmetrizing. Let H be one of these three heuristics. 
For an arbitrary sli s the heuristic H always satisfies the fraction 
sat(s, H) = sym(s, PI(H, s)) 
of the inequalities in s, where PI(H, s) is the group used bY heuristic H to sym- 
metrize s. 
Theorem 2. All three heuristics are P-optimal. 
Proof. A sli s is called to be 2-satisfiable if any two inequalities in s are satisfiable. A 
satisfiable sli is said to be a 2-satisfiable cnf (conjunctive normal form) if for any 
inequality of type 7’ijb the equality b = 1 -i + i holds. We consider the three heuristics 
on the set R of 2-satisfiable cnf’s which don’t contain inequalities of type Tolo. 
From the proofs of the results in [S] it follows that for each of the three heuristics H 
and for all 2-satisfiable cnf’s in R: sat(s, H)*> 7, where 7 is the golden mean 
(-i- = && - l), see Appendix B). Furthermore it is proven in [S] that for any r. > r the 
following set is NP-complete: all 2-satisfiable cnf’s s in R having an assignment 
which satisfies at least the fraction r. of the inequalities (TV algebraic). 
This result proves that all three heuristics are P-optimal in the sense that there is 
no polynomial algorithm with better performance on sli’s for which a better per- 
formance is possible, unless P = NP. For if we could find a polynomial heuristicwhich 
satisfies at least the fraction sat(s, H) + e (e > 0) on sli’s which have such an 
assignment, hen P = NP. 
3. SUmm8zy 
It is obvious that symmetric systems of linear inequalities (sli’s) are easier to solve 
than sli’s which are not symmetric. It is shown how sli’s Iwhich are not symmetric an 
be made symmetric so that the original sli has an assignment which is at least as good 
as the optimal assignment of the symmetric problem. 
Given a sli we can find a lower bound on the fraction of satisfied inequalities with 
the above method. Three fast algorithms are presented which construct an assign- 
ment satisfying this lower bound. It is proven that the presented algorithms are 
P-optimal is PZNP. 
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This fact is proven using results from [S] which state, that for 2-satisfiable cnf’s tha 
golden mean is the exact frontier between easy (polynomial) and difficult assignment 
construction problems. 
The idea that symmetrization is a good heuristic for combinatorial optimization 
seems not to be known in the literature. Furthermore, the algorithmic optimality 
(under the assumption that P # NP) has not been investigated in the literature [4,7]. 
It is only shown that the given lower bound on the performance is tight in the worst 
case, but it is not proven that the following set is NP-complete: the set of problems 
which have a solution which is better than the given lower bound. The sym- 
metrization method has applications to many other difficult optimization problems, 
e.g. set covering, hitting set, graph colouring, (0,l) integer programming. 
Appendix A. Polynomially bounded multiply transitive permutation groups 
Multiply transitive sets of permutations which are not groups seem not to be 
investigated inthe literature. No polynomially bounded sequence of 4-fold transitive 
permutation groups is known [63. We give polynomially bounded sequences of 3-fold 
and 2-fold transitive permutation groups [2,3]. 
Let p be a prime and GF(p”) the Galois field with p” elements. We consider linear 
fractional groups of GF(p”). Let S = G&J”) u(a). 00 represents any formal 
quotient u/O, u # 0, u E GF( p”). S contains p” + 1 elements. S is permuted by every 
transformation of the form 
where a, 6, C, d E GF( f ) and X, x1 E S. These transformations form a group 
called PGL(2, GF(p”)). We determine the order of the group and give at the same 
time an algorithm for generating the group. If c = 0 we may take d = 1 without 
loss of generality. Then the transformation is linear. The number of linear trans- 
formations is p” l (p” - 1). They induce a 2-transitive permutation group on 
s - (XJ}* 
When c # 0 we may take c = 1 without loss of generality. Then a and d may range 
independently over pn elements of GF( p”), while for each pair of values of a and d 
the element b may take just p” - 1 values, since ad - bc # 0. Thus, when c Z 0 we 
have just p” l p” l (p” - 1) transformations. Adding this number to the number of 
linear transformations we obtain the sum (p” + 1) l p” l ( p” - 1). This number is the 
order of the transformation group. 
In order to prove that the induced permutation group on S is triply transitive we 
need the following: 
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Lemm.a. Let G be a permutation group which leaves fixed a given ordered set of j 
elements. If H is l-fold transitive, then G is (I+ j)-jold transitive 12, p. MO]. 
PGL(2, GF(p”)) induces a permutation group T which leaves fixed the element 
00. H is doubly transitive on S -{a} since it is the sub-group of linear trans- 
formations. According to the above lemma T is triply transitive. 
Therefore we have the result: for every prime p and positive integer n there exists 
a triply transitive group T(p”) of degree D(T(p”)) =p” + 1 and order R(T(p”)) = 
(p” + 1) l p” l (p” - 1). Therefore R(T(p”)) is polynomial in D(T(p”)). 
Since between k and 2k there is at least one prime (Bertrand’s postulate) the 
above sequence is polynomial. If ,Di s the ith prime, then for all i > 15 : pi+1 C ipi[l]. 
The above sequence is essentially the only known polynomially bounded sequence 
of triply transitive permutation groups. (See [6, p. 181, [2, p. 266-2761.) 
Appendix B. The golden mean and the P = NP problem 
We give a summary of the results contained in [S]. 
A conjuctive normal form (cnf) is 2-satisfiable, iff any 2 of its clauses are satisfiable. 
We consider the problem of finding an interpretation which satisfies a given fraction 
of the clauses in s. With SAT(t) we denote the set of 2-satisfiable cnf’s having an 
interpretation which satisfies at least the fraction t of the clauses in s. 
In [S] it is proven that SAT(t)E P for all t d T (7 =golden mean = &/S - 1). 
Furthermore a polynomial time algorithm is given which constructs an interpretation 
for a 2-satisfiable cnf satisfying at least the fraction 7 of the clauses. However, for all 
t B 7, SAT(t) is proven to be NP-complete (t e.g. algebraic). . 
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