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As the penetration of renewable energy resources increases in distribution
networks, so does the need to be able to manage these resources in an ef-
fective manner. Since these resources are installed to displace carbon-based
generation and to provide an income stream to the resource owner, it is
important that both installation objectives (as a minimum) can be met.
With all of these renewable energy resources available, the opportunity also
exists to assist with the energy management of this resource-rich power dis-
tribution network. However, the renewable energy resources do not produce
power in a deterministic manner; the available production depends on the
time of day and many other environmental factors.
A smart grid, also often referred to as the future grid, is defined as a
grid that brings together advanced monitoring technologies, control meth-
ods and integrated communications in order to efficiently deliver sustainable,
economic and reliable electrical energy. The future grid enables utilities and
researchers to explore more effective ways of managing power distribution
networks. Increasing levels of renewable energy resources and decreasing
levels of centralised generation also means that the current paradigm of
install-and-forget in distribution networks will not be sustainable and a co-
iii
iv
ordinated approach to the management of these new resources will be re-
quired.
A system that is able to program and co-ordinate the production and
storage of energy in a distribution network is therefore required. This Thesis
presents a multi-agent system (MAS) that is responsible for the management
of renewable energy resources, energy storage systems and loads connected
to a distribution network. The MAS manages the orderly connection and
disconnection of resources using a plug-and-play (PnP) algorithm in order
to minimise disturbances to the supply-and-demand balance within the dis-
tribution network.
The PnP algorithm includes a strategy to monitor energy resources in
such a way that the disturbance of the energy flow in the distribution grid
is minimised. A stochastic model is developed that is able to predict future
power consumption and injection as well as determine an appropriate size for
energy storage requirements. The model is based on the Box-Jenkins method
and satisfies two major objectives. Firstly, to determine the most efficient
state of energy flow between the resources and the distribution network
and, secondly, to minimise the peak demand and off-peak consumption of
electrical energy derived from the grid.
The MAS design is validated using a distribution network based on the
IEEE 34-bus test feeder. The results obtained through computer simula-
tion show that with the proposed PnP algorithm, it is possible to manage
resources so that there is minimal power drawn from the network during
periods of high demand. The performance of the PnP algorithm is vali-
dated against other methods in terms of forecast accuracy, minimisation of
v
energy flow fluctuation and power consumption from the grid. The results
demonstrate that the proposed method outperforms other methods such as
ARIMA and Markov Chain models. Results are presented, the strengths
and limitations of the approach are discussed and possible future work is
described.
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Chapter 1
Introduction
1.1 From Traditional Towards Smart Grid
Researchers and the industry have been developing the concept of a smart
grid as the next-generation of the electricity-grid. It is rather difficult to
provide an exact definition of a smart grid as it is still evolving as a concept.
However, it can be confidently said that a smart grid is a class of technology
that can bring utility electricity delivery systems into the 21st century by
taking advantage of modern advances in computing and automation.
In a traditional grid during peak demand, the electrical power is ex-
pected to be generated at a higher than the daily average of electricity sup-
ply level. Currently, 20% of the entire generation and transmission capacity
in the electric grid is provided only to meet peak demand, implying that this
capacity is only used about 5% of the time [4], which results in not only a
waste of electrical power, but also an increase in the environmental pollution
[5]. In some developed countries with satisfactory generation and transmis-
sion capabilities, this unused capacity of the electric grid is acceptable most
1
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of the time, although it is inefficient.
It is expected that a smart grid will address the limitations and deficien-
cies of existing grids such as: (i) the limitation in distance between the main
power generators and local loads or (ii) essential energy flow management
during peak demand hours when the provided energy from 20% extra gener-
ation capacity has not been used by consumers. Although a traditional grid
may implement the strategy for energy flow management to deal with the
peak power usage, a smart grid introduces new solutions such as distributing
energy sources in the main grid.
A smart grid is defined as a grid that integrates advanced monitoring
technologies, control methods and integrated communications into conven-
tional electricity grid (at both transmission and distribution levels) [6]. In
this dissertation, a smart grid is a network of independent and interact-
ing energy nodes represented by renewable energy sources (source node),
storage systems (store node) and loads (sink node) distributed across the
grid. If a node injects/consumes energy to/from the main grid, then it is
defined as an active node. If a node is connected to the main grid without
injecting/consuming the energy, then it is considered as an inactive node.
1.1.1 Distributed Energy Resources
Distributed energy resources (DERs) are a local power source that can be
aggregated with the main grid to provide the power necessary to meet regular
local demand such renewable energy sources. A smart grid can assist in the
control of the energy flow from DERs to end-user devices, such as loads and
to help the main grid during abnormal situations such as peak demand. This
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energy control is possible because of the introduction and improvements in
monitoring energy flow such as implementation of smart meters. Smart grid
technologies enable an efficient matching between the power generation and
demands [7].
Energy flow can be injected to the electric power distribution system
by renewable energy sources (RESs) that are located close to loads they
serve [5]. An increasing number of RESs causes problems in the smart grid
in terms of the energy flow management between local energy sources and
loads. For example, one of the problems is the growing number of frequent
activation/deactivation of renewable energy sources in power grid which may
cause difficulties in power grid in terms of energy flow management.
1.1.2 Plug and Play
There are opportunities in a smart grid to control and regulate the activa-
tion/deactivation of energy components by using communication between
electric components of DER, information technology, and software engineer-
ing. In this study, an innovative concept based on Plug and Play (PnP)
methodology is developed as an interface between electronic components
and power grids. This concept offers solutions to certain technical chal-
lenges such as frequent interruption in energy flow from renewable energy
sources.
Most of the interruptions in energy flow from renewable energy sources
are caused by the unpredictable nature of natural resources (wind speed and
solar irradiance). The PnP approach can assist in improving reliability in
generating energy flow with re-evaluating distribution grid operation and
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energy flow control under the presence of DER. The framework and the
algorithms presented in this dissertation integrate the PnP concept within
a smart grid to manage the data and control actions required to manage
the energy flow. The proposed PnP algorithm monitors and control the
process of node’s activation in the power grid until the moment of the node’s
deactivation.
A smart grid is expected to exhibit the following key characteristics
with using PnP concept: (i) self-healing in terms of energy flow management
among electrical components, (ii) reliability and increased security in energy
generation and supply for consumers, and (iii) ability to accommodate all
generation and storage options to provide minimum fluctuation in energy
flow.
1.2 Problem Statement
Network service providers classify power systems into three different stages:
generation, transmission, and distribution. The focus of this dissertation is
on the distribution grid where traditional distribution power systems have
the role of distributing the electricity from the transmission grid to power
consumers. Utility companies must guarantee that there is sufficient gener-
ation available to meet consumer demands.
In conventional systems, it is quite complicated for utility companies to
estimate exactly how much electricity is necessary for consumers in real-time.
They must reserve 20% of the entire generation and transmission capacity
to meet peak demand. If a network service provider wants to lower the 20%
of the mentioned reserved capacity, then they need to store energy during
1.2. PROBLEM STATEMENT 5
off-peak to use it during peak demand. If the utility companies want to
implement storing energy reserves to shift the surplus of energy from off-
peak to peak hours, then this method needs the use of expensive storage
components with the cost of their maintenance.
The realisation of DER creates the opportunity to lower the reserved
capacity of generated energy [8]. Currently there is a growing array of
micro-generation devices such as photovoltaic or small size wind turbine.
Small sized energy storage components are becoming more affordable to res-
idential, commercial and industrial customers. Such power systems with
DER could face problems with frequent activation/deactivation of RES due
to the intermittent and stochastic nature of distributed RES. The ad hoc
activation/deactivation of renewable energy sources can adversely affect the
power balance in the local grid.
Distribution power systems are mainly designed to be radial systems
which there are challenges to balance the loads connected to each feeder.
The energy flow fluctuations that are caused by unpredicted events and
malfunctions, must be minimised in the system compared to a reference
threshold. This minimisation guarantees energy flow reliability from energy
generation. Optimisation of energy flow in terms of reduced fluctuation is
one of the challenges of distribution power systems reconfiguration, in which
the states of the sectionalising and tie switches are calculated.
Achieving an optimal reconfiguration is a complex process caused by the
heavy computational load required by the increased number of DERs. An
optimal solution can be achieved by examining power flow for all possible
configurations. The computation load increases further as the system grows
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and more customers need to be accommodated, resulting in an increased
number of nodes. In addition, the optimisation process should take place in
real time in order to react immediately to any change or any fault occur-
ring in the network. This is a further challenge to identifying the optimal
configuration of the network.
The power system reconfiguration is subjected to some limitations such
as radial constraints that will ensure the radial topology of the system is
maintained for all configurations. In order to address these issues, various
studies have been undertaken aiming at developing mathematical algorithms
to smooth the flow of energy from generation to consumers by systematically
activation/deactivation of source nodes [9] [10].
In this study, the developed algorithm in smart grid is about a revolu-
tion in interaction between the increased number of DER and the network
service providers with monitoring and controlling the electrical components.
There are challenges in interaction and designing a two-way communication
between the consumers and the utility companies in terms of providing real-
time information on the current situation and the fluctuation of the power
flow.
1.3 Research Hypothesis, Aim and Objec-
tives
As the primary hypothesis, this dissertation investigated whether the energy
generation and utilisation in a smart grid, with embedded renewable energy
sources, could be smoothed and balanced by PnP methodology for effective
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coordination of the operation of the energy sources while at the same time
minimising the power drawn from the main grid.
Towards examining this hypothesis, a number of objectives were pursued
through systematic research and development:
• As the first objective, a thorough and comprehensive review of the
literature was conducted to develop a deep understanding of the pre-
vious work conducted on the deployment of PnP in the smart grid.
The outcomes of this review are provided in Chapter 2.
• The review of the literature revealed the possibility of using the Multi-
Agent Systems (MAS) as a systematic tool to model the distributed
architecture of the smart grid and the nodes embedded in it. The PnP
algorithm is designed to monitor and control the node’s activation. It
controls the process of activating the node in terms of the energy flow
from/to the main grid without affecting the energy balance in the main
grid. The PnP algorithm is also modelled to control the node during
its activity until deactivation. The potential of deploying a MAS and
this algorithm are examined in Chapter 3.
• In order to address the challenge of managing an increasing number of
nodes in DER, the concept of PnP was explored in order to enable a
node to automatically become active in the network, share its param-
eters with other nodes, and to receive information from them. Using
a MAS approach, a PnP algorithm was developed that, in a systemic
manner, could activate and deactivate the energy resources in the net-
work according to an optimised energy schedule. Such a system would
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significantly reduce disturbances caused by the ad hoc behaviour of en-
ergy sources by balancing energy flow between the new and existing
nodes. The number of messages exchanged between the nodes across
the network would be also minimised in spite of the increasing number
of nodes. This development is reported in Chapter 4.
• In dealing with the random behaviour of the renewable energy sources,
the possibility of stochastic modelling the energy flow in the grid is
examined. The designed stochastic model subsequently was able to
predict the behaviour of the activated source nodes in a distribution
network and accordingly provided the possibility of controlling the in-
termittent behaviour of the renewable energy sources. Due to the small
size of distributed renewable energy sources, the short-term variation
of power sources was predicted based on the most recent behaviour of
the energy sources with smallest amount of computer memory. The
stochastic model also proved to be an effective method to minimise
the peak demand and off-peak consumption of electrical energy de-
rived from the main grid. The stochastic modelling of the power flow
is presented in Chapter 5.
1.4 Research Approach
As the result of the work conducted, a number of innovative strategies were
proposed, satisfying the aim and objectives of the study. Among them was a
PnP algorithm developed as an effective tool in controlling the activation and
deactivation of energy nodes. The renewable energy sources distributed in
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smart grid are activated/deactivated, causing interruption in the production
of energy flow.
Deploying a central control and supervision system in such an ad hoc
system is quite difficult and challenging. Without a central control system,
the reliability of energy distribution is under threat due to frequent activa-
tion/deactivation of electrical components [11] [12]. Through the proposed
PnP, sudden fluctuations of energy flow caused by the introduction of a node
in the network can be avoided without re-engineering the control system.
The PnP algorithm balances the load in a sub-station by activating
or deactivating network elements with minimum fluctuations in power flow
and minimum power drawn from the upstream network via the distribution
substation. Overall, this algorithm has potential to play a significant role
in an intelligent grid by responding to the ad hoc behaviour of a node and
decentralising the real-time communication of a large-scale complex network.
The PnP mechanism was modelled and developed using a MAS [13] ap-
proach as each agent in the system can independently make a decision about
the action it should take based on the information it receives from other
agents, with no need for a central control system or human intervention.
In such systems, an agent decides on its action according to the condition
governing the environment and the functions defined for that agent.
Agent-based technology provides affordable paradigms for a smooth
transition from break down conditions to the resumption of energy flow in
distribution grids [14]. Decentralisation, autonomy and active management
are properties inherent in MAS. Furthermore, a sound, agent-based model
can produce flexible, extensible, and robust energy flow systems in which
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generation and consumption can be balanced. Such characteristics make
PnP an effective tool in modernising distribution grids.
A block-oriented architecture in which the power distribution grid was
divided into blocks for energy flow control was introduced to facilitate tran-
sition from conventional grids to smart grids. Software agents were incorpo-
rated to manage and control of blocks of the grid and add intelligence to elec-
tronic components. In another major development, a stochastic approach
was proposed for deployment of renewable energy sources in a smart grid.
Stochastic modelling allows nodes to predict the value of injected/consumed
power flow and to measure the required power to store in a storage compo-
nent such as batteries.
1.5 Research Contribution
The key contributions of this research can be summarised as follows:
• A comprehensive review of literature on the application of the MAS
in power systems and the smart grid with embedded renewable energy
sources was conducted. The review provides a comprehensive study of
various methods reported in the literature, major trends in this areas
as well as the state of the art in this field.
• An optimal, efficient and effective method was proposed for optimal
clustering a large number of energy nodes in the smart grid into smaller
and manageable groups.
• The formulation of constraints that limit power flow between the nodes
in a network were systematically identified and modelled.
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• An electrical model of the nodes in the smart grid, incorporating the
dynamic and behaviour of the nodes and their parameters, was devel-
oped.
• An adaptive method based on distributed value function (DVF) [15] in
construction of the PnP strategy was developed to efficiently estimate
the state-action pairs.
• The electrical energy flow in a network was stochastically modelled
using the Box-Jenkins method [16]. The model facilitated load levelling
and/or peak shaving in order to minimise the fluctuation between on-
and off-peak energy demands.
• A strategy was developed to maximise the energy stored in store nodes
within a power network to maintain the state of charge (SOC) of bat-
teries at the highest level. This strategy assists store nodes to manage
and save energy from renewable sources during low demand. It also
allows store nodes to inject the stored energy into the network when
there is not adequate power available from renewable energy sources.
The research has resulted in the following publications:
• Hassan Shirzeh, Fazel Naghdy, Philip Ciufo, Montserrat Ros, “Balanc-
ing Energy in the Smart Grid Using Distributed Value Function(DVF)”,
IEEE Transactions on Smart Grid, 2014, Volume 6, Issue 2, pages 808 -
818.
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• Hassan Shirzeh, Fazel Naghdy, Philip Ciufo, Montserrat Ros, “Stochas-
tic energy balancing in substation energy management”, AIMS Energy,
2015, Volume 3, Number energy-03-00810,pages 810-837.
• Hassan Shirzeh, Fazel Naghdy, Philip Ciufo, Montserrat Ros, “Adap-
tive Stochastic Energy Flow Balancing in Smart Grid”, EnergyTECH
2013, Cleveland, OH.
• Hassan Shirzeh, Fazel Naghdy, Philip Ciufo, Montserrat Ros, “Stochas-
tic Energy Balancing of Renewable Sources in a Smart Grid”, Aus-
tralasian Universities Power Engineering Conference (AUPEC), 2015,
Wollongong, NSW.
1.6 Thesis Structure
The rest of this dissertation is structured as follows:
• Chapter 2. A review of literature on the application of PnP in smart
gird is carried out. The review is focused on the methods proposed to
achieve PnP in smart grid. More specifically, the standard proposed by
IEEE for the communication and implementation of the PnP concept
in smart grid and the challenges faced in defining a set of rules for PnP
communication are analysed.
• Chapter 3. This chapter reviews the implementation of MAS towards
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proposing the block-oriented architecture to empower software agents
for managing the parameters associated with nodes or electronic com-
ponents. The function of each software agent is designed to control the
stochastic nature of renewable energy sources in the smart grid. The
architecture of the MAS described in this chapter provides a founda-
tion for the design of algorithms presented in Chapters 4 and 5.
• Chapter 4. The design and development of an algorithm based on
MAS for the orderly activation and deactivation of resources using a
learning algorithm are described in this chapter. This chapter explains
the proposed algorithm for the steps of node’s activation.
• Chapter 5. In this chapter, the stochastic modelling of energy flow
is designed to optimise the peak demand and off peak consumption.
The proposed model in this chapter illustrates the prediction of node’s
behavior in terms of the energy flow management when it is activated.
• Chapter 6. The proposed PnP algorithm is validated using a net-
work based on the IEEE 34-bus test feeder. MATLAB/Simulink is
deployed to validate the proposed approach and compare its perfor-
mance against some other methods such as autoregressive integrated
moving average (ARIMA) [17]and Markov Chain models [18]. The
results obtained through computer simulation show that by deploying
the developed algorithm, it is possible to manage the power resources
in order to minimise the amount of power drawn from the upstream
network during periods of high demand.
• Chapter 7. This chapter concludes the Thesis and summarises the key
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The use of wind and solar energy in Australia is expected to continue to
grow in the future. The number of renewable energy sources in electrical
power networks is increasing due to government policies, particularly carbon
emission reduction targets. In the latest long term report, the Australian
Bureau of Agricultural and Resource Economics and Sciences (ABARES)
[19] found that wind energy is projected to increase from 4 terawatt hours
in 2007-08 to 44 terawatt hours in 2029-30. The share of wind energy in
total electricity generation is estimated to increase from 1.5% in 2007-08 to
12.1% in 2029-30.
In addition, based on a report from the Clean Energy Regulator in
Australia, the number of PV systems connected to the distribution grid
has increased from 20,000 in 2008 to 1,011,000 in March 2013 [20]. In 2011-
2012, PV penetration was accounted as 1.1% of Australia’s annual electricity
energy production (∼3 in ∼260 terawatt hours) and 5.3% of Australia’s
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annual total residential electricity consumption (∼3 in ∼56 terawatt hours)
[21] [22]. At present, about 11% of the Australian population uses solar
power in their homes. The Climate Commission predicts that the solar PV
sector will provide around 5% of total electricity production in Australia by
2020 and a third of Australia’s total energy needs by 2050 [23].
This clearly shows the popularity of renewable energy sources among
home-owners but it also highlights the potential adverse impacts of DER.
Any power system is a combination of residential, commercial and industrial
customers. Hence, the average power demand can fall dramatically over
some days of the week, such as weekends. Strong solar irradiance and low
power consumption may cause a power flow from the source nodes to the
main grid (worst-case generation scenario). This reverse power flow causes
various problems for the main grid such as voltage rise, voltage fluctuation,
voltage unbalance, and increased harmonic distortion.
Power systems can become vulnerable for many reasons including com-
ponent failure, communication interruption, human errors and unfavourable
weather conditions [4] [24]. The trend towards using more renewable energy
sources may cause unforeseen changes and instability in the power system
because of stochastic activation and deactivation of energy sources and loads
[25] [26].
In order to meet variation in power consumption and to avoid the worst-
case generation scenario for the radial distribution feeder, the operation of
DER should be regulated. In this dissertation, a complex power network
consisting of renewable energy sources is studied in the context of a smart
grid. In an ideal network, the large number of nodes constantly commu-
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nicates to exchange parameters that govern their performance and that of
the network. In this scenario, energy balance in a network consisting of
a large number of DER can use a PnP approach to control the frequent
activation/deactivation of the nodes in the power network. The PnP ap-
proach, designed to manage the renewable energy sources in the network,
has the potential to deal with problems of energy flow management using
the developed learning algorithm and cluster formation.
PnP helps to control the unpredicted fluctuation of energy flow with
(i) managing the status of node’s activation, and (ii) the amount of energy
consumed/injected to/from the main power grid. In addition, a hierarchical
cluster structure can divide the large number of nodes into smaller, manage-
able groups to reduce the complexity of mathematical modelling, monitoring
and control of the energy flow.
The proposed PnP algorithm with cluster formation technique needs a
robust learning and adaptation formulation for the real-time vulnerability
assessment of energy flow. Learning and adaptation is an element of energy
management that learns the current states of power systems in terms of
power flow in the multiple power lines. The PnP algorithm then calculates
the optimum power flow to adjust each node’s produced and consumed power
flow.
In this chapter, a review of the work reported in the literature on the is-
sues raised in the preceding paragraph in implementing PnP in a smart grid
is carried out. The chapter is structured as follows: Section 2.2 highlights
the background and contribution of PnP in power systems to explain how
a PnP algorithm is implemented to control the activation and deactivation
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of the increasing number of nodes. Section 2.3 includes literature on the
implementation of cluster formation as a solution to manage the increasing
number of nodes. Section 2.4 explores the literature concerning the use of
MAS technology as a critical tool for implementing PnP in power grids. Sec-
tion 2.5 highlights the evaluated control methods for activation/deactivation
of nodes including: (i) ad hoc algorithm with learning and adaptation meth-
ods and (ii) stochastic modelling to predict the energy flow from nodes.
Section 2.6 draws conclusions on literature review and describes the next
chapters.
2.2 Plug and Play in Smart Grid
The co-ordination of an increasing number of renewable energy sources in
energy networks requires a higher level of interoperability compared to the
networks of today [27]. If the nodes involved are designed with standards
compliance as a criterion, then that enables the activation of nodes and
facilitates their co-operation, which is the main aim of interoperability.
In a PnP environment, the same communication protocols and standards
must be applied to both new and existing nodes without re-engineering the
information system supporting the nodes. This approach ensures that a node
can join any other node in the network within the required time. Hence, PnP
can play a significant role in the intelligent grid by responding to the ad hoc
behaviour of a node and decentralising the real-time communication of a
large-scale complex network [12].
In recent years, the penetration of renewable energy sources from differ-
ent vendors with different technical specifications into the market has made
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the design of a PnP system more complex. The complexity has increased
further with the absence of a standard format for communication in the
information model of power systems [28].
In the majority of methods proposed in the literature, the lack of a
standardised communication model between increasing numbers of electric
components in the power grid is identified as a major challenge in implement-
ing the PnP information model. Hence, a framework is needed to manage
all aspects of information systems in a smart grid [29] as well controlling the
messages exchanged between various devices on the grid.
2.2.1 PnP and Standards in Power Systems
Intelligent substation access and dispatch technology standards are designed
to provide some options for reconfiguration of smart substation manage-
ment platform. There are some standards presented by the International
Electrotechnical Commission (IEC) for design and implementation of PnP
technology. Currently, there are more than 50 international standards re-
lated to DER and smart grids [30], including:
1. IEC 61850, the communications, network and system standards for
substation automation;
2. IEC 60870, the tele-control supervisory control and data acquisition
standards for power system automation;
3. IEC 61970, the application program interface standards for energy
management systems;
2.2. PLUG AND PLAY IN SMART GRID 20
4. IEC 61968 [31], the standards for information exchange between elec-
trical distribution systems;
5. DNP3, the communications protocol used between components in pro-
cess automation systems;
6. IEEE 1547 [32], for interconnecting distributed resources with electric
power systems to provide a set of criteria and requirements in the
United States.
The IEC 61850 standard communication is the most commonly used and
widely implemented in the power system industry that has been accepted
as one of the prime movers of interoperable smart grid communication and
integrations for DER devices. For example, The National Institute of Stan-
dard Technology (NIST), has proposed using the IEC 61850 as a framework
and roadmap for smart grid interoperability standards among intelligent
electronic devices (IED) [33].
The IEC 61850 standard accommodates the technical limitation of the
networking technology by using basic functionality for power system au-
tomation such as: eliminating procurement ambiguity over expectation in
the IED from various component suppliers; standardising configuration lan-
guage (SCL) to simplify the configuration of a device and its role in power
systems; exchanging data by using a standard format of data and messages
for lowering communication cost and; utilising the standard networking tech-
nology for wide area protection schemes for lowering maintenance costs [34].
The importance of PnP in the standards proposed for information sys-
tems of smart grids has been recognised by many research groups. For
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example, the design of the PnP process is implemented to realise and ex-
pand the concept of PnP for IEC 61850 [35]. In [35], there are several types
of instructive messages to monitor and control devices connected in a power
network, such as, addressing, discovery, description, eventing to control the
devices during unpredicted events and how to present the device from dif-
ferent vendors to the network. Results show [36] that using a standardised
network communication interface for remotely controllable DER helps to in-
crease the capability of dealing with dynamic loads and intermittent DER
power sources.
2.2.2 Challenges in Implementing PnP
Besides the satisfactory result in using standardised network communica-
tion, there are still challenges in terms of managing communication when
the number of nodes are increased dramatically. Managing communication
between nodes is the most critical function of the PnP process. The number
of exchanged messages during the activation/deactivation of electric units
increases with an increase in the number of PnP objects. A challenge faced
in the design and implementation of PnP is how to minimise communication
and exchange of messages among the nodes across a network.
Centralised communication and using the one node as the information
centre is proposed by some studies as a solution to reduce the communication
challenge in PnP. For instance in the research by Subirachs et al. [28], the
Gateway node (iSocket) is proposed for implementing PnP in IEC 61850 as
a middleware for data exchange among nodes. Every node is considered as
an intelligent node to manage the data received from Gateway (iSocket).
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Every node does not have direct connection with each other and they just
communicate with iSocket. There are five main tasks for nodes, including:
1. regulation of energy flow;
2. billing for energy measurement and real time pricing;
3. management of assets;
4. metering for full system monitoring;
5. security of the micro-grid electrical systems.
The advantage of the proposed system by Subirachs et al. [28] is a
reduction of information flow and data exchange between all nodes by using
iSocket as a gateway. The nodes exchange messages with Gateway rather
than each other. In this approach, multiple distributed sources and loads are
managed to minimise the communication of exchanged messages among the
elements of micro-grid. However, an increased number of nodes can result
in information overload in the gateway.
In addition, if the iSocket stops working, then all of the communication
in the main grid fails. This problem is another challenge for the PnP al-
gorithm. Clustering of the nodes and implementing a decentralised control
algorithm are methods suggested in the literature [37] to ease the challenge
of control and management of the increased number of nodes.
2.3 Cluster Formation of Nodes
Energy flow reliability of the distribution network is under question over the
increasing number of demands, generation units and storage devices [38].
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The growing number of nodes increases (i) the complexity in mathematical
calculation of energy flow management, and (ii) the number of exchanged
messages. The large number of nodes is divided into multiple, smaller groups
as the solution for the increasing number of nodes.
A cluster is a decentralised autonomous system that controls supply and
demand through an energy exchange with nearby energy components [39].
Cluster formation is proposed by researchers [38] as one of the solutions to
divide the large scale network to smaller groups of distributed energy sources
and loads, so that power can flow directly from the local generator to the
local demands.
The micro-grid concept helps to find a proper solution for cluster forma-
tion of nodes. A micro-grid is defined as a network of low voltage power gen-
erations, storage devices, and loads which are capable of supplying electric
power for a local area such as suburban area, an industry or any commercial
area [37]. If the whole power system is divided into multiple subsystems
called micro-grids, then there are two types of micro-grids: (i) one which is
isolated from the main grid, and (ii) one which is connected to the distribu-
tion power grid.
The Consortium for Electric Reliability Technology Solutions (CERTS)
micro-grid concept represents the implementation of PnP in distributed en-
ergy resources [40]. Cluster formation of the electric components within
the micro-grid is a solution that can result in a high level of reliability for
maintaining smooth energy flow.
Application of clustering techniques in a distributed energy supply net-
work [39] is possible when an energy cluster can be formed within a district
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based on the predefined standard parameters. In this approach, the large
number of electrical components are clustered into groups, which will reduce
the number of exchanged messages among nodes and simplify the schedul-
ing of energy flow. The clustering technique [41] is used in making a local
decision by including more cooperative objects towards a final solution.
2.3.1 Cluster Formation Techniques
Graph theory is used to implement cluster formation in [42]. In this ap-
proach, the power network is presented as a directed graph. The optimal
power flow (OPF) is the shortest and most cost effective path between two
nodes. In the first step of the cluster formation technique [42], the power
system is converted into a directed graph, G (V,E), to represent the set of
vertices (V), and edges (E) (interconnecting lines among cells in the graph).
The edge length represents an estimation of the transmission cost. The di-
rection of each edge is defined by the current power flow and is changed by
variation in power flow. The graph is summarised in a matrix to identify
the shortest path [43] based on the lowest cost.
In the cluster formation technique using graph theory, the characteristics
of the node are ignored because the only goal is to find the shortest path and
to minimise power flow fluctuation among nodes. Several design patterns
for group formation have been proposed based on the characteristics of a
node [44] [39]. In this approach to cluster formation, a set of rules for group
formation are used such as the similarity between node’s names; the type
of node being a source, load, or store node; and constraints associated with
excessive or deficient energy flow.
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Group selection patterns start when one node starts to interact with
another node. This may happen for reasons such as resource allocation.
The node then starts the migration phase to reallocate itself in the new
group. In this phase, there is a migration condition to decide whether a
change in group happens or not. For example, allocating a source node to a
load node is successful if it does not result in blackout in the power systems.
2.3.2 Advantage of Cluster Formation
Clustering helps to decentralise the network and to provide a smaller, self-
organised group of nodes. This maximises the utility outcome of the system
performance in terms of adaptive job scheduling [38], market based resource
management, and policy coordination in a virtual organisation. The main
advantage of clustering techniques are the localised nature of decision making
to optimise the power system parameters.
For example, if one of the parameters is a price mechanism [45], then a
group of power consumers, who own a renewable energy source, try to achieve
a balance of energy based on price mechanism, by checking the difference
between the total production and consumption of energy. These consumers
setup the information network topology based on the exchanged information
with their neighbours. Each power consumer implements a local control
strategy to activate or deactivate its own power generator cooperatively for
energy balance in the main grid.
There are different advantages in the application of the cluster formation
in terms of control and scheduling of energy flow. The clustering technique
is used to optimise the mathematical algorithm to control energy flow by
2.4. MULTI-AGENT SYSTEMS IN SMART GRID 26
reducing the number of variables. For example, the artificial neural network
(ANN) theory [46] is used to facilitate the minimisation of the power loss in
the distribution system. The clustering technique is used to optimise ANN
theory by reducing the number of input data for the ANN. This technique
results in a reduction of the number of neurons in the input layer of ANN.
In this scenario, there are two fundamental criteria for clustering: (i) the
proximity measurement, and (ii) grouping criteria. The proximity measure-
ment represents the degree of similarity between two points. The grouping
criteria are represented by cost function. The clustering technique works by
determining the best training set for a single neural network in a large-scale
system.
Nodes in the smart grid do not have any ability to implement the PnP al-
gorithm including decision making process and cluster formation techniques.
In the next section, solutions have been reviewed to empower the smart grid
to control and monitor nodes.
2.4 Multi-agent Systems in Smart Grid
According to Wooldridge [47], an agent is “a software (or hardware) entity
that is situated in some environment and is able to autonomously react to
changes in that environment”. The environment simply includes anything
external to the agent that is observable, such as solar radiation and the
amount of power flow. The potential value of MAS technology in the power
industry has been reviewed by researchers [13] [14].
Three main characteristics of agents have been used in this dissertation
which are identified based on their tasks and reaction to the environment:
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1. Reactive; where the agents react to the changes in the environment in
a timely fashion;
2. Pro-active; where the agent acts with pre-plan and changes its task
dynamically to avoid any problem in the environment;
3. Social ability; where the agents work in a team to collaborate.
Agents can be involved in numerous tasks and duties such as monitoring
and gathering data from a variety of sensors and distributing controls over
multiple nodes and components.
2.4.1 Challenges of MAS
PnP ability is interpreted as the potential of agents to monitor and control
the node’s activation/deactivation to perform the power system reconfig-
uration autonomously. This permits the agents to join the power system
without extensive human involvement. The aim of MAS is to create a ro-
bust option for distributed energy management in terms of energy balancing
[48]. For example, a micro-grid utilises MAS as the fundamental technique
of virtual power plants (VPP) [49] to monitor the energy flow in generation,
demand, storage, and network stability [50].
There are challenges with the implementation of MAS in power sys-
tems, such as the presence of different communication platforms that cre-
ate problems for the interaction and communication of agents, and conse-
quently undermine the social ability of agents. Collaboration among agents
is made possible through the adoption of appropriate agent communication
language and standards. For example in [51], a combination of IEC 61850











Figure 2.1: Exchange of information between agent and nodes to change
the status of switches.
and IEC 61499 is deployed to achieve a self-healing power grid in multi-agent
control.
2.4.2 MAS and PnP Technology
The application of MAS in fault isolation and power restoration with PnP
technology has been explored in [52] [53]. As illustrated in Figure 2.1, The
agents apply the PnP algorithm to control the state of the nodes by chang-
ing the state of the network switches for re-routing the power flow after
a disturbances in energy flow. The load and source agents connect to lo-
cal switch agents and a global agent located at the substation provides the
acceptable energy profile. PnP technology is deployed in MAS to achieve
fault-tolerance in terms of producing or consuming power [54] [55].
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The application of MAS in the power system has proved effective due
to its flexibility and modularised software design. For example, the project
called ‘AuRA-NMS’ [56] is designed to deploy MAS to implement different
steps of PnP including auto-discovery, self-descriptive, and quick refactor-
ing. The objectives of the project are to control voltage, restore network
automatically, and manage power flow.
In the ‘AuRA-NMS’ project, when an agent is launched, it registers
itself with the agent management system (AMS) and its services with the
directory facilitator (DF). For example, if an agent is about to perform
voltage control, then it searches for the registered agent to request for its
services through the DF so that it can fulfil its task of keeping the voltage at
a certain limit. In this system, agents can be easily added or removed. One
of the challenges in the ‘AuRA-NMS’ project, is the problem of arbitration
and eliminating the conflict between increased numbers of agent’s actions in
order to achieve their goal.
In [57] a mechanism, named future renewable electric energy delivery
and management (FREEDM), is proposed, which deploys PnP for decision
making in power flow management. In this architecture, interoperability
of distributed renewable energy and energy storage devices is used. The
method proposed allows residential and industrial users to share and control
energy through a standardised PnP interface [58].
Besides the PnP algorithm in FREEDM mechanism for node’s activa-
tion, there are requirements for further research due to the lack of strategies
to control energy flow from/to the nodes after activation. If the current
period of time, which is scheduled to run FREEDM algorithm for node’s
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activation, is considered as the current timeframe, then the node’s behavior
must be predicted to avoid further possible disturbances in the subsequent
timeframes. In the next section, multiple strategies have been reviewed to
design the PnP algorithm with the ability to control the nodes when they
are activated to inject/consume energy for the next timeframes.
2.5 Activation and Deactivation of Nodes in
MAS
The concept of smart grid shifts a traditional power system to form a fixed
radial operative technology network to create a more dynamic configuration
that can change hour by hour [59] [60]. For the activation and deactivation of
nodes, the current solution for energy management is based on a centralised
system or a top-down approach to improve fault tolerance and adaptability.
In this management system, the network designer already knows how each
device responds to different faults. Such design faces challenges when the
number of distributed energy components starts to increase and using a top-
down management becomes cumbersome due to the high number of electrical
components.
Bottom-up approaches are investigated by many researchers [48] for
achieving a reliable energy management system when the number of sys-
tem components increases significantly. It is critical to maintain minimum
operational capability under fault conditions of the electric power distribu-
tion systems (EPDS) [61]. This operational capability needs to develop the
energy distribution control technique by changing system operation condi-
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tions for the opening and closing of tie and sectionalised switches to prevent
possible outage. The implementation of MAS as a solution to such challenge
increases the efficiency of the system in terms of the distributed restoration
method [62]. For example, the feeder remote terminal unit (FRTU) can
deploy MAS to isolate the faulty section of the network.
There are two different types of algorithms used for distribution energy
management systems in terms of the activation and deactivation of nodes: (i)
ad hoc algorithm [63] [64], and (ii) planned algorithm using stochastic mod-
elling [65]. An ad hoc algorithm uses continual real time monitoring to find a
solution for immediate optimal reconfiguration of the network and balancing
energy when the node is activated. In a more systematic approach, stochas-
tic modelling is used to accurately estimate the energy produced/consumed
within the network and then plan an optimal reconfiguration of the network
to balance energy in the next timeframe.
2.5.1 Adhoc Algorithms
In many of the methods proposed in the literature, the communication be-
tween the entrepreneur and the end-users may be established by standard
interoperability in real time. For example, in the systems proposed by [66]
and [67], there is a robust association between controllable load and DERs
which contribute to designing a framework for the control of power flow.
Although the majority of such works do not consider the co-operation of
multiple energy sources through the exchange of messages in optimising the
energy delivered to a load or a collection of loads.
When the individual contribution is not adequate to achieve common
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goal, then the agents are programmed to have social capabilities to request
for additional capabilities. Identification of a node’s standard parameters
is the first step towards having social capabilities. Agents must exchange
their parameters with the other agents in examining the common goal with
the constraints towards achieving it [68]. In such models, each autonomous
agent takes responsibility for making decisions and interacting with other
agents.
Deployment of MAS to achieve PnP operation in smart grids is explored
by [14], [69] and [70] for ad hoc reconfiguration of power systems. For exam-
ple, contract net protocol (CNP) [71] is a model for dynamic task allocation
via negotiation among multiple agents through the constant exchange of
environmental information. In the strategy proposed in [72] and [73], a co-
operative multi-agent framework is deployed to control a distributed power
system for self-healing purposes by locating and isolating faults [74]. The
results of CNP or other studies over the limited number of nodes demon-
strate that nature of negotiations that can take place in implementing an
energy management algorithm.
Due to the unpredictable nature of renewable energy sources, it is much
more viable to consider a group of co-operating energy sources in providing
the energy needed by loads. This makes a protocol for negotiation essential,
especially in hybrid renewable energy generation systems. For example, [75]
energy consumers can be responsible for finding the best offers from energy
suppliers through a request and negotiation method. The authors of [76]
identify other parameters used in negotiation in a team formation such as
the amount of power required, the duration of service, and the energy price.
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Besides negotiation methods, it is proposed by [67] [6] that an intelligent
distributed autonomous power system (IDAPS), based on customer-owned
resources, can control critical loads at distribution level through a standard-
ised interoperability algorithm. IDAPS is designed to achieve management
and sharing of the resources of customer owned distributed power grids.
The main challenge in IDAPS is dynamic reconfiguration with learning and
adaptation which is the ability of the system to rearrange its operational
components to work together for a particular mission. This concept is pos-
sible if all agents are aware of the condition and ability of their own node as
well as other nodes in achieving a task.
Learning Algorithm
The amount of power flow in a power line at every instant represents the cur-
rent state of the power network that can change depending on environmental
factors. The main concept of automatic learning is to find the optimum state
within a space of candidate states by optimising a cost function through an
iterative learning process. In the context of this dissertation, the optimum
state helps the power system to maintain a stable power flow between the
nodes.
The scheduling algorithm establishes an orderly activation/deactivation
of renewable energy resources from/to a distribution substation. It also de-
termines the amount of power that must be produced and consumed by
nodes [69]. In the context of a MAS, in the work conducted by [77] and
[78], three steps are identified in achieving learning and adaptation. In the
first step, agents aim to extract information from the environment about the
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excess or shortage of power flow caused by the activation/deactivation of a
node. In the next step, the algorithm determines the nodes to be activated
or deactivated, as well as calculating the amount of power that should be
produced or consumed by each node. In the final step, the algorithm changes
the state of sectionalising switches to be on or off for controlling the disrup-
tion in energy flow. In all three steps, some constraints such as limitation on
power flow fluctuation in branches, load bus voltage magnitude limits and
generator reactive power capabilities are considered [79].
There are different approaches proposed in the literature for learning
and adaptation in power systems including statistical (pattern recognition,
regression, and density estimation), machine learning, and artificial neural
networks learning [80] [81]. The machine learning approach, which uses
heuristic optimisation techniques, has become an important and productive
research field. It aims to build rules inspired by human learning processes
that can achieve energy flow management, protection against vulnerability,
energy forecasting and maintenance of energy infrastructure [82] [83].
There are a number of heuristic and machine learning tools available
that can facilitate automatic learning in power systems. In this chapter, five
methods is selected that comprehensively cover all methods of exploration
or random search methods, including:
• Reinforcement learning (Q-Learning);
• Genetic algorithm (GA);
• Ant colony search algorithm (ACSA);
• Particle swarm optimisation (PSO);
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• Tabu search (TS).
The application of these methods in power systems will be explained in
the following sub-sections.
Reinforcement Learning Reinforcement learning is an area of machine
learning that formulates how agents take an action in an environment of
many states to maximise reward and minimise a cost function. Each ac-
tion represents the current state of power switches that may be altered to
increase or decrease the amount of power in the network. For example, dy-
namic stochastic optimal power flow (DSOPF) [84] based on adaptive critic
design (ACD) is proposed as an optimisation method developed based on
reinforcement learning. A novel energy management system called consumer
automated energy management system (CAES), also operates based on the
concept of reinforcement learning [85]. In all of these examples, reinforce-
ment learning is used in a distributed model because it facilitates the ne-
gotiation of electric power between widely distributed sources and demands
[86] [87].
The Markov decision process (MDP) is the foundation of reinforcement
learning (RL) in a single agent environment [88]. Q-Learning as a distributed
algorithm for the learning of power flow adjustment is used in [89] to allow an
agent to learn and adapt to the environment in a power network. Each agent
stores a Q-table that only depends on its own action based on the production
and consumption of power flow to the network. The agent observes the
current state st of the environment, and selects an action at. As a result,
the environment enters a new space st+1, and the agent receives a reward
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R(st, at). In (2.1), maxaQi(st+1, a) is the maximum value of the Q-table and
is found by selecting the possible action in the next state resulting in the
highest reward or lowest cost function. Qi(st, at) matrix is optimised after
the appropriate number of iterations has been completed to then calculate
the optimum states.
Qi(st, at) = Ri(st, at) + maxaQi(st+1, a) (2.1)
Genetic Algorithm The genetic algorithm (GA) has been widely used
in power system applications such as the reconfiguration of a distribution
network [90] [91]. A genetic method for network reconfiguration has been
used as a random search, which applies binary encoding for simplicity in
learning iterations. Binary codification may be used based on the network
states in terms of value of power flow in branches or the location of section-
alise or tie switches in power systems. The main considerations of binary
codification is lowering the length of binary string and lowering the iteration
rate. The GA finds the best fitness states based on minimising the cost
by using operations in every learning iteration, including, (i) Parent Selec-
tion, (ii) Crossover, and (iii) Mutation of the binary codes as illustrated in
Figure 2.2.
Parent Selection is a probabilistic process in which strings to produce
offspring based on their highest fitness value are identified. Crossover is
responsible for binary state combination. The binary code of two states is
selected as parents and combined to form new binary states that inherit
segments of the information stored in parent binary code. Mutation causes
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Convert States to Binary Codes 
 Calculate Cost Function 
Crossover 
GA Algorithm 
   Iteration=0 
Mutation 
   Iteration=Iteration+1 
[Iteration<=maximum] [Iteration>maximum] 
Parent Selection 
Changing the Switches status 
Figure 2.2: The GA operation.
changes in the offspring, meaning a bit of offspring binary states are flipped
from 0 to 1 and vice versa. This operation produces new characteristics that
are absent in the parent binary states. The objective cost function is calcu-
lated on new the offspring binary state. The iterative learning stops when
one the following conditions are satisfied: (i) all the derived binary strings
are the same, and (ii) the appropriate number of iteration is completed.
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Ant Colony Search Algorithm An ant colony search algorithm (ACSA)
was developed for different applications in power systems such as feeder
optimal reconfiguration and capacitor replacement [92]. The ACSA follows
the behaviour of ants to find the shortest path to food without using visual
clues. Pheromone trails are used by ants to communicate information to
each other. Ants deposit a certain amount of pheromone while walking,
and each ant probabilistically prefers to follow a direction rich in pheromone
rather than one that lacks pheromone.
ACSA has a role as a distributed algorithm consisting of a set of multi-
agents that aim to find an optimum solution for energy and load flow prob-
lems. For example, a pheromone matrix has been used as a memory to
facilitate co-operation between agents [93]. The proposed algorithm is val-
idated on IEEE 14-bus and IEEE 136-bus and has been compared with
reinforcement learning in order to minimise real power loss subject to the
operating constraints such as lower and upper limitations of power flow in
each power line. The results demonstrate a better performance in terms of
speed of convergence and control overload flow problems.
The potential of each node to produce and consume power is calculated
to determine the best state for power flow in each branch of power systems.
Each state is considered as a potential state for ants to move from one to
another. The cost function is minimised at each iteration by ants moving
on a route from state m to state n. For ant k, the probability P kmn (2.2) of
moving from state m to state n depends on the combination of two values:
(i) the state of power flow in next state (Cn), and (ii) trail level τmn, which
is the pheromone strength between state m and n calculated in (2.3).











τmn = (1− ξ)τmn + ετ elitemn (2.3)
where, a is pheromone weighting and b is power flow weighting for all states.
Cq is the state of the node on tour between state m and n. τmn is the
pheromone strength between states m and q. ξ is the pheromone evaporation
constant. ε is the elite path weighting which is between zero and one. τ elitemn
is the pheromone strength of best route found by the algorithm between m
and n. The algorithm is terminated if all ants select the same paths in their
routes, or the appropriate number of iterations is completed.
Particle Swarm Optimisation Particle swarm optimisation (PSO) [94]
[95] is used as one of the random optimisation methods [96] in power systems
by [97] [98]. PSO has been designed based on the behaviour of fish schooling
or bird flocking to find the shortest way to food. Each potential solution
called a ‘particle’ is assigned with randomised velocity to move from one
state to another. The candidate states are defined based on the value of
power flow in each branch and is changed to minimise the cost function
based on particle movement.
A particle moves around a search space and adjusts its position based
on the optimised position of itself (pbest(t)) at time t and the particle in the
neighbourhood which has achieved the lowest minimisation of cost function
(gbest(t)). Every particle has limitations when changing speed and position,
as shown in (2.4) and (2.5). The velocity of each particle at t+1 is calcu-
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lated by considering the difference between pbest(t) and gbest(t) with the
current position and then it is used in (2.5) to calculate the next position of
particle i.
vi(t+ 1) = (w ∗ vi(t)) + (c1 ∗ r1 ∗ (pbest(t)xi(t)))+
(c2 ∗ r2 ∗ (gbest(t)xi(t)))
(2.4)
xi(t+ 1) = xi(t) + vi(t+ 1) (2.5)
where vi(t) is the particle velocity, xi(t) is the current particle position and
r1 and r2 are random numbers between [0,1] and c1, c2, and w are learning
factors.
Tabu Search The Tabu search (TS) has been modelled on the random
search based on two operations: (i) a tabu list of configuration structures,
and (ii) neighbourhood state examination. TS is a meta-heuristic algorithm
that is proposed [99] for distribution system reconfiguration by turning on
and off sectionalising switches. In the proposed method, a Tabu list is used
with variable sizes according to the system size. A random multiplicative
is used in the search process to diversify the search towards the optimised
states.
The Tabu list is updated with the current state when tie and sectionaliser
switches change their position. The power system is not allowed to face the
recorded state in Tabu list [100]. The Tabu list is updated at every learning
iteration to lower the cost function (Figure 2.3). The diversification process
helps to ensure that a large region of state does not remain unexplored.
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For example, one of the solutions for diversification is to penalise frequently
performed opening or closing of the same switches.
Initial Calculation of Cost Function 
 Create a Set of Neighbourhood Cost Function Calculation 
   Evaluate the Neighbourhood Solution 
Tabu search 
   Iteration=0 
Choose the Best Admissible Solution 
Update Tabu list 
[Iteration<=maximum] [Iteration>maximum] 





Figure 2.3: The Tabu search operation.
Comparison and Integration of Learning Algorithms The compar-
ison of learning algorithms is highly dependent on the objective of power
system reconfiguration problems such as minmising the power loss or min-
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imising the disruption in power flow. For example, a reconfiguration al-
gorithm uses ACSA in order to achieve the minimum power loss in radial
distribution network with distributed generators [101]. In this work, the
algorithm is validated on a 33-bus distribution network. The result is com-
pared against ACSA and GA algorithms. The ACSA outperform GA as
ACSA can achieve 44.63% of average loss reduction compared to 43.80% by
the GA when a distributed generator is installed. The main disadvantage of
the GA is that it is a stochastic algorithm and the solutions are not guaran-
teed to be the optimum. In addition, when the size of the network increases,
the size of binary code increases as well, affecting the execution time.
In another example, Q-learning as a distributed algorithm for learning
the power flow adjustment is used in [89] to allow an agent to learn and
adapt to the environment in a micro-grid. Optimised learning algorithms
are presented to study distribution system operation by using an ACSA [92]
and a genetic algorithm [102]. Q-learning is less efficient than ACSA due
to the higher number of iterations required for converge [9]. In Q-learning,
each agent stores a Q-table that depends only on its own action. This makes
Q-learning inefficient because it fails to consider the action of neighbour
and non-neighbour agents. ACSA achieves cluster formation among the
agents by evaluating pheromone deposits in order to reduce the number of
iterations. Both Q-learning and ACSA operate based on only one criterion,
making them inappropriate for this study because multiple criteria must be
considered concurrently.
In another comparison, a new approach to distribution feeder reconfigu-
ration using PSO is proposed [95] to minimise the deviation of bus voltage,
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number of switching operations and total cost of the active power generated.
This method is compared against GA and TS over a realistic distribution
test system. In this test, PSO outperforms GA and TS in terms of iteration
numbers, standard deviation and average objective function value.
In another application, TS is implemented in service restoration as an
emergency control to restore out-of-service areas in power systems [103].
This research shows that TS has the lowest average execution time com-
pared to GA and PSA, which shows the potential of this method for lower
iterations. The comparison of the learning algorithm clearly shows that it is
impossible to present a unique learning algorithm for every problem in the
power system. Different kinds of learning algorithms are tested to find the
one with the best optimised state and the lowest iteration rate.
There are a variety of studies that use the integration of learning algo-
rithm for distributed energy management issues. For example, the integra-
tion of GA and tabu search methods (GATS) [104] [105], the integration of
GA and PSO [88], or Modified Tabu search (MTS) [99] are used in fault
diagnostics of power systems and the optimisation of network power loss in
radial distribution systems. The integration is presented for the reconfigura-
tions of distribution networks to find the optimum state of sectionalise and
tie switches. These studies clearly demonstrate, how the integration of learn-
ing algorithm minimises the computation time of finding the optimum state.
For example, the GATS method demonstrates that the genetic algorithm is
used for global search ability and Tabu search is used for local search ability
to find the optimum states. A satisfactory result is demonstrated when the
GATS method is applied in the event of abnormal operation of protective
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relays. The performance of GATS is carried out with GA and TS, in terms
of a ratio of global optimisation and times of iteration for convergence.
In another application, the integration of learning algorithms and stochas-
tic modelling is investigated as the solution for planned algorithms upon the
increasing accuracy of the predictive performance. Artificial neural network
(ANN) is the statistical learning algorithm that can be used for a wide range
of forecasting. But it cannot be expected that ANN’s forecast is more ac-
curate than a linear model for linear relationships [106]. The autoregressive
integrated moving average (ARIMA) is one of the most popular linear mod-
els in time series forecasting. A new integrated model of ANN and ARIMA
models for time series forecasting is proposed [107] to overcome the men-
tioned limitation of ANN.
2.5.2 Stochastic Modelling of RES
Due to the stochastic nature of resources such as wind speed and solar
irradiance, stochastic modelling can help to estimate the available injected
energy from renewable energy sources. In this dissertation, the main purpose
of research on stochastic modelling is to predict the behaviour of nodes
during their activation. This helps the proposed algorithm monitor and
control the injected energy flow from nodes to the main grid after activation.
There are different approaches for stochastic modelling of renewable en-
ergy sources based on the behaviour of resources at different time frames
[108] [109] and in different regions. For instance, one of the simplest ap-
proaches is the näıve predictor [110] method. The näıve predictor technique
forecasts the next step-ahead as equal to the current state. Accurate energy
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flow forecasting is critical for network service providers in planning new
plants, power system maintenance and energy flow scheduling [111] [112].
The majority of stochastic models proposed in the literature for mod-
elling of renewable energy sources use transition probability matrix models
and assume that the dynamics of such systems are repetitive and cyclic. For
example, Nfaoui et al. [113] derive the transition probability matrix from
the wind speed data for Stochastic Markov Chain model to forecast the wind
speed. Hocaoglu [114] calculates the transition probability matrix for the
presented Hidden Markov modelling of solar irradiance by monitoring both
solar irradiance and air temperature. Air temperature is observed as the
hidden event for accurate prediction of solar irradiance.
All the proposed Markov chain models are developed based on the tran-
sitional probability matrices of the observed states. Once the transmissions
among all states are observed, then the transition probability matrices are
calculated for the period of observation. The transition probability between
state i and j is calculated by dividing the number of previously observed
transmissions from state i to j by the number of all observed transmissions
from state i to all states including state j.
In addition to the transition probability matrix, there are studies that
deploy the Box-Jenkins (B-J) method for stochastic modelling of renew-
able energy sources. Chen et al.[115] demonstrate that time series analysis
methods such as limited-ARIMA, as outlined by Box-Jenkins[16], can be
more efficient than that of the ten-state first-order discrete Markov model
in terms of probability distribution and prediction accuracy of wind power
generation. Time series analysis is used in the stochastic models to pre-
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dict one-step-ahead values based on previously observed data. For example,
the predicted value of power flow, P̂ (t + 1), is calculated based on the n
previously observed values, {P (t− i) ‖ i = 0, . . . , n}.
In the majority of the previous work, data used in the modelling is sam-
pled at long intervals such as hourly or daily. For example, in the work
introduced in [108], the hourly average wind speed time series is modelled
stochastically using the Box-Jenkins method to predict wind speed 24 hours
ahead. The daily timeframe, however, causes problems in power flow pre-
diction for small sized PV. The power flow produced by PV or a small size
wind turbine can show completely different behaviour using a five-minute
sampling interval. For example, with a small cloud, the injected power from
a PV can drop from its peak to its minimum in less than five minutes [116].
Weather-based forecasting in power systems is very common when the
time-frame is less than a day [117]. For example, stochastic modelling based
on an exponentially moving average and time series analysis is used for
load forecasting [118] and an advanced Grey-Markov chain model has been
applied in short-term forecast of 5.6 kW grid-connected photovoltaic system
[119]. The result shows that the short-term forecasts have the best results
in comparison to the other longer timescales in terms of load and solar
irradiance forecasting.
Integration of Stochastic Modelling with Learning Algorithm
As explained in the previous section, a learning algorithm calculates the
optimum state of the power system to maintain a stable power flow between
the nodes. Stochastic modelling is integrated with learning algorithms to
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estimate the optimum state of the power system in the next time-frames.
For example, in [120], a renewable energy (wind turbine) is combined with
energy storage with using a 2-step ahead reinforcement learning algorithm
(Wind+ system) to optimise the battery scheduling.
The main objective in the Wind+ system is to increase the rate of bat-
tery charging during peak hour demand and decrease the electricity pur-
chased from the main grid. In this algorithm, the results of wind turbine
stochastic modelling (Markov chain model) feeds the reinforcement learning
algorithm (Q-learning method) for selecting the optimal battery scheduling
actions.
The main purpose of implementing 2-step ahead reinforcement learning
is to maximise not only the immediate reward at the current time, t, by
means of action a(t), but also the rewards of the future states at time steps
t + 1 and t + 2 by means of the sequence of actions ai(t). The 2-step
reinforcement learning algorithm calculates all possible actions sequences of
battery scheduling for 2-steps ahead with applying the policy for selection
of sequence of actions.
There are some assumptions in this research [120], reinforcement learn-
ing and Markov chain model, such as (i) the time step for the energy system
optimisation is set to be 1 hour, and (ii) there are no power losses and no
technical constraints on the lines and generators capacities. The consumer
has the possibility to control the storage and renewable generator, and thus,
can decide to purchase all electricity from the external grid or cover partly
its demand by using the electricity produced by the local renewable genera-
tor. For this, the consumer can store electricity when the renewable source
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is available and discharge the storage when needed.
In this paper, [120], a Markov chain is adopted for modelling framework
to describe the dynamics of stochastic transition among different levels of
wind speed conditions. There are six states to represent the working con-
ditions of wind generator for Markov chain model. Markov chain model
achieves the prediction accuracy for the wind speed in Wind+ system when
1 hour time step is selected. As explained in the previous section, Markov
chain model needs further investigation for small size RES when the time-
frame is less than an hour.
In another publication, [121], a linear programming algorithm was used
to model optimal energy storage dispatch schedules for peak hour manage-
ment with using photovoltaic-battery storage system (PV+ system). The
linear programming method uses the forecast from PV power output to
estimate the time to charge/discharge of the battery for the purpose of min-
imising peak loads subject to electrical constraints of the PV+ system.
There are some assumption in their algorithm such as (i) during off peak
hour, the battery responds both shortage and surplus of energy, and (ii) dur-
ing peak hour, the battery just responds to a shortage of energy. The specific
time have been defined for off peak and on peak hour for weekday/weekends.
For instance, peak hour for weekdays in summer is 11:00 till 18:00.
A 15 minute time interval is selected for the sampling time of PV output.
Each day, at midnight, the 24-h ahead forecast is calculated to determine the
useable capacity of the battery for supplying the entire peak energy demand.
The calculations include PV rating, peak load, battery capacity. PV power
output forecasts is updated continuously on an interval of three hours.
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The stochastic modelling in prediction strategy is to use moving average
of historical data. Based on a 15-minute sampling time, a 45 minute moving
average is used to generate the solar forecast. Figure 2.4 illustrates the
application of moving average stochastic modelling. The moving average
model gives same weight to older data. Forecasting using the moving average
model is performed based on a time series, MA(t) in Figure 2.4, which is
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Figure 2.4: Example of oscillating line in moving average model.
MA(t) =
∑n
k=0 P (t− k)
n
(2.6)
where: n is an integer value greater than zero.
The forecast is estimated by comparing line MA(t) against actual value
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as illustrated in Figure 2.4 according to the following algorithm:
1. If MA(t) is above the actual value, then an upward movement and a
higher state is predicted in the one-step-ahead;
2. If MA(t) is below the actual value , then a downward movement and
a lower state is expected in the step-ahead;
3. Else, the state for the step-ahead will be set as the same as the current
state.
In Chapter 6, the prediction accuracy of stochastic models in both mod-
els, PV+ system and Wind+ system, are evaluated against the proposed
models in this dissertation.
2.6 Conclusion
The reviewed literature provides an overview of PnP techniques deployed
in a smart grid with distributed intelligent automation. The design of the
proposed information models demonstrates the solution for minimising the
effect of the increasing number of distributed energy sources and loads in
power systems. According to the literature, further research is required for
cluster formation and implementation of the MAS technology as a critical
part of the PnP algorithm to manage the increasing number of nodes.
Learning and adaptation, deployed as the main strategies in the pre-
vious work, are vital parts of the PnP algorithm to estimate the gener-
ated/consumed energy by each node. There are difficulties and challenges
in proposing the unique learning algorithm for every energy flow problem
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in a smart grid. In the future chapters, the focus will be on developing
an algorithm to implement PnP in a smart grid to address the majority of
energy balancing problems. The developed PnP algorithm must not only
find a solution to the real time reconfiguration and activation or deactiva-
tion of nodes, but also present a plan for the behaviour of nodes in the next
timeframe.
In the next chapter, the concept of MAS in smart grid is extended to
review the capability of MAS in terms of activation/deactivation of nodes.
In order to define different kind of roles for agents, further investigation is
necessary to formulate the agent’s task to control different kind of nodes in
smart grid in terms of energy flow management.
Chapter 3
PnP, Smart Grid and
Multi-agent Systems
3.1 Introduction
As explained in Chapter 2, a smart grid is considered in this study as an net-
work including a large number of independent energy nodes represented by
renewable energy sources, storage systems and loads distributed across the
grid. Nodes frequently exchange information to stay aware of the parameters
governing the operation of the network.
The nodes become active in an ad hoc manner, which can be interpreted
as node’s potential to inject/consume the energy to the main grid. Inter-
operability is therefore an essential characteristic in such a network to deal
with the ad hoc behaviour of the nodes [122]. In an interoperable network,
a node can autonomously plug into the network, exchange information with
other nodes, or leave the network without the supervision of a centralised
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control and monitoring system.
In this chapter, the application of MAS in the smart grid and PnP
operating within the smart grid is explored in the proposed algorithm. The
chapter is structured as follows: Section 3.2 highlights the characteristics and
structure of smart grid within the scope of this study for designing the PnP
algorithm. Section 3.3 identifies the challenges faced in this dissertation
for designing and integration of PnP within the smart grid. Section 3.4,
describes how PnP can be designed based on MAS in which each agent
controls the parameters associated with the nodes. Section 3.5 proposes
the block diagram of the designed MAS in the distribution power system.
Section 3.6 draws some conclusions on topics covered in this chapter and
highlights the focus of the next chapter.
3.2 Power Systems Structure and Smart Grid
Concepts
An electrical energy system consists of diverse electrical components that
facilitate the production, transmission and consumption of electrical power.
Production or generation of electrical power is the process of converting
other energy sources into electrical energy. For transmission, different types
of electrical networks are developed, generally categorised by their nominal
voltage at each level of power transmission. Long range transmission over
hundreds of kilometres is achieved at high voltages of several hundreds of
kilovolts (kV). Networks with such specifications are called transmission
systems [123].
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In transformer stations (substations), the voltage is reduced in order to
feed electricity to the so-called distribution system. The distribution system
transmits the electricity to the consumers. These networks work at medium
voltage levels, between 1-50 kV. In a final phase, distribution transformers
convert from voltage from medium to low level (less than 1 kV), which is the
standard voltage level used at residential properties. Some customers (such
as industries) may require electricity at the medium voltage level.
In a conventional energy system, energy is injected at high or medium
voltage levels for consumption in the distribution system. The energy is
distributed to the consumers in a tree-like structure where the leaves are the
final consumers. In this structure, energy flows are mainly uni-directional,
i.e. from the source to the sinks of energy.
In DER, electrical energy is produced in small production units closer to
the consumer than conventional systems; within or near residential areas and
industrial plants. The platform for power generation equipment is usually
only designed to meet the energy needs of locally connected consumers.
A smart grid integrates advanced monitoring technologies, control meth-
ods and integrated communications into the conventional electricity distribu-
tion grid and DER. This will enable the network to accommodate distributed
generation and storage. The overall objective of smart grids in this study
are:
• Reduction in overall cost of energy flow due to real-time awareness of
electricity usage through advanced metering infrastructure (AMI);
• Reduction in global environmental pollution due to inclusion of green
renewable energy resources;
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• Increased reliability of electrical energy distribution and lower risk
of outage due to smarter advanced distribution automation system
(ADAS) [124];
• Higher efficiency in energy distribution and less wastage of energy due
to shorter distribution paths and localised energy generation.
3.2.1 Smart Grid Characteristics
The important characteristics of the smart grid, which has been considered
in designing the PnP algorithm in this study, are as follows [67] [125]:
• Self-healing which allows the grid to react automatically when an error
occurs;
• Bidirectional power flow, which is possible due to the distributed gen-
eration;
• Information flow, which assists in monitoring and control of the oper-
ation of the power grid;
• Customer interoperability, which allows the customers to monitor and
control their consumption and the cost of their energy use through
demand side management.
For the achievement of the defined objectives in the proposed design, a
smart grid is formed through the integration of a number of key technologies
such as smart meters and sensors. Smart meters are electrical meters that
utilise two-way communication between the meter and the network service
providers to enable bidirectional power flow to consumers. This technology
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permits users to control their consumption patterns in real-time, to perform
time stamping of meter data, outage reporting, communication into the
customer premises and on-request reads [126]. It also enables the dwellings
to inject power back to the grid from solar panels or other local renewable
sources to enable load management by responding to fluctuations in demand.
The implementation of power flow sensors, which are monitored by intel-
ligent systems throughout the network, allows the system to automatically
adjust and react to changing conditions [127]. Data collected through sensors
are used by the control centres to make distributed networks more intelligent
[128]. It is difficult to control power flow throughout the distribution grid in
conventional networks as measurements are typically only available at the
distribution substations. In order to fully exploit the benefits of connecting
renewable energy sources to the smart grid, a higher level of information
gathering and processing is designed into the grid [129] [4].
3.2.2 Smart Grid Layers
The smart grid has the potential to handle and manage energy flow in com-
plex electricity systems [130] [12]. Based on the Smart Grid Architectural
Methodology (SGAM) in NIST framework [1], the eight layers of smart grid
shown in Figure 3.1 were developed by the GridWise Architecture Council
(GWAC). These layers were defined to demonstrate a vertical cross-section of
the interoperability in smart grid. Each layer typically depends upon and is
enabled by the layers below it. In NIST framework, the physical equipment
layer and software for transmitting data, is confined to the lowest layers.
Communication protocols and applications reside on higher levels and have
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been reserved for business functionality.
For designing the PnP algorithm in this study, two layers in the smart
grid are considered: (i) a physical layer consisting of nodes (such as renew-
able energy sources or batteries) and power lines that carry the power flow,
and (ii) a logical layer or information channels that broadcast information
generated by the nodes and shared across the network. As shown in Fig-
ure 3.1, the physical layer aligns with the layers of ‘Basic Connectivity’ and
‘Network Interoperability’. In addition, the logical layer aligns with ‘Syn-
tactic Interoperability’, ‘Semantic Understanding’ and ‘Business Context’ in
the NIST framework. The layers of ‘Business Procedures’, ‘Business Objec-
tives’ and ‘Economic/Regulatory Policy’, which emphasise the business and
policy aspects of interoperation, are not considered in this study. A detailed
discussion of the smart grid’s layers are given as follows:
1. Physical layer: The first layer is the physical structure of the electri-
cal grid, and is the lowest level in the hierarchy of a smart grid. It
includes loads, energy storage, generators, electrical equipment, trans-
formers and transmission lines. There are three types of nodes at this
level, sink nodes, store nodes and source nodes. The sink node or
load primarily consumes electrical power. Store nodes or energy stor-
age systems such as conventional batteries, or plug-in electric vehicles
(PEV), store electrical power. Source nodes or power generators such
as photovoltaic (PV) solar energy generation systems, wind turbines
(WT), fuel cells (FC), and micro-turbines (MT), are nodes that pro-
duce electricity and feed it into the grid.
2. Logical layer: This layer is the characteristics of the new generation of
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Figure 3.1: Comparison of SGAM layers [1] and the proposed PnP
algorithm.
electrical grids and is not yet fully implemented at all service levels of
the power system. This layer can be considered as a complementary
layer, built around the physical layer. This layer provides information
management and information exchange between the nodes in order to
control the distributed resources, dispatchable loads and other types
of smart devices in the emerging grids.
In this layer, a node is deactivated if it violates the constraints govern-
ing the grid. The PnP is also implemented at this layer through which
3.3. CHALLENGES FACING DESIGN OF PNP IN THE SMART GRID 59
the flow of power is coordinated. For example, this layer can isolate a
node from power grid or assist a node to activate in the power grid.
Hence, these two layers of smart grid work together according to the
rules governing the network.
3.3 Challenges Facing Design of PnP in the
Smart Grid
3.3.1 Challenges in Smart Grid Layers
In order to fulfil smart grid characteristics in both the physical and logical
layers, many challenges should be addressed, including:
• Due to presence of renewable energy sources, the energy flow is signif-
icantly affected by the natural resources such as wind or solar irradi-
ance.
• The energy generation and distribution system must operate reliably
providing electricity as close as possible to the agreed standards in
terms of the frequency, voltage and power factor of the generated cur-
rent. It should be also ensured in the design of smart grid layers
that equipment in the network are not damaged by extreme transient
conditions such as the charge in the batteries are kept within the state-
of-charge limits or transformers are not overloaded over a long period.
• Management of the energy storage is also required to increase the
reliability in supplying energy. There are challenges in determining the
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time and amount of energy that should be stored in batteries without
affecting the fluctuation of energy flow in power grid. For example,
if some home appliances are off and there is enough energy from PV,
the scheduling strategy should estimate how long the battery may
recharge.
3.3.2 Requirements of PnP
The PnP process is designed and implemented at the communication layer
which is different from the physical layer of the network topology. It can
be defined as a set of characteristics that enable the auto-functionality of
electric components and facilitates a two-way flow of information. There
are certain requirements identified for implementing PnP technology in a
smart grid including a PnP system implementation framework that provides
the overall plan formulating the implementation of PnP systems such as:
(i) standardising the integration process of nodes within the power grid
[131]; (ii) the management platforms such as technical support for automatic
collection of information produced by the grid operation, and (iii) intelligent
substation power grid access to control errors produced by reconfiguration
and system adjustment [132] [133].
When a node does not have prior knowledge about the grid structure
[134], the PnP algorithm first identifies the parameters of the grid system
to evaluate the cost of activation or deactivation of the nodes. This allows a
connection to be formed between energy components [135], such as sources,
loads, storage and power grids [136], [137].
As illustrated in Figure 3.2, the first step in the PnP process is the
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auto-discovery function, which occurs when the new PnP object is about
to activate or deactivate in the power network [133]. Through the manage-
ment platform, the auto-discovery function recognises the new PnP object’s
characteristics and updates the management platform profiles. The discov-
ery message in the proposed system may consist of unique messages such as





Figure 3.2: PnP algorithm.
The next step is auto-configuration. Here, a connection is made between
the new PnP object and the management platform for automated registra-
tion. The self-descriptive service, as part of auto-configuration, is an impor-
tant function of the PnP process that provides a metadata description of
all available electronic devices. The last step involves refactoring or amend-
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ing the output power flow. The time for the last step must be considered
based on turbulence of weather and environmental conditions to avoid any
changes in metadata description of all available electronic devices. Point-
by-point configuration guarantees smooth activation/deactivation without
disturbing energy flow inside the power system.
3.3.3 PnP Design Issues in the Integration of Smart
Grid Layers
Production of electricity can be mainly classified as conventional or renew-
able, based on the primary energy source used. The RES such as wind
turbines and solar panels are affected by weather patterns. Since, the vari-
ation in the weather pattern is stochastic, the RES will be also behave in
a stochastic manner in the generation of energy. In order to address this
phenomenon for balancing the energy between sink, source and store nodes
with using the PnP algorithm, the nodes must deploy a series of strategies:
a) Sink nodes need to monitor and predict the power demanded by the load
and have guarantee from the source node that the expected amount of
electricity will be available to the load.
b) A source node needs to monitor and predict the amount of power gener-
ated by generators and identify which sink nodes should receive electric-
ity. This is determined by the geographical restrictions and the intercon-
nection infrastructure.
c) Store nodes need to monitor, predict, and schedule energy storage sys-
tems (ESS). The state of charge (SOC) of an ESS indicates the amount
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of energy available in the ESS. The SOC should be calibrated and mon-
itored. In addition, store nodes are responsible to charge and discharge
the ESS based on the predicted generation and power consumption.
The overall picture of the proposed PnP algorithm is explained in Fig-
ure 3.3. The PnP algorithm is triggered for the deactivated node when a
node, Nnew, in the distribution substation is activated. The sign of activa-
tion is recognised by a change greater than zero, in the produced/consumed
power within the node from Nnew P (t− 1) to Nnew P (t).
In the next step, as illustrated in Figure 3.3, Ad hoc Adaptive Optimi-
sation (AAO) is used for the two objectives: (i) making decision to keep
node active or inactive to avoid high disturbances in the energy flow, and
(ii) if the status of the node is selected as active then the excess or deficit
power flow caused by Nnew is adjusted globally by using a learning algorithm.
The objective in this section is to minimise an objective function called the
‘power deviation index’ before and after the addition of the nodes in to the
distribution substation. The AAO algorithm will be explained in Chapter 4.
In the last step, in every sampling time (Nnew Ts, minutes), Stochastic
Adaptive Optimisation (SAO) is applied for two objectives: (i) prediction
of injected/consumed power flow from/to new node, Nnew P̂ (t + 1), in the
next timeframe, and (ii) applying a valley filling/peak shaving scenario to
minimise the gap between peak and off-peak demand [138].
A balance between production and demand must be maintained at all
times to guarantee a stable system. In advanced distributed networks that
incorporate different types of renewable energy sources, this task becomes
more complex. Satisfactory reserve power must be accessible at conventional
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plants to maintain production in case of sudden drop in distributed sources.
Additionally, there might be overproduction periods where extra renewable
energy is generated without having a consumer to use it. Therefore, storage
systems are gaining great importance especially in valley filling/peak shaving
scenario.
Monitor Nnew_P(t) 5 Minutes 
[Nnew_P(t)  - Nnew_P(t-1) != 0] [Nnew_P(t) - Nnew_P(t-1) = 0] 
A 
A Stay Inactive 
PnP algorithm 
Start Ad hoc Adaptive Optimisation (AAO) with 
minimising the power deviation index candidate node 
Start Stochastic Adaptive Optimisation (SAO) with 
addressing the valley filling/peak shaving scenario 
A 
Node is active. Node is inactive 
N_Ts
   PnP algorithm 
Figure 3.3: The overal view of the PnP design for the nodes from
activation to deactivation.
For example, the following steps explain the PnP algorithm to control
activation/deactivation of the PV node:
(a) There is a sign of activation in the PV node because of increasing solar
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irradiation which results in Nnew P (t) > Nnew P (t− 1).
(b) In the first step of the PnP algorithm, the AAO algorithm is used to
check the other sink or store nodes for the possibility of consuming the
extra energy from the PV. If there are potential energy consumption
in the network then learning and adaptation algorithm is used by the
AAO algorithm to activate the PV node by adjusting the energy flow
from the PV node to the power grid.
(c) In the second step of the PnP algorithm, the SAO algorithm starts to
predict the injected power flow from the PV node, Nnew P̂ (t+ 1), in the
next timeframe. The prediction of power flow helps to minimise the gap
between peak and off-peak demand to guarantee the balance of energy
after activation of the PV node. The SAO algorithm continues monitor-
ing and controlling the power flow from the PV node until deactivation
of the node. There are two main reasons for the deactivation of a PV
node: (1) lack of solar irradiation, (2) disturbances of energy balancing
in the power grid due to high fluctuation of energy flow produced by the
PV.
3.4 Modelling of the Multi-agent Systems in
Smart Grid
Before proposing any kind of MAS architecture for implementation of the
PnP algorithm, some of the agent’s characteristics are selected to find the
agent’s potential in the structure of modelling in this dissertation. An in-
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telligent agent’s characteristics which are necessary to design of PnP in the
smart grid are described by the following features [13]:
1. Autonomy: The ability of independent local decision making according
to the information gathered from the network without a need for a
central controller or human interference.
2. Reactivity: The ability to react to numerous environmental issues so
that the action taken is compatible with the agent’s function.
3. Pro-activity: The ability to show initiatives which require a dynamic
change in advance to deal with immediate change, which in turn results
in an ultimate goal achievement.
4. Sociality: The ability of social interaction among intelligent agents to
perform simple tasks such as transmission and receiving data or more
complex tasks such as local decision-making.
Due to the mentioned flexible nature of agents, the MAS can be de-
ployed in PnP and fault-tolerant systems. The structure of the MAS or
of its environment can change without any impact on the functioning and
effectiveness of the MAS itself. If a generator or a load becomes active or
inactive, the MAS acknowledges and embraces such change. The distributed
architecture of the MAS also makes it ideal for the modelling and control of
complex distributed systems.
Due to the autonomous nature of each agent, a complex control system
can be mapped across multiple agents, each responsible for one aspect of the
control system. Through deployment of a MAS, the control of the grid can be
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decentralised. Currently, the deployment of the MAS and its interoperability
is implemented through advisory documents developed by the Foundation
for Intelligent Physical Agents (FIPA) [139] governing the agent creation,
communication, etc.
3.4.1 Agent’s Life Cycle
The FIPA specification [140] defines two levels for the management of agents,
the individual agent level, and MAS level which represents a group of agents
and how they should interact with each other. At the first level, the life cycle
of an agent is defined. On other hand, at the MAS level, agent management
services and message transport system for communication between agents
are introduced. These services are critical in enabling the MAS to function
in a distributed manner.
In the context of this dissertation, an agent can be in four possible states,
as illustrated in Figure 3.4:
• Initiated: In this state, the agent completes a series of instructions
defined by the user, and runs once as an initialisation procedure.
• Active: Which is the normal state when the agent functions.
• Waiting: When the agent is monitoring an external event. For exam-
ple, an agent may be waiting for a message from another agent.
• Suspended: When the agent is halted from active state. For example,
an agent controlling a power source may be suspended during certain
maintenance operations.





Figure 3.4: The agent’s life cycle.
3.4.2 Management of Agents
There are four groups of agent architectures: logic-based, reactive, belief-
desire-intention (BDI), and layered-based. Among them, the BDI model
is the most-studied model of practical reasoning agents [141]. In the BDI
model, the belief of an agent is formed by collecting information about the
environment. The desires (options) signify the objectives or states of event
that the agent would like to achieve.
Based on the next state of the environment, there are two different
situations: deterministic or stochastic. If the next state of the environment
is completely determined by the current state and the action executed by the
agent, then the environment is considered to be deterministic. Otherwise,
it is considered as stochastic. A set of intentions help the agent to achieve
its desire. Intention is defined as taking a course of actions. The set of
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intentions help the agent to achieve its desire.
In the architecture proposed in this dissertation, agents operate within
the logical layer of the distribution grid based on the information available
from the sensors and smart meters embedded within the distribution grid.
Interaction between a set of agents depends on the primary goal of each
agent, their assets, external resources available to them and their capabil-
ities to achieve their goals. Typically, agents are involved in competitive
tasks when their goals are contradictory. On the other hand, they collab-
orate when their individual goals are compatible. For example, upholding
the balance between electricity supply and generation is a problem where
cooperation is essential.
External resources include all the elements in the environment that
agents require in order to achieve a task. For example, every energy source
or power line has a limited capacity. Limited resources can result in con-
flict among agents as all may need the same resources at the same time and
the same place. Such conflicts can be resolved through coordination of an
agent’s actions. It is also important to establish whether the task can be
completed by a single agent or a group of agents. The single agent may have
sufficient resources to independently perform the task.
In the context of this dissertation, the PnP concept and standard in-
teroperability is performed not only between a series of agents but between
multiple multi-agent systems. The ability of several systems to exchange
information and use that information is an example of multiple multi-agent
systems interacting with each other.
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3.4.3 Partitioning of Smart Grid with MAS
The proposed PnP algorithm manages interoperability among various nodes,
and reduces the risk associated with network disruption caused by the unpre-
dictable activation and deactivation of nodes, which may result in power flow
fluctuations [29]. For this purpose, this dissertation proposes block-oriented
solutions in which agents are installed and assigned to each nodes. Fig-
ure 3.5 illustrates the implementation of the MAS within a zone substation
region. In this study, a zone substation refers to an infrastructure consisting
of a number of incoming high voltage (transmission line) connections and
multiple outgoing and medium voltage (MV) distribution lines.











Transfer the value of power flow to voltage control layer() 








Figure 3.5: The primary modelling of smart grid with MAS.
The MV lines are further converted to a low voltage (LV) for connection
to customer equipment. In a dwelling, there are agents representing pho-
tovoltaic (PV) resources, small wind turbines, power storage systems and
power consumers. The agents associated with the nodes perform various
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tasks such as: (i) monitoring and exchanging of information about the state
and parameters of the nodes, and (ii) learning and adaptation to determine
the states of nodes in terms of power flow estimation.
Each node in the grid is represented by a set of parameters defining its
ability to inject power into the grid or draw power from it. These parameters
are continuously exchanged between agents, providing a global awareness for
each node of the characteristics of other nodes present in the substation. This
information plays a critical role when a new node is activated in a distribu-
tion substation and clusters of power-consuming and power-generating nodes
should be formed. The information is exchanged by transferring messages
among agents.
The nodes in the distribution substation are assumed to be grouped
into clusters as clopt = {Ni ‖ i = 1, . . . , q}, where q is the number of nodes
within clopt. A cluster is formed to manage the increased number of nodes
in terms of minimising the power flow fluctuation and to reduce the number
of messages exchanged between the nodes. An agent may minimise the
difference between the injected and consumed power within a cluster by
predicting future power flow.
In such a system, the large number of messages exchanged among the
nodes can be a challenge. The method proposed in this study keeps the
number of exchanged messages to a minimum, even if the network consists
of a large number of nodes. In this method, an agent called ‘multi agent
systems management’ (MASM) keeps a directory of the agents in the net-
work. Hence, any enquiry about other agents is directed to this agent. In
this manner, each agent only needs to update the MASM agent rather than
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directly contact each individual agent in the network.
As illustrated in Figure 3.5, the MASM agent transfers the information
available, which includes the value of power flow in each node, to the lower
layers of the smart grid responsible for functions such as voltage or power
quality control. The agents have their own local control and are able to re-
port their status to the MASM agent located at the distribution substation.
In this way, the low-level control of the nodes in terms of voltage and cur-
rent adjustment is de-coupled from energy management. This co-ordinated
approach means that the zone substation has the autonomy to make a de-
cision about peak demand requirements by just supervising the distribution
substations.
In the network, each MASM is responsible for communication among
the nodes associated with a limited number of dwellings. This method can
expose the single point of failure (SPOF) [142] problem and can undermine
the scalability of the large network. This is addressed by adding redundancy
in all SPOFs to increase the reliability in maintaining the connection between
nodes. If the MASM fails to operate then a secondary MASM that mirrors
the primary MASM is deployed. This duplication and redundancy avoids a
total system failure in case of malfunction.
3.5 Formal Definition of an Abstract Agent
Architecture
One of the characteristics of an agent is that its environment can influence
it. An agent performs autonomous actions by proactively reacting to the
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environment. An environment may be in any of a finite set E of discrete
instantaneous states, ei, E = {ei ‖ i = 1, . . . , n}, where n is the number of
states.
An agent performs an action At, which transforms the state of the en-
vironment. The set of possible actions, ai, is represented as
At = {ai ‖ i = 1, . . . , n− 1}.
The agent then chooses an action to execute on the transformed envi-
ronment state. Consequently, the environment responds with the new set





an-1 a3 a2 …… 
a1 
e3 en e1 e2 
Figure 3.6: The sequence of interleaving environment states and ac-
tions.
Figure 3.7 shows the summarised reactive architecture of an agent when
it moves from one state to another.
3.5.1 The Proposed Multi-agent System Design
The proposed energy flow control is deployed to facilitate the transition
from conventional grids to smart grids with a block-oriented architecture in
which the power distribution grid is divided into blocks. Software agents are
incorporated to manage and control blocks of the grid and add intelligence
to electronic components. The agent’s function explains the behaviour and
the actions that can be performed by that agent.




















Figure 3.7: The summarised reactive architecture of an agent.
The proposed block diagram of the designed multi-agent system is shown
in Figure 3.8. Intelligent agents are installed in the distribution power system
to carry out the operations required for a certain application. A detailed
discussion of the properties and functions of each agent is given as follows:
• ID Number: This is the unique number carried by each agent in the
system.
• Switch State: Every agent is installed with a switch in the system.
Thus, each agent needs to track its switch state; either closed or
opened. A switch allows a node to connect/disconnect to/from the
network.
• Life Cycle: This property indicates whether the agent is active, wait-
ing, or suspended. Active agents are taken into account while per-
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Figure 3.8: The proposed block diagram of the designed MAS in smart
grid.
forming tasks such as the reconfiguration application, while waiting or
suspended agents are excluded until they become active again.
• Communicator: This function is responsible for exchange of message
and communications between the agents. There is a sequence manage-
ment to record and determine the part of the task to be performed by
each agent. The scheduler determines this sequence to send it to the
communicator in order to organise the work among different agents in
the system.
• Scheduling: This function is responsible for scheduling the sequence of
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the tasks to be executed. Each object of this class determines when
an agent should collaborate and when it should not. The scheduling
has to keep a history of the agent activity and tracking the number of
times the agent has performed each part of a task. The main aim is
to ensure if the agent will participate in the optimisation process and
which part of the job it should take. In this case, all agents have equal
workloads so that no agent performs more tasks than the other agents
and no agent does the same task every time. This is necessary to make
sure that all agents finish their tasks in specific time.
• Optimisation: This function is responsible for all the steps of the opti-
misation application. Each object of this class acts as a member that
is employed by the agent to finish a certain task as a part of different
optimisation process. As reviewed in Chapter 2, the proposed recon-
figuration methodology implements the optimisation process as one of
the learning and adaptation processes such as reinforcement learning,
genetic algorithm, particle swarm optimisation, Tabu search, or Ant
Colony Search.
• List of associated nodes: It is a list of nodes that are expected to send
their reports to the agent.
• Switch state changing: This method is in charge of selecting the switch
state as connect or disconnect from the network according to the out-
put of the optimisation process.
• Amount of power flow: This property represents the power injected or
consumed by a particular node at a certain time instant.
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• Time stamp: This is the time at which the power injection or con-
sumption of the source node is calculated.
A report is generated by each agent having its unique number, its power
consumption, and the time stamp at which the power consumption is calcu-
lated, and that report is sent to MASM. After sending the report, the node
waits for an acknowledgement from the other agent. If the acknowledgement
is not received within a certain time, the load node has to send its report to
MASM until it receives an acknowledgement. All the interaction between
the agents during exchange of message needs a software framework as a
middle-ware to simplify the implementation of MAS. In the next section,
the selected platform is explained.
3.6 Conclusion
Implementing agent-based systems covers a large number of areas in com-
puting and artificial intelligence, as well as specific expertise linked to the
smart grid in the context of this dissertation. From the technological point
of view, one of the challenges in achieving automation in the smart grid is
to monitor, control, and coordinate the electrical grid efficiently towards a
balanced energy generation and consumption.
Agent-based technology may be considered as an efficient way to deal
with challenges in smart grid such as providing flexible and autonomous
software systems to solve a growing number of complex problems. In this
chapter, the deployment of MAS technology was introduced within the con-
text of grid automation, modelling, and control. The significance of agent
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architecture in smart control of power distribution grids was also highlighted.
In the next chapter, the algorithm of AAO is modelled with a novel
learning and adaptation algorithm with cluster formation method for opti-
mal balancing of energy across the grid. The performance of the presented
method is evaluated and compared with two existing algorithms reported in
the literature.
Chapter 4
Ad hoc Adaptive Optimisation
(AAO) using Distributed Value
Function (DVF)
4.1 Introduction
In the smart grid, nodes constantly communicate to exchange parameters
that govern their performance and that of the network. Interoperability is
therefore a characteristic in such a network and an effective strategy for
managing the ad hoc activity of the nodes is required [122]. In an interop-
erable network, a node can autonomously plug into the network, exchange
information with other nodes and function effectively without centralised
supervision.
As explained in Section 2.5.1, learning and adaptation methods have
been extensively used in smart grid applications. Automatic learning (AL)
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aims at extracting information from the environment about any excess or
shortage of power caused by the activation/deactivation of a node. The
learning algorithm determines the nodes to be activated/deactivated as well
as the amount of power that should be injected/consumed by each node.
In this dissertation, a reinforcement learning method known as ‘distributed
value function’ (DVF) [163] is deployed due to its ability to optimise multiple
criteria and its fast convergence compared to other methods [143].
The remaining part of the chapter is structured as follows. Section 4.2
provides an overview of the proposed AAO method in PnP algorithm with
modelling of the network using multi-agents is described. Section 4.3 outlines
modelling of the nodes with its assigned parameters. Section 4.4 explains
the AAO algorithm with implementation of DVF. Conclusions are drawn
and future work proposed in Section 4.5.
4.2 Proposed AAO Algorithm Formulation
In the work presented in this chapter, the ad hoc behaviour of the nodes in a
smart grid is modelled towards managing the nodes by the AAO algorithm
as part of the novel contributions made in this study. The aim is to estab-
lish an interoperable model and information system that allows the orderly
activation/deactivation of renewable energy resources to/from a distribution
substation in order to minimise disturbances to the supply-and-demand bal-
ance within the distribution substation.
Figure 4.1 illustrates the implementation of the interoperability concept
within a zone substation region. All the agents associated with nodes per-
form three main tasks: (i) they monitor the nodes and exchange information
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with each other about the state and parameters of the nodes, (ii) they form
clusters to reduce the number of messages exchanged and optimise the per-
formance of the AAO algorithm, and (iii) they learn and adapt to determine
the states of nodes in terms of power flow estimation.
In proposed algorithm, the activation/deactivation of resources in a clus-
ter of selected agents is systematically managed to minimise disturbance to
the supply-and-demand balance within the distribution substation. The
ad hoc emergence/disappearance of a node can adversely affect the power
balance in the substation. The disturbance to the power balance of the
substation is continuously minimised by adjusting the power contribution
(injection or consumption) of each node by applying a reinforcement learn-
ing method known as DVF. The AAO algorithm determines the nodes that
should become active or inactive. If a source node becomes active, the DVF
will calculate the amount of power that it should generate in order to min-
imise the energy derived from the main power line. The agents associated
with the nodes then activate or deactivate the nodes according to the com-
mand received from the AAO algorithm.
4.3 Modelling of Nodes in the Distribution
Substation
In the proposed design, the smallest physical components of the power sys-
tems are nodes representing sources (such as renewable energy sources or
generators), storage (such as batteries), and loads (such as home or business
dwellings), communicating continuously by exchanging messages to man-
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Figure 4.1: The interoperability within a distribution substation and
transfer of messages to voltage control layer.
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age the power demand of the distribution substation. Using multi-agent
methodology, an agent is assigned to each type of node: A ‘source agent’ to
a power source, a ‘sink agent’ to a load (or group of loads), and a ‘storage
agent’ to storage systems. The sink and source terminologies represent con-
sumption and injection of power, respectively. Storage can be a source or a
sink depending on whether the power is in surplus or in deficit.
A distribution substation (D) is defined as an entity which includes a
set of h nodes connected by power lines:
D = {Ni ‖ i = 1, . . . , h}.
The parameters associated with node Ni in conjunction with node Nj
considered in cluster formation can be represented by a 5-tuple as illustrated
in Figure 4.2 and defined by (4.1):
Ni =< Ni Sp(t), Ni Av(t), Ni,j Co,Ni,j Di,Ni,j Ca(t) > (4.1)
where, Ni Sp(t) is the set-point of Ni at time t, defined by three param-
eters: (i) the amount of power that the node exchanges with other nodes
(Ni P (t), kW), (ii) the sampling time (Ni Ts, minutes), and (iii) the prior-
ity (Ni Pr) of the node in the cluster formation. Ni Pr is assigned 0 (low
priority) or 1 (high priority) depending on the type of the node. If a node
is a source, then Ni Pr is set to 1 for renewable energy sources, and 0 for
other types such as fuel power generator or batteries. If a node is a load,
then Ni Pr is set to 1 for batteries, and 0 for others. If a node is storage and
operates as a load, then Ni Pr is always set to 1, and set to 0 if it operates
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as a source. For example, Ni Sp(t) for a battery which operates as a source,
can be defined by a power rating of 0.8 kW, sampling time of five minutes
with a priority of zero because the battery is given the lowest priority (zero)
compared to other sources of power, such as a wind turbine, during cluster






















Figure 4.2: The parameters associated with node Ni in conjunction
with node Nj .
The parameters Ni,j Ca(t), Ni,j Co and Ni,j Di define the characteris-
tics of a node during cluster formation. Ni,j Ca(t) represents the Capability
of a node at time t, calculated based on the difference between the power
required by node Nj and the amount of power that Ni can provide during
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cluster formation. For example, during cluster formation between two load
nodes and two source nodes, if the total load power is 2.1 kW and total
source power is 3.4 kW, then the Capability of each source node in the
cluster is 1.3 kW.
Ni,j Co represents the Cost and is defined as the cost of power exchanged
between Ni and Nj. For example, the electricity pricing or electricity tariff
which varies widely from locality to locality within a particular time, such
as between peak demand hours and off-peak hour demand. Ni,j Di is the
physical distance between Ni and Nj which is proportioned to the power
wasted during power exchange between them. For example, the power losses
in the power line measured in kW which depends on the length of the cable.
Ni Av(t) is defined as the Availability of a node at time t, provides
an indication of how active or inactive the node is. When the power in-
jected/consumed by a node surpasses a pre-defined threshold, it is consid-
ered as a activated node in the network, otherwise it is a deactivated node.
The threshold is determined based on the size and characteristics of the re-
newable energy source. For example, for a wind turbine with a maximum
900 W of output power, the minimum output might be 300 W and so this
is selected as the threshold value. Availability is usually considered within
a specific timeframe and is measured as the probability of the node’s avail-
ability within that timeframe. Availability is an indication of the node’s
potential for cluster formation.
Availability of a source node within a timeframe can be estimated based
on the historical data accumulated over the operation of the node. This
historical data represents the active (up) and inactive (down) states of the
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Table 4.1: The amount of decay rate for typical day for PV.
Time Decay Rate
7 AM to 8:59 AM 0.2
9 AM to 10:59 AM 0.5
11 PM to 12:59 PM 0.9
1 PM to 2:59 PM 0.5
3 PM to 5:59 PM 0.2
source node in the previous timeframes. Ni Av(t) for a source node over a
timeframe of (T ) is calculated based on the time decay average [144] of the
historical data as shown in (4.2) and (4.3). The Availability of a sink node in
timeframe (T ) is the same as Availability of a sink during timeframe (T -1).
Ni Av(T ) =
∑n
i=0 f(ti)g(T − ti)∑n






where g(x) is a polynomial function and ϕ > 0. f(ti)=0 if the node is inactive
during a timeframe (T ), otherwise, it is 1 if the node is active, and ϕ is the
rate of decay that could vary over 24 hours. For example, for a solar panel
(source), the decay rate is identified based on the solar irradiance pattern.
This means that at the beginning of the day, the decay rate is set close to
0 to start a new cycle independent from the previous day. At midday, the
decay rate is set close to 1 because the pattern of the data recorded since
sunrise determines Availability. At sunset, the decay rate is set close to 0 as
the historical data loses its significance. Table 4.1 shows the dynamic decay
rate for a solar panel.
The following example explains the importance of Availability as a node
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parameter. For instance, there are two scenarios based on two different
irradiance levels for one PV system (source node) and one Load (sink node).
In the first scenario, the PV system is operating under the high continuous
irradiance level (sunny day). At 12:30 PM during the day, the PV system is
subjected to a reduction in solar irradiance. In the second scenario, the PV
is subjected to a low discontinuous irradiance level without injecting energy
to power grid (cloudy day). At 12:30 PM during the day, the PV begins to
receive increased solar irradiation because of a clear sky. The Load should
consider the higher availability of PV in the first scenario compared to PV
in the second scenario based on the historical data.
4.4 AAO Algorithm
A distribution substation (D) consists of Ni nodes, controlled by a set of
agents:
DAgents = {ANi ‖ i = 1, . . . , h}.
The AAO algorithm is triggered when a node, Nnew, becomes active due
to change in the amount of power within the node from Nnew P (t − 1) to
Nnew P (t), where (Nnew P (t) − Nnew P (t − 1)) 6= 0 . When Nnew P (t) is
positive, the node is consuming power whereas when Nnew P (t) is negative,
the node is an energy source. Nnew becomes active within D through the
following steps during the AAO algorithm, as illustrated in Figure 4.3:
Step 1) The agent associated with Nnew, ANnew sends to and receives
a message from the MASM agent, asking for the parameters of Ni.
Step 2) ANnew analyses the received data and selects a set of nodes
4.4. AAO ALGORITHM 88
Monitor Nnew_P(t) 




Select candidate node, Nk 






[∑|Ni_P(t)|  >= |Nnew_P(t)-Nnew_P(t-1_|] [∑|Ni_P(t) |< |Nnew_P(t)-Nnew_P(t-1)|] 
Select Ni_Pr=0 
A 
[∑|Ni_P(t) |< |Nnew_P(t) - Nnew_P(t-1)|] [∑|Ni_P(t)| >= |Nnew_P(t)-Nnew_P(t-1)|] 
Normalising: Nnew,k_Ca(t), Nnew,k_Di, Nnew,k_Co 
Calculating cluster formation index, U 
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Using DVF to calculate Nq_P(t) for minimising Power deviation 
Index  




 Send and receive messages to Nq for subscription 
Send and receive message to MASM agent 
Figure 4.3: Proposed AAO algorithm.
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with the potential to form a cluster with Nnew. This is carried out according
to the following rules. A node Ni is selected:
(i) If Ni has the opposite function of Nnew, this means that if Nnew is
source, then Ni must be load, and vice versa.
(ii) In the first instance, if Σ|Ni P (t)| > |Nnew P (t)−Nnew P (t− 1)| and
Ni Pr =1. In the absence of a high priority node, a node with Ni Pr=0
will be selected.
If at least one potential node cannot be found, then ANnew becomes
inactive and Steps 3, 4 and 5 are skipped.
Step 3) After selecting the candidate nodes, ANnew evaluates the po-
tential of different permutations of candidate nodes to determine the best
cluster formation Clopt. This is carried out by calculating an index U(t) (4.4)
which is the sum of normalised Capability and Cost and Distance of Nnew
in connection with the candidate nodes over each permutation [44]. If p is















The normalised values of NNnew,k Co, NNnew,k Ca(t), and NNnew,k Di
for every node in the permutation are calculated as follows:
NNnew,k Ca(t) =
1
1 + e(Nnew,k Ca(t)−l)
(4.5)
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NNnew,k Co =
1




1 + e(Nnew,k Di−n)
(4.7)
In (4.5), (4.6) and (4.7), the parameters l, m and n are the average
values of Capability, Cost and Distance between Nnew and the nodes con-
sidered in the permutation. The parameters are normalised using a sigmoid
curve function to make it possible to combine them into one index. The
permutation with highest Unew,p(t) is selected as the best cluster.
The values of Capability, Cost and Distance are normalised because
these parameters of the nodes have different scales, datasets, and units. The
parameters are normalised by using sigmoid curve function in order to make
it possible to combine and compare them in one index with different systems
of units. For example, Cost can be based on expenses of power injection (e.g.
Dollar) or the amount of power loss among nodes (e.g. Watts).
Equation (4.8) shows the example of sigmoid function. The reason be-
hind implementing the sigmoid curve is to limit the parameters of the agent
between [0, 1]. Monitoring upper and lower bound parameters of the curve
helps to compare the behaviour of the agents and allows adding them to
each other. Figure 4.4 shows the sigmoid curve derived from (4.8). In (4.8),
y is assumed to be 5 and the sharpness of the curve is positive which means
any value for x more than 5 is a disadvantage and any value less than 5 is
an advantage. If sharpness is selected as a negative value, then any value
more than 5 will be an advantage.
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Figure 4.4: An example of a sigmoid curve when the average cost is 5
and sharpness is positive.




Step 4) ANnew broadcasts another messages to the agents of the formed
cluster, asking for their confirmation and subscription to start the learning
and adaptation process.
Step 5) The excess or deficit power flow caused by clopt can disturb
the power balance within the distribution substation. Hence, in this step
the amount of power injected/consumed by each node in clopt is adjusted
globally by DAgents using a learning algorithm, DVF [15]. The process is
illustrated in Figure 4.5 in which ANnew starts the learning process within
clopt to minimise an objective function called the ‘power deviation index’
(4.9) before and after the addition of the nodes in clopt to the distribution





















Figure 4.5: The formed cluster of agents.
substation. The power deviation index is defined by (4.9):
Power deviation index =
q∑
i=1
(Ni P (t)−Ni P (t− 1))2 (4.9)
where q is the number of nodes in clopt, Ni P (t) is the power in the distribu-
tion substation after adding node Ni into clopt, and Ni P (t−1) is the power
in the distribution substation before adding node Ni into clopt.
The DVF is an iterative leaning algorithm that estimates the values of
the state-action pair through a process of trial and error. In the state-action
pair, state st represents the amount of power flow in each agent within clopt
in terms of the injection or consumption of power. Action at is defined as
the change of 1 kW of power in each agent during the transition between
states.
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When there are q nodes with a power P (t) within clopt, each agent will
have a state of (| ROUNDUP(P (t), 0) |) state and action of (| ROUNDUP(
P (t), 0) | +1). Consequently, there will be (∏qi=1 | ROUNDUP(Ni P (t), 0) |)
states and (
∏q
i=1(| ROUNDUP(Ni P (t), 0) | +1)) actions in clopt. For ex-
ample, if there are 2 sources which both inject 5 kW then there are 5 states
(0 ≤ P (t) < 1, 1 ≤ P (t) < 2, 2 ≤ P (t) < 3,3 ≤ P (t) < 4,4 ≤ P (t) ≤ 5) and
6 actions (A = 0, 1, 2, 3, 4, 5) for both agents. This will result in 25 states
and 36 actions for clopt in overall.
The DVF operates based on two matrices , Q(st, at) and R(st, at), as
illustrated in Figure 4.5. The algorithm illustrated in Figure 4.6 shows the
code for the DVF learning and adaptation process. In every learning step in
the DVF, Q(st, at) is updated according to (4.10) in which α is the learning
factor. R(st, at) is calculated based on (4.9). In every learning step in DVF,
ANnew observes the current state st of the clopt and accordingly selects an
action at for each agent and consequently, all agents enter a new state st+1.
Each new state update the estimated Q(st, at) value associated with ANnew.
Updating the Q(st, at) will result in an optimum path and a set of state-
action pairs minimising the power deviation index.













Forming the cluster has two advantages for the learning algorithm: (i)
it helps to reduce iteration number and the size of Q(st, at) and R(st, at)
matrix which results in reducing the complexity as well, and (ii) equation
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overall. The DVF operates based on two matrices , Q(st, at)
and R(st, at), as illustrated in Figure 3.
In every learning step in DVF, Q(st, at) is updated ac-
cording to (7) in which α is the learning factor. R(st, at)
is calculated based on (6). In every learning step in DVF,
ANnew observes the current state st of the clopt and accordingly
selects an action at for each agent and consequently, all agents
enter a new state st+1. Each new state update the estimated
Q(st, at) value associated with ANnew. Updating the Q(st, at)
will result in an optimum path and a set of state-action pairs
minimising the power deviation index.










Forming the cluster has two advantages for the learning
algorithm: (i) it helps to reduce iteration number and the size
of Q(st, at) and R(st, at) matrix which results in reducing the
complexity as well, and (ii) Equation (8) and (2) will be used
to calculate f(new, i) in (7) to assign different weights for the
distrbution value function which will result in faster updating
of Q(st, at) matrix. A weight function f(new, i) shows how
much ANi contributes towards updating the Q-value of agent
ANnew. According to (8), pair of nodes, Nnew and Ni, may
receive non-zero weight based on ratio of Unew,i to the all∑q





The algorithm illustrated in diagram 1 shows the code for
the learning and adaptation process.
Algorithm 1 Learning and adaptation algorithm
V ← 0
loop
for all s ∈ S do
for all a ∈ A do







V ′ ← max(Q(s, a))
end for
if V ′ == V then
Break Loop
end if
V ← V ′
end loop
Agent take action from Min(Q)
V. VALIDATION OF PLUG AND PLAY BY MAS IN POWER
NETWORK
For validation of the proposed methodology, the agents
are simulated using the JADE platform. Agents exchange a











































































Fig. 4. Information model of each agent.
Semantic Language (SL) [39]. There are three types of agents
defined in the current research; Source, Storage, and Sink, each
assigned to each node within the dwelling. The message type
and information model for each agent is shown in Figure 4.
The result of the learning and adaptation is used by agents to
determine the state of the switches.
A. Computer Simulation Set up
In the computer simulation, seven dwellings including dif-
ferent levels of occupancy are assigned to the dwellings that
are connected to distribution substation. Inside each dwelling,
there is one PV (maximum output: 2.5 kW), one wind turbine
with the maximum output of 900 W, one battery with maxi-
mum capacity of 1500 W and a load with average consumption
of [0-1.5 kW] per hour. The power components of a dwelling
including PV, wind turbine, load, and battery are simulated in
MATLAB/Simulink (Figure 5). The environmental data used
in the source agent consisting of solar irradiance and wind
speed were recorded in Cleveland, QLD, Australia [40] at
a time interval of five minutes. The typical load consump-
tion in a dwelling was provided by Endeavour Energy Pty
Ltd. [41]. The environmental data used in the simulation and
their sources are summarised in Table I. As demonstrated in
Figure 5, the variables and dynamics of this network are sent to
the JADE platform by an S-function, MACSimJX [42] which
acts like a gateway to pass data between MATLAB/Simulink
and JADE.
Figure 4.6: The DVF learning and adapta algorithm.
(4.11) will be used to calculate f(new, i) in (4.10) to assign different weights
for the distribution value functi n which will result in faster updati g of
Q(st, at) atrix. A weight function f(new, i) shows how much ANi con-
tributes towards updating the Q-value of agent ANnew. According to (4.11),
pair of nodes, Nnew and Ni, may receive non-zero weight based on ratio of
Unew,i(t) to the all
∑q






The reported research is one step towards the PnP techniques in a smart grid
with distributed intelligent automation. The architecture of the proposed
information model is hierarchical and stems from PnP techniques. The
algorithm allows the network elements to be active or inactive with minimal
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fluctuations in power flow. In the current work, the research is focused
on the control and collaboration of the intelligent components. The AAO
algorithm research aims at achieving management of the power resources so
that there is minimal power drawn from the network via the distribution
substation.
In the next chapter, a stochastic modelling algorithm for an accurate
forecast of energy sources and loads in the next timeframe of the network
operation is proposed. The forecast is then used to plan an optimal con-
figuration of the network of balancing energy balancing in the distribution
power system. The performance of the presented method is evaluated and
compared with two existing algorithms proposed in the literature.
Chapter 5
Stochastic Energy Balance in a
Smart Grid
5.1 Introduction
As explained in Chapter 2, the DER with implementation of RES faces
the operational uncertainty due to the stochastic and uncontrollable nature
of primary power generation resources [145]. Another difficulty is that the
fluctuation in power demand between peak and off-peak times can result in
further disturbance to the power flow in the main grid [146] [111].
In order to mitigate such disturbances, the energy flow in the main grid
can be scheduled and modelled stochastically. Leveraging multi-timescale
dispatch and scheduling of stochastic power generation is a critical factor for
the distribution network service provider (DNSP) in co-ordinating a large
number of power demand and stochastic supplies [147] [26] as well as to
guarantee smooth energy consumption on the load and demand sides [24].
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In this Chapter by using a one-step-ahead forecast, the behaviour of
the nodes in terms of their availability and the amount of power they in-
ject/consume is predicted. The energy produced by the renewable energy
sources depends on weather patterns that are, in turn, probabilistic and
stochastic. In an ideal network, the behaviour of the nodes must be contin-
uously predicted and analysed for the purpose of energy management.
An increase in the number of nodes leads to an increase in the complex-
ity of managing the smooth energy consumption. In order to reduce this
complexity and simplify the modelling process, nodes are clustered. The
clusters have the lowest possible power flow residuals after considering the
power consumption by sink nodes, estimated based on the predicted power
produced by the source nodes.
In each cluster, the difference between the energy demand of peak and
off-peak hours is balanced using batteries as store nodes. Each battery stores
energy from a renewable energy source when the demand is low. The stored
energy is consumed by loads when the demand is high and there is not
enough energy produced by renewable energy sources.
In order to determine the amount of energy that needs to be stored in
batteries or released to the network in a cluster in one-step-ahead, linear
programming [148] is applied to keep the state of charge (SOC) of the bat-
teries at the highest level by using the maximum power flow from renewable
energy resources and the minimum power flow acquired from the main grid.
Linear programming deploys a set of objective functions designed based on
various constraints governing the network such as charge/discharge capacity
limitation on the SOC of the batteries.
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There are various studies reported in the literature concerning the schedul-
ing of the energy flow to estimate the energy storage needs based on linear
programming subject to equality or inequality constraints [149][150]. For ex-
ample, a multistage interval-stochastic integer linear programming method
is deployed to determine electric power system (EPS) planning under un-
certainty [151]. A two-stage stochastic mixed-integer programming (SMIP)
optimisation is presented in a smart grid using a wind turbine for schedul-
ing load and source [146]. The results of these show the efficiency of linear
programing in the formulation of the power flow constraints. In this work,
linear programming is used because of its simplicity and the robustness of
scheduling constraint formulation for nodes such as batteries and energy
store components.
The majority of proposed energy flow scheduling algorithms are based
on demand response (DR) and load levelling/peak shaving [152] concepts
deployed in load scheduling. For example, an energy storage system (ESS)
is used to suppress the short-term power fluctuation by reducing the peak-
valley load differences of the active distribution network (ADN) [153]. The
interconnection of distribution power systems and the increasing number
of ESS also presents challenges to the energy management of the batteries.
One of the main objectives of the energy flow scheduling algorithm proposed
in the current study is to avoid setting limits on the number of sources and
energy consumers.
In this chapter, the proposed approach consisting of cluster formation,
stochastic modelling, and linear programming, is referred to as the SAO
algorithm. This algorithm establishes an orderly activation/deactivation of
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renewable energy resources in a distribution substation and also determines
the amount of power that must be injected/consumed by nodes. SAO min-
imises the power acquired from the main grid to smooth and balance the
energy consumption and to maximise the SOC of the batteries.
The remainder of this Chapter is structured as follows. Section 5.2
explains the work and problem definition on development of the SAO algo-
rithm. In Section 5.3, the modeling of the nodes and the stochastic models
proposed in the work are described. In Section 5.4, the proposed SAO algo-
rithm and the constraints on power flow in the power network are explained.
Section 5.5 draws some conclusions and describes future work.
5.2 Problem Definition
As explained in Chapter 4, the nodes, Ni, in the distribution substation are
assumed to be grouped into clusters as clopt = {Ni ‖ i = 1, . . . , q}, where q
is the number of nodes within clopt. A cluster is formed (i) to manage the
increased number of nodes in terms of minimising the power flow fluctuation,
and (ii) to reduce the number of messages exchanged between the nodes.
Consolidation of stochastic modelling methods and a cluster forma-
tion algorithm requires further definitions to cover the node’s stochastic
behaviour. The source and store nodes are clustered with sink nodes to
minimise the one-step-ahead residual of power flow which is the difference
between the predicted power flow injected and consumed within the cluster.
The value of the power flow is obtained at regular sampling intervals, Ni Ts.
The one-step-ahead forecast of the power flow at time t, P (t), is represented
as P̂ (t + 1) that is estimated the stochastic model proposed in this thesis.
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Consequently, LO P̂ (t + 1), WT P̂ (t + 1), PV P̂ (t + 1) are the one-step-
ahead forecast of power flow at time t+1, from load, wind turbine, and PV
respectively.
Using multi-agent methodology[14][29], agents are assigned to three types
of nodes present in a substation: (i) A source agent is assigned to an en-
ergy source with the ability to predict and control the injected power flow
by wind turbine (WT P (t)) or photovoltaic (PV P (t)) , (ii) a sink agent is
assigned to a load (or group of loads) with the ability to predict and control
the consumed power flow (LO P (t)), and (iii) a store agent is assigned to a
battery with the ability to regulate the injected/consumed power flow from
batteries (BA P (t)). In the proposed model, parameter (PL P (t)) repre-
sents power flow between the main power line and local loads and sources
in a clopt. A store agent is assigned to the power line to regulate (PL P (t)).
Figure 5.1 shows the application of the proposed agent system within
a typical clopt cluster. Each node in the grid is represented by a set of
parameters (defined in Section 5.3) representing its ability to inject power
into the grid or draw power from it. These parameters are continuously
predicted and exchanged between agents, providing a global awareness for
each node about the characteristics of other nodes present in the distribution
substation.
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Figure 5.1: A typical cluster modelling with multi gent system.
Typical daily power flow, which is the sum of power flow from/to wind
turbine, PV, and load within a clopt, is illustrated in Figure 5.2. As an
alternative approach to robust design, energy balancing is deployed in the
proposed algorithm to smooth the fluctuations in the energy flow. Energy
smoothing will minimise fluctuation of power flow at early stages before it
affects the whole network. The algorithm proposed in this work applies a val-
ley filling/peak shaving scenario to minimise the gap between peak (point y)
and off-peak demand (point z ). During valley filling, energy produced by
the renewable energy sources is stored in batteries when the demand is low.
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For the purpose of peak shaving, the stored energy is consumed by loads























Figure 5.2: Valley Filling/Peak Shaving to minimise power acquisition
from the main grid.
At each sampling interval, the overall objective of the SAO is achieved
by minimising the difference between the sum of the injected and consumed
power flow by source and sink nodes within a clopt (minimising line A in
Figure 5.2). All the agents associated with nodes perform the SAO algo-
rithm in three stages. In the first stage, a stochastic model (proposed in
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Section 5.3.2) estimates the one-step-ahead forecast of the power flow asso-
ciated with each node to exchange with other agents. In the second stage,
clopt is formed based on: (i) the parameters of the nodes and (ii) the pre-
dicted consumed/injected energy by the nodes. Linear programming is then
applied in the third stage to the residual of power flow to estimate the energy
that should be stored in batteries (BA P̂ (t+1)) or released through the main
network (PL P̂ (t+1)). In the third stage, the concept of adaptive estimation
of power flow for the valley filling/peak shaving scenario is introduced with
constraint formulation and using a linear programming algorithm within a
clopt.
5.3 Definition of Node’s Stochastic Parame-
ters
The smallest elements of the proposed system are nodes. Agents are assigned
to each node to manage the power flow within the distribution substation.
This means that a distribution substation, D, consists of h nodes that are
controlled by a set of h agents, Dagent = {ANi ‖ i = 1, . . . , h}.
5.3.1 Stochastic Model of a Node
The parameters associated with node Ni in conjunction with node Nj con-
sidered in cluster formation can be represented by a 7-tuple set (Figure 5.3)
and described by (5.1):
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Ni =< Ni P̂ (t+ 1), Ni Ts, Ni Pr,Ni Âv(t+ 1), Ni,j Co,Ni,j Di,
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Figure 5.3: The parameters associated with node Ni in conjunction
with node Nj .
In this tuple, Ni P (t) is the amount of power that the node exchanges
with other nodes. The one-step-ahead forecast ofNi P (t), shown byNi P̂ (t+ 1),
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Source 1 0 0
Sink N/A 1 0
is estimated using a stochastic model (Section 5.3.2).
The time series analysis proposed by Box-Jenkins deploys a sequence of
data points, measured typically at uniform time-intervals of Ni Ts [16][109].
In power systems, the optimum value of the Ni Ts varies according to the
dynamics of the nodes deployed. For example, the required sampling interval
of power flow from a small size wind turbine is lower than PV because of
the fast variation in the wind speed compared to the smooth change of solar
radiation.
The priority, Ni Pr, is used by the node during the cluster formation
process. Ni Pr is a binary value that is assigned 0 (low priority) or 1 (high
priority) depending on the type of node, as shown in Table 5.1. For example,
Ni Pr for a battery, which operates as a source by a power rating of 0.8 kW
and injecting power for five minutes, can be defined with a priority of zero
because the battery is given the lowest priority compared to other sources
of power such as a wind turbine, during cluster formation with load nodes
[44]. The one-step-ahead forecast of capability, N(i,j) Ĉa(t+ 1) is estimated
based on Ni P̂ (t+ 1) and Nj P̂ (t+ 1).
The one-step-ahead forecast of availability, Ni Âv(t+1), is estimated by
a stochastic model built on the historical data and the data in the current
5.3. DEFINITION OF NODE’S STOCHASTIC PARAMETERS 106
time-frame (which is calculated with time decay average, as explained in
Section 4.3) of Ni Av(t) accumulated over the last n sampled data. For
estimation of Ni Âv(t + 1), initially the simple moving average (SMA) of
historical data is calculated by (5.2) in order to track the availability of
the node during the last n sampling points. Then, the exponential moving
average (EMA) of the last n samples is calculated by (5.3) in order to give
more weight to the most recent available nodes rather than the average
of the last n samples. The comparison between SMA and EMA helps to
capture any instability in the most recent available nodes for the purpose of
increasing prediction accuracy of the availability of nodes.
For this purpose, the values of α and β, which are the SMA (α) and EMA
(β) respectively, are compared [154] to determine the value of Ni Âv(t+ 1).
If β is larger than α, then the nodes have been more available recently
compared to the average of their availability over the last n sampling inter-














, where: 0 < θ < 1
(5.3)
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5.3.2 Stochastic Models of Power Flow
The purpose of stochastic modelling is to estimate the one-step-ahead fore-
cast of the power flow, Ni P̂ (t + 1), produced by the source nodes. The
developed model for this dissertation, In this model, the prediction accuracy
is the gap between the one-step-ahead forecast of power flow Ni P̂ (t + 1)
and actual value of power flow Ni P (t+ 1).
As explained in Chapter 2, small power sources are sensitive to any small
variation in the wind speed or solar irradiance. It is possible to predict short-
term variations of the power source based on the latest behaviour of the
energy source, such as the previous 10-20 samples, and its dynamic model.
Using this approach, forecasts can be obtained rapidly with smaller memory
requirements.
For the purpose of this dissertation, two different stochastic models
known as DeMarker and K%D, which are developed and optimised accord-
ing to the Box-Jenkins approach [155][156], are deployed and optimised to
produce the highest prediction accuracy. The models developed are based
on the exponential smoothing moving average Box-Jenkins method [65][157].
The novel stochastic model called Stochastic Model PnP (SMPnP), is for-
mulated and developed based on the Box-Jenkins method that can provide
robust and accurate short-term forecasts in a highly fluctuating power flow
time series.
In these models, DeMarker, K%D and SMPnP, the prediction accuracy
is the gap between the one-step-ahead forecast of power flow Ni P̂ (t + 1)
and actual value of power flow Ni P (t + 1). The predicted power flow is
dynamically estimated in real time based on the most recent data such as
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wind speed and solar irradiance. The number of samples used in the forecast
model is significantly smaller than the longer historical data required in other
prediction techniques such as the Markov chain.
There are an infinite number of possible values for the continuous-time
signal of power flow from renewable energy sources. Based on a quantising
algorithm and in order to represent the unique amplitude-value for such a
continuous range of the power flow, a series of states is defined according to
the amount of the power flow. Each state represents a specific range of power
flow between the available minimum and maximum power flow based on the
technical specification of nodes. If the maximum and minimum injection or
consumption of power is represented by Pmax and Pmin, respectively, then
each state for a node is represented by [m,n] where Pmin ≤ m < n ≤ Pmax.
The amount of power flow in each sample lies in one of the states of [m,n].
The value of (m+n)/2 represents any value within the state of [m,n].
DeMarker Model
The DeMarker model takes into account the most recent data. Consequently,
any minor fluctuation in the data affects the forecast. Forecasting using the
DeMarker model is performed based on a time series, DeMar(t), which is
calculated based on the relationship defined in (5.4). In order to calculate the
one-step-ahead forecast, DeMar(t) is compared against two reference values
of (B1 and B2) (Figure 5.4). The value of DeMar(t) calculated by (5.4),
has a maximum value of 1.0 if the summation of DeMin(t) (denominator
of (5.4)) in the previous steps is zero. The minimum value of DeMar(t) is
0.0 if the summation of DeMax(t) (numerator and denominator of (5.4)) in
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 A  B1  B2
Figure 5.4: Example of reference lines and oscillating line in DeMarker
model.
The values of B1 and B2, varying between 1 and 0 as determined by the
maximum and minimum values of DeMar(t), are derived using Monte Carlo
simulation [158] based on historical data of solar irradiance and wind speed
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from Australian weather stations. If the value of B2 is assumed to be higher
than B1, then this process determines an upper (B2) and lower (B1) bound
so that the prediction error is minimised. The difference between the actual
energy flow (Ni P (t)) and the related one-step-ahead forecast estimated in
previous step (t-1), (Ni P̂ (t)), is called the prediction error of energy flow.













1. λ is an integer value greater than zero.
2. min(P, λ) is the lowest value of P (t) in previous λ samples.
3. max(P, λ) is the highest value of P (t) in previous λ samples.
4. If P (t) = P (t− 1) then DeMar(t)=0.5 otherwise :
i) If max(P, λ) > max(P, λ + 1) then DeMax(t) = max(P, λ) −
max(P, λ+ 1), otherwise DeMax(t) = 0.
ii) If min(P, λ) < min(P, λ + 1) then DeMin(t) = min(P, λ + 1) −
min(P, λ), otherwise DeMin(t) = 0.
Referring to Figure 5.4, the forecast is estimated by comparing DeMar(t)
(oscillating line A) against two reference values of (B1, B2) according to the
following algorithm:
1. If line A falls below line B1 then a downturn movement and a lower
state is expected in the one-step-ahead forecast.
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2. If line A rises above line B2 then an upward movement and a higher
state is expected in the one-step-ahead forecast.
3. Else, the state for the one-step-ahead forecast will be set the same as
the current state.
In the example illustrated in Figure 5.4, the power flow is 1.6 kW at
sample number 8. The one-step-ahead forecast is 1.4 kW (one step lower at
sample number 9) because the value of indicator DeMar(t) has been fallen
below line B1 in the previous sample. In another example, the power flow is
1.4 kW at sample 28. The one-step-ahead forecast at sample 29 is 1.6 kW
because the value of indicator DeMar(t) has risen above line B2 in the
previous sample.
K%D Model
The K%D model gives more weight to older data and therefore it is less
influenced by transients in the data. Forecasting using the K%D model
is performed based on a time series, KI(t) (oscillating line C 1 in Figure
5.5), which is calculated based on the relationship defined in (5.5). KI(t) is
calculated based on previously observed data. The value of the time series,
KDI(t) at time t (oscillating line C 2 in Figure 5.5), is determined based
on the moving average of KI(t) (5.6) over n previous samples (Figure 5.5).
KDI(t) and KI(t) are compared against two reference values of (D1 and
D2) to forecast the next step-ahead forecast. The value of KI(t), oscillating
line C 1, calculated in (5.5), has a maximum value of 100.0 if min(P, α) is
zero and the minimum value of KI(t) is 0.0 if P (t) is equal to min(P, α).
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 C1  C2  D1  D2
Figure 5.5: Example of reference lines and oscillating line in K%D
model.
The values of D1 and D2 are derived using Monte Carlo simulation
based on historical data of the solar irradiance and the wind speed from
Australian weather stations. The reference values vary between 0 and 100,
the maximum and minimum values of KI(t). If it is assumed that D2 is
higher than D1, then this process determines an upper (D2) and lower (D1)
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bound so that the prediction error is minimised.
KI(t) =
(P (t)−min(P, γ))







1. γ is an integer value greater than zero.
2. If P (t) = P (t− 1) then KI(t)=50 otherwise:
i) min(P, γ) is the lowest value of P (t) in previous γ sample.
ii) max(P, γ) is the highest value of P (t) in previous γ sample.
The forecast is estimated by comparing line C 1 and line C 2 against two
reference values of D1 and D2 as illustrated in Figure 5.5 according to the
following algorithm:
1. If both C 1 and C 2 are above line D2, and C 1 rises above C 2 then
an upward movement and a higher state is predicted in the one-step-
ahead.
2. If both C 1 and C 2 are below D1, and C 1 falls below C 2 then a
downward movement and a lower state is expected in the step-ahead.
3. Else, the state for the step-ahead will be set as the same as the current
state.
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In the example illustrated in Figure 5.5, the power flow is 1.6 kW at
sample number 8. The one-step-ahead forecast remains at 1.6 kW, because
indicator C 2 is not below D1 in the previous sample. In another example,
the power flow is 1.4 kW at sample number 28. The predicted one-step-
ahead forecast for sample number 29 is 1.4 kW because the values of C 1
and C 2 are not above line D2 in the previous step.
The values of D1 and D2 in the K%D model and the value of B1 and
B2 in the DeMarker model remain valid until the end of the forecast as they
are determined based on the weather and the environmental conditions.
SMPnP Model
The SMPnP Model takes into account the most recent data with considering
the average of the old data. Consequently, any minor fluctuation in the
data does not affect the forecast. Forecasting using the SMPnP model is
performed based on time series, SMPnP(t), which is calculated based on the










k=0(| p(t− k)− 1η
∑η
k=0 P (t− k) |))
(5.7)
where:
• η is an integer value greater than zero.
In order to calculate SMPnP(t), the value of D(t) is compared against
actual data and three reference values of B1, B2 and B3 (Equation 5.8).





SMPnP1(t) If D(t) ≥ 0





P (t− 1)− ξ ∗ 1η
∑η
k=0 P (t− k) If D(t) > B3 AND P (t) < P (t− 1)
P (t)− ξ ∗ 1η
∑η





P (t− 1) + ξ ∗ 1η
∑η
k=0 P (t− k) If D(t) < B1 AND P (t) > P (t− 1)
P (t) + ξ ∗ 1η
∑η
k=0 P (t− k) Else
(5.8)
where:
• ξ is the value greater than zero.
The typical variation of SMPnP(t) is illustrated in Figure 5.6 for a PV
with maximum output of 2.8 kW.
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D(t)  B1 B2 B3
Figure 5.6: Example of reference lines in SMPnP model.
In Figure 5.6, the maximum and minimum value of D(t) depends on the
number of previous samples of data, η. For instance, if η = 3, then there are
four variables, P (t − 3), P (t − 2), P (t − 1) and P (t). In this scenario, the
maximum value of D(t) is 200 and the minimum value is -200 with using
linear programming method subject to the following inequality:
• P (t− 3) ≥ 0, P (t− 2) ≥ 0, P (t− 1) ≥ 0, P (t) ≥ 0
• | P (t− 1)− P (t− 2) |≤ 2.8, | P (t− 1)− P (t− 3) |≤ 2.8,
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| P (t− 1)− P (t− 4) |≤ 2.8
• | P (t− 2)− P (t− 3) |≤ 2.8, | P (t− 2)− P (t− 4) |≤ 2.8,
| P (t− 3)− P (t− 4) |≤ 2.8
The values of B1, B2 and B3 varying between maximum and mini-
mum value of D(t), are derived using Monte Carlo simulation [159] based on
historical data of solar irradiance and wind speed from Australian weather
stations. If the value of B3 is higher than B2 and the value of B2 is higher
than B1, then this process determines an upper (B3), middle (B2) and
lower (B1) bound so that the prediction error is minimised. The difference
between the actual energy flow (Ni P (t)) and the related one-step-ahead
forecast estimated in previous step (t-1), (Ni P̂ (t)), is called the predic-
tion error of energy flow. A lower prediction error increases the prediction
accuracy.
Referring to Figure 5.6, the forecast is estimated by comparing SMPnP(t)
against actual value sampled data according to the following algorithm:
1. If there is P (t) > P (t − 1) and line SMPnP(t) falls below the actual
data (P (t)), then an upward movement and a higher state is expected
in the one-step-ahead forecast.
2. If there is P (t) < P (t − 1) and line SMPnP(t) rises above the actual
data (P (t)), then a downturn movement and a lower state is expected
in the one-step-ahead forecast.
3. Else, the state for the one-step-ahead forecast will be set the same as
the current state.
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In the example illustrated in Figure 5.6, the power flow is 1.6 kW at
sample number 8. The one-step-ahead forecast is 1.6 kW (same at sample
number 9) because the value of SMPnP(t) is less then actual value and
P (t) < P (t − 1). In another example, the power flow is 1.8 kW at sample
30. The one-step-ahead forecast at sample 29 is 2 kW because the value of
SMPnP(t) is less then actual value data and P (t) > P (t− 1).
5.4 SAO Algorithm
The SAO algorithm is triggered when a node, Ni, in the distribution sub-
station is activated when there is a change greater than threshold k, in the
produced/consumed power within the node from (t-1) to (t), i.e, the abso-
lute value of | P (t)−P (t−1) |> k, where k is determined based on technical
specification of electric components when the node is activated. When P (t)
is positive, the node is consuming power whereas when P (t) is negative, the
node is an energy source. On activation, the SAO algorithm is applied to
Ni through the following steps and as illustrated by the flow chart shown in
Figure 5.7:
5.4. SAO ALGORITHM 119
Monitor Ni_P(t) 
[Ni_P(t)  - Ni_P(t-1 )>k ] [Ni_P(t) - Ni_P(t-1) < k] 
A 
[Ni_P(t) - Ni_P(t-1) > 0 ] 
Select Nj_Pr=1 
Select candidate node, Nk 
[Ni_P(t) - Ni_P(t-1) < 0 ] 
A 
[Nj_?̂?(𝒕 + 𝟏)>=0] 
[∑|Nj_?̂?(𝒕 + 𝟏)|  >= | Ni_P(t) - Ni_P(t-1)|] [∑|Nj_?̂?(t+1) |< | Ni_P(t) - Ni_P(t-1)|] 
Select Ni_Pr=0 
A 
[∑|Nj_?̂?(𝒕 + 𝟏) |< | Ni_P(t) - Ni_P(t-1)|] [∑|Nj_?̂?(𝒕 + 𝟏)| >= | Ni_P(t) - Ni_P(t-1)|] 
Normalising: Ni,k_𝑪?̂?(𝒕 + 𝟏), Ni,k_Di, Ni,k_Co 
A 
Calculating cluster formation index, U 
Stay Inactive 
Selecting group with the lowest U for cluster formation 
Using Linear programming to calculate BAi_?̂?(t+1) and  PLi_?̂?(t+1) 
for minimising the gap between peak and off-peak demand   
 SAO algorithm 
SAO algorithm 
A 
Send and receive messages to MASM agent 
Stochastic modelling and predicting the parameters of nodes by Zagents
[Nj_?̂?(t+1) < 0] [Nj_?̂?(t+1) >0] 
[Nj_?̂?(t+1) <=0] 
5 Minutes 
Figure 5.7: Proposed SAO Algorithm.
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5.4.1 Cluster Formation
The following steps explain the cluster formation in the SAO algorithm as
illustrated in Figure 5.7:
Step 1) In the first step, agent ANi, broadcasts a message to all other
agents in Dagent, asking for their node parameters at (t+1).
Step 2) On receipt of the request, each agent ANj (where j = 1, . . . , h
but j 6= i) in Dagent estimates its one-step-ahead forecast of its availability,
Nj Âv(t + 1), and power flow, Nj P̂ (t + 1). The forecast of the power flow
is calculated based on two different stochastic models explained in Section
5.3.2.
Step 3) Upon completion of the forecast, each agent ANj provides its
estimated parameters to node ANi.
Step 4) ANi analyses the received data and selects a set of nodes with
potential to form a cluster with them. A node Nj is selected as a candidate
node if:
1. Nj Âv(t+ 1)=1.
2. Nj has a function opposite to Ni. This means that if Ni is source, then
Nj should be a load and vice versa.
3. | Nj P̂ (t + 1) |> 0 and Nj Pr = 1. In the absence of a high priority
node, a node with Nj Pr = 0 is selected.
If at least one potential node cannot be found, then Ni switches to an
inactive state and the Step 5 is skipped.
Step 5) ANi evaluates different permutations of candidate nodes to
determine the best cluster formation, clopt. The parameters of the nodes
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which have different units and scales are normalised using a sigmoid curve
function before they participate in cluster formation [44]. For example, cost
can be based on expenses of power injection (e.g. dollars) or the amount of
power loss among nodes (e.g. Watts). The cluster formation is performed
by calculating an index U(t) defined in (5.9), which is the sum of normalised
capability, cost and distance of Ni in connection with the candidate nodes
over each permutation. The permutation with highest Ui(t), is selected as












The normalised values of Ni,j Co,Ni,j Ĉa(t+ 1), Ni,j Di for every node
in the permutation are calculated as follows:
NNi,j Ĉa(t+ 1) =
1
1 + e(Ni,j Ĉa(t+1)−l)
NNi,j Co =
1
1 + e(Ni,j Co−m)
, NNi,j Di =
1
1 + e(Ni,j Di−n)
(5.10)
In (5.10) the parameters l, m and n are the average values of capability,
cost and distance between Ni and the nodes considered in the permutation
[44].
Finally, adaptive estimation of power flow using linear programming
minimises the differences between power injection and consumption in clopt.
Forming the cluster in the previous step has the advantage of reducing the
size and complexity of the relationship used in the linear programming algo-
rithm, resulting in a lower computation time. The main aim of this final step
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is to estimate the required power injection/consumption for storage nodes
(such as batteries) and main power lines at t+1 to achieve valley filling/peak
shaving scenarios.
5.4.2 Adaptive Estimation of Power Flow
At each sampling interval, the overall objective of the SAO for load levelling
and/or peak shaving is achieved by minimising the difference between the
sum of the injected and the consumed power flow within a clopt at time t+1.
Two scenarios are considered: (i) the nodes within clopt are either in a
remote area with no connection to the main grid without store nodes or (ii)
are connected to the distribution substation deploying store nodes. In the
first scenario, if clopt is isolated from the main grid, the sum of the injected
and consumed power flow by all the source and sink nodes is zero. Hence,
if the one-step-ahead forecast of the renewable energy is more than the one-
step-ahead forecast of overall energy usage, power curtailment is activated.
On the contrary, if the stochastic forecast of the energy generated by the
renewable sources is less than the energy consumption, then sink nodes face
outage due to insufficient power supply. This is illustrated by (5.11) in which
WTi P̂ (t+ 1), PVi P̂ (t+ 1), and LOi P̂ (t+ 1) represent the one-step-ahead
forecast of power flow at time t+1, using the wind turbine and the PV, and
the overall load in a clopt, respectively.
WTi P̂ (t+ 1) + PVi P̂ (t+ 1) + LOi P̂ (t+ 1) = 0 (5.11)
In the first scenario, sink and source nodes face problems in terms of
outage and wastage of energy but in the second scenario, clopt will consume
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energy drawn from store nodes and the main grid. Store nodes and the main
grid can be a source or a sink depending on whether the power is in surplus
or in deficit. Hence, (5.11) is adjusted at each sampling interval due to
the imbalance between injected/consumed energy flow from sink and source
nodes.
In the second scenario, if the one-step-ahead forecast of the injected
energy of the source node is more than the one-step-ahead forecast of overall
energy usage, the optimisation algorithm estminates the amount of energy
that should be either stored in battery (BAi P̂ (t+1)) or injected directly into
the main grid (PLi P̂ (t+1)). On the other hand, if the stochastic forecast of
the energy generated by the renewable sources is less than consumption, then
the calculation of (BAi P̂ (t + 1)) and (PLi P̂ (t + 1)) represents the energy
that is drawn directly from the main grid or batteries. The main challenge
in this scenario is to estimate the amount of the injected/consumed energy
in the main grid or the battery at time t+1. Linear programming is used
to optimise (BAi P̂ (t + 1)) and (PLi P̂ (t + 1)). The objective function is
formed by adding two parameters of (BAi P̂ (t + 1)) and (PLi P̂ (t + 1)) to
(5.11) as shown in (5.12).
WTi P̂ (t+ 1) + PVi P̂ (t+ 1) + LOi P̂ (t+ 1)+
BAi P̂ (t+ 1) + PLi P̂ (t+ 1)
(5.12)
There are limitations on the amount of injected/consumed energy in
the optimisation of BAi P̂ (t + 1) and PLi P̂ (t + 1) which are imposed by
factors such as the limited capacity of batteries. The constraints defined
in this section govern the optimisation carried out by linear programming.
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The constraints, which are formulated based on q nodes of clopt, define the
thresholds based on the amount of energy that is either stored in the battery
or injected directly into the main grid.
Constraint 1
BAi P̂ (t+ 1) is the amount of energy required to charge batteries from the
current state of charge, SOC(t), to its optimised state of charge at t+1,
ˆSOC(t + 1). The required change in the battery state of charge can be
described by (5.13).
BAi P̂ (t+ 1) = ˆSOC(t+ 1)− SOC(t) (5.13)
Cmax is the maximum energy that the battery can store and varies
according to the capacity of the deployed battery. The degree of charg-
ing/discharging a battery in ˆSOC(t + 1), is governed by (5.14), showing
the maximum energy that can be stored/produced by the deployed battery.
When ˆSOC(t+1) is positive, the battery is consuming power whereas when
ˆSOC(t+ 1) is negative, the battery is an energy source.
−Cmax < ˆSOC(t+ 1) < Cmax (5.14)
The charging/discharging power of a battery is subjected to a state
of charge transition. In (5.15), the change of SOC during time period of
[t, t+ 1] is calculated, where, ηc and ηd are charging/discharging efficiencies,
respectively. Pb is the real time charging/discharging power of the battery
[160].















The constraint for PLi P̂ (t+1), as shown by (5.12), is dependent on the stan-
dard of DNSP’s connection requirement for typical power injection/consumption
in a dwelling. Based on the standards of the major distributor of electric-
ity in New South Wales, Australia [161], all connections or augmentations
of load other than single urban residential premises must be less than 100
Amperes single phase. In addition, renewable energy generation systems
that are connected to the main grid via an inverter, must comply with the
Australian Standard 4777 include year and have a capacity of no more than
5 kW for a single-phase connections. By considering a typical dwelling with
a PV of 2.5 kW and a wind turbine of 1 kW (maximum injection of 3.5 kW
to the main gris), (5.16) shows the corresponding constraints according to
the Australian standards.
-3.5 kW < PLi P̂ (t+ 1) < 5 kW (5.16)
Constraint 3
The energy that flows into the deployed battery or the main grid, is pro-
duced by the sink and source nodes, respectively. Hence, the sum of the
BAi P̂ (t + 1 ) and PLi P̂ (t + 1) is less than or equal to the sum of maxi-
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mum power consumption by load (maxl), and the maximum power produced
by the wind turbine (maxw) and the solar panel (maxp).
BAi P̂ (t+ 1) + PLi P̂ (t+ 1) ≤ maxl + maxw + maxp (5.17)
Constraint 4
At each sampling interval, one-step-ahead power flow from the sink and the
source nodes is predicted. Generally, there will be an error between the one-
step-ahead forecast and the actual value at time t. The difference between
the energy flow (Ni P (t)) and the related one-step-ahead forecast estimated
in the previous step (t-1), (Ni P̂ (t)), is considered as a perturbation and is
called the one-step-ahead forecast error of energy flow, Ni PE(t).
Ni PE(t) = Ni P̂ (t)−Ni P (t) (5.18)
Ni PE(t) is the unexpected forecast error in energy flow which is regu-
lated by the main grid or store nodes. Hence, this error affects the limitation
on battery state of charge and main grid in terms of consumption/injection
flow. As shown in (5.19), optimisation of BAi P̂ (t + 1), PLi P̂ (t + 1) is
adjusted by the value of Ni PE(t).
BAi P̂ (t+ 1) + PLi P̂ (t+ 1) = WTi P̂ (t+ 1)+
PVi P̂ (t+ 1) + LOi P̂ (t+ 1)−Ni PE(t)
(5.19)
After reviewing all the constraints for the estimation of BAi P̂ (t + 1),
PLi P̂ (t+ 1), the deployed optimisation algorithm minimises (5.12), subject
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to the constraints of (5.13), (5.14), (5.16), (5.17), and (5.19).
5.5 Conclusion
The study reported in this dissertation represents a significant step forward
in the stochastic modelling of energy flow in a smart grid. The proposed
algorithm, developed based on moving average techniques, allows the net-
work elements to minimise the fluctuation of the acquired power from the
main grid between the off peak and peak demand hours. The work presented
focused on the stochastic modelling of the ad hoc behaviour of renewable
energy sources with or without a daily pattern.
Stochastic modelling allows nodes to predict the value of injected/consumed
power flow and to measure the required power to store in storage compo-
nents such as batteries. As shown, the low-level control of the nodes in
terms of voltage and current adjustment was de-coupled from energy man-
agement. The scope of the linear programming carried out was limited by
the assumption made that energy management was assigned to the higher
layers of smart grid.
Chapter 6
Simulation and Validation of
AAO and SAO Algorithms
For validation of the proposed methodology, the agents are simulated using
the JADE platform. Appendix A explains the reason for selecting JADE
platform and the structure of message exchange between agents in JADE
platform. Agents exchange a set of parameters by sending messages to each
other using ‘semantic language’ (SL) [3]. There are three types of agents
defined in this dissertation: source, storage, and sink, each assigned to each
node within the dwelling. The message type and information model for each
agent is shown in Figure 6.1. The result of the learning and adaptation is
used by agents to determine the state of the switches.
6.1 Computer Simulation Setup
Figure 6.2 illustrates the overview of the implemented simulation platform.
As illustrated in Figure 6.3, the variables and dynamics of this network are
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Figure 6.1: Information model of each agent.
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sent to the JADE platform by an S-function, MACSimJX [162] which acts
as a gateway to pass data between MATLAB/Simulink and JADE. The
IEEE 34-bus test feeder was chosen for simulating the distribution power
network because of its simplicity in monitoring the network parameters.
The IEEE 34-bus test feeder as shown in Figure 6.4 is simulated in PSCAD
(Figure 6.5) that is linked to MATLAB/Simulink. The dwelling substations
are connected between the bus 842 and 844. The values of the power flow
are imported from MATLAB/Simulink after calculation by agents in the
JADE platform. After calculation and exchange of messages in JADE, the
data is sent back to MATLAB/Simulink (Figure 6.3) and consequently to
the PSCAD platform.
The messages exchanged among the five selected agents in Step 4 of the
AAO algorithm are displayed as an example in Figure 6.6. There are four
source agents which have been selected with the highest Unew,p(t) to form a
cluster with the sink agent. This step starts with broadcasting four ‘propose’
messages (defined based on FIPA standard) from sink agent to each source
agents. These messages are concerned with acknowledging source agent’s
confirmation for cluster formation. A total of 16 messages are exchanged
until subscription and final confirmation for cluster formation between sink
agent and source agents of number 1 and 3 are reached.
The internal connection between JADE and the MATLAB/Simulink is
achieved by MACSimJX [162], an open source software tool. MACSimJX
provides the means, utilising JADE, to receive data from Simulink and pass
it on to agents for further processing. The reverse functionality is also pos-
sible [163].
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MATLAB/Simulink 
    JADE Platform 
          PSCAD Platform 
 (IEEE 34-bus Test Feeder) 
Figure 6.2: The outline of all simulation platform.
The selected simulation platform, the IEEE 34-bus test feeder in PSCAD,
gives the opportunity to monitor the small changes of power flow in a dis-
tribution network.
6.2 Validation of AAO algorithm
In the computer simulation, as illustrated in Figure 6.7, seven dwellings
including different levels of occupancy are assigned to the dwellings that are
connected to the distribution substationas. Inside each dwelling, there is
one PV (maximum output: 2.5 kW), one wind turbine with the maximum
output of 900 W, one battery with maximum capacity of 1.5 kWh and a load
with average consumption of [0-1.5 kW] per hour. The power components
of a dwelling, including PV, wind turbine, load, and battery, are simulated
in MATLAB/Simulink (Figure 6.3).
The environmental data used in the source agent consisting of solar ir-



























































Figure 6.3: Modelling of one dwelling and renewable energy sources in
MATLAB/Simulink.
radiance and wind speed were recorded in Cleveland, QLD, Australia [21] at
a time interval of five minutes. The typical load consumption, which is dif-
ferent for each dwelling, was provided by Endeavour Energy Pty Ltd. [22].
Figure 6.8 shows the typical load consumption in one of the dwellings. In
Table 6.1, the environmental data used in the simulation and their sources
are summarised. In Table 6.1, Ni,j Co is the electricity tariff that for sim-
plicity is considered to be the same from one locality to another within a
particular period.
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Selected
buses 
Regulator 1 Transformer 
Slack bus

















































Figure 6.4: IEEE 34-bus Test Feeder [2].
Table 6.1: The parameters of environmental characteristics.
Parameter Data Sources
Solar irradiance Cleveland, QLD, Australia
(http://www.clevelandweather.net/misc/archive.php)




Endeavour Energy Pty Ltd.
(http://www.endeavourenergy.com.au/)
Ni,j Di The interval between buses in IEEE 34 bus test feeder
Ni,j Co Electricity tariff which considered same for all agents
Ni,j Ca(t) The current active power inside node minus requested
power
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V Ph






































































































































































































































































































































































































































































































































































































































































IEEE 34 BUS DISTRIBUTION TEST MODEL
Developed June 2006
by Jen Z. Zhou, Dharshana Muthumuni, and Paul Wilson
This version has no wind generators and can only run in 
professional version of PSCAD.



















Figure 6.5: Demonstration of bus 842 and 844.
There are three possible scenarios in this process: (i) when the source
agent does not communicate with the other sink agents and sends message
just inside the dwellings (Scenario A), (ii) when the source agent commu-
nicates with other sink agents inside the other dwellings but selects agents
randomly without the PnP algorithm (Scenario B), and (iii) when the source
agent communicates with sink agents inside other dwellings and selects
agents based on the PnP algorithm (Scenario C).
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Figure 6.6: Exchanging message in JADE
6.2.1 Results of Power Flow Fluctuation
The main focus of the computer simulation was to study the power bal-
ance within the distribution substation network, the number of messages
exchanged, and the comparison of the computational cost of the learning
methods in terms of iteration and processing time. In the first step, there is
no AAO algorithm. The solar irradiance is the input for the PV units and
wind speed is the input for the wind turbines.










































































































































































































































































































Figure 6.8: Typical load consumption in one dwelling.













































































































































































Demand excluding batteries Power flow on selected bus test feeder (846 and 848)( 2)
Figure 6.9: Power flow on distribution substation bus with 1.5 kW
batteries in each house; no PnP algorithm.
With selecting scenario A, Figure 6.9 shows the active power in the se-
lected bus test feeders over a 24 hour period. It shows that the power has
high fluctuations, especially, at noon when PVs inject power into the main
grid. When the power flow is negative, there is reverse power to bus feed-
ers from the dwellings. In Figure 6.9, the demand line shows the required
power by sink and home consumption excluding batteries. The maximum
and minimum power required by the selected bus test feeder is 5.85 kW and
-6.44 kW respectively which result in 12.29 kW magnitude of fluctuation. In
this scenario, the batteries are mostly fully charged by the energy from re-
newable energy sources or the main grid because there are no communication
and strategy to control the store nodes.
In the next step, scenario C is selected with starting the AAO process
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and agents on each dwelling communicate to each other within the main
power line which is connected to the distribution substation(Figure 6.7).
Figure 6.10 shows the resultant power flow in the selected bus test feeders
(842 and 844). Due to the controlling action of the MAS, whenever the
source agent cannot form a cluster with the sink agent then the power will
not be injected to the distribution substation bus. Based on the network
structure, the surplus of power may be used by another sink nodes which
are connected to power lines.
The maximum and minimum of required power by the selected bus test
feeder is 2.02 kW and 0.1 kW respectively which results in 2.01 kW mag-
nitude of fluctuation. The results shows 81% less fluctuation than the non-
PnP operation, which is quite significant. The batteries in this scenario
were sometimes source, sink, or inactive frequently. Overall, the store nodes
were the source for 3 hours and 20 minutes and the demand for 4 hours and
10 minutes. Consequently, batteries were active with injection/consumption
of energy to/from the main grid on average for 7 hours and 30 minutes
during the day. If the battery is fully charged or empty without any injec-
tion/consumption of energy, then it is considered as inactive node.
Table 6.2 compares different results using different capacities at a storage
node. In Table 6.2, the size of the battery was changed to find the minimum
fluctuation of power based on the size of the storage node. These results
illustrate the critical role a storage node has in decreasing power fluctuations.
However, the cost and environmental impact of batteries should be also
considered because batteries may contain toxic material.
Figure 6.11 shows the number of messages that are transmitted by one












































































































































































Demand excluding batteries Power flow on selected bus test feeder (846 and 848)( 2) 
Figure 6.10: Power flow on distribution substation bus with 1.5 kW
batteries in each house with the PnP algorithm enabled.





















0.5 1.52 2.17 150 100
1 1.38 2.10 200 175
1.5 1.24 2.02 250 200
2 1.1 1.81 300 245


























Time (hours)  
Scenario B Scenario C Scenario A
Figure 6.11: The number of messages exchanged for each load agent
daily.
source agent assigned to the wind turbine during a typical day. The result
demonstrates the efficiency of the number of generated messages by select-
ing two appropriate sink agents. Figure 6.11 shows that a lower number
of messages are generated in the first scenario when the agents are isolated
without agent selection, but it is less efficient in terms of power saving and
minimising disturbances. Scenario B is compared to Scenario C in which an
agent selects sink agents with or without considering the parameters of the
nodes. Scenario B, 67% more messages are exchanged during a typical day
as there is the possibility for an agent to select an agent that does not have
adequate potential for cluster formation. This problem in Scenario B was
caused by selecting agents without considering their potential and parame-
ters for cluster formation that results in frequent exchange of messages.
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3 288 480 384
7 745 1176 961
14 1354 2256 1805
The number of messages exchanged across the network is changed with
an increase or decrease in the number of dwellings. The number of mes-
sages generated by the PnP algorithm is validated for different numbers of
dwellings. Table 6.3 shows the maximum and the minimum and the av-
erage number of messages in every hour by all the agents associated with
the dwellings. The result shows that the number of messages is doubled
if the number of dwellings is doubled. The reason for this efficiency is the
deployment of an MASM agent which has control over all the messages and
consequently, the agents transfer their messages to the MASM agent system
instead of contacting each other directly.
The minimum number of messages is as important as minimising the
number of iterations in learning and adaptation method. Especially for an
agent with limited computing resources in terms of memory and processor.
The increased number of messages may slow down the learning and adapta-
tion process as the computing resources are allocated more for completing
the exchange of messages rather than learning and adaptation.
Figure 6.12 shows the comparison of learning steps between ACSA, GA,
and DVF. All three of these learning algorithm are simulated in the same
environment with the same input data. In all of the learning algorithms,



















Figure 6.12: Comparison of learning steps among ACSA, DVF, GA.
it is assumed that one sink agent creates a cluster with two source agents.
If the maximum power consumption by load is assumed to be 3 kW that
two source agents have collectively provided. In every learning step, an
agent selects one of the six actions. The sink agent tries to minimise power
deviation index (4.9) by implementing the learning steps. There are five
states for each source agent (PV, wind turbine or the main power line) with
injection of 5 kW as follows:
(0 ≤ P < 1), (1 ≤ P < 2), (2 ≤ P < 3),
(3 ≤ P < 4), (4 ≤ P ≤ 5)
In the GA method [102], a binary code is assigned to each state in
each source agent. The cost and fitness function are based on (4.9). This
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method finds the best fitness states based on minimising the cost by using
Parent Selection, Crossover and Mutation of the string. Parent Selection
is a probabilistic process in which strings are selected to produce offspring
based on their fitness value. The crossover rate has been changed from 0.6
to 1 (with using Monte Carlo simulation method) and the mutation rate has
been changed from 0.01 to 0.05 (with using Monte Carlo simulation method)
for the lowest learning rate. The iteration stops if (i) all the produced binary
strings are the same, or (ii) the required number of iteration is achieved. The
other parameters of the GA, which results in the lowest possible iteration
rate, are as follows: population size = 8, crossover rate = 0.7, mutation
rate = 0.03, and maximum iterations = 450.
In the ACSA method [92], each ant finds the shortest path to food (the
five states in each source agent) by laying a pheromone trail as they walk.
An ant minimises equation (4.9) by updating the pheromone when moving
in a tour from one state to another during each iteration. The probability
of moving from one state to another state depends on the combination of
two values: (i) the state of power flow in the next state which is a potential
source to inject power, (ii) the trail level which is the pheromone strength
between states. The algorithm is terminated if (i) all ants select the same
path in their tours, or (ii) the maximum number of iteration is achieved. The
following parameters, which results in the lowest possible iteration rate, are
used for ACSA: Number of ants=6, maximum iterations=450, pheromone
weighting=2, state weighting=6, pheromone evaporation constant = 0.8,
and elite path weighting constant = 0.5.
In the proposed application, scenario C, the problem of a high number
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of iterations, which is mentioned by [9] in comparison to Q-learning and
ACSA, has been solved in the DVF (distributed learner) by collaboration
on updating the Q-value. This optimal collaboration is the result of the
novel proposed techniques that define the behaviour of the nodes and cluster
formation techniques. As illustrated in Figure 6.12, the GA has the worst
performance and the result for ACSA and DVF are roughly the same. In this
chapter, DVF has been selected because of its mathematical simplicity in
modelling the collaboration between agents. The main disadvantage of the
GA is that it is a stochastic algorithm and its solution cannot be guaranteed
to be optimum.
The hardware for simulation has a central processing unit (CPU) with
3 GHz speed and each millisecond is defined as 1 per unit (p.u.). In this
case, every learning step by DVF, ACSA, and the GA takes 11, 12, 42 p.u.,
respectively. Figure 6.12 compares the learning rates for three nodes (one
sink agent and two sources nodes). The real network has a large number
of nodes which constantly run the learning algorithm every five minutes as
well as having other PnP functionality.
6.3 Validation of SAO Algorithm
The stochastic model considers two behaviour patterns of the power flow:
(i) source nodes with regular and daily oscillation patterns such as the so-
lar irradiance and (ii) source nodes that do not have a regular oscillation
patterns such as the wind speed. The climatic conditions are recorded at
one minute intervals. The simulation is carried out at different sampling
intervals to explore its impact on prediction accuracy. At higher sampling
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intervals, the data is smoothed using moving average with the previous 10
samples.
In the simulation, it is assumed that seven dwellings with different levels
of occupancy are connected to the distribution substation. In each dwelling
there is a PV with a 2.5 kW maximum output, a wind turbine with the max-
imum output of 900 W, a battery with maximum capacity of 1.5 kWh and
a load with an average consumption of [0-1.5 kW] per hour. The maximum
and minimum SOC are considered as 1400 Wh and 200 Wh, respectively,
considering the highest efficiency in charging and discharging of the battery.
The input data is obtained from seven typical households [161] and sam-
pling the environmental conditions in Perth, WA, Australia at one-minute
intervals [164].
The environmental data used in the simulation and their sources are
summarised in Table 6.4. The parameters of n and θ in the calculation
of Ni Âv(t + 1) are determined to produce the highest prediction accuracy
based on Monte Carlo simulation with searching for their optimal values
between 1 to 1440 in steps of 1 and 0.1 to 1 in steps of 0.1, respectively.
The maximum value of 1440 is selected for n due to the daily pattern of
environmental conditions, however the result shows that a value less than
60 achieves the highest prediction accuracy when the sampling interval is
one minute. Based on the database deployed in this study, the value of n is
found to be 14 and of θ, 0.2.
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Table 6.4: The parameters of environmental characteristics.
Parameter The methods of obtaining
Solar irradi-
ance
Perth, WA, Australia (https://www.agric.wa.gov.au/
weathe-stations)




Endeavour Energy Pty Ltd.
(http://www.endeavourenergy.com.au/)
Table 6.5: Assigning the state number for every value of wind speed.







more than 11.5 7 750-900
6.3.1 Assigning the State for Every Value of Climate
Condition
Regarding the definition of states in Section 5.3.2, the following example
demonstrates how a series of states are defined for a typical wind turbine
according to the amount of power injected. Based on the technical specifi-
cation of a selected wind turbine (900 W maximum output), seven exclusive
states for power injection are considered to capture the dynamic behaviour
of the wind turbine caused by different wind speeds. Table 6.5 shows the as-
signed states for different wind speeds. Based on a 900 W maximum output
for the wind turbine, every state is considered to provide an extra 150 W.
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Figure 6.13 shows the comparison between the actual states, the pre-
dicted states by SMPnP stochastic modelling and the näıve predictor [110]
method over the period of eight hours. The sampling interval is ten minutes
using the moving average of the previous ten samples. The wind speed has
high fluctuation and an irregular pattern. The number of subsets for the
SMPnP model are B1=-100, B2=0 and B2=100. These values have been
chosen based on a Monte Carlo simulation to produce the highest predic-
tion accuracy. In this scenario, the Monte Carlo method runs 50 estimates
by random selection within the specified range of -200 to 200. This indi-
cates that during certain hours, there is less than a one-state gap between
the actual data and the one-step-ahead forecast. The result could be dif-
ferent, however, during other periods. This gap depends on the number
of selected states, the sampling interval and the number of subsets in the
SMPnP stochastic model.
























Actual States One step ahead forecast by SMPnP Naïve Technique
Figure 6.13: The comparison of actual wind speed and predicted values.
A comparison is made between the performance of stochastic model,
SMPnP, at different sampling intervals based on their standard deviations
for one-step-ahead forecast error with K%D, DeMarker, ARIMA (0,1,1) and
a Markov chain. The climate data for the previous six months is used to
calculate the transition matrix of the Markov chain.
Using the sum of difference in actual value and the forecast, the standard
deviation of the one-step-ahead forecast error is calculated for 24 hours. The
aim is to demonstrate the comparison of overall performance of stochastic
models in the period of one month. The performance of stochastic modelling
with more details is monitored on the lower timeframe such as three days.
It means, the period of 30 days is separated to the 10 timeframe of three
days.
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6.3.2 Stochastic Model Performance for Irregular Pat-
terns
Wind speed is selected as an example of the dataset that is highly irregular.
There are seven states due to the size of the wind turbine (900 W), covering
all variations in the wind speed. Figures 6.14 and 6.15 show the comparison
of SMPnP with the K%D, DeMarker models, Markov chain, naive predictor,
ARIMA (0,1,1) when the sampling interval is 1 or 10 minutes. The final
value selection for the length of the time period for the DeMarker model is
B1=30, B2=70, λ=5 and n=18 and for K%D model, the final values are
D1=20, D2=80, γ= 6 and n=28 and for SMPnP method, the final values
are B1=-100, B2=0, B2=100, η= 3 and ξ= 0.1. When the sampling interval
is one minute (Figure 6.14), the SMPnP model shows less error in standard
deviation compared to other methods by an average of 2.16 kWh error in
average daily injection of 7.56 kWh over one month. When the sampling
interval increases to 10 minutes (Figure 6.15), the performance of SMPnP,
K%D and ARIMA(0,1,1) are approximately same.
All the results in this step demonstrate that giving more weight to the
moving average of the older data is the best option for stochastic modelling
in terms of prediction accuracy of the wind speed. In Figure 6.15, the av-
erage of standard deviations are 0.33, 0.35, 0.38, 0.35, 0.46 and 0.42 for
SMPnP, K%D, DeMarker, ARIMA(0,1,1), Markov Chain and naive predic-
tor, respectively. When the sampling interval increases to 10 minutes, it is
not possible to select one stochastic model to achieve the best performance
over every 3-day period.
Over the period of 3 days, SMPnP had the best performance and in
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the other period, K%D or ARIMA(0,1,1) models has the best performance.
If, however, performance of the algorithms over one month are considered,
then the SMPnP method still demonstrates the best results in terms of
prediction accuracy. Time series stochastic modelling is suitable for short-
term prediction of irregular patterns. For this group, the Markov chain
method is less accurate when the sampling interval is less than an hour






































K%D DeMarker ARIMA(0,1,1) Markov Chain Naïve Technique SMPnP
Figure 6.14: Comparison of stochastic model with the second order
Markov chain and ARIMA(0,1,1) for wind speed when the sampling in-
terval is one minute.





































K%D DeMarker ARIMA(0,1,1) Markov Chain Naïve Technique SMPnP
Figure 6.15: Comparison of stochastic model with the second order
Markov chain and ARIMA(0,1,1) for wind speed when the sampling in-
terval is 10 minute.
6.3.3 Stochastic Model Performance for Regular Pat-
terns
Solar irradiance is selected from the group with regular patterns. There are
14 states to cover all the variations in solar irradiance. The final values
of B1=30, B2=70, λ=4 and n=14 are selected for DeMarker and D1=20,
D2=80, γ=6 and n=25 for K%D and for SMPnP method, the final values
are B1=-100, B2=0, B2=100, η= 3 and ξ= 0.04. Figures 6.16 and 6.17 show
the comparison of the standard deviations for the one-step-ahead forecast
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produced by the models over one month. When the sampling interval is
1 minute (Figure 6.16), the SMPnP shows the best performance with the
lowest standard deviation of one-step-ahead forecast with an average of 5.12
kWh error in average daily injection of 22.85 kWh over one month. When
the sampling interval increases to 10 minutes (Figure 6.17), the SMPnP,








































DeMarker K%D ARIMA(0,1,1) Markov Chain Naïve Technique SMPnP
Figure 6.16: Comparison of stochastic models with Markov Chain and
ARIMA (0,1,1) for PV for the sampling interval one minute.







































DeMarker K%D ARIMA(0,1,1) Markov Chain Naïve Technique SMPnP
Figure 6.17: Comparison of stochastic models with Markov Chain and
ARIMA (0,1,1) for PV for the sampling interval 10 minutes.
Taking recent history into consideration produces more accurate fore-
casts for this group because the stochastic model can reflect any minor
change such as moving clouds or other temporary problems in the pre-
dicted result. In Figure 6.17, the averages of standard deviations are 0.63,
0.72, 0.65, 0.72, 1.03 and 0.95 for SMPnP, K%D, DeMarker, ARIMA(0,1,1),
Markov Chain and naive predictor, respectively. When the sampling inter-
val increases to 10 minutes, there is no guarantee that one of the stochastic
models achieves the best performance over every 3-day period but if the
results of one month are compared, then SMPnP still demonstrates better
results in terms of prediction accuracy.
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6.3.4 Results of Power Flow Fluctuation with Using
PnP Algorithm
In every step of validation in this section, the AAO algorithm is the only
method that runs during the node’s activation. When the node becomes
active, the AAO algorithm does not have any role in the PnP algorithm
since the SAO algorithm is the only algorithm that operates until the de-
activation of the node. The efficiency of the PnP algorithm in terms of
valley filling/peak shaving is demonstrated by considering the energy con-
sumed/injected by seven dwellings from the main grid during one day before
and after using the PnP algorithm.
In the first simulation, the power consumed from the main grid is cal-
culated when there is no control strategy for the PV and wind turbine. In
this scenario, the moving average of load consumption by seven households
is calculated for 24 hours. Figure 6.18 shows the result of a lack of strategy
to store or consume energy when there is a considerable amount of power
produced by PV or a wind turbine. The resulting power flow in Figure 6.18
is the sum of all consumption/injection power flow from the seven dwellings.
The valley causes the reverse power flow on the main grid when the PnP
algorithm is not running.





























































































































































































































































































































Demand(kW) Battery Required Power+PV+Wind Turbine
Figure 6.18: Power flow before using adaptive minimisation algorithm.
In the second simulation, the PnP algorithm is applied with the same size
battery that lowers the moving average. Minimising the fluctuation of power
flow is evaluated based on linear programming and stochastic modelling with
a sampling interval of five minutes. Figure 6.19 shows that households can
lower the gap between peak demand and off-peak hours three times during
24 hours by selecting a 1.5 kWh battery. Figure 6.19 also illustrates the
smoothing action of the average line with minimising the gap between peak
demand hour and off peak hours.
As explained in Section 2.5.2, two studies [121] [120], which have the
similar objectives with the SAO algorithm in terms of power flow manage-
ment, are chosen for comparison against the proposed SAO algorithm. Both
of the selected publications are designed to implement stochastic modelling
of renewable energy source for determining the optimal dispatch schedule of
the energy stored in order for valley filling/peak shaving scenario.
The stochastic modelling in PV+ system based on moving average ig-

























































































































































































































































































































































Demand(kW) Battery Required Power+PV+Wind Turbine
Figure 6.19: Power flow after implementing adaptive minimisation al-
gorithm.
nores the most recent data of PV behavior because it considers all the his-
torical data with the same weight. It causes an inaccurate prediction of PV
output. Besides, in PV+ system, the linear programming equation does not
calculate the power from the main grid. In this scenario, the PV+ system re-
sponds to any shortage and demand during the peak hour and consequently,
the battery is discharged during peak hours immediately. If the target is the
maximum peak shaving, then the energy in batteries should be reserved for
the whole period of peak hour timeframe instead of discharging the battery
in beginning of peak hour time-frame.
As illustrated in Figure 6.20, SAO method reserves the energy in bat-
teries longer, average ∼2.92 kWh, with accurate stochastic modelling of the
PV output. In addition, the advantage of SAO algorithm is to use the power
from the main grid to respond to some demands and shortages during the
peak hour. For example, at 17:30, the SAO algorithm is still using the power





































































































































































































































































































SOA method PV+ System Method
Figure 6.20: Comparison the battery charge/discharge between SAO
method and PV+ system.
from the main grid to respond to demand without discharging the batteries.
But at the same time, PV+ system is discharging the batteries to inject en-
ergy for demands which results in inefficiency of peak shaving and shifting
the peak hour demand.
Figure 6.21 shows the comparison of required power from the main grid
and PV between the SAO algorithm and PV+ system. It shows how the SAO
algorithm minimises the peak hour demand more than the PV+ algorithm
by 1.4 kW. However, PV+ system uses 24-hour ahead forecast to determine
the useable capacity of the battery for supplying the entire peak energy
demand.
Figure 6.22 is the comparison between SAO method and Wind+ system,
2-step ahead reinforcement learning with wind turbine and storage system in











































































































































































































































































































































































































































Required Power+PV, SOA method Required Power+PV, PV+ system method
Figure 6.21: Comparison of the required power+PV power flow between
SAO method and PV+ systems.
terms of storing energy. It shows that the SAO method maintains the SOC
of battery at higher level with the average of 0.83 kW per hour for 24 hours
when the battery is active. The main reason for this inefficiency in 2-step
ahead reinforcement learning is due to Markov chain model for inaccurate
prediction of the wind turbine energy output. As illustrated in 6.23 the
inaccurate prediction of wind turbine resulted to require extra power from
the main grid compared to SAO method.
In addition, one of the main problems in the Wind+ system is the num-
ber of states and action which grows exponentially with increasing number
of agents. This adds more complexity in the calculation of reinforcement
learning in terms of computational time.





























































































































































































































































































































































SOA method 2-step ahead reinforcement learning method
Figure 6.22: Comparison the battery charge/discharge between SAO








































































































































































































































































































































































































































Required Power+Wind Turbine, SOA Method
Required Power+Wind Turbine, 2-step ahead reinforcement learning method
Figure 6.23: Comparison the required power+ wind turbine power flow
between SAO method and 2-step ahead reinforcement learning.
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6.4 Conclusion
The simulation of AAO and SAO algorithms have been carried out using
MATLAB/Simulink and JADE platform. In terms of learning steps, the
performance of the AAO process using the DVF algorithm is compared with
ACSA, and GA techniques. According to the results, the collaboration in
the DVF method provides fewer iterations compared to GA and it is more
competitive with ACSA. It also shows that the battery has a critical role in
the smart grid because it helps to minimise disturbances to the supply-and-
demand balance within the distribution network.
Furthermore, the performance of the SAO algorithm including stochas-
tic model, SMPnP model, is validated against autoregressive moving average
(ARIMA) and Markov Chain models in terms of forecast accuracy. The re-
sults demonstrate that the novel proposed stochastic model, SMPnP model,
outperforms K%D, DeMarker, ARIMA and Markov Chain models in both
regular and irregular patterns. In addition, the higher performance and ef-
ficiency of the SAO has been tested against two different researches and the
other proposed algorithms in terms of minimisation of the fluctuation be-




A MAS approach for managing renewable energy resources and power stor-
age systems connected to the distribution power network was proposed in
this dissertation. According to the developed scheme, the MAS manages
the orderly activation/deactivation of resources using a PnP algorithm in
order to minimise disturbances to the supply-and-demand balance within
the distribution network in a smart grid. The MAS applies the proposed
PnP algorithm to facilitate constant communication among the nodes in the
network.
This dissertation has shown that the proposed PnP algorithm, includ-
ing AAO and SAO algorithm, enables a node to autonomously plug into the
network, exchange information with other nodes and function effectively to
balance energy flow. Moreover, it was demonstrated that further develop-
ment of the algorithm resulted in reducing peak hour demand in the electric
grid, a technique known as ‘peak shaving’. This reduction is important for
balancing energy in power systems as demand-spikes apply pressure on the
network, which is often the primary cause of rolling blackouts.
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7.1 AAO Algorithm
The proposed AAO algorithm could systematically balance energy by man-
aging ad hoc activation/deactivation of the nodes. This was achieved through:
(i) propagating information about the state and parameters of the nodes
across the network, (ii) formation of clusters to reduce the number of ex-
changed messages and increasing the effectiveness of the PnP algorithm, (iii)
forecasting the future power flow through the network.
The PnP algorithm was implemented through a series of agents that
activate or deactivate the nodes in the network according to an optimised
schedule. This mechanism showed potential to significantly reduce distur-
bance caused by the ad hoc behaviour of the energy sources. The PnP
algorithm determined the nodes that had to become active or inactive. For
active nodes, the DVF algorithm was deployed to calculate the amount of
power that has to be produced or consumed by the node in order to minimise
the power derived from the distribution substation.
The AAO algorithm was validated through computer simulation by ap-
plying it to IEEE 34-bus test feeder and the environmental data of solar
irradiance and wind speed recorded in Cleveland, QLD, Australia [21]. The
PnP algorithm proved to be quite efficient in activating/deactivating the
nodes. The results of simulation showed that the AAO algorithm could
reduce power flow fluctuations up to 81% compared to when the AAO al-
gorithm or other control algorithms were not deployed. This improvement
is the result of deploying multiple strategies in the AAO algorithm such as
deactivating the source agent when there are no sink agent in the network.
The result also illustrates the critical role that storage nodes could play in
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a network in decreasing power fluctuations. The SAO algorithm, as part of
the PnP algorithm, guarantees the stability of this result with predicting
the node behaviour in the next timeframe.
Using various scenarios, it was also shown that the AAO algorithm has a
major impact on reducing the number of messages exchanged in the network.
Based on the selected scenarios, 67% more messages were exchanged during
a typical day when there was no AAO algorithm deployed. In building
the AAO, the learning algorithm DVF was selected due to its simplicity in
modelling collaboration between agents. It was also demonstrated that DVF
converged significantly faster than GA nearly the same speed as ACSA.
7.2 SAO algorithm
The energy produced by the renewable energy sources depends on weather
patterns that are probabilistic. In order to deal with the stochastic behaviour
of the renewable energy sources in balancing energy across the network,
stochastic modelling was designed. More specifically, the fluctuation between
off-peak and peak energy demand was minimised by stochastic load levelling
and/or peak shaving. Using the power flow recorded from a typical grid with
embedded renewable energy resources, a stochastic model based on the Box-
Jenkins approach was designed to model and manage the behaviour of the
source nodes in the grid.
The designed stochastic model proved instrumental in forecasting the
future energy flow in a distribution network and accordingly to minimise
the peak demand and off-peak consumption electrical energy derived from
the main grid. Towards developing the stochastic model, the historical data
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produced by the renewable energy sources is examined carefully to identify
the best sampling interval. It became clear that the daily sampling time was
not suitable for power flow prediction for a small sized PV. On the other
hand, faster sampling intervals of five-minute or one minute showed a better
behaviour of the power flow produced by a PV or a small size wind turbine.
The time series used in the analysis and modelling of the stochastic
model was the actual data obtained from seven typical households [165] and
the environmental conditions in Perth, WA, Australia [164]. A comparison
was made between the performances the designed stochastic model, SMPnP,
with K%D, DeMarker, ARIMA (0, 1, 1) and the Markov chain model at
different sampling intervals based on their standard deviations for one-step
ahead forecast error. The climate data for the previous six months was used
to estimate the transition matrix of the Markov chain.
Stochastic model performance for an irregular stochastic pattern showed
that when the sampling interval was one minute, the SMPnP model had less
error in standard deviation compared to other methods by an average of 2.16
kWh error in average daily injection of 7.56 kWh over one month. When the
sampling interval was increased to 10 minutes, the performance of SMPnP,
K%D and ARIMA(0,1,1) are approximately same. All the results in this step
demonstrated that giving more weight to older data made the prediction of
wind speed more accurate. Time series stochastic modelling was suitable
for short-term prediction of irregular patterns. For this group, the Markov
chain method was outperformed when the sampling interval was less than
an hour, due to the lack of accuracy in its transition probability matrix.
Stochastic model performance for regular stochastic pattern showed that
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when the sampling interval was one minute, the SMPnP showed the highest
performance with the lowest standard deviation of one-step ahead forecast
by an average of 5.12 kWh error in average daily injection of 22.85 kWh
over one month. When the sampling interval was increased to 10 minutes,
the SMPnP, DeMarker and ARIMA(0,1,1) showed better performance in
terms of lower standard deviation. Considering the more recent data in the
time series resulted in more accurate forecasts for this group because the
stochastic model could reflect minor changes such as a moving cloud or in
the forecast.
In order to minimise the gap between the peak demand and off peak
consumption of electrical energy derived from the main grid, storage of en-
ergy in store nodes played a critical role. Linear programming [148] was
applied to estimate the amount of energy that should be stored in batteries
or released to the network in a cluster during the one-step ahead forecast.
This method kept the SOC of the batteries at the highest level by using
the maximum power flow from renewable energy resources and minimum
power flow from the main grid. Linear programming operated based on a
set of objective functions which were designed based on various constraints
governing the network such as charge/discharge capacity limitation on SOC
of batteries.
SAO algorithm minimises the power acquired from the main grid to
smooth and balance the energy consumption and to maximise the SOC
of the batteries. It deployed the stored energy during high demand when
there was not adequate power available from the renewable energy sources.
The results of implementing the algorithm showed that SAO was effective
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in minimising the fluctuation of power flow based on linear programming
and stochastic modelling with the sampling interval of five minutes. In the
selected scenario, the gap between peak demand and off-peak hours was
reduced 3 times during 24 hours through the deployment of SAO.
7.3 Future Research
The work carried out in this Thesis was limited by the scope defined for the
study. Further work can be conducted based on the results obtained so far.
The emergence of electrical vehicles as a viable option in transportation
in the coming years will place new demands on electrical networks. This
will be in the form of more demand for electricity and an increase in peak
demand grows with an increase in the number of electric vehicles. The
impact of electric vehicles on peak demand should be considered in the
stochastic model developed in Chapter 5. This will require further study of
the charging patterns of store nodes, especially in the afternoon peak hours
when people return home and charge their vehicles.
In the context of the learning ability of PnP, the framework can be
extended to include the scheduling of demand-side integration, optimising
the size of storage capability and control and management of forecasting
power flow by using stochastic models.
Furthermore, more research into the development and functionality of
MAS is required. It will be a major step to develop a framework in learning
algorithms for energy scheduling of demand-side to set some limitation on
energy consumption of sink nodes. The main objective of this scheduling
will be to develop a protocol to prioritise the sink nodes. Based on this
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protocol, the low priority sink nodes are deactivated in the network if stored
energy is not enough for high priority sink nodes. This strategy guarantees
the availability of energy to the high priority consumers at all times.
At this stage, the energy storage devices are not viable due to their
high cost. However, with further development in battery technology and
reduction in the cost of store nodes especially within the network particularly
in residential dwellings will create new dynamics that needs to be studied
and included in the models proposed in this study.
In the studies conducted in this dissertation the dynamic of the electric-
ity market was not considered. Issues such as dynamic, real-time or time-
of-use pricing, and elastic load models should be investigated and identified
relationships included in the models proposed. For example, a household
can schedule their power consumption according to balance between supply
and demand if price of electricity can be varied during 24 hours. Function
of real time prices may affect the peak shaving and valley/filling scenario.
Consequently, further investigation into the demand side management to
organise the local energy markets will be of benefit.
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Appendix A
A.1 Proposed Platform for Multi-agent Sys-
tems Architecture
Among the several existing platforms to manage agent operation, common
general-purpose examples include JADE (Java Agent DEvelopment Frame-
work) [139], AgentBuilder, MadKit and ZEUS. Other platforms that may
be of interest for specific users are: NetLogo; this enables beginners to
get started with MAS programming, JANUS; simplifies agents building,
Cougaar enables; very large scale simulation system, JADEX; a framework
for developing intelligent agents, and JACK for autonomous agents. Some
of these development platforms also meet the FIPA standards, especially for
messaging and agent management.
For power systems applications, JADE is the most popular framework
used in the MAS. JADE is an open source platform for peer-to-peer agent-
based applications. It offers a runtime environment for agents and a library
of classes that provide ready-made pieces of functionality and interfaces for
custom and application-dependent tasks. Its main advantage is access to
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a variety of resources such as extensive documentation, tutorials, books [3],
and forums. It also includes built-in graphical tools to support the debugging
and deployment phases of MAS development.
JADE is fully compatible with FIPA standards and specifications for
distribution of the agent platforms across multiple machines. Since it is
fully implemented in Java, it is also cross-platform, and works on multiple
operating systems. Many third-party plug-ins and extensions (for example,
mobile devices) are available for specific application. Due to these proper-
ties, the JADE platform is selected as a basis for validating the concepts
developed in this study.
A.2 Agent Behaviour in JADE
Agents designed in JADE can be in any of the states as shown in Figure 3.4.
Additionally, their execution follows a model that relies on behaviours, de-
scribing how an agent reacts to an event in the environment, how agents
operate independently, and how they are executed in parallel with other
agents. This feature is made possible by assigning a Java thread to each
behaviour so that each agent may be active in several tasks at a time. Fig-
ure A.1 demonstrates the agent execution model. In the function named
‘initiate()’, agents are initialised to launch initial behaviours. Then, as long
as the agent is in life cycle, each active behaviour is executed until it is
completed. The ‘done()’ function is run at the end of each execution of the
behaviour to control whether the behaviour should execute again or not.
If the task is complete, then agent is removed. Otherwise, the next active
behaviour is executed. If the agent is removed, the ‘takeDown()’ function is
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Taking the next active behaviour 
Action () 
Done ()? 
Remove the behaviour from the list 
Suspend () 
Figure A.1: Agent execution modelling of agents in JADE.
A.3 Agents Interaction in JADE
Agents play an important role in realising the algorithms presented in this
Thesis. In this section, more information on how JADE is deployed to build
and simulate the behaviour of the agents. The agents communicate accord-
ing to FIPA Contract Net Interaction protocol [166], one of many FIPA
agent communication languages (ACL) protocols available for agents. The
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FIPA-ACL is based on a speech theory that resembles to human commu-
nication, using many protocols used in human interaction such as inform,
request, agree, not understand and refuse. Through implementation and co-
ordination of these actions, the agents can coordinate and react to situations
as planned by the programmer.
There are three graphical tools and complimentary agents for internal
operation of JADE that facilitate faster and easier debugging and monitor-
ing:
• The Introspector agent that helps to monitor and control agents by
providing information on their life cycle and on ACL message ex-
changes.
• The Dummy agent that can be used to create and send ACL messages
to other agents and view the list of messages sent and received by an
agent.
• The Sniffer agent that intercepts ACL messages and illustrates them
in a visual diagram similar to unified modelling language (UML) se-
quence diagram, valuable for monitoring the messages exchanged be-
tween agents.
A.4 Agent Management in JADE
In order to understand how the agents interact with each other, it is impor-
tant to explain how the agents are managed. The FIPA specifications state
the need for a logical model reference for creation, registration, location,
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communication, migration and operation of agents. Figure A.2 presents the

























Figure A.2: Platform for agent management reference model.
The details of the agent management reference model for the purpose of
this dissertation are explained here:
• Agent Platform: It provides the physical infrastructure for the agent’s
life cycle. The agent platform consists of the machines, operating sys-
tems, FIPA and additional software required for the agents to function.
It is the task of the developer to design the specific details of the agent
platform, and this is not a subject for the FIPA standard beyond the
components explained below.
• Director Facilitator (DF): The DF supplies a yellow page service to
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other agents. It keeps complete information and a list of agents with
their assigned functionality. An agent that desires to publish its ser-
vices should register itself to an appropriate DF. Normally, an agent
platform has its own DF, but registration can be done on another DF.
Other agents can look up a specific DF to search for an agent that
provides a required service.
• Agent Management System (AMS): The AMS is a mandatory compo-
nent of an agent platform and is accountable for managing the opera-
tion of an agent platform, such as the creation and deletion of agents.
The agents need to register to an AMS to get an agent identifier (AID)
and keep a record of the agents living in a particular agent platform.
• Message Transport Service (MTS): The MTS is a service that is pro-
vided by the agent platform to exchange ACL messages between agents
of different platforms. The messages must provide a set of parameters
such as to whom the message is sent in order to exchange messages.
In the primary modelling of smart grid with MAS (defined in Sec-
tion 3.4.3), MASM has just two roles: (1) minimising the number of
exchanged messages and (2) de-coupling the voltage and current ad-
justment (power quality parameters) from energy management. The
DF and AMS must be saved in the MASM agent to minimise the
number of exchanged messages. Although, The DF and AMS may be
saved in other agents as well to guarantee that each agent is aware
the other agents within the network. In this scenario, MASM does
not have control or influence in the process of autonomously activa-
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Table A.1: Examples of speech-acts and their associated pairs perfor-
mative/content.
Content Performative Speech-Act
“The switch is closed” Request “Close the switch”
“The switch is closed” Query “Is the switch closed?”
“The switch is closed” Confirm “The switch is closed”
tion/deactivation of nodes because each agent saves the DF for the
collaboration between agents.
A.5 FIPA-ACL Message Structure Specifica-
tion in JADE
Agent communication has its origins in the speech-act theory, which states
that messages represent actions or communication acts. In general, a speech
act is defined by a performative (for example, Request, Query, Confirm) and
a proposition content (for example, “the switch is closed”). Hence, different
pairs of performative/content compose different speech acts. Examples of
speech acts and their associated pairs performative/content are shown in
Table A.1:
The FIPA-ACL messages include a set of parameters that provide ef-
fective communication between agents. The parameters depend on the sit-
uation, but the performative parameter is mandatory for an ACL message.
The performative parameter provides the type of communicative act for the
message. Without these parameters the agents do not recognise the way to
interpret the messages. Other important parameters are the sender, receiver
and the content of the message. A summary of the ACL message parame-
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Accept proposal The action of accepting a previously submit-
ted proposal to perform an action.
Agree The action of agreeing to perform some ac-
tions, possibly in future.
Cancel The action of one agent informing another
agent that the first agent no longer has the




The action of calling for proposals to perform
a given action.
Confirm The sender informs the receiver that a given
proposition is true, where the receiver is
known to be uncertain about the proposition.
Disconfirm The sender informs the receiver that a given
proposition is false, where the receiver is
known to believe, or believe it likely, that
the proposition is true.
Failure The action of selling another agent that an
action was attempted but the attempt failed.
Inform The sender informs the receiver that a given
proposition is true.
Inform If A macro action for the agent of the action to
inform the recipient whether or not a propo-
sition is true.
ters is presented in Table A.2 [3]. These parameters are used to provide an
effective communication to the desired agents.




Inform Ref A macro action allowing the sender to inform
the receiver of some objects believed by the
sender to correspond to a specific descriptor,
for example a name.
Not Understood The sender of the act (for example, i) informs
the receiver (for example, j ) that it perceived
that j performed some actions, but that i did
not understand what j just did. A particular
common case is that i tells j that i did not
understand the message that j sent to i.
Prerogative The sender intends that the receiver treat
the embedded message a sent directly to the
receiver, and wants the receiver to identify
the agent denoted by the given descriptor
and send the receiver propagates messages
to them.
Propose The action of submitting a proposal to per-
form a certain action, given certain precon-
ditions.
Proxy The sender wants the receiver to select target
agents denoted by a given description and to
send an embedded message to them.
Query If The action of asking another agent whether
or not a given proposition is true .




Query Ref The action of asking another agent for the
object referred to by a referential expression.
Refuse The action of refusing to perform a given ac-
tion, and explaining the reason for the re-
fusal.
Reject Proposal The action of rejecting a proposal to perform
some action during a negotiation.
Request The sender requests the receiver to perform
some actions. One important class of uses of
the request act is to request the receiver to
perform another communication act.
Request When The sender wants the receiver to perform




The sender wants the receiver to perform
some action as soon as some proposition
become true and thereafter each time the
proposition becomes true again.
Subscribe The act of requesting a persistent intention
to notify again whenever the object identified
by the reference change.
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A.6 Integrating Agent Platforms and Simu-
lation Tools
The ability to integrate agent platforms with other simulation software al-
lows the simulation and testing of a real-world distributed environment. In
some studies, agent platforms and power systems are integrated in a sim-
ulation environment [67] [167]. The agent platforms, however, do not offer
any feature to enable integration with a power simulation tool. It requires
further investigations to develop specific solutions to integrate these tools.
Some power simulation tools do support some agent-based simulation
features, such as GridLAB-D [168]. In this study, MATLAB/Simulink is
selected as one of the most powerful and well-known software in power sys-
tem simulation. In addition, MACSimJX, an open source software tool,
achieves the internal connection between JADE and MATLAB/Simulink.
Using JADE, MACSimJX provides facilities to receive data from Simulink
and pass it on to the agents for further processing. The reverse functionality
is also possible [163].
