Random colourings of aperiodic graphs: Ergodic and spectral properties by Müller, Peter & Richard, Christoph
ar
X
iv
:0
70
9.
08
21
v1
  [
ma
th.
SP
]  
6 S
ep
 20
07
RANDOM COLOURINGS OF APERIODIC GRAPHS:
ERGODIC AND SPECTRAL PROPERTIES
PETER MU¨LLER AND CHRISTOPH RICHARD
Abstract. We study randomly coloured graphs embedded into Eu-
clidean space, whose vertex sets are infinite, uniformly discrete subsets
of finite local complexity. We construct the appropriate ergodic dy-
namical systems, explicitly characterise ergodic measures, and prove an
ergodic theorem. For covariant operators of finite range defined on those
graphs, we show the existence and self-averaging of the integrated den-
sity of states, as well as the non-randomness of the spectrum. Our main
result establishes Lifshits tails at the lower spectral edge of the graph
Laplacian on bond percolation subgraphs, for sufficiently small proba-
bilities. Among other assumptions, its proof requires exponential decay
of the cluster-size distribution for percolation on rather general graphs.
1. Introduction
Studying ensembles of random graphs is a broad subject with many dif-
ferent facets. One of them, spectral properties of random graphs, has found
increasing interest in recent years. Its goal is to determine spectral prop-
erties of the graph Laplacian, or of similar operators associated with the
graph, and to investigate their relation to the graph structure. Erdo˝s-Re´nyi
random graphs constitute one class of examples, for which such types of
results are known by now [KhSV, KhKM, BDJ].
Another class of random graphs consists of those generated by a percola-
tion process from an underlying graph (“base graph”), which is embedded
into d-dimensional Euclidean space Rd. Standard Bernoulli (bond- or site-)
percolation subgraphs of the d-dimensional hypercubic lattice are the prime
example in this category [G]. Here, ergodicity with respect to translations
has fundamental consequences, such as non-randomness of the spectrum,
as well as existence and self-averaging of the integrated density of states
[V, KiM]. The behaviour of the integrated density of states near the edges of
the spectrum requires a more detailed understanding. Lifshits-tail behaviour
was found in the non-percolating phase [KiM], while the percolating cluster
may give rise to a van Hove asymptotics [MS]. In this context, techniques
from the theory of random Schro¨dinger operators have turned out to be
very efficient. Furthermore, the connection to the theory of random walks
in random environments [Hu, Bar] was exploited. Very recently, results
of [KiM, MS] have been extended to amenable Cayley graphs [AV1, AV3].
There, it is invariance under the appropriate group action, which replaces
translational invariance.
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But how important is the automorphism group of the base graph for the
spectral asymptotics of its percolation subgraphs? To pursue this question,
we consider base graphs whose vertex sets are given by infinite, uniformly
discrete subsets of Rd, with the property of finite local complexity (see Def-
inition 2.1 (i) below). Examples include quasiperiodic tilings such as a Pen-
rose tiling (see [BaaM] for a recent monograph on quasiperiodic point sets),
more generally, tilings with a finite set of prototiles [GS], but also random
tiling ensembles [RHHB]. Typically, none of these enjoys invariance un-
der an appropriate group action. Ergodic and spectral properties of the
base graphs were first derived by [Ho1, Ho2], and significantly extended by
[LS1, KlLS, LS2], using methods from dynamical systems. In this paper, we
supply these base graphs with a random colouring and study their spectral
properties. The main result of this paper, Theorem 5.2, goes beyond ba-
sic ergodic spectral properties and establishes Lifshits-tail behaviour at the
lower spectral edge for the graph Laplacian on percolation subgraphs.
Our proof of this result involves three preparatory steps, each of which
is interesting in its own. The first step belongs to the realm of dynamical
systems theory, the second to spectral theory, and the third to percolation
theory.
(i) Construct the appropriate ergodic dynamical systems, explicitly char-
acterise ergodic measures and prove an ergodic theorem. Given an ergodic
measure on the dynamical system of the base graphs, we will explicitly
construct an ergodic measure for corresponding randomly coloured graphs,
following ideas of [Ho3]. The main result of this step is an ergodic theorem
(Theorem 3.5) for dynamical systems associated with randomly coloured
graphs. It extends [Ho3], where colourings of aperiodic Delone graphs with
strictly ergodic dynamical system have been studied. Our setting covers
the full range from periodic structures to random tilings. Moreover, we do
not require relative denseness of the vertex sets, thereby including examples
such as the visible lattice points [BaaMP] in our setup. Apparently, some
of the technical problems we had to overcome are closely related to ones in
[BaaZ], where diffraction properties of certain random point sets, including
percolation subsets, have been investigated very recently.
(ii) Derive ergodic spectral properties of covariant, finite-range oper-
ators on randomly coloured aperiodic graphs. Theorem 4.5 characterises
the integrated density of states of such an operator by a macroscopic limit.
Theorem 4.7 states the non-randomness of the spectrum of the operator and
relates it to the set of growth points of the integrated density of states. In
particular, the theorems guarantee that there are no exceptional instances
to their statements for uniquely ergodic systems. We provide elementary
proofs of Theorems 4.5 and 4.7. In the absence of a colouring, correspond-
ing results have been derived in [Ho1, Ho2, LS1, LS2], mainly in the strictly
ergodic or in the uniquely ergodic case.
(iii) Establish exponential decay of the cluster-size distribution in
the non-percolating phase for general graphs. We derive an elementary
exponential-decay estimate for the probability to find an open path from
the centre to the complement of a large ball. Unfortunately, this estimate
holds only for sufficiently small bond probabilities. For these probabilities,
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the decay of the cluster-size distribution then follows from that estimate, by
verifying that the corresponding arguments in [G] apply also in our general
setting. Exponential decay throughout the non-percolating phase for quasi-
transitive graphs has been proved recently [AV2]. Within our more general
setup, an extension to higher bond probabilities up to criticality remains a
challenging open question, see also the discussion in [Ho3].
The manuscript [LV], which was finalised at the same time as ours, estab-
lishes uniform convergence in the energy of the finite-volume approximants
to the integrated density of states under rather general conditions. In par-
ticular, it applies to percolation on Delone dynamical systems and thus
improves on Theorem 4.5 under slightly different conditions. However, the
validity of our general Ergodic Theorem 3.5 is an open question in the ap-
proach of [LV]. Using uniform convergence would not allow to strengthen
our main result on Lifshits tails in Theorem 5.2.
Our paper is organised as follows. Section 2 sets the notation and intro-
duces dynamical systems associated with uncoloured graphs. This is a slight
extension of the setup for Delone dynamical systems, such as in [LeMS]. In
Section 3, we construct the dynamical systems for the corresponding ran-
domly coloured graphs and deal with step (i). Section 4 introduces covariant
operators of finite range on randomly coloured graphs and treats step (ii).
Section 5 is devoted to our main result on Lifshits tails together with its
proof. Section 6 contains the proof of Theorem 4.7, and Section 7 deals
with step (iii).
2. Dynamical systems for graphs
For the basic notions involving graphs, we refer, for example, to the text-
book [D]. We consider (simple) graphsG = (V, E), whose vertex sets V ≡ VG
are countable subsets of Rd. We say that V is uniformly discrete of radius
r ∈]0,∞[, if any open ball of radius r in Rd contains at most one element
of V. The vertex set is called relatively dense if there exists R ∈ [0,∞[ such
that every closed ball of radius R contains at least one vertex. The vertex
set is called a Delone set, if it is both uniformly discrete and relatively dense.
The edge set E ≡ EG of G is a subset of the set of all unordered pairs of
vertices. We denote an edge by e ≡ {v,w}, where v,w ∈ V with v 6= w.
In other words, we do not allow self-loops, nor multiple edges between the
same pair of vertices.
Recall that a graph G′ = (V ′, E ′) is called a subgraph of G, in symbols
G′ ⊆ G, if V ′ ⊆ V and E ′ ⊆ E . For x ∈ Rd, the translated graph x+G has
vertex set x+ V := {x+ v : v ∈ V} and edge set x+ E :=
{
{x+ v, x+ w} :
{v,w} ∈ E
}
. Given any Borel set B ⊆ Rd, the restriction G ∧B of G to B
is the induced subgraph of G with vertex set V ∩ B, that is, {u, v} belongs
to the edge set of G ∧ B, if and only if {u, v} ∈ E and u, v ∈ V ∩ B. If B
is bounded, then G ∧ B is called a B-pattern (or simply a pattern) of G.
Two patterns P,Q are called equivalent, if x + P = Q for some x ∈ Rd.
An r-pattern is a pattern G ∧ Br(v) for some v ∈ VG. Here we have used
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the notation Br(x) for the open ball of radius r > 0 around x ∈ R
d. In
particular, we set Br := Br(0). We write |M | for the cardinality of a set M .
Definition 2.1. (i) A set G of graphs is said to have finite local com-
plexity, if for every r > 0∣∣{(−v +G) ∧Br : v ∈ VG, G ∈ G}∣∣ <∞. (2.1)
In particular, a single graph G has finite local complexity if, for any given
r > 0, the number of its non-equivalent r-patterns is finite.
(ii) Let G be a finite graph and P ⊆ G a pattern of G. The number of
occurrences
ν(P |G) := |{x ∈ Rd : x+ P ⊆ G}| (2.2)
of P in G is the (finite) number of translates of P in G.
Geometric properties of some set of graphs G are reflected by properties
of an associated dynamical system. This we introduce along the lines of
[LeMS], where the case of Delone multi-sets was considered. The statements
of this section are proved by slight adaptations of the arguments laid down
in [LeMS, RW, S]. In fact, examples of our setup include the Delone multi-
sets of [LeMS], in which case G is finite, vertex sets are Delone sets and edge
sets are empty.
For simplicity, let us assume now that the vertex set of each G ∈ G is
uniformly discrete. Following [LeMS, Ho2], we define a metric on G by
setting
dist(G,G′) := min
{
2−1/2, inf
{
ε > 0 : there exists x, y ∈ Bε :
(x+G) ∧B1/ε = (y +G
′) ∧B1/ε
}}
(2.3)
for all G,G′ ∈ G. In essence, two graphs are close, if they agree, up to
a small translation, on a large ball around the origin. Symmetry and the
triangle inequality of the metric are seen to hold for any set of graphs G.
The uniform discreteness assumption ensures positive definiteness, but it is
much stronger than what is required. In fact, it would have been sufficient
to assume merely closedness of the vertex sets and of the edge sets (with
respect to a suitable metric on E). Now we define the complete metric space
XG := {x+G : x ∈ Rd, G ∈ G}, (2.4)
of all translates of graphs in G, where the metric (2.3) is used for completion.
Later we will need to know that certain properties of graphs in G do not get
lost in the closure.
Lemma 2.2. Let G be a set of graphs with uniformly discrete vertex sets.
(i) If for some dmax ∈ N the estimate
sup
v∈VG
dG(v) 6 dmax (2.5)
holds for all G ∈ G, then it holds also for all G ∈ XG.
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(ii) In addition to uniform discreteness, assume there is some finite
R > 0, such that the vertex sets of all G ∈ G are relatively dense with radius
R, and that
ℓmax := sup
{
|u− v| : G ∈ G, {u, v} ∈ EG
}
<∞, (2.6)
i.e., there exists a finite maximum bond length. Then, every G ∈ XG is
infinite, and if no G ∈ G possesses a finite cluster, then no G ∈ XG possesses
a finite cluster.
Proof. By contradiction.
(i) Assume there exists G ∈ XG and v ∈ VG such that dG(v) > dmax.
Choose 0 < ε < 1/3 small enough, such that all neighbours of v lie in the
ball Bε−1−1(v). Hence we have dG(v) = dG∧B1/ε(v)(v). Since G is in the
closure of G, there exists G′ ∈ G with dist(G,G′) < ε. Altogether, this
implies dG′∧B1/ε(v)(v) > dmax, a contradiction.
(ii) The assumption of relative denseness implies that XG contains only
infinite graphs. So let us assume there exists G ∈ XG with a finite cluster C.
Let rC ∈]0,∞[ big enough such that VC ⊂ BrC , and choose ε > 0 so small
that 1/ε > rC + ℓmax+3. Since G is in the closure of G, there exists G
′ ∈ G
with dist(G,G′) < ε, and G′ ∧ B1/ε has a finite cluster that cannot merge
with other clusters when removing the restriction to the ball B1/ε. 
Standard arguments show that the translation group Rd acts continuously
on XG , that is, the map G 7→ x+G is continuous for every x ∈ R
d. Thus, the
triple (XG ,R
d,+) constitutes a topological dynamical system. The following
result can be proved along the lines of [RW, S].
Lemma 2.3. Let G be set of graphs with uniformly discrete vertex sets.
Then, XG is compact if and only if G has finite local complexity. 
As above, uniform discreteness can be replaced by closedness of all vertex
and edge sets, without jeopardising the validity of Lemma 2.3. But from
now on, we assume that uniform discreteness holds even uniformly in G,
that is, there exists r > 0 such that VG is uniformly discrete of radius r, for
all G ∈ G.
Compactness of XG implies the existence of ergodic probability measures
on the Borel-sigma algebra of XG , in other words XG is ergodic (w.r.t. trans-
lations). Recall that a topological dynamical system is called uniquely er-
godic, if it carries exactly one ergodic measure. Ergodic theorems for a
compact dynamical system with Rd-action are given in [LeMS, Thms. 4.2
and 2.6], see also [LS2, Thm. 1] for a stronger statement in the case of
minimal ergodic systems. We quote a version patterned after [LeMS] and
introduce cylinder sets
ΞP,U := {G ∈ XG : x+ P ⊆ G for some x ∈ U} ⊂ XG . (2.7)
Here, P is a pattern of some graph G ∈ G, and U ⊆ Rd is a Borel set. We
write vol(U) for its Lebesgue measure.
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Theorem 2.4. Let G be a set of graphs of finite local complexity and with
uniformly discrete vertex sets of radius r > 0. Fix an ergodic probability
measure µ on XG. Then, given any function φ ∈ L
1(XG , µ), the limit
lim
n→∞
1
vol(Bn)
∫
Bn
dx φ(x+G) =
∫
XG
dµ(F ) φ(F ) (2.8)
exist for µ-a.a. G ∈ XG. If XG is even uniquely ergodic and, in addition,
if φ is either continuous or a linear combination of indicator functions of
cylinder sets, then the limit (2.8) exists for all G ∈ XG. 
The ergodic theorem can be used to analyse the vertex density of graphs
and the asymptotic number of occurrences of patterns in graphs.
Corollary 2.5. Let G be a set of graphs of finite local complexity and with
uniformly discrete vertex sets of radius r > 0. Fix an ergodic probability
measure µ on XG.
(i) Then there is a Borel set X ⊆ XG of full µ-measure, µ(X) = 1,
such that the vertex density
̺ := lim
n→∞
|VG ∩Bn|
vol(Bn)
=
∫
XG
dµ(F )
∑
v∈VF
ψ(v) (2.9)
exists for all G ∈ X. Here, ψ : Rd → R>0 is any continuous function
with support in Br and
∫
Rd
dxψ(x) = 1 (“mollifier”). In particular, ̺ ∈
[0, 1/ vol(Br)] is independent of G ∈ X and of the choice of the mollifier. If
XG is even uniquely ergodic, then the above statements hold with X = XG.
(ii) The statements of Part (i) apply also to the density of vertices be-
longing to infinite components
̺∞ := lim
n→∞
|VG,∞ ∩Bn|
vol(Bn)
=
∫
XG
dµ(F )
∑
v∈VF,∞
ψ(v). (2.10)
Here, VG,∞ := {v ∈ VG : |Cv| = ∞}, with Cv denoting the cluster of G
which v ∈ VG belongs to.
(iii) Let P be a pattern of some graph G ∈ G. Then there is a Borel set
X ⊆ XG of full µ-measure, such that the pattern frequency
ν(P ) := lim
n→∞
ν(P |G ∧Bn)
vol(Bn)
(2.11)
exists for all G ∈ X and is independent of G. The dynamical system XG
is uniquely ergodic, if and only if, given any pattern P of a graph in G, the
limit
ν(P ) := lim
n→∞
ν(P |G ∧Bn(a))
vol(Bn)
(2.12)
exists uniformly in G ∈ XG and in a ∈ R
d, and is independent of G and a.
(iv) Let P be a pattern of some graph G ∈ G, and let U ⊂ Rd be a Borel
set with diameter diam(U) < r. Then, the probability of the associated
cylinder set (2.7) is given by
µ(ΞP,U) = vol(U) ν(P ). (2.13)
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Remark 2.6. (i) The sum over v in the µ-integral in (2.9) contains at
most one term, because the mollifier ψ is supported in the ball Br, where r
is the radius of uniform discreteness of the graphs.
(ii) The criterion (2.12) for unique ergodicity in Lemma 2.5 (iii) is often
referred to as uniform pattern frequencies.
(iii) For later reference we give two different conditions that imply ̺∞ >
0: (1) The situation described in Lemma 2.2 (ii), assuming that noG ∈ G
possesses a finite cluster. (2) The dynamical system XG is uniquely
ergodic and there exists G ∈ XG such that |VG,∞ ∩ Bn|/ vol(Bn) has a
strictly positive limit as n→∞.
Proof of Corollary 2.5. Part (i) of the corollary follows from an application
of Theorem 2.4 to the continuous function φ(G) :=
∑
v∈VG
ψ(v) and the
relation
|VG ∩Bn| =
∫
Bn
dx φ(x+G) +O(nd−1). (2.14)
The latter reveals the independence of the right-hand side of (2.9) on the
particular choice of the mollifier ψ. For Part (ii), one has to replace VG by
VG,∞ in the argument.
Parts (iii) and (iv) follow from repeating the arguments in [LeMS,
Lemma 4.3 and Thm. 2.7], where the case of Delone multi-sets was
treated. 
Definition 2.7. Let G be a set of graphs of finite local complexity and with
uniformly discrete vertex sets of radius r > 0. We say that the dynamical
system XG satisfies the positive lower frequency condition, if for every G ∈
XG and every pattern P ⊂ G
lim inf
n→∞
ν(P |G ∧Bn)
vol(Bn)
> 0. (2.15)
Loosely spoken, any pattern P that occurs once in G, does so sufficiently
often.
Remarks 2.8. (i) Minimality ofXG , which is equivalent to repetitivity
for Delone systems of finite local complexity [LaP, Thm. 3.2], implies that
the positive lower frequency condition holds.
(ii) If, in addition to the positive lower frequency condition, one assumes
that XG is uniquely ergodic, then, in view of Corollary 2.5 (iii), the lim inf in
(2.15) equals the pattern frequency ν(P ). Moreover, in this case the system
is minimal and thus strictly ergodic, compare [LaP].
3. Ergodic properties of randomly coloured graphs
In this section, we supply the graphs of the previous section with a random
colouring, and derive a corresponding extension of the Ergodic Theorem 2.4.
We fix a finite, nonempty set A, equipped with the discrete topology,
which we call the set of available colours. For definiteness, we consider only
random edge colourings of graphs. But all results of this and the next section
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remain valid in the case of a random colouring of vertices, and of a random
colouring of both edges and vertices. This is merely a matter of notation.
For a given a graph G, we define the probability space ΩG := ×e∈EGA,
equipped with the |EG|-fold product sigma-algebra
⊗
e∈EG
2A of the power
set of A and the product probability measure PG :=
⊗
e∈EG
P0. Here, P0 is
some fixed probability measure on A. In other words, colours are distributed
identically and independently to all edges, and the elementary event ω ≡
(ωe)e∈EG ∈ ΩG specifies a particular realisation of colours assigned to the
edges of G.
At first we are going to extend the framework of the previous section to
coloured graphs. Given a graph G and ω ∈ ΩG, the pair G
(ω) ≡ (G,ω) is
called a coloured graph. For any Borel set B ⊆ Rd, we define the restriction
ω∧B ∈×e∈EG∧BA as the image of ω under the canonical projection from ΩG
to ×e∈EG∧BA. Likewise, given any x ∈ Rd, the translated colour realisation
x+ω ∈ Ωx+G is defined component-wise by (x+ω)x+e := ωe for all e ∈ EG.
We define the translation and restriction of a coloured graph in the natural
way
x+G(ω) := (x+G)(x+ω), G(ω) ∧B := (G ∧B)(ω∧B), (3.1)
by shifting and truncating ω along with G. We write P (η) ⊆ G(ω), if P ⊆ G
and ηe = ωe for all edges e ∈ EP . The notions of a pattern of a coloured
graph and of the number of occurrences of a finite coloured graph P (η) in
G(ω) translate accordingly from those in the previous section.
For a given set of graphs G, we consider the induced set of coloured graphs
Ĝ := {G(ω) : ω ∈ ΩG, G ∈ G}. (3.2)
Remark 3.1. Since A provides only finitely many different colours, it fol-
lows that G has finite local complexity, if and only if Ĝ has finite local
complexity, that is if and only if
|{(−x+G(ω)) ∧Br : x ∈ VG, G
(ω) ∈ Ĝ}| <∞ (3.3)
for every r > 0.
Replacing G and G′ in the metric (2.3) by elements of Ĝ, we obtain a
metric on Ĝ. This metric is used in the completion of the metric space
X̂G := {x+G(ω) : x ∈ Rd, G(ω) ∈ Ĝ}. (3.4)
An alternative description of the space X̂G is provided by
Lemma 3.2. Let G be a set of graphs with uniformly discrete vertex sets.
Then
X̂G = {G
(ω) : ω ∈ ΩG, G ∈ XG}. (3.5)
Proof. To show the inclusion “⊆ ”, it suffices to prove that the limit Ĝ of an
arbitrary convergent sequence from Ĝ is of the form G(ω) for some G ∈ XG
and some ω ∈ ΩG. So assume that for every ε > 0 there exist xε ∈ R
d,
yε ∈ Bε and G
(ωε)
ε ∈ Ĝ such that (xε + G
(ωε)
ε ) ∧ B1/ε = (yε + Ĝ) ∧ B1/ε.
Clearly, convergence of a sequence of coloured graphs implies convergence
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of the underlying uncoloured graphs, that is, there exists G ∈ XG such that
(xε+Gε)∧B1/ε = (yε+G)∧B1/ε for all ε > 0. We define ω ∈ ΩG as follows:
given any ε > 0, we set ωe := ωε,yε−xε+e for all e ∈ EG∧B1/ε(−yε). This choice
is consistent in the sense that if 0 < ε′ < ε, then ωε,yε−xε+e = ωε′,yε′−xε′+e
for all e ∈ EG∧B1/ε(−yε). By choosing ε arbitrarily small, we obtain ωe for all
e ∈ EG. It follows that Ĝ = G
(ω).
To show the inclusion “⊇ ”, consider G(ω) for an arbitrary G ∈ XG and
arbitrary ω ∈ ΩG. Then, for every ε > 0 there exist xε ∈ R
d, yε ∈ Bε and
Gε ∈ G such that (xε+Gε)∧B1/ε = (yε+G)∧B1/ε. Define ωε,e := ωxε−yε+e
for all e ∈ EGε∧B1/ε(−xε) and set ωε,e to an arbitrary value for the remaining
edges. We then have G
(ωε)
ε ∈ Ĝ for all ε > 0 and xε + G
(ωε)
ε → G(ω) as
ε ↓ 0. 
There is an analogue to Lemma 2.3 in the previous section. Recalling
Remark 3.1, it can be formulated as
Lemma 3.3. Let G be a set of graphs with uniformly discrete vertex sets.
Then, X̂G is compact if and only if G has finite local complexity. 
The main goal of this section is to express an ergodic probability measure
µ̂ on a compact space X̂G in terms of an ergodic probability measure µ on
XG and the probability measures PG. This will be achieved in Theorem 3.5
at the end of this section.
As a preparation for Theorem 3.5, we define cylinder sets of X̂G in analogy
those of XG in the previous section. Given a pattern P
(η) of some coloured
graph in Ĝ and a Borel set U ⊆ Rd, we set
Ξ̂P (η),U := {G
(ω) ∈ X̂G : x+ P
(η) ⊆ G(ω) for some x ∈ U}. (3.6)
The basic step in the construction of an ergodic measure on X̂G is given
by the following lemma, which extends [Ho3, Lemma 3.1] to graphs which
are not necessarily aperiodic – and also to more general measures PG. We
employ the notation χS for the indicator function of some set S.
Lemma 3.4. Let G be a set of graphs of finite local complexity and with
uniformly discrete vertex sets of radius r > 0. Let µ be an ergodic probability
measure on XG. Then, given any pattern P
(η) of some coloured graph in Ĝ
and any Borel set U ⊆ Rd with diameter diam(U) < r, the limit
lim
n→∞
1
vol(Bn)
∫
Bn
dx χbΞ
P (η),U
(x+G(ω)) = µ(ΞP,U)PP (η) (3.7)
exists for µ-a.a. G ∈ XG and for PG-a.a. ω ∈ ΩG. If X̂G is uniquely ergodic,
then the limit (3.7) exists for all G ∈ XG and for PG-a.a. ω ∈ ΩG.
Proof. It follows from the definition of cylinder sets that∫
Bn
dx χbΞ
P (η),U
(x+G(ω)) = vol(U) ν(P (η)|G(ω) ∧Bn) +O(n
d−1) (3.8)
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asymptotically as n → ∞, see also the proof of [LeMS, Thm. 2.7] for the
argument. We analyse the asymptotic behaviour of the expression
ν(P (η)|G(ω) ∧Bn)
vol(Bn)
6
ν(P |G ∧Bn)
vol(Bn)
. (3.9)
Ergodicity of XG implies
lim
n→∞
ν(P |G ∧Bn)
vol(Bn)
= ν(P ) =
µ(ΞP,U)
vol(U)
, (3.10)
for µ-a.a. G ∈ XG , resp. for all G ∈ XG in the uniquely ergodic case, see
Lemmas 2.5 (iii) and 2.5 (iv). This proves the statement, if µ(ΞP,U) = 0.
Otherwise, ν(P |G ∧ Bn) grows unboundedly in n. In particular, ν(P |G ∧
Bn) 6= 0 for n > n0. Thus, we can write
ν(P (η)|G(ω) ∧Bn)
vol(Bn)
=
ν(P |G ∧Bn)
vol(Bn)
ν(P (η)|G(ω) ∧Bn)
ν(P |G ∧Bn)
(3.11)
for n > n0. It suffices to show that the second factor on the r.h.s. of (3.11)
converges to PP (η) as n → ∞ for PG-a.a. ω ∈ ΩG. The latter statement
follows from the strong law of large numbers, which is applicable due to
Kolmogorov’s criterion [Bau]. This is obvious, if all translates Pj , j ∈ N,
of P in G are pairwise overlap-free and so that colours are assigned in a
stochastically independent way to different translates.
Otherwise, we partition the set {Pj}j∈N of all such translates into a finite
number ∆ of (non-empty) subsets {Pj}j∈Jα, α = 1, . . . ,∆, such that there
are no mutual overlaps between the translates within each of these subsets.
Here we have ∅ 6= Jα ⊂ N for all α = 1, . . . ,∆, ∪
∆
α=1Jα = N and Jα ∩ Jα′ =
∅ for all α 6= α′. The existence of such a partition may be seen by a
graph-colouring argument: construct a graph T such that each translate
Pj defines one point in the vertex set of T . Two vertices are adjacent
in T , if the corresponding translates overlap. Clearly, a vertex colouring
of T (with adjacent vertices having different colours) provides an example
for the partition that we are seeking. Due to uniform discreteness, the
degree of any vertex in T is bounded by some number dT,max < ∞. Thus,
the vertex-colouring theorem [D] ensures the existence of such a colouring
with ∆ 6 1 + dT,max different colours. Denoting the number of elements in
{Pj}j∈Jα with the property Pj ∧Bn = Pj by να(P |G∧Bn), and denoting by
να(P
(η)|G(ω) ∧ Bn) the analogous quantity requiring, in addition, a match
of the edge colourings, we can write
ν(P (η)|G(ω) ∧Bn)
ν(P |G ∧Bn)
=
∆∑
α=1
να(P
(η)|G(ω) ∧Bn)
να(P |G ∧Bn)
να(P |G ∧Bn)
ν(P |G ∧Bn)
. (3.12)
Here we assume n large enough so that να(P |G∧Bn) > 0 for all α. Clearly,
those α for which the index set Jα is finite do not contribute to (3.12) in
the macroscopic limit n → ∞, because for them the right-most fraction in
(3.12) vanishes in the limit. For the remaining α’s, the strong law of large
numbers can be applied and gives
lim
n→∞
να(P
(η)|G(ω) ∧Bn)
να(P |G ∧Bn)
= PP (η) (3.13)
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for PG-a.a. ω ∈ ΩG. Therefore we conclude
lim
n→∞
∣∣∣∣∣ν(P
(η)|G(ω) ∧Bn)
ν(P |G ∧Bn)
− PP (η)
∣∣∣∣∣
6 lim
n→∞
∆∑
α=1
∣∣∣∣∣να(P
(η)|G(ω) ∧Bn)
να(P |G ∧Bn)
− PP (η)
∣∣∣∣∣ να(P |G ∧Bn)ν(P |G ∧Bn)
6 lim
n→∞
∑
α∈{1,...,∆}:
|Jα|=∞
∣∣∣∣∣να(P
(η)|G(ω) ∧Bn)
να(P |G ∧Bn)
− PP (η)
∣∣∣∣∣
= 0. (3.14)
for PG-a.a. ω ∈ ΩG, and the lemma follows together with (3.8), (3.11) and
(3.10). 
Having established Lemma 3.4, which is an extension of [Ho3, Lemma 3.1]
to more general graphs, we can now argue as in the proof of [Ho3, Thm. 3.1]
to obtain the central result of this section.
Theorem 3.5. Let G be a set of graphs of finite local complexity and with
uniformly discrete vertex sets of radius r > 0. Fix an ergodic probability
measure µ on XG. Then there exists a unique ergodic probability measure µ̂
on X̂G such that
(i) for every pattern P (η) of some coloured graph in Ĝ and every Borel
set U ⊆ Rd with diameter diam(U) < r the relation
µ̂(Ξ̂P (η),U ) = µ(ΞP,U)PP (η) (3.15)
holds.
(ii) for every φ ∈ L1(X̂G , µ̂) the limit
lim
n→∞
1
vol(Bn)
∫
Bn
dx φ(x+G(ω)) =
∫
bXG
dµ̂(F (σ)) φ(F (σ)) (3.16)
exist for µ̂-a.a. G(ω) ∈ X̂G. If X̂G is even uniquely ergodic and, in addition,
if φ is either continuous or a linear combination of cylinder functions, then
the limit (3.16) exists for all G ∈ XG and for PG-a.a. ω ∈ ΩG.
(iii) for every φ ∈ L1(X̂G , µ̂) we have∫
bXG
dµ̂(G(ω)) φ(G(ω)) =
∫
XG
dµ(G)
∫
ΩG
dPG(ω) φ(G
(ω)). (3.17)

Remarks 3.6. (i) The corresponding theorem [Ho3, Thm. 3.1] is a
statement about Bernoulli site percolation on the Penrose tiling. Our result
is an extension, which covers both the aperiodic and the periodic situations,
under weaker assumptions on the base graphs.
(ii) The asserted uniqueness of the ergodic measure µ̂ in the theorem
does not mean that the dynamical system X̂G is uniquely ergodic. It only
means that µ̂ is unique for the given ergodic measure µ on XG and the
measures PG on ΩG.
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4. Finite-range operators on randomly coloured graphs
In this section, we consider covariant finite-range operators on randomly
coloured graphs, together with some of their basic ergodic and spectral prop-
erties. We ensure the existence of their integrated density of states, derive
its self-averaging property, and study the non-randomness of the spectrum.
For the spectral-theoretic background, the reader is referred to [RS1, RS2].
For a countable set V, let ℓ2(V) be the Hilbert space of square-summable
functions ψ : V → C with canonical scalar product 〈·, ·〉. We denote the
canonical basis in ℓ2(V) by {δv}v∈V , that is δv(w) = 1 if w = v and zero
otherwise.
Definition 4.1. (i) Let G(ω) be a coloured graph. A bounded linear
operator HG(ω) in ℓ
2(VG(ω)) is said to be covariant of range R ∈]0,∞[, if
(1) 〈δx+v,HG(ω)δx+w〉 = 〈δv ,HG(ω)δw〉 for all v,w ∈ VG(ω) and all x ∈ R
d
for which G(ω) ∧
(
BR(x+ v) ∪BR(x+w)
)
= G(ω) ∧
(
BR(v) ∪BR(w)
)
,
(2) 〈δv ,HG(ω)δw〉 = 0 for all v,w ∈ VG(ω) subject to |v − w| > R.
(ii) Let G be a set of graphs of finite local complexity and with uniformly
discrete vertex sets of radius r. Fix an ergodic probability measure µ̂ on X̂G .
Given any R ∈]0,∞[, we call a mapping Ĥ : G(ω) 7→ HG(ω) from X̂G , with
values in the set of bounded, self-adjoint operators that are covariant of
range R, a µ̂-ergodic self-adjoint operator of finite range.
Remarks 4.2. (i) The covariance condition in the above definition
means that HG(ω) is determined on the class of non-equivalent R-patterns.
(ii) A µ̂-ergodic self-adjoint operator of finite range Ĥ is uniformly
bounded, in the sense that supG(ω)∈ bXG ‖HG(ω)‖ <∞, where ‖ · ‖ denotes the
usual operator norm. In particular, there exists a compact interval K ⊂ R,
such that for µ̂-almost every G(ω) ∈ X̂G the spectrum of HG(ω) is contained
in K.
The eigenvalue density of Ĥ is a quantity of great interest in applications.
Definition 4.3. Let Ĥ be a µ̂-ergodic self-adjoint operator of finite range,
and fix a mollifier as in Corollary 2.5 (i). Then, the integrated density of
states of Ĥ is defined as the right-continuous distribution function R →
[0, ̺],
E 7→ N(E) :=
∫
bXG
dµ̂(G(ω))
∑
v∈V
G(ω)
ψ(v) 〈δv ,Θ(E −HG(ω))δv〉. (4.1)
In (4.1) we have denoted the right-continuous Heaviside unit-step function
by Θ := χ[0,∞[ and the mollifier ψ was introduced in Corollary 2.5 (i).
Remarks 4.4. (i) The integrand in (4.1) is bounded, see Re-
mark 2.6 (i). Moreover, it is measurable. In fact, the map X̂G → C,
G(ω) 7→ fψ(G
(ω)) :=
∑
v∈V
G(ω)
ψ(v) 〈δv , f(HG(ω))δv〉 (4.2)
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is even continuous for all f ∈ L∞(R), thanks to the continuity of ψ.
(ii) The unique Borel measure dN on R associated with the distribu-
tion function N has a total mass, given by the vertex density ̺, cf. Corol-
lary 2.5 (i). Moreover, dN is compactly supported, due to the boundedness
of Ĥ.
(iii) Clearly, the integrated density of states N depends on the choice of
the ergodic measure µ̂ on X̂G . However, ergodicity of µ̂ implies that N does
not depend on the choice of the mollifier ψ. This will become manifest in
Theorem 4.5 below.
The integrated density of states of Ĥ can also be characterised in terms
of a macroscopic limit.
Theorem 4.5. Let Ĥ be a µ̂-ergodic, self-adjoint operator of finite range
and let N be its integrated density of states (4.1), for some choice of the
mollifier ψ. Then there exists a Borel set Â ⊆ X̂G of full probability, µ̂(Â) =
1, such that
N(E) = lim
n→∞
{
1
vol(Bn)
∑
v∈V
G(ω)
∩Bn
〈δv ,Θ(E −HG(ω))δv〉
}
(4.3)
holds for all G(ω) ∈ Â and all E ∈ R, except for the (at most countably many)
discontinuity points of N . If X̂G is uniquely ergodic, then convergence holds
even for all G ∈ XG and PG-a.a. ω ∈ ΩG.
Sketch of the proof. The theorem follows from vague convergence of the as-
sociated measures by standard arguments [Bau, Thms. 30.8, 30.13]. Vague
convergence follows in turn from the Ergodic Theorem 3.5 (ii), and from the
identity ∑
v∈V
G(ω)
∩Bn
〈δv , f(HG(ω))δv〉 =
∫
Bn
dx fψ(x+G
(ω)) +O(nd−1), (4.4)
which is valid for arbitrary f ∈ Cc(R) and arbitrary mollifiers ψ. The
continuous function fψ, associated with f , was defined in Remark 4.4 (i). 
Remark 4.6. For systems of randomly coloured subgraphs of Zd one can
even prove uniform convergence in the energy E [LMV]. Such a result,
which is based on ideas in [LS2], has now been generalised in [LV]. In
particular, it applies also to random colourings of graphs with Delone vertex
sets. In addition, the origin of the discontinuities ofN is related to compactly
supported eigenfunctions and their sizes to equivariant dimensions [LV].
Statements corresponding to Theorem 4.5 for systems of uncoloured De-
lone sets with finite local complexity can be found in [Ho2], [LS1, Prop. 4.6],
[LS2, Thm. 3] and [LPV, Thm. 6.1]. The papers [Ho2] and [LS2] deal with
strictly ergodic systems, for which [LS2] establish even uniform convergence
in the energy E.
Next, we relate the set of growth points of the integrated density of states
N to the spectrum of Ĥ. Given any a self-adjoint operator A, we denote its
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spectrum by spec(A) and the essential part of the spectrum by specess(A).
We write supp(dN) for the topological support of the probability measure
on R, whose distribution function is the integrated density of states N . The
topological support can be characterised as
supp(dN) =
{
E ∈ R :
∫
]λ,λ′[
dN > 0 for all λ, λ′ ∈ Q with λ < E < λ′
}
.
(4.5)
Theorem 4.7. Let Ĥ be a µ̂-ergodic, self-adjoint operator of finite range.
Then there exists a Borel set X ⊆ XG with µ(X) = 1 such that
spec(HG(ω)) = specess(HG(ω)) = supp(dN) (4.6)
for all G ∈ X and PG-almost all ω ∈ ΩG. Moreover, if XG is uniquely
ergodic and obeys the positive lower frequency condition, see Definition 2.7,
then the statement holds even with X = XG , that is, for every G ∈ XG .
The theorem follows from Lemmas 6.4 and 6.5 below.
Remark 4.8. The most interesting part of Theorem 4.7 is that the state-
ment (4.6) holds for allG ∈ XG , under the stronger assumptions of unique er-
godicity and the positive lower frequency condition. For uncoloured Delone
systems, such a result can be found in [Ho1, Prop. 7.4] and [LS1, Lemma 3.6,
Thm. 4.3], cf. Remarks 2.8.
The weaker µ-almost sure statement of Theorem 4.7, which holds without
the additional hypotheses, is analogous to results in [LPV], where they are
proved in the context of ergodic groupoids.
5. Lifshits tails for the Laplacian on bond-percolation graphs
In this section, we study the asymptotics at the lower spectral edge of
the integrated density of states of graph Laplacians, which are associated to
(Bernoulli) bond-percolation subgraphs of a given graph. We will specialise
the general framework of the previous sections in three respects.
First, we set G := {G0}, where G0 is some fixed graph of finite local com-
plexity, with a uniformly discrete vertex set and a bounded degree sequence.
For notational simplicity we write X instead of X{G0}, and X̂ instead of
X̂{G0}. We fix an ergodic measure µ on X.
Second, we interpret a Bernoulli bond-percolation subgraph as a partic-
ular randomly coloured graph. To this end, we choose the set of colours
A = {0, 1} and make the identification of a coloured graph (G,ω) ∈ X̂ with
the subgraph (VG, E
(ω)
G ) of G which has the same vertex set as G and edge
set E
(ω)
G := {e ∈ EG : ωe = 1}. We denote this subgraph again by G
(ω).
The probability measure on ΩG is given by the |EG|-fold product measure
P
p
G =
⊗
e∈EG
P
p
0 of the Bernoulli measure P
p
0 := pδ1 + (1 − p)δ0 on A with
parameter p ∈ [0, 1]. Thus, each edge is taken away from G independently
of the others with probability 1 − p. According to Section 3, the ergodic
measure µ on X gives rise to an ergodic measure µ̂p on X̂ .
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Third, we take the operator HG(ω) to be the combinatorial or graph Lapla-
cian ∆G(ω) associated with the graph G
(ω). The graph Laplacian is a covari-
ant operator of range R = 2 in the sense of the previous section, as follows
easily from its definition in
Lemma 5.1. Given an arbitrary graph G = (V, E) with bounded degree
sequence, the graph Laplacian ∆G : ℓ
2(V)→ ℓ2(V),
(∆Gϕ)(v) :=
∑
w∈V :{v,w}∈E
[ϕ(v) − ϕ(w)] (5.1)
for all ϕ ∈ ℓ2(V) and all v ∈ V, is a bounded, self-adjoint and non-negative
linear operator. Moreover, zero is an eigenvalue of ∆G, if and only if G
possesses a finite cluster. The multiplicity of the eigenvalue zero is given by
the number of finite clusters of G. 
We omit the straightforward proof of the lemma and refer to stan-
dard accounts [Ch, Co] on spectral graph theory instead. The mapping
X̂ ∋ G(ω) 7→ ∆G(ω) defines a µ̂p-ergodic, self-adjoint operator of finite range
in the sense of Definition 4.1 (ii), the Laplacian on bond-percolation graphs
associated with G0.
The graph G0 need not be connected in what follows. However, it is
crucial that the vertex density ̺∞ of its infinite component(s), which was
introduced in Corollary 2.5 (ii), is strictly positive.
Theorem 5.2. Let G0 be a graph of finite local complexity, with a uniformly
discrete vertex set, a bounded degree sequence dmax := supv∈V dG0(v) < ∞,
and a maximal edge length lmax := sup{|u − v| : {u, v} ∈ E} < ∞. Assume
further that ̺∞ > 0, with respect to some ergodic measure µ on X. Consider
the Laplacian on bond-percolation graphs associated with G0, and let N be
its integrated density of states (4.1), with respect to the measure µ̂p. If
p ∈]0, 1dmax−1 [, then
lim
E↓0
ln
∣∣ln[N(E) −N(0)]∣∣
lnE
= −1/2, (5.2)
that is, N exhibits a Lifshits tail with Lifshits exponent 1/2 at the lower edge
of the spectrum.
Remark 5.3. (i) Theorem 5.2 follows from Lemmas 5.4 and 5.5 below,
which provide slightly stronger statements as needed to conclude (5.2). The
lemmas show that Theorem 5.2 holds for all edge probabilities p, for which
the cluster-size distribution decays exponentially for µ-almost every graph
G ∈ X. This means in particular, that the validity of Theorem 5.2 is
limited to the non-percolating phase, that is
{
p ∈ [0, 1] : supv∈VG0
P
p
G0
(|Cv| =
∞) = 0
}
, see Section 7. Exponential decay of the cluster-size distribution is
guaranteed by the conditions lmax <∞ and p ∈]0,
1
dmax−1
[, see Corollary 7.5.
(ii) Remark 2.6 (iii) states sufficient conditions for ̺∞ > 0.
(iii) Theorem 5.2 generalises part of Theorem 1.14 in [KiM], where the
special case G0 = L
d of the d-dimensional integer lattice was considered.
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(iv) The Lifshits exponent 1/2 in (5.2) does not depend on the spatial
dimension d of the underlying space. This comes from the fact that the
asymptotics (5.2) is determined by the longest linear clusters of the perco-
lation graphs G(ω) ∈ X̂ .
Lemma 5.4. Let G0 be a graph of finite local complexity and with a uni-
formly discrete vertex set. Assume there exists p0 ∈]0, 1[ such that for every
p ∈ [0, p0[ and µ-almost all G ∈ X the cluster-size distribution for percola-
tion on G decays exponentially, i.e.,
P
p
G{ω ∈ ΩG : |C
(ω)
v | > n} 6 D(p) exp{−λ(p)n} (5.3)
for all n ∈ N, where D(p), λ(p) ∈]0,∞[ are constants that depend on p, but
are uniform in G ∈ X and v ∈ VG. Here C
(ω)
v denotes the cluster of the
graph G(ω) containing v ∈ VG. Then
N(E)−N(0) 6 ̺D(p) exp{−λ(p)E−1/2} (5.4)
for all p ∈ [0, p0[ and all E > 0. The vertex density ̺ was introduced in
(2.9).
Proof. The proof is analogous to that of Lemma 2.7 (Neumann case) in
[KiM]. The block-diagonal form of the Laplacian with respect to the cluster
structure implies
N(E)−N(0) =
∫
X
dµ(G)
∑
v∈VG
ψ(v)
∫
ΩG
dPpG(ω)
× 〈δv ,
[
Θ(E −∆
C
(ω)
v
)−Θ(∆
C
(ω)
v
)
]
δv〉
6
∫
X
dµ(G)
∑
v∈VG
ψ(v)
∫
ΩG
dPpG(ω)Θ
(
E − E1(C
(ω)
v )
)
× 〈δv ,
[
1 −Θ(∆
C
(ω)
v
)
]
δv〉
6
∫
X
dµ(G)
∑
v∈VG
ψ(v) PpG
{
ω ∈ ΩG : E > E1(C
(ω)
v )
}
, (5.5)
where E1(C
(ω)
v ) denotes the smallest non-zero eigenvalue of the Laplacian
on the cluster C
(ω)
v . As a particular consequence of the decay (5.3) of the
cluster-size distribution, we infer that |C
(ω)
v | < ∞ for all v ∈ VG holds for
µ-almost all G ∈ X and PpG-almost all ω ∈ Ω. Hence, Cheeger’s inequality
E1(C
(ω)
v ) > |C
(ω)
v |−2, see e.g. Lemma A.1 in [KhKM], can be applied to
estimate the probability in (5.5), and we get
N(E)−N(0) 6
∫
X
dµ(G)
∑
v∈VG
ψ(v) PpG
{
ω ∈ ΩG : |C
(ω)
v | > E
−1/2
}
. (5.6)
The lemma now follows from the exponential decay (5.3) of the cluster-size
distribution and from (2.9). 
Lemma 5.5. Let G0 be a graph of finite local complexity, with a uniformly
discrete vertex and bounded degree sequence dmax := supv∈V dG0(v) < ∞.
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Let p ∈]0, 1[ and E > 0. Then
N(E)−N(0) > ̺∞ e
−2γ(p) exp{−4 γ(p)E
−1/2}
2 + 4E−1/2
, (5.7)
where γ(p) := − ln p− dmax ln(1− p) > 0.
Proof. We adapt the strategy of the proof of Lemma 2.9 (Neumann case) in
[KiM]. In the present setting, we have to cope with the additional difficulty
that vertices in G which are connected can be very far apart in the Euclidean
metric.
Fix E > 0 arbitrary and let {εj}j∈N be a null sequence of positive reals,
such that E + εj is a point of continuity of the integrated density of states
N for all j ∈ N. Then the right-continuity of N , the Ergodic Theorem 4.5
and the isotony of N imply
N(E)−N(0) = lim
j→∞
[N(E + εj)−N(0)]
> lim sup
n→∞
1
vol(Bn)
∑
v∈VG
χBn(v) 〈δv , [Θ(E −∆G(ω))−Θ(∆G(ω))]δv〉 (5.8)
for µ̂p-almost all graphs G
(ω) ∈ X̂. Since ∆G(ω) is a direct sum of the
Laplacians of the clusters of G(ω), and since this is also true for functions of
the Laplacian, it follows that the trace on the right-hand side of (5.8) can
be bounded from below by throwing away all contributions from branched
clusters in that sum,∑
v∈VG
χBn(v) 〈δv , [Θ(E −∆G(ω))−Θ(∆G(ω))]δv〉
>
∞∑
l=2
ZG
(ω)
Bn (Ll)
〈
δ1, [Θ(E −∆Ll)−Θ(∆Ll)]δ1
〉
. (5.9)
Here Ll denotes a linear chain (i.e. non-branched and cycle-free cluster) with
l vertices, ZG
(ω)
Bn
(Ll) the number of such chains in the percolation graph
G(ω), subject to the condition that at least one of its end-vertices lies in the
ball Bn. The symbol δ1 denotes the canonical basis vector in ℓ
2({1, . . . , l})
corresponding to one end-vertex of Ll (by symmetry reasons it does not
matter which end-vertex).
The spectral representation of ∆Ll with l > 2 is explicitly known, for
example, by mapping the problem to that of a cycle graph with 2l vertices.
The eigenvalues turn out to be
Ek(Ll) := 4
(
sin(πk/2l)
)2
, k = 0, . . . l, (5.10)
and the components of the corresponding normalised eigenvectors ϕk in the
canonical basis are given by 〈δj , ϕ0〉 := l
−1/2 and
〈δj , ϕk〉 := (2/l)
1/2 cos
(
π kl (j −
1
2)
)
, k = 1, . . . l, (5.11)
where j = 1, . . . , l. We observe that
Θ(E −∆Ll)−Θ(∆Ll) > Θ(E − E1(Ll)) ϕ1 ⊗ ϕ1, (5.12)
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where the dyadic product is the projector on the eigenspace generated by
ϕ1, and that E1(Ll) 6 10/l
2 and |〈δ1, ϕ1〉|
2 > l−1. Therefore we obtain
N(E)−N(0) > lim sup
n→∞
∞∑
l=2
Θ(E − 10/l2)
1
l
ZG
(ω)
Bn
(Ll)
vol(Bn)
>
1
l(E)
lim sup
n→∞
ZG
(ω)
Bn
(Ll(E))
vol(Bn)
(5.13)
for µ̂p-almost all graphs G
(ω) ∈ X̂ with l(E) := inf{l ∈ N\{1} : E−10/l2 >
0}.
The quantity
gv(G
(ω)) :=


1, if a vertex v ∈ VG is an end-vertex of a linear chain
with l(E) vertices in G(ω)
0, otherwise
(5.14)
helps to rewrite the right-hand side of (5.13), so that
N(E)−N(0) >
1
2l(E)
lim sup
n→∞
1
vol(Bn)
∑
v∈VG
χ
Bn(v) gv(G
(ω))
=
1
2l(E)
lim sup
n→∞
1
vol(Bn)
∫
Bn
dx
∑
v∈Vx+G
ψ(v)gv(x+G
(ω))
(5.15)
for µ̂p-almost all graphs G
(ω) ∈ X̂ . The Ergodic Theorem 3.5 (ii), (iii) now
implies
N(E) −N(0) >
1
2l(E)
∫
X
dµ(G)
∑
v∈VG
ψ(v)
∫
ΩG
dPpG(ω) gv(G
(ω)). (5.16)
We recall that χVG,∞(v) = 1, if v belongs to an infinite component of G,
and zero otherwise. Then we have for all G ∈ X the crude elementary
combinatorial estimate∫
ΩG
dPpG(ω) gv(G
(ω)) > 2pl(E)(1− p)l(E)dmax χVG,∞(v) (5.17)
for the probability that a given vertex appears as the end vertex of a lin-
ear chain with l(E) vertices. Here we have also used Lemma 2.2 (i). The
estimate (5.17) yields
N(E)−N(0) >
e−l(E)γ(p)
l(E)
∫
X
dµ(G)
∑
v∈VG
ψ(v)χVG,∞(v) = ̺∞
e−l(E)γ(p)
l(E)
.
(5.18)
Making use of l(E) < 2+4E−1/2, we obtain the assertion of the lemma. 
6. Proof of Theorem 4.7
Lemmas 6.4 and 6.5 in this section provide the proof of Theorem 4.7. We
begin with a standard result on the non-randomness of the spectrum.
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Lemma 6.1. Let Ĥ be a µ̂-ergodic, self-adjoint operator. Then there exists
a Borel set Σ ⊆ R, such that spec(HG(ω)) = Σ for µ̂-almost all G
(ω) ∈
X̂G. 
Remarks 6.2. (i) The proof of the lemma is classical in the theory of
random Schro¨dinger operators, see e.g. [CL, PF]. The central point in the
argument is that for every Borel set I ⊆ R the measurable function
X̂G ∋ G
(ω) 7→ tI(G
(ω)) := tr χI(HG(ω)) (6.1)
is invariant under translations of G(ω) by arbitrary a ∈ Rd, and hence µ̂-
almost surely constant by ergodicity.
(ii) Standard arguments extend the non-randomness also to the
Lebesgue components of the spectrum [CL, PF]. These arguments are taken
up in [LPV] in the context of ergodic groupoids.
Lemma 6.3. Let Ĥ be a µ̂-ergodic, self-adjoint operator of finite range, and
let N be its integrated density of states. For a given open interval I :=]λ, λ′[,
where λ, λ′ ∈ R with λ < λ′, consider the following statements.
(i)
∫
I
dN > 0.
(ii) there exists a Borel set X ⊆ XG with µ(X) = 1 (X = XG, if XG
is uniquely ergodic) such that tI(G
(ω)) = ∞ for all G ∈ X and for
PG-almost all ω ∈ ΩG.
(iii) there exists a Borel set X ⊆ XG with µ(X) = 1 (X = XG, if XG
is uniquely ergodic) such that tI(G
(ω)) > 0 for all G ∈ X and for
PG-almost all ω ∈ ΩG.
(iv) there exists a Borel set X ⊆ XG with µ(X) > 0 such that tI(G
(ω)) >
0 for all G ∈ X and all ω in some subset of ΩG that has a positive
PG-measure.
(v) there exists G ∈ XG and ω ∈ ΩG such that tI(G
(ω)) > 0.
Then the implications
(i) ⇐⇒ (ii) ⇐⇒ (iii) ⇐⇒ (iv) =⇒ (v) (6.2)
hold. Moreover, if XG is uniquely ergodic and obeys the positive lower fre-
quency condition, then
(v) =⇒ (i) (6.3)
holds, too.
Proof. (i)⇒ (ii): Using the Ergodic Theorem 4.5, we deduce the existence
of a Borel set X ⊆ XG with µ(X) = 1 (and X = XG , if XG is uniquely
ergodic) such that
0 <
∫
I
dN =
∫
XG
dµ(G˜)
∫
Ω eG
dP eG(ω˜)
∑
v∈V eG
ψ(v) 〈δv , χI(H eG(eω))δv〉
= lim
n→∞
1
vol(Bn)
∑
v∈VG∩Bn
〈δv, χI(HG(ω))δv〉 (6.4)
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for all G ∈ X and for PG-almost all ω ∈ ΩG. Hence,
tI(G
(ω)) = lim
n→∞
∑
v∈VG∩Bn
〈δv , χI(HG(ω))δv〉 =∞ (6.5)
for those G(ω).
(ii) ⇒ (iii) ⇒ (iv) ⇒ (v): These implications are obvious.
(iv) ⇒ (i): Assume (i) is wrong. Then we have
0 =
∫
I
dN =
∫
XG
dµ(G)
∫
ΩG
dPG(ω)
∑
v∈VG
ψ(v) 〈δv , χI(HG(ω))δv〉. (6.6)
Note that, by translation invariance of the measure µ, we can replace the
mollifier ψ in (6.6) by ψa := ψ(· − a), for any translation vector a ∈ R
d.
Consequently, there exists a Borel set Xa ⊆ XG with µ(Xa) = 1, such that
for all G ∈ Xa there is ΩG,a ⊆ ΩG measurable with PG(ΩG,a) = 1, such that
for all ω ∈ ΩG,a we have 〈δv, χI(HG(ω))δv〉 = 0, for all v ∈ VG ∩ supp(ψa).
We can choose a countable set M of translation vectors, such that for every
v ∈ VG there exists a ∈M with v ∈ suppψa. Next, we defineX :=
⋂
a∈M Xa
and ΩG :=
⋂
a∈M ΩG,a for all G ∈ X so that µ(X) = 1 and PG(ΩG) = 1 for
all G ∈ X . Now, we get 〈δv , χI(HG(ω))δv〉 = 0 for all G ∈ X , all ω ∈ ΩG and
all v ∈ VG. In other words, χI(HG(ω)) = 0 for all G ∈ X and all ω ∈ ΩG.
This contradicts (iv) so that the implication is proven.
(v) ⇒ (i): By assumption, I contains a spectral value of HG(ω). There-
fore there exists E ∈ I, δ ∈]0, ε[, where ε := dist(E,R \ I), and ϕ ∈ ℓ2(VG),
ϕ 6= 0, such that
‖(HG(ω) − E)ϕ‖ < δ‖ϕ‖. (6.7)
Since HG(ω) is bounded, we can even assume that ϕ has compact support.
Furthermore, since Ĥ is of finite range R, we choose a compact subset K0 of
Rd such that dist
(
supp(ϕ),Rd \K0
)
> 2R. We write P0 := G ∧K0 for the
corresponding pattern of G. From the positive lower frequency condition
we infer that the copies Pj := aj + P0, j ∈ N, aj ∈ R
d, of this pattern
in G occur with a positive lower frequency. For any given Pj there is a
maximum number (which is uniform in j) of other copies Pj′ with which Pj
can overlap. Therefore, from now on, we will pass to a subsequence of the
sequence {Pj}j∈N0 such that none of the patches in the subsequence overlap,
and still
lim inf
n→∞
ν˜(P0|G ∧Bn)
vol(Bn)
=: γ > 0. (6.8)
Here the symbol ν˜ is used instead of ν to indicate that it is only the patterns
in the subsequence which are counted in G∧Bn. We denote the subsequence
again by {Pj}j∈N0 and introduce the translated functions ϕj := ϕ(· − aj)
for j ∈ N. They form an orthogonal sequence, because supp(ϕj) ⊂ Kj :=
aj + K0, and the Kj’s are pairwise disjoint. Next we have to ensure that
the colouring of G(ω) in K0 is also repeated in sufficiently many of the Kj.
The events
Aj :=
{
ω ∈ ΩG : ωaj+v = ωv for all v ∈ VG ∩K0
}
, (6.9)
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j ∈ N0, where a0 := 0, are all independent and PG(Aj) = PG(A0) > 0 for
all j ∈ N. Thus, the strong law of large numbers gives
lim
n→∞
1
ν˜(P0|G ∧Bn)
∑
j∈N0:Kj⊂Bn
χAj(ω) = PG(A0) > 0 (6.10)
for PG-almost all ω ∈ ΩG.
We conclude from the Ergodic Theorem 4.5 for uniquely ergodic systems
that ∫
I
dN = lim
n→∞
1
vol(Bn)
∑
v∈VG∩Bn
〈δv, χI(HG(ω))δv〉, (6.11)
for the given G ∈ XG (for which (v) holds), and for all ω in some measurable
set ΩG ⊂ ΩG of full PG-measure. We choose ΩG such that (6.10) holds for
all ω ∈ ΩG, too. Then, we rewrite∑
v∈VG∩Bn
〈δv , χI(HG(ω))δv〉 = trℓ2(VG)
{
χBnχI(HG(ω))χBn
}
>
∑
j∈N0:Kj⊂Bn
1
‖ϕj‖2
〈ϕj , χI(HG(ω))ϕj〉
>
∑
j∈N0:Kj⊂Bn
χ
Aj(ω)
‖ϕj‖2
〈ϕj , χI(HG(ω))ϕj〉 (6.12)
and observe
〈ϕj , χI(HG(ω))ϕj〉 = ‖ϕj‖
2 − ‖χR\I(HG(ω))ϕj‖
2
> ‖ϕj‖
2 − ε−2
∫
R\I
dζG(ω),j(E
′) (E′ − E)2
> ‖ϕj‖
2 − ε−2‖(HG(ω) − E)ϕj‖
2, (6.13)
where ζG(ω),j := 〈ϕj , χ•(HG(ω))ϕj〉 is the projection-valued spectral measure
forHG(ω) and the vector ϕj . For ω ∈ Aj , we have −aj+(G
ω∧Kj) = G
ω∧K0.
Thus, covariance of Ĥ and (6.7) imply
‖(HG(ω) − E)ϕj‖ = ‖(HG(ω) − E)ϕ‖ < δ‖ϕ‖ = δ‖ϕj‖. (6.14)
Combining (6.11) – (6.14), we get∫
I
dN > (1− δ2/ε2) lim inf
n→∞
{
ν˜(P0|G ∧Bn)
vol(Bn)
∑
j∈N0:Kj⊂Bn
χAj (ω)
ν˜(P0|G ∧Bn)
}
> (1− δ2/ε2) γ PG(A0) > 0. (6.15)
The last inequality uses the positive lower frequency condition (6.8) and the
strong law of large numbers (6.10). This completes the proof. 
The next two lemmas provide the proof of Theorem 4.7. They are conse-
quences of the previous lemma.
Lemma 6.4. Let Ĥ be a µ̂-ergodic, self-adjoint operator of finite range
and let N be its integrated density of states. Then there exists a Borel set
X ⊆ XG with µ(X) = 1 such that
supp(dN) ⊆ specess(HG(ω)) (6.16)
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for all G ∈ X and PG-almost all ω ∈ ΩG. If XG is even uniquely ergodic,
then the statement holds with X = XG .
Proof. By taking countable intersections of sets of full measure, we infer
from the implication (i) ⇒ (ii) in Lemma 6.3, that there exists a Borel set
X ⊆ XG with µ(X) = 1 (X = XG , if XG is uniquely ergodic), such that for
all G ∈ X there exists ΩG ⊂ ΩG measurable with PG(ΩG) = 1, such that
for all ω ∈ ΩG and all λ, λ
′ ∈ Q with λ < λ′ we have∫
]λ,λ′[
dN > 0 =⇒ t]λ,λ′[(G
(ω)) =∞. (6.17)
Thus, we conclude from the characterisation (4.5) that
supp(dN) ⊆
{
E ∈ R : t]λ,λ′[(G
(ω)) =∞ for all λ, λ′ ∈ Q with λ < E < λ′
}
(6.18)
for all G ∈ X and all ω ∈ ΩG. But this is the claim. 
Lemma 6.5. Let Ĥ be a µ̂-ergodic, self-adjoint operator of finite range,
and let N be its integrated density of states. Then there exists a Borel set
X ⊆ XG with µ(X) = 1, such that
spec(HG(ω)) ⊆ supp(dN) (6.19)
for all G ∈ X and PG-almost all ω ∈ ΩG. If XG is even uniquely ergodic
and if the positive lower frequency condition holds, then the statement holds
with X = XG and for all ω ∈ ΩG.
Proof. Recall that
spec(HG(ω)) =
{
E ∈ R : t]λ,λ′[(G
(ω)) > 0 for all λ, λ′ ∈ Q with λ < E < λ′
}
.
(6.20)
For uniquely ergodic systems that obey the positive lower frequency condi-
tion, we deduce the desired inclusion (6.19) – valid for all G ∈ XG and all
ω ∈ ΩG – directly from the implication (v) ⇒ (i) in Lemma 6.3.
In the general case, we argue that there exists a Borel set Â ⊆ X̂G with
µ̂(Â) = 1, such that for all λ, λ′ ∈ Q with λ < λ′ the implication
t]λ,λ′[(G
(ω)) > 0 for some G(ω) ∈ Â =⇒ t]λ,λ′[(G
(ω)) > 0 for all G(ω) ∈ Â
holds, confer Remark 6.2 (i). Hence, for G(ω) ∈ Â, we deduce the assertion
from (6.20) and the implication (ii) ⇒ (i) in Lemma 6.3. 
7. Percolation estimates
In this final section, we establish the percolation estimates that guarantee
exponential decay of the cluster-size distribution on rather general graphs.
Corollary 7.5 provides a rough criterion for this. It is used in the proof of
Theorem 5.2 to ensure the applicability of Lemma 5.4. For this reason, the
results of this section must be valid without any assumptions on the auto-
morphism group of the graph. So far, this has prevented us from extending
the results of this section to higher values of the percolation probability up
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to the critical value. This is a challenging open problem, see also the discus-
sion in [Ho3]. Assuming quasi-transitivity, stronger results were obtained
recently in [AV2].
First we give a simple, but crude lower bound for the critical probability
of Bernoulli bond percolation on an infinite connected graph G = (V, E)
with bounded degree sequence. Let θG,v(p) := P
p
G(|Cv | = ∞) denote the
probability that the open cluster containing v ∈ V is infinite. The critical
probability pc(G) := sup{p ∈ [0, 1] : θG,v(p) = 0} is independent of v ∈ V,
as follows from the FKG inequality, see [G, Thm. 2.8] or [Ho3] (recall that
we consider only graphs with countable vertex sets). By standard reasoning
[G, Thm 1.10], we have the following elementary lower estimate for pc(G).
Lemma 7.1. Let G = (V, E) be an infinite connected graph. If G has
maximal vertex degree dmax := supv∈V dG(v) ∈ N \ {1}, then
pc(G) >
1
dmax − 1
. (7.1)
Proof. Let σv(n) denote the number of n-step self-avoiding walks on G, start-
ing from v ∈ V . Since a self-avoiding walk must not return to its previous
position when performing a single step, we obtain σv(n) 6 dmax(dmax−1)
n−1.
Let W
(ω)
v (n) denote the number of such walks in the percolation subgraph
G(ω) of G. Since every such walk is open with probability pn in any perco-
lation subgraph, we get for its expectation
∫
ΩG
P
p
G(dω)W
(ω)
v (n) = pnσv(n).
Note that, if the vertex v belongs to an infinite cluster, there are open self-
avoiding walks of arbitrary length emanating from v. Thus, we have for all
n ∈ N the estimate
θG,v(p) 6 P
p
G
{
ω ∈ ΩG : W
(ω)
v (n) > 1
}
6
∫
ΩG
P
p
G(dω)W
(ω)
v (n)
= pnσv(n) 6
dmax
dmax − 1
[p(dmax − 1)]
n. (7.2)
This implies θG,v(p) = 0, if p(dmax − 1) < 1, and we obtain the assertion of
the lemma. 
The behaviour in the subcritical phase p < pc(G) can be inferred from
asymptotic properties of the event
Av(n) :=
{
ω ∈ ΩG : v
G(ω)
←→ Bn(v)
c
}
(7.3)
that there exists a path from v ∈ V to the complement of the ball of radius n
around v. For fixed p, denote by gpG,v(n) := P
p
G
(
Av(n)
)
the probability of the
event Av(n). The following lemma states that g
p
G,v(n) decays exponentially
in n, if the percolation probability p is small enough. Its proof is analogous
to that of the previous lemma.
Lemma 7.2. Let a graph G = (V, E) be given. Assume that G has maximal
vertex degree dmax ∈ N \ {1} and maximal edge length lmax := sup{|u − v| :
{u, v} ∈ E} <∞. Then, for every p ∈]0, 1] there exists a real number ψ(p),
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such that the probability gpG,v(n) of the event Av(n) satisfies
gpG,v(n) 6 2 e
−nψ(p) (7.4)
for all n ∈ N, uniformly in v ∈ V. A possible choice of ψ(p) is, for 0 < p 6 1,
ψ(p) =
1
lmax
ln
(
1
p(dmax − 1)
)
. (7.5)
In particular, gpG,v(n) decays exponentially if p < 1/(dmax − 1).
Proof. A path with initial vertex v, which enters the complement of Bn(v),
contains at least n˜ := ⌈n/lmax⌉ bonds, where ⌈x⌉ is the smallest integer > x.
With the notation in the proof of Lemma 7.1, the assertion now follows by
noting that
gpG,v(n) 6 P
p
G
{
ω ∈ ΩG : W
(ω)
v (n˜) > 1
}
6
dmax
dmax − 1
[p(dmax − 1)]
en. (7.6)

For a graph G = (V, E) with uniformly discrete vertex set, exponential
decay of gpG,v(n) implies that the mean cluster size χG,v(p) := E
p
G{|Cv |} is
finite, as follows from the argument in [G, p. 89]. In fact, this argument
yields an estimate which is uniform in v ∈ V. We state the result as
Lemma 7.3. Let G = (V, E) be a graph with uniformly discrete vertex set of
radius r > 0. Assume that G has maximal vertex degree dmax ∈ N \ {1} and
maximal edge length lmax <∞. Then, for every p ∈ [0,
1
dmax−1
[, there exists
a constant χ(p) ∈]0,∞[, which depends only on r, dmax and lmax otherwise,
such that the mean cluster size χG,v(p) = E
p
G{|Cv |} satisfies
χG,v(p) 6 χ(p) <∞, (7.7)
uniformly in v ∈ V. 
Lemma 7.2 and Lemma 7.3 can be used to prove exponential decay of the
cluster size distribution.
Theorem 7.4. Let G = (V, E) be a graph with uniformly discrete vertex set
of radius r > 0. Assume that G has maximal vertex degree dmax ∈ N \ {1}
and maximal edge length lmax < ∞. Then, for every p ∈ [0,
1
dmax−1
[, there
exists a constant λ(p) ∈]0,∞[, which depends only on r, dmax and lmax
otherwise, such that
P
p
G
(
|Cv| > n
)
6 2 e−nλ(p) (7.8)
for all n ∈ N, uniformly in v ∈ V.
Sketch of the proof. Proceed along the lines of [G, Thm. 6.75]. In the es-
timates, replace χG,v(p) by its uniform bound χ(p). The decay rate thus
obtained is λ(p) = [2χ(p)2]−1. 
The conclusion in the above theorem still holds if, instead of a single
graph G, we consider a set of graphs G with the above properties and the
associated dynamical system XG . This setup is used in Section 5.
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Corollary 7.5. Let G be a set of graphs, whose vertex sets are uniformly
discrete of radius r > 0, which have maximum vertex degree dmax ∈ N \ {1}
and maximal edge length lmax < ∞. Then, for every p ∈ [0,
1
dmax−1
[ there
exists a constant λ(p) ∈]0,∞[ such that
P
p
G
(
|Cv| > n
)
6 2 e−nλ(p) (7.9)
for all n ∈ N, uniformly in G ∈ XG and in v ∈ VG. 
Acknowledgements
We are grateful to Michael Baake and Daniel Lenz for stimulating discus-
sions. We also thank Daniel Lenz and Ivan Veselic´ for sending us a version
of their manuscript [LV] before making it public. This work was supported
by the German Research Council (DFG), within the CRC 701.
References
[AV1] T. Antunovic´ and I. Veselic´, Equality of Lifshitz and van Hove exponents on
amenable Cayley graphs, preprint, 2007, arXiv:0706.2844v2 .
[AV2] T. Antunovic´ and I. Veselic´, Sharpness of the phase transition and exponential
decay of the subcritical cluster size for percolation on quasi-transitive graphs,
preprint, 2007, arXiv:0707.1089v1.
[AV3] T. Antunovic´ and I. Veselic´, Spectral asymptotics of percolation Hamiltonians
on amenable Cayley graphs, preprint, 2007, arXiv:0707.4292v1.
[BaaM] M. Baake and R.V. Moody (Eds.), Directions in Mathematical Quasicrystals,
CRM Monogr. Ser. 13, Amer. Math. Soc., Providence, RI, 2000.
[BaaMP] M. Baake and R.V. Moody and P.A.B. Pleasants, Diffraction from visible lattice
points and k-th power free integers, Discr. Math. 221, 3–42 (2000).
[BaaZ] M. Baake and N. Zint, Absence of singular continuous diffraction for multi-
component lattice gas models, preprint, 2007.
[Bar] M.T. Barlow, Random walks on supercritical percolation clusters, Ann. Probab.
32, 3024–3084 (2004).
[Bau] H. Bauer, Measure and Integration Theory, de Gruyter, Berlin, 2001.
[BDJ] W. Bryc, A. Dembo and Tiefeng Jiang, Spectral measure of large random Han-
kel, Markov and Toeplitz matrices, Ann. Probab. 34, 1–38 (2006).
[CL] R. Carmona and J. Lacroix, Spectral Theory of Random Schro¨dinger Operators,
Birk-ha¨user, Boston, 1990.
[Ch] Fan R.K. Chung, Spectral Graph Theory, American Mathematical Society, Prov-
idence, RI, 1997.
[Co] Y. Colin de Verdie`re, Spectres de Graphes, Socie´te´ Mathe´matique de France,
Paris, 1998 [in French].
[D] R. Diestel, Graph Theory, 3rd ed., Springer, Berlin, 2005.
[G] G. Grimmett, Percolation, 2nd ed., Springer, Berlin, 1999.
[GS] B. Gru¨nbaum and G.C. Shephard, Tilings and Patterns. An Introduction, W.
H. Freeman and Co., New York, 1989.
[Ho1] A. Hof, Some remarks on discrete aperiodic Schro¨dinger operators, J. Stat. Phys.
72, 1353–1374 (1993).
[Ho2] A. Hof, A remark on Schro¨dinger operators on aperiodic tilings, J. Stat. Phys.
81, 851–854 (1995).
[Ho3] A. Hof, Percolation on Penrose tilings, Canad. Math. Bull. 41, 166–177 (1998).
[Hu] B. Hughes, Random Walks and Random Environments. Vol. 2. Random Envi-
ronments., Oxford University Press, New York, 1999.
[KhKM] O. Khorunzhy,W. Kirsch and P. Mu¨ller, Lifshits tails for spectra of Erdo˝s–Re´nyi
random graphs, Ann. Appl. Probab. 16, 295–309 (2006).
26 P. MU¨LLER AND C. RICHARD
[KhSV] O. Khorunzhy, M. Shcherbina and V. Vengerovsky, Eigenvalue distribution of
large weighted random graphs, J. Math. Phys. 45, 1648–1672 (2004).
[Ki] W. Kirsch, Random Schro¨dinger operators: a course, in H. Holden and A. Jensen
(Eds.), Schro¨dinger operators, Lecture Notes in Physics 345, Springer, Berlin,
1989, pp. 264–370.
[KiM] W. Kirsch and P. Mu¨ller, Spectral properties of the Laplacian on bond-
percolation graphs, Math. Z. 252, 899–916 (2006).
[KlLS] S. Klassert, D. Lenz and P. Stollmann, Discontinuities of the integrated density
of states for random operators on Delone sets, Commun. Math. Phys. 241,
235–243 (2003).
[LaP] J.C. Lagarias and P.A.B. Pleasants, Repetitive Delone sets and quasicrystals,
Ergodic Theory Dynam. Systems 23, 831–867 (2003).
[LeMS] J.-Y. Lee, R.V. Moody and B. Solomyak, Pure point dynamical and diffraction
spectra, Ann. H. Poincare´ 3, 1–17 (2002).
[LMV] D. Lenz, P. Mu¨ller and I. Veselic´, Uniform existence of the integrated density
of states for models on Zd, preprint, 2007, arXiv:math-ph/0607063v1.
[LPV] D. Lenz, N. Peyerimhoff and I. Veselic´, Groupoids, von Neumann algebras and
the integrated density of states, Math. Phys. Anal. Geom. 10, 1–41 (2007).
[LS1] D. Lenz and P. Stollmann, Algebras of random operators associated to Delone
dynamical systems, Math. Phys. Anal. Geom. 6, 269–290 (2003).
[LS2] D. Lenz and P. Stollmann, An ergodic theorem for Delone dynamical systems
and existence of the integrated density of states, J. Anal. Math. 97, 1–24 (2005).
[LV] D. Lenz and I. Veselic´, Hamiltonians on discrete structures: jumps of the inte-
grated density of states and uniform convergence, preprint, 2007.
[MS] P. Mu¨ller and P. Stollmann, Spectral asymptotics of the Laplacian on super-
critical bond-percolation graphs, J. Funct. Anal., in press, 2007.
[PF] L. Pastur and A. Figotin, Spectra of Random and Almost-periodic Operators,
Springer, Berlin, 1992.
[RW] C. Radin and M. Wolff, Space tilings and local isomorphism, Geom. Dedicata
42, 355–360 (1992).
[RS1] M. Reed and B. Simon, Methods of Modern Mathematical Physics I: Functional
Analysis, rev. and enl. ed., Academic, San Diego, 1980.
[RS2] M. Reed and B. Simon, Methods of Modern Mathematical Physics II: Fourier
Analysis, Self-adjointness, Academic, New York, 1975.
[RHHB] C. Richard, M. Ho¨ffe, J. Hermisson and M. Baake, Random tilings: concepts
and examples, J. Phys. A: Math. Gen. 31, 6385–6408 (1998).
[S] M. Schlottmann, Generalized model sets and dynamical systems, in M. Baake
and R.V. Moody (Eds.), Directions in Mathematical Quasicrystals, CRM
Monogr. Ser. 13, Amer. Math. Soc., Providence, RI, 2000, pp. 143–159.
[V] I. Veselic´, Spectral analysis of percolation Hamiltonians, Math. Ann. 331, 841–
865 (2005).
Institut fu¨r Theoretische Physik, Georg-August-Universita¨t Go¨ttingen,
Friedrich-Hund-Platz 1, 37077 Go¨ttingen, Germany
E-mail address: peter.mueller@physik.uni-goe.de
Fakulta¨t fu¨r Mathematik, Universita¨t Bielefeld, Universita¨tsstr. 25,
Postfach 10 01 31, 33501 Bielefeld, Germany
E-mail address: richard@math.uni-bielefeld.de
