We introduce a ranking approach for emotion recognition which naturally incorporates information about the general expressivity of speakers. We demonstrate that our approach leads to substantial gains in accuracy compared to conventional approaches. We train ranking SVMs for individual emotions, treating the data from each speaker as a separate query, and combine the predictions from all rankers to perform multi-class prediction. The ranking method provides two natural benefits. It captures speaker specific information even in speaker-independent training/testing conditions. It also incorporates the intuition that each utterance can express a mix of possible emotion and that considering the degree to which each emotion is expressed can be productively exploited to identify the dominant emotion. We compare the performance of the rankers and their combination to standard SVM classification approaches on two publicly available datasets of acted emotional speech, Berlin and LDC, as well as on spontaneous emotional data from the FAU Aibo dataset. On acted data, ranking approaches exhibit significantly better performance compared to SVM classification both in distinguishing a specific emotion from all others and in multi-class prediction. On the spontaneous data, which contains mostly neutral utterances with a relatively small portion of less intense emotional utterances, ranking-based classifiers again achieve much higher precision in identifying emotional utterances than conventional SVM classifiers. In addition, we discuss the complementarity of conventional SVM and ranking-based classifiers. On all three datasets we find dramatically higher accuracy for the test items on whose prediction the two methods agree compared to the accuracy of individual methods. Furthermore on the spontaneous data the ranking and standard classification are complementary and we obtain marked improvement when we combine the two classifiers by late-stage fusion.
Introduction
Research on emotion recognition from cues expressed in human voice has a long-standing tradition Ververidis and Kotropoulos, 2006) . The urgency for developing accurate methods for emotion recognition has become even greater with the wide-spread use of interactive voice systems in call centers (Petrushin, 1999; Lee et al., 2002; Yu et al., 2004) , car navigation systems (Fernandez and Picard, 2003) , education (Litman and Forbes-Riley, 2004 ) and human-robot interaction (Steidl, 2009) . There is also increasing interest in incorporating emotion in search over audio content, which has motivated work on emotion prediction in talk shows (Grimm et al., 2007b) and movies (Giannakopoulos et al., 2009) .
The traditional paradigm of emotion recognition in speech is to extract acoustic features from the speech signal, then train classifiers on these representations, which when applied to a new utterance are able to determine its emotion content. A variety of pattern recognition methods have been explored for automatic emotion recognition such as gaussian mixture models (Luengo et al., 2005; Vlasenko et al., 2007; Vondra and Vich, 2009) , hidden Markov models (Nwe et al., 2003; Shafran et al., 2003; Meng et al., 2007) , neural network (Nicholson et al., 2000) and support vector machines (Kwon et al., 2003; Tabatabaei et al., 2007; Bitouk et al., 2010; Lee et al., 2011) , regression (Grimm et al., 2007b) . All of these seemingly diverse methods are designed to predict the emotion of a single test utterance in isolation. In many practical applications, however, emotion analysis is to be performed on a recording of complete conversations. In recordings of meetings, a user who was not present at a meeting may want to view only parts of the discussion in which participants expressed emotions. Similarly in telephone and broadcast conversations or political debates and speeches a user may want to identify parts where emotion was expressed. In all these scenarios multiple utterances from the same speaker are available and an emotion detection system could make use of this information. In such case, the state-of-the-art classification methods produce a classification score for each test utterance that does not take into account any potentially beneficial information from other utterances present in the test set. Deciding for example if an utterance expresses anger may be easier if the decision is made with respect to a larger set of utterances conveying a variety of emotions.
Ranking approaches to the task of emotion recognition offer a way of sorting all utterances in a given sample of speech from the same speaker with respect to the degree with which they convey a particular emotion. The benefit from modeling the extent to which all possible emotions are expressed in the utterance has been documented on work on emotion profiles , where each utterance is characterized by the distance from the hyperplane for several binary emotion classifiers. The benefit from incorporating speaker information has been confirmed by a number of studies which show that emotion recognition is higher when the same speaker is present in both training and testing. No prior work however has shown how to exploit user-specific information when prediction is done on speakers not previously seen in training. Ranking approaches seamlessly incorporate both of these desirable properties.
In this paper we show that ranking approaches lead to considerable and consistent improvement of prediction accuracy compared to conventional classification on both acted and natural spontaneous emotional speech. We use ranking SVM for our analysis (Joachims, 2002) and rely on a standard large set of acoustic features which we describe in Section 4. First we carry out experiments on two publicly available datasets of acted emotional speech which we introduce in Section 2, and report results from speaker independent analysis using leave-one-subject-out evaluation paradigm in Section 5. In Section 6 we further evaluated the proposed ranking models on the more challenging task of spontaneous emotion recognition. We also discuss the complementarity of conventional SVM classifiers and rankingbased models and further investigate the combination of the two classifiers in Section 7.
Corpora of emotional speech
In this study we experiment with ranking approaches on three publicly available datasets: the Berlin emotional speech database of German emotional speech (Burkhardt et al., 2005) , the LDC emotional speech database of English emotional utterances (Linguistic Data Consortium, 2002) , and the FAU Aibo emotional database (Steidl, 2009) . The Berlin and LDC datasets consist of acted utterances, rendered by actors to convey some target emotions. The FAU Aibo database contains realistic spontaneous emotional speech from recording of children interacting with an Aibo robot.
Berlin emotional speech database
The Berlin dataset contains Recordings of 10 native German actors (5 female/5 male), expressing in German each of the following seven emotions: anger, disgust, fear, happy, neutral, sadness, boredom. Each actor was asked to speak one of the 10 pre-selected sentences which were chosen to maximize the number of vowels. In our experiments, we used 454 emotional utterances corresponding to the six basic emotions , which are represented in Table 1 Number of instances for the 5-class problem.
Speaker A  E  N  P  R   Train  26  881  2093  5590  674  721  Test  25  611  1508  5377  215  546 both the Berlin and LDC datasets anger, disgust, fear, happy, sadness, neutral, and excluded utterances corresponding to boredom. Emotional labels of utterances in the Berlin dataset were validated by external subject assessment. Each utterance was rated by 20 human subjects with respect to their perceived naturalness and emotional content. Utterances for which the target emotion was not easily recognized, as well as utterances with low perceived naturalness, were removed from the dataset. Given the acquisition protocol for the dataset, samples in it can be considered unambiguous, prototypical expressions of the target emotions.
LDC emotional speech database
The LDC dataset contains emotional utterances of seven native English actors (3 female/4 male). It comprises the following 15 emotional states: hot anger, cold anger, disgust, fear, happy, sadness, neutral, panic, despair, elation, interest, shame, boredom, pride, contempt . Almost all of the recorded utterances are 4-syllable sentences which contain dates and numbers. In our experiments, we only focused on the six basic emotions (hot anger, disgust, fear, happy, sadness, neutral) and used 470 corresponding emotional utterances.
In comparison to the Berlin dataset, utterances in the LDC dataset were not validated by raters after the recording. Utterances in LDC dataset were simply labelled as the intended emotion given to the speakers during recording. Labeling intended emotion makes the corpus more similar to spontaneous utterances, in which emotions can be mixed and for which recognition by a listener may not be so good.
FAU Aibo emotional speech database
The FAU Aibo emotion corpus contains natural elicited emotional speech. It consists of recordings of 51 German children (30 female/21 male), interacting with the AIBO robot controlled by a human invisible to them. The speech data is annotated for the following 11 emotional states : anger, bored, emphatic, helpless, joyful, motherese, neutral, reprimanding, rest, surprised, touchy . The whole corpus contains 8.9 h of speech recording in total and was automatically segmented into turns using a long pause (>1 s). The corpus was originally labelled at word-level. Each word was annotated as one of the above eleven states by five listeners via majority voting. After that the turn-level labels were derived from word-level labels with confidence scores (Steidl, 2009) .
We focused on the five-class (Angry, Emphatic, Neutral, Positive, Rest) classification problem as described in the Interspeech 2009 Challenge (Planet et al., 2009 ). The class Rest contains emotional utterances that do not belong to any of the other classes. There are 18,216 emotional turns corresponding to these five big classes onto which the original 11 emotional states were mapped. They were divided into training and testing sets as shown in Table 1 .
Ranking SVM for emotion recognition
In this study, we make use of the SVM rank toolkit to train and test our approach (Joachims, 2006) . Ranking support vector machines (SVM) are a typical pairwise method for designing ranking models. The basic idea behind them is to formalize learning to rank as a problem of binary classification on pairs that define a partial ordering and then to solve the problem using SVM classification (Joachims, 2002) .
In emotion recognition specifically, instances are the feature representation of utterances. The ranking problem is to sort the utterances with respect to how much they convey a particular emotion. To train a ranker for a target emotion, we need to specify a set of pairs of instances for which one instance conveys the target emotion better than the other; the binary classification problem that the ranker will optimize is to minimize the number of pairs for which it predicts the order of the instances incorrectly.
There are several alternatives for defining the partial ordering for ranking. In our initial experiments, we choose to form pairs only from utterances from the same speaker and consider all utterances that convey the target emotion to have higher scores than utterances that convey any other emotion. Stated more formally, consider training data consisting of samples from speakers s 1 , s 2 ,. . ., s k that convey emotions e 1 , e 2 ,. . ., e r . We denote by U m,i,q the qth utterance expressing emotion m and spoken by speaker i. The ranker for emotion m is learned from pairs U m,i,* > U n,i,* such that m and n are different. 1 In testing, all utterances from a speaker whose data was not used in training is given to the ranker for a target emotion. The ranker produces a ranking score for each test utterance, allowing us to sort the utterances by decreasing score. Utterances with higher rank are considered to express the target emotion more clearly than utterances with lower rank. The output from an individual ranker is analogous to a one-versus-all binary classifier that attempts to distinguish the target emotion from all others.
The motivation for our approach is the same as that for using ranking SVMs for ranking in information retrieval. There the task is to sort webpages returned by a search engine by relevance to the query. In our task, a query is defined by each speaker in the dataset. When training a ranker for a target emotion, utterances by the same speaker that convey this emotion are more relevant than any other utterance. In testing, the ranker output gives a way of sorting all utterances by the user in terms of their relevance to the target emotion. Fig. 1 depicts the overall training and testing set-up we adopted to build and evaluate six rankers, one for each of the basic emotions. Each line in the boxes representing data corresponds to utterances U m,i,q as we defined them above.
In many cases the ultimate goal is to perform multi-class emotion classification and determine what emotion is expressed by a given utterance. To perform the six-way classification problem, we need to combine the output of individual rankers into a single prediction about which is the most likely expressed emotion. However, such decisions cannot be made directly on the basis of the prediction scores given by the rankers because these scores can only be used for ordering. They do not have a meaning in an absolute sense and scores predicted from different rankers cannot be compared directly in a meaningful way.
For each test utterance U we define a normalized ranking score for each of the emotions we want to analyze:
The score combines information about the number of test utterances from the same speaker in the test set N and the rank of that utterance given by the ranker for emotion m, rank m (u). These scores fall in the range [0, 1). An utterance will have score 0 if it was the last in the sorted list defined by the SVM ranking (least likely to express the target emotion). The score will be very close to 1 for utterances at the top of the list (which resemble the most the target emotion among all utterances spoken by the speaker).
There are several ways in which these six scores, one from each basic emotion ranker, can be used to decide which single emotion is most likely conveyed by the utterance. For example we can predict that the emotion conveyed by the utterance is the one for which rank m (u) is the smallest. Alternatively, the scores can be viewed as a six dimensional feature set with which we train a conventional SVM classifier to decide the most likely emotion. We evaluate both alternatives in Section 5. 2
Features
While a number of previous studies on emotion recognition focused on feature engineering and analysis, the primary goal of this paper is to introduce the novel learning methodology of ranking SVM to emotion recognition tasks. Because of this, we make use of a comprehensive set of standard acoustic features.
The common acoustic features for speech-based analysis of emotion include prosodic features and spectral features. Prosodic features are global features and they are usually calculated for the entire utterance (Dellaert et al., 1996) . Typically used global prosodic features include mean pitch values for an utterance, pitch variability in given parts of the utterance, intensity and changes in intensity, voice quality percepts such as raspiness and tenseness measured using the relative spread of energy within specific energy bands, speech rate and pause duration (Fernandez and Picard, 2003; Huang and Ma, 2006; Busso et al., 2011) . Spectral feature on the other hand characterize short segments of the utterance and are typically employed in automatic speech recognition. The most commonly used spectral features include Mel-frequency cepstral (MFCC) coefficients (Kwon et al., 2003) , wavelet features (Neiberg et al., 2006) , Linear Prediction Code (LPC) coefficients (Nicholson et al., 2000) , and Perceptual Linear Prediction (PLP) coefficients (Ye et al., 2008) .
Most of these features can be extracted by the openSMILE feature extraction library (Eyben et al., 2010) . We use the default setting and obtain a feature vector consisting of 988 spectral and prosodic features to characterize each utterance. We use these features for all experiments reported in later section. 3
Emotion recognition experiments on acted speech
In this section we evaluate the effectiveness of the ranking SVM approach to emotion recognition and contrast their performance with conventional SVM classification on two publicly available datasets of acted speech, Berlin and LDC. In order to confirm the stability and speaker independence of the obtained classifiers, we performed all experiments using leave-one-subject-out (LOSO) paradigm. In this form of cross-validation, all samples from a given speaker are used as a test set for a model trained on the data from all other speakers and the process is repeated for all speakers. The overall performance of the classifier is computed by combining the predictions from all test folds and computing the overall accuracy for the entire dataset. First, we analyze the performance of individual emotion rankers in Section 5.1. Six speaker-independent emotional rankers were constructed, one for each basic emotion. The individual rankers correspond to the "one versus all" task in the traditional literature, in which models are trained to distinguish a particular emotion from all other emotions in the dataset (Lee et al., 2004; McGilloway et al., 2000) . We also explore, in Section 5.2, several different ways for defining a partial ordering on pairs for the learning stage of the ranker, inspired by dimensional theories of emotion. These however turn out to be inferior to the formulation already described.
Next, we examine the accuracy of different approaches that incorporate the results from individual rankers to perform multi-class prediction for each utterance. We report these results, along with the performance of conventional SVM classifiers, in Section 5.3.
Ranking SVM vs. binary classification
We now turn to examine the performance of rankers for each of the six basic emotions. Each of the rankers is optimized to predict the most intuitive ordering on pairs of utterances from the same speaker, which is that an utterance conveying the target emotion is scored higher than any utterance from the same speaker that conveys another emotion. For example the constraints for training an Anger ranker are that utterances expressing anger score higher than any other utterance by the same speaker.
In testing, all the utterances from the held out test speaker will be ranked. For a good ranker, examples of the target emotion should be ranked higher than examples of any of the other emotions. For each of the six rankers for the basic emotions, we report their pairwise test accuracy and the precision at k.
Pairwise accuracy is the number of pairs of utterances in the test set that are accurately ordered according to the scores predicted by the ranker. For example in a pair of instances that consists of a anger utterance and a happy utterance, an Anger ranker makes an accurate prediction for the pair if its ranking score for the anger utterance is higher than the score for the other utterance. Table 2 shows pairwise accuracy for the six rankers on the Berlin and LDC datasets.
The pairwise accuracy is very high, especially for the Berlin dataset of prototypical emotional speech. There, the rankers for all emotions have pairwise accuracy above 94% and the Neural and Sadness rankers give pairwise accuracy of over 99%. In the LDC dataset pairwise accuracies are much lower, with Anger and Neutral rankers doing markedly better than the rankers for the other emotions.
We now turn to look at Precision at k, which is widely used to evaluate the performance of ranking models. It is defined as the number of utterances in the top k utterances in the list ordered by decreasing ranking score that express the target emotion. This metric indicates the percentage of the top ranked k utterances according to the Anger ranker were indeed anger utterances.
To demonstrate the ranker's performance at various levels, Fig. 2 shows the precision at k for different k and for all rankers. Results for the Berlin dataset are shown on the left and for LDC on the right. Note that the number of utterances for a given emotion varied from speaker to speaker, especially in the Berlin dataset where utterances were excluded from the collection in a post-recording assessment. The average number of utterances for a particular emotion across speakers is given in brackets after the emotion name in the legend of the figure. A perfect ranker will attain 100% precision rate for k smaller than that average for each emotion, then drop steadily. (13) Dis (5) Fea (7) Hap (7) Neu ( As the graphs in Fig. 2 indicate, the precision is high for the top results and then drops quickly, on both datasets. The precision for the Disgust ranker on the Berlin dataset is an outlier in this respect and it gives low precisions regardless of the choice of k. This can be explained by the fact that the number of disgust utterances per speaker varies widely: from 0 to 11 on the ten LOSO folds in the Berlin dataset. Some speakers do not have any utterances that express disgust so all predictions are in fact wrong-for such speakers the ranker identifies which ones sound most like disgust but none of them are actually disgust utterances.
For LDC, as we may expect given the results from pairwise accuracy, the precision for smaller k is high for the anger and neural emotions and not as impressive for the rest.
In an idealized situation where we know the number of utterances that convey the target emotion for each speaker (n), we can measure the precision at different k for different speakers, with k = n for that speaker. In other words if we knew that a speaker said 7 utterances in an angry manner, we can look at the precision at 7 and see how many of the top ranked seven utterances were indeed anger utterances. This would be equivalent to viewing the ranker as a binary classifier, where we assumed that the top n utterances are the ones expressing the target emotion and the corresponding precision at k (p @ k) can be referred to as the one-versus-all classification accuracy with the prior knowledge of the distribution of emotions. Table 3 lists our oracle results in terms of p @ k on the Berlin and LDC datasets.
For comparison, we also report analogous results for the conventional one-versus-all binary classification tasks. We list the precision at k of these one-versus-all classifiers, where the top k utterances were selected based on the output probabilities of the binary classification. Here the confidence of the classifier defines the ranking of utterances, with more confident predictions ranked higher. This setting is equivalent to using the emotion profiles approach . As we see next, it performs worse on the ranking task than our approach which directly learns to rank the instances.
The results reveal that we can achieve higher precision at k rate for most of the emotions with emotion rankers. The results hold for both the Berlin and the LDC dataset. On the Berlin dataset precision increases by a few percentage points for all emotions, while for the LDC dataset the precision drops slightly for disgust but increases for all other emotions.
In the last column of Table 3 we also list the true precision of the one-versus-all SVM classifiers on the Berlin and LDC datasets. To compute these numbers we do not use the oracle information about the number of utterances from the target emotion for each speaker. As expected, results are uniformly worse for all emotions.
Selection of pairwise constraints
Ranking SVM is a pairwise method and the learned model can be considerably affected by the partial ordering used in the training set. Moreover some influential theories of emotion (Grimm et al., 2007a; Giannakopoulos et al., 2009; Truong et al., 2009 ) analyze emotion in terms of continuous dimensions such as valence and arousal rather than Table 3 p @ k (precision at k (%); k = total number of utterances for target emotions) from emotional rankers, conventional one-versus-all classifiers, and overall precision rate of one-versus-all classification for Berlin (top) and LDC (bottom) datasets. categorical classes. valence indicates the degree to which the emotion is positive or negative and arousal indicates the degree of activation in emotion expression. For example anger is characterized by high negative valance and high arousal while typical sadness has high negative valence but low arousal. We investigated several orderings of emotions, inspired by the literature that adopts valence and arousal as the basis for their analysis. Examples of investigated pairwise constraints for Anger rankers in our studies are listed as follows. The results reported in the previous section correspond to formulation (a). Now we evaluate precision at k, where k was total number of utterances for the target emotion, for the alternative formulations as well. Table 5 Speaker-independent, multi-class emotion classification accuracy for six emotion task on Berlin (top) and LDC (bottom) datasets when we (1) directly compare ranking SVM scores and (2) use normalized classification scores to train an SVM classifier. Classification accuracy for (3) conventional SVM multi-class classifier, (4) classifiers trained with one-versus-all binary classification probabilities, (5) classifiers trained with one-versus-all based speaker independent (SI) ranking and (6) classifiers trained with one-versus-all based speaker relative (SR) ranking are also given to allow comparison.
(1) The corresponding precision for the Anger classifier is listed in the Table 4 . 4 From the experimental results we noticed significant difference among different pairwise constrains in terms of precision, and the simplest one-versus-all based rankers trained with setting (a) performed better than any other rankers constructed with complicated pairwise constrains.
Multi-class classification of emotion
Given a sample of speech, the emotion rankers indicate how relevant each of the utterances is to a particular emotion. However, the rankers do not directly give a way to decide which particular emotion is expressed by a given utterance. In order to classify the unknown test utterance as expressing one of the basic emotions, we need to combine ranking scores from different rankers. We implemented a rule-based and a supervised learning approach to combine the ranker scores into a final prediction. Next we give details on the implementation.
Rule-based combination
In the rule-based approach, the emotion of an utterance is decided by directly comparing the ranks assigned by the rankers for the six basic emotions. The utterance is classified as conveying the emotion for which it achieved highest rank. If an utterance had the same rank assigned by more than one ranker, a decision about which emotion to pick was made randomly. The accuracy of speaker-independent, multi-class classification on the Berlin and LDC datasets is shown in the column (1) of Table 5 .
SVM classifier combination
In the supervised learning approach, we do two passes of training and testing. First, leave-one-subject-out paradigm is used to train emotion rankers. The test predictions from each fold are used to generate the six dimensional feature vector of normalized ranking scores described in Section 3. Then a standard SVM classifier is trained for the six-class classification task, again using leave one subject out paradigm.
The multi-class classification accuracy of this model on the Berlin and LDC datasets are shown in column (2) of Table 5 . Overall for the six emotions the supervised combination slightly outperforms the rule-based combination on both datasets. The absolute performance gain are 2.4% and 1.7% for the Berlin and LDC datasets respectively.
It is interesting to note however that the rule-based combination leads to higher accuracy of predicting neutral utterances on the Berlin dataset and sadness instances on the LDC dataset. For all other emotions, the SVM classifier trained with normalized ranking scores yield notably higher emotion recognition accuracy. For instance, the absolute improvement in recognition accuracy of disgust is 13% for Berlin and 12.5% for LDC datasets.
Comparison with conventional SVM
Finally, in order to investigate the usefulness of ranking SVM in emotion recognition, we compare the performance of ranking SVM based multi-class classifiers to the results of conventional SVM classifiers. We conducted two sets of experiments.
In our first set of experiments, we performed the standard task of multi-class classification of the six basic emotions. We trained baseline SVM classifiers with radial basis kernels constructed with the LIBSVM toolkit (Chang and Lin, 2001 ). These multi-class classifiers were directly trained with the large standard set of 988 acoustic feature vectors, unlike the ranking SVM based classifiers which uses only six features derived from the rankers for specific emotions. The accuracy of speaker-independent, multi-class classification on the LDC and Berlin datasets is given in column (3) of Table 5 .
The overall performance for the standard multi-class classifiers is much lower than that of the ranking SVM based one. The absolute degradation is as high as 7.3% and 8.3%, for the Berlin and LDC datasets respectively. The standard SVM classifiers also performed lower emotion recognition consistently on most emotions except for disgust in the Berlin dataset and sadness in the LDC dataset, where the conventional SVM classifier performed much better.
In the next set of experiments we pinpoint exactly which aspects of the model contribute to the better performance of the ranking-based classifier compared to its conventional SVM classifier counterpart. In the previous section we presented strong evidence that the ranker scores rank utterances much more accurately than that can be done using the class probabilities from one-versus-all standard emotion classifiers. To confirm that the ranking scores lead to improvements in multi-class prediction, we trained top-level SVM classifiers with a new 6-dimensional feature set. By analogy to the approach we took in Section 5.3.2, the features are the target class probabilities predicted by the six conventional one-versus-all binary classifiers. Another reason for the improvement in multi-class prediction is that we do not use the raw scores from the ranker but instead define a normalized ranking score which is used as a feature in the second level classifier. We test how much this modeling decision affects performance, we perform a similar score normalization of the SVM class probabilities. Since the predicted probabilities also provide a natural ranking of the test instances, we can generate ranking scores, exactly as we defined them in Section 3, based on the output probabilities from the one-versus-all classifiers and use them as features for multi-class classification. Finally, improvements may be due to the natural way in which the ranker approach incorporates speaker information. To tease apart this contribution, we perform speaker-independent (SI) ranking in which we sort the target class probabilities from one-versus-all classifiers across all speakers or speaker-relative (SR) ranking which considered within-speaker sorting. The speaker-relative approach correspond exactly to the approach we took for the ranking-based multi-classification, the only difference is the type of learning model: classifier or ranker.
The goal of these experiments is to better tease apart the reasons for the considerable improvement in accuracy for the ranking-based multi-class classifier. Improvement could come from the fact that a second layer of learning was applied. Comparing the results with two-level learning with features derived from conventional classifier will show if the benefit comes from the use of ranker specifically. Further, the improvement could be due to the fact that in our approach we generate features from the ranking of utterance only for a particular speaker. The speaker independent and speaker relative experiments will allow us to analyze if this choice made a difference.
As the detailed results indicate, we reap benefits both from using the rank SVM and from the speaker relative generation of features for the second level of learning. The multi-classification accuracies of all these classifiers are given in the column (4), (5), and (6) of Table 5 for the Berlin and LDC datasets. Column (4) lists the results based on the actual one-versus-all output probabilities, while column (5) and (6) show results based on speaker-independent (SI) and speaker-relative (SR) rank-related systems, where ranking is performed based on the class probability from the standard classifier.
Clearly the ranking SVM based multi-class classifiers outperform all versions of those based on one-versus-all SVMs. In contrast to what we observed when we combined the scores from the ranking SVMs, combining the actual prediction probabilities of binary classifiers did not improve classification performance. On the other hand, when applying the one-versus-all based ranking scores instead of the true probabilities, speaker independent ranking based classifier performed worst among all classifiers, while significant improvement can be achieved on speaker-relative ranking based classifiers by considering the speaker differences in emotion expressivity.
Note that in the three experiments where we employed target class probabilities to rank utterances, only the speaker sensitive experiment, in which the utterances from the same speaker are considered as a group, leads to significant improvement over the standard multi-class SVM classification. The choice of model-ranker rather than classifier-leads to further improvement. Based on these results we can conclude that ranking and speaker sensitivity contribute roughly equally to the improved performance.
Emotion recognition experiments on spontaneous speech
In this section we investigate the performance of ranking models on the more challenging tasks of classification of spontaneous emotional speech. We perform experiments on the FAU Aibo dataset which contains mostly neutral utterances with a relatively small portion of less expressive emotional utterances. 5 The goal of these experiments is to demonstrate that the benefits from ranking approaches are not constrained to acted speech and that they can boost the recognition of emotion in spontaneous interaction. We first evaluate, in Section 6.1, the performance of individual emotion rankers, as we did in our work in acted emotion datasets. Next, we examine the performance of a ranking-based classification system that incorporates the results from individual rankers to perform multi-class prediction for each utterance. We report these results, along with the performance of conventional SVM classifiers, in Section 6.2.
Evaluation of individual emotional rankers
In Table 6 we list the pairwise accuracy for the five rankers on the FAU Aibo dataset. Not surprisingly, the performance is much lower on this dataset than on the acted Berlin and LDC datasets (cf. Table 2 ). There is a striking difference in performance on the three coherent emotion classes anger, emphatic, and positive, on which the ranker performs well with pairwise accuracies close to 75%, and the mixed emotion class rest for which pairwise accuracy drops below 60%. The pairwise accuracy on neutral is also lower compared to the coherent emotions.
Furthermore, Fig. 3 shows the precision at k for different k for all rankers for the FAU dataset. Unlike in the acted datasets we discussed before, the average number of utterances per speaker (given in brackets after the emotion name in the legend of the figure) vary considerably for different emotions. For instance, the average number of utterances is more than 200 for neutral, but less than 10 for positive. As the graph indicates, the precision is high for the top results and then drops steadily for all emotions except of positive. This is because the number of positive instances are very different for different speakers. For some speakers there is no positive utterances available while for some other speakers more than 30 examples can be found. Similarly to the results we reported in Table 3 for acted emotional speech, we also analyze the precision at k (p @ k) for spontaneous speech. Here results are computed for a fixed k equal to the total number of target emotions for each emotion rankers. The results on spontaneous speech are summarized in Table 7 . We also give the respective results for one-versus-all binary classification in the table, for the sake of comparison.
Consistent with what we found on the acted Berlin and LDC datasets, the results on the spontaneous FAU database confirm that we can achieve higher precision at k with emotion rankers than with the conventional binary classifiers. Remarkably we also observe that the performance gain is bigger for the coherent emotion classes anger and emphatic than for neutral and rest.
Multi-class classification results on spontaneous speech
Now we turn to examine the performance of ranking-based approaches for the task of multi-class emotion classification on the spontaneous data. As we described in Section 5.3, in order to classify a test utterances as expressing one of the emotion classes, we need to combine ranking scores from different rankers. On the acted speech datasets we found that the supervised combination outperforms the rule-based combination. For this reason, here we study the performance of the two-pass system for emotion classification on spontaneous speech by training a standard SVM classifier to combine the ranking scores from the individual rankers.
We use a leave-one-subject-out paradigm to train emotion rankers on the training set. The test predictions from each emotion ranker in each fold are normalized to assign rank scores comparable across rankers, as described in Section 3. These rank scores (one for each emotion) are used to represent the utterance and a conventional multi-class SVM classifier is trained, again using leave-one-subject-out paradigm on the training set. We compare the performance of this system to that of a conventional 5-class SVM classifier.
Since the number of instances per emotion class varies widely in the FAU Aibo database as shown in Table 1 , we used the unweighted average (UA) recall, also known as balanced accuracy, as performance metric for the emotion recognition experiments presented below. The results for the conventional SVM classifier and the ranking-based system are presented in Table 8 . Table 7 p @ k (precision at k (%); k = total number of utterances for target emotions) from emotion rankers, conventional one-versus-all classifiers, and overall precision rate of one-versus-all classification for the FAU Aibo dataset. The UA recall for the conventional and ranking-derived classifiers were 41.5% and 39.4% respectively. The rankingderived classifier has 10% better accuracy in identifying Anger and 4% better for Emphatic utterances. It does, however, make more mistakes on the Neutral class compared to the conventional classifier. Given that the two classifiers perform well on different classes, we expect that the combination of the two approaches will further improve performance. Both classifiers have very low accuracy for Rest. This is not surprising because Rest is a catch-all class combining different infrequent emotions, unlike the other four classes which contain utterances expressing the same emotion.
Discussion

Complementarity of SVM and ranking SVM
In order to better understand how the conventional and ranking-derived classifiers differ from each other, we carried out further analysis to investigate the complementarity of the two classifiers. We first divided the testing data into two groups according to their prediction results by the two classifiers.
Group I (SVM agree with Ranking SVM): contains instances classified as conveying the same emotion by the ranking SVM and the conventional SVM classifiers.
Group II (SVM differ from Ranking SVM): contains instance classified as conveying different emotions by the two classifiers.
We first list the proportion of the entire dataset that falls in the two groups on the Berlin, LDC, and FAU Aibo databases respectively in Table 9 . There is high agreement between the conventional SVM and ranking SVM on the acted Berlin dataset of unambiguous, prototypical emotion expressions; there the two method give the same prediction on more than 75% of the testing data. However, the agreement between the two classifiers decreases for the less prototypical speech; the two classifiers disagree with each other for more than half of the test instances on the LDC and FAU datasets. Table 10 summarizes the performance on all three datasets of the classifiers on subsets of the test data where their predictions agree and disagree (Groups I and II as we defined them above). The difference in performance on the two groups immediately stands out. For instance, the UA recall for Group I is 88.4% and 56.6% on Berlin and LDC respectively, more than double the UA recall of 37.1% and 26.8% achieved by the conventional SVM classifiers on the Group II partition of the test data. Consistent with this behavior, on the spontaneous FAU data we obtain UA recall of 50.1% on the Group I part of the test data, while the results for Group II of the same SVM system is only 32.2%. These results suggest that the ranking system can be used in tandem with the conventional SVM classifier in order to find a smaller subset for which prediction accuracy is much higher than if prediction is performed on the entire dataset. Agreement between the two classifiers gives a strong indication that the prediction is correct.
In addition, the ranking-based classifiers perform significantly better than conventional SVM, for both acted and spontaneous emotional datasets, on the Group II partition where the two classifiers give different predictions. The corresponding UA recall is 57.0% and 44.8% for the acted Berlin and LDC respectively, which show absolute improvement of 19.9% and 18.0% compared with the results for conventional SVM classifiers. Additionally on the predictions for which the two methods disagree (Group II), on the spontaneous FAU dataset, the overall UA recall of the ranking-based system is considerably higher than that of the traditional classification approach, i.e. 36.8% compared to 32.2%. As we already observed in our prior experiments, the ranking-based system is particularly successful at predicting the coherent emotion classes anger, emphatic, positive. On these classes, the UA of the ranking system is 40.4%, compared to the 28.6% for the standard SVM classifier; this difference translates to 11.8% absolute and 41.4% relative improvement for the ranking approach. This promising improvement suggests that the advantage of our proposed approach will be more significant in realistic situations, where the most typical tasks are retrieving emotional instances from large sample sets where the majority of expression are likely to be Neutral.
Combination of SVM and ranking SVM classifiers
Finally, we consider the direct combination of conventional SVM and ranking-based classifiers into a single prediction. As shown in López-Cózar et al. (2010) , many classifier combination methods can be effective in the emotion recognition tasks. Here, we investigate the performance of two often-used late-stage fusion methods.
In the first combination approach, we combine predictions from the classifiers by multiplying the posterior probabilities for each emotion class produced by each of the classifiers. The emotion class with highest resulting probability is predicted as the class for each instance in the test data.
In the other combination approach, we resort to supervised learning for the combination. For each utterance, we generate a new feature representation that consists of the output probabilities for each emotion class, produced by the conventional and the ranking-derived multi-class SVMs. A new multi-class classifier is trained with these representations. The performance of the two fusion systems are summarized in Table 11 . For the sake of comparison, we also repeat the results of the original classifiers in the same table. The two late-stage fusion systems generally have similar performance. For the acted Berlin and LDC datasets, the two fusion systems perform much better than the conventional SVM systems but not better than the ranking SVM systems. This may be because on these datasets the conventional SVM classifiers perform significantly worst than the ranking systems for all most emotion classes and so the combination of predictions is not beneficial.
For the spontaneous FAU Aibo database, however, the performance clearly improves when the two classifiers-conventional and ranking-derived-are combined. On this dataset, the two individual classifiers achieve comparable performance in general, but each shows advantages on different emotions. As a result, the fusion system achieves the best UA recall of 44.4%, by taking advantage of information provided by both the conventional and the ranking based classifies. Compared with the SVM classifiers, the combined system exhibits much higher recall rate on all clean emotion classes and maintained a reasonable recall rate on Neutral.
Conclusions
In this paper, we introduced a novel ranking model for emotion recognition. In contrast to the state-of-the-art emotion classification systems which rate single test utterance independently of each other with one prediction score, the ranking approach is applicable to situations when multiple utterances from the same speaker are available. In such situations, all utterances by the same speaker are considered at prediction time, and the degree to which they resemble each of the emotions is calculated. These assessments are then converted to a final prediction of a single dominant emotion. Our experiments reveal that both the choice of model-ranking rather than classification, and the speakerrelative information contribute to the consistent improvements over the standard approaches. In many applications, speaker information is already available as part of the recording setup i.e. through the use of directional (noise canceling) microphones. Application of the approach is feasible even in general settings, where speaker recognition and clustering could be performed automatically (Kinnunen and Li, 2010; Anguera Miro et al., 2012) .
We first investigated ranking models on two publicly available datasets of acted speech and evaluated model effectiveness in terms of precision rate of the individual emotional ranker, as well as the overall multi-class classification accuracy. Compared with traditional one-versus-all binary classifiers, higher precision rate was achieved with rankers. Some emotional utterances which were misclassified by traditional binary classifiers can be correctly predicted by ranking models. The advantages of the ranking view for emotion analysis were further proven in multi-class classification tasks. The recognition results indicate that emotion classification directly based on ranking SVM scores significantly outperform traditional SVM algorithm. Furthermore, creating SVM classifiers with normalized ranking SVM scores additionally improves the emotion recognition.
Similarly to previous work (Bitouk et al., 2009) , we observe that the overall performance of emotion recognition on the LDC and Berlin datasets varies considerably. Performance on the LDC dataset is much lower than the that on the Berlin dataset. However, we noticed that anger emotion can be successfully classified by ranking models in both of these two datasets. In addition, we also find that ranking models offer significant improvement in recognition of fear and happy emotion on both datasets. We also observe that much of the improvement that we obtained between directly comparing the ranks to come up with a multi-class predicting and training a classifier that combines the normalized ranking scores was due to the refinement of happy models, where significant reduction were observed on disgust-happy confusions on both the Berlin and LDC datasets.
In addition, we further evaluated the proposed the ranking models for emotion recognition tasks on realistic spontaneous speech from the FAU Aibo. Compared with conventional SVM classifiers, ranking-based classifiers recognize many emotional instances better but have relatively lower accuracy for neutral utterances. By combining the two approaches, we achieve performance better than that of either individual classifier. The combination system achieves UA recall of 44.4%. The benchmark result of Interspeech 2009 emotion challenge, which does not use any information on speaker identity, is 38.2% reported in Planet et al. (2009) . Much higher results of 44.0% can be obtained by majority voting among the best seven systems that participated in the challenge Schuller et al. (2011) .
The FAU Aibo corpus contains spontaneous speech and the majority of utterances in it are neutral. Only a relatively small portion of the utterances in the corpus are expressions of spontaneous emotional speech. Our promising results on the FAU Aibo dataset suggest that the proposed emotion recognition system should be able to retrieve emotional instances from large samples of data in many realistic situations.
Finally, we discussed the complementarity of conventional SVM classifiers and ranking-based classifiers and further observed that performing ranking-SVM based classification in parallel with conventional SVM classification and examining their predictions may help us to differentiate highly reliable predictions from relatively poor ones.
