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Two GaAs pþ-i-nþ mesa X-ray photodiodes were characterized for their electrical and photon count-
ing X-ray spectroscopic performance over the temperature range of 100 C to –20 C. The devices
had 10lm thick i layers with different diameters: 200lm (D1) and 400lm (D2). The electrical char-
acterization included dark current and capacitance measurements at internal electric field strengths of
up to 50 kV/cm. The determined properties of the two devices were compared with previously
reported results that were made with a view to informing the future development of photon counting
X-ray spectrometers for harsh environments, e.g., X-ray fluorescence spectroscopy of planetary surfa-
ces in high temperature environments. The best energy resolution obtained (Full Width at Half
Maximum at 5.9 keV) decreased from 2.00 keV at 100 C to 0.66 keV at –20 C for the spectrometer
with D1, and from 2.71 keV at 100 C to 0.71 keV at –20 C for the spectrometer with D2. Dielectric
noise was found to be the dominant source of noise in the spectra, apart from at high temperatures
and long shaping times, where the main source of photopeak broadening was found to be the white
parallel noise. VC 2017 Author(s). All article content, except where otherwise noted, is licensed
under a Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/
4.0/). https://doi.org/10.1063/1.5005878
I. INTRODUCTION
The favourable attributes of GaAs compared to other
semiconductors have led to the continued progressive devel-
opment of GaAs X-ray detectors suitable for operating at
high temperatures (20 C) without cooling and in intense
radiation environments. Its relatively wide bandgap
(1.42 eV1) results in a lower intrinsic carrier concentration,
ni, at a given temperature (10
7 cm3, at room temperature)
compared to semiconductors with narrower bandgaps, such
as Si (1010 cm3, at room temperature).2 This has a direct
effect on the thermally stimulated leakage current and,
hence, on the energy resolution achievable with the X-ray
spectrometer.3,4 Furthermore, a higher quantum detection
efficiency per unit thickness can be achieved with GaAs due
to its greater linear X-ray attenuation coefficients,5 compared
to Si. Additionally, GaAs has been shown to be radiation
damage resistant to c-rays,6,7 fast neutrons,8 and high energy
electrons.9 Compared to Si, GaAs is more radiation hard for
c-rays, electrons, low energy protons (<50 MeV10), and neu-
trons; however, it should be noted that results have been
reported showing that GaAs is less radiation hard than Si for
high energy hadrons.11
Owens et al.12,13 reported a planar 5 5 GaAs pþ-i-nþ
diode array structure, with a 40lm epilayer and Au/Pt/Ti
Schottky contacts at the pþ layer, which had low dark current
densities (<6 nA/cm2) and the best energy resolution
(0.266 keV Full Width at Half Maximum, FWHM, at 5.9 keV,
at room temperature) reported to date for GaAs X-ray diodes.
Later devices with similar structure but thicker epilayer
(325lm) had an energy resolution of 0.300 keV FWHM at
5.9 keV, at room temperature.14 However, it should be noted
that such good energy resolutions have not since been repli-
cated by other researchers (Refs. 12 and 14 had multiple
authors in common) despite significant international effort.
Work has also been conducted on GaAs pþ-i-nþ mesa X-ray
photodiodes with increasing i layer thickness. The energy res-
olution of GaAs pþ-i-nþ mesa X-ray photodiodes with 2lm
thick i layers was investigated as a function of temperature; it
was found to broaden from 0.8 keV at room temperature to
1.5 keV at 80 C.15 GaAs pþ-i-nþ mesa X-ray photodiodes
with 3lm i layer thickness were studied at 33 C over the
energy range 4.95 keV to 59.5 keV; the energy resolution
(FWHM) was found to range from 0.78 keV to 0.95 keV for a
200lm diameter device and from 1.08 keV to 1.33 keV for a
400lm diameter device.16 Systematic study of fabrication
techniques for GaAs pþ-i-nþ mesa X-ray photodiodes with
7lm i layer thickness investigated the effects of wet chemical
etchants and etch depths on the dark currents of such devices;
a fully etched 400lm diameter diode had a FWHM at 5.9 keV
of 1 keV, at room temperature.17 The energy resolution
(FWHM at 5.9 keV) as a function of temperature of similar
GaAs pþ-i-nþ mesa X-ray photodiodes with 7lm i layer
thickness was studied and found to increase from 0.73 keV at
0 C to 0.84 keV at 60 C.18 Results characterizing GaAs pþ-i-
nþ mesa X-ray photodiodes with 10lm i layer thickness at
room temperature showed an energy resolution of 0.625 keV
(200lm diameter device) and 0.740 keV (diameter device) at
5.9 keV, at room temperature.19
Here, results across the temperature range of 100 C to
–20 C are presented for two GaAs pþ-i-nþ mesa X-ray pho-
todiodes with 10 lm i layer thickness and different (200 lm
and 400 lm) diameters. The devices were electrically charac-
terized, and their key parameters were calculated as a
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function of temperature. X-ray spectra were accumulated
using the devices connected to a custom-made charge-sensi-
tive preamplifier and illuminated by an 55Fe radioisotope X-
ray source. The photodiodes and preamplifier were operated
uncooled at temperatures from 100 C (the highest ever
reported temperature for a GaAs X-ray detector) to –20 C.
The different noise contributions were detangled, and the
results were compared with previous reports.
II. DEVICE STRUCTURE
The GaAs pþ-i-nþ mesa photodiodes were grown and
fabricated to the authors’ specifications at the EPSRC
National Epitaxy Facility, Sheffield, UK. GaAs epilayers
were grown on a commercial GaAs nþ substrate by metalor-
ganic vapor phase epitaxy. The unintentionally doped i layer
had a thickness of 10 lm. The pþ layer, having a thickness
of 0.5 lm, was doped with C at a doping density of
2 1018 cm3. The nþ layer, having a thickness of 1 lm,
was doped with Si at a doping density of 2 1018 cm3.
Mesa diodes (fully etched) with diameters of 200 lm and
400 lm were wet chemically etched using a 1:1:1
H3PO4:H2O2:H2O solution followed by 10 s in a 1:8:80
H2SO4:H2O2:H2O solution. The top Ohmic contact, consist-
ing of 20 nm of Ti and 200 nm of Au, covered 45% of the
surface of the 200 lm diameter devices and the 33% of the
400 lm diameter devices. The rear Ohmic contact consisted
of 20 nm of InGe and 200 nm of Au. A summary of the
GaAs wafer structure can be seen in Table I. The GaAs devi-
ces were unpassivated. The quantum detection efficiency of
the photodiodes at the X-ray energy range up to 30 keV was
calculated and can be seen in Fig. 1; as a conservative
assumption, the whole of the pþ layer was assumed to be
inactive, with the active region of the photodiode being
solely the i layer. For comparison purposes, the quantum
detection efficiency of the devices with both the pþ and the i
layer being active was also calculated, as shown in Fig. 1.
The devices were packaged in TO-5 cans.
III. ELECTRICAL CHARACTERIZATION
Two GaAs devices (D1 and D2) of different diameters
(200 lm and 400 lm, respectively) were electrically charac-
terized across the temperature range of 100 C to –20 C.
Dark current and capacitance measurements as functions of
forward (0 V to 1 V) and reverse (0 V to –50 V) bias are pre-
sented below.
A. Dark current measurements
Dark currents as functions of applied forward and
reverse bias of both packaged diodes, D1 and D2, were mea-
sured using a Keithley 6487 Picoammeter/Voltage Source.
The diodes were installed inside a TAS Micro MT climatic
cabinet for temperature control. The temperature was ini-
tially set to 100 C and decreased to –20 C, in 20 C steps.
To ensure thermal equilibrium, the diodes were left to stabi-
lize at each temperature for 30 min before the measurements
were started at each temperature. Dry N2 was continually
flowing into the climatic cabinet throughout the measure-
ments to maintain a dry (<5% relative humidity) environ-
ment. The leakage current associated with each device’s TO-
5 package was also measured as a function of bias and tem-
perature. The measured dark current as a function of applied
forward bias and temperature for both packaged diodes, D1
and D2, with the leakage current of the package subtracted,
can be seen in Fig. 2.
The current, IF, as a function of applied forward bias,
VAF, (for VAF> kT/q) which is equal to the voltage drop
across the diode, VD ¼VAF, for a p-n diode can be approxi-
mated to
IF ¼ IsateqVD=nkT ¼ Idiff þ Irec; (1)
where Isat is the saturation current, q is the charge of an elec-
tron, n is the ideality factor used to take into account any
deviations of a real diode from an ideal diode, k is the
Boltzmann constant, and T is the temperature in K.20 The
current, IF, can be approximated to the sum of the diffusion
current, Idiff, and the recombination current, Irec. The temper-
ature dependence of the diffusion current, Idiff, and the
recombination current, Irec, is
Idiff / nieqVD=2kT (2)
and
Irec / n2i eqVD=kT ; (3)
respectively, where ni is the intrinsic carrier concentration of
the semiconductor at a given temperature. The saturation
TABLE I. Layers structure of the GaAs pþ-i-nþ wafer.
Material Type Thickness (nm) Doping density (cm3)
GaAs pþ 10 1  1019
GaAs pþ 500 2  1018
GaAs i 10 000 Undoped
GaAs nþ 1000 2  1018
GaAs nþ (substrate)
FIG. 1. Calculated X-ray quantum detection efficiency of the GaAs pþ-i-nþ
mesa photodiodes (10lm i layer thick) with the pþ layer (0.5 lm) consid-
ered dead (solid line) and active (dotted line), as a function of X-ray photon
energy.
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current, Isat, and ideality factor, n, can be both extracted
from the semi-logarithmic current, IF, as a function of
applied forward bias, VAF, plot. The ideality factor, n, equals
1 when the diffusion current, Idiff, dominates [Eq. (3)] and 2
when the recombination current, Irec, dominates [Eq. (2)].
20
It lies between 1 and 2 when both currents are comparable.
The saturation current was found to vary from
240 pA6 30 pA at 100 C to 1.8 fA6 0.2 fA at –20 C for
D1, and from 480 pA6 50 pA at 100 C to 3.8 fA6 0.3 fA at
–20 C for D2. The calculated ideality factor as a function of
temperature for both diodes can be seen in Fig. 3. The uncer-
tainties in the saturation current and the ideality factor were
related to the standard deviation of the gradient and the inter-
cept point with the current, IF, at 0 V applied forward bias, of
the line of best fit calculated for the semi-logarithmic cur-
rent, IF, as a function of applied forward bias, VAF, plot using
linear least squares fitting.
For D1, the ideality factor, n, improved from (1.916 0.02)
at –20 C to (1.846 0.02) at 0 C and then remained stable,
within uncertainties, up to 100 C. The ideality factor improved
from (1.906 0.01) at –20 C to (1.866 0.02) at 20 C for D2
and remained stable, within uncertainties, up to 100 C. This
improvement was attributed to the reduction of the recombina-
tion current and the increase of the diffusion current as the tem-
perature increased.20 Although the ideality factor, n, was
temperature-dependent, its small increase as the temperature
decreased from 100 C to –20 C was not sufficient to indicate
the significant contribution of tunnelling in the conduction
process.21
The leakage current, IR, as a function of reverse applied
bias, VAR, of the two GaAs p
þ-i-nþ mesa photodiodes, with
the leakage current of the package subtracted, is shown in
Fig. 4. The leakage current of D1 at –50 V reverse bias was
found to decrease from 1.615 nA6 0.007 nA at 100 C to a
current (0.1 pA) smaller than its uncertainty associated with
the measurement (60.4 pA) at -20 C. The leakage current of
D2 at –50 V reverse bias was found to decrease from
2.43 nA6 0.01 nA at 100 C to a current (0.2 pA) which was
again smaller than the uncertainty associated with the mea-
surement (60.4 pA) at –20 C. The leakage current density,
JR, at –50 V reverse bias (50 kV/cm internal electric field) of
both devices as a function of temperature can be seen in Fig.
5. The leakage current density of both devices showed an
exponential decrease with a constant factor, 0.08, as the tem-
perature decreased from 100 C to –20 C. It should be noted
that the lines of best fit were calculated using linear least
squares fitting, excluding the current measurements at
–20 C because the uncertainties associated with data at that
temperature were greater than the values themselves. The
leakage current was found to be not to scale with the junction
area: the 400 lm diameter device (D2) had lower leakage
current density than the 200 lm diameter device (D1) at all
temperatures (Fig. 5). This suggested that the surface leakage
current was not negligible. Surface passivation of GaAs has
been previously studied and shown to suppress, and even
eliminate, the surface states, which are formed by segregated
arsenic atoms via oxidation, giving rise to surface leakage
current.22–24 Both GaAs pþ-i-nþ diodes showed leakage cur-
rent densities comparable with other high quality GaAs pþ-i-
nþ diodes. Leakage current densities of 5.14 lA/cm26 0.02
lA/cm2 (for D1) and 1.937 lA/cm26 0.008 lA/cm2 (for
D2) were recorded at the maximum investigated temperature
(100 C) and internal electric field (50 kV/cm).
Previously reported thinner (7lm) GaAs mesa pþ-i-nþ
photodiodes had leakage current densities of 2 lA/cm2 and
0.5 lA/cm2, at 100 C and an applied electric field of
21.4 kV/cm.18 A GaAs pixel pþ-i-nþ mesa photodiode detec-
tor reported by Bertuccio et al.25 had a leakage current den-
sity of 92 nA/cm2 at 30 C and 33 kV/cm applied electric
field. For comparison purposes, interpolating the leakage
current density of D1 and D2 at 30 C (Fig. 5) gives 15 nA/
cm2 and 6 nA/cm2 at 50 kV/cm internal electric field, for D1
and D2, respectively.
The reverse leakage current, IR, (and the current density,
JR) of a p
þ-i-nþ junction can be approximated to the sum of
FIG. 2. Current as a function of
applied forward bias for the GaAs pþ-
i-nþ mesa photodiode (a) D1 and (b)
D2 in the temperature range 100 C to
–20 C. The data points have been
joined with lines for clarity.
FIG. 3. Ideality factor extracted from the measured current as a function of
applied forward bias for the GaAs pþ-i-nþ mesa photodiode D1 (open
circles) and D2 (filled circles) in the temperature range of 100 C to –20 C.
The error bars were calculated propagating the standard deviation of the gra-
dient of the line of best fit of the measured current as a function of applied
forward bias.
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the diffusion current, Idiff, and the generation current, Igen.
20
The diffusion current and the generation current have a dif-
ferent dependency upon the intrinsic carrier concentration,
ni, the diffusion current scales with ni
2 whereas the genera-
tion current scales with ni. Also
ni / eEG=2kT (4)
and
n2i / eEG=kT ; (5)
where EG is the bandgap of the semiconductor (¼ 1.42 eV
for GaAs1). Hence, a plot of ln(JR) as a function of 1/kT
would yield a straight line whose gradient would determine
the dominant current mechanism. The logarithmic of leakage
current density, ln(JR), at 50 kV/cm as a function of 1/kT
graph for both D1 and D2, along with the fitted lines using
linear least squares fitting (excluding the measurements at
–20 C, since their uncertainties were greater than the values
themselves) can be seen in Fig. 6. The gradients of the fitted
lines were found to be equal to –EG/2 (–0.74 eV6 0.3 eV for
D1 and –0.75 eV6 0.2 eV for D2), suggesting that the pre-
vailing conduction process was generation.
B. Capacitance measurements
Capacitances as functions of applied forward and
reverse bias were measured for each diode under dark condi-
tions, using an HP 4275A Multi Frequency LCR meter, with
a 50 mV rms magnitude test signal and a 1 MHz frequency.
The diodes were installed inside a TAS Micro MT climatic
cabinet for temperature control, as per the dark current
measurements.
Each diode was measured when packaged, and hence
the measured capacitance, CDmeas, included the capacitance
of the package, Cpack, as well as the capacitance of the diode,
CD. Thus the capacitance of the packages used was also mea-
sured as a function of the same bias and temperature range
as diodes D1 and D2 and subtracted from the measured
capacitance, CDmeas, to deduce the diode capacitance, CD.
The uncertainty associated with a single capacitance mea-
surement (CDmeas or Cpack) was estimated to be6 0.03 pF,
whereas the uncertainty for all the reported values for the
diode capacitance, CD (¼CDmeas – Cpack), was estimated to
be6 0.04 pF. However, it should be noted that the reported
capacitance variations with temperature, CD(T), for each
diode resulted from a single set of measurements taken at the
same conditions (i.e., only the temperature was varied and
no interconnections were changed), and hence, the associ-
ated uncertainty was estimated to range from6 0.005 pF
to6 0.013 pF, being proportional to the value of the corre-
sponding measured capacitance, CDmeas. The diode capaci-
tance, CD, as a function of applied forward bias in the
temperature range of 100 C to –20 C for both diodes, D1
and D2, can be seen in Fig. 7.
The capacitance of each GaAs pþ-i-nþ mesa photodiode
decreased at each applied forward bias, as the temperature
was decreased from 100 C to –20 C. The capacitance
decreased from 4.368 pF6 0.008 pF at 100 C to
FIG. 4. Leakage current as a function
of applied reverse bias for the GaAs
pþ-i-nþ mesa photodiode (a) D1 and
(b) D2 in the temperature range of
100 C to –20 C.
FIG. 5. Measured leakage current density as a function of temperature at
50 kV/cm internal electric field for the GaAs pþ-i-nþ mesa photodiode D1
(open squares) and D2 (filled squares). The line of best fit, as calculated with
the linear least squares fitting, at the temperature range of 100 C to 0 C can
also be seen.
FIG. 6. Ln(JR) as a function of 1/kT (in units of joules
1) for the GaAs pþ-i-
nþ mesa photodiode D1 (open triangles) and D2 (filled triangles). The lines
of best fit, as determined by linear least squares fitting, across the tempera-
ture range of 100 C to 0 C, and the gradients of the lines
(–0.74 eV6 0.3 eV for D1; –0.75 eV6 0.2 eV for D2) can also be seen.
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1.806 pF6 0.006 pF at –20 C for D1, and from
9.679 pF6 0.014 pF at 100 C to 4.765 pF6 0.009 pF at
–20 C for D2, at 1 V forward bias. The diffusion capaci-
tance, Cdiff, significantly contributed to the diode capaci-
tance, CD, at forward biases. The diffusion capacitance, Cdiff,
arises due to the rearrangement of the minority carrier den-
sity and is directly proportional to the forward current, IF.
20
The observed dependency of the forward capacitance with
temperature (Fig. 7) was thus attributed to the same tempera-
ture dependence of the forward current with temperature
(Fig. 2).
The diode capacitance, CD, as a function of applied reverse
bias in the temperature range 100 C to –20 C for both diodes,
D1 and D2, can be seen in Fig. 8. The depletion layer capaci-
tance, CDL, defined the reverse biased diode capacitance. The
depletion layer capacitance of D1 decreased from
0.388 pF6 0.005 pF at 100 C to 0.357 pF6 0.005 pF at
–20 C at 0 V, and from 0.344 pF6 0.005 pF at 100 C to
0.334 pF6 0.005 pF at –20 C, at –50 V reverse bias. Similarly,
the depletion layer capacitance of D2 decreased from
1.576 pF6 0.006 pF at 100 C to 1.471 pF6 0.006 pF at
–20 C at 0 V, and from 1.416 pF6 0.006 pF at 100 C to
1.396 pF6 0.006 pF at –20 C, at –50 V reverse bias. For both
diodes, the most significant capacitance change with tempera-
ture occurred at low applied reverse bias. It should be noted
here that the measured capacitances at –50 V reverse bias of
both D1 and D2 (0.344 pF at 100 C and 0.357 pF at –20 C for
D1; 1.416 pF at 100 C; and 1.396 pF at –20 C for D2) were
very close to the calculated capacitance values, assuming the
devices may be approximated as parallel plate capacitors
(0.356 pF for D1 and 1.424 pF for D2).
The measured depletion layer capacitance (Fig. 8) was
used to calculate the depletion layer width, WD, of both diodes
as a function of applied reverse bias, at all the investigated tem-
peratures.18 The calculated depletion layer capacitance at
100 C and –20 C of both diodes can be seen in Fig. 9.
The depletion layer width was found to increase for D1
by 0.8lm6 0.2lm (from 9.2lm6 0.1lm at 100 C to
10.0lm6 0.1lm at –20 C), and for D2 by 0.65lm
6 0.05lm (from 9.10lm6 0.03lm at 100 C to 9.76lm
6 0.04lm at –20 C), as the temperature decreased from
100 C to –20 C at zero applied bias. A smaller increase in the
depletion layer width as the temperature decreased from 100 C
to –20 C was found at –50 V reverse bias compared to 0 V; it
increased for D1 by 0.3lm6 0.2lm (from 10.4lm6 0.1lm
at 100 C to 10.7lm6 0.2lm at –20 C), and for D2 by
0.14lm6 0.06lm (from 10.13lm6 0.04lm at 100 C to
10.28lm6 0.04lm at –20 C). The above observation was
explained by the possible presence of a thin region around the
depletion layer with non-ionized dopants at low temperatures,
which were progressively ionized at high temperatures, thus
limiting the extension of the depletion layer.26
The depletion layer of a pþ-i-nþ diode can extend
throughout the i layer and in some circumstances penetrate
into the pþ and/or nþ layers.27 For highly doped (low resis-
tivity) pþ and nþ regions, as is the case for the reported
diodes, the maximum depletion layer is set by the i layer
thickness. Hence, it can be said that the i layer thicknesses of
D1 and D2 were 10 lm6 1 lm and 10.3 lm6 0.3 lm,
respectively. The uncertainty of the i layer thickness of each
diode was associated with the uncertainty of the diode capac-
itance, CD (6 0.04 pF).
The effective doping concentration of the intrinsic layer,
Neff, of a p
þ-i-nþ diode can be extracted from capacitance
measurements as functions of applied reverse bias, using the
differential capacitance profiling method.28 The effective
doping concentration can be approximated to the concentra-
tion of the majority carriers in the intrinsic layer, but both
can be different from the doping density.29 When the doping
profile of the i layer does not have a sharp gradient (spatial
FIG. 7. Capacitance as a function of
applied forward bias for the GaAs pþ-
i-nþ mesa photodiodes (a) D1 and (b)
D2 in the temperature range of 100 C
to –20 C.
FIG. 8. Capacitance as a function of
applied reverse bias for the GaAs pþ-i-
nþ mesa photodiodes (a) D1 and (b)
D2 in the temperature range of 100 C
to –20 C.
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variation over distances less than the Debye length), the
extracted carrier concentration follows the doping profile.
The Debye length is a function of the semiconductor mate-
rial, its doping density and the temperature.20 It was calcu-
lated for GaAs with a doping concentration of 1014 cm3 to
range between 0.4 lm (at –20 C) and 0.5 lm (at 100 C).
The currently reported devices were almost fully depleted) at
all investigated temperatures, even at no applied bias. Thus,
the effective doping concentration could be calculated at dis-
tances below the pþ-i junction of>9 lm only, rather than the
whole i layer. The effective doping profiles of both diodes as
calculated from capacitance measurements, at 100 C and
–20 C, can be seen in Fig. 10.
The effective doping concentration of D1 was found to
increase from 8.2 1013 cm3 at 9.3 lm6 0.1 lm below the
pþ-i junction to 5 1016 cm3 at the i-nþ interface at
100 C, and from 9 1013 cm3 at 10.1 lm6 0.1 lm below
the pþ-i junction to 4 1016 cm3 at the i-nþ interface at
–20 C. Similarly, the effective doping concentration of D2
was found to increase from 1.22 1014 cm3 at
9.19 lm6 0.03 lm below the pþ-i junction to 2 1017 cm3
at the i-nþ interface at 100 C, and from 1.54 1014 cm3 at
9.80 lm6 0.04 lm below the pþ-i junction to 2 1017 cm3
at the i-nþ interface at 20 C. The difference between the
effective doping concentration of both diodes, D1 and D2, at
100 C and –20 C was attributed to non-ionized dopants in a
layer at the i-nþ interface at low temperatures, which were
progressively ionized at high temperatures and which limited
the extension of the depletion layer.
IV. X-RAY SPECTROSCOPY
The X-ray detection performance of the GaAs pþ-i-nþ
mesa photodiode detectors, D1 and D2, was characterized as
a function of temperature. 55Fe X-ray spectra were obtained
using the X-ray spectrometer S1 (employing detector D1)
and S2 (employing detector D2). Both spectrometers, S1 and
S2, had the same front-end electronics (charge-sensitive pre-
amplifier); only the detector was different between the X-ray
spectrometers S1 and S2. First, the obtained 55Fe X-ray spec-
tra at the temperature range of 100 C to –20 C are pre-
sented, followed by noise analysis of the resultant
spectrometer system.
A. 55Fe X-ray spectra measurements
An 55Fe radioisotope X-ray source (activity of 175
MBq) was positioned 3 mm above the top of each device.
The 200 lm diameter device, D1, was directly illuminated
with the radioisotope X-ray source, but the 400 lm diameter
device, D2, had a 300 lm thick PTFE attenuator placed
between the 55Fe radioisotope X-ray source and the photodi-
ode to reduce the count rate to similar to that seen with D1.
Each device was connected to a custom-made, single-chan-
nel, charge-sensitive preamplifier employing a similar
feedback-resistorless design as Ref. 30. A Vishay 2N4416A
Si JFET was used as the input transistor.31 The detector and
preamplifier were installed inside a TAS Micro MT climatic
cabinet throughout the measurements for temperature con-
trol. The temperature was initially set to 100 C and
decreased to –20 C, in 20 C steps, with the same experi-
mental protocol as was used for the electrical characterisa-
tion. The output signal of the preamplifier was shaped using
an Ortec 572A shaping amplifier which was further con-
nected to an Ortec EASYMCA 8k multi-channel analyser
(MCA) for digitization.
55Fe X-ray spectra were accumulated at each tempera-
ture at 0 V, –5 V, –10 V, –15 V, and –20 V reverse bias. The
FIG. 9. Calculated depletion layer width
for the GaAs pþ-i-nþ mesa photodiodes
(a) D1 and (b) D2 at 100 C (filled trian-
gles) and –20 C (þ symbols).
FIG. 10. Calculated effective doping
concentration for the GaAs pþ-i-nþ
mesa photodiodes (a) D1 and (b) D2 at
100 C (filled triangles) and –20 C
(þ symbols).
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shaping time, s, was varied; spectra were accumulated for s
¼ 0.5 ls, 1 ls, 2 ls, 3 ls, 6 ls, and 10 ls at each applied
reverse bias. The live time limit of each spectrum was 120 s.
The photopeak detected from the 55Fe radioisotope X-ray
source in each case was the combination of the characteristic
Mn Ka (5.9 keV) and Mn Kb (6.49 keV) lines the source.32
Gaussians were fitted to the peak taking into account the rel-
ative emission ratio33 and the relative efficiency of the detec-
tor (Fig. 1) at 5.9 keV and 6.49 keV. The differing
attenuation of the 5.9 keV and 6.49 keV X-rays through the
300 lm thick PTFE attenuator was also taken into account
for D2. The positions of the zero energy noise peak and the
Mn Ka peak were used to energy calibrate the spectra. The
obtained spectra with the best energy resolution (smallest
FWHM) at the highest (100 C) and lowest (–20 C) investi-
gated temperatures for both X-ray spectrometers, S1 and S2,
employing the detectors D1 and D2, respectively, can be
seen in Figs. 11 and 12.
The low energy tailing seen in Figs. 11 and 12 was
attributed to partial charge collection of charge created in the
non-active layers of the device. The valley-to-peak (V/P)
ratio was calculated for both X-ray spectrometers, S1 and
S2, in the temperature range 80 C to –20 C (the low energy
tail of the photopeak was partly overlapped by the tail of the
zero energy noise peak at 100 C) from the ratio between
counts at 3 keV and counts at 5.9 keV. The V/P ratio was
found to be a function of both shaping time and temperature,
and it broadly followed the FHWM trend. The best V/P ratio
at each temperature improved from 0.07 at 80 C to 0.03 at
–20 C, for both spectrometers. The FWHM at 5.9 keV of X-
ray spectrometer S1 was better (smaller) than that of S2 at
all investigated temperatures. A comparison between the
best measured FWHM at 5.9 keV for each spectrometer at
each temperature can be seen in Fig. 13. The optimum
reverse bias and shaping time was found to vary across the
investigated temperature range for both diodes, and it can be
seen in Table II. The FWHM decreased as the temperature
decreased: for S1 the FWHM at 5.9 keV reduced from
2.00 keV at 100 C (–5 V reverse bias and 0.5 ls shaping
time) to 0.66 keV at –20 C (–15 V reverse bias and 2 ls
shaping time). Similarly for S2, the FWHM at 5.9 keV
reduced from 2.71 keV at 100 C (–5 V reverse bias and 0.5
ls shaping time) to 0.71 keV at –20 C (–15 V reverse bias
and 6 ls shaping time). The best energy resolutions at 20 C
were 0.69 keV and 0.73 keV for the S1 and S2 spectrometers,
respectively. Discussion and explanation of these results are
presented in Sec. IV B.
B. Noise analysis
The energy resolution of a non-avalanche photodiode
spectrometer is commonly defined by the quadratic sum of
three independent terms; Fano noise, incomplete charge col-
lection noise, and electronic noise.34 The Fano noise is
related to the statistical nature of the ionization process and
was calculated to be 0.128 keV at 5.9 keV in GaAs, assuming
a Fano factor, F, of 0.1235 and an electron hole pair creation
energy, x, of 4.184 eV.1 The incomplete charge collection
FIG. 11. 55Fe X-ray spectra accumulated with the GaAs pþ-i-nþ mesa photodiode based spectrometer S1 at (a) 100 C (–5 V reverse bias and 0.5 ls shaping
time) and (b) –20 C (–15 V reverse bias and 2 ls shaping time). The fitted Mn Ka and Kb peaks (dashed lines) along with the combined Gaussian peak fit
(solid line) can also be seen. The low-energy cut-off threshold in (a) was set at a value greater than necessary due to operator error, thus the tail of the so-called
zero energy noise peak cannot be seen.
FIG. 12. 55Fe X-ray spectra accumulated with the GaAs pþ-i-nþ mesa photodiode based spectrometer S2 at (a) 100 C (–5 V reverse bias and 0.5 ls shaping
time) and (b) –20 C (–15 V reverse bias and 6 ls shaping time). The fitted Mn Ka and Kb peaks (dashed lines) along with the combined Gaussian peak fit
(solid line) can also be seen. The low-energy cut-off threshold in (a) was set at a value greater than necessary due to operator error, thus the tail of the so-called
zero energy noise peak cannot be seen.
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noise is a result of carrier trapping and recombination due to
crystal imperfections;36 for a photodiode fabricated from the
same wafer as the photodiodes presently reported in this arti-
cle it has been previously found that incomplete charge col-
lection noise was negligible at room temperature even at low
reverse biases (–5 V) due to the high quality of the epitaxial
material.19 Electronic noise in semiconductor X-ray spec-
trometers consists of four main components; white series
noise (WS) (including the induced gate current noise), white
parallel noise (WP), 1/f noise (1/f), and dielectric noise
(DN).34
All the electronic noise components apart from the white
series and the white parallel noise are shaping time invariant.
The white series noise due to the total capacitance, Ctot, at
the input of the preamplifier is inversely proportional to the
shaping time, and the white parallel noise due to the leakage
current of the detector, IR, and the input JFET is directly pro-
portional to the shaping time. Hence, the experimental values
of the FWHM as a function of shaping time can be fitted
through a multidimensional least squares estimation method
to find the noise contributions that are, respectively, shaping
time invariant, shaping time inversely proportional, and
shaping time directly proportional.37
The different noise contributions of the spectrometer
were investigated as a function of temperature, in the tem-
perature range of 100 C to –20 C, with the detector reverse
biased at –5 V for both D1 and D2. The FWHM at 5.9 keV as
a function of shaping time at each investigated temperature
range and –5 V reverse bias using the X-ray spectrometer S1
and S2, can be seen in Fig. 14.
There was a substantial improvement in the FWHM at
5.9 keV for every 20 C temperature decrease from 100 C to
40 C, with an additional slight improvement in the FWHM
at 5.9 keV as the temperature further decreased from 40 C to
20 C, for both spectrometers S1 and S2 with both diodes,
D1 and D2, at –5 V reverse bias. The FWHM at 5.9 keV
improved at long shaping times (3 ls) when the tempera-
ture decreased from 20 C to 0 C, whereas no improvement
was observed in the measured FWHM at 5.9 keV for a tem-
perature decrease from 0 C to –20 C, for both spectrome-
ters, S1 and S2. Another important observation based on Fig.
14 is the change of the optimum shaping time of the spec-
trometer with each detector, at different temperatures at –5 V
reverse bias. The optimum shaping time lengthened as the
temperature decreased from 0.5 ls at 100 C with both spec-
trometers, S1 and S2, to 2 ls and 6 ls at –20 C with S1 and
S2, respectively. The optimum shaping time at each tempera-
ture (and each applied reverse bias) is defined by the white
series and white parallel noise contributions. The minimum
(best) FWHM is achieved at the shaping time at which the
combination (in quadrature) of these contributors is mini-
mised. The presently reported detectors had a more signifi-
cant reduction in leakage current than in capacitance, as the
temperature decreased (Figs. 4 and 8). Hence, it was
expected that as the temperature decreased, the reduction in
the white parallel noise contribution of the detector would be
greater than the reduction in the white series noise contribu-
tion of the detector, resulting in the lengthening of the spec-
trometer’s optimum shaping time.
A multidimensional unconstrained nonlinear minimiza-
tion was applied to the FWHM as a function of shaping time
TABLE II. Optimum reverse bias and shaping time for the GaAs pþ-i-nþ
mesa photodiode based spectrometer S1 and S2 at different temperatures.
S1 S2
Temperature
(C)
Optimum
reverse
bias (V)
Optimum
shaping
time (ls)
Optimum
reverse
bias (V)
Optimum
shaping
time (ls)
–20 –15 2 –15 3
0 –10 2 –15 3
20 –5 1 –15 2
40 –5 1 –15 1
60 –5 0.5 –10 0.5
80 –5 0.5 –10 0.5
100 –5 0.5 –5 0.5
FIG. 14. FWHM at 5.9 keV for the
GaAs pþ-i-nþ mesa photodiode based
spectrometer (a) S1 and (b) S2 as a
function of shaping time at -5 V
reverse bias at the temperature range
of 100 C to –20 C.
FIG. 13. FWHM of 5.9 keV peak as a function of temperature for GaAs pþ-
i-nþ mesa photodiode based spectrometer S1 (open diamonds) and S2 (filled
diamonds) at the optimum reverse bias and shaping time.
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(Fig. 14) for both spectrometers at the temperature range
80 C to –20 C, and the fitting at 80 C and –20 C can be
seen in Fig. 15. The measured FWHM at 100 C was
excluded from the following analysis since the number of
data points was not sufficient for a multidimensional least
squares fitting.
Within the investigated shaping time range (0.5 ls to 10
ls), the dominant source of noise was the dielectric noise, at
temperatures20 C. The white parallel noise was the domi-
nant source of noise at temperatures40 C and long shap-
ing times; it dominated over all other noise contributions for
shaping times3 ls at 80 C,6 ls at 60 C, and¼ 10 ls at
40 C. The white series noise was found to increase with
decreased temperature for both spectrometers, S1 and S2, at
–5 V reverse bias.
The shaping time invariant contribution, consisting of
the Fano noise, the 1/f noise, and the dielectric noise (DN),
assuming negligible incomplete charge collection noise, was
estimated to decrease from 1.14 keV at 80 C to 0.60 keV at
–20 C for S1, and from 1.50 keV at 80 C to 0.65 keV at
–20 C for S2. Subtracting in quadrature, the calculated Fano
and 1/f noise contributions34 from the total shaping time
invariant noise contribution at each temperature for each
spectrometer, the dielectric noise, DN, was calculated and
can be seen in Fig. 16. The dielectric noise was found to
vary from 1.13 keV (115 e– rms) at 80 C to 0.59 keV (60 e–
rms) at –20 C for S1, and from 1.50 keV (152 e– rms) at
80 C to 0.64 keV (65 e– rms) at –20 C for S2. The dielectric
noise of a photodiode X-ray spectrometer arises from any
lossy dielectrics at the input of the preamplifier, such as the
feedback capacitance, the passivation and packaging of the
input JFET, the JFET dielectrics, as well as the detector itself
and its packaging.37–39 The known dependency of the dielec-
tric noise on the temperature34 explained the reduction of the
dielectric noise as the temperature decreased for both spec-
trometers, S1 and S2. Also, the greater dielectric noise of the
X-ray spectrometer S2 (with D2, 400 lm diameter device)
compared to the spectrometer S1 (with D1, 200 lm diameter
device) was attributed to the higher capacitance of D2 com-
pared to D1, since the dielectric noise is directly proportional
to the capacitance of the lossy dielectrics.
The dielectric noise of the GaAs detector and the Si
input JFET (not including the JFET’s passivation, or the
packaging of both the detector and the JFET) is readily esti-
mable.34 These known dielectric noises at 20 C, assuming a
dissipation factor of 2 104 for GaAs40 and 8 104 for
the Si JFET39 of the X-ray spectrometer S1 and S2, were cal-
culated to total 0.25 keV (25 e– rms) and 0.26 keV (26 e–
rms) for S1 and S2, respectively. Hence, it was estimated
that the additional dielectrics contributed to the FWHM at
5.9 keV a total of 0.56 keV (56 e– rms) and 0.62 keV (63 e–
rms), when S1 and S2 were used, respectively.
The total leakage current of each spectrometer was esti-
mated from the s proportional contribution of the multidi-
mensional least squares fitting of the measured FWHM at
5.9 keV as a function of shaping time at –5 V reverse bias
(Fig. 14) and can be seen in Fig. 17 as a function of tempera-
ture for both S1 and S2. This total leakage current includes
twice the contribution of the detector leakage current, IR, and
the input JFET leakage current.34,39 The leakage current of
the input JFET for the currently reported configuration,
where the gate of the JFET is slightly forward biased,30
equals the drain to gate leakage current, IDG.
34 The total
leakage current, i.e., 2(IRþ IDG), was found to decrease from
409 pA at 80 C to 23 pA at –20 C for S1, and from 828 pA
at 80 C to 16 pA at –20 C for S2. The leakage current of an
n-type channel JFET, IDG, is a function of its operating point,
VDS (drain to source potential difference), and equally, of the
drain to gate potential difference, VDG, since the source is
grounded. As the drain to gate potential difference is
FIG. 15. Equivalent noise charge at 5.9 keV for GaAs pþ-i-nþ mesa photodiode based spectrometer (a) S1 and (b) S2 as a function of shaping time, at 80 C
(grey symbols) and –20 C (black symbols) at –5 V reverse bias. The three noise contributions, inversely proportional to shaping time (WS), directly propor-
tional to shaping time (WP), and shaping time invariant (Fano, 1/f and DN) have been determined with a multidimensional least squares fitting of the experi-
mental points.
FIG. 16. Dielectric noise for GaAs pþ-i-nþ mesa photodiode based spec-
trometer S1 (open circles) and S2 (filled circles) as a function of tempera-
ture, as deduced from multidimensional least squares fitting of the measured
FWHM at 5.9 keV as a function of shaping time, at –5 V reverse bias.
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increased, the leakage current of the reverse biased drain to
gate junction also increases. The leakage current of the
detector, IR, and the drain to gate potential difference, VDG,
are inversely proportional. Consequently, a reduced detector
leakage current results in an increased JFET leakage current,
IDG. This is in accordance with the findings presented in Fig.
17. The total leakage current of the spectrometer S2 was
found to be higher than that of the spectrometer S1 at
temperatures20 C, which was attributed to the detector
leakage current, IR, (1 pA to 100 pA at -5 C reverse bias)
dominating over the JFET leakage current in the correspond-
ing temperature range and to the higher leakage current of
D2 than D1 (Fig. 4). However, the total leakage current of
S2 was found to be lower than that of the S1 at
temperatures0 C. At this low temperature range, both
diodes D1 and D2 had leakage currents of<1 pA at –5 V
reverse bias, which are believed to give rise to an increased
non-negligible JFET leakage current, IDG.
The thicker i layer of the presently reported devices,
compared to previously reported thinner GaAs pþ-i-nþ mesa
photodiodes,15–18 resulted in higher quantum detection effi-
ciency and improved energy resolution at the investigated
temperature range. The improved energy resolution of the
presently reported spectrometer was attributed to the reduced
white series, 1/f, and dielectric noise, all depending upon the
capacitance of the photodiode. However, the better energy
resolution (FWHM at 5.9 keV) achieved at 60 C with a spec-
trometer employing a 7lm i layer thickness GaAs pþ-i-nþ
mesa photodiode (0.84 keV),18 compared to the currently
reported 10 lm i layer thickness GaAs pþ-i-nþ mesa photo-
diode, D1, (0.92 keV) was attributed to the lower leakage
current of the 7lm i layer device (27 pA) compared to that
of D1 (43 pA), in the specific operating conditions. The
dielectric noise, which was found to decrease from 1.13 keV
at 80 C to 0.59 keV at –20 C for S1, and from 1.50 keV at
80 C to 0.64 keV at –20 C for S2, was the dominant source
of noise in the temperature range 80 C to –20 C, at all
investigated shaping times, at –5 V reverse bias, apart from
shaping times3 ls at 80 C,6 ls at 60 C, and¼ 10 ls at
40 C, where the parallel white noise dominated. This
resulted in an energy resolution not as good as the best
results achieved with GaAs pþ-i-nþ diodes with Schottky
contacts and guard rings at room temperature (0.266 keV
FWHM at 5.9 keV12 and 0.300 keV FWHM at 5.9 keV14).
The dielectric noise was minimised in the detector-
preamplifier system reported by Owens et al.12 and Erd
et al.14 by mounting both the detector and input JFET of the
preamplifier in close proximity on the same low-loss sub-
strate. It was estimated that if the dielectric noise of the addi-
tional dielectrics could be eliminated from the presently
reported system, the energy resolution (FWHM at 5.9 keV) at
20 C of both spectrometers S1 and S2 would be reduced to
0.400 keV, respectively.
V. CONCLUSION
Two fully etched GaAs pþ-i-nþ mesa X-ray photodio-
des, D1 (200 lm diameter) and D2 (400 lm diameter), have
been characterized for their electrical and photon counting
X-ray spectroscopic performance within the temperature
range 100 C to –20 C.
The ideality factor improved from (1.916 0.02) at
–20 C to (1.846 0.02) at 0 C and remained stable, within
uncertainties, up to 100 C for D1, and from (1.906 0.01) at
–20 C to (1.866 0.02) at 20 C and remained stable, within
uncertainties, up to 100 C for D2. This indicated that the
recombination current defined the forward current within the
investigated temperature range, with an increased diffusion
current contribution at temperatures0 C and20 C for
D1 and D2, respectively, compared to lower temperatures.
The leakage current of both diodes, being comparable to
other high quality GaAs pþ-i-nþ diodes, was found to not
scale with area, suggesting that the surface component was
not negligible. At the highest investigated reverse bias,
–50 V (50 kV/cm internal electric field), the leakage current
was found to decrease from 1.615 nA6 0.007 nA at 100 C
to a current (0.1 pA) smaller than its uncertainty associated
with the measurement (60.4 pA) at –20 C for D1, and from
2.43 nA6 0.01 nA at 100 C to a current (0.2 pA) smaller
than its uncertainty associated with the measurement
(60.4 pA) at –20 C for D2. The logarithm of leakage cur-
rent density, ln(JR), at 50 kV/cm as a function of 1/kT graph
for both D1 and D2, had gradients equal to equal –EG/2
(–0.74 eV6 0.3 eV for D1 and –0.75 eV6 0.2 eV for D2),
suggesting that generation was the prevailing conduction
process.
Both the diffusion capacitance and the depletion layer
capacitance of the diodes D1 and D2, with the packaging
capacitance excluded, was found to be temperature-
dependent at the investigated temperature range. The diffu-
sion capacitance at 1 V forward bias decreased from
4.368 pF6 0.008 pF at 100 C to 1.806 pF6 0.006 pF at
–20 C for D1, and from 9.679 pF6 0.014 pF at 100 C to
4.765 pF6 0.009 pF at –20 C for D2, following the forward
current decrease with temperature. The depletion layer
capacitance at –50 V reverse bias decreased from
0.344 pF6 0.005 pF at 100 C to 0.334 pF6 0.005 pF at
–20 C for D1, and from 1.416 pF6 0.006 pF at 100 C to
1.396 pF6 0.006 pF at –20 C for D2. Both diodes were
FIG. 17. Total leakage current contribution to the white parallel noise for
the GaAs pþ-i-nþ mesa photodiode based spectrometer S1 (open triangles)
and S2 (filled triangles) as a function of temperature, as deduced from multi-
dimensional least squares fitting of the measured FWHM at 5.9 keV as a
function of shaping time, at –5 V reverse bias.
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found to be almost fully depleted even with no applied bias;
their depletion width was found to increase with decreased
temperature; it increased from 9.2 lm6 0.1 lm at 100 C to
10.0 lm6 0.1 lm at –20 C for D1, and from
9.10 lm6 0.03 lm at 100 C to 9.76 lm6 0.04 lm at
–20 C) for D2, at zero applied bias. The effective doping
concentration within the i layer was 8.2 1013 cm3 and
1.22 1014 cm3 at the highest investigated temperature,
100 C, for D1 and D2, respectively.
The best energy resolution (FWHM at 5.9 keV)
achieved with the spectrometer S1 (employing D1) and
spectrometer S2 (employing D2) was temperature-
dependent; the achieved FWHM decreased from 2.00 keV
at 100 C to 0.66 keV at –20 C for S1, and from 2.71 keV
at 100 C to 0.71 keV at –20 C for S2. The noise analysis
at –5 V reverse bias within the temperature range 80 C to
–20 C revealed the dominant source of noise at each tem-
perature and shaping time of each spectrometer; the dielec-
tric noise was the dominant source of noise at all
investigated temperatures and shaping times apart from
shaping times3 ls at 80 C,6 ls at 60 C, and¼10 ls
at 40 C, where the parallel white noise dominated. The
multidimensional least squares fitting of the measured
FWHM at 5.9 keV as a function of temperature and shap-
ing time, at –5 V reverse bias allowed the determination of
the dielectric noise, and the leakage current, 2(IRþ IDG),
being present in each spectrometer. The dielectric noise
decreased from 1.13 keV at 80 C to 0.59 keV at –20 C
for S1, and from 1.50 keV at 80 C to 0.64 keV at –20 C
for S2. The apparent total leakage current, 2(IRþ IDG)),
decreased from 409 pA at 80 C to 23 pA at –20 C for S1,
and from 828 pA at 80 C to 16 pA at –20 C for S2.
Although the spectrometers S1 and S2, employing the
diodes, D1 and D2, respectively, had better energy resolu-
tion (FWHM at 5.9 keV) compared to previously reported
thinner GaAs pþ-i-nþ mesa X-ray photodiodes,15–18 further
work is required to improve the FWHM to values close to
the best results achieved with planar Schottky contact
GaAs X-ray detectors at room temperature; 0.266 keV
FWHM at 5.9 keV12 and 0.300 keV FWHM at 5.9 keV.14
Thicker devices would result in a lower capacitance, which
has a direct effect in reducing the white series, 1/f, and
dielectric noises. Also, future device passivation may
reduce the surface component of the leakage current and
its parallel white noise contribution, improving the X-ray
performance of the devices. Part of the future work is also
the novel redesign of the preamplifier front-end by inte-
grating the detector with the input JFET in the same low-
loss substrate, which is believed to reduce the dielectric
noise.37 Alternatively, an ASIC preamplifier could also be
considered to advance the noise performance of the
reported spectrometers, due to its noise level being of a
few e– rms.41
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