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Abstract
We study the relationship between the sizes of two-way ﬁnite automata accepting a language and its complement. In
the deterministic case, for a given automaton (2dfa) with n states, we build an automaton accepting the complement with
at most 4n states, independently of the size of the input alphabet. Actually, we show a stronger result, by presenting an
equivalent 4n-state 2dfa that always halts. For the nondeterministic case, using a variant of inductive counting, we show that
the complement of a unary language, accepted by an n-state two-way automaton (2nfa), can be accepted by an O(n8)-state
2nfa. Here we also make 2nfa’s halting. This allows the simulation of unary 2nfa’s by probabilistic Las Vegas two-way
automata with O(n8) states.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Automata theory is one of the oldest topics in computer science. In spite of that, there is a renewed inter-
est in this subject recently. In particular, two aspects of automata theory have been extensively investigated:
nonstandard models and descriptional complexity.
Nonstandard models of automata (among others, probabilistic [18], Las Vegas [7], self-verifying [2], and
quantum [12,16]) differ from classical ones in the evolution rules and/or in the acceptance conditions.
Descriptional complexity compares formal systems with respect to their conciseness. (For a recent survey,
see [5].) Several variants of ﬁnite automata are known from the literature (one-way or two-way, deterministic or
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nondeterministic, . . ., see, e.g., [6]). They all have the same computational power. In fact, they characterize the
class of regular languages. However, two different models may require a considerably different number of states
for the same language. The ﬁrst widely known result in this sense compares nondeterminism with determinism
for one-way ﬁnite automata (1nfa versus 1dfa): each n-state 1nfa can be simulated by a 1dfa with 2n states.
Moreover, for each n, there is a language accepted by an n-state 1nfa such that each equivalent 1dfa has at least
2n states. Thus, in general, we cannot do any better [15,17].
The corresponding exponential gap for two-way machines (2nfa versus 2dfa), conjectured by Sakoda and
Sipser in 1978 [19], is still open. In the unary case, i.e., for automata with a single letter input alphabet, a
subexponential simulation of 2nfa’s by 2dfa’s has been obtained [4]. It might be interesting to point out that
the 2nfa versus 2dfa question can be regarded as another instance of the ubiquitous nondeterminism versus
determinismquestion, leading to some fundamental problems such as P ?= NPorL ?= NL.Actually, Berman and
Lingas show in [1] that if L = NL then, for some polynomial p , for all integersm and k-state 2nfa A, there exists a
p(mk)-state 2dfa accepting the subset of the language L(A), which consists of all strings of lengths not exceeding
m. As a consequence of this result, Sipser [20] relates the L ?= NL question also to the existence of sweeping
automata (see Deﬁnition 2.1) with a polynomial number of states for a certain family of regular languages. This
might give added evidence that the study of descriptional complexity of automata is not only motivated by the
investigation on the succinctness of representing regular languages, but is also related to fundamental questions
in complexity theory.
In this paper, we study the relationship between the sizes of two-way automata accepting a language and its
complement. Related topics for one-way automata are considered in [10,13], while in [23] the construction of
1nfa’s accepting the complement of languages accepted by 2nfa’s is investigated.
In the deterministic case, for a given 2dfa with n states, we show how to build a 2dfa accepting the complement
with at most 4n states. This improves the known upper bound [21], from O(n2) to O(n). The construction does
not depend on the size of the input alphabet. In [21], it was pointed out that, besidesO(n2), we can use a modiﬁed
construction with O(n·m2) states, where n is the number of states of the original machine and m the size of the
input alphabet. This gives a linear upper bound for languages over a ﬁxed input alphabet, but not in the general
case. For example, the results presented in [10,11,20] consider witness regular languages with the alphabet size
growing exponentially in n. Actually, our result is stronger: we prove that each n-state 2dfa can be simulated by
a 2dfa with 4n states that halts on any input.
For the nondeterministic case, we show that the complement of a unary language, accepted by an n-state
2nfa, can be accepted by an O(n8)-state 2nfa. The construction is based on a variant of the inductive counting
[3,9,22]. Here we also prove a stronger result, namely, each unary n-state 2nfa can be replaced by an equivalent
O(n8)-state self-verifying automaton (2svfa) which halts on every input. (Self-verifying machines are a special
case of nondeterministic machines. The complement for a self-verifying automaton can be immediately obtained
by exchanging accepting with rejecting states.)
Wewere not able to resolve the problemof complement for 2nfa’s in the general (nonunary) case. As discussed
in Section 6, we notice that stating an exponential gap (in terms of the number of states) between 2nfa’s and
2nfa’s accepting the complement would imply a positive answer to the conjecture of Sakoda and Sipser. If,
moreover, the proof involved only polynomially long strings, this would lead to a separation of L from NL, by
the argument of Berman and Lingas, recalled above.
As a consequence of our result concerning the complementation of unary 2nfa’s, we also state a connection
with Las Vegas automata. In particular, we show that unary 2nfa’s can be simulated by two-way Las Vegas
automata with a polynomial number of states.
2. Basic deﬁnitions
Here, we brieﬂy recall some basic deﬁnitions concerning ﬁnite state automata. For a detailed exposition, we
refer the reader to [6]. Given a set S , |S| denotes its cardinality and 2S the family of all its subsets. Given an
alphabet , the complement of a language L ⊆ ∗ is the language Lc = ∗\L.
A two-way nondeterministic ﬁnite automaton (2nfa, for short) is deﬁned as a quintuple A = (Q,, , q0, F) in
whichQ is the ﬁnite set of states, is the ﬁnite input alphabet,  : Q × ( ∪ {,}) → 2Q×{−1,0,+1} is the transition
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function, , ∈  are two special symbols, called the left and the right endmarker, respectively, q0 ∈ Q is the
initial state, and F ⊆ Q is the set of accepting (ﬁnal) states. The input is stored on the input tape surrounded by
the two endmarkers. The cells of the input tape are numbered from left to right, beginning with zero for the left
endmarker. In one move, A reads an input symbol, changes its state, and moves the input head one cell to the
right, left, or keeps it stationary, depending on whether  returns +1, −1, or 0, respectively. If, for some q ∈ Q and
a ∈  ∪ {,}, we have |(q, a)| > 1, the machine makes a nondeterministic choice. If |(q, a)| = 0, the machine
halts.
The machine accepts the input, if there exists a computation path starting from the initial state q0 with head
on the left endmarker and reaching an accepting state q ∈ F . The language accepted by A, denoted by L(A),
consists of all input strings that are accepted.
An automaton is a two-way deterministic ﬁnite state automaton (2dfa), whenever |(q, a)|  1 for each q ∈ Q
and a ∈  ∪ {,}.With a slight abuse of notation, we shall thenwrite (q, a) = undeﬁned, instead of (q, a) = ∅,
and (q, a) = (q′, d), instead of (q, a) = {(q′, d)}.
A (non)deterministic automaton is one-way (1nfa or 1dfa), if it never moves the head to the left, i.e., if
(q′, d) ∈ (q, a) implies d /=−1.
We call unary any automaton that works with a single letter input alphabet. An automaton is halting if no
computation path can get into an inﬁnite loop, that is, on every input, each computation path halts after a ﬁnite
number of steps.
We say that an automaton A is almost equivalent to an automaton A′, if the languages accepted by A and A′
coincide, with the exception of a ﬁnite number of strings. If these two languages coincide on all strings, with no
exceptions, A and A′ are (fully) equivalent.
In what follows, we will be particularly interested in weaker versions of 2nfa’s and 2dfa’s:
Deﬁnition 2.1.
• A quasi-sweeping 1 automaton (qsnfa) is a 2nfa performing both input head reversals and nondeterministic
choices only at the endmarkers [14]. If, moreover, the above automaton is deterministic, we call it sweeping
(qsdfa) [20].
• A two-way self-verifying automaton A (2svfa) [2] is a 2nfa which, besides the set of accepting states F ⊆ Q, is
equipped also with F r ⊆ Q, a set of so-called rejecting states. For each input w∈L(A), there exists at least one
computation path halting in an accepting state q∈F, and no path may halt in a state q∈F r. Conversely, for
w ∈L(A), there exists at least one path halting in a rejecting q∈F r, and no path halts in a state q∈F. A 2svfa
can be quasi-sweeping (qssvfa) or one-way (1svfa), with the obvious meaning.
• A two-way Las Vegas ﬁnite state automaton A (2lvfa) [7] is a 2svfa equipped with probabilistic transitions.
If, for some q ∈ Q and a ∈  ∪ {,}, we have (q, a) = {(q1, d1), . . ., (qh, dh)}, then the transition (qi , di) is
chosen with the probability of 1/h. To make these values more ﬂexible, we allow repetitions in the list
(q1, d1), . . ., (qh, dh).
If w∈L(A), then A halts in some accepting state q∈F with a probability of at least 1/2, but the probability of
halting in a rejecting state q∈F r is zero. Conversely, for w ∈L(A), the probability of halting in some rejecting
state q∈F r is at least 1/2, but it is zero for q∈F .
Note that some computation paths of a 2svfa may result in a “don’t-know” answer, since the machine may also
halt in states that are neither in F nor in F r, or it may get into an inﬁnite loop. Self-verifying two-way automata
stand in between the ordinary 2nfa’s and 2dfa’s. For example, a machine for the complement of L(A) can be
immediately obtained from A by exchanging accepting with rejecting states.
A Las Vegas automaton, as a special case of the self-verifying automaton, never returns a wrong answer.
(This distinguishes Las Vegas from other probabilistic models, that can reply incorrectly, though with a small
probability.) Moreover, the probability of a “don’t-know” answer is below 1/2. (This value can be reduced to
1 The term sweeping is introduced in [20], to denote automata performing input head reversals only at the endmarkers, with no nonde-
terministic choices at all. Here, our designation “quasi-sweeping” denotes a relaxation of this paradigm, where both the head reversals and
nondeterministic choices can be taken at the endmarkers only.
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1/2k, by restarting the computation k times from the very beginning.) Thus, Las Vegas algorithms are facing
reality squarely, they are trustworthy and easy to implement on realistic computers.
3. Complement for deterministic machines
In this section, we show that, for deterministic two-way ﬁnite state automata, construction of an automaton
for the complement of the language accepted by the original machine requires only a linear increase in the
number of states. More precisely, we show that any n-state 2dfa A can be transformed into a 4n-state 2dfa
A′ that halts on every input, and accepts the complement of the language accepted by A. Moreover, if the
original machine already halts on every input, then n states are sufﬁcient, that is, converting A into A′ does
not increase the number of states. As a consequence, we also get that any n-state 2dfa A can be replaced by
an equivalent 4n-state 2dfa A′ that always halts. This reduces the known upper bound [21], from O(n2) to
O(n).
We start by putting the given 2dfa A into some kind of normal form, which keeps the technicalities of our
main construction simple. (This model is a natural counterpart of the usual two-way Turing machine and
its acceptance conditions. The minor differences between the model used here and the one used in classical
textbooks/papers will be discussed later, at the end of this section.)
First, we can assume that, if the machine A accepts the input, it halts in a unique accepting state
qf , with the input head parked at the left endmarker. This can be achieved by choosing one of the
accepting states in F as qf . Then, for each q∈F \{qf }, we can redeﬁne (q, a) = (qf , 0), for each a ∈ .
Finally, to make A halt at the left endmarker, we redeﬁne (qf , a) = (qf ,−1), for each a /=, but (qf ,
) = undeﬁned.
The above modiﬁcation does not work for F =∅, since then we cannot pick up a state qf in F . However, this
can happen only if A accepts the empty language. But both ∅ and ∗ can be accepted by a 2dfa having a single
state, namely, the initial state q0, with q0 ∈ F (or, respectively, q0 ∈ F ), and with (q0,) = undeﬁned, that is,
halting at the very beginning, without executing a single computation step. In what follows, we shall therefore
assume that L(A) does not coincide with ∅ or ∗, and hence A has a unique accepting state qf , different from
the initial state q0.
Finally, we can also assume that A does not perform stationary moves. Suppose that, in a state q with the
input head scanning a symbol a, the automaton performs a stationary move, i.e., (q, a) = (q′, 0), for some
q′ ∈ Q. Two possibilities arise: either (i) after a sequence of stationary moves, A will ﬁnally move the input
head to the left or right, or (ii) A will never change the input head position, that is, A will loop forever or
will halt the computation on the same cell. Observe that the choice between (i) and (ii) depends only on the
current state q and the input symbol a, and hence all details can be determined by inspecting the transition
table for the function . This enables us to modify the automaton A as follows, so as to avoid stationary
moves:
• In case (i), we “shortcut” the value of (q, a) by redeﬁning it as (q, a) = (p , d), where p ∈ Q and d ∈ {−1,+1}
correspond to the ﬁrst move of the head to a different cell.
• In case (ii), we consider two subcases. If a /= then, by our previous assumption about the ﬁnal state qf ,
we can conclude that the computation is not accepting. Hence, we just make (q, a) undeﬁned. On the other
hand, if a =, the computation could still be accepting. By inspecting the transition table, starting from the
state q with the input head parked on the left endmarker, we decide whether the ﬁnal state qf is reachable
by the subsequent stationary moves. If this is the case, we set (q,) = (qf ,+1), otherwise we make (q,)
undeﬁned.
All this reasoning enables us to make the following assumptions on the given 2dfa A, without increasing its
number of states:
Lemma 3.1. Each n-state 2dfa can be replaced by an equivalent 2dfa A, with at most n states, such that
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• A has exactly one accepting state qf , different from the initial state q0, and halts on every accepted input on the
left endmarker. In addition:
(qf , a) =
{
(qf ,−1) if a /= ,
undeﬁned if a = .
• A does not perform stationary moves.
• If, moreover, the original machine halts on every input, then so does A.
Now we can turn our attention to the problem of replacing the given automaton A by a machine A′ accepting
the complement of L(A). Since A is deterministic, such a construction causes no problems, provided that A halts
on every input:
First, put the machine A into the normal form presented in Lemma 3.1. Then ′, the transition function for
the automaton A′, is obtained as follows:
• If, for someq ∈ Q\{qf },a ∈  ∪ {,}, andd ∈ {−1,+1},wehave (q, a) = (qf , d), then let ′(q, a) = undeﬁned.
• Similarly, if (q, a) = undeﬁned, then ′(q, a) = (qf ,−1) for a /=, but ′(q, a) = (qf ,+1) for a =.
• Otherwise, ′(q, a) = (q, a). This includes the case of q = qf , that is, ′(qf , a) = (qf , a), as presented in
Lemma 3.1.
• The initial and ﬁnal states of A′ are the same as those of A.
Since, by assumption, A halts on every input and, by Lemma 3.1, q0 /= qf , it is obvious that A′ accepts if and
only if A does not accept.
Corollary 3.2. For each n-state 2dfa A that halts on every input, there exists an n-state 2dfa A′ accepting the
complement of L(A), also halting on every input.
Note that the assumption about halting is essential for the trivial construction above. If, for some input
w ∈ ∗, A gets into an inﬁnite loop, then A′ will get into an inﬁnite loop as well, and hence w will be rejected
both by A and A′.
To avoid this problem, we shall now present the construction of the halting 2dfa A′, by suitably reﬁning
Sipser’s construction for space bounded Turing machines [21]. To make our result more readable, we ﬁrst recall
the original construction of Sipser (restricted to the case of 2dfa in the normal form presented in Lemma 3.1).
For each w ∈ ∗, a deterministic machine accepts w if and only if there is a “backward” path, following
the history of computation in reverse, from the unique accepting conﬁguration (qf , 0) to the unique initial
conﬁguration (q0, 0). A “conﬁguration” is a pair (q, i), where q ∈ Q is the current ﬁnite control state and i ∈
{0, . . . , |w| + 1} the current position of the input head.
Consider the graph whose nodes represent conﬁgurations and edges computation steps. Since A is determin-
istic, the component of the graph containing (qf , 0) is a tree rooted at this conﬁguration, with backward paths
branching to all possible predecessors of (qf , 0). In addition, no backward path starting from (qf , 0) can cycle
(hence, it is of ﬁnite length), because the halting conﬁguration (qf , 0) cannot be reached by a forward path from
a cycle.
Thus, the machine for the complement of L(A) can perform a depth-ﬁrst search of this tree in order to detect
whether the initial conﬁguration (q0, 0) belongs to the predecessors of (qf , 0). If this is the case, the simulator
rejects. On the other hand, if the whole tree has been examined without reaching (q0, 0), the simulator accepts.
The depth-ﬁrst search strategy visits the ﬁrst (in some ﬁxed lexicographic order) immediate predecessor of the
current conﬁguration that has not been visited yet. If there are no such predecessors, the machine travels along
the edge toward the unique immediate successor. (Traveling forward along an edge is simulated by executing a
single computation step of A, traveling backward is a corresponding “undo” operation.)
For this search, the simulator has only to keep, in its ﬁnite control, the state q related to the currently visited
conﬁguration (q, i) (the input head position i is represented by its own input head), together with the information
about the previously visited conﬁguration (its state and input head position relative to the current head position,
i.e., a number ±1). Hence, the simulator uses O(n2) states.
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Now, we present our improvements on this procedure. First, ﬁx a linear order on the state set of the original
automaton. As usual, the symbols “<” and “>” denote the ordering relation.
Our implementation of the depth-ﬁrst search examines each conﬁguration (q, i) in twomodes: (1) examination
of the “left” predecessors of (q, i), that is, immediate predecessors with input head at the position i−1, (2)
examination of the “right” predecessors, with head position i+1. For each q∈Q and each mode, we introduce
a starting and a ﬁnishing state. So the machine for the complement will use the following set of states:
Q′ = {q↖, q↓1, q↗, q↓2 : q ∈ Q} .
These 4n states are interpreted as follows:
q↖ Starting state for Mode 1, examination of left predecessors for the conﬁguration (q, i). A left predecessor
is a conﬁguration (p , i−1), with the input head scanning a symbol a, such that (p , a) = (q,+1). Left
predecessors will be examined one after another, according to the linear order induced by the relation
“<”. To inspect the content of the input square i−1 (that is, the symbol a), the simulator A′ (if it is in the
state q↖) has its input head one position to the left of the actual position of the original machine A in
conﬁguration (q, i).
q↓1 Finishing state for Mode 1. All the left predecessors of (q, i) have been examined, but we still have to
examine the right predecessors of (q, i). In the state q↓1, the input head of the simulator A′ is in the actual
position, i.e., the position i.
q↗ Starting state for Mode 2, examination of right predecessors for (q, i), when the left predecessors have
been ﬁnished. A right predecessor is a conﬁguration (p , i+1), with the head scanning a symbol a, such
that (p , a) = (q,−1). The right predecessors will also be examined in the linear order induced by “<”.
In the state q↗, the simulator A′ has its input head one position to the right of the actual position of the
conﬁguration (q, i), to inspect the symbol a in the input square i+1.
q↓2 Finishing state for Mode 2. Both the left and the right predecessors of (q, i) have been examined. In the
state q↓2, the input head of A′ is in the actual position, i.e., the position i.
Let us now describe the transition function ′ : Q′ × ( ∪ {,}) → Q′ × {−1, 0,+1} implementing this strategy.
For each (type of) state q′ ∈Q′ and each symbol a ∈  ∪ {,}, we ﬁrst display a procedure that assigns a value
of ′(q′, a) ∈ Q′ × {−1, 0,+1} to the transition table and, after that, we present an explanation for this procedure.
Note that A′ will use stationary moves. The reader should also keep in mind that the procedures displayed below
are not executed by the machine A′ but, rather, they are used to ﬁll in the entries in the transition table for A′.
Transition ′(q↖, a):
11: if a = then ′(q↖, a) := undeﬁned
12: else if there is no p ∈ Q : (p , a) = (q,+1) then ′(q↖, a) := (q↓1,+1)
13: else let q˜ := min{p ∈ Q : (p , a) = (q,+1)} ;
14: if a /= then ′(q↖, a) := (q˜↖,−1)
15: else if q˜ = q0 then ′(q↖, a) := undeﬁned
16: else ′(q↖, a) := (q˜↓1, 0)
17: end end end end
Recall that A′ gets to the state q↖ when, for some i, it starts the examination of the left predecessors of the
conﬁguration (q, i), that is, of conﬁgurations (p , i−1) such that (p , a) = (q,+1), where a is the content of the
cell i−1. By deﬁnition of q↖, A′ has its input head already at the position i−1. (This implies that A′ can never
reach q↖ with a =. Line 11 is given just for completeness, to ﬁll in all entries in the transition table for ′.)
In line 13, we select the ﬁrst left predecessor in the lexicographic order, i.e., a conﬁguration (q˜, i−1), and start
to examine this conﬁguration with the same method. To this aim, we switch the state to q˜↖, and move the head
one position to the left of i−1 (line 14). There are two special cases:
First, (q, i) may have no left predecessors, i.e., the set {p ∈ Q : (p , a) = (q,+1)} is empty (line 12). Thus, we
can terminate Mode 1 for the current conﬁguration, as if all left predecessors had been searched, by switching
to q↓1 and moving the head to the position i.
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Second, (q˜, i−1) is the ﬁrst left predecessor, but the input head is on the left endmarker, i.e., a = and i−1 = 0.
This means that the conﬁguration we have to examine, i.e., (q˜, 0), does not have left predecessors. If q˜=q0, then
the initial conﬁguration (q0, 0) is in the tree, meaning that A accepts. Hence, we immediately let A′ reject the
input by setting ′(q↖, a) := undeﬁned at line 15. If q˜ /=q0, we start the examination of (q˜, 0) by directly ﬁnishing
Mode 1, in the state q˜↓1 (line 16).
Transition ′(q↓1, a):
21: if a /= then ′(q↓1, a) := (q↗,+1)
22: else ′(q↓1, a) := (q↓2, 0)
23: end
In this state, the examination of the left predecessors of (q, i) has been completed. Hence, the search continues
with the examination of the right predecessors in Mode 2 (line 21), by switching to the state q↗ and moving the
head to the position i+1.
If the input head is already on the right endmarker, i.e., a =, then the conﬁguration (q, i) does not have any
right predecessors (line 22). Hence, by switching to q↓2, we ﬁnish Mode 2 immediately, as if all right predecessors
had been searched.
Transition ′(q↗, a):
31: if a = then ′(q↗, a) := undeﬁned
32: else if there is no p ∈ Q : (p , a) = (q,−1) then ′(q↗, a) := (q↓2,−1)
33: else let q˜ := min{p ∈ Q : (p , a) = (q,−1)} ;
34: ′(q↗, a) := (q˜↖,−1)
35: end end
In this state,A′ starts to examine right predecessors of (q, i), i.e., conﬁgurations (p , i+1) such that (p , a) = (q,−1),
where a is the content of the input square i+1. A′ has its head already at the position i+1. (This implies that A′
can never reach q↗ with a =. Line 31 is given just for completeness, cf. line 11 for q↖.)
In line 33, we select (q˜, i+1), the ﬁrst right predecessor of (q, i), and start to examine it with the same method.
(Among others, the left predecessors of (q˜, i+1) are going to be examined.) To this aim, we switch to q˜↖, and
move the head one position to the left of i+1 (line 34).
There is only one special case here, when there are no right predecessors of (q, i), i.e., the set {p ∈ Q : (p , a) =
(q,−1)} is empty (line 32). We can ﬁnish Mode 2 immediately, which completes the search for (q, i).
Transition ′(q↓2, a):
41: if q = q0 and a =, or q = qf and a =, or (q, a) = undeﬁned then
42: ′(q↓2, a) := undeﬁned
43: else let (r, d) := (q, a) ;
44: if there is no p ∈ Q : p > q and (p , a) = (r, d) then
45: if d = +1 then ′(q↓2, a) := (r↓1,+1)
46: else ′(q↓2, a) := (r↓2,−1)
47: end
48: else let q˜ := min{p ∈ Q : p > q and (p , a) = (r, d)} ;
49: if a /= then ′(q↓2, a) := (q˜↖,−1)
50: else ′(q↓2, a) := (q˜↓1, 0)
51: end end end
This state concludes the examination of the conﬁguration (q, i), and all conﬁgurations in the subtree rooted in
(q, i). The machine A′ has its head at the position i. We can recover the immediate successor of (q, i), as follows:
let (q, a) = (r, d), for some r∈Q and d ∈ {−1,+1} (line 43). Then the successor of (q, i) is (r, j), with j = i+d .
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With the value of (r, j) in our hands, we can decide (line 44), whether (q, i) is the “last” left/right predecessor
of (r, j). If this is the case, and d=+1 (line 45), we know that (q, i) is the last left predecessor, hence, Mode 1 is
over for (r, j). We thus switch to the state r↓1, and move the head in the correct direction. Similarly, if d=−1
(line 46), (q, i) is the last right predecessor, which requires to terminate Mode 2 for (r, j), by switching to r↓2.
Conversely, if (q, i) is not the last left/right predecessor of (r, j), we ﬁnd (q˜, i), the next larger predecessor of
the same kind (line 48), and start to examine it with the same method (line 49). If a = (line 50), we skip Mode
1 for (q˜, i), since it has no left predecessors.
There are three special cases, described in lines 41–42. First, if q = q0 and a =, the initial conﬁguration (q0, 0)
has been reached by a backward path starting from (qf , 0). Thus, the machine A′, accepting the complement of
L(A), stops in the rejecting state q0↓2 (line 42).
Second, if q = qf and a =, the whole tree rooted in (qf , 0) has been explored without retrieving the initial
conﬁguration (q0, 0). Thus, A rejects and hence A′ accepts by remaining in the ﬁnal state qf ↓2 (line 42).
Third, the procedure handling the “standard” case (lines 43–51) does notwork properly, if (q, a) = undeﬁned.
However, A′ visits only conﬁgurations from which A has a forward path to the halting conﬁguration (qf , 0). This
implies that A′ can never visit a conﬁguration (q, i) such that q /= qf and (q, a) = undeﬁned. For completeness,
to ﬁll in entries for all combinations of q ∈ Q and a ∈  ∪ {,} in the transition table for ′, we just make such
values undeﬁned (line 42).
Initial and ﬁnal states:
q′0 := qf ↓1 ; q′f := qf ↓2
Recall that the original machine A accepts by halting in (qf , 0), and this conﬁguration does not have any left
predecessors. Thus, to decide whether an input is accepted, we can start the depth-ﬁrst search from the state qf ↓1
with the head on the left endmarker. By the previous discussion, we see that (i) either the input is accepted by A,
and then the machine A′ aborts its search in the state q0↓2 at the left endmarker, (ii) or the input is rejected, and
then A′ stops by reaching qf ↓2 at the same endmarker. (Both cases are related to undeﬁned transitions in line 42.)
This construction leads to
Theorem 3.3. For each n-state 2dfa A, there exists a 4n-state 2dfa A′ accepting the complement of L(A).Moreover,
A′ halts on every input.
By applying Lemma 3.1 to the automaton A′ constructed in Theorem 3.3, we can remove stationary moves
and put it into the normal form. Then, by using Corollary 3.2, i.e., by making a complement of the complement,
we have:
Corollary 3.4. Each n-state 2dfa A can be replaced by an equivalent 4n-state 2dfa A′ that halts on every input.
It is easy to modify the constructions given above for the classical model of 2dfa (see, e.g., [19]), which differs
in the following:
The machine A accepts the input if it gets to an accepting state q ∈ F (i.e., A can potentially use more than
one accepting state), and, at the same time, A halts in q with the input head at the right endmarker.
For this computational model, the simulation presented above should be modiﬁed as follows:
First, replace the originalmachineA by an equivalent 2dfaA′ having a single accepting state qf , not increasing
the number of states. This can be done in the same way as already described above, that is, ﬁx any state in F
as qf , and replace halting in any other state q∈F \{qf } by halting in qf , that is, we let ′(q,) = (qf , 0). After
that, modify the transitions of A′ so that it does not perform any stationary moves. (For details, see discussion
above, preceding Lemma 3.1.)
Second, replace A′ by A′′ accepting the complement of the original language and using 4n+1 states. A′′ uses
a new initial state q′′0 in which it scans the input to the right endmarker, where it switches to qf↖ with the
input head one position to the left of the right endmarker. That is, ′′(q′′0, a) = (q′′0,+1), for each a /=, but
′′(q′′0,) = (qf↖,−1). This ensures that the backward search starts from the root of the search tree, i.e., from
the unique ﬁnal conﬁguration of the modiﬁed computational model. The rest of the simulation is the same as
described earlier, with the following modiﬁcation in line 41:
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41: if q = q0 and a =, or q = qf and a =, or (q, a) = undeﬁned then
42: ′(q↓2, a) := undeﬁned... ...
This ensures that, if q = qf and a =, i.e., if the machine gets back to the unique accepting and halting conﬁg-
uration, and hence the whole tree has been explored without retrieving the initial conﬁguration, A′′ accepts by
remaining in the ﬁnal state qf ↓2.
Theorem 3.5. For each n-state 2dfa A accepting at the right endmarker, there exists a (4n+1)-state 2dfa A′′ for the
complement of L(A), accepting again at the right endmarker.Moreover, A′′ halts on every input.
4. Complement for unary nondeterministic machines
This section is devoted to the problem of complement for nondeterministic two-way automata. As we will
discuss in Section 6, for arbitrary alphabets this problem is related to the most famous open question in this
ﬁeld, posed by Sakoda and Sipser in 1978 [19].
However, the situation is different for the case of unary regular languages. Using a modiﬁed version of
inductive counting [3,9,22], we ﬁrst replace a given unary 2nfa by an equivalent two-way automaton that is
quasi-sweeping, self-verifying, and halting, using only a polynomial number of states. For such an automaton,
building an automaton for the complement of the language is straightforward.
First, we need to make our 2nfa quasi-sweeping. The following theorem states that, for sufﬁciently large
unary inputs, nondeterminism as well as input head reversals can be restricted to the moments when the input
head scans either of the endmarkers. This costs only a linear increase in the number of states:
Theorem 4.1 (Geffert, Mereghetti, and Pighizzini [4, Thm. 2]). For each n-state unary 2nfa, there exists an almost
equivalent qsnfa A such that:
• A has no more than 2n+2 states.
• The language L(A) coincides with the original language on strings of length greater than 5n2.
• For each accepted input, A has at least one computation path halting with the head parked at the left
endmarker, in a unique accepting state qf .
• The machine A does not perform any stationary moves, with the exception of the last computation step, when
it enters qf .
Besides restricting nondeterminism and reversals, the construction behind Theorem 4.1 removes stationary
moves, and makes the machine accept at the left endmarker. For the technical implementation of these marginal
details, similar to those presented in Lemma 3.1, the reader is referred also to Lemmas 1 and 2 in [4]. However,
unlike in Lemma 3.1, the state qf in Theorem 4.1 is a new state, reached by stationary moves.
Theorem 4.1 allows us to consider a qsnfa A almost equivalent with the original 2nfa. Hence, any accepting
computation follows a very regular pattern. Starting from the initial state q0 at the left endmarker, it makes a
nondeterministic choice andmoves the input head one position to the right. From this point forward, the input is
scanned deterministically from left to right, until the head gets to the right endmarker. This piece of deterministic
computation is called a left-to-right traversal. At the right endmarker, the machine makes a nondeterministic
choice again, moving the head one position to the left. After that, a right-to-left traversal deterministically scans
the input.
This alternation of nondeterministic choices at the endmarkers and deterministic input traversals is repeated,
until the ﬁnal state qf is reached, by a single stationary move at the left endmarker.
In our simulation, we shall need a linear order on the set Q, as in Section 3. Moreover, it will be useful to
introduce a set Qf ⊆ Q of states possibly leading to acceptance, that is, the set from which the ﬁnal state qf is
reachable by a single stationary move on the left endmarker:
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Qf = {q ∈ Q : (qf , 0) ∈ (q,)} .
Now we are ready to present the main result of this section, the simulation of A by an automaton that is
self-verifying.
For the reader’s ease of understanding, we prefer to present the simulating qssvfa A′ in the form of an
algorithm, written as high-level code. We will then informally discuss the actual implementation, evaluating the
number of states required. In the following code, we use two subroutines whose implementation will be detailed
later:
• simulation(t): a nondeterministic function, returning a nondeterministically chosen state q that is reachable
by a computation path of A in exactly t traversals from the initial conﬁguration. The call of this function
may also abort the entire simulation by halting in a “don’t-know” state q?, due to a wrong sequence of
nondeterministic guesses, if the chosen path halts too early, not having completed t traversals.
• reach(qprev, q′, dir): a deterministic function, with dir ∈ {0, 1}. It returns true/false, depending on whether the
state q′ can be reached from the state qprev by a left-to-right traversal of the input (for dir=0), or by a
right-to-left traversal (for dir= 1).
The nondeterministic simulation algorithm, based on the well-known inductive counting technique, is displayed
in Fig. 1.
Basically, the algorithm proceeds by counting, for t = 0, . . . , 2|Q| − 1, whereQ is the state set of A, the number
of states reachable by A at the endmarkers by all computation paths starting from the initial conﬁguration and
traversing the input exactly t+1 times.As a side effect of this counting, the algorithmgenerates all states reachable
at the endmarkers, and hence it can correctly decide whether to accept or reject the given input.
Recall that, for each accepted input, A has at least one accepting path that halts at the left endmarker. A
simple counting argument shows that then the input must also be accepted by a path with no more than 2|Q| − 1
traversals. Otherwise, the machine A would repeat the same state on the same endmarker. We can remove such
a computational loop from the path, which gives an accepting computation with a smaller number of traversals.
For this reason, the loop running for t = 0, . . . , 2|Q| − 1 (nested between lines 2 and 14) sufﬁces to detect an
accepting computation.
At the beginning of the tth iteration of this loop, a variable m′ contains the exact number of states reachable
at the endmarkers by all computation paths that traverse the input exactly t times. (Initially, in line 1, we prepare
m′ = 1 for t=0, the only state reachable by no traversals being the initial state q0.) In line 3, we save the “old”
Fig. 1. The simulation procedure.
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value of m′ in the variable m, and clear m′ for counting the number of states reachable upon completing one
more traversal (i.e., with exactly t+1 traversals).
The value of m′ is computed in the loop nested between lines 4 and 13, running for each state q′ ∈Q. For each
q′, we test whether it is reachable by a path with exactly t+1 traversals. If it is, we increment the value of m′.
Let us now explain in detail, how to decide whether a given state q′ can be reached by exactly t+1 traversals.
This only requires to generate all m states that are reachable at the endmarkers by all computation paths
traversing the input exactly t times, and verify if q′ can be reached from any of these by a single traversal. These
m states are generated one after another, in the variable q, by using the subroutine simulation(t) in line 6, in the
loop nested between lines 5 and 12, running for i = 1, . . . ,m.
For each generated state q, we test whether q′ is reachable from q by a single traversal along the input, by
calling the subroutine reach2 in line 9. A small but important detail is that we check left-to-right traversals,
if t is even, but right-to-left traversals, for t odd (third parameter of reach). In case such a test has a positive
outcome for some q, we increment the value of m′ by one in line 11, and skip immediately to another state q′ ∈Q,
by the goto-statement. This avoids testing the states q not examined yet (the iteration of the loop in lines 5–12 is
aborted), which ensures that, even if q′ is reachable from several different states q, the value ofm′ is incremented
only once.
Note that the body of the if-statement, nested between lines 9 and 12, is executed for each t = 0, . . . , 2|Q| − 1
and for each q′ ∈Q that is reachable by any path with exactly t+1 traversals. That is, it is executed for each q′
reachable at the endmarkers. This allows us to test if the machine A can get into its ﬁnal state qf . Since this
happens by a stationary move at the left endmarker, we check whether q′ ∈ Qf for odd values of t, in line 10. If
this is the case, we abort the entire computation by halting in the state qyes, the input is accepted.
On the other hand, if the iteration of the outermost loop has been completed for each t = 0, . . . , 2|Q| − 1, no
reachable q′ ∈ Qf has been found at the left endmarker. (Otherwise, the search would have stopped already, in
line 10.) This implies that the input is not accepted. Therefore, in line 15, we stop in the rejecting state qno.
However, we have to ensure that the loop running for i = 1, . . . ,m, nested between lines 5 and 12, will correctly
generate all m states that are reachable at the endmarkers by computation paths traversing the input exactly t
times. This is done by calling the subroutine simulation(t) in line 6, which generates, in the variable q, one state
reached nondeterministically after t traversals. This does not imply that, in the course of m iterations of the
loop, the subroutine will generate such states without repetitions, which would produce all of them. However,
for the right sequence of nondeterministic guesses, the m iterations of q := simulation(t) will produce, one after
another, all m states without repetitions, moreover, according to the ﬁxed linear order on the state set Q.
This can be veriﬁed without explicitly storing all generated states; we only have to keep, in a single variable
qprev, the state q resulting from the previous iteration (line 8), and to check (line 7) whether the “new” generated
value of q is strictly larger than that generated in the previous iteration. If the generated sequence of states is not
strictly increasing, the computation is aborted by halting in the “don’t-know” state q?. For the right sequence
of nondeterministic guesses, generating always the strictly increasing sequences of states, the condition of the
if-test in line 7 is not satisﬁed during the entire computation. If this happens, we can be sure that all values and
results have been computed correctly.
It is not hard to see that: (i) if the input is accepted by A, at least one computation path halts in the state qyes,
and no path halts in qno, (ii) if the input is rejected, at least one path halts in qno, and no path halts in qyes. (iii)
Due to wrong sequences of nondeterministic guesses, some computation paths halt in q? (don’t-know), but no
path can get into an inﬁnite loop.
Let us now present the subroutine simulation(t). Again, it will be displayed as a high-level code, informally
suggesting its implementationonaﬁnite statemachine. It returns a nondeterministically chosen state q, reachable
by A in exactly t traversals from the initial conﬁguration.
function simulation(t): state;
2 The use of qprev as a ﬁrst parameter, instead of q, will do no harm, since qprev contains a copy of q, by line 8. This trick will allow us to
modify the value of q in the implementation of reach (see below), saving in this way one variable.
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6.1: q := q0; t˜ := t;
6.2: move the head to the left endmarker;
6.3: while t˜ > 0 do
6.4: keeping the current state in q,
perform a direct nondeterministic simulation of A,
until the head hits the opposite endmarker
(if the chosen computation path halts before it hits
the opposite endmarker, halt in q?);
6.5: t˜ := t˜−1
6.6: end end
To implement this routine, we introduce the variable t˜ counting the number of traversals still to be performed.
To minimize the number of used variables, the global variable q from the main procedure (line 6 in Fig. 1) is
directly employed for the simulation. The variable q stores the current state during the simulation of A, and
therefore q also ends up containing the state in which such a simulation possibly ends. If t traversals cannot be
completed along the chosen computation path, the routine halts in the don’t-know state q?, which aborts the
main program.
Let us now show reach(qprev, q′, dir). It yields true/false, depending on whether the state q′ can be reached
from the state qprev by a left-to-right traversal of the input (for dir=0), or by a right-to-left traversal (for dir= 1).
function reach(qprev, q′, dir): boolean;
9.1: if dir = 0 then – traversals from left to right
9.2: foreach q such that (q,+1) ∈ (qprev,) do
9.3: q˜ := q;
9.4: move the head one position to the right of the left endmarker;
9.5: keeping the current state in q˜,
perform the direct deterministic simulation of A,
until the head hits the opposite endmarker;
9.6: if q˜ = q′ then return true
9.7: end ;
9.8: return false
9.9: else – that is, dir = 1, traversals from right to left... ... – implemented symmetrically
9.17: end end
We shall describe how to detect a left-to-right traversal (the opposite direction is implemented symmetrically).
To minimize the number of used variables, we use the global variable q from the main procedure (Fig. 1) as a
control variable for a cycle iterated inside, in lines 9.2–9.7. (Note that the call of the subroutine reach is activated
in the main procedure below line 8, when the value stored in q can be destroyed.)
This cycle is iterated over all states q arising from qprev at the left endmarker by a nondeterministic step
moving the input head to the right. For each such q, an input traversal is simulated, using the local variable q˜.
The subroutine returns true, if the target state q′ is reached by at least one traversal, false otherwise. Note that,
since A is quasi-sweeping, the simulation of a traversal is deterministic after the ﬁrst step at the left endmarker.
Summing up, it is easy to see that the simulation algorithm in Fig. 1 performs nondeterministic choices and
input head reversals at the endmarkers only, during the calls of simulation and reach. To see that it can be
implemented on a ﬁnite state automaton, let us now quickly examine the “amount of information” required
during the computation, by considering the variables involved. Recall that the qsnfa A, constructed in Theorem
4.1, has n′  2n+2 states.
• m′ and m are counters for the number of states reached either at the left or at the right endmarker. Hence,
their maximum value is n′.
• t is the control variable for the loop between lines 2 and 14. Its value is below 2n′.
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• q′ is the control variable for the loop between lines 4 and 13, iterated over the whole set of states. Hence, it
can store one of n′ possible different values.
• i is the control variable for the loop between lines 5 and 12, running from 1 to mn′. Hence, its value does
not exceed n′.
• q and qprev contain some states reached by traversals. They clearly can store n′ possible different
values.
• t˜ and q˜ are local variables, the former used as a counter in the subroutine simulation, ranging from 0 to t <2n′,
the latter inside reach, used to simulate input traversals, containing some state, and hence storing one of n′
possible values. Since t˜ and q˜ are never used simultaneously, they can be replaced by a single global variable
x˜, capable of containing one of 2n′ different values.
It is clear that all this information can be accommodated in O((n′)8) states. Thus, a quasi-sweeping 2nfa A with
n′  2n+2 states can be replaced by an equivalent 2nfa that is quasi-sweeping, self-verifying, and halting, with
O(n8) states.
Using Theorem 4.1, we can make any unary automaton quasi-sweeping, and this enables us to simulate an
arbitrary n-state unary 2nfa. However, the new machine may disagree with the original one on “short” inputs,
namely of length not exceeding 5n2.
The problem of a ﬁnite number of “short” inputs can be solved easily. In an initial phase, consisting of a
single left-to-right traversal followed by a single right-to-left traversal, accept or reject all inputs of length not
exceeding 5n2. This can be done deterministically, withO(n2) states. Then, if the input length exceeds 5n2, simulate
the qsnfa A of Theorem 4.1 by inductive counting, with O(n8) states. This gives:
Theorem 4.2. Each n-state unary 2nfa A can be replaced by an equivalent O(n8)-state halting qssvfa A′.
As pointed out in Section 2, by simply exchanging accepting with rejecting states in the self-verifying A′ of
Theorem 4.2, we get a machine for the complement of L(A′).
Corollary 4.3. For each n-state unary 2nfa A, there exists anO(n8)-state 2nfa A′ accepting the complement of L(A).
Moreover, A′ is quasi-sweeping, self-verifying, and halting.
5. Simulation by unary probabilistic machines
Theorem 4.2 and Corollary 4.3 allow us to easily draw some further consequences. In the case of unary
two-way automata, the reduction of nondeterminism to self-verifying nondeterminism can go down one
more level, to Las Vegas automata (2lvfa, see Deﬁnition 2.1), still with only an O(n8)-state penalty.
For the size (the number of states) of one-wayﬁnite automata, a polynomial relationbetweendeterminismand
Las Vegas has been established [8], which implies an exponential gap between Las Vegas and nondeterminism.
In the case of two-way automata, we do not know whether there is a polynomial relation between determin-
ism and Las Vegas, or between Las Vegas and nondeterminism. However, the relation between self-verifying
nondeterminism and Las Vegas was shown to be linear:
Theorem 5.1 [7, Thm. 1]. Each n-state 2svfa A can be replaced by an equivalent O(n)-state 2lvfa A′.
Combining Theorems 4.2 and 5.1, we get that, in the case of unary two-way automata, even unrestricted
nondeterminism and Las Vegas are polynomially related:
Theorem 5.2. Each n-state unary 2nfa A can be replaced by an equivalent O(n8)-state 2lvfa A′.
This might give additional evidence that nondeterministic two-way automata, when restricted to unary
inputs, are not as powerful as they might look at ﬁrst glance. Compare also with Theorem 4 in [4],
where a subexponential (though not polynomial) simulation of unary 2nfa’s by 2dfa’s is presented, with
a 2O(log
2 n)-state penalty.
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6. Concluding remarks
We have shown that, for deterministic two-way ﬁnite automata, the construction of an automaton
for the complement of the language accepted by the original machine requires only a linear increase in
the number of states. For nondeterministic two-way automata, when restricted to unary input alphabet,
this relationship is polynomial.
We were not able to resolve the problem of complement for 2nfa’s in the general (nonunary) case.
We conjecture that there is no polynomial complementation of 2nfa’s. Notice that a positive answer
in this sense would immediately prove the most famous conjecture in this ﬁeld, posed by Sakoda and
Sipser in 1978 [19]. They ask whether the simulation of 2nfa’s by 2dfa’s is polynomial in the number of
states. It is generally conjectured that the answer is negative, so we can formulate this open problem
as follows:
(a) Prove that there exists an exponential gap (or at least superpolynomial, in the number of states) between
nondeterministic and deterministic two-way ﬁnite automata.
As recalled in Section 1, proving (a) by the use of polynomially long strings would in turn prove L /= NL, by
[1], a long-standing and fundamental open question. Let us now present two related open problems:
(b) Prove that there exists an exponential, or at least superpolynomial, gap between self-verifying and deter-
ministic two-way ﬁnite automata.
(c) Prove that there exists an exponential, or at least superpolynomial, gap between nondeterministic and
self-verifying two-way ﬁnite automata.
Clearly, an argument for (b) would immediately prove (a), since a self-verifying machine is also a nonde-
terministic machine. The same holds for (c), since, by Corollary 3.4, we can make each 2dfa halting, with O(n)
states. Then, by stopping in an extra rejecting state qrf (if the original machine does not accept), we make the
given deterministic machine self-verifying. Yet, the problem (c) is equivalent to the following:
(d) Prove that there exists an exponential, or at least superpolynomial, gapbetween 2nfa’s and 2nfa’s accepting
the complement.
It is not too hard to see that (d) is equivalent to (c). Suppose that some p(n) states are sufﬁcient to make
an arbitrary 2nfa self-verifying. Then p(n) states are sufﬁcient to build a 2nfa for the complement; such a
2nfa is the 2svfa where the original rejecting states are accepting and, at the same time, the accepting states
are made rejecting. (Both machines have the same set of don’t-know states.) Conversely, if there exists a
polynomial complementation of 2nfa’s, using p(n) states, then n+p(n) states are sufﬁcient to make an ar-
bitrary 2nfa self-verifying. We simply combine A1 and A2, the respective machines for the language and its
complement, into a single machine. The set of accepting states of the new machine is exactly the set of ac-
cepting states of A1, the set of its rejecting states exactly the set of accepting states of A2. The new machine
starts in q0,1, the initial state of A1, however, it can switch to the initial state of A2 at the left endmarker, by
(q0,2, 0) ∈ (q0,1,).
Thus, the problem (d) is equivalent to (c).
Finally, taking into account the upper bounds presented in Corollary 3.2 and Theorem 3.3, the following
open problem arises:
(e) Prove (or disprove) the existence of any gap between 2dfa’s and 2dfa’s accepting the complement.
By Corollary 3.2, it follows that a minimized 2dfa for the witness language (if it exists) must reject some inputs
by getting into an inﬁnite loop.
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