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Abstract 
Katoh, N., A fully polynomial time approximation scheme for minimum cost-reliability ratio 
problems, Discrete Applied Mathematics 35 (1992) 143-155. 
Suppose that we are given a finite set E, a family of feasible subsets of E and a nonnegative cost 
and a reliability associated with each element in E. This *.aper considers the problem of finding 
a feasible subset such that the cost-reliability ratio of the subset is minimum among all feasible 
subsets, This paper first exhibits a parametric characterization of an optimal solution of this 
problem. Based cn this characterization, it is shown that if one can solve in polynomial time the 
problem of finding a feasible subset that minimizes the sum of costs in the subset, it is possible 
to construct a fully polynomial time approximation scheme for the above minimum cost- 
reliabrlity ratio problem. 
1. Introduction 
Suppose that we are given a finite set E, a family $ of ‘feasible subsets” of E 
and a nonnegative integer cost c(e) and a reliability r(e) with 0 <r(e) I 1 associated 
with every e E E. Let the cost-reliability ratio of SE g be defined by 
ratio(S) z c 
eeS 
c(e) I n r(e). eES (1) 
We consider the following problem. 
MCRRP: minimize {ratio(S) 1 SE S}. C2) 
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In other words, this problem asks to find a feasible subset such that the cost- 
reliabilitv ratio is minimum among all feasible subsets. We refer to this problem as 
the * -k,n~,~t cost-reliability ratio problem (MCRRP). 
This problem arises when the decision maker takes into account cost as well 
as reliability as his criteria, i.e., he wants to find a feasible subset with low cost 
and high reliability. Here we transform these two objectives into one by taking the 
ratio of the two. Special cases of MCRRP have been studied by Ahuja [l] and 
Chandrasekaran et al. [6]. [l] studied the case in which E is the set of arcs in a 
directed graph G = (V, E) and g is the set of directed paths from a source node s 
to a sink node t. [l] called this problem minimum cost-reliability path problem and 
gave a pseudo-polynomial time algorithm (Hassin and Tamir [ 141 also did the same 
work). [6] studied the case in which E is the set of edges in an undirected graph 
G = (V, E) and g is the set of spanning trees in G. [6] gave a polynomial time 
algorithm for this problem. [14] generalized their work to obtain a polynomial time 
algorithm for finding an optimal base in a matroid with certain types of nonlinear 
objective function. [2] also studied a similar problem. 
Combinatorial optimization problems with an objective function similar to (1) 
have been studied by several researchers (e.g., Chandrasekaran [5], Dantzig et al. 
[8], FOX [ 111, Gusfield [ 131 and Megiddo [22]). 
We concentrate in this paper on the class of MCRRP satisfying the following 
qssumption. 
(A) For any given nonnegative real numbers c’(e), e E E and any E’c E, we can 
produce, in polynomial time in 1 E 1 (denoted by r( IEI)), SE @ with SC E’, if there 
is one, such that S’ is optimal to the following minimum cost problem. 
minimize . (3) 
In addition, the length required for describing the algorithm for (3) is polynomial 
in IEl. 
Notice that the algorithm for (3) can serve as an oracle to test whether a given 
subset E’c E contains a feasible subset. Thus, it is assumed in this paper that g is 
implicitly given through the algorithm for (3). The aim of this paper is to propose 
a fully polynomial time approximation scheme (FPAS) for MCRRP under the 
above assumption. The technique we use to develop an FPAS for MCRRP satisfy- 
ing (A) is the parametric characterization for a more general class of problems 
developed by Sniedovich [24,25] and Katoh and Ibaraki [20]. 
The parametric haracterization of MCRRP states that an optimal solution of the 
parametric problem P(A) defined below provides an optimal solution of MCRRP, 
if an appropriate A is chosen. 
P(A): minimize eFsc(e)+I (4) 
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where iz is a nonnegative parameter and d(e) = -log r(e). Throughout this paper In x 
denotes the logarithm to the natural basis, while logx denotes the logarithm to the 
base 3. From this characterization, solving MCRRP is reduced to finding a A = A* 
with which an optimal solution to P(;l*) is also optimal to MCRRP. Based on the 
similar idea, [I] and [6] solved special cases of MCRRP. Similar characterization 
has also been reported (e.g., Kataoka [18], Ishii et al. [16], Ichimori et al. [15], and 
Katoh and Ibaraki [19] discuss some types of stochastic programs, Kawai and Katoh 
[21] discuss a certain type of Markovian decision process and Dinkelbach [lo] and 
Jagannathan [171 discuss the fractional program). 
This characterization, however, does not tell how to find such rZ*. The straightfor- 
ward approach to find A* is to compute optimal solutions of P(A) over the entire 
range of A. However, the number of such solutions is not polynomially bounded in 
most cases, e.g., see Carstensen [4]. One of the exceptions is that g is the set of 
spanning trees in an undirected graph. For this case, based on the parametric 
characterization, a polynomial time algorithm is directly derived. This is exactly 
what [6] did. 
On the other hand, for example, if g is one of the sets of matchings in a bipartite 
graph, perfect matchings in an undirected graph or spanning trees in a directed 
graph, g satisfies (A) and the corresponding P(A) can be solved in polynomial time, 
but the number of optimal solutions of P(A) over the entire range of A is not known 
to be polynomially bounded. 
Therefore, in general, polynomial time algorithms for MCRRP seem to be dif- 
ficult to develop. We then focus on approximation schemes in this paper, though 
the complexity issue of MCRRP has not been settled yet. A solution is said to be 
an &-approximate soktion if it relative rror is bounded above by e. An approxima- 
tion scheme is an algorithm containing e > 0 as a parameter such that, for any given 
e, it can provide an e-approximate solution. If it runs in polynomial in both input 
size and l/e, the scheme is ca!led a fully polynomial time approximation scheme 
(FPAS) [12,23]. ’ 
Based on the parametric haracterization, Katoh and Ibaraki [20] proposed an 
FPAS for a certain class of problems. This paper shows that problem MCRRP 
belongs to this class, and then presents an FPAS for MCRRP based on the idea 
developed in [20], which is obtained by systematically generating a polynomial 
number of 1’s among which there exists a A such that an optimal solution of P(d) 
is an &-approximate solution. 
Finally we relax the assumption (A) so that problem (3) can be solved in poly- 
nomial time only for any nonnegative integer c’(e), e E E. With this assumption as 
well as some minor technical assumptions, we shall show that we can also develop 
an FPAS for MCRRP. 
The paper is organized as follows. Section 2 gives the relationship between MCRRP 
and P(A). Based on the relationship, Section 3 gives the properties necessary to 
develop an FPAS for MCRRP satisfying (A), and explains the outline of the FPAS. 
Section 4 describes the FPAS and analyzes the running time. Section 5 slightly 
146 N. karoh 
relaxes the assumption (A), and shows that under such assumption is is also possible 
to develop an FPAS for MCRRP. 
2. Relationship between MCRRP andJ P(ii) 
Let S* and S(1) be optimal to MCRRP and P(A) respectively. The following result 
can be obtained by applying the results of Katoh and Ibaraki 1201 and Sniedovich 
(24,251 to our problem. However, we shall give another simple proof. For the sake 
of simplicity, we shall use the following notation. Let for each S s E, 
c(S) = c c(e) and d(S) = &d(e). (5) 
res 
It is noted here that 
r&o(S) = c(S)2? (6) 
Lemma 2.1. Let 1* be defined by 
A* = In 2. c(S*). 
Then S(A*) is optimal to MCRRP. 
(‘81 
Proof, Since S(A*) is optimal to &I*), we have 
c(S(n*))=t= A*d(S(A*)) s c(P) + A*d(S*). 
Then it follows that 
ratio(S(A*)j 
=,(S(~*))2m~*” 
r[c(S*)+A*d(S*)-A*d(S(A*))J* 2d(s”A*)) (by (8)) 
=c(s*)2@*‘+c(S*)2 h%%[l_2~(s*)-d(~(~*)t+(d(S*)_d(S(~*)))~,2] 
(by (7)) 
=rario(S*)+c(S’)2 drscn*l’[l -2d(F)-d~S~A*))+(d(S*)-d(S(A*)))ln 2%. (9) 
Since 1 - 2.“+x In 210 for any real x and c(S*) h0 by c(e)20 for every 4~ E, the 
second term of (9) is nonpositive. Thus from (9), r~ti~(S(A*))Iratia(S*) follows. 
Since ratio(S(I*))rrario(S*fi from the optimalfty of S* to MCRRP, the lemma 
follows* cl 
This lemma implies that /I* is not known unless MCRRP is solved. A straightfor- 
ward approach to resolve this dilemma is to solve P(d) f?r all I; the one with the 
minimum ratio(S) is an optimal solution of MCRRP. This type of approach can 
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sometimes provide polynomial time algorithms. One of such cases is that LF is a set 
of spanning trees in an undirected graph, which was studied by [a]. In general, 
however, the number of solutions generated over the entire range of A is not poly- 
nomially bounded, and it is difficult to develop polynomial time algorithms by this 
approach. 
Notice that the &aice of 2 as the basis of the logarithm used in the definition of 
d(e) is not essential, kcause the property similar to the above lemma holds when 
the basis of the logarithlm is changed from 2 to any other number which is larger 
than 1. However, for the Tatter discussion given in Section 5, the basis of the 
logarithm must be an integer. This is the reason why we choose 2 as the basis of 
the logarithm. 
3. Basic properties and the oe;oline of FPAS for MCRRP 
We shall first give some il??,lIts which are necessary to construct a fully poly- 
nomial time approximation scheme for MCRRP. Let 
& = c@(O))/2 and ff = c(E). (10) 
Lemma 3.1. Let A* be defined in (7). Then 
Proof. Since S(0) minimizes c(S) over SE g by defimtion of P(O), c(S(O))sc(S*) 
holds. Thus, by In 2> l/2, the firs1 inequality of (11) follows from (7). By c(S*)s 
c(E) and In 2< 1, A*<c(E) follows from (7). 3 
If c(S(0)) = 0, S(0) is clearly optimal to MCRRP by r&o(S) r0 for any SE @. 
Therefore &S(O))>0 is assumed in what follows. 
An FPAS proposed in this paper systematically generates a polynomial number 
of A’s over the interval [&n’] among which there exists a fi such that S(l) is an 8e 
approximate solution. The following lemma is useful for developping such WAS. 
bmrnla 3.2, For A* defined in (7) and any a with czz 0, 
ratio(S((1 + @A*)) - YCJ/ioi,S(A*)) 5 a- ratio(S(P)). 6121 
Proof. For the sake of simplicity, 1211 
C’ = c(S(A”)), RC = dqS(A*)), 
C’ = c(S(( 1 + a)h*)), D = d(S((l + @A*)). 
By the optimality of S((l + a)i* I ech ,1+{3 - u) j.*), we have 
C’+ (1 -I- a)A”D’ I C* I- (‘I - x)?.*D*. (13) 
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Thus, 
ratio(S(( 1 + a)A*)) - ratio(S(il*)) 
= c’.p’_c”.p* 
s (C*+(l +a)A*D*-(1 +t~)3,*D’)2~‘--C*2~* (by (13)) 
= C*(l +(l +a)ln2(D*-D’))2D’-C*2D* (by (7)). (14) 
To estimate the upper bound on the value of (14), we consider the following simple 
auxiliary problem: 
max{(a- k)2X 1 x: real}, (15) 
where a and b are positive constants. Is is easy to see that the maximum of this 
problem is attained when x= (a In 2 - 6)/b In 2. Letting a = 1 -t (1 + cc) D* In 2, b = 
(1 +cz)ln2 and x=D’, 
(1 +(l +a)ln2(D*-D’))2D’ 
a 
(1 +a)ln 2 
20*-a/(1 +a)ln2 
= (1 +a)2 D*-(r/(1 +rr)ln2 . (16) 
It follows from (7), (14) and (16) that 
ratio(S(( 
C”(1 + a)2 D*-a/(1 +a)ln2_ c*2D* 
= cqD*((l + cy)2-u’(l + @ln2- 1>* 
2s cy* c”2D* (by 2-a/(1 + a)h 2 51) 
= 4x l ratio(F) (= a l ratio(S(il*)) j. Cl (17) 
This lemma implies that problem MCRRP satisfies condition (A5) of Section 5 
of [2Q]. 1201 showed that if a problem satisfies five conditions (Al)-(A5) (given in 
Section 5 of [20]), it is possible to develop an FPAS for the problem. instead of 
proving that our problem MCRRP satisfies conditions (Al)-(A5), we shall explicitly 
describe an FPAS for MCRRP, since it can avoid a long discussion and it is easier 
for the reader to understand how we can develop an FPAS for MCRRP. We shall 
explain in the following how such FPAS is construc:ed, along the line of [20]. FPAS 
first generates a polynomial number of candidate A’s over the interval r&,x] among 
which there exists a l such that S(l) is an e-approximate solution of MCRRP. The 
scheme of generating such A’s is defined as follows. Let 
K = Llog(X/&)/log( 1 + E)J, 
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Ao=&A.l =.(l+E) ,...) IZk =&(l+# ,..., AK =&(l+&)K,&+, =x, (19) 
where La] denotes the largest integer not greater than a. 
Lemma 3.3. There exists k* with 1 ES k* I K + 1 such that S(&) is an e-approximate 
solution of MCRRP. 
Proof. From Lemma 3.1, (18) and (19), there exists k* with 1 ~k*rK+ 1 such that 
&*_, 5 A% &*. (20) 
Let e’ satisfy 
Ak* = A*(1 + e’). (21) 
Then 0 5 E’ I E holds from (19) and (20). Applying Lemma 3.2 by letting a! = E’, 
ratio(S&,)) - ratio(S(il*)) = ratio(S(( 1 + &‘)A*)) - ratio(S(jZ*)) 
5 E’- ratio(S(F)). (22) 
Since ratio(S(J*)) =ratio(S*) by Lemma 2.1, it follows from (22) that S(A& is an 
E-approximate solution of MCRRP. 0 
4. The description of FPAS for P 
Based on the results given in the preceding section, we shall describe FPAS for 
MCRRP and then analyze its running time. 
Procedure APPROX 
Input: The ground set E, a family @ of feasible subsets (which are implicitly 
given through the algorithm given in (A)), nonnegative integer cost c(e), reliability 
r(e) with O<r(e)= 1 for each eE E, and a positive number e. 
Output: An &-approximate solution for MCRRP. 
Step 1. Solve problem P(0) to obtain S(0). If c(S(0)) = 0, then output S(0) as an 
optimal solution and halt. 
Step 2. Compute 4 and x by (lo), J.l,JZ,...,&+I by (18) and (19). 
Step 3. For each k with 15 kl K+ 1, solve P(&) to obtain S&). 
Step 4. Among solutions generated in Step 3, let S(ilk) be the one that minimizes 
ratio( l ). Output it as an c-approximate solution of MCRRP and halt. 
Theorem 4.1. Procedure APPROX correctly computes an E-approximate solution 
Oar MCRRP in O(r( IE I) - (log CecE c(e))/log( 1 + E)) time. 
Proof. First we prove the correctne,;. Let A* be the one defined in (7). By Lem- 
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ma 3.3, there exists k* with 1 I k*r K+ 1 such that S&j is an e-approximate so- 
lution of MCRRP. Since,c-utiu(S&*)) 1 ratio(S@l)) from the minimality of S(n,-) 
output in Step 4, it follows that S(A,-j is an e-approximate solution of MCRRP. 
The running time is analyzed as follows. Step I requires O(T( IEI)) time. Lo= & is 
computed in O(t(lEl)) time and jlK+, = x is computed in 0( IEI) time. Since 
K = max (s 1 s: nonnegative integer, x?&( 1 + E)~}, (23) 
K is computed by initially setting s = 0 and by increasing s one by one as long as 
Xr A(1 +e)” (24) 
is satisfied. This computation requires O(K) time. A,, &, . . . , AK are computed as a 
byproduct during the time K is computed in the above manner. Thus, the time re- 
quired for Step 2 is 
O(K) = O(log(&‘&)/log( 1+ is)). (25) 
Since & = c(S(O))/2 1 l/2 from the integrality of c(e), we have 
O(K) = O((log~$e~),kl +G)- (261 
Since Step 3 requires O(T( IEI)) time for each k, Step 3 requires in total O(Kr( IEI)) = 
wclq l (log Ce& c(e))/log(l +E)) time. Step 4 requires O(K) time to find S(&+ 
Therefore Procedure APPROX requires O(r( IEI) l (log CeeE c(e))/log(l + e)) time 
in total. q 
Since l/log(l +e)s(l +e)ln2/e2 for 0<~<1, and l/log(l +e)<l for 821, 
I/log(ll ee) is polynomial in l/e. log&, c(e)) is clearly polynomial in the input 
size. t( IEI) is polynomial in IEl (hence in the input size) by assumption (A). There- 
fore we have 
Theorem 4.2. Procedure APPROX is an FPAS for problem MCRRP. 
5. Relaxation of assumption (A) 
We have assumed so far as given in (A) that problem (3) can be solved in poly- 
nomial time for any real nonnegative cost c’(e), e E E. This assumption is necessary 
to ensure that P(A) can be solved in polynomial time for any nonnegative parameter. 
To be exact, this is not the case in general. To see this, consider the case in which 
problem MCRRP under consideration is a minimum cost-reliability ratio path prob- 
lem. In this case, the corresponding parametric problem P(J) is a shortest path 
problem with nonnegative costs. When applying a shortest path algorithm (e.g., the 
Dijkstra method [9]), it is necessary to execute the following comparison during the 
course of the algorithm, i.e., 
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c(S) + Ad(S) s c(S) + Ad(S), (27) 
holds or not. Here S and S’ denote the set of arcs on two distinct paths from a source 
node s to another node o. In order to execute in polynomial time this comparison 
in an exact sense, we need to evaluate d(e) = --log r(e) exactly in polynomial time. 
This is, however, impossible because it possibly requires an infinite number of digits 
to represent d(e). 
We shall show that under a slightly milder assumption than (A) as well as some 
minor technical assumptions, we can also develop an FPAS for MCRRP. Instead 
of (A), we assume the following. 
(A’) For any given nonnegative integer numbers c’(e), eE E and any E’< E, we 
can produce, in polynomial time in 1 E / , Sk S with S’E E’, if there is one, such that 
S’ is optimal to the problem (3). A? in assumption (A), the time required to solve 
(3) is denoted by r( 1 E I). In addition, when applying the algorithm for solving prob- 
lem (3), only additions, subtractions, multiplications, divisions, and comparisons of 
the two numbers generated from the given problem data are executed and that the 
numbers generated in the algorithm have ihe form of 
c a(e)c’(e) + b. 
efzS 
(28) 
Here S is a subset of E, and a(e), e E S and b are all integers uch that la(e) I and 
I bl are polynomial in IE I. We also assume that there exists a positive integer M 
which depends only on I E I such that M is an upper bound of la(e) I, e E E, and I bl 
that are generated uring the course of the algorithm for solving the problem (3). 
(B) r(e) is a rational number for each e E E and is represented by r(e) = r’(e)/r’(e), 
where r’(e) and r’(e) are positive integers. In addition, E is a rational number 
represented by E = e’/&‘, where e’ and E’ are both positive integers. 
Notice that assumption (A’) is satisfied for a large class of polynomially solvable 
combinatorial optimization problems that have been treated in the literature. For 
example, for the shortest path problem, a(e) = 1 and b=O holds in the Dijkstra 
algorithm [9] as shown above. 
Let r=p/q be a rational number such that p, q are both integers, The input size 
of r, denoted by size(r), is equal to the number of bits required to represent r in 
binary encoding, i.e, rlog( IpI + 1)1+ rlog( 141 + 1)1+ 1. Since 6 is assumed to be a 
rational number, & = A( 1 + E)~, k = 1,2,. . . , K and jlK+ 1 =x of (19) are also rational 
numbers. Let & =&/~~, where & and Ai are positive integers defined by 
& = &(&I + &“)k, A; = &(&“)k. (2% 
Note that after computing iz in O(r( IEl)) time, computing & and 2: for all k with 
k= 1, . . . . K is done in O(K)%me as shown in the proof of Theorem 4.1. Since AK+, 
is computed in 0( I E I) time by (10) and c(e), e E E, are integers, Ai+, is computed 
in O(lEl) time and A>+i =l holds. 
Now let us apply the algorithm for solving (3) assumed in (A’) in order to solve 
P(A) by replacing c’(e) by c(e) + Ad(e). Notice that it cannot be done in a straightfor- 
152 N. Kutoh 
ward manner, since c(e) + M(e) is not an integer in general. At each comparison, 
two numbers written in the following form are compared in the algorithm. In order 
to achieve our goal, it is sufficient o show that this comparison can be done in poly- 
nomial time and i/e. 
ezs a(e) {c(e) + Ad(e)} + b and e&W {c(e) + Me)) + 6 (30) 
where a(e), 4(e), b, 6are integers uch that la(e)\, (ci(e)j, eE E, lb\ and 161 are poly- 
nomial in the input size as assumed in (A’), and S and s^ are subsets of E. Let 
(x = cFs a(e)c(e) + b, (31) 
rl = fl r’(e)‘(‘), r2 = fl r”(e)a@), 
esS L-ES 
(32) 
p, = fl y’(e)Q(e), i2 = n yN(e)G(e). 
ecS eES 
Since r(e) is a rational number from (A’), yI, r2, i, and Fz are positive integers uch 
that their lengths are polynomial in the input size and 
4 r(e)“(‘) = 2, 
r2 
eFg r(e)6(c) = t. 
Notice that such rl, r2, F, and f2 can be computed in polynomial time in the input 
size from assumption (A’). Then comparison of two numbers of (30) is equivalent 
to determining the sign of 
L 
a-G+LlogS. (33) 
1 
When I is equal to hk, k=l,2,... , K + 1, it will be shown that the sign of (33) 
can be determined in polynomial time. For this purpose the following lemma by 
Chandrasekaran and Tamir [7], which * iS based on Theorem ! of [3], is usefui. 
Lemma 5.1. Let aI and a2 be integers and 17, and 4 be positive rational numbers. 
nedfine L by 
4 
L = i isize + size(b 
i=l 
Then the sign of 
D=a,lnbl+a21nb2 
can be determined in O(L4) time. 
(34) 
(35) 
Theorem 5.2. For each I = Ak, k = 1,2 , . . . , K + 1, the sign of (33) ctzn be determined 
in polynomial time in input length. Its running time is O@), where 
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L = size(c) l log 
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+ log M-k Me C size(r(e)). 
eEE 
(36) 
Proof. For A.=&, k=l,2 ,..., K+l, A,+ is written by 
Ak = &A;, 
where & and Al are positive integers whose lengths are polynomial in the input 
size. In Lemma 5.1, let 
al = A~(cY - di), a2 = &, b, = 2, b2 = fl 
rl F2 l (37) 
Then the sign of (33) is equivalent o that of (35). Since as discussed above, a, &, 
Ai, AI, rl, r2, i,, 4 are all integers that can be computed in polynomial time in the 
input size and their lengths are polynomial in the input size, the first part of the 
theorem follows from Lemma 5.1. 
From 
log Ai = O(k l size(e)) = O(K* size(e)) 
= 0 size(e) m log C c(e) 
( (PEE )/ 
log(1 + E) 
)’ (by (26’) 
log 1 a(e) {c(e) + Ad(e)} + b 
eES 
log c ti(e) {c(e) + Ad(e)} + 6 
etz.9 
we have 
size(&(cx - &)) = 0 size(e) l log 
( (p.E >/ 
C c(e) log( 1 + e) + log M 
From 
size(&) = O(k l size(e)) = O(K l size(e)) 
= 0 size(e) l log C c(e) 
( (ecE >/ 
log(1 +E) 
>’ (by (26)) 
size($) = O(M= ~Esize(r(e))), 
it follows that for al, a2, 6, and b2 of (37) 
i [size(ai) + size( = O(L). 
i=I 
(38) 
(39) 
(40) 
(41) 
(42) 
(43) 
(44) 
Thus the second part of the theorem follows from Lemma 5.1. Cl 
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The algorithm for solving MCRRP under assumptions (A’) and (B) is the same 
as Procedure APPROX described in Section 4 except hat when solving P(&) by 
applying the algorithm for problem (3), the comparisons occurred therein are made 
in the manner described above. Therefore, we have the following theorem. 
Theorem 5.3. Under assumptions (A’) and (B), problem MCRRP has an FPAS. Its 
running time is O(T(IEI)* L4* log(CeeE c(e))/log(l +e)). 
Proof. Since at most T( IE I) comparisons are required to solve P(&) for each k, 
P&) can be solved in O(r( 1 E I) l L4) time by Lemma 5.1. Thus the theorem follows 
from Theorem 4.1. C 
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