In this paper we introduce the fuzzy interpolation polynomial by forward g-difference to solve the fuzzy ordinary differential equations under generalized differentiability by Adams-Moulton methods. And then we present the general expression of these solutions. Then one example is solved with proposed method.
The paper is arranged as follows: in Section 2 we give the main definitions that will be used in the following sections, and we presen, in section 3 we obtain the fuzzy solutions of first order linear fuzzy differential equations, y ′ (t) = f(t, y(t)), y(t 0 ) = y 0 , using Adams-Moulton method, analytically. The concept of convergence defined and proved in section 3. an example is given for demonstration in the last section.
Preliminaries and notations
Let us denote by R the class of fuzzy subsets of the real axis : R → [0,1] , satisfying the following properties: (i) u is normal, i.e. ∃ x 0 ∈ R with u(x 0 ) = 1; (ii) u is convex fuzzy set (i.e.u(tx + (1 − t)y) ≥ min{u(x), u(y)}, ∀t ∈ [0,1], x, y ∈ R; (iii) u is upper semicontinuous on R;
(iv) {x ∈ R; u(x) > 0}is compact, where Adenotes the closure of A. Then R is called the space of fuzzy numbers . Obviously R ∈ R . Here R ∈ R is understood as = {χ x : is usual real number } . For 0 ≤ r ≤ 1 , denote [u] r = {x ∈ R|u(x) ≥ r} and [u] 0 = {x ∈ R|u(x) ≥ 0}. Then it is well-known that for any r ∈ [0,1], [u] r is a bounded closed interval. For u, v ∈ R , and λ ∈ R, the sum u + vand the product λ. u are defined by 
∀ u, v, w, e ∈ R F and (R F , D) is a complete metric space [7] . Also are known the following results and concepts. 
Definition 2.3. Let 0 ∈ [a, b] and h be such Let
Proof. [8] .
fuzzy Adams-Moulton method
To derive Adams-Moulton two-step method, with m = 1,for the initial-value problem
Which q (t) is interpolating polynomial for ỹ ′ (t) = f (t, ỹ(t).
by using the forward g-difference ∆ g f n = f n+1 ⊝ g f n , for n ≥ 1, and Ỹ( t i ) as approximation of ỹ( t i ) and thensubstituting t = t i + θ h we will get
With starting values 
Convergence
By considering the initial-value problem ỹ ′ (t) = f (t, ỹ(t)),t 0 ≤ t ≤ T, ỹ(t 0 ) = α 0 , Ỹ 0 = α 0 , Ỹ 1 = α 1 , . .. , Ỹ m−1 = α m−1 wich the (i + 1)st step in a multistep method is
we know the concept of convergence for multistep method is provided that lim h→0 |Ỹ i ⊝ g ỹ(t i )| = 0.
For the two-step fuzzy Adams-Moulton method, we have seen that
According to assumptions of paper, f((t i , ỹ(t i )) ∈ R F , and by definition g-differentiability f (3) ((t i−2 , ỹ(t i−2 )) ∈ R F , and by definition (3.2) f (3) ((t i−2 , ỹ(t i−2 )) is bounded, therfore So we see that, defference method is convergent.
Numerical examples
Consider Therefore, ỹ(t) = (t − 0.025e t + 0.985e −t , t + 1.0 e −t , t + 0.025 e t + 0.985 e −t )
The exact solution at t = 0.1 is obtain by y α (t) = (t + e −t − (1 − α)(0.025e t + 0.015e −t ), t + e −t + (1 − α)(0.025e t − 0.015e −t )) the results for solution at t=0.1 by using the Adams-Moulton three-step method with N = 10 and shows the approximation errors. 
Conclusion
In this paper by purposed method under concept of g-differentiability we represented such a fuzzy solution that is a set of Adams-Moulton difference family equations.
