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Abstract
In observational studies, weighting methods
that directly optimize the balance between
treatment and covariates have received much
attention lately; however these have mainly fo-
cused on binary treatments. Inspired by do-
main adaptation, we show that such meth-
ods can be actually reformulated as specific
implementations of a discrepancy minimiza-
tion problem aimed at tackling a shift of dis-
tribution from observational to interventional
data. More precisely, we introduce a new
framework, Covariate Balance via Discrep-
ancy Minimization (CBDM), that provably
encompasses most of the existing balancing
weight methods and formally extends them
to treatments of arbitrary types (e.g., contin-
uous or multivariate). We establish theoretical
guarantees for our framework that both offer
generalizations of properties known when the
treatment is binary, and give a better grasp on
what hyperparameters to choose in non-binary
settings. Based on such insights, we pro-
pose a particular implementation of CBDM for
estimating dose-response curves and demon-
strate through experiments its competitive per-
formance relative to other existing approaches
for continuous treatments.
1 PRELIMINARIES
Estimating the causal effect of a treatment or, more
broadly speaking, a cause on an outcome is a common
problem in many fields of practical importance. From
epidemiology to political science to economics, the prob-
lem of causal effect estimation arises when we are inter-
ested in quantifying the effect of some potential action
or treatment administration. In many situations though,
the use of controlled experiments is hampered by either
technical or ethical considerations, and we have to re-
sort to observational data where the treatment assign-
ment is no longer under our control and can be con-
founded. Causal inference is then done by leveraging
additional information such as pre-treatment covariates
that we believe encompass most of the confounding ef-
fects present in the data. Over the years different ways of
adjusting for these covariates have been introduced in the
literature [29], including: matching [49, 56, 63], subclas-
sification [21, 27, 28, 50], regression [20, 52], weighting
[22, 46, 48] or some doubly robust combinations of these
[34, 47].
As a preprocessing step before further analysis, weight-
ing has the advantage to allow the practitioner to focus
solely on modeling the dose response curve, and po-
tentially use the same weights for different outcomes.
Usually, weights are computed by estimating and invert-
ing the propensity score, that is the distribution of treat-
ment given the covariates. However, low overlap or even
mild misspecification of the propensity score model can
lead to highly variable weights and unstable treatment
effect estimation [33]. To tackle such issues, weight-
ing methods that optimize the balance between treatment
and covariates either directly [7, 18, 69] or in parallel
to the estimation of a propensity score [26, 37] have
been introduced. A simple example of this approach
for a binary treatment would be to find weights that
equate some moments of the covariates within each treat-
ment group to their population-wise values. The idea is
that if the response functions, i.e. the expected outcome
given the covariates for different treatment values, can
be linearly approximated by the corresponding monomi-
als, such weights are enough to correct for confounding
effects. In comparison, propensity score based weight-
ing is unnecessarily harder and thus more prone to er-
rors. Extensions to handle richer classes of functions
like RKHS have been made [19, 30, 31, 62], and over-
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all the balancing weight approach has been well-studied
theoretically in binary settings [14, 23, 59, 66, 67]. In-
deed, the balancing weight approach has mostly been re-
stricted to binary treatments and only recently some at-
tempts have been made to extend the idea to non-binary
settings [15, 32, 64, 68]. However, these extensions seem
to focus only on minimizing the covariance or associ-
ation between treatment and covariates, and often lack
proper theoretical justification.
Contributions. We argue in the present paper that the
balancing weight approach should be interpreted as a dis-
crepancy minimization problem from domain adaptation
[9, 10, 11, 36] that aims at re-weighting the data so that
it mimics an experimentation where each individual is
given a random treatment value. This relationship draws
from the fact that both the balancing weight approach
and discrepancy minimization incorporate knowledge or
some assumption about the response function into the
derivation of the weights, contrary to inverse propensity
score weighting which is essentially a density-ratio es-
timation [1]. We derive from this new interpretation a
framework that, as we show, not only encompasses ex-
isting balancing weight methods but also lets us natu-
rally and formally extend them to treatments of arbitrary
types, and which benefits from similar theoretical guar-
antees to the binary treatment setting.
Based on insights offered by our analysis, we propose
a particular implementation of our framework for esti-
mating dose-response curves that we test on experiments.
This implementation is similar to the algorithm proposed
in the recent paper [32]. Compared to this work though,
they don’t provide formal or theoretical justifications for
their algorithm, and seem to focus only on minimizing
a functional covariance based on polynomials between
treatment and covariates, which as we shall discuss may
not work in all circumstances.
Setting. The observational data are composed of n
i.i.d. joint observations (Ti, Xi, Yi)ni=1 of treatments T ,
pre-treatment covariates X and outcomes Y . We work
under the Neyman-Rubin potential outcomes framework
[40, 51, 53]; that is, we posit the existence of poten-
tial outcomes Y (t) that indicate what the outcome would
have been if the treatment were fixed at t; the observed
outcome is the potential outcome taken at the observed
treatment: Y = Y (T ). Call T the support of the distri-
bution of T . The fact that the covariates capture all of
the confounding effects is formalized by the ignorability
assumption [27, 50]:
Assumption 1 (Ignorability) Ignorability assumes:
Y (t) ⊥ T |X, ∀t ∈ T .
Figure 1: A causal graph representation of the shift of
distribution from P to Q.
The causal quantity of interest is the expected poten-
tial outcome, also called the dose-response function [15],
which represents the outcome we would get on average if
we fixed the treatment at t for the considered population:
Definition 1 (Dose-Response Function)
µ(t) = E[Y (t)], ∀t ∈ T .
In most cases, because of the dependence between treat-
ment assignment T and potential outcomes Y (t), we will
have E[Y |T = t] 6= µ(t): This is the reason why causa-
tion is not the same as prediction. It turns out that µ(t)
is also actually a conditional expectation under a shifted
distribution. To see this, first define PV and PW |V as the
distribution and conditional distribution respectively of
random variables V and W , and let:
• P = PT,X⊗PY |T,X , be the distribution from which
our observational data is drawn.
• Q = PT ⊗ PX ⊗ PY |T,X , be the distribution of our
system in an experimental setting, where T ⊥ X .
If µ(t) is not equal to the conditional expectation of Y
given T under P , it is in fact equal under Q. Using
Assumption 1 and manipulations of conditional expec-
tations:
µ(t) = EPX [EPY |T,X [Y |t,X]] = EQ[Y |T = t]. (1)
Causal Graph Interpretation. Another way of under-
standing equation (1) is through the graphical interpreta-
tion of potential outcomes discussed in [41, Section Sec-
tion 3.6.3] and [42, Section 6.9.2]. Figure 1 (L.H.S.) dis-
plays a simple structural causal model representing our
observational data distribution P (other models are also
consistent with Assumption 1). Observe that µ(t) cor-
responds to the average outcome we obtain by setting T
to t through a do-intervention that breaks the influence
of X on T . Equation (1) means that we can estimate µ
by regressing Y on T under the corresponding interven-
tional distribution Q, represented in the R.H.S. of Fig-
ure 1, where each individual receives a random treatment
like in an experiment. As we observe data only from P
(and not from Q), this is a domain adaption problem.
Additional Notations. In the following, we call
τ(t, x) = EY |T,X [Y |t, x] the response function. We call
Z = (T,X) and assume the supports Z ⊂ RdT × RdX
of PT,X and Y ⊂ R of PY to be compact. Hence there
are M,σ2 ≥ 0 such that a.s., V arY |T,X(Y |t, x) ≤ σ2,
and ∀y PY |T,X -a.s., |y − τ(T,X)| ≤ M/2, where ’a.s’
means ’almost surely’. We also denote the simplex in
Rn by Λn = {w ∈ Rn : w ≥ 0,
∑n
i wi = 1}. Finally,
‖.‖1, ‖.‖2 and ‖.‖∞ refer to the L1, L2 and L∞ norms.
2 CBDM FRAMEWORK
First, let’s recall that the goal is to estimate the dose-
response function µ. As it is a conditional expectation
under Q, we will measure the (relative) success of any
function g ∈ G in approximating µ by using the quadratic
risk defined as follows:
∀g ∈ G, RµT (g) = EQT [(µ(T )− g(T ))2]. (2)
As mentioned previously we have EP [Y |T = t] 6= µ(t),
therefore we cannot estimate µ simply by returning g
that minimizes the empirical risk
∑
i n
−1(Yi − g(Ti))2.
Equation (1) though tells us we would be able to do so by
using a sample drawn fromQ, but we have only access to
observational data. We can however re-weight our data
so that the resulting weighted empirical risk would be
close enough to the risk under Q. Therefore, a weighting
procedure for the estimation of the dose-response func-
tion proceeds in two steps:
- Step 1: Obtain weights w that handles the shift of
distribution from PT,X toQT,X (e.g. the CBDM weights
from Definitions 2 or 5 afterward).
- Step 2: Return g ∈ G that minimizes the weighted
empirical risk
∑
i wi(Yi − g(Ti))2.
Notice the weights from Step 1 need only to depend on
(T,X) because PY |T,X = QY |T,X .
An obvious choice of weights for Step 1 would be to take
the density ratio nwi = ∂QT,X/∂PT,X(Ti, Xi) (when it
exists), and several methods from the domain adaptation
literature are available for estimating it [6, 25, 57]. This
approach explored in [1] is actually another way of deriv-
ing inverse propensity weights: Let f be any density, we
have ∂QT,X/∂PT,X = fT fX/fT,X = fT /fT |X which
is indeed the (stabilized) inverse propensity score [46].
The intrinsic purpose of balancing weights, on the other
hand, is to control for the empirical average of a specific
class of functions. Because these weights solve a weaker
problem than the inverse propensity score, when such a
class is well-specified w.r.t. the response function τ they
tend to be more stable and efficient. It turns out that the
counterpart of such an approach in the domain adaptation
literature is the so-called discrepancy minimization algo-
rithm first introduced by [36]. The algorithm proceeds
by deriving weights that minimize a discrepancy notion
between source and target data that incorporates the hy-
pothesis class G and the loss chosen for the regression.
Many variants of this kind of notion have been intro-
duced in the literature, such as: the dA-distance [5], the
discrepancy [9, 10, 36], the Y-discrepancy [38], the gen-
eralized discrepancy [11], and integral probability met-
rics (IPM) [65]. We call Covariate Balance via Discrep-
ancy Minimization, or CBDM, the framework containing
all weighting methods that are implementations of the
discrepancy minimization algorithm applied to treatment
effect estimation. Calling the weighted empirical distri-
bution PˆwT,X =
∑
i wiδTi,Xi , where δ refers to the Dirac
measure, and QˆT,X an empirical estimation of QT,X ,
CBDM is defined as follows:
Definition 2 (CBDM Framework) A method falls into
the CBDM framework if it returns weights w s.t.:
w = arg min
w′∈Rn
disc(Pˆw
′
T,X , QˆT,X) +Rλ(w
′), (3)
where disc refers to a discrepancy notion between mea-
sures, and Rλ is a regularizer parameterized by λ ≥ 0.
In the following we focus solely on integral probability
metrics, for two reasons. First, these discrepancy notions
are easily implementable and interpretable. Secondly,
they have been used in binary treatment effect estima-
tion [30, 31], yet without any reference to the discrep-
ancy minimization approach. We also discuss how we
can create QˆT,X from the available observational data at
the end of this section.
Integral Probability Metrics. IPMs quantify how
much two probability measures differ by their expecta-
tions over some class F of measurable functions [39]:
Definition 3 (IPM) Let P0 and Q0 be two probability
measures. Their IPM value over some class F is:
IPMF (P0, Q0) = sup
f∈F
|EZ∼P0 [f(Z)]− EZ∼Q0 [f(Z)]| .
We consider two types of IPMs that are often used
in the literature for comparing two distributions: The
maximum mean discrepancy (MMD) [16, 17] and the
Wasserstein-1 distance (W1) [45, 58]. First, MMD is
IPMF with F being the unit ball of a RKHS H. Re-
call that a RKHS is a Hilbert functional space fully
characterized by a kernel K(·, ·) in the sense that [2]:
∀z ∈ Z , K(z, ·) is a feature embedding of z into H;
∀f ∈ H, f(z) = 〈K(z, ·), f〉H; and H is the completion
of span{K(z, ·) : z ∈ Z}. We consider the following
well-known kernels:
- Polynomial Kernels: K(z, z′) = (1+zT z′)p for some
p. Its RKHS spans the space of all polynomials of degree
up to p.
- Exponential Kernel: K(z, z′) = exp(zT z′).
- Gaussian Kernel: K(z, z′) = exp(−‖z − z′‖2/2).
Second, the distanceW1 is also IPMF , but instead with
F being the class of the Lipschitz functions (for the Eu-
clidian distance here) with Lipschitz constant equal at
most one. This result is also known as the Kantorovich-
Rubinstein theorem [58]. Even though IPMs seem to fo-
cus only on some restricted class of functions F , by lin-
earity of the expectation they actually control for more
than that. We formalize this fact, which is going to be
useful in our analysis, in the following definitions:
Definition 4 (Approximable Functions) Let f be a
function on Z , and F a class of functions, we say that:
- f is (γ, )-approximable by F if, for some k, there exist
{fi}ki=1 ∈ Fk and λ = {λi}ki=1 ∈ Rk such that:
‖λ‖1 ≤ γ and ‖f −
∑k
i=1λifi‖∞ ≤ .
- f is approximable by F if for any  > 0 it is (γ, )-
approximable for some γ ≥ 0.
Recall that a continuous kernel K(·, ·) is called univer-
sal if the space of continuous functions on Z (compact),
that is C(Z), is approximable by its RKHS [55]. For
instance, the exponential and gaussian kernels are uni-
versal, but the polynomial kernel is not.
IPM-Based CBDM Weights. We develop
CBDM with IPMs and leave the study of other
choices of discrepancy notions as an open question for
future research. Following standard practice in causal
inference, we also use the following constraints and
regularizer:
Definition 5 (CBDM with IPMs) Let λ ≥ 0 and some
clipping constant W ≥ 0; then define:
w = arg min
w′∈Λn; wi≤W/n, ∀i
IPM2F (Pˆ
w′
T,X , QˆT,X)+λRn(w
′),
where Rn(w) = n−2
∑n
i=1 ρ(nwi), with ρ strictly con-
vex, continuous on [0,W ] and differentiable on (0,W ).
Notice: Rn(w) = ‖w‖22 if ρ(x) = x2 and Rn(w) =
n−1(
∑n
i=1 wi log(wi) + log(n)) for ρ(x) = x log(x).
About QˆT,X . Contrary to the usual setting in domain
adaptation, we do not have access to samples from the
target distribution QT,X . Following [1], it is however
possible to build an empirical approximation of QT,X ,
called QˆT,X , using only our observed data (Ti, Xi)ni=1.
For instance, we can just take the product of the marginal
empirical distributions of T and X: QˆT,X = PˆT ⊗
PˆX . For continuous treatments this can be composed
of O(n2) Diracs, which may be computationally pro-
hibitive for large n. Instead, we found in practice that it
is sufficient to simply shuffle the treatment values. More
precisely, we create QˆT,X by shuffling the treatments Ti
in the data while keeping the covariates Xi fixed, we re-
peat the process K times and merge the obtained data-
sets, QˆT,X is the resulting empirical distribution.
3 SPECIAL CASES
In this section, to sustain the idea that the balancing
weight approach should indeed be restated as a dis-
crepancy minimization problem, we show that actually
most of the weighting methods that directly optimize
the balance between T and X are special cases of the
CBDM framework. All proofs are in the appendix.
3.1 Approximate and Exact Balancing
When the treatment is binary (T ∈ {0, 1}), approximate
and exact balancing methods seek to equate expectations
of a finite number of functions (fk)Kk=1 within each treat-
ment group to their population-wide counterparts. For-
mally, assume w.l.o.g. that the n0 > 0 first observations
are in the control group (where T = 0), and the last
n1 = n − n0 > 0 are the treated group (T = 1). These
methods commonly find (w˜0, w˜1) such that:
w˜t(δt) = arg min
nw˜/nt∈Λnt : ∀k,
|n−1t
∑nt
i=1 nw˜ifk(Xi+t.n0 )−f¯k|≤δt
‖w˜‖22, (4)
for t ∈ {0, 1} and f¯k = n−1
∑n
i=1 fk(Xi). Then, we
estimate the dose-response function by computing the
weighted average of Y within each group, namely:
∀t ∈ {0, 1}, µ˜(t) =
nt∑
i=1
w˜ti(δt)Yi+t.n0
/ nt∑
i=1
w˜ti(δt).
If we set G to be the set of all functions defined on {0, 1},
µ˜ is indeed the minimizer from Step 2. When δt > 0,
this approach is called approximate balancing [59, 69]
and when δt = 0, this is exact balancing [7]. Replacing
the objective of (4) with the negative entropy yields the
so-called entropy balancing method [18]. Overall, these
methods are versions of CBDM :
Proposition 1 Let f0k (t, x) = (1 − t)fk(x) and
f1k (t, x) = tfk(x). Consider F = {f tk : t ∈ {0, 1}, k ∈
{1, . . . ,K}} and the CBDM weights for λ > 0:
w(λ) = arg min
w∈Λ0,1
IPM2F (Pˆ
w
T,X , QˆT,X) + λ‖w‖22,
where Λ0,1 = {w = (w0,w1) ≥ 0 :
∑nt
i=1 w
t
i =
nt/n, t ∈ {0, 1}} and QˆT,X = PˆT ⊗ PˆX . Then for
any λ > 0, there is (δ0, δ1) > 0 such that:
∀t ∈ {0, 1}, wt(λ) = w˜t(δt).
3.2 Generalized Optimal Matching (GOM)
The GOM framework [30, 31] estimates expected poten-
tial outcomes for the treated group, that is E[Y (t)|T =
1]. For t = 1, this is simply E[Y |T = 1], so weights
are needed only for the control group. GOM extends
the methods described in Section 3.1 to larger functional
classes and a common version is:
w˜0(λ) = arg min
w˜∈Λn0
IPM2F0(Pˆ
w˜
X|T=0, PˆX|T=1) + λ‖w˜‖22,
where we consider Pˆ w˜X|T=0 =
∑n0
i=1 w˜iδXi , PˆX|T=1 =
n−11
∑n
i=n0+1
δXi and F0 is the unit ball of some
normed functional space – if it is an RKHS, then typi-
cally IPMF0 = MMD. We select target distribution Q
such that QX = PX|T=1. With this minor change, GOM
is therefore also a special case of CBDM :
Proposition 2 Define f0(t, x) = (1 − t)f(x) and
f1(t, x) = tf(x) for any f ∈ F0. Consider the
CBDM weights w(λ) defined in Prop. 1 but instead with
F = {f t : f ∈ F0, t ∈ {0, 1}} and QˆT,X =
PˆT ⊗ PˆX|T=1. Then we have:
w0(λ) =
n0
n
w˜0(λ), and w1(λ) = n−11,
and the two methods return the same estimator µ˜(t).
The GOM framework itself encompasses many existing
matching procedures such as: nearest neighbor match-
ing, caliper matching, coarsened exact matching and
mean-matched sampling (see [30, 31]). By transitivity,
all such matching methods can therefore be expressed as
special cases of the CBDM framework.
3.3 Non-parametric CBGPS
[15] introduced a non-parametric extension of CBPS
from [26] to handle continuous (univariate) treatments.
It seeks weights that maximizes the empirical log-
likelihood while setting the expectations of T and X ,
and their covariance to zero. [64] consider minimizing
‖w‖22 in place of the empirical log-likelihood. A slightly
weaker version of npCBGPS can hence be written this
way, as CBDM weights:
w = arg min
w∈Λn
IPM2F (Pˆ
w
T,X , QˆT,X) + λ‖w‖22,
where QˆT,X = PˆT ⊗ PˆX and F = {t, x(k), t.x(k) : k ∈
[1, dX ]}, andX has dimension dX (T is univariate here).
4 THEORY
In this section, we provide further evidence of the fact
that the CBDM framework offers the right generaliza-
tion of the balancing weight approach as we establish
theoretical guarantees for CBDM that can be deemed as
extensions of properties known for binary treatments.
4.1 Causal Learning Bound
As a justification for GOM (see Section 3.2), [30, 31]
derived a bound on the difference between the weighted
outcome average in the control group and E[Y (0)|T =
1] using an integral probability metric IPMF such that
τ(0, ·) ∈ F . However, the difficulty in the current setting
with arbitrary treatment type is that we don’t have access
to an explicit estimator of µ (such like the weighted aver-
age for GOM). Instead, we have to include a regression
step in the analysis (Step 2). Using classical tools from
learning theory, we derive a bound for CBDM (Def. 5)
that provides, as with the bound for GOM, some insights
on what class of functions F to choose. First, let’s recall
the definition of the Rademacher complexity.
Definition 6 (Rademacher Complexity) For some
fixed array T = {T1, . . . , Tn} of treatment val-
ues and ξ = (ξi)ni=1 i.i.d. Rademacher variables
(i.e., P(ξi = −1) = P(ξi = +1) = 1/2). Let:
Rn(G ◦T) = 2
n
Eξ
[
sup
g∈G
n∑
i=1
ξig(Ti)
]
.
The Rademacher complexity is a classical notion in
learning theory [54]. For a wide range of predictor
classes, from linear regression to kernel methods to neu-
ral networks [4], the Rademacher complexity converges
to zero (usually at speed O(
√
(log(n)/n)). Next, call
gˆnw ∈ G the minimizer of the weighted empirical risk∑
i wi(Yi − g(Ti))2 from Step 2 and from now on, we
will say that G is B-bounded if ∀g, g′ ∈ G, |g(z) −
g′(z)| ≤ B on Z . Under Assumption 1:
Theorem 1 Assume ∀g ∈ G,−2τg + g2 is (γ/2, /2)-
approximable by F and that G is B-bounded. Consider
fixed data (Ti, Xi)ni=1 and w some weights built on them
such that wi ≤ W/n,∀i. We have ∀n > 0, δ ∈ (0, 1],
with probability at least 1− δ over the outcomes Yi :
RµT (gˆnw) ≤ inf
g∈G
RµT (g) +WM ·
(
Rn(G ◦T) + B
2
δ
12Bn
)
+ γ.IPMF (PˆwT,X , QT,X) + σBδ‖w‖2 + ,
where Bδ = 4B
√
2 log(1/δ).
Any IPM respects the triangle inequality, in par-
ticular IPM(PˆwT,X , QT,X) ≤ IPM(PˆwT,X , QˆT,X) +
IPM(QˆT,X , QT,X). The term IPM(QˆT,X , QT,X) does
not depend on the weights and will usually converge to
zero at speed O(n−1/2) when IPM = MMD [17], and at
speed O(n−1/d) when IPM = W1 [60]. Therefore, the
CBDM weights (Def. 5), with Rn(w) = ‖w‖22, aim at
minimizing the above upper bound. Also, the bound in
Theorem 1 gives some insight on how to choose F , and
why it might not be enough minimizing some functional
covariance between T and X . Indeed, this would corre-
spond to controlling for a class F composed of products
of functions that depend only on either t or x (e.g. see
Section 3.3): τ(t, x) might not always be well approxi-
mated by such a class of functions.
4.2 A Dual Approach
It has been shown recently that approximate and exact
balancing methods (Section 3.1) admit a dual formula-
tion: these weights actually correspond to an implicit
propensity score model fitted with some specific loss
function [59, 66, 67]. Interestingly, this implies that if
this model is well specified, regardless of the response
function τ the treatment effect estimator will converge
[67], and if the outcome model (i.e. F) is also well-
specified the estimator becomes semi-parametric effi-
cient [59, 67]. We extend this dual interpretation to non-
binary treatments as we show that the CBDM weights
from Def. 5 admit a similar dual formulation. Call
ρ∗(x) = supy yx− ρ(y) the Legendre transform of ρ.
Theorem 2 Let IPMF = MMDK where K is a contin-
uous kernel and ρ(x) = +∞ outside [0,W ]. A dual
problem of the CBDM weights w from Definition 5 is:
min
µ,α
1
n
∑
i
ρ∗
(−µ−αTk(Zi))+ µ (5)
+
λ
4n
αTKα + αTEQˆT,X [k(Z)],
where α = (α(z))z∈Zˆ , k(·) = (K(z, ·))z∈Zˆ , K =
(K(z, z′))z,z′∈Zˆ and Zˆ = supp(PˆnZ )
⋃
supp(QˆT,X). If
µ0 and α0 are solutions of (5) then we have ∀i, nwi =
dρ∗
dx (−µ0 − (α0)Tk(Zi)).
Theorem 2 means that actually the CBDM weights
(Def. 5) comes from the estimation of an implicit model
of the density ratio ∂QT,X/∂PT,X , fitted with the loss in
(5). This model is characterized by a family of densities
{dρ∗dx (µf + f) : f ∈ H}, where µf ∈ R is a normalizing
constant andH is the RKHS of K. Note if ρ(x) = x2 on
[0,W ], we have dρ
∗
dx (x) = (x)+ ∧W/2 and if ρ(x) =
x log(x) on [0,W ] then dρ
∗
dx (x) = exp(x − 1) ∧ W ,
i.e. the model is a capped exponential RKHS model [24].
For simplicity, we will focus on parametric models,
namely the RKHSH of K is of finite dimension.
Definition 7 (Well-Specified Model) Let IPMF =
MMDK, where K is continuous with finite-dimensional
RKHS H. We say that the implicit model of
the CBDM weights in Def. 5, is well-specified if
∂QT,X/∂PT,X =
dρ∗
dx (µ+ f) with µ ∈ R and f ∈ H.
4.3 Consistency Results
Combining our previous results, we derive sufficient con-
ditions for our dose-response curve estimator gˆnw to min-
imize the (causal) riskRµT asymptotically. We assume:
Assumption 2 (Overlap) Let PT,X be the distribution
of (T,X), and QT,X = PT ⊗ PX . We assume:
(a) Absolute continuity: QT,X  PT,X .
(b) Bounded density: ∂QT,X∂PT,X ≤W0, for some W0 > 0.
Note, these assumptions are measure-theoretic formula-
tions of the overlap assumptions commonly made in the
literature [3, 7, 30, 62]: When T is binary, (a) is equiva-
lent to having 0 < P (T = 1|X) < 1 and (b) is equiva-
lent to having η < P (T = 1|X) < 1−η for some η > 0.
Under Assumptions 1 and 2:
Theorem 3 We focus on IPMF ∈ {W1,MMDK} where
K is a continuous kernel. Let w be the CBDM weights
from Def. 5 with W > W0 and QˆT,X = PˆT ⊗ PˆX .
Assume that G is B-bounded and that Rn(G ◦ T) (a.s.)
converges to zero. Then, we have:
RµT (gˆnw) a.s.−−−−−→n→+∞ infg∈GR
µ
T (g),
if at least one of the following conditions is satisfied:
(a) There exist two classes F0 and G0 such that: τ is
approximable by F0, and all g ∈ G are (γ, 0)-
approximable by G0 for some fixed γ and {2f.g +
g′.g′′ : f ∈ F0, and g, g′, g′′ ∈ G0 ∪ {0}} ⊂ F .
(b) The implicit model of the CBDM weights is well-
specified, as defined in Definition 7. Furthermore,
assume that ρ∗ is strongly convex and smooth on
any finite sub-interval of ( dρdx (0
+), dρdx (W
−)). Note
this assumption is true when ρ(x) = x2 or ρ(x) =
x log x on [0,W ].
Finally, we show that for some IPMs with flexible classes
of functions F , PˆwT,X will indeed mimic asymptotically
the interventional distribution Q, regardless of the form
of τ or ∂QT,X/∂PT,X . Under Assumption 2:
Theorem 4 Consider w(n) the CBDM weights (Def. 5)
built on (Zi)ni=1 with IPM ∈ {W1,MMDK}, where K is
universal, W > W0 and QˆT,X = PˆT ⊗ PˆX . We have :
a.s. Pˆw(n) =
n∑
i=1
wi(n)δ(Zi,Yi)
d−−−−−→
n→+∞ Q.
5 IMPLEMENTATION DETAILS
We now discuss implementation details for the
CBDM weighting algorithm from Definition 5.
We will focus on quadratic regularization, that is
Rn(w) = ‖w‖22.
When IPMF = MMDK. For these choices of integral
probability metric and regularizer the optimization pro-
gram from Definition 5 is actually a quadratic program.
This comes from the following expression [16, 17]:
MMD2K(Pˆ
w
T,X , QˆT,X) =
n∑
i,j=1
wiwjK(zi, zj)
− 2
n∑
i=1
wiEZ∼QˆT,X [K(zi, Z)] + EZ,Z′∼Qˆ2T,X [K(Z,Z
′)].
See also equation (20) in the Appendix. If, in the re-
gression step (Step 2), G is taken to be the unit ball of a
RKHS with kernelKg , then in view of condition (a) from
Theorem 3, it is natural to choose the following kernel:
K(z, z′) = 4Kτ (z, z′)Kg(t, t′) +Kg(t, t′)2, (6)
where z .= (t, x), and Kτ is a kernel chosen such that
its RKHS potentially approximates well τ . Typically, if
no particular assumption beside continuity can be made
about τ , then one should takeKτ to be a universal kernel.
When IPMF = W1. In fact, also for the Wasserstein
distanceW1 the optimization program from Definition 5
is a quadratic program (see Section F in the Appendix).
However, when there is no clipping and λ = 0, the
weights are simply obtain as follows [12]:
∀i, wi =
∑
z∈Supp(QˆT,X):
i=arg mini{d(Zi,z)}
QˆT,X({z}),
where we assume the arg min under the sum is unique; if
not, one can split the mass uniformly over all the possible
minimizers. We use this version in our experiments.
How to Tune K. Following [30, 32] we can derive ap-
proaches for hyperparameter tuning through a Bayesian
interpretation of the bound in Theorem 1. That is,
let’s put a prior distribution on τ , more precisely τ ∼
GP(m,Kτ ) is a Gaussian Process with mean function
m and kernel Kτ . For a fixed realization of τ the
bound in Theorem 1 holds for IPMF = MMDK with
K = 4τ2Kg +K2g , and taking the expectation w.r.t. τ :
Eτ [RµT (gˆnw)] ≤ Eτ [ inf
g∈G
RµT (g)]+MMDK(PˆwT,X , QT,X),
where we omitted the remaining terms for simplicity and
where K = 4(m2 + Kτ )Kg + K2g . When m = 0 we
fall back to (6). We consider Automatic Relevance De-
tection (ARD), that is we fit the following parametrized
version of Kτ : ξKτ (z/θ, z′/θ), where ξ and θ are esti-
mated by maximizing the marginal likelihood (see [61]
for details). Moreover, we follow the Bayesian interpre-
tation even further than [30, 32] as we also use the poste-
rior distribution of τ : we take 30% of the data on which
we get a posterior distribution GP(m′,K′τ ) for τ (again
see [61]), and we use (m′,K′τ ) instead of (m,Kτ ) to de-
rive weights on the remaining data.
How to Select λ and W . The hyperparameters λ and
W control for the variance that could be induced by
weights that are too high. The bias on the other hand
is controlled by the value of IPMF (PˆwT,X , QˆT,X), taken
at the CBDM weights w (Def. 5). We suggest to try dif-
ferent values for λ and W and choose such parameters
that achieve a good trade-off between a low IPMF value
and a high Empirical Sample Size [35]: ESS .= 1/‖w‖22.
6 EXPERIMENTS
We compare our CBDM weighting methods, whose im-
plementations are described in the previous section, with
other weighting approaches for continuous treatments
that are directly available from the literature. Namely,
we compare with the algorithms CBGPS and npCBGPS
from [15] and with the GBM algorithm from [68], which
is an inverse probability weighting approach where the
propensity score is fitted with gradient boosted models.
We also plot results for when the regression step is done
directly on the unweighted data. On the other hand, the
versions of CBDM that we will test are: CBDM-Wass
which corresponds to the case where IPMF = W1 in
Section 5 ; CBDM-Poly4, CBDM-Gauss and CBDM-Exp
which correspond to IPMF = MMDK, where we chose
the kernel Kτ to be respectively a polynomial kernel of
degree 4, the Gaussian kernel and the exponential kernel.
Data Generating Process. Our simulation setting
mimics the one from [31], except we adapted it to a
continuous treatment. More precisely, we let X =
(X1, X2, X3, X4) four covariates uniformly distributed
Figure 2: RMSE over 100 replications of the estimated β (in log-scale) as a function of the data size n.
on [−1, 1] generated from a Gaussian copula with cor-
relation 0.2. The treatment T conditioned on X is dis-
tributed as: T |X ∼ Beta(5m(X), 5(1−m(X))), where
m(X) = 0.8/(1+
√
2‖(X1, X2, X3)‖2). Also, we have:
Y (t) = βt+ f(X) + ,  ∼ N (0, 0.1),
with β = 1 and f which is composed of either: i) abso-
lute values, f(x) = |x1|+ |x2| ; ii) quadratic polynomi-
als, f(x) = (x1 + x2) + (x1 + x2)2 ; iii) cubic polyno-
mials, f(x) = (x1 +x2)2 +(x1 +x2)3; or iv) sinusoidal
functions, f(x) = sin (pi(x1 + x2)) + cos (pi(x1 − x2)).
As the goal is to estimate β, we obviously choose Kg
to be a polynomial kernel of degree 1. We set W = 5,
λ = 0 and, for creating QˆT,X , we reshuffle the data sev-
eral times until reaching around 105 samples in QˆT,X .
Results. The results are displayed in Figure 2. We see
that even in this simple setting methods like CBGPS or
npCBGPS seem to fail to improve upon unweighted in
most scenarios. Section 3.3 and Theorem 1 provide some
insights on why this is the case: By focusing only on
the covariance between T and X the CBGPS methods
aim mainly at controlling for linear functions f , how-
ever in the present settings f is far from being linear. On
the contrary, the CBDM methods with universal kernels,
like the Gaussian or the exponential kernels, clearly ap-
pear to outperform other methods (or do at least as well)
across all scenarios, and furthermore they converge faster
as they almost reach their minimal errors often around
150 observations. This suggests indeed that our advice
from Section 5 of taking a universal kernel for Kτ seems
to be pertinent.
7 CONCLUSION
We established in this paper another connection between
transfer learning and causal inference as we showed that
the balancing weight approach to treatment effect estima-
tion can be restated as a discrepancy minimization prob-
lem from domain adaptation. Based on such an interpre-
tation, we introduced a framework (CBDM) that prov-
ably encompasses most of the weighting methods that
directly optimize the balance between treatment and co-
variates, and allows to extend formally such approaches
to treatments of arbitrary types. Furthermore, we derived
theoretical guarantees for CBDM that are the general-
izations to non-binary settings of known results for bi-
nary treatments. Such guarantees also offer more insight
on how to choose hyperparameters (such as kernels) in
order to achieve good performance in estimating a dose
response-curve with observational data, as demonstrated
in our simulations. We hope the connections made in
this paper will open new perspectives, in particular we
leave as an open question for future research the use of
discrepancy notions other than IPMs, but also more gen-
erally the use of other methods from domain adaptation
for the purpose of dose-response curve estimation from
observational data.
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Appendix
A Proofs of the Propositions from Section 3
We present in this part of the appendix the proofs of Propositions 1 and 2 from Section 3.
Proof of Proposition 1
For a weight vector w on the full sample (Ti, Xi)ni=1, we divide it into two parts, that is w = (w
0,w1) where w0 are
the n0 > 0 first weights, and w1 are the last n1 = n − n0 > 0 weights. Recall that we assumed that w.l.o.g. the n0
first observations are the control group and the last n1 are the treatment group. First let’s start the proof by noticing
that (by definition of the empirical distribution):
∀k ∈ {1, . . . ,K},∀t ∈ {0, 1}, EQˆT,X [f tk(T,X)] =
nt
n
f¯k and EPˆwT,X [f
t
k(T,X)] =
nt∑
i=1
wtifk(Xi+t.n0).
Now assume that w is actually the CBDM weights described in Proposition 1 for some λ > 0. Let δ such that
IPMF (PˆwT,X , QˆT,X) = δ. Notice because w ∈ Λ0,1, we have that nwt/nt ∈ Λnt for t ∈ {0, 1}. Also we have:
∀k ∈ {1, . . . ,K},∀t ∈ {0, 1}, |n−1t
nt∑
i=1
nwtifk(Xi+t.n0)− f¯k| ≤ nδ/nt.
Hence wt is feasible for the problems (4) for δt = nδ/nt. It is also the one with minimum L2 norm, because of the
regularization term λ‖w‖22 for the CBDM program in Proposition 1. This implies the result of the proposition, namely
wt(λ) = w˜t(δt).
Proof of Proposition 2
For the same reasons than in the proof of Proposition 1, we have here:
∀f ∈ F0,∀t ∈ {0, 1}, EQˆT,X [f t(T,X)] =
nt
n
n−11
n∑
i=n0+1
f(Xi) and EPˆwT,X [f
t(T,X)] =
nt∑
i=1
wtif(Xi+t.n0).
Therefore, we can rewrite the optimization problem the CBDM weights solve in this context as follows:
w(λ) = arg min
w=(w0,w1):
nw0/n0∈Λn0 , nw1/n1∈Λn1
λ‖w0‖22 + λ‖w1‖22 + max (∆0(w),∆1(w)) , (7)
where ∆t(w) = supf∈F0
(
EQˆT,X [f
t(T,X)]− EPˆwT,X [f
t(T,X)]
)2
. Notice also that actually ∆t(w) depends only
on wt, that is: ∆0(w) = ∆0(w0) and ∆1(w) = ∆1(w1). First we can rewrite ∆1(w1) as follows:
∆1(w
1) = sup
f∈F0
(
1
n
n1∑
i=1
f(Xi+n0)−
n1∑
i=1
w1i f(Xi+n0)
)2
,
hence it is easy to see that the solution w1(λ) for (7) is w1(λ) = n−11. So essentially the problem form (7) depends
only on w0 and ∆0. Notice finally that by making the change of variable w˜ = nw0/n0:
∆0(w
0) + λ‖w0‖22 = sup
f∈F0
(
n0
n
n−11
n1∑
i=1
f(Xi+n0)−
n0∑
i=1
w0i f(Xi)
)2
+ λ‖w0‖22
= (n0/n)
2.
(
IPM2F0(Pˆ
w˜
X|T=0, PˆX|T=1) + λ‖w˜‖22
)
.
This actually concludes our proof as we can see now that w0(λ) = n0n w˜
0(λ).
B Proof Of Theorem 1
As a first step we give a bound on RµT (gˆnw) − RµT (g), for any g ∈ G and gˆnw ∈ G that depends on the observational
data (Ti, Xi, Yi)ni=1. We use all along the same notations and assumptions as described in Theorem 1.
Lemma 1 Consider the observational data (Ti, Xi, Yi)ni=1 and any weight vector w ∈ Λn, we have:
∀g ∈ G, RµT (gˆnw)−RµT (g) ≤ + γIPMF (PˆwT,X , QT,X) + 2 sup
g′∈G
n∑
i=1
wi(Yi − τ(Ti, Xi))(g′(Ti)− g(Ti)).
Proof. We use a bias-variance decomposition to see that we can actually replace µ by τ . But first recall that:
RµT (gˆnw)−RµT (g) =EQT [(µ(T )− gˆnw(T ))2]− EQT [(µ(T )− g(T ))2]
=EQT [(EQT,X [τ(T,X)|T ]− gˆnw(T ))2]− EQT [(EQT,X [τ(T,X)|T ]− g(T ))2],
where the last equality is a consequence of equation (1), tower property, and the fact that QY |T,X = PY |T,X . For any
g ∈ G (and in particular for g = gˆnw too), by bias-variance decomposition we have:
EQT [(EQT,X [τ(T,X)|T ]− g(T ))2] = −EQT,X [(EQT,X [τ(T,X)|T ]− τ(T,X))2] + EQT,X [(τ(T,X)− g(T ))2].
The first term on the RHS is actually common to all g ∈ G and therefore will cancel out. Meaning that we get:
RµT (gˆnw)−RµT (g) =EQT,X [(τ(T,X)− gˆnw(T ))2]− EQT,X [(τ(T,X)− g(T ))2]
=EQT,X [−2τ(T,X)gˆnw(T ) + gˆnw(T )2]− EQT,X [(τ(T,X)− g(T ))2].
Now, recall that by assumption for a constant we have ∀g ∈ G, −2τg + g2 is (γ/2, /2)-approximable by F . Using
Definitions 3 and 4 (and by adding and subtracting
∑
i wiτ
2(Ti, Xi)) directly yields:
RµT (gˆnw)−RµT (g) ≤ + γIPMF (PˆwT,X , QT,X) +
n∑
i=1
wi(τ(Ti, Xi)− gˆnw(Ti))2 −
n∑
i=1
wi(τ(Ti, Xi)− g(Ti))2.
Again another bias-variance decomposition applies, ∀g ∈ G we have:
EY |T,X
[
n∑
i=1
wi(Yi − g(Ti))2
]
= EY |T,X
[
n∑
i=1
wi(Yi − τ(Ti, Xi))2
]
+
n∑
i=1
wi(τ(Ti, Xi)− g(Ti))2,
where for brevity we used EY |T,X to signify that we take the expectation over all the Yi’s conditioned on the data
(Ti, Xi)
n
i=1. We also drop the Q because this conditional distribution Y |T,X is the same under both P and Q. As the
first term in the RHS is identical for all g ∈ G, it cancels out and we get:
RµT (gˆnw)−RµT (g) ≤ + γIPMF (PˆwT,X , QT,X) + EY |T,X
[
n∑
i=1
wi(Yi − gˆnw(Ti))2
]
− EY |T,X
[
n∑
i=1
wi(Yi − g(Ti))2
]
≤ + γIPMF (PˆwT,X , QT,X) + EY |T,X
[
n∑
i=1
wi(Yi − gˆnw(Ti))2
]
−
n∑
i=1
wi(Yi − gˆnw(Ti))2
+
n∑
i=1
wi(Yi − gˆnw(Ti))2 − EY |T,X
[
n∑
i=1
wi(Yi − g(Ti))2
]
≤ + γIPMF (PˆwT,X , QT,X) +
(
EY |T,X
[
n∑
i=1
wi(Yi − gˆnw(Ti))2
]
−
n∑
i=1
wi(Yi − gˆnw(Ti))2
)
−
(
EY |T,X
[
n∑
i=1
wi(Yi − g(Ti))2
]
−
n∑
i=1
wi(Yi − g(Ti))2
)
,
where for the last inequality we used that ∀g ∈ G,∑ni=1 wi(Yi − g(Ti))2 ≥∑ni=1 wi(Yi − gˆnw(Ti))2, by definition of
gˆnw which minimizes the weighted empirical risk (Step 2). For any g ∈ G let’s look at:
EY |T,X
[
n∑
i=1
wi(Yi − g(Ti))2
]
−
n∑
i=1
wi(Yi − g(Ti))2 =
n∑
i=1
wi
(
E[Y 2i |Ti, Xi]− 2g(Ti)τ(Ti, Xi) + g2(Ti)
)
−
n∑
i=1
wi
(
Y 2i − 2g(Ti)Yi + g2(Ti)
)
=2
n∑
i=1
wi(Yi − τ(Ti, Xi)).g(Ti)−
n∑
i=1
wi(Y
2
i − E[Y 2i |Ti, Xi]).
The last term being identical for any g ∈ G, it cancels out: Plugging the RHS of the last equality in the previous
inequality yields:
∀g ∈ G, RµT (gˆnw)−RµT (g) ≤ + γIPMF (PˆwT,X , QT,X) + 2
n∑
i=1
wi(Yi − τ(Ti, Xi))(gˆnw(Ti)− g(Ti)).
As gˆnw ∈ G, we can bound this last inequality replacing gˆnw by a supremum over G. This concludes our proof.
The reminder of this proof aims at bounding the term supg′∈G
∑n
i=1 wi(Yi − τ(Ti, Xi))(g′(Ti) − g(Ti)) from the
previous lemma. First we bound its expectation (still conditioned on (Ti, Xi)ni=1) and then apply a concentration
inequality. Recall that the Rademacher complexity Rn(G ◦T) was introduced in Definition 6.
Lemma 2 Use, for short, EY |T,X to signify a conditional expectation w.r.t. (Yi)ni=1 given (Ti, Xi)ni=1. We have:
∀g ∈ G, EY |T,X
[
sup
g′∈G
n∑
i=1
wi(Yi − τ(Ti, Xi))(g′(Ti)− g(Ti))
]
≤WMRn(G ◦T)/2.
Proof. First notice that because we first fixed g ∈ G, we have:
EY |T,X
[
sup
g′∈G
n∑
i=1
wi(Yi − τ(Ti, Xi))(g′(Ti)− g(Ti))
]
= EY |T,X
[
sup
g′∈G
n∑
i=1
wi(Yi − τ(Ti, Xi))g′(Ti)
]
.
We can proceed by symmetrization: For every i, we introduce another variable Y ′i which, conditionally on Ti, Xi, is
independent of Yi but identically distributed. In particular, E[Y ′i |Ti, Xi] = τ(Ti, Xi), and we have:
EY |T,X
[
sup
g′∈G
n∑
i=1
wi(Yi − τ(Ti, Xi))g′(Ti)
]
≤ EY,Y ′|T,X
[
sup
g′∈G
n∑
i=1
wi(Yi − Y ′i )g′(Ti)
]
.
Note that for any Rademacher variable ξi independent of the rest, because of the symmetry between Yi and Y ′i , we
have:
ξi(Yi − Y ′i ) ∼ (Yi − Y ′i ).
Hence,
EY,Y ′|T,X
[
sup
g′∈G
n∑
i=1
wi(Yi − Y ′i )g′(Ti)
]
=EY,Y ′|T,X
[
Eξ
[
sup
g′∈G
n∑
i=1
wiξi(Yi − Y ′i )g′(Ti)
]]
≤WMRn(G ◦T)/2,
where the last inequality comes from the Contraction Lemma [54, Lemma 26.9], noticing that wi ≤ W/n and |Yi −
Y ′i | ≤M .
To derive the concentration inequality, we will make use of the following theorem, taken from [44], which is a gener-
alization of Bernstein’s inequality for martingales.
Theorem 5 (Theorem 8.7 from [44]) Let (Xj)j∈N a martingale taking values in R, where X0 = 0 and, for the same
filtration F = (Fj)nj=1, let (uj)j∈N any F-adapted process such that Xj − Xj−1 = uj − E[uj |Fj−1] having the
following properties:
• ∃a > 0 s.t. ∀j, |uj | ≤ a a.s.
• ∃b > 0 s.t.∑j≥1 E[u2j |Fj−1] ≤ b2 a.s.
Then, if we call h(x) = (1 + x) log(1 + x)− x we have:
∀ > 0, P(sup
j
Xj ≥ ) ≤ exp
(
− b
2
a2
h
(a
b2
))
.
Lemma 3 For given (that is fixed) (Ti, Xi)ni=1 we have for all n > 0 and δ ∈ (0, 1], with probability at least 1 − δ
over (Yi)ni=1:
sup
g′∈G
n∑
i=1
wi(Yi − τ(Ti, Xi))(g′(Ti)− g(Ti)) ≤EY |T,X
[
sup
g′∈G
n∑
i=1
wi(Yi − τ(Ti, Xi))(g′(Ti)− g(Ti))
]
+
4
3
WMB log(1/δ)
n
+ 2σB‖w‖2
√
2 log(1/δ).
Proof. We want to use the previous theorem to derive this concentration bound. Consider the following Doob’s
martingale:
Mj = E
[
sup
g′∈G
n∑
i=1
wi(Yi − τ(Ti, Xi))(g′(Ti)− g(Ti))
∣∣∣(Ti, Xi)ni=1, (Yi)ji=1
]
, ∀j ∈ {0, . . . , n}.
By convention we will set Mj = Mn for j > n, and note that we can subtract Mj by M0 so that it would be equal
zero for j = 0 (as required in Theorem 5). Note also that Mn is the supremum on the LHS of this lemma’s inequality
and M0 is the expectation on the RHS. Finally, let uj = Mj −Mj−1 and notice that E[uj |Fj−1] = 0, where we call
Fj = σ((Ti, Xi)ni=1, (Yi)ji=1). Moreover, through some tedious but straightforward manipulations we can easily see
that:
|uj | ≤ 2wj |Yj − τ(Tj , Xj)|B ≤ 2WMB/n = a,
and also:
n∑
j=1
[u2j |Fj−1] ≤
n∑
j=1
4w2jσ
2B2 = b2.
Using Theorem 5 we get that for any :
P(Mn −M0 ≥ ) ≤ exp
(
− b
2
a2
h
(a
b2
))
≤ exp
(
− 
2/2
b2 + a/3
)
,
where the last inequality comes from the fact that h(x) ≥ x2/(2 + 2x/3) (see lemmas B.8 and B.9 from [54]). Then
equating this upper bound to δ and solving for  (the steps follows the usual ones used for the classical Bernstein’s
inequality), we get:
 ≤ 2 log(1/δ)a/3 +
√
2 log(1/δ)b2.
Plugging in the values of a and b2 yields the result of this lemma.
Proof of Theorem 1
Combining the three previous lemmas, we get that with probability at least 1 − δ over (Yi)ni=1, given (Ti, Xi)ni=1
(being fixed):
∀g ∈ G, RµT (gˆnw)−RµT (g) ≤ +γIPMF (PˆwT,X , QT,X)+WMRn(G◦T)+
8
3
WMB log(1/δ)
n
+4σB‖w‖2
√
2 log(1/δ).
This concludes the proof of Theorem 1.
C Proof Of Theorem 2
We consider here the CBDM weights w(n) from Definition 5 built on data (Zi)ni=1 with IPMF = MMDK, where K
is a continuous kernel that gives rise to a RKHS (H, 〈·, ·〉H). That is, here F is the unit ball of H: F = BH(0, 1).
The proof of Theorem 2 starts by noticing that nwi is actually the density ∂PˆwT,X/∂Pˆ
n
Z taken at Zi, where Pˆ
n
Z =∑n
i=1 δZi/n. This allows us to rewrite the optimization program of Definition 5 as follows:
∀i, wi(n) = φ0(Zi)
n
with φ0 = arg min
φ∈L2(PˆnZ ),∫
φ(z)dPˆnZ=1
MMD2K(Pˆ
n
φ , Qˆ
n
T,X) +
λ
n
∫
ρ(φ(z))dPˆnZ , (8)
where Pˆnφ =
∑n
i=1 φ(Zi)δZi/n and the function ρ(x) is strictly convex, continuous on [0,W ], differentiable on
(0,W ), and ρ(x) = +∞ when x /∈ [0,W ], as defined in Theorem 2. In the following, we will denote by Φ the
feature mapping into H, that is: ∀z ∈ Z, Φ(z) = K(z, ·) ∈ H. Recall also that the Bochner integral, which is
the extension of the Lebesgue integral for functions taking values in an Hilbert space (more generally in Banach
spaces), can be interchanged with any continuous linear operator, in particular: ∀f ∈ H, 〈f, ∫ φ(z)Φ(z)dν〉H =∫
φ(z)〈f,Φ(z)〉Hdν =
∫
φ(z)f(z)dν, for some measure ν. Using this property and Cauchy-Schwarz inequality, we
restate a known result about MMD [16, 17]:
MMD2K(ν, pi) = sup
f∈BH(0,1)
(∫
f(z)dν −
∫
f(z)dpi
)2
= sup
f∈BH(0,1)
〈
f,
∫
Φ(z)dν −
∫
Φ(z)dpi
〉2
H
=
∥∥∥∥∫ Φ(z)dν − ∫ Φ(z)dpi∥∥∥∥2
H
, (9)
where we consider from now on ν and pi as being two probability measures. Problem (8) can then be written as a
special case (taking ν = PˆnZ and pi = Qˆ
n
T,X ) of the following optimization program:
λ
n
· inf
φ∈L2(ν),∫
φ(z)dν=1
∫
ρ(φ(z))dν +
n
λ
∥∥∥∥∫ φ(z)Φ(z)dν − a∥∥∥∥2
H
, (10)
where a =
∫
Φ(z)dpi. Using words, this program corresponds to the problem of finding a distribution with density φ
w.r.t. ν (which is bounded by W as ρ is infinite outside [0,W ]) such that it leads to an expectation of Φ(Z) inH close
enough to a ∈ H, while keeping the penalty depending on ρ as low as possible. Namely, if ρ(x) = x2 on [0,W ], then
it seeks to find such density with a low L2 norm. When ρ(x) = x log x on [0,W ], this becomes the problem of finding
such distribution with a large (differential) entropy. Finally, let’s recall also that, for any convex function ρ defined on
an Hilbert space with inner product 〈·, ·〉, its Legendre transform, denoted ρ∗, is the convex function defined as:
ρ∗(x) = sup
y
(〈x, y〉 − ρ(y)).
We will make good use of the following properties of the Legendre transform of ρ.
Lemma 4 Let ρ∗(x) = supy∈R xy − ρ(y),∀x ∈ R, the Legendre transform of ρ from Theorem 2. Then:
• ρ∗ is finite and differentiable on R, and its differential is bounded. More precisely, ∀x ∈ R, dρ∗dx (x) ∈ [0,W ].
• Let dρdx (0) and dρdx (W ) the limits (possibly infinite) of the differential of ρ respectively at 0 (from above) and at W
(from below). Then ρ∗(x) = −ρ(0) for x ∈ (−∞, dρdx (0)]; ρ∗(x) = Wx− ρ(W ) for x ∈ [ dρdx (W ),+∞); and ρ∗
is strictly convex on ( dρdx (0),
dρ
dx (W )).
Proof. Note that, from definition of ρ, we have ρ∗(x) = supy∈[0,W ] xy−ρ(y). ρ being continuous and strictly convex
on [0,W ], we have ∀x ∈ R,∃! yx ∈ [0,W ] s.t. ρ∗(x) = xyx − ρ(yx). Recall a well-known property [see [58],
Proposition 2.4] that is actually true for any proper lower semi-continuous convex function like ρ:
∀x, y ∈ R, xy = ρ(y) + ρ∗(x)⇐⇒ y ∈ ∂ρ∗(x)⇐⇒ x ∈ ∂ρ(y), (11)
where ∂ refers to the sub-differential. The existence and unicity of yx imply that ∀x ∈ R, ∂ρ∗(x) = {yx}, showing
the first point of the lemma.
For the second point, notice that by first order condition yx ∈ (0,W )⇐⇒ x ∈ ( dρdx (0), dρdx (W )). Hence, this explains
the expression of ρ∗ outside ( dρdx (0),
dρ
dx (W )). Also, because ρ is strictly convex and differentiable on (0,W ), then
dρ
dx
is strictly increasing and invertible on (0,W ). This means that yx = dρdx
−1
(x) is also strictly increasing w.r.t. x on
( dρdx (0),
dρ
dx (W )).
dρ∗
dx (x) being equal to yx, we have therefore the strict convexity of ρ
∗ on ( dρdx (0),
dρ
dx (W )).
It is interesting to look at what ρ∗ and dρ
∗
dx looks like for some common regularizers.
For quadratic regularization. When ρ(x) = x2 for x ∈ [0,W ] and ρ(x) = +∞ elsewhere, the Legendre transform
of ρ is:
ρ∗(x) = sup
y∈[0,W ]
xy − y2 =
 0 if x ≤ 0,x2/4 if x ∈ (0, 2W ),
Wx−W 2 otherwise.
Notice also that its derivative is 1/2-Lipschitz, more precisely:
dρ∗
dx
(x) =
 0 if x ≤ 0,x/2 if x ∈ (0, 2W ),
W otherwise.
For entropic regularization. When ρ(x) = x log x for x ∈ [0,W ] (equals 0 at 0 of course) and ρ(x) = +∞
elsewhere, the Legendre transform of ρ is:
ρ∗(x) = sup
y∈[0,W ]
xy − y2 =
{
exp(x− 1) if x ∈ (−∞, 1 + logW ),
Wx−W log(W ) otherwise.
And its derivative is:
dρ∗
dx
(x) =
{
exp(x− 1) if x ∈ (−∞, 1 + logW ),
W otherwise.
To analyse program (10) we are going to make use of the well-known Fenchel-Rockafellar theorem, of which we give
below an adaptation to our setting of the version from [58] (Theorem 1.9). Recall that L2(ν) is an Hilbert space and
that, by Riesz representation theorem, any Hilbert space can be identified with its own dual.
Theorem 6 (Adaptation of Fenchel-Rockafellar Theorem) Let (E, 〈., .〉) be an Hilbert space and Θ, Ξ two convex
functions on E that could be equal to +∞ for some x ∈ E. Let Θ∗ and Ξ∗ their Legendre transforms. If there exists
x0 ∈ E such that:
Θ(x0) < +∞, Ξ(x0) < +∞, and Θ is continuous at x0.
Then,
inf
x∈E
Θ(x) + Ξ(x) = −min
x∈E
Θ∗(x) + Ξ∗(−x).
The min on the RHS signifies, of course, that the optimum is achieved by some x ∈ E.
Using Theorem 6 we can now derive the following dual formulation of problem 10:
Lemma 5 The minimization problem of (10), when not being equal to +∞, admits a ν-a.s. unique solution (hence
the inf has been changed to a min below) and has the following dual formulation:
min
φ∈L2(ν),∫
φ(z)dν=1
∫
ρ(φ(z))dν+
n
λ
∥∥∥∥∫ φ(z)Φ(z)dν − a∥∥∥∥2
H
= − inf
µ∈R,f∈H
∫
ρ∗ (−µ− f(z)) dν+µ+ 〈f,a〉H+ λ
4n
‖f‖2H.
Furthermore, if (µ0, f0) is any optimal solution of the RHS, then φ0(z) = dρ
∗
dx (−µ0 − f0(z)) is the ν-a.s. unique
solution of the LHS, that is of (10).
Proof. We are going to use Fenchel-Rockafellar theorem starting with the RHS problem as the regularity conditions
required by the theorem are verified for it. This would also imply the existence of the optimum of the LHS, the
ν-a.s. unicity coming from the fact that ρ is strictly convex on its domain. Define for any φ ∈ L2(ν):
Θ(φ) =
∫
ρ∗(φ(z))dν, (12)
Ξ(φ) =
{
µ+ 〈f,a〉H + λ4n‖f‖2H, if φ = −µ− f, with f ∈ H,
+∞ otherwise.
If 1 ∈ H, then replace the condition f ∈ H by f belongs to the orthogonal complement of {1} in H. Obviously
−RHS = infφ∈L2(ν) Θ(φ) + Ξ(φ). We can see also that the regularity conditions required by Fenchel-Rockafellar
theorem are easily verified: e.g. Θ(0) < +∞ and Ξ(0) < +∞ ; the continuity of Θ is a consequence of Lemma 4
(indeed, as the derivative of ρ∗ is bounded, in absolute value, by W it is actually W -Lipschitz, and so is Θ on L2(ν)).
Let’s look at the Legendre transforms.
Θ∗(φ) = sup
ψ∈L2(ν)
〈φ, ψ〉L2(ν) −Θ(ψ) = sup
ψ∈L2(ν)
∫
φ(z)ψ(z)− ρ∗(ψ(z))dν ≤
∫
ρ(φ(z))dν, (13)
where the last inequality is just a direct consequence of the definition of the Legendre transform. As matter of fact,
this inequality is an equality. For instance, for any b > 0 construct ψb ∈ L2(ν) such that:
ψb(z) =
dρ
dx
(φ(z)) when φ(z) ∈ (0,W ) ; ψb(z) = −b when φ(z) ≤ 0 ; ψb(z) = b when φ(z) ≥W.
The constant b is just here to make sure that ψb is really in L2(ν). Using (11) and Lemma 4, it can be shown that
plugging ψb in the supremum of equation (13) and sending b→ +∞ yields the sought equality. That is:
Θ∗(φ) =
∫
ρ(φ(z))dν.
Now let’s turn to the Legendre transform of Ξ:
Ξ∗(φ) = sup
ψ∈L2(ν)
〈φ, ψ〉L2(ν) − Ξ(ψ) = sup
µ,f
µ
∫
(φ(z) + 1)dν + 〈f,
∫
(φ(z)Φ(z) + a)dν〉H − λ
4n
‖f‖2H∆.
Note that from the first term in the R.H.S. we would have Ξ∗(φ) = +∞ if ∫ φ(z)dν 6= −1. By Cauchy-Schwarz
inequality, the remaining terms are bounded by ‖f‖H‖
∫
(φ(z)Φ(z) + a)dν‖H − λ4n‖f‖2H, which is attained when
f ∝ ∫ (φ(z)Φ(z) + a)dν. Optimizing w.r.t. ‖f‖H yields:
Ξ∗(φ) =
{
n
λ‖
∫
(φ(z)Φ(z) + a)dν‖2H if
∫
(φ(z) + 1)dν = 0,
+∞ otherwise. .
Applying Fenchel-Rockafellar theorem yields the dual formulation of (10). Furthermore, let (µ0, f0) any optimal
solution of the RHS and ψ0(z) = −µ − f(z). Let also φ0 the optimum for the LHS problem. From our use of the
Fenchel-Rockafellar theorem we can see that:
Θ(φ0) + Θ
∗(ψ0) + Ξ(φ0) + Ξ∗(−ψ0) = 0.
As, again by definition of Legendre transform, Θ(φ0) + Θ∗(ψ0) ≥ 〈φ0, ψ0〉L2(ν) and Ξ(φ0) + Ξ∗(−ψ0) ≥
−〈φ0, ψ0〉L2(ν), the above equality simply means that Θ(φ0) + Θ∗(ψ0) = 〈φ0, ψ0〉L2(ν), which can be rewritten
as: ∫
ρ(φ0(x)) + ρ
∗(ψ0(x))− φ0(x)ψ0(x)dν(x) = 0.
Once again, the definition of Legendre transform gives that ρ(φ0(x)) + ρ∗(ψ0(x)) − φ0(x)ψ0(x) ≥ 0. Hence the
function inside the above integral is equal to zero ν-almost surely. Therefore, by using (11), we conclude with the last
result of this lemma.
Proof of Theorem 2
Theorem 2 is a consequence of the reformulation of the optimization program from Definition 5 into (8) and (10), of
the dual program derived in Lemma 5 and of the Representer Theorem [24, 54]: That is, when ν = PˆnZ and pi = Qˆ
n
T,X
the solution f0 of the dual problem from Lemma 5 can be expressed as f0(·) = ∑z∈Zˆ α(z)K(z, ·) = αTk(·), where
Zˆ = supp(PˆnZ )
⋃
supp(QˆT,X) and α = (α(z))z∈Zˆ and k(·) = (K(z, ·))z∈Zˆ . Call also K = (K(z, z′))z,z′∈Zˆ , hence
the dual problem can be rewritten as follows:
min
µ,α
1
n
∑
i
ρ∗
(−µ−αTk(Zi))+ µ+ αTEQˆT,X [k(Z)] + λ4nαTKα.
D Proof Of Theorem 3
The consistency under condition (a) is a direct consequence of the causal learning bound from Theorem 1. Note that a
convergence in high probability as in the bound of Theorem 1 implies the almost sure convergence via Borel-Cantelli’s
lemma (see the proof of Lemma 9 afterward). So we actually just need to show the convergence toward zero of all the
terms in the R.H.S. of the bound in Theorem 1. First, we show in the proof of Lemma 11 that the IPM term will indeed
converges to zero. Second, under condition (a) we have that for any  > 0, there exists γ such that ∀g ∈ G,−2τg+g2
is (γγ + γ2, )-approximable by F . Hence, we have that for any  > 0: 0 ≤ RµT (gˆnw)− infg∈G RµT (g) ≤ un(γ) + ,
with un(γ) a series converging to zero for any γ. As this is true for all  > 0, we have indeed RµT (gˆnw) a.s.−−−−−→n→+∞
infg∈G RµT (g).
So actually we mainly need to prove consistency under condition (b). Now that the RKHSH is of finite dimension we
can define its orthogonal basis (for the RKHS inner product) as follows:
Definition 8 As K is continuous and its RKHS H is of finite dimension, there exists an orthonormal family of contin-
uous functions g1, . . . , gK ∈ H on Z such that:
• If 1 ∈ H (that is, if the constant function equal to one on Z is inH), then (1, g1, . . . , gK) is an orthogonal family
that spansH.
• Otherwise, g1, . . . , gK is simply an orthonormal basis ofH.
Note that now we can replace or rewrite the feature embedding as follows Φ = g = (gk)Kk=1, and we have accordingly
f =
∑
k λkgk = λ
Tg with λ = (λk)Kk=1, ‖f‖H = ‖g‖2 and 〈f,a〉H = λTa, where now a =
∫
g(z)dpi. We now
prove a result that shows that if ∂QT,X∂PT,X is well-specified, that is
∂QT,X
∂PT,X
= dρ
∗
dx (−µ0 −
∑K
k=1 λ
0
kgk) for some µ
0 and
λ0, then it turns out that (µ0,λ0) is the unique solution of the limit dual problem from Lemma 5, with ν = PT,X and
pi = QT,X .
Lemma 6 Consider a probability density φ0 such that, for some (µ0,λ0), we have ∀z ∈ Z, φ0(z) = dρ
∗
dx (−µ0 −∑K
k=1 λ
0
kgk(z)) which takes values in (0,W ) with non-zero probability under ν. Consider the limit dual problem of
Lemma 5, that is for λ = 0 or equivalently when n → +∞, and with ∂pi/∂ν = φ0. Then (µ0,λ0) is the unique
optimum of the dual problem from Lemma 5.
Proof. Recall again that we work on a compact set Z and the gk functions, being continuous from Def-
inition 8, are therefore bounded on Z . Also from Lemma 4, having φ0(z) ∈ (0,W ) is equivalent to
−µ0 − ∑Kk=1 λ0kgk(z) ∈ ( dρdx (0), dρdx (W )). In particular, there exists  > 0, small enough, such that
ν
(
−µ0 −∑Kk=1 λ0kgk(z) ∈ ( dρdx (0) + , dρdx (W )− )) > 0. ρ∗ being strictly convex on ( dρdx (0), dρdx (W )), this implies
that
∫
ρ∗
(
−µ−∑Kk=1 λkgk(z)) dν(z), as a function of (µ,λ), is strictly convex on a neighborhood of (µ0,λ0). This
would prove the unicity, once we proved that indeed (µ0,λ0) is an optimum for the dual problem.
The fact that (µ0,λ0) is an optimum is actually straightforward: Just take the differential of the objective of the dual
program, and see that it equates 0 (note that in our setting we can interchange integral and differential).
Recall from Theorem 2 that the CBDM weights can be derived from the solution of the corresponding dual problem.
Namely, let (µn,λn) the solution of the dual problem from Lemma 5 with ν = PˆnZ and a = aˆ(n)
.
= EQˆT,X [g(Z)],
then nwi(n) = dρ
∗
dz (−µn−
∑K
k=1 λ
n
kgk(Zi)). Also, the previous lemma shows that actually if
∂QT,X
∂PT,X
is well-specified,
that is ∂QT,X∂PT,X =
dρ∗
dx (−µ0 −
∑K
k=1 λ
0
kgk) for some µ
0 and λ0, then it turns out that (µ0,λ0) is the unique solution of
the limit dual problem from Lemma 5, with λ/n = 0, ν = PT,X and a = EQT,X [g(Z)]. We now provide sufficient
conditions such that indeed (µn,λn) converges toward (µ0,λ0).
Lemma 7 Let (µn,λn) a solution of the dual problem 5 with ν = PˆnZ and a = aˆ(n) (when such optimum doesn’t
exist just set it to any infinite value, so that the function 1 ∧ ‖(µn,λn) − (µ0,λ0)‖2 below is actually equal to
1). Work under Assumption 2, assume also that W0 < W and
∂QT,X
∂PT,X
(z) = dρ
∗
dz (−µ0 −
∑K
k=1 λ
0
kgk(z)). Let
Φn(µ,λ) =
∫
ρ∗
(
−µ−∑Kk=1 λkgk(z)) dPˆnZ (z) + µ + ∑Ki=1 λkaˆk(n), suppose that there exist a neighborhood
B((µ0,λ0), ) of (µ0,λ0) and β,C ′ > 0 independent of n and δ, such that ∀n > 0, δ ∈ (0, 1], with probability at
least 1− δ:
n ≥ C ′(1 + log(1/δ)) =⇒ Φn is β-strongly convex on B((µ0,λ0), ).
Then, there exist C > 0 independent of n and δ, such that ∀n > 0, δ ∈ (0, 1], with probability at least 1− δ:
1 ∧ ‖(µn,λn)− (µ0,λ0)‖2 ≤ C
√
1 + log(1/δ)
n
,
where x ∧ y = min{x, y}.
Proof. Assume that Φn is β-strongly convex on B((µ0,λ0), ) (which is true by assumption with high probability for
n large enough). We have for any (µ,λ) ∈ B((µ0,λ0), ):
Φn(µ,λ) ≥ Φn(µ0,λ0) +∇Φn(µ0,λ0)>.((µ,λ)− (µ0,λ0)) + β
2
‖(µ,λ)− (µ0,λ0)‖22.
In particular, notice that for any (µ,λ) ∈ ∂B((µ0,λ0), ) (that is on the boundary):
Φn(µ,λ) ≥ Φn(µ0,λ0)− ‖∇Φn(µ0,λ0)‖2+ β
2
2. (14)
Note also that, by assumption,∇Φn(µ0,λ0) = −
∫
g(z)
∂QT,X
∂PT,X
(z)dPˆnZ (z) + aˆ(n). By straightforward uses of McDi-
armid’s inequality (see Lemma 8) and some union bound, we have the existence of constants C,C ′ > 0 such that with
probability at least 1− δ:
‖aˆ(n)− a‖2 ≤ C
√
1 + log(1/δ)
n
,∥∥∥∥∫ g(z)∂QT,X∂PT,X (z)dPˆnZ (z)− a
∥∥∥∥
2
≤ C ′
√
1 + log(1/δ)
n
. (15)
Combining (14) and (15) yields the fact that there exists a constant C > 0 such that with probability at least 1− δ, if
n ≥ C(1 + log(1/δ)) then we have for any (µ,λ) ∈ ∂B((µ0,λ0), ):
Φn(µ,λ) + ‖λ‖2∆n > Φn(µ0,λ0) + ‖λ0‖2∆n,
which implies not only the existence of (µn,λn) but that it is actually in B((µ0,λ0), ), by convexity. For such
(µn,λn) using the strong convexity again, we have:
(∇Φn(µn,λn)−∇Φn(µ0,λ0))>.((µn,λn)− (µ0,λ0)) ≥ β‖(µn,λn)− (µ0,λ0)‖22. (16)
We know that∇Φn(µ0,λ0) goes to 0 at speed O(
√
1+log(1/δ)
n ). What about∇Φn(µn,λn) ? By first order condition
we can see that −∇Φn(µn,λn) = λ2nλn which converges to 0 at speed O(1/n). Hence, using (16), we have that
there is a constant C > 0 such that:
‖(µn,λn)− (µ0,λ0)‖2 ≤ C
√
1 + log(1/δ)
n
.
We now show that the conditions from the previous lemma are respected under condition (b) of Theorem 3.
Proof of Theorem 3 under Condition (b)
Call (µn,λn) solutions of the dual problem of Lemma 5 with ν = PˆnZ and a = aˆ(n), and let B > 0 such that
‖(1,g(z))‖2 ≤ B, ∀z ∈ Z , which exists because these functions are continuous and Z is compact. Again by conti-
nuity, and the fact that dρ
∗
dx is L-Lipschitz (as ρ
∗ smooth) on finite intervals for some L > 0, we have for (µn,λn) in
a neighborhood of (µ0,λ0) (using also Cauchy-Schwarz inequality):∣∣∣∣nwi(n)− ∂QT,X∂PT,X (Zi)
∣∣∣∣ =
∣∣∣∣∣dρ∗dx
(
−µn −
K∑
k=1
λnkgk(Zi)
)
− dρ
∗
dx
(
−µ0 −
K∑
k=1
λ0kgk(Zi)
)∣∣∣∣∣ ≤ BL‖(µn,λn)−(µ0,λ0)‖2.
This shows that the uniform convergence of the nwi(n)s toward
∂QT,X
∂PT,X
(Zi) would therefore be a direct consequence
of Lemma 7, once we have showed that its assumptions are verified. Actually, we just have to prove that Φn is β-
strongly convex with probability at least 1− δ when n ≥ C(1 + log(1/δ)) for some constant C > 0. For any  > 0,
let:
Ψ(µ,λ) =
∫
ρ∗
(
−µ−
K∑
k=1
λkgk(z)
)
1z∈AdPT,X(z), where A = {z ∈ Z : −µ0−
K∑
k=1
λ0kgk(z) ≥ +
dρ
dx
(0)}.
Because the integral is over a subset of Z where dρdx (0) < dρdx (0) +  ≤ −µ0−
∑K
k=1 λ
0
kgk(z) ≤W0 < W , for (µ,λ)
in a neighborhood of (µ0,λ0) we have, by assumption under condition (b), that ρ∗ is M -strongly convex for some
M > 0 and on some finite interval that includes all values of the functions −µ−λTg and −µ0− (λ0)Tg. Therefore,
on this neighborhood:
∇2Ψ(µ,λ) M.H, with H =
(∫
gk(z)gl(z)1z∈AdPT,X(z)
)
k,l∈{0,...,K}
,
where by convention we set g0 = 1.
We claim that H’s lowest eigenvalue is above 8β for some β > 0 and  small enough. Let’s prove this fact. Consider
the limit of H when → 0, which actually is:
H0 =
(∫
gk(z)gl(z)1z∈A0dPT,X(z)
)
k,l∈{0,...,K}
, where A0 = {z ∈ Z : ∂QT,X
∂PT,X
(z) > 0}.
Notice that A0 is dense in Z . Indeed, by contradiction assume there exists z ∈ Z and η > 0 s.t. QT,X(B(z, η)) = 0
and PT,X(B(z, η)) > 0 (recall Z is the support of PT,X ), which is impossible as by definition QT,X = PT ⊗ PX .
As (1, g1, . . . , gK) is an independent family of continuous functions on Z there cannot be (µ,λ) 6= 0 such that
(µ,λ)>H0(µ,λ) = 0. This means H0 is positive definite and, as H →→0 H0, so will be H for  small enough.
Hence, H’s lowest eigenvalue is above 8β for some β > 0 and  small enough.
Call Ψn (µ,λ) the empirical counterpart of Ψ(µ,λ). For the same reasons we have (on a neighborhood of (µ
0,λ0)):
∇2Ψn (µ,λ)  M.Hn , where Hn =
(∫
gk(z)gl(z)1z∈AdPˆ
n
Z (z)
)
k,l∈{0,...,K}
. By McDiarmid’s Inequality and
using an union bound we can see that with high probability ‖Hn −H‖2 ≤ C
√
1+log(1/δ)
n and in particular Ψ
n
 will
be β-strongly convex for n ≥ C ′(1+log(1/δ)) with probability at least 1−δ. As, on a fixed neighborhood of (µ0,λ0)
we have:
Ψn (µ,λ) =
∫
ρ∗
(
−µ−
K∑
k=1
λkgk(z)
)
1z∈AdPˆ
n
Z (z),
the conditions of Lemma 7 are verified and from our previous steps, we have that there exists a constant C > 0
s.t. ∀n > 0, δ ∈ (0, 1], with probability at least 1− δ:
∀i,
∣∣∣∣nwi(n)− ∂QT,X∂PT,X (Zi)
∣∣∣∣ ≤ C
√
1 + log(1/δ)
n
.
Actually the convergence under (b) could be derived by following some very common steps that can be found in
leaning theory books [see [54], Chapter 26], therefore we should only briefly mention, and roughly, what are these
steps. First notice that, because G is bounded and Y compact, we have with probability least 1− δ:
∃C > 0, ∀g ∈ G,
∣∣∣∣∣
n∑
i=1
wi(Yi − g(Ti))2 − 1
n
n∑
i=1
∂QT,X
∂PT,X
(Zi)(Yi − g(Ti))2
∣∣∣∣∣ ≤ C
√
1 + log(1/δ)
n
. (17)
Therefore we might just consider the empirical risk weighted by ∂QT,X∂PT,X instead, which can be rewritten as an empirical
risk under another loss function. More precisely:
1
n
n∑
i=1
∂QT,X
∂PT,X
(Zi)(Yi − g(Ti))2 = 1
n
n∑
i=1
l(g, Zi, Yi),
where l(g, Zi, Yi) =
∂QT,X
∂PT,X
(Zi)(Yi − g(Ti))2 is a bounded loss function (recall also Assumption 2). By Theorem
26.5 from [54] (and also contraction lemma, Lemma 26.9 from the same reference), we have a bound of the following
form, with probability at least 1− δ, for all g ∈ G:
EP [l(g, Z, Y )]− 1
n
n∑
i=1
l(g, Zi, Yi) ≤ C ′Rn(G ◦T) + C ′′
√
1 + log(1/δ)
n
,
where C ′, C ′′ > 0 are two constants. Notice that actually that EP [l(g, Z, Y )] = EQ[(Y − g(T ))2] = RµT (g) + c (c
being a constant independent of g) ! Combining with (17) yields the convergence of RµT (gˆnw) to infg∈G RµT (g) (see
equation (26.10) from [54]).
E Proof Of Theorem 4
In the following we will denote Z = (T,X). First let’s recall McDiarmid’s inequality (e.g. [54], Lemma 26.4),
generalization of Hoeffding’s inequality:
Lemma 8 (McDiarmid’s Inequality) Let Z1, . . . , Zn independent random variables, ci > 0 for i ∈
{1, . . . , n} and let f a function such that for any zi, z′i ∈ Z with i in {1, . . . , n} we have for all i
|f(z1, . . . , zn)− f(z1, . . . , zi−1, z′i, zi+1, . . . , zn)| ≤ ci. Then,
P (|f(Z1, . . . , Zn)− E[f(Z1, . . . , Zn)]| ≥ ) ≤ 2 exp
( −22∑n
i=1 c
2
i
)
.
We will need three lemmas to prove Theorem 4. The first states that if we knew the density ratio ∂QT,X∂PT,X and use
it as importance weights the resulting re-weighted empirical distribution will indeed converges to QT,X w.r.t. the
considered IPM. And the same goes for QˆnT,X .
Lemma 9 Let IPM ∈ {W1,MMDK} where K is a bounded kernel on Z ⊂ Rd compact. Consider QT,X = PT ⊗PX
and Z1, Z2, . . . an i.i.d. sequence from PT,X . Assume Assumption 2 and let φ =
∂QT,X
∂PT,X
≤ W0. Define Pˆnφ =∑n
i=1 φ(Zi)δZi/
∑n
i=1 φ(Zi) and Qˆ
n
T,X based on the n first samples (Zi)
n
i=1. Then, for νˆn ∈ {Pˆnφ , QˆnT,X}, we have:
IPM(νˆn, QT,X)
a.s.−−−−−→
n→+∞ 0.
Proof. Let’s start with IPM = W1. Z is compact, therefore convergence w.r.t. W1 is equivalent to convergence in
distribution (see [58], Theorem 7.12). Let g continuous on Z , thus also ‖g‖∞ ≤ B/2 for some B ≥ 0. Applying
(twice) the law of large numbers it is easy to see that:
EPˆnφ [g(Z)] =
n∑
i=1
φ(Zi)g(Zi)/
n∑
i=1
φ(Zi)
a.s.−−−−−→
n→+∞ EQT,X [g(Z)]. (18)
Also, let f(Z1, . . . , Zn) = EQˆnT,X [g(Z)] =
1
n2
∑n
i,j=1 g(Ti, Xj). We are going to apply McDiarmid’s inequality to
f . As in Lemma 8, let (zi)ni=1 = (ti, xi)
n
i=1 and z
′
k = (t
′
k, x
′
k) for some k:
|f(z1, . . . , zn)− f(z1, . . . , z′k, . . . , zn)| =
∣∣∣∣∣∣ 1n2
∑
i,j 6=k
g(ti, xj) +
1
n2
n∑
i6=k
g(ti, xk) +
1
n2
∑
j 6=k
g(tk, xj) +
g(tk, xk)
n2
− 1
n2
∑
i,j 6=k
g(ti, xj)− 1
n2
n∑
i 6=k
g(ti, x
′
k)−
1
n2
∑
j 6=k
g(t′k, xj)−
g(t′k, x
′
k)
n2
∣∣∣∣∣∣
≤B(2n− 1)/n2.
Hence, f satisfies the condition of McDiarmid’s inequality with ci = B(2n− 1)/n2. We thus have:
∀ > 0, P (|f(Z1, . . . , Zn)− E[f(Z1, . . . , Zn)]| ≥ ) ≤ 2 exp
(
−2
2
B2
(
2n− 1
n
)2
n
)
.
The RHS being summable w.r.t. n, Borel-Cantelli’s lemma (e.g. Proposition 2.6 from [8]) (note we will use this lemma
several times) implies the almost sure convergence of |f(Z1, . . . , Zn)− E[f(Z1, . . . , Zn)]| toward 0. Furthermore,
E[f(Z1, . . . , Zn)] =
n(n− 1)
n2
EQT,X [g(Z)] +
1
n
EPT,X [g(Z)] −−−−−→n→+∞ EQT,X [g(Z)].
Hence:
EQˆnT,X [g(Z)]
a.s.−−−−−→
n→+∞ EQT,X [g(Z)]. (19)
Combining (18) and (19), as g was chosen arbitrarily, for νˆn ∈ {Pˆnφ , QˆnT,X} we have that almost surely νˆn will
converge in distribution to QT,X (see Remark 1). Therefore,W1(νˆn, QT,X) a.s.−−−−−→
n→+∞ 0.
Now let’s turn to IPM = MMDK. Let B > 0 such that K ≤ B/2 on Z , as we assumed it’s bounded. It is well-known
that ∀µ, ν probability measures we have (e.g. see [16, 17, 45]):
MMD2K(µ, ν) = Eµ⊗µ[K(Z,Z ′)]− 2Eµ⊗ν [K(Z,Z ′)] + Eν⊗ν [K(Z,Z ′)], (20)
and in particular :
MMD2K(Qˆ
n
T,X , QT,X) = EQˆnT,X⊗QˆnT,X [K(Z,Z
′)]− 2EQˆnT,X⊗QT,X [K(Z,Z
′)] + EQT,X⊗QT,X [K(Z,Z ′)].
We only need to study the convergence of the first two terms, let’s focus on the first term only as the proof for the
other is essentially the same. We will also omit the proof for MMDK(Pˆnφ , QT,X)
a.s.−−→ 0 as, again, this is also a
mere application of McDiarmid’s inequality (recall φ ≤ W0). Over all the terms we need to study the convergence,
EQˆnT,X⊗QˆnT,X [K(Z,Z
′)] is probably the most difficult, so if we had to provide the proof for at least one of them, it’s
normal we should look at this one in priority.
Let f(Z1, . . . , Zn) = EQˆnT,X⊗QˆnT,X [K(Z,Z
′)] = 1n2
∑n
i,j=1
1
n2
∑n
k,l=1K((Ti, Xj), (Tk, Xl)). As in Lemma 8, let
(zi)
n
i=1 = (ti, xi)
n
i=1 and z
′
m = (t
′
m, x
′
m) for some m:
|f(z1, . . . , zn)− f(z1, . . . , z′m, . . . , zn)| ≤
1
n2
∑
i,j s.t. i=mor j=m
1
n2
∑
k,l s.t. k=mor l=m
B ≤
(
2n− 1
n2
)2
B.
Also,
E[f(Z1, . . . , Zn)] =
1
n2
n∑
i6=j
1
n2
∑
i 6=j, k,l/∈{i,j}
E[K((Ti, Xj), (Tk, Xl))] +O(1/n) ∼n EQT,X⊗QT,X [K(Z,Z ′)].
Applying McDiarmid’s inequality and Borel-Cantelli’s lemma we have that:
EQˆnT,X⊗QˆnT,X [K(Z,Z
′)] a.s.−−−−−→
n→+∞ EQT,X⊗QT,X [K(Z,Z
′)].
Also, as mentioned before we can prove the same convergence for EQˆnT,X⊗QT,X [K(Z,Z
′)]. This concludes our proof.
Remark 1 We have claimed that a series of probability measures νˆn built on (Zi)ni=1 almost surely (w.r.t. the sequence
(Zi)i≥1) converges in distribution to QT,X by showing that for any fixed continuous function g then, almost surely,
Eνˆn [g(Z)]
a.s.−−−−−→
n→+∞ EQT,X [g(Z)]. This may look like it’s not enough as the almost sure convergence in distribution
means that, almost surely, for all continuous function g we have the convergence of the expectation, especially because
the space of all continuous functions on Z is in general not countable. As a matter of fact, the two statements are
equivalent in our setting, and this is because C(Z, ‖.‖∞), Z being compact, is separable [[13]]. Indeed, it means
that C(Z, ‖.‖∞) admits a countable basis that can approximate any of its functions, and it is easy to see that our proof
actually implies that almost surely the convergence in expectation will hold for all of these basis functions, which is
enough for the convergence in distribution. We will use this fact (implicitly) again in the following proofs.
Because, almost surely, the weights based on ∂QT,X∂PT,X become feasible for n large enough, Lemma 9 implies that the
objective function from the CBDM minimization program of Definition 5 converges toward zero almost surely.
Lemma 10 Consider the same notations and assumptions as from Lemma 9. Assume furthermore that W > W0.
Then for IPM ∈ {W1,MMDK}:
min
w∈Λn; wi≤W/n, ∀i
Φn(w) = IPM2(PˆwT,X , Qˆ
n
T,X) + λ‖w‖22 a.s.−−−−−→
n→+∞ 0.
Proof. We just have to prove that almost surely there are, for n large enough, some feasible vectors w(n) such that
Φn(w(n))
a.s.−−−−−→
n→+∞ 0. Based on the previous lemma, consider w(n) defined as wi(n) = φ(Zi)/
∑n
i=1 φ(Zi),∀i.
Note that any IPM respects the triangular inequality, therefore we have:
IPM2(Pˆnφ , Qˆ
n
T,X) ≤ 2.IPM2(Pˆnφ , QT,X) + 2.IPM2(QˆnT,X , QT,X) a.s.−−−−−→
n→+∞ 0,
where the almost sure convergence toward zero came from Lemma 9. Also, by law of large numbers:
‖w(n)‖22 =
1
n2
n∑
i=1
φ2(Zi)
/( 1
n
n∑
i=1
φ(Zi)
)2
≤ 1
n
W 20
/( 1
n
n∑
i=1
φ(Zi)
)2
a.s.−−−−−→
n→+∞ 0.
We just have to prove now that almost surely for n large enough w(n) will be feasible, that is wi(n) ≤ W/n,∀i. At
least we have that wi(n) ≤W0/
∑n
i=1 φ(Zi),∀i. Furthermore, using (one-sided) McDiarmid’s inequality:
P
(
W0/
n∑
i=1
φ(Zi) > W
/
n
)
= P
(
0 >
W0 −W
W
>
1
n
n∑
i=1
φ(Zi)− 1
)
≤ exp
(
− (W0 −W )
2
2W 20W
2
n
)
. (21)
Applying Borel-Cantelli’s lemma, we conclude our proof.
Now that we have proved the almost sure convergence to zero of the objective function (from Definition 5), this implies
that the difference between the CBDM weighted empirical distribution and the target distribution goes also to zero,
w.r.t. the considered IPMs. Hence, when IPM ∈ {W1,MMDK} where K is a universal kernel, this implies almost
surely the convergence in distribution (w.r.t. T and X for now).
Lemma 11 Consider again the notations and assumptions from Lemma 9 and Lemma 10. Assume also that the kernel
K is universal. Let w(n) be the CBDM weights from Definition 5, that is w(n) = arg minw∈Λn; wi≤W/n, ∀i Φn(w)
for IPM ∈ {W1,MMDK}. Then:
a.s. Pˆ
w(n)
T,X
d−−−−−→
n→+∞ QT,X .
Proof. As the kernel is universal, hence continuous, it is bounded on Z compact. From Lemmas 9 and 10 we get:
IPM(Pˆw(n)T,X , QT,X) ≤ IPM(QˆnT,X , QT,X) + IPM(Pˆw(n)T,X , QˆnT,X) a.s.−−−−−→n→+∞ 0.
Hence IPM(Pˆw(n)T,X , QT,X)
a.s.−−−−−→
n→+∞ 0 and especially for IPM =W1 this implies directly the convergence in distribu-
tion (Theorem 7.12 from [58]).
Now let’s look at IPM = MMDK. Let g continuous and  > 0. Because K is universal, calling H its related RKHS,
we have that:
∃h ∈ H s.t. ‖g − h‖∞ ≤ /3. (22)
Furthermore, as MMDK(Pˆ
w(n)
T,X , QT,X) = suph∈H\{0} |EPˆw(n)T,X [h(Z)] − EQT,X [h(Z)]|/‖h‖H
a.s.−−−−−→
n→+∞ 0, it means
that almost surely for n big enough: ∣∣∣EPˆw(n)T,X [h(Z)]− EQT,X [h(Z)]∣∣∣ ≤ /3. (23)
Combining (22) and (23), it is easy to see that |E
Pˆ
w(n)
T,X
[g(Z)] − EQT,X [g(Z)]| ≤ . As g and  are chosen arbitrarily
this implies the convergence in distribution.
We have the convergence in law of the weighted empirical distribution w.r.t. T andX . Because the CBDM weights are
honest (they don’t depend on outcome values from the observational data), as we show below it means that actually
the full weighted empirical distribution (w.r.t. T , X and Y ) will converge to Q. This concludes our proof of Theorem
4.
Proof of Theorem 4
We proved from Lemma 11 that a.s. Pˆw(n)T,X
d−−−−−→
n→+∞ QT,X , if w(n) is the solution from the CBDM minimization
defined in Definition 5. Let Pˆw(n) =
∑n
i=1 wi(n)δ(Zi,Yi), we want to show that (a.s.) Pˆ
w(n) d−−−−−→
n→+∞ Q.
Let g continuous on Z × Y , which is compact, and let B s.t. ‖g‖∞ ≤ B/2. Note that EPˆw(n) [g(Z, Y )] =∑n
i=1 wi(n)g(Zi, Yi). Recall that ∀i, wi(n) ≤ W/n and they depend only on (Zi)ni=1. Therefore, applying Mc-
Diarmid’s inequality:
P
(∣∣∣∣∣
n∑
i=1
wi(n)g(Zi, Yi)−
n∑
i=1
wi(n)E[g(Zi, Yi)|Zi]
∣∣∣∣∣ ≥ ∣∣∣(Zi)ni=1
)
≤ 2 exp
(
− 2
2
B2W 2
n
)
.
By Borel-Cantelli’s lemma we have (a.s.) for n large enough: |∑ni=1 wi(n)(g(Zi, Yi)− E[g(Zi, Yi)|Zi])| ≤ .
E[g(Z, Y )|Z]) might not be continuous w.r.t. Z though, hence we can’t apply the convergence in distribution from
Lemma 11 directly to it. Instead, Lusin theorem states that there exists g∗ continuous on Z compact s.t. g∗ 6=
E[g(Z, Y )|Z]) with probability at most /(2BW ) (w.r.t. PT,X ) and ‖g∗‖∞ ≤ B/2. We can see that:∣∣∣∣∣
n∑
i=1
wi(n)g(Zi, Yi)− EQ[g(Z, Y )]
∣∣∣∣∣ ≤
∣∣∣∣∣
n∑
i=1
wi(n)(g(Zi, Yi)− E[g(Zi, Yi)|Zi])
∣∣∣∣∣+
∣∣∣∣∣
n∑
i=1
wi(n)(g
∗(Zi)− E[g(Zi, Yi)|Zi])
∣∣∣∣∣
+
∣∣∣∣∣
n∑
i=1
wi(n)g
∗(Zi)− EQT,X [g∗(Z)]
∣∣∣∣∣+ ∣∣EQT,X [g∗(Z)− E[g(Z, Y )|Z]]∣∣
≤+ BW
n
n∑
i=1
wi(n)1g∗(Zi)6=E[g(Zi,Yi)|Zi] +
∣∣∣∣∣
n∑
i=1
wi(n)g
∗(Zi)− EQT,X [g∗(Z)]
∣∣∣∣∣+ 2 .
The second term, by law of large number, will be bellow  (a.s.) for n large enough. We can say the same for the third
term by Lemma 11. As  and g are chosen arbitrarily this concludes our proof.
F Algorithm For IPM =W1
We give here the explicit formulation of the optimization problem from Definition 5 when IPM =W1. As said before,
this is a quadratic program, at least positive semi-definite when λ = 0, and positive definite when λ > 0. This is a
consequence from the fact that optimal transport (which gives rise to the Wasserstein distance) is essentially a linear
program ([58], see also [43] section 2.3). More precisely, let QˆT,X be a weighted sum of Diracs
∑m
j=1 qjδzj . Hence,
the optimization program here is:
min
w,M∈M+(n,m)
M1=w,M>1=q
∑
i,j
Mi,j‖Zi − zj‖2
2 + λ‖w‖22,
where q = (qj)mj=1 and we calledM+(n,m) the set of non-negative matrices of dimension n×m.
