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Capítulo 1
Introducción
La ingeniería civil es una disciplina que se ocupa del diseño, construcción y mantenimiento de
infraestructuras como puentes, carreteras, túneles, canales, embalses para la regulación de ríos y
para la generación de energía eléctrica, acueductos, redes de agua, ediﬁcios y torres, naves para
plantas industriales, entre muchos otros [Ins15]. Estas obras de gran envergadura requieren de un
elevado costo de inversión, dentro del cual se incluyen los relacionados con los materiales. Para que
los materiales estén disponibles al pie de la obra deben haber pasado varios procesos: explotación de
yacimientos, extracción de la materia prima (madera, suelo, roca, minerales, etc.), transformación
e industrialización (barras y perﬁles de acero, cemento, cal, etc.) y distribución. Los costos de estas
operaciones no son meramente económicos, ya que también están los asociados a la alteración,
degradación y contaminación del medio ambiente, que son difíciles de valorar. Determinar las
cantidades óptimas de materiales garantizando que la obra civil sea conﬁable, estable y segura es
tarea del ingeniero civil.
1.1. Motivación
Hay dos palabras claves que se han utilizado en la sección anterior, cantidad y seguridad. Si
nuestro proyecto no tuviera un equilibrio entre cantidad de materiales y seguridad, en pos de la
seguridad se utilizaría una cantidad mayor de materiales de la necesaria para aumentar la robustez
de la obra ﬁnal, aumentando los costes del proyecto, por lo que tal vez sería inviable construirlo.
Además, si éste se reproduce en otros proyectos aceleraríamos el proceso de degradación del medio
ambiente por el aumento de la demanda de la materia prima, incrementando también la conta-
minación por polución generados por la industrialización. Si observa desde la otra perspectiva,
economizar en demasía, reduciendo la cantidad de materiales inherentes a la resistencia y estabi-
lidad de la obra, se estaría moviendo la línea hacia el límite del servicio aceptable o admisible y,
pasado éste, aumentaría el riesgo de la seguridad. La falta de materiales en lugares críticos es una
de las causas del elevado costo de mantenimiento, de la falta de comodidad por vibraciones y del
acortamiento de la vida útil por reducción del tiempo de durabilidad de lo ediﬁcado. Si a esto se
agregan imprevistos o acciones imprevisibles se corre el riesgo de colapso o excesiva deformación a
temprana edad, haciendo que lo ediﬁcado salga de servicio antes de lo previsto.
En esta tesis se va a considerar el diseño de un tipo de construcciones civiles concreto, las
estructuras civiles de barras deﬁnidas en el espacio y calculadas íntegramente como un todo y
no por partes individuales. Se incluyen, pero no se abordan, problemas de estructuras planas
(2D) o simpliﬁcaciones de estructuras que opten por soluciones de elementos coincidentes con
un único plano respecto a las disposiciones geométricas o de cargas. En las estructuras civiles
estudiadas se asegura la vida útil teniendo en cuenta la estabilidad, la resistencia y la durabilidad,
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Figura 1.1: Ejemplo de estructura de barras: nave industrial.
contemplándose veriﬁcaciones globales, cumpliendo en parte con la seguridad del servicio de que la
estructura se mantendría en pie. La seguridad de una estructura está asociada al conocimiento de
la resistencia de los materiales y a la ubicación de los volúmenes de los materiales para que resistan
y absorban las cargas a las que estará sometida, sin que exista posibilidad de riesgo de colapso
o servicio. La seguridad que debe brindar una estructura civil incluye entre otros, el resguardo y
protección de personas, animales y bienes ante acciones derivadas de los fenómenos terrestres y
climáticos.
Una estructura de barras tiene una disposición lineal esquemática espacial, de forma esquelética
o de alambre, siendo los ejes que pasan por el baricentro de la sección transversal las líneas repre-
sentativas de las barras. Las barras tienen longitud ﬁja y están unidas a otras por nodos, que están
deﬁnidos en el espacio por un sistema de coordenadas cartesiano de tres ejes. Estos nodos proveen
vinculaciones entre las barras. Los nodos y las barras tienen propiedades e identiﬁcaciones de modo
tal que pueden ubicarse en el espacio y ser individualizados en la topología de la estructura. La
topología es la representación esquemática del conjunto de nodos y de barras dispuestos para dar
la forma esquelética de la estructura. Un ejemplo se muestra en la Figura 1.1, que incluye una nave
industrial.
Entre las complejidades del diseño de estructuras está la manera en que se considera la dis-
tribución de los esfuerzos internos o, dicho de otra manera, la distribución del trabajo entre las
barras que interactúan solidariamente. Estas distribuciones de fuerzas y desplazamientos en una
estructura estarán determinada por el tipo de uniones entre barras. Estas uniones básicamente
pueden ser rígidas o articuladas, según algún tipo de rigidez elástica o plástica. Las estructuras
articuladas se las conoce como celosías o cerchas (truss, en inglés). En ellas las uniones entre las
barras son consideradas de resistencia nula al giro relativo; podría decirse que el comportamiento
es similares a una bisagra. En cambio, en las estructuras con nodos de considerable rigidez como
los pórticos o marcos (frames, en inglés), los nodos trasmiten los efectos de rotación o deﬂección
de las barras. En la Figura 1.2 se muestran representaciones reales de estas casos para estructuras
planas y espaciales. Algunas estructuras pueden contener vinculaciones mixtas entre las barras.
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(1) 2D nudos articulados (2) 2D nudos rígidos
(3) 3D nudos articulados (4) 3D nudos rígidos
Figura 1.2: Clasiﬁcación por la conexión de las barras en las estructuras planas (2D) y espaciales
(3D). En las ﬁguras se resaltan líneas en color rojo indicando en la estructura cuales son los
elementos barras y sus interconexiones llamados nodos
Entre las formas diversas utilizadas en los diseños de la secciones transversales de las barras se
encuentran aquellas que son fácilmente construibles en obra y/o industrializables tales como las
rectangulares, rectangulares huecas, circulares, perﬁles T y doble T, entre otras (ver Figura. 1.3).
Encontrar las medidas de las formas geométricas de las secciones transversales de las barras que
son el ancho, el alto y el espesor, constituyen la base de la solución del problema de diseño de
estructuras con disposiciones conocida de barras. Estas medidas conforman las variables de decisión
de un problema de optimización complejo. La resolución de este problema es el eje sobre el que
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Figura 1.3: Tipos de formas de las secciones transversales de las barras y representación de sus
dimensiones.
gira esta tesis doctoral. Se busca determinar las medidas de las secciones de cada barra con el
objetivo de minimizar el peso global de la estructura, es decir, la cantidad de materiales que se
necesita para su construcción y, al mismo tiempo, minimizar las deformaciones de la estructura.
Este procedimiento con restricciones en las soluciones mejoraría el comportamiento del conjunto
de las barras, controlaría y restringiría las deﬂexiones en ciertos lugares críticos o atendibles sin
resignar robustez en las partes. Se intenta, por tanto, optimizar a un mismo tiempo dos objetivos
que son contrapuestos entre sí, por lo que se trata de un problema de optimización multi-objetivo.
La principal característica de un problema de optimización multi-objetivo es la no existencia
de una única solución que pueda optimizar todos los objetivos al mismo tiempo; por el contrario,
la solución a estos problemas es en realidad un conjunto de soluciones de compromiso que se
denomina conjunto de óptimos de Pareto (también se conoce como conjunto de Pareto o conjunto
de soluciones Pareto-óptimas). La correspondencia de ese conjunto en el espacio de la funciones
objetivo es denominado frente de Pareto (o también frontera eﬁciente). Las soluciones del conjunto
de Pareto son no dominadas, en el sentido que no existe ninguna otra del mismo conjunto que la
mejore en todos los objetivos. En el contexto del diseño estructural la implicación es que, dada
una estructura concreta, existirá un conjunto de posibles diseños que proporcionarían diferentes
alternativas de compromiso entre los dos objetivos en conﬂicto.
Afrontar la resolución de un problema multi-objetivo requiere dos fases o etapas muy diferen-
ciadas. En primer lugar, está el proceso de optimización, que busca encontrar el frente de Pareto
del problema. Este proceso en muchos casos es complejo por varios motivos; por ejemplo, en el
caso de problemas continuos dicho frente puede contener un conjunto inﬁnito de puntos o, si el
problema es combinatorio con complejidad NP-dura, no existirá un algoritmo que lo pueda resolver
en tiempo polinomial. Como consecuencia, la optimización suele consistir en buscar un conjunto
de soluciones que constituyan una aproximación razonable al frente de Pareto del problema que
se quiere resolver. En segundo lugar, una vez hallada dicha aproximación, el resultado es propor-
cionado a un experto en el problema que habrá de seleccionar una o varias soluciones de entre
las encontradas de forma que se satisfagan determinados criterios. Esta segunda etapa depende de
las preferencias del experto, mientras que la primera (el encontrar un frente de soluciones de alta
calidad) es un desafío en el contexto de problemas complejos, como es el caso de la optimización
del diseño de estructuras.
De entre los distintos métodos computacionales que se pueden usar para resolver problemas de
optimización multi-objetivo, esta tesis se centra en las metaheurísticas [BR03b]. Éstas son técni-
cas no exactas que se pueden deﬁnir como estrategias de alto nivel que gobiernan a un conjunto
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técnicas subyacentes (típicamente de tipo heurístico) con la ﬁnalidad de buscar soluciones óptimas
o quasi-óptimas para un determinado problema de optimización. Las metaheurísticas son parti-
cularmente útiles en el ámbito de la optimización estructural, ya que son capaces de tratar con
funciones no lineales y no diferenciables, que son características habitualmente presentes en este
tipo de problemas. Otro aspecto atractivo es que, al contrario de lo que ocurre con los métodos de
programación matemática tradicionales, las metaheurísticas pueden generar una aproximación al
frente de Pareto en una sola ejecución [Mie99].
La optimización multi-objetivo mediante metaheurísticas es un campo abierto de investigación
muy activo desde principios del año 2000, cuando se propusieron algoritmos que todavía se consi-
deran de referencia, como NSGA-II y SPEA2, y se publicaron los libros de referencia de K. Deb
[Deb01a] y de C. A. Coello et al [CVL02]. A modo de curiosidad, es de reseñar que los dos autores
más relevantes del área, K. Deb y C. A. Coello Coello, son ingenieros (industrial el primero y civil
el segundo).
1.2. Objetivos y Fases
La ﬁnalidad de esta tesis es analizar y aplicar técnicas metaheurísticas de optimización multi-
objetivo sobre problemas de estructuras, evaluando el comportamiento de las últimas propuestas
algorítmicas del estado del arte, que se han omitido constantemente en la literatura especializada,
así como la paralelización de las mismas. Con ello se espera promover el uso de estos algoritmos
avanzados en el ámbito de la Ingeniería Civil y fomentar así la transferencia entre ambos dominios.
También se pretende ofrecer a los investigadores en metaheurísticas un conjunto de problemas de
ingeniería de corte real de forma que puedan usarlos como bancos de pruebas en sus algoritmos,
ofreciendo así un plus de calidad sobre las investigaciones que típicamente utilizan problemas
sintéticos para evaluar el rendimiento de las nuevas técnicas que se proponen.
Los objetivos concretos de este trabajo se pueden enumerar en los siguientes puntos:
Identiﬁcar las líneas de estudios abiertas. Se realizó un análisis de los trabajos existentes
sobre metaheurísticas multi-objetivo aplicadas a problemas de diseño de estructuras civiles,
que además serviría como referencia para investigadores interesados en la temática abordada.
Diseñar e implementar una herramienta software para el diseño de estructuras. Esta herra-
mienta se integró al framework de optimización multi-objetivo jMetal [DN11], con lo que se
ofrece un producto software integral que cubre todas las fases del proceso, incluyendo el dise-
ño inicial, la optimización del mismo con metaheurísticas, y el apoyo a la toma de decisiones
para poder elegir el diseño ﬁnal según los criterios del ingeniero civil.
Llevar a cabo un estudio del rendimiento de metaheurísticas multi-objetivo representativas
del estado del arte al resolver problemas estructurales reales. Se usaron algoritmos clásicos
y modernos, representativos del estado del arte, y se determinaron cuáles de las técnicas
produjeron mejores resultados en el diseño de estructuras.
Estudiar enfoques paralelos para abordar el diseño de estructuras de muy alta complejidad. Se
aplicaron técnicas de cómputo distribuido en los problemas de coste computacional relevantes;
en concreto, en puentes con una gran cantidad de variables de decisión y restricciones.
Para llevar a cabo estos objetivos se han seguido las siguientes fases, tal como se muestra en
la Figura 1.4. En primer lugar se ha realizado una revisión detallada de la literatura especializa-
da en el diseño de estructuras y optimización multi-objetivo. En ese estudio se han identiﬁcado
lagunas importantes en relación tanto a la ausencia de metaheurísticas modernas como a la poca
presencia en los trabajos analizados de problemas reales. Consecuentemente se ha implementado
6 1.2. OBJETIVOS Y FASES
una herramienta software denominada Ebes para utilizarla como laboratorio de pruebas. Esta he-
rramienta permite veriﬁcar el equilibrio y la estabilidad del diseño de estructuras, que ha servido
de herramienta base para realizar las investigaciones a desarrollar.
El diseño integral de la estructura se consigue cuando las secciones de las barras que la com-
ponen son óptimas. Para ello, se ha integrado el módulo de cálculo y análisis de Ebes dentro del
framework de optimización multi-objetivo jMetal. La interacción permite el diseño de estructuras
civiles espaciales de barras. La siguiente etapa ha consistido en cubrir esas lagunas con estudios
que involucren tanto a algoritmos de última generación como a problemas de corte real. Para ello
se han deﬁnido varios problemas de este tipo y se han seleccionado metaheurísticas representativas
del estado del arte para su utilización. Después de la experimentación mediante estudios algorít-
micos comparativos y estudios paramétricos la última fase de la investigación termina analizando
los resultados obtenidos, incluyendo la toma de decisiones de las soluciones más prometedoras. Por
último, ante las elevadas necesidades de cómputo requeridas para el cálculo de las funciones obje-
tivo cuando la estructura de barras comienza a crecer, se han desarrollado las versiones paralelas
de algunas metaheurísticas para reducir el tiempo de ejecución a valores asumibles (del orden de
pocas horas en lugar de varios meses), usando hasta 420 procesadores en a la vez.
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Figura 1.4: Fases seguidas durante la elaboración de esta tesis para problemas de diseño de estruc-
turas.
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1.3. Contribuciones de la Tesis
Las contribuciones de la tesis giran en torno a la aplicación de técnicas metaheurísticas multi-
objetivo a problemas de optimización reales propios y complejos de la ingeniería civil, analizando
distintas posibilidades para sacar el máximo partido a dichas técnicas y ofrecer así soluciones de
gran calidad. Estas contribuciones se pueden resumir en los siguientes puntos:
Se ha realizado una revisión del estado del arte de optimización multi-objetivo con me-
taheurísticas para el diseño de estructuras que incluye citas desde 1998 hasta el 2012, su-
mando un total de 51 artículos analizados en los que se han resuelto un total de 84 pro-
blemas [ZNLCC14]. Como resultado, se han determinado qué algoritmos han sido los más
utilizados y los problemas se han clasiﬁcado en 8 categorías que se han deﬁnido previamen-
te. El análisis llevado a cabo ha permitido detectar que problemas de diseño de estructuras
complejas espaciales (3D) con combinaciones de nudos rígidos y articulados de gran tama-
ño prácticamente no se han abordado y también se ha visto que la aplicación de técnicas
algorítmicas modernas de optimización multi-objetivo ha sido muy marginal.
Se han deﬁnido tres problemas nuevos de corte real para su estudio durante la tesis [ZNLC15,
LZN+14]. Los problemas son variantes de puentes metálicos sostenidos por cables, que em-
plean dos tipos de materiales distintos y tres tipos de secciones diferentes y están sujetos a
restricciones de deformación, geometría y resistencia.
Se ha diseñado e implementado un software de código abierto para el diseño, cálculo y
análisis de estructuras de barras 2D y 3D llamado Ebes [ZNDL14]. Es una herramienta
gráﬁca implementada en Visual Basic .Net que incluye un modelo numérico computacional
para la simulación del comportamiento físico de estructuras civiles y permite visualizarlas en
3D.
La herramienta Ebes se ha extendido para integrar el framework de optimización multi-
objetivo jMetal, lo que permite a los usuarios optimizar el diseño de las estructuras [ZNDL14].
De este modo, se puede elegir cualquiera de los algoritmos incluidos en jMetal, conﬁgurarlos,
ejecutarlos para optimizar la estructura, visualizar la aproximación al frente de Pareto que
se obtiene, y visualizar dicho frente para poder seleccionar la solución o soluciones según el
criterio del ingeniero civil.
El módulo de cálculo de Ebes ha sido reescrito en Java para incorporarlo a jMetal, lo que
permite a usuarios de este framework el poder resolver problemas de diseño de estructuras
sin depender de la herramienta Ebes [ZNDL14].
Se ha creado un sitio Web (http://ebesjmetal.sourceforge.net) para la herramienta
Ebes+jMetal, que incluye una descripción de la misma, un tutorial de uso, varias instancias
de estructuras y enlaces a las publicaciones relacionadas.
Se ha hecho un estudio comparativo de siete metaheurísticas multi-objetivo representativas
del estado del arte sobre dos instancias del puente metálico sostenido por cables [ZNLC15].
El estudio ha requerido hace un análisis previo para determinar qué valores aplicar a los
parámetros que caracterizan a los algoritmos y ha permitido concluir qué técnicas son las
más prometedoras para resolver problemas similares a los incluidos en el estudio.
Se ha abordado la resolución de un problema de estructura de muy alta dimensionalidad, lo
que ha requerido el uso de técnicas de procesamiento distribuido para obtener resultados de
calidad en un tiempo razonable [LZN+14].
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1.4. Organización de la Tesis
Esta memoria se estructura en los siguientes capítulos que se enumeran a continuación.
El presente capítulo contiene una introducción al trabajo realizado, incluyendo la motivación
para llevarlo a cabo, los objetivos que se han pretendido alcanzar, las fases que se han seguido para
conseguir dichos objetivos y las contribuciones de la tesis.
En el Capítulo 2 se deﬁne el concepto de estructura civil de barras, que es la base de los
problemas abordados, y describe los procesos de diseño de estructuras sin optimización y las consi-
deraciones necesarias para diseñar estructuras con optimización multi-objetivo. También se incluye
la descripción detallada de tres puentes atirantados como problemas propuestos de estudio.
El Capítulo 3 se introducen los fundamentos tanto de las técnicas metaheurísticas como de op-
timización multi-objetivo. Se incluye una clasiﬁcación de las primeras y se detalla el procedimiento
de evaluación estadística que se ha seguido en los estudios experimentales.
En el Capítulo 4 contiene los resultados y las referencias de los cuatro trabajos de investigación
que avalan esta tesis que han sido publicados como artículos en revistas cientíﬁcas internacionales
indexadas en el Journal Citation Reports (JCR) del Institute for Scientiﬁc Information (ISI).
En Capítulo 5 se presentan las conclusiones de la tesis, el resumen de los trabajos realizados
y las contribuciones que se han hecho. También se encuentran las líneas de investigación que han
quedado abiertas para futuros trabajos.
El Anexo I está detallada la metodología empleada para el cálculo de estructuras de barras
espaciales considerando las veriﬁcaciones de equilibrio y la estabilidad.
Capítulo 2
Diseño de estructuras civiles
Este capítulo está dedicado a detallar el problema de optimización que se aborda en esta tesis,
la manera en la que se afronta el cálculo en el dominio de la Ingeniería Civil de forma manual o
asistida por computadora sin optimización, y las instancias reales del mismo que se han deﬁnido y
evaluado.
2.1. Estructuras de barras
La estabilidad estructural y la resistencia de materiales son campos de la Ingeniería Civil que
permiten diseñar y analizar el comportamiento de las estructuras para que éstas sean eﬁcientes,
equilibradas, estables y duraderas. Una estructura de barras es un sistema de elementos en donde
una de sus medidas, la longitud (eje principal), predomina respecto a sus otras dos dimensiones
(sección transversal). La estructura de barras tiene una disposición lineal esquemática espacial, de
forma esquelética o de alambre, siendo los ejes que pasan por el baricentro de la sección transversal
las líneas representativas de esas barras. Las barras están unidas a otras por nodos y los nodos
están deﬁnidos en el espacio por un sistema de coordenadas cartesiano de tres ejes. Dos o mas
barras pueden estar conectadas y relacionadas entre si por un nodo en común. Este conjunto de
disposición de nodos y barras se denomina topología de la estructura. Las estructuras se pueden
agrupar en dos grupos principales asociadas con la distribución de los elementos y su comporta-
miento, en planas o 2D (dos dimensiones) y espaciales o 3D (tres dimensiones). Consideraremos
otra clasiﬁcación referida al tipo de unión entre las barras; articulada o rígida, que originan compor-
tamientos distintos entre las barras contiguas. Uniones articuladas (truss) poseen nudos articulados
como interconexión de las barras (celosías o cerchas) e interconexión rígida para estructuras rígidas
como marcos o pórticos (frames). La complejidad del cálculo aumenta con la cantidad de nudos y
barras y de acuerdo a la tipología de la estructura: si es articulada 2D, articulada 3D, rígida 2D,
articulada-rígida 2D, rígida 3D, mixta articulada-rígida 3D, etc. Esto es así por las combinaciones
y porque crecen las variables correspondiéndole un mayor número de ecuaciones para la solución.
El diseño de una estructura debe soportar su propio peso (cargas muertas), las cargas ejercidas
por el uso o destino y las cargas producidas por eventos de la naturaleza como vientos, sismo, nieve
y agua (cargas vivas). Individualmente se requiere que las barras deban resistir estas acciones y
deban ser capaces de distribuirlas entre sí, por lo cual a las barras habrá que darle formas, tamaños y
uniones adecuadas para que también trabajen mecánicamente en conjunto equilibrando las acciones
y reacciones hasta conseguir una estructura estable.
En el caso concreto de los problemas abordados en esta tesis, se parte de un diseño topológico
de la estructura deﬁnido previamente. De igual manera, las formas de las secciones transversales
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de cada barra que permanecen invariables en los cálculos. El diseño de optimización multi-objetivo
se ha restringido a encontrar las medidas y las proporciones de las distintas ﬁguras de las secciones
transversales de las barras.
Las estructuras tienen complejidades distintas dependiendo del tipo y de las cantidades de
nodos y barras, cuyas soluciones deben cumplir con ciertas restricciones de diseño globales de
la propia estructura y locales propias de las barras. Entre otras restricciones deben incluirse:
proporcionalidades geométricas de las secciones transversales; en casos de perﬁles laminados que
dan la forma a las secciones se debe controlar los tamaños individuales de las placas (espesor y
altura), de manera que las características geométricas aporten la esbeltez y la rigidez mecánica
necesaria; restricciones en las tensiones y deformaciones para cumplir con las veriﬁcaciones de
las admisibles propias del material; etc. Respecto a la estabilidad de la estructura se han utilizado
soluciones no lineales, considerando el efecto de segundo orden. Las barras comprimidas se veriﬁcan
considerando el fenómeno de pandeo. Para su aplicación utilizamos como modelo numérico de
cálculo de estructuras el Método Matricial de la Rigidez (MMR), el cual tiene contribuciones de
varios autores según [Fel01].
El método y procedimiento de cálculo aplicado en las estructuras, funciones objetivo, restric-
ciones, etc. que se utilizan en esta tesis doctoral, se han incluido en el Apéndice A.
2.2. Procedimiento de diseño sin optimización
En la metodología de cálculo manual o asistida por ordenador sin optimización, el ingeniero
estructuralista adopta y deﬁne a propio criterio, basado en su experiencia o en la de otros, cuáles
deberían ser las medidas iniciales de las secciones transversales de las barras. Así determina el peso
propio de la estructura y junto a las acciones de servicio calcula los esfuerzos internos y veriﬁca
las tensiones de trabajo de las barra; este proceso previo es el de predimensionado. Luego ajusta
los tamaños de las secciones de las barras, aumentando o reduciendo las medidas para que las
tensiones de trabajo se aproximen a las admisibles.
Durante el proceso de deﬁnición de las medidas de las formas de las secciones, los cambios
de los valores de las variables provocan variaciones en el peso de cada barra y del total de la
estructura, cambian las rigideces de las barras y por ende las distribución de las acciones externas y
el comportamiento de deformación de la estructura, por cuanto los esfuerzos internos de las barras
también varían y serán distintos a los hallados en un diseño primitivo. Estos cambios implican
repetir el proceso de cálculo descrito, siendo un proceso iterativo de búsqueda hasta dar con una
solución adecuadamente segura. El proceso repetitivo de búsqueda es muy laborioso y no suele
hacerse cuando el cálculo es manual o simplemente asistido por ordenador. Por lo general se cumple
con un ciclo. Visto así, este procedimiento no tendría en cuenta la optimización de la estructura
desde el punto de vista del aprovechamiento de los materiales, porque sería muy difícil encontrar
óptimos globales a través de estos pasos. La propuesta de esta tesis es la utilización de procesos de
optimización multi-objetivo mediante metaheurísticas, metodología que permite allanar el proceso
tedioso de búsqueda de las soluciones óptimas o quasi-óptimas.
A través de otros cálculos, consideraciones y aplicaciones de normas reglamentarias y recomen-
daciones de la construcción (procedimientos que no alcanza esta tesis), se procede a las veriﬁcaciones
de fallas locales del material para cada elemento y de las uniones, volviendo a redimensionar las
secciones si fuera necesario. Hasta aquí se habría cumplido un ciclo de cálculo. El ingeniero debería
ir ajustando las medidas geométricas adecuadas de cada barra o grupos de barras de similares
comportamientos para que cumplan con las veriﬁcaciones de las tensiones admisibles, y de este
modo obtendría las dimensiones ﬁnales. Este procedimiento es mas complejo cuanto mas compleja
es la estructura (hiperestática 3D, cantidades elevadas de cargas y tipos, número elevado de nudos
y barras, materiales de distinto comportamiento, uniones variadas, etc.). En la Figura 2.1 hay un














































































Figura 2.1: Detalle esquemático de una porción de puente. Barras y partes a diseñar.
esquema que representa las partes que deben diseñarse, las proporciones y medidas que se deben
determinar (variables).
2.3. Procedimiento de diseño con optimización
En esta tesis se ha desarrollado una herramienta de diseño de estructuras que tiene integra-
do un framework de optimización multi-objetivo. En concreto, se ha partido del software Ebes,
que es un desarrollo propio del autor de esta tesis, que incorpora funcionalidades para el diseño,
cálculo y análisis de estructuras compuestas de barras. Para ello incorpora módulos de pre- y
post-procesamiento, que permiten diseñar la totalidad de una estructura y analizar el resultado
obtenido, tanto numérica como gráﬁcamente. Ebes está escrito en Visual Basic .NET.
Para dotar a Ebes de un módulo de optimización se llevado a cabo una integración con el
framework de optimización multi-objetivo jMetal [DN11], que es una de las herramientas software
más usadas dentro de la comunidad de investigadores interesados en problemas de optimización
multi-objetivo. La integración ha consistido en dos partes. Por un lado, se ha incluido el motor de
cálculo de Ebes en jMetal, lo que ha obligado a un proceso de adaptación, dado que jMetal está
escrito en Java; al ser jMetal un framework con una arquitectura orientada a objetos, la adaptación
no ha sido una mera traducción de código sino que ha requerido un proceso de rediseño para ajus-
tarse a los requisitos que establece el framework. Por otro lado, las metaheurísticas multi-objetivo
de jMetal pueden ser conﬁguradas y ejecutadas desde Ebes. El software resultante, denominado
Ebes+jMetal, fue publicado en la revista Advances in Engineering Software [ZNDL14] y es una de
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las contribuciones de esta tesis doctoral.
La metodología que se ha seguido para conseguir los diseños optimizados de los problemas de
estructuras se describen detalladamente en [ZNDL14]. En el siguiente párrafo de manera sintética
se comentará el esquema de la Figura 2.2, que reﬂeja los pasos y procesos que se siguen para diseñar




















Figura 2.2: Ejecución de una metaheurística en Ebes+jMetal.
Primero se usa Ebes (denominado Ebes.NET en la ﬁgura) para diseñar el esquema topológico
de la estructura, su estado de cargas, las formas que deben tener las secciones para asociar las
ecuaciones geométricas, las características físicas y mecánicas del material de las barras, etc. Este
diseño se almacena en un ﬁchero de datos, que es leído por el módulo de Ebes en jMetal (Ebes.java
en la ﬁgura), tras lo cual se pueden seleccionar los objetivos a optimizar y las restricciones, lo que
constituye el segundo paso del proceso.
El tercer paso es seleccionar el algoritmo a utilizar para optimizar el problema de diseño, que
tras ser conﬁgurado es ejecutado y da como resultado una aproximación al frente de Pareto del
problema y las soluciones respectivas. A continuación se visualiza dicha aproximación y el último
paso consiste en analizar las soluciones obtenidas y seleccionar la que se estime que mejor se ajusta
a los requisitos según los criterios del ingeniero civil. En la Figura 2.2 se muestra un ejemplo de
frente en el que se han seleccionado tres soluciones a modo de ilustración: una que minimiza el
criterio de mejor peso, otra que minimiza el objetivo de la deformación, y una solución intermedia.
2.4. Problemas de estructuras propuestos
Para llevar a cabos los trabajos de investigación planteados un requisito imprescindible era usar
como casos estudio estructuras de corte real, que permitiesen evaluar bajo el punto de vista del
ingeniero civil la efectividad de los algoritmos utilizados y la calidad de las soluciones resultantes.
CAPÍTULO 2. DISEÑO DE ESTRUCTURAS CIVILES 13
El enfoque se ha seguido a sido tomar un tipo concreto de estructura, un puente metálico ten-
sionado, y hacer tres diseños distintos que dieran lugar a tres problemas de diferente complejidad.
Las Figuras 2.3, 2.4, y 2.5 muestran los tres problemas que se han deﬁnido. Los puentes están
compuestos por barras de diferente sección transversal y tamaño. Toda barra se caracteriza por
tener una de la siguientes secciones transversales: en forma de I, circular y en forma de rectángulo
hueco. Cada uno de estos tipos de barras determinan una serie de parámetros geométricos que han
de ser especiﬁcados para cada una de las barras que componen los puentes en vistas a buscar un
diseño lo más óptimo posible.
Los problemas 2.3 y 2.4 se abordaron en [ZNLC15] y los problemas 2.4 y 2.5 en [LZN+14]. A
continuación detallan las principales características de los tres puentes.
2.4.1. Puente 25N35E
Esta estructura es la menos compleja de las tres deﬁnidas, estando compuesta por 25 nodos y
35 barras. El puente tiene dos columnas que soportan parte del peso de la cubierta, y el resto del
peso del tablero se sostiene por la tensión paralela de los cables. El puente tiene un único carril
vehicular, que tiene 9,00 metros de largo, 3,50 metros de ancho y 3,50 metros de alto.
Un esquema que se usado en ésta, y las otras dos instancias, es aplicar un agrupamiento de barras
para reducir la complejidad del problema, de forma que los elementos de un mismo grupo tienen
la misma forma, material y una posición similar en la estructura. Como resultado, el problema
25N35E tiene 25 nodos, 35 barras, que se agrupan en 8 grupos de barras, y dan como resultado un
problema de optimización con 26 variables y 68 restricciones.
La Tabla 2.1, tomada del artículo [ZNLC15], detalla todos los parámetros del puente. Dicho
artículo se puede consultar si se desea más información, en particular sobre las restricciones.
Figura 2.3: Problema 25N35E.
Shape Bars Groups Variables Geometric Mechanic Deﬂection
(gr) (var) constraints constraints constraints
Circle 6 2 1var/gr x 2gr = 2 3const/gr x 2gr = 6
20I-beam 14 1 4var/gr x 1gr = 4 4const/gr x 1gr = 4 3const/gr x 1gr = 3
Hollowed rectangle 15 5 4var/gr x 5gr = 20 4const/gr x 5gr = 20 3cont/gr x 5gr = 15
Total 35 8 26 68
Tabla 2.1: Variables and restricciones de la instancia 25N35E.
2.4.2. Puente 133N221E
El segundo problema, denominado 133N221E (133 nodos y 221 barras), tiene un carril vehicular
de un sólo sentido y dos sendas peatonales (Figura 2.4). Tiene una longitud total de 44 metros de
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largo entre tensores, cuatro columnas de 6 metros de alto, y un tablero de 32 metros de largo y 6,5
metros de ancho.
Después de proceder al agrupamiento de elementos, el problema tiene 33 grupos de barras,
que dan lugar a 108 variables de decisión y 267 restricciones. Sus características se detallan en la
Tabla 2.2, también tomada de [ZNLC15].
Figura 2.4: Problema 133N221E.
Shape Bars Groups Variables Geometric Mechanic Deﬂection
(gr) (var) constraints constraints constraints
Circle 46 8 1var/gr x 8gr = 8 3const/gr x 8gr = 24
68I-beam 39 4 4var/gr x 4gr = 16 4const/gr x 4gr = 16 3const/gr x 4gr = 12
Hollowed rectangle 136 21 4var/gr x 21gr = 84 4const/gr x 21gr = 84 3cont/gr x 21gr = 63
Total 221 33 108 267
Tabla 2.2: Variables and restricciones de la instancia 133N_221B.
2.4.3. Puente 837N1584E
Esta estructura es la que presenta la mayor complejidad de las tres que se han propuesto.
El puente, compuesto de 837 nodos y 1584 barras, tiene dos pilares de 23 de altura y los cables
tensionados están dispuestos en diagonal. Tiene una longitud total de 162 metros y la longitud de
la plataforma tiene 90 metros y 9 metros de largo y ancho, respectivamente.
Se han conﬁgurado 60 grupos de barras, dando lugar a un problema de 207 variables y 392
restricciones. Los detalles del mismo se muestran en la Tabla 2.3, tomada del artículo [LZN+14].
Figura 2.5: Problema 837N1584E.
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Shape Bars Groups Variables Geometric Mechanic Deﬂection
(gr) (var) constraints constraints constraints
Circle 42 11 1var/gr x 11gr = 11 3const/gr x 11gr = 33
16I-beam 252 41 4var/gr x 41gr = 164 4const/gr x 41gr = 164 3const/gr x 41gr = 123
Hollowed rectangle 1 280 8 4var/gr x 8gr = 32 4const/gr x 8gr = 32 3cont/gr x 8gr = 24
Total 1 584 23 207 392
F1 = Σbi=1γiliΩi , F2 = Σnj=1δj
Tabla 2.3: Variables y restricciones de la instancia 837N_1584E.




Este capítulo se dedica a establecer los fundamentos de los algoritmos de optimización que son la
base de las técnicas que se han utilizado en esta tesis. Se partirá de un planteamiento clásico de
optimización para deﬁnir el concepto de metaheurística y establecer su clasiﬁcación. A continuación
se introducen los conceptos básicos de optimización multi-objetivo, puesto que los problemas de
ingeniería que se van a considerar están compuestos de varias funciones contrapuestas entre sí que
se han de optimizar a la vez.
Estos problemas no sólo proceden del mundo real, sino que además estamos considerando
instancias de gran tamaño que pueden requerir considerables necesidades de cómputo. En uno de
los problemas abordados se han utilizado técnicas paralelas para afrontar este inconveniente, lo
que nos lleva al siguiente bloque de este capítulo, los modelos paralelos para metaheurísticas como
medio para reducir los tiempos de ejecución. Por último, se detalla el procedimiento estadístico
seguido para evaluar metaheurísticas, donde se presentan las principales medidas de rendimiento
así como los indicadores de calidad utilizados tanto en problemas de optimización mono-objetivo
como multi-objetivo.
3.1. Deﬁnición de metaheurística
La optimización, en el sentido de encontrar la mejor solución o al menos una solución lo suﬁciente-
mente buena para un problema, es un campo de vital importancia en el mundo real y, en particular,
en ingeniería. Constantemente estamos resolviendo pequeños problemas de optimización, como el
camino más corto para ir de un lugar a otro, la organización de una agenda, etc. En general, si estos
problemas son lo suﬁcientemente pequeños se pueden resolver sin ayuda adicional, pero conforme
se hacen más grandes y complejos hay que usar algoritmos de optimización.
Comenzaremos este capítulo dando una deﬁnición formal del concepto de optimización. Asu-
miendo, sin perdida de generalidad, el caso de la minimización, podemos deﬁnir un problema de
optimización como sigue:
Deﬁnición 1 (Problema de optimización). Un problema de optimización se formaliza como un
par (S, f), donde S ≠ ∅ representa el espacio de soluciones (o de búsqueda) del problema, mientras
que f es una función denominada función objetivo o función de ﬁtness, que se deﬁne como:
f ∶ S → R . (3.1)
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Así, resolver un problema de optimización consiste en encontrar una solución, i∗ ∈ S, que satisfaga
la siguiente desigualdad:
f(i∗) ≤ f(i), ∀ i ∈ S . (3.2)
Asumir el caso de maximización o minimización no restringe la generalidad de los resultados,
puesto que se puede establecer una igualdad entre tipos de problemas de maximización y minimi-
zación de la siguiente forma [B96, Gol89]:
ma´x{f(i)∣i ∈ S} ≡ mı´n{−f(i)∣i ∈ S} . (3.3)
En función del dominio al que pertenezca S, podemos deﬁnir problemas de optimización binaria
(S ⊆ B∗), entera (S ⊆ N∗), continua(S ⊆ R∗), o heterogénea (S ⊆ (B ∪N ∪R)∗).
Debido a la gran importancia de los problemas de optimización, a lo largo de la historia de la
Informática se han desarrollado múltiples métodos para tratar de resolverlos. Una clasiﬁcación muy
simple de estos métodos se muestra en la Figura 3.1. Inicialmente, las técnicas las podemos clasiﬁcar
en exactas (o enumerativas, exhaustivas, etc.) y aproximadas. Las técnicas exactas garantizan
encontrar la solución óptima para cualquier instancia de cualquier problema en un tiempo acotado.
El inconveniente de estos métodos es que el tiempo y/o memoria que se necesita, aunque acotado,
puede crecer exponencialmente con el tamaño del problema cuando éste de complejidad NP-dura.
Esto supone en muchos casos que el uso de estas técnicas sea inviable, ya que se requiere mucho
tiempo (posiblemente miles de años) y/o una cantidad desorbitada de memoria para la resolución
del problema. Por lo tanto, los algoritmos aproximados para resolver estos problemas han recibido
una atención cada vez mayor por parte de la comunidad internacional desde hace unas décadas.
Estos métodos sacriﬁcan la garantía de encontrar el óptimo a cambio de encontrar una solución
satisfactoria en un tiempo razonable.
Técnicas de Optimización
Exactas

















Figura 3.1: Clasiﬁcación de las técnicas de optimización.
Dentro de los algoritmos aproximados se pueden encontrar dos tipos: los heurísticos ad hoc y
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las metaheurísticas (en las que nos centramos en este capítulo). Los heurísticos ad hoc, a su vez,
pueden dividirse en heurísticos constructivos y métodos de búsqueda local .
Los heurísticos constructivos suelen ser los métodos más rápidos. Construyen una solución
desde cero mediante la incorporación de componentes hasta obtener una solución completa, que
es el resultado del algoritmo. Aunque en muchos casos encontrar un heurístico constructivo es
relativamente sencillo, las soluciones ofrecidas suelen ser de muy baja calidad. Encontrar métodos
de esta clase que produzca buenas soluciones es muy difícil, ya que dependen mucho del problema,
y para su planteamiento se debe tener un conocimiento muy extenso del mismo. Por ejemplo, en
problemas con muchas restricciones puede que la mayoría de las soluciones parciales sólo conduzcan
a soluciones no factibles.
Los métodos de búsqueda local o seguimiento del gradiente parten de una solución ya completa y,
usando el concepto de vecindario, recorren parte del espacio de búsqueda hasta encontrar un óptimo
local . El vecindario de una solución s, que denotamos con N(s), es el conjunto de soluciones que
se pueden construir a partir de s aplicando un operador especíﬁco de modiﬁcación (generalmente
denominadomovimiento). Un óptimo local es una solución mejor o igual que cualquier otra solución
de su vecindario. Estos métodos, partiendo de una solución inicial, examinan su vecindario y se
quedan con el mejor vecino, continuando el proceso hasta que encuentran un óptimo local. En
muchos casos, la exploración completa del vecindario es inabordable y se siguen diversas estrategias,
dando lugar a diferentes variaciones del esquema genérico. Según el operador de movimiento elegido,
el vecindario cambia y el modo de explorar el espacio de búsqueda también, pudiendo simpliﬁcarse
o complicarse el proceso de búsqueda.
Finalmente, en los años setenta surgió una nueva clase de algoritmos aproximados, cuya idea bá-
sica era combinar diferentes métodos heurísticos a un nivel más alto para conseguir una exploración
del espacio de búsqueda de forma eﬁciente y efectiva. Estas técnicas se han denominado metaheu-
rísticas. Este término fue introducido por primera vez en [Glo86]. Antes de que el término fuese
aceptado completamente por la comunidad cientíﬁca, estas técnicas eran denominadas heurísticas
modernas [Ree93]. Esta clase de algoritmos incluye técnicas como colonias de hormigas, algoritmos
evolutivos, búsqueda local iterada, enfriamiento simulado y búsqueda tabú. Se pueden encontrar
revisiones de metaheurísticas en [BR03a] y [GK03]. De las diferentes descripciones de metaheurís-
ticas que se encuentran en la literatura se pueden destacar ciertas propiedades fundamentales que
caracterizan a este tipo de métodos:
Las metaheurísticas son estrategias o plantillas generales que guían el proceso de búsqueda.
El objetivo es una exploración eﬁciente del espacio de búsqueda para encontrar soluciones
(casi) óptimas.
Las metaheurísticas son algoritmos no exactos y generalmente son no deterministas.
Pueden incorporar mecanismos para evitar regiones no prometedoras del espacio de búsqueda.
El esquema básico de cualquier metaheurística tiene una estructura predeﬁnida.
Las metaheurísticas pueden hacer uso de conocimiento del problema que se trata de resolver
en forma de heurísticos especíﬁcos que son controlados por la estrategia de más alto nivel.
Resumiendo estos puntos, se puede acordar que una metaheurística es una estrategia de alto
nivel que usa diferentes métodos para explorar el espacio de búsqueda. En otras palabras, una
metaheurística es una plantilla general no determinista que debe ser rellenada con datos especíﬁcos
del problema (representación de las soluciones, operadores para manipularlas, etc.) y que permiten
abordar problemas con espacios de búsqueda de gran tamaño.
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Figura 3.2: Conceptos de diversiﬁcación e intensiﬁcación.
En este tipo de técnicas es especialmente importante el correcto equilibrio (generalmente di-
námico) que haya entre diversiﬁcación e intensiﬁcación. El término diversiﬁcación se reﬁere a la
evaluación de soluciones en regiones distantes del espacio de búsqueda (de acuerdo a una distancia
previamente deﬁnida entre soluciones); también se conoce como exploración del espacio de bús-
queda. El término intensiﬁcación, por otro lado, se reﬁere a la evaluación de soluciones en regiones
acotadas y pequeñas con respecto al espacio de búsqueda centradas en el vecindario de soluciones
concretas (explotación del espacio de búsqueda). Ambos conceptos se ilustran en la Figura 3.2. El
equilibrio entre estos dos aspectos contrapuestos es de gran importancia, ya que por un lado de-
ben identiﬁcarse rápidamente las regiones prometedoras del espacio de búsqueda global y por otro
lado no se debe malgastar tiempo en las regiones que ya han sido exploradas o que no contienen
soluciones de alta calidad.




4: while not CondiciónDeParada( ) do
5: S(t) ← Selección(A(t))
6: S′(t) ← Variación(S(t))
7: Evaluar(S′(t))
8: A(t + 1) ← Actualizar(A(t), S′(t))
9: t← t + 1
10: end while
El Algoritmo 3.1 muestra el pseudocódigo genérico de una metaheurística. En él se observa que,
a partir de un conjunto inicial A de soluciones tentativas del problema y de su evaluación, dicho
conjunto se actualiza de forma iterativa mediante la selección de algunos de sus miembros, que son
modiﬁcados de alguna manera con algún método de variación, hasta que se cumple una condición
de parada para terminar la ejecución del algoritmo.
3.2. Clasiﬁcación de las metaheurísticas
Hay diferentes formas de clasiﬁcar y describir las técnicas metaheurísticas [BR03a]. Dependien-
do de las características que se seleccionen se pueden obtener diferentes taxonomías: basadas en la
naturaleza y no basadas en la naturaleza, con memoria o sin ella, con una o varias estructuras de
vecindario, etc. Una de las clasiﬁcaciones más populares las divide en metaheurísticas basadas en
trayectoria y basadas en población. Las primeras manipulan en cada paso un único elemento del
espacio de búsqueda, mientras que las segundas trabajan sobre un conjunto de ellos (población).
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Figura 3.3: Clasiﬁcación de las metaheurísticas.
Entre las metaheurísticas basadas en trayectoria se pueden citar el enfriamiento simulado o
Simulated Annealing [KGV83], la búsqueda tabú [Glo77] o la búsqueda local iterada o Iterated
Local Search [LMS02, Stu99].
Dentro de las metaheurísticas basadas en población están, entre otras, los algoritmos evolutivos,
que son con diferencia las técnicas más conocidas y usadas, los métodos basados en el movimiento de
partículas o Particle Swam Optimization [Ken99], y la búsqueda dispersa o Scatter Search [Glo98].
Dado que la mayor parte de las metaheurísticas aplicadas en esta tesis son algoritmos evolutivos,
se va a dar una descripción de los mismos a continuación.
Los algoritmos evolutivos (EAs) siguen la plantilla de las metaheurísticas descrita en el Algo-
ritmo 3.1, pero ya particularizada, tal como se muestra en el Algoritmo 3.2.
Algoritmo 3.2 Plantilla o pseudocódigo de un algoritmo evolutivo (EA).
1: P (0)← GeneraciónDeLaPoblaciónInicial()
2: t← 0
3: Evaluar(P (0))
4: while not CondiciónDeParada( ) do
5: P ′(t) ← Selección(P (t))
6: P ′′(t) ← Reproducción(P ′(t))
7: Evaluar(P ′′(t))
8: P (t + 1) ← Actualizar(P (t), P ′′(t))
9: t← t + 1
10: end while
En la terminología comúnmente usada en EAs, las soluciones candidatas se denominan indivi-
duos, que están compuestos por un cromosoma (la representación de las variables del problema) y
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uno o varios valores de ﬁtness (indicadores de la calidad de la solución en el contexto del problema
que está resolviendo). Los individuos se agrupan dentro de poblaciones. Al igual que ocurren en un
ecosystem real, algunos individuos particulares son seleccionados para reproducirse, dando lugar
a una descendencia (nuevas soluciones) que, de acuerdo con la selección natural (el modelo en el
que inspiran estas técnicas), pueden reemplazar a individuos existentes. Cada vez que aparece un
nuevo individuo éste es evaluado para asignarle su valor de ﬁtness (un valor en el caso de problemas
mono-objetivo o varios en el caso de los multi-objetivo). Cuando la población actual es reemplazada
por una nueva se dice que se ha terminado una generación. El proceso de iterar durante diferentes
generaciones se conoce como evolución y termina cuando se cumple la condición de parada.
El pseudocódigo del Algoritmo 3.2 se puede a su vez particularizarse para dar lugar a algunas
variantes. De ese modo, si la reproducción se basa en operadores de cruce y mutación el resultado
sería un algoritmo genético, y si sólo se usa mutación se estaría hablando de una estrategia evolutiva.
Un aspecto de gran relevancia es que los parámetros que deﬁne el EA, como el tamaño de la po-
blación o las probabilidades de aplicación de los operadores de variación, han de ser cuidadosamente
ajustados, y que ellos depende en gran medida el equilibrio entre los procesos de diversiﬁcación e
intensiﬁcación y, como consecuencia, la efectividad de la capacidad de búsqueda del algoritmo.
3.3. Metaheurísticas multi-objetivo
La mayoría de los problemas de optimización del mundo real son de naturaleza multi-objetivo,
lo que supone que hay que minimizar o maximizar a la vez varias funciones que están normalmente
en conﬂicto entre sí (problemas multi-objetivo o MOPs, Multi-objective Optimization Problems).
Debido a la falta de soluciones metodológicas adecuadas, los problemas multi-objetivo se han re-
suelto en el pasado como problemas mono-objetivo. Sin embargo, existen diferencias fundamentales
en los principios de funcionamiento de los algoritmos para optimización mono y multi-objetivo. Así,
las técnicas utilizadas para resolver MOPs no se restringen normalmente a encontrar una solución
única, sino un conjunto de soluciones de compromiso entre los múltiples objetivos contrapuestos,
ya que no suele existir una solución que optimice simultáneamente todos los objetivos. Se pueden
distinguir, por tanto, dos etapas cuando se aborda este tipo de problemas: por un lado, la optimi-
zación de varias funciones objetivo involucradas y, por otro, el proceso de toma de decisiones sobre
qué solución de compromiso es la más adecuada [CLV07]. Atendiendo a cómo manejan estas dos
etapas, las técnicas para resolver MOPs se pueden clasiﬁcar en [CM75]:
A priori : cuando las decisiones se toman antes de buscar soluciones.
Interactivas: cuando se integran la búsqueda de soluciones y la toma de decisiones.
A posteriori : cuando se busca antes de tomar decisiones.
Cada una de ellas tiene ciertas ventajas e inconvenientes que las hacen más adecuadas para
determinados escenarios concretos [CLV07, Deb01b]. No obstante, en las dos primeras clases la
búsqueda está muy inﬂuenciada por la decisión de un experto (decision maker) que determina la
importancia de un objetivo sobre otro y que puede limitar arbitrariamente el espacio de búsqueda,
impidiendo una resolución óptima del problema. En las técnicas a posteriori, por el contrario, se
realiza una exploración lo más amplia posible para generar tantas soluciones de compromiso como
sea posible. Es entonces cuando tiene lugar el proceso de toma de decisiones por parte del experto.
Precisamente por la aproximación que siguen, estas técnicas a posteriori están siendo muy utili-
zadas dentro del campo de las metaheurísticas y, particularmente, en el campo de la computación
evolutiva [CLV07, Deb01b]. Más concretamente, los algoritmos más avanzados aplican técnicas a
posteriori basadas en el concepto de Optimalidad de Pareto [Par96] y es el enfoque seguido en esta
CAPÍTULO 3. FUNDAMENTOS DE METAHEURÍSTICAS PARA OPTIMIZACIÓN
MULTI-OBJETIVO 23
tesis. Así, se ha estructurado esta sección en tres apartados. El primero de ellos presenta formal-
mente los conceptos básicos relacionados con esta optimalidad de Pareto. El siguiente apartado
presenta las metas que debe perseguir todo algoritmo que utiliza estas técnicas cuando aborda un
MOP. Finalmente, el tercer apartado discute algunos aspectos de diseño que se deben adoptar en
los algoritmos que resuelven problemas siguiendo la aproximación anterior.
3.3.1. Conceptos básicos
En esta sección se presentan algunos conceptos básicos de la optimización multi-objetivo para
familiarizar al lector en este campo. Informalmente, un MOP se puede deﬁnir como el problema
de encontrar un vector de variables de decisión que satisface un conjunto de restricciones y que
optimiza un conjunto de funciones objetivo. Estas funciones forman una descripción matemática
de criterios de rendimiento que están normalmente en conﬂicto entre sí. Por tanto, el término
.optimización"se reﬁere a la búsqueda de una solución tal que contenga valores aceptables para
todas las funciones objetivo [Osy95].
Matemáticamente, la formulación de un MOP extiende la deﬁnición clásica de optimización
mono-objetivo (Deﬁnición 1) para considerar la existencia de varias funciones objetivo. No hay, por
tanto, una única solución al problema, sino un conjunto de soluciones. Este conjunto de soluciones
se encuentra mediante la utilización de la Teoría de Optimalidad de Pareto [Ehr05]. Formalmen-
te [Van99]:
Deﬁnición 2 (MOP). Encontrar un vector x⃗∗ = [x∗1, x∗2, . . . , x∗n] que satisfaga las m restricciones
de desigualdad gi (x⃗) ≥ 0, i = 1,2, . . . ,m, las p restricciones de igualdad hi (x⃗) = 0, i = 1,2, . . . , p, y
que minimice la función vector f⃗ (x⃗) = [f1(x⃗), f2(x⃗), . . . , fk(x⃗)]T , donde x⃗ = [x1, x2, . . . , xn]T es el
vector de decisión de variables.
El conjunto de todos los valores que satisfacen las restricciones deﬁne la región de soluciones
factibles Ω y cualquier punto x⃗ ∈ Ω es una solución factible.
Teniendo varias funciones objetivo, la noción de óptimo cambia, ya que el objetivo para
cualquier MOP es encontrar buenos compromisos (trade-oﬀs) entre estas funciones. La noción
de óptimo más utilizada es la propuesta por Francis Ysidro Edgeworth [Edg81], generalizada
posteriormente por Vilfredo Pareto [Par96]. Aunque algunos autores lo denominan óptimo de
Edgeworth-Pareto, el término óptimo de Pareto es comúnmente aceptado. Su deﬁnición formal se
da a continuación:
Deﬁnición 3 (Optimalidad de Pareto). Un punto x⃗∗ ∈ Ω es un óptimo de Pareto si para cada
x⃗ ∈ Ω y I = {1,2, . . . , k}, o bien ∀i∈I (fi (x⃗) = fi(x⃗∗)) o bien hay al menos un i ∈ I ∣ fi (x⃗) > fi (x⃗∗).
Esta deﬁnición dice que x⃗∗ es un óptimo de Pareto si no existe ningún vector factible x⃗ que
mejore algún criterio sin causar simultáneamente un empeoramiento en al menos otro criterio
(asumiendo minimización). El concepto de optimalidad de Pareto es integral tanto a la teoría como
a la resolución de MOPs. Existen un algunas deﬁniciones adicionales que son también básicas en
optimización multi-objetivo [Van99]:
Deﬁnición 4 (Dominancia de Pareto). Un vector u⃗ = (u1, . . . , uk) se dice que domina a otro
vector v⃗=(v1, . . . , vk) (representado por u⃗ ≺ v⃗) si y sólo si u⃗ es parcialmente menor que v⃗, es decir,∀i ∈ {1, . . . , k} , ui ≤ vi ∧ ∃ i ∈ {1, . . . , k} ∶ ui < vi.


















Figura 3.4: Ejemplo del concepto de dominancia de Pareto.
A modo de ilustración, la Figura 3.4 incluye dos conjuntos de soluciones para un problema
multi-objetivo con dos funciones f1 y f2, que han de ser minimizadas. Siendo ambos objetivos
igual de importantes, no resulta trivial distinguir qué solución es mejor que otra. Podemos utilizar
la deﬁnición anterior para esto. Así, si nos ﬁjamos en la parte izquierda de la ﬁgura, podemos decir
que a es mejor que b puesto que f1(a) < f1(b) y f2(a) < f2(b), es decir, es mejor en ambos objetivos
y, por tanto, se dice que a domina a b (a ≺ b). Lo mismo ocurre si comparamos a y c, en ambos
objetivos f1(a) < f1(c) y f2(a) < f2(c), por lo que a ≺ c. Comparemos ahora las soluciones b y c
entre ellas. Se puede observar que c es mejor que b en f1 (f1(c) < f1(b), pero b es mejor que c para
f2 (f2(b) < f2(b)). Según la Deﬁnición 4, no podemos decir que b domina a c ni que c domina a
b, es decir, no podemos concluir que una solución es mejor que la otra. En este caso se dice que
ambas soluciones son no dominadas. En la parte derecha de la Figura 3.4 se muestran 4 soluciones
de este tipo, en las que ninguna es mejor que las demás.
Resolver un MOP consiste, por tanto, en encontrar el conjunto de soluciones que dominan
a cualquier otra solución del espacio de soluciones, lo que signiﬁca que son las mejores para el
problema y, por tanto, conforman su solución óptima. Formalmente:
Deﬁnición 5 (Conjunto Óptimo de Pareto). Para un MOP dado f⃗(x⃗), el conjunto óptimo de
Pareto se deﬁne como P∗ = {x⃗ ∈ Ω∣¬∃x⃗′ ∈ Ω, f⃗(x⃗′) ≼ f⃗(x⃗)}.
No hay que olvidar que las soluciones Pareto-óptimas que están en P∗ están en el espacio de las
variables (genotípico), pero cuyos componentes del vector en el espacio de objetivos (fenotípico)
no se pueden mejorar simultáneamente. Estas soluciones también suelen llamarse no inferiores,
admisibles o eﬁcientes. El frente de Pareto se deﬁne, entonces, como:
Deﬁnición 6 (Frente de Pareto). Para un MOP dado f⃗(x⃗) y su conjunto óptimo de Pareto P∗,
el frente de Pareto se deﬁne como PF∗ = {f⃗(x⃗), x⃗ ∈ P∗}.
Es decir, el frente de Pareto está compuesto por los valores en el espacio de objetivos del
conjunto óptimo de Pareto. En general, no es fácil encontrar una expresión analítica de la línea
o superﬁcie que contiene estos puntos, sobre todo cuando se trata de problemas reales; de ahí la
necesidad del uso de técnicas como las metaheurísticas.
Como ejemplo de problema muti-objetivo de estructuras consideremos el armazón mostrado en
la Figura 3.5. Es un problema bi-objetivo en el que hay dos objetivos a minimizar: el volumen del
armazón (f1) y el desplazamiento ∆ (f2).
El problema se puede formular como sigue:
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Figura 3.5: Armazón (cercha) compuesto por cuatro barras.
MinF = (f1(x⃗), f2(x⃗))













(F /σ) ≤ x1, x4 ≤ 3(F /σ)√
2(F /σ) ≤ x2, x3 ≤ 3(F /σ)
donde:
F = 10kN,E = 2 × 105kN/cm2, L = 200cm,σ = 10kN/cm2
Este problema tiene cuatro variables de decisión x⃗ = [x1, x2, x3, x4] y su frente de Pareto se
muestra en la Figura 3.6.
En el caso de problemas con tres objetivos, su frente será una superﬁcie en 3D, tal como se
ilustra en la Figura 3.7, que muestra la formulación y su correspondiente frente de Pareto de un
problema sintético conocido como DTLZ4 [CLV07]. A partir de problemas con 4 objetivos o más,
el frente de Pareto (o una aproximación al mismo) no se puede mostrar gráﬁcamente, para lo cual
lo habitual es mostrar las proyecciones en 2D de los objetivos agrupados de dos en dos.












Figura 3.6: Frente de Pareto del armazón de cuatro barras.
f1(x) = (1 + g(xM )) cos(xα1 pi2 ) cos(xα2 pi2 )
f2(x) = (1 + g(xM )) cos(xα1 pi2 ) sin(xα2 pi2 )
f3(x) = (1 + g(xM )) sin(xα1 pi2 )
0 ≤ xi ≤ 1, i = 1,2, . . . , n
g(xM ) = ∑xi∈xM (xi − 0,5)2
n = 12























Figura 3.7: Formulación y frente de Pareto del problema DTLZ4.
3.3.2. Metas en la resolución de problemas de optimización multi-objetivo
Cuando se aborda la resolución de un problema de optimización multi-objetivo, la principal
meta de todo algoritmo de optimización que utiliza los conceptos y técnicas descritas en la sección
anterior es encontrar su frente de Pareto (o, lo que es lo mismo, su conjunto óptimo de Pareto). Sin
embargo, dado que, como se ha comentado con anterioridad, encontrar dicho frente puede ser muy
complejo, cuando se usan técnicas aproximadas como las metaheurísticas lo que se busca es una
aproximación al frente de Pareto que sea lo más precisa posible. Por precisión se entiende cubrir
los siguientes dos aspectos:
1. Encontrar un conjunto de soluciones lo más cercano posible al frente de Pareto.
2. Encontrar un conjunto de soluciones tan uniformemente diverso como sea posible.
Mientras que la primera meta, converger hacia la solución óptima, es obligatoria en toda tarea
de optimización mono o multi-objetivo, la segunda es completamente especíﬁca para optimización
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multi-objetivo. Además de converger hacia el frente óptimo, las soluciones deben estar uniforme-
mente repartidas a lo largo de todo el frente. Sólo con un conjunto diverso de soluciones se puede
asegurar, por una parte, un buen conjunto de soluciones de compromiso entre los diferentes obje-
tivos para la posterior toma de decisiones por parte del experto y, por otra, que se ha realizado
una buena exploración del espacio de búsqueda.
La Figura 3.8 muestra dos ejemplos de frentes que fallan, cada uno, en una de las metas
anteriores. En la parte (a) podemos ver una aproximación al frente en el que las soluciones no
dominadas se distribuyen perfectamente. No obstante, se trata de un MOP diseñado de forma que
contiene múltiples frentes engañosos (el problema se conoce como ZDT4) y las soluciones obtenidas
no son Pareto óptimas, aunque su diversidad es excelente. Por el contrario, en la parte (b) de la
misma ﬁgura, tenemos un conjunto de soluciones que han convergido hacia el frente de Pareto pero,
sin embargo, deja regiones de éste sin cubrir. El problema en este caso radica en que el experto en
el problema (el ingeniero civil en el caso de problemas de diseño estructural) no sabe si es que no
hay soluciones en esa zona, que tal vez podría ser su interés, o que el algoritmo no ha sido capaz
de encontrarlas. Aunque ninguno de los dos casos es deseable, la primera situación es claramente
peor: ninguna de las soluciones obtenidas es Pareto-óptima.
(a) (b)
Figura 3.8: Ejemplos de mala convergencia (a) y diversidad (b) en frentes de Pareto.
Adoptar técnicas basadas en optimalidad de Pareto dentro de algoritmos metaheurísticos supo-
ne, por un lado, trabajar con soluciones no dominadas que hacen necesario incorporar mecanismos
especíﬁcos para manejarlas y, por otro, encontrar no una solución única, sino un conjunto de so-
luciones Pareto-óptimas que, además, ha de tener la diversidad suﬁciente para cubrir el todo el
frente. Si bien existen muchos aspectos a considerar dependiendo de cada algoritmo concreto, los
siguientes se pueden considerar comunes a todos ellos: función de aptitud (función de ﬁtness) de
las soluciones, mantenimiento de la diversidad, y manejo de restricciones. Cada uno de ellos se
discute a continuación.
Función de aptitud En el ciclo de funcionamiento de toda metaheurística siempre existe alguna
fase en la que hay que ordenar las soluciones con las que trabaja según su función de ﬁtness para
seleccionar alguna de ellas. Hablamos, por ejemplo, de los operadores de selección y reemplazo
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en algoritmos evolutivos o el método de actualización del conjunto de referencia en búsqueda
dispersa. En el caso de optimización mono-objetivo, el ﬁtness de una solución es un valor único y
la ordenación de soluciones es trivial de acuerdo con este valor. No obstante, en el caso de MOPs







Figura 3.9: Ejemplo de ordenación (ranking) de soluciones en un MOP con dos objetivos.
La relación de dominancia (Ecuación 4) es la clave en este tipo de técnicas basadas en op-
timalidad de Pareto, ya que nos va a permitir establecer una ordenación de las soluciones. De
hecho, esta relación es una relación de orden parcial estricto, puesto que no es reﬂexiva, ni simé-
trica, ni antisimétrica, pero sí transitiva. Así, se han propuesto diferentes métodos en la literatu-
ra [CLV07, Deb01b] que, básicamente, transforman el vector de ﬁtness en un valor único utilizando
esta relación. Esta estrategia fue originalmente propuesta en [Gol89] para guiar la población de un
GA hacia el frente de Pareto de un MOP. La idea básica consiste en encontrar las soluciones de
la población que no están dominadas por ninguna otra. A estas soluciones se le asigna el mayor
orden (las mejores en la ordenación establecida por la relación de dominancia). A continuación, se
consideran las soluciones no dominadas que quedan si se eliminan todas las anteriores, a las que se
asigna el siguiente rango. El proceso continúa hasta que se le asigna un rango a todas las soluciones.
La Figura 3.9 muestra un ejemplo del funcionamiento de este método de ordenación (f1 y f2 son
funciones que han de minimizarse). Esta ordenación basada en dominancia es la más básica. Otra
más avanzadas, como la fuerza o strength de SPEA2 [ZLT01] tienen en cuenta, además, el número
de soluciones a los que domina cada solución.
Diversidad Si bien la función de ﬁtness basada en dominancia ya dirige la búsqueda hacia el
frente de Pareto dando una mayor aptitud a las soluciones no dominadas, esta aproximación por
sí sola no es suﬁciente cuando se aborda un MOP. Si recordamos la Sección 3.3.2, además de
converger al frente óptimo, las soluciones han de distribuirse lo mejor posible sobre este frente para
poder ofrecer al experto el abanico más amplio de soluciones al problema multi-objetivo.









Figura 3.10: Ejemplo de estimador de densidad para soluciones no dominadas en un MOP con dos
objetivos.
Aunque existen diferentes aproximaciones en la literatura [CLV07], las más utilizadas en los
algoritmos del estado del arte están basadas en complementar la función de ﬁtness basada en
dominancia (sección anterior) con un estimador que mide la densidad, en el espacio de objetivos,
de soluciones alrededor de una solución dada. Así, dada dos soluciones con el mismo ﬁtness (ranking,
strength), el estimador de densidad discrimina entre las mejores y peores soluciones atendiendo a
la diversidad de las mismas. Consideremos, por ejemplo, el conjunto de soluciones no dominadas
de la Figura 3.10. Según la densidad de las mismas, la solución 1 se puede considerar como la mejor
puesto es la que está en la zona menos poblada. La solución 3, por el contrario, sería la peor al
estar en una zona del frente donde ya existen soluciones cercanas. Algunos de los estimadores de
densidad propuestos por los algoritmos multi-objetivo más conocidos son: el grid adaptativo de
PAES [KC99a], la distancia de crowding en NSGA-II [DPAM02a] y la distancia al k-ésimo vecino
de SPEA2 [ZLT01].
Manejo de restricciones La deﬁnición de problema multi-objetivo (Ecuación 2) incluida en
la Sección 3.3.1 incluye explícitamente restricciones ya que, principalmente, es la situación típica
cuando se consideran problemas de corte real, como el abordado en esta tesis. Las restricciones se
pueden considerar como duras o débiles. Una restricción es dura cuando ha de satisfacerse para
que una solución dada sea aceptable. Por el contrario, una restricción débil es aquella que se puede
relajar de alguna forma para aceptar una solución.
La aproximación más utilizada en las metaheurísticas multi-objetivo del estado del arte para
tratar con restricciones están basadas en un esquema en el que las soluciones factibles son superiores
a las no factibles [Deb00, Deb01b]. Así, dadas dos soluciones que se han de comparar, se pueden
dar tres casos:
1. Si ambas soluciones son factibles se utiliza la función de ﬁtness basada en dominancia de
Pareto explicada en la Sección 3.3.2. En el caso de que ambas sean no dominadas (mismo
ﬁtness), se utiliza un estimador de densidad (Sección 3.3.2) para discriminar entre ellas.
2. Si una solución es factible y la otra no, la factible se considera como mejor.
3. Si ambas soluciones son no factibles, entonces se selecciona la que menos viola las restricciones.
Queda por determinar cómo se cuantiﬁca la cantidad de violación de restricciones de una so-
lución dada. Para esto, la estrategia más utilizada consiste en transformar todas las restricciones
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para que sean de tipo mayor-o-igual-que cero: gi (x⃗) ≥ 0, según la deﬁnición de MOP (Ecua-
ción 2) [Deb01b]. Se puede considerar como un tipo de normalización, de forma que el propio
valor gi (x⃗) se usa para medir cuánto se viola la restricción. El mayor inconveniente para esta
estrategia viene dado por la restricciones de igualdad hi (x⃗) = 0. Si se trata de una restricción
débil, se puede relajar directamente a hi (x⃗) ≥ 0. Sin embargo, si hi (x⃗) = 0 es una restricción
dura, la transformación no es directa (especialmente cuando es una restricción no lineal). Según
un resultado obtenido en [Deb95], es posible convertir estas restricciones duras de igualdad en
restricciones débiles con pérdidas de precisión, lo que permite considerar ya todas las restricciones
del mismo tipo. Existen otras muchas estrategias para tratar con restricciones en optimización
multi-objetivo [CLV07, Deb01b] pero sólo se ha detallado la que se utilizará en esta tesis.
3.4. Metaheurísticas paralelas
Aunque el uso de metaheurísticas permite reducir signiﬁcativamente la complejidad temporal
del proceso de búsqueda, este tiempo puede seguir siendo muy elevado en algunos problemas de
interés real. Con la proliferación de plataformas paralelas de cómputo eﬁcientes, la implementación
paralela de estas metaheurísticas surge de forma natural como una alternativa para acelerar la
obtención de soluciones precisas a estos problemas. La literatura es muy extensa en cuanto a la
paralelización de metaheurísticas se reﬁere [Alb05, CT03, CMRR03, LA15] ya que se trata de una
aproximación que puede ayudar no sólo a reducir el tiempo de cómputo, sino a producir también
una mejora en la calidad de las soluciones encontradas. Esta mejora está basada en un nuevo modelo
de búsqueda que alcanza un mejor balance entre intensiﬁcación y diversiﬁcación. De hecho, muchos
investigadores no utilizan plataformas paralelas de cómputo para ejecutar estos modelos paralelos
y, aún así, siguen obteniendo mejores resultados que con los algoritmos secuenciales tradicionales.
Tanto para las metaheurísticas basadas en trayectoria como para las basadas en población se han
propuesto modelos paralelos acorde a sus características.
En el contexto de esta tesis, en el que se van a considerar problemas reales de diseño de es-
tructuras, la utilización no sólo de modelos paralelos sino también de plataformas paralelas puede
ser una necesidad. Para dar una idea, si una simple evaluación del problema conllevase digamos 5
segundos y la condición de parada de la metaheurística fuese hacer 100000 evaluaciones, el tiempo
total de ejecución estaría en el orden de 139 horas o poco más de 5 días y medio. Si en lugar de
segundos el tiempo de evaluación fuese de algunos minutos ni siquiera las arquitecturas paralelas
más usuales, como los clusters de ordenadores o los multiprocesadores de memoria compartida,
tendrían la capacidad suﬁciente para abordar, en un tiempo razonable, estos problemas de opti-
mización. La aparición de los sistemas de computación grid [BFH03, FK99] a ﬁnales de los años
90 aparece como una solución para solventar estos inconvenientes en cierta medida, ya que son
capaces de agrupar, como si de un elemento único se tratase, la potencia computacional de una
gran cantidad de recursos geográﬁcamente distribuidos. En cualquier caso, para poder sacar parti-
do de los sistemas paralelos hay que rediseñar las metaheurísticas para que hagan un uso efectivo
de ellos.
El paralelismo surge de manera natural cuando se trabaja con poblaciones, ya que cada indi-
viduo puede manejarse de forma independiente. Debido a esto, el rendimiento de los algoritmos
basados en población suele mejorar bastante cuando se ejecutan en paralelo. A alto nivel podemos
dividir las estrategias de paralelización de este tipo de métodos en dos categorías: (1) paralelización
del cómputo, donde las operaciones que se llevan a cabo sobre los individuos son ejecutadas en
paralelo, y (2) paralelización de la población, donde se procede a la estructuración de la población.
Uno de los modelos más utilizado que sigue la primera de las estrategias es el denominado
maestro-esclavo (también conocido como paralelización global). En este esquema un proceso cen-
tral realiza las operaciones que afectan a toda la población (como, por ejemplo, la selección en
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los algoritmos evolutivos) mientras que los procesos esclavos se encargan de las operaciones que
afectan a los individuos independientemente (como la evaluación de la función de ﬁtness, la mu-
tación e incluso, en algunos casos, la recombinación). Con este modelo, la semántica del algoritmo
paralelo no cambia respecto al secuencial y el tiempo global de cómputo se puede reducir de forma
importante, pero tiene el inconveniente de ser un esquema síncrono, es decir, una vez evaluadas
todas las soluciones se realiza el reemplazo (y el ﬁnal de la iteración en curso) y la selección (en el
inicio de la siguiente iteración), que son procesos secuenciales. La alternativa es diseñar un esquema
asíncrono, en el que el proceso central envía continuamente soluciones a evaluar a los esclavos que
van quedando ociosos, y cuando llevan soluciones evaluadas éstas se van incorporando sobre la
marcha al algoritmo. Este esquema altera el comportamiento del algoritmo secuencial, pero permi-
te tener permanentemente ocupados a los esclavos y en algunos estudios realizados no sólo se han
obtenido mejores ganancias de tiempo sino que las soluciones encontradas han sido mejores que
las devueltas por el mismo algoritmo síncrono [DNLA08]. La razón tiene que ver con el hecho de
que en el esquema asíncrono se mezclan soluciones recientes con antiguas y esto provoca a veces
una mejora en la diversidad de la población.
Al margen del modelo maestro-esclavo, la mayoría de los algoritmos paralelos basados en po-
blación encontrados en la literatura utilizan alguna clase de estructuración de los individuos de
la población. Este esquema es ampliamente utilizado especialmente en el campo de los algoritmos
evolutivos y es el que mejor ilustra esta categorización. Entre los esquemas más populares para
estructurar la población encontramos el modelo distribuido (o de grano grueso) y el modelo celular
(o de grano ﬁno) [AT02].
Figura 3.11: Los dos modelos más populares para estructurar la población: a la izquierda el modelo
celular y a la derecha el modelo distribuido.
En el caso de los algoritmos distribuidos [LA11], la población se divide entre un conjunto de islas
que ejecutan una metaheurística secuencial (véase el esquema de la derecha en la Figura 3.11). Las
islas cooperan entre sí mediante el intercambio de información (generalmente individuos, aunque
nada impide intercambiar otro tipo de información). Esta cooperación permite introducir diversidad
en las subpoblaciones, evitando caer así en los óptimos locales. Para terminar de deﬁnir este
esquema el usuario debe dar una serie de parámetros como: la topología, que indica a dónde se
envían los individuos de cada isla y de dónde se pueden recibir; el periodo de migración, que es
el número de iteraciones entre dos intercambios de información; la tasa de migración, que es el
número de individuos emigrados; el criterio de selección de los individuos a migrar y criterio de
reemplazo, que indica si se reemplazan algunos individuos de la población actual para introducir a
los inmigrantes y determina qué individuos se reemplazarán. Finalmente, se debe decidir si estos
intercambios se realizan de forma síncrona o asíncrona.
Por otro lado, las metaheurísticas celulares [AD08] se basan en el concepto de vecindario (véase
el esquema de la izquierda en la Figura 3.11). Cada individuo tiene a su alrededor un conjunto
de individuos vecinos donde se lleva a cabo la explotación de las soluciones. La exploración y la
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difusión de las soluciones al resto de la población se produce debido a que los vecindarios están
solapados, lo que produce que las buenas soluciones se extiendan lentamente por toda la población.
A parte de estos modelos básicos, en la literatura también se han propuesto modelos híbridos
donde se implementan esquemas de dos niveles. Por ejemplo, una estrategia bastante común en la
literatura es aquélla donde en el nivel más alto tenemos un esquema de grano grueso, mientras que
cada subpoblación se organiza siguiendo un esquema celular.
3.5. Evaluación estadística de resultados
Las metaheurísticas son técnicas no deterministas. Esto implica que diferentes ejecuciones del
mismo algoritmo sobre un problema dado no tienen por qué encontrar la misma solución. Esta
propiedad característica de las metaheurísticas supone un problema importante para los investi-
gadores a la hora de evaluar sus resultados y, por tanto, a la hora de comparar su algoritmo con
otros existentes.
Existen algunos trabajos que abordan el análisis teórico para un gran número de heurísticas y
problemas [Gra69, Kar77], pero dada la diﬁcultad que entraña este tipo de análisis teórico, tra-
dicionalmente se analiza el comportamiento de los algoritmos mediante comparaciones empíricas.
Para ello es necesario deﬁnir indicadores que permitan estas comparaciones.
Una vez deﬁnidos los indicadores, hay que realizar un mínimo de ejecuciones independientes
del algoritmo para obtener resultados estadísticamente consistentes. Un valor a partir de 30 suele
considerarse el mínimo aceptable, aunque valores de 100 son recomendables. Es insuﬁciente incluir
simplemente las medias y desviaciones típicas (algo usual, e incorrecto, en la literatura), ya que se
pueden obtener conclusiones erróneas. Así, es necesario realizar un análisis estadístico global para
asegurar que estas conclusiones son signiﬁcativas y no son provocadas por variaciones aleatorias.
Este tema se aborda con más detenimiento en la Sección 3.5.2.
3.5.1. Indicadores de calidad
Estos indicadores son fundamentales para evaluar una metaheurística multi-objetivo. Son dis-
tintos dependiendo de si se conoce o no la solución óptima del problema en cuestión (algo común
para problema clásicos de la literatura, pero poco usual en problemas del mundo real). Si bien
el procedimiento para medir la calidad de las soluciones en problemas mono-objetivo está clara,
dentro del campo multi-objetivo esto es un tema de investigación muy activo [KTZ06, ZTL+03], ya
que el resultado de estos algoritmos es un conjunto de soluciones no dominadas y no una solución
única. Hay que deﬁnir, por tanto, indicadores de calidad para aproximaciones al frente de Pareto
(es decir, indicadores para comparar conjuntos de soluciones).
Hay normalmente dos aspectos a considerar para medir la calidad de un frente, tal como se
comentó en la Sección 3.3.2 de este capítulo: convergencia y diversidad. La primera hace referencia
a la distancia existente entre la aproximación y el frente de Pareto óptimo del problema, mientras
que la segunda mide la uniformidad de la distribución de soluciones sobre el frente. A continuación
se muestran algunos de los indicadores de calidad utilizados en esta tesis (el lector interesado puede
ver [CLV07, Deb01b] para otros indicadores de calidad deﬁnidos en la literatura):
Dispersión  ∆. La dispersión o ∆ [DPAM02a] es un indicador de diversidad que mide la
distribución de las soluciones obtenidas. Esta métrica se deﬁne como:
∆ = df + dl +∑N−1i=1 ∣di − d¯∣
df + dl + (N − 1)d¯ , (3.4)
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donde di es la distancia euclídea entre dos soluciones consecutivas, d¯ es la media de estas
distancias, y df y dl son las distancias euclídeas a las soluciones extremas (límite) del frente
óptimo en el espacio objetivo (para más detalles, consultar [DPAM02a]). Esta medida toma
el valor cero para una distribución ideal, cuando hay una dispersión perfecta de las soluciones










Figura 3.12: Hipervolumen delimitado por tres puntos A, B y C respecto al punto de referencia W.
Hipervolumen  HV. La métrica hipervolumen [ZT99] es un indicador combinado de
convergencia y diversidad que calcula el volumen, en el espacio de objetivos, cubierto por
los miembros de un conjunto Q de soluciones no dominadas (la región acotada por la línea
discontinua en la Figura 3.12, Q = {A,B,C}) para problemas en los que todos los objetivos
deben ser minimizados. Matemáticamente, para cada solución i ∈ Q, un hipercubo vi se
construye utilizando un punto de referencia W (que puede estar compuesto por la peor
solución para cada objetivo, por ejemplo) y la solución i como las esquinas de la diagonal
del hipercubo. El punto de referencia se puede obtener simplemente construyendo un vector
de los peores valores para las funciones. Así, HV se calcula como el volumen de la unión de
todos los hipercubos:
HV = volumen⎛⎝ ∣Q∣⋃i=1 vi⎞⎠ . (3.5)
Cubrimiento de conjuntos  C(A,B). El cubrimiento de conjuntos C(A,B) calcula la
proporción de soluciones en el conjunto B que son dominadas por soluciones del conjunto A:
C(A,B) = ∣{b ∈ B∣∃a ∈ A ∶ a ⪯ b}∣∣B∣ . (3.6)
Un valor de la métrica C(A,B) = 1 signiﬁca que todos los miembros de B son dominados por
A, mientras que C(A,B) = 0 signiﬁca que ningún miembro de B es dominado por A. De esta
forma, cuanto mayor sea C(A,B), mejor es el frente de Pareto A con respecto a B. Ya que el
operador de dominancia no es simétrico, C(A,B) no es necesariamente igual a 1 −C(B,A),
y tanto C(A,B) como C(B,A) deben ser calculados para conocer cuántas soluciones de A
son cubiertas por B y viceversa.
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Tabla 3.1: Ejemplo de tabla con los resultados del test de Wilcoxon. Fuente: [ZNLC15].
Leyenda original: Statistical comparison (Wilcoxon rank-sum test) summary for the IHV values of
the 25N_35B bridge instance. The symbols mean: the algorithm in the row is statistically better
than the one in the column (`▲'), the opposite (`▽'), and no statistical diﬀerence (`').
PAES MOCell SMS-EMOA MOEA/D SMPSO GDE3
NSGAII ▲ ▽ ▲ ▽ ▲ ▲
PAES ▽ ▽ ▽ ▲ ▲
MOCell ▲ ▽ ▲ ▲
SMS-EMOA ▽ ▲ ▲
MOEA/D ▲ ▲
SMPSO ▽
Hay que indicar algunas métricas presentadas es necesario normalizar de alguna forma los
frentes obtenidos para no obtener resultados engañosos. Así, si se dispone del frente óptimo, se
normaliza respecto a éste. Si, por el contrario, el frente óptimo no es conocido, cuando se quieren
comparar varios algoritmos para el problema el procedimiento que se sigue consiste en buscar el
frente de referencia compuesto por las soluciones no dominadas para cada instancia de todas las
ejecuciones y normalizar respecto a éste. Este segundo procedimiento es el que se ha usado en esta
tesis.
3.5.2. Análisis estadístico de los resultados
Una vez deﬁnidos los indicadores de calidad y rendimiento y realizadas un mínimo de ejecuciones
independientes se tiene un conjunto de datos por cada indicador, algoritmo y problema. Desde el
punto de vista estadístico, estos datos se pueden considerar como muestras de una función de
densidad de probabilidad y, para poder sacar conclusiones correctas, hay que realizar un análisis
de los mismos para determinar si las diferencias observadas son signiﬁcativas.
En los artículos que se han publicado y que avalan la tesis se ha usado el test de suma de
rangos de Wilcoxon, un test no paramétrico que permite hacer comparaciones dos a dos entre los
resultados de pares de algoritmos para analizar la signiﬁcancia estadística de los mismos [Dem06].
En todos los trabajos se ha aplicado un nivel de conﬁanza del 95% (un nivel de signiﬁcancia del
5% o p-value menor de 0.05), lo que implica que la probabilidad de que las diferencias observadas
no se deban al azar es del 95%. Los resultados del test de Wilcoxon se han expresado en forma
tabular, como se ilustra en la tabla 3.1.
Otra herramienta estadística que se ha utilizado es el diagrama de cajas o boxplot, que es una
herramienta de estadística descriptiva que permite visualizar un conjunto de datos mostrando en
una ﬁgura con forma de rectángulo los valores del primer cuartil (parte inferior del rectángulo),
de la mediana (una línea que atraviesa dicho rectángulo) y del tercer cuartil (parte superior del
rectángulo). Los valores atípicos (outliers) se muestran como círculos. De esta forma se puede
apreciar de un vistazo la dispersión de los datos. Un ejemplo de diagrama con boxplots se muestra
en la Figura 3.13.
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Figura 3.13: Ejemplo de presentación de resultados usando boxplots. Fuente: [ZNLC15].
Leyenda original: Boxplot representation of the IHV values obtained for the 133N_221B bridge
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Capítulo 4
Trabajos Publicados
Como resultado de los trabajos de investigación de esta tesis se han publicado una serie de
artículos tanto en revistas internacionales como en congresos. En concreto, se han publicado cuatro
artículos en revistas que están indexadas en el Journal Citation Reports (JCR) del Institute for
Scientiﬁc Information (ISI) y que sirven para avalar la tesis. Además se ha presentado un artículo
en un congreso internacional y dos artículos en congresos nacionales.
4.1. Listado de las Contribuciones
Los siete artículos tienen en común la temática de optimización multi-objetivo aplicada a la
ingeniería estructural. De forma esquemática, estas contribuciones se pueden resumir como sigue:
Revistas internacionales indexadas en ISI-JCR
[1] G.R. Zavala, A.J. Nebro, F. Luna, C.A. Coello Coello. A Survey of Multi-objective Me-
taheuristics Applied to Structural Optimization. Structural and Multidisciplinary Optimiza-
tion. Volumen 59, Número 4, páginas: 537-558. Octubre 2013 Factor de impacto 2014: 1.974.
Q1 en la categoría ENGINEERING, MULTIDISCIPLINARY (15 de 83). DOI: 10.1007/s00158-
013-0996-4. Referencias (a fecha de 15 de septiembre de 2015): 14 (fuente: Google Scholar).
[2] G.R. Zavala, A.J. Nebro, Juan J. Durillo, F. Luna. Integrating a Multi-Objective Op-
timization Framework Into a Structural Design Software. Advances in Engineering Soft-
ware. Volumen 76, páginas: 161-170. Octubre 2014. Factor de impacto 2014: 1.584. Q2
en la categoría COMPUTER SCIENCE, SOFTWARE ENGINEERING (30 de 104). DOI:
10.1016/j.advengsoft.2014.07.002
[3] G.R. Zavala, A.J. Nebro, F. Luna, C.A. Coello Coello. Structural Design using Multi-
objective Metaheuristics. Comparative Study and Application to a Real-World Problem. Struc-
tural and Multidisciplinary Optimization. En prensa desde el 29 de octubre de 2015. ISNN:
1615-147X. Páginas: 1-22. Factor de impacto 2014: 1.974. Q1 en la categoría ENGINEERING,
MULTIDISCIPLINARY (15 de 83). DOI: 10.1007/s00158-015-1291-3
[4] F. Luna, G.R. Zavala, A.J. Nebro, J.J. Durillo, C.A. Coello Coello Distributed multi-
objective metaheuristics for real-world structural optimization problems. En prensa desde el
21 de Agosto de 2014. Computer Journal, Factor de impacto 2014: 0.787. Q3 En la categoría
COMPUTER SCIENCE, THEORY &METHODS (61 de 102). DOI: 10.1093/comjnl/bxu082
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Congresos internacionales
[1] F. Luna, G.R. Zavala, A.J. Nebro, J.J. Durillo. Solving a Real-World Structural Optimi-
zation Problem with a Distributed SMS-EMOA Algorithm. 2nd International Workshop on
Soft Computing Techniques in Cluster and Grid Computing Systems, Compiegne, France.
Congresos nacionales
[1] A.J. Nebro, G.R. Zavala, J.J. Durillo, F. Luna. Optimización de Problemas Multi-objetivo
de Ingeniería Civil con jMetal. X Congreso Español de Metaheurísticas, Algoritmos Evoluti-
vos y Bioinspirados - MAEB 2015, Mérida, España.
[2] F. Luna, G.R. Zavala, A.J. Nebro, J.J. Durillo. Un SMS-EMOA paralelo para resolver
un problema real de ingeniería civil. X Congreso Español de Metaheurísticas, Algoritmos
Evolutivos y Bioinspirados - MAEB 2015, Mérida, España.
4.2. Resumen de los artículos que avalan la tesis
Los resúmenes de los resultados de los cuatro artículos que avalan la tesis se incluyen en esta
sección. Todos ellos giran en torno a la temática general objeto de la tesis y globalmente permiten
dar coherencia al trabajo de investigación realizado. De este modo, en primer lugar se ha llevado
a cabo una revisión del estado del arte sobre trabajos relacionados para determinar líneas abiertas
de investigación; se ha continuado con el desarrollo de una herramienta software para el diseño
integral de estructuras, incluyendo un módulo de optimización; a partir de aquí se ha hecho un
estudio experimental sobre problemas reales con técnicas modernas de optimización multi-objetivo;
ﬁnalmente, se han usado técnicas paralelas para abordar la optimización de un problema real de
muy elevada complejidad.
4.2.1. A survey of multi-objective metaheuristics applied to structural
optimization
Referencia: [ZNLCC14]
En el artículo [ZNLCC14] se realizó una revisión de los trabajos más relevantes publicados sobre
la temática de diseño de estructuras y optimización multi-objetivo con metaheurísticas. El objetivo
del trabajo fue analizar tanto las técnicas utilizadas como las aplicaciones abordadas. Para ello se
propuso una clasiﬁcación de los problemas de estructuras en torno a dos categorías, el diseño de
las barras y el diseño de la topología.
La clasiﬁcación propuesta fue la siguiente:
1. Diseño de barras o elementos
Optimización de área (1.y)
Optimización de tamaño (2.y)
Optimización de forma (3.y)
Optimización de la topología de las secciones transversales (4.x)
2. Diseño de topología
Sin optimización (x,1)
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Figura 4.1: Variantes de problemas de diseño de barras: (1) Área sin tamaño, (2) tamaño, (3)





Dado que ambas clasiﬁcaciones no son excluyentes, se usa la notación (x.y) asociada a cada
tipo, donde la x representa el tipo de diseño de barras (por lo que puede tomar, por tanto, valores
entre 1 y 4) y la y el tipo de diseño topológico (pudiendo tomar los valores 1 y 2). La excepción
es el caso (3), ya que aquí se optimiza toda la estructura. A modo ilustrativo en la ﬁgura. 4.1 se
muestran los tipos de problemas del primer grupo.
El número total de artículos revisados fue 51, y tras ser analizados y clasiﬁcados se obtuvieron
las siguientes resultados:
Se determinaron y clasiﬁcaron 84 problemas de acuerdo a la clasiﬁcación deﬁnida, incluyen-
do las principales características de los mismos (funciones objetivo, variables de decisión y
restricciones).
Se identiﬁcaron qué técnicas algorítmicas fueron las más utilizadas y se incluyó información
sobre los parámetros que se usaron para conﬁgurarlas. El resultado de este análisis indicó
que el algoritmo más usado era NSGA-II.
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Se observó que la mayoría de los problemas resueltos son académicos, y apenas se ha aplicado
paralelismo para su optimización.
Se identiﬁcaron líneas de investigaciones abiertas, que constituyeron la base del resto de los
artículos publicados. En concreto, la falta de estudios con metaheurísticas multi-objetivo del
estado del arte y la aplicación de las mismas a problemas de diseño estructural de corte real.
Hay que reseñar que, a fecha de 15 de septiembre de 2015, este artículo ha sido referenciado 14
veces según los datos aportados por Google Scholar.
4.2.2. Integrating a multi-objective optimization framework into a struc-
tural design software
Referencia: [ZNDL14]
Con el ﬁn de poder aplicar en la práctica los resultados de la investigación realizada se imple-
mento una solución software compuesta por la integración de dos herramientas. Por un lado, la
aplicación Ebes, que tiene una funcionalidad completa para el diseño de estructuras 2D y 3D y,
por otro lado, el framework de optimización multi-objetivo jMetal [DN11]. El resultado fue una
herramienta de código abierto (open source) denominada Ebes+jMetal, que se publicó en la revista
Advances in Engineering Software [ZNDL14].
Ebes+jMetal tiene una doble utilidad. Por un lado, se pone a disposición de los ingenieros civiles
un software que cubre todos los pasos del proceso de diseño de estructuras de barras, incluyendo un
potente módulo de optimización que se puede usar con pocos conocimientos sobre metaheurísticas.
Por otro lado, los problemas deﬁnidos con Ebes se pueden usar como problemas de prueba por
parte de investigadores que trabajen en el diseño de nuevos algoritmos multi-objetivo, que pueden
aplicarlos optimizar el diseño de estructuras 2D y 3D. Además, al ser software libre, está abierto
para que pueda ser utilizado por estudiantes, profesionales de disciplinas como la ingeniería civil,
ingeniería mecánica, arquitectura, etc.
4.2.3. Structural Design using Multi-objective Metaheuristics. Compa-
rative Study and Application to a Real-World Problem
Referencia: [ZNLC15]
El artículo [ZNLC15] es resultado de abordar dos temas abiertos de investigación resultantes
del survey [ZNLCC14]. En concreto, uno era que las técnicas mayoritariamente aplicadas a diseño
de estructuras con metaheurísticas multi-objetivo era algoritmos evolutivos deﬁnidos a principios
del año 2000; el segundo aspecto era casi todos los problemas resueltos eran académicos.
Como consecuencia, en [ZNLC15] se deﬁnieron dos problemas de corte real (ver sección 2.4);
en concreto, se diseñaron dos variantes de puentes metálicos tensados de distinto tamaño, uno
compuesto por 25 nodos y 35 barras y otro compuesto por 133 nodos y 221 barras. Estos pro-
blemas fueron el objetivo de un estudio algorítmico en que se estudió el comportamiento de siete
metaheurísticas multi-objetivo representativas del estado del arte. No se tiene constancia de un
estudio similar en la literatura.
Los resultados de este trabajo se resumen a continuación:
Se deﬁnieron dos problemas estructurales reales de distinta complejidad.
Se seleccionaron los siguientes algoritmos:
 PAES [KC99b]: Estrategia evolutiva.
 NSGA-II [DPAM02b]: Algoritmo genético.
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 MOCell [NDL+09]: Algoritmo genético celular.
 GDE3 [KL05]: Evolución diferencial.
 SMPSO [NDGN+09]: Optimización mediante enjambre de partículas (particle swarm
optimization).
 SMS-EMOA [BNE07]: Algoritmo genético basado en indicador de calidad.
 MOEA/D [ZL07]: Algoritmo evolutivo basado en descomposición.
Se realizó un estudio comparativo de las siete técnicas sobre los problemas propuestos.
El estudio reveló que las técnicas que produjeron los resultados de mayor calidad fueron
MOCell y NSGA-II.
Se mostraron soluciones concretas obtenidas con los algoritmos estudiados.
4.2.4. Distributed multi-objective metaheuristics for real-world struc-
tural optimization problems
Referencia: [LZN+14]
Las estructuras propuestas en [ZNLC15] tienen un tamaño que hace que su optimización con
metaheurísticas sea viable usando un único ordenador. En [LZN+14] se diseñó una estructura de
gran tamaño; en particular, se planteó un puente metálico tensado compuesto de 837 nodos y 1584
barras (ver sección 2.4). Las pruebas preliminares mostraron que era necesario usar paralelismo a
media escala para obtener soluciones factibles en un tiempo razonable. Para ello era necesario, por
tanto, paralelizar las metaheurísticas que se fuesen a usar para resolverlo. En este artículo también
se incluyó el mayor de los puentes propuestos en [ZNLC15].
Los resultados del artículo [LZN+14] se resumen a continuación:
Se optimizaron dos problemas reales de diseño de puentes atirantados bi-objetivo. Uno de
los puentes contó con 133 nudos y 221 barras, siendo un problema de mediana complejidad.
El otro constó de 837 nudos y 1.584 barras, siendo un problema de alta complejidad por el
elevado número de variables de decisiones y restricciones a la solución.
Se desarrolló una infraestructura distribuida para ejecutar metaheurísticas basadas en la
plataforma Condor.
Se diseñaron versiones distribuidas, ajustadas al modelo máster/esclavo, de cuatro metaheu-
rísticas multi-objetivo:
Se aplicaron cuatro algoritmos OM paralelos tipo máster/esclavo (identiﬁcados con mw):
 mwNSGA-II [DPAM02b]: Algoritmo genético.
 mwSMS-EMOA [BNE07]: Algoritmo genético basado en indicador de calidad.
 mwMOCell [NDL+09]: Algoritmo de
 mwSMPSO: SMPSO Particle swarm optimization based Metaheuristic for Multi-objective
Optimization[NDGN+09]
No se tiene constancia de que existan versiones distribuidas de estos algoritmos con la ex-
cepción de NSGA-II.
Los algoritmos mwNSGA-II y SMS-EMOA son los que obtuvieron resultados más promete-
dores.
42 4.2. RESUMEN DE LOS ARTÍCULOS QUE AVALAN LA TESIS
Para obtener un frente de soluciones de calidad razonable sobre el puente de mayor tamaño
hicieron falta utilizar 420 núcleos, con lo que se resolvió el problema en unas 18 horas, cuando
con un solo procesador hubiera demorado aproximadamente 311 días.
Capítulo 5
Conclusiones y trabajo futuro
Como conclusiones de la tesis, en este capítulo se va a resumir el trabajo realizado, se van a
enumerar las contribuciones que se han hecho y se comentarán líneas de investigación que han
quedado abiertas para futuros trabajos.
5.1. Resumen del trabajo realizado
La temática sobre la que ha girado la tesis ha sido la optimización del diseño de estructuras
usando metaheurísticas multi-objetivo. Se ha partido de una revisión inicial de los trabajos publi-
cados sobre dicha temática, que ha permitido establecer una clasiﬁcación de los tipos de problemas
estructurales abordados en la literatura y qué técnicas se han usado para optimizarlos. A raíz de
esta revisión, se ha realizado un estudio empírico que ha incluido la utilización de metaheurísti-
cas multi-objetivo representativas el estado del arte, la mayor parte de las cuales nunca se había
aplicado al diseño estructural, y se han deﬁnido varios problemas reales que han sido objeto de
estudio.
Con el ﬁn de disponer una herramienta software que permitiese satisfacer las necesidades pa-
ra llevar a cabo las investigaciones planteadas se ha implementado una aplicación denominada
Ebes+jMetal. Este software, mediante la integración de dos componentes, Ebes para el diseño y
análisis de estructuras, y jMetal como framework de optimización multi-objetivo, es una herra-
mienta diseño integral de estructuras que es de libre disposición puesto que se ha optado por la
opción de publicarla con código abierto.
Por último, la propuesta de optimizar una estructura de gran tamaño ha dado lugar a un
estudio de paralelización en el que se han usado más de 420 núcleos para obtener resultados de
calidad que de otra forma hubiera costado meses de cómputo en un único ordenador.
Todos estos trabajos han dado lugar a la publicación de cuatro artículos en revistas internacio-
nales indexadas en el JCR, dos de la cuales están el primer cuartil de su categoría, una está en el
segundo y la última en el tercero.
5.2. Resumen de contribuciones
Las principales contribuciones de esta tesis se comentan a continuación:
Clasiﬁcación de tipos de problemas de diseño estructural. Se ha propuesto una
taxonomía para clasiﬁcar los problemas de diseño de estructuras, compuesta de dos tipos
principales, subdivididos en cuatro y tres subgrupos respectivamente.
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Revisión de trabajos publicados sobre optimización multi-objetivo aplicada a di-
seño de estructuras. Se han analizado 51 artículos representativos de los trabajos realizados
desde los años 90 y se han clasiﬁcado según la taxonomía propuesta. También se ha hecho
un análisis de las técnicas algorítmicas aplicadas en estos estudios. El resultado es que se ha
constatado que en la mayoría de los casos las metaheurísticas utilizadas son conocidas pero
presentadas hace 15 años, ignorándose la gran cantidad de algoritmos avanzados que se han
propuesto en los últimos años.
Herramienta de diseño y optimización de estructuras. Se ha implementado una herra-
mienta software, denominada Ebes+jMetal, de código abierto, que tiene toda la funcionalidad
necesaria para diseñar estructuras 2D y 3D y optimizarlas con metaheurísticas multi-objetivo.
Sitio Web para Ebes+jMetal. Se ha creado un sitio Web (http://ebesjmetal.sourceforge.net/)
para Ebes+jMetal, incluyendo un enlace al código fuente, las publicaciones relacionadas, al-
gunas estructuras diseñadas con la herramienta, y un tutorial visual de su funcionamiento.
Deﬁnición de tres estructuras reales con Ebes+jMetal. Se han diseñado tres puentes
metálicos tensados de diferente tamaño para ser usados como problemas a optimizar.
Estudio algorítmico de siete metaheurísticas multi-objetivo del estado del arte.
Se ha hecho un estudio comparativo, tomando como problemas de diseño a optimizar los dos
puentes tensados de menor tamaño, con siete algoritmos multi-objetivo que son representa-
tivos del estado del arte con el ﬁn de determinar qué técnicas son las que mejores diseños
ofrecen al ingeniero civil.
Diseño de metaheurísticas distribuidas. Con el ﬁn de poder optimizar el diseño del
puente de mayor tamaño de los deﬁnidos se han diseñado versiones distribuidas de cuatro
metaheurísticas multi-objetivo, lo que ha permitido obtener resultados satisfactorios en varias
horas gracias al uso de hasta 420 núcleos.
5.3. Líneas de trabajo futuro
Como ocurre en todo trabajo de investigación que culmina en una tesis doctoral, al ﬁnal la
misma siempre aparecen aspectos de interés que se podrían haber abordado y que no se ha hecho
por la necesidad de poner ﬁn en algún momento concreto a los años de intenso trabajo. Muchos de
estos temas son posibles extensiones naturales de los artículos publicados, pero otros son nuevas
líneas de investigación que podrían dar lugar por sí mismas a tesis doctorales que serían una
continuación de la que se presenta en este documento.
Entre estas líneas abiertas de investigación se pueden citar las siguientes:
1. Aplicación de las técnicas de optimización a otros problemas de diseño estructu-
ral. En este trabajo se han usado como problemas de diseño tres variantes de una estructura
concreta, un puente metálico tensado, pero se podrían estudiar estructuras de otro tipo:
naves industriales, torres de soporte de cables de alta tensión, etc. Esto permitiría además
comprobar si las técnicas de optimización que mejor han rendido al optimizar los puentes
siguen siendo igual de competitivas al ser aplicadas a las nuevas estructuras. De ser así se
obtendría una información muy valiosa para los ingenieros civiles interesados en este tipo de
problemas.
2. Diseño de algoritmos de optimización ad-hoc. En esta tesis se ha seguido el enfoque
comúnmente aceptado en la comunidad de investigación multi-objetivo: dado un problema a
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resolver, seleccionar un conjunto representativo de algoritmos y realizar un estudio riguroso.
Sin embargo, con esta aproximación no se tiene la seguridad de haber seleccionado al mejor
algoritmo posible. Una alternativa es diseñar una metaheurística que se ajuste a los problemas
de diseño estructural. Esto se puede hacer de dos formas:
a) Deﬁniendo operadores especíﬁcos. Se podrían plantear operadores de mutación, que
tuvieran en cuenta la estructura de la soluciones con el ﬁn de modiﬁcarlas de forma
inteligente, y diseñar técnicas de búsqueda local que intentasen mejorar las soluciones
encontradas usando probablemente el operador de mutación.
b) Utilizando el diseño automático de algoritmos. Se trata de una línea muy novedosa en la
que un framework va seleccionando y combinando diferentes componentes algorítmicos
(operadores de búsqueda, de selección, estimadores de densidad, etc.), así ajustando
su parametrización, para mejorar las soluciones a un problema (o problemas) dado. Es
decir, se trata de componer automáticamente un algoritmo para un problema dado.
3. Incorporación de preferencias en la búsqueda. En muchas ocasiones, el ingeniero civil
puede estar interesado, por las características de su diseño estructural, en ciertas soluciones
más localizadas en partes concretas del frente. Esta información se podría incorporar en
el proceso de búsqueda para hacer que los algoritmos exploren esa porción del espacio de
soluciones y así encontrar estructuras más cercanas a los deseos del diseñador.
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Apéndice A
Cálculo de estructuras
Este apéndice incluye los detalles del cálculo numérico utilizado para evaluar las variables de
decisión y obtener los valores de las funciones objetivo utilizadas por las metaheurísticas multi-
objetivo.
A.1. Análisis Matricial de Estructuras
El Método Matricial de la Rigidez (MMR, en inglés Stiﬀness Matrix Method) también conocido
como Análisis Matricial de Estructuras (Matrix Analysis of Structures) [TCMT56], al igual que
el Método de los Elementos Finitos (Method Element Finite, FEM), permiten resolver y simu-
lar numéricamente comportamientos estructurales. Estos métodos están bien adaptados para ser
utilizados por programas computacionales.
El MMR es el que se ha utilizado en esta tesis y está basado en la teoría convencional de solucio-
nes exactas de las ecuaciones diferenciales tensión-deformación, donde las tensiones y deformaciones
tienen relaciones lineales para un elemento asimilable a una barra prismática sólida deformable.
Según [Fel01] el método estaría enriquecido por las contribuciones de varios autores. Aplicaciones
prácticas de esta técnica se incluyen en [Arg81, Kas12]. El MMR permite incluir el efecto de segun-
do orden acoplando la matriz de rigidez geométrica no lineal de segundo orden para dar soluciones
a estructuras con deformaciones importantes como los casos de puentes [TDMM60, Prz68, YM86].
Este efecto incrementa las deformaciones de ﬂexión en las barras cuando está sometida a la com-
presión. Finalmente, para la estabilidad de la estructura se realizan las veriﬁcaciones de tensiones
incluyendo el fenómeno de pandeo, que es un fenómeno de inestabilidad elástica que según condi-
ciones propicias suele ocurrir en elementos comprimidos esbeltos y se maniﬁesta por la aparición de
desplazamientos importantes en direcciones transversales a la dirección principal de compresión.
Esta introducción sobre el MMR incluye los criterios adoptados y utilizados para interpretar
los signos de las coordenadas, fuerzas, momentos ﬂectores, desplazamientos y giros.
Sistema de Coordenadas Global
La estructura espacial debe estar referida a un único origen desde el cual se consideran
las posiciones y distancias de las entidades que componen la forma. Se deﬁne al Sistema
Coordenadas Global (SCG) en un espacio cartesiano tridimensional, con tres ejes dextrógiros
XYZ representando un punto como origen absoluto del espacio. En el SCG se conceptualiza
la topología de la estructura ubicando los nodos en el espacio, los vectores fuerzas y vectores
desplazamientos aplicados en esos nodos. Las uniones entre dos nodos deﬁnen una línea que
se corresponde con la barra, el conjunto de líneas da el esqueleto o malla de alambre que es el
47
48 A.1. ANÁLISIS MATRICIAL DE ESTRUCTURAS
esquema topológico propio de la estructura. Las cargas externas que someten a la estructura
provocan deformaciones en las barras y corrimientos en los nodos provocando un trabajo en
la estructura. Este trabajo genera esfuerzos internos de resistencia como fuerzas (forces) y
momentos ﬂectores y torsores (bending and torsional moment). Los nodos podrán desplazarse
y rotar como el ejemplo de la Figura A.1 y serán factibles de mensurarlos con un sistema















Figura A.1: Ejemplo de una estructura deﬁnida en el SCG.
Dado que deben deﬁnirse vectores en el espacio (punto de aplicación, sentido e intensidad) es
necesario contar con una criterio de convención de signos, para el que se utilizaremos la regla
de la mano derecha Figura A.2 e indicaremos las siglas de estos esfuerzos y corrimientos
con letras mayúsculas cuando se hace referencia al SCG. El dedo pulgar da el sentido de
las fuerzas y desplazamientos en el eje X, el dedo índice el sentido del eje Y, quedando el
mayor para el sentido respecto Z. El sentido de giro antihorario del momento al igual que
las rotaciones de los nudos son positivos, de modo tal que utilizando la mano derecha como
guía el pulgar hacia arriba dará el sentido positivo de la fuerza y la palma de la mano dará






Figura A.2: Regla de la mano derecha para indicar sentido positivo de los vectores y rotaciones
Con la convención de signos adoptada, aplicaríamos en los nudos los vectores con sentido
positivo de la siguiente manera Figura A.3













Figura A.3: Sentidos positivos para fuerzas, momentos, desplazamientos y giros
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Sistema de Coordenadas Local
Para entender el comportamiento de la estructura se debe comprender primeramente el
comportamiento de una barra. Los cargas en las barras producen esfuerzos internos que
generan efectos en los nodos, además cuando se maniﬁestan corrimientos en uno de sus
nodos a través de la barra se transmiten efectos en el nodo opuesto. Estos efectos en nodos y
barras se analizan individualmente en el Sistema de Coordenadas Local (SCL) que también
posee tres ejes xyz, dado que la barra se analiza en el campo tridimensional. El SCL se ubica
en los extremos de las barras haciendo coincidir el eje x en la dirección del eje longitudinal
del elemento. Con el SCL en cada nodo se sabrán las direcciones, sentidos e intensidades de
los desplazamientos y esfuerzos resultantes en las barra. Se considera constante a la sección
transversal de la barra, es decir que la forma y dimensiones de la sección transversal no
cambia en toda su longitud y pertenece al plano formado por los ejes yz. El eje longitudinal
x coincide con el baricentro de la ﬁgura. La barra posee dos nodos que lo llamaremos i y j,
el nodo i es el de menor numeración y el nodo j el de mayor numeración. Cada nodo tiene
su interpretación para acomodar el SCL. De igual manera, para el nodo j se utiliza la regla
de la mano derecha, ubicando el origen en el centro de gravedad de la sección transversal. El
SCL del nodo i coincide con la rotación de la mano derecha 180° Figura A.4. La longitud lij




















Figura A.4: Sentidos positivos de los SCL para los nodos de la barra
APÉNDICE A. CÁLCULO DE ESTRUCTURAS 51
Matriz de rigidez de la barra 3D en el Sistema de Coordenadas Local
La matriz de rigidez de una barra tiene base en los siguientes teoremas, simpliﬁcadamente
dicen:
Betti:1 En estructuras elásticas lineales las tensiones son proporcionales a las deforma-
ciones.. Maxwell:2 es un caso especial del teorema de Betti, La matriz de ﬂexibilidad es
simétrica.. Castigliano:3 La derivada parcial de la energía de deformación de un sistema
linealmente elástico con respecto a una fuerza seleccionada actúa sobre el sistema dando el
desplazamiento de esa fuerza a lo largo de su dirección.
Estos teoremas en el campo elástico permiten analizar los desplazamientos y rotaciones co-
mo acciones y efectos individuales; por ejemplo, se aplica un desplazamiento en el nodo i y
se deducen las reacciones en el otro extremo de la barra en el nodo j debido a los efectos
transmitidos a lo largo del sólido deformable. Para mantener las condiciones de equilibrio en
el nodo opuesto aparecen fuerzas y momentos de reacción con intensidades según las carac-
terísticas geométricas de la pieza y las características mecánicas del material. Los análisis
individuales de acción y reacción y la relación tensión deformación son considerados en con-
junto por superposición de los efectos para contribuir al equilibrio de la barra. En el MMR
la incógnita es el vector de deformaciones (desplazamientos y rotaciones de nodos), los datos
son el vector de fuerzas (fuerzas y momentos) y la matriz de rigidez de la estructura (carac-
terísticas físicas del material y geométricas de las barras). Expondremos las ecuaciones de los
esfuerzos en ambos extremos de la barra ij cuando se aplican desplazamientos y rotaciones
a los nodos. En la Figura (A.5) están las representaciones del comportamiento de una barra
y las ecuaciones que relacionan las deformaciones y los esfuerzos de un elemento barra con
las características geométricas y mecánicas de la sección transversal y resistencia del mate-
rial. El nodo j contiene los esfuerzos de reacciones como resultado de los desplazamientos y
rotaciones impuestas en el extremo i, también así los esfuerzos que debiera tener el nodo i
producto de esos desplazamientos.
1Betti, E., Il Nuovo Cimento. Series 2, Vol's 7 and 8, 1872.
2Maxwell, J.C., On the Caclulation of the Equilibrium and Stiﬀness of Frames, Philosophical Magazine, vol. 27,
pp. 294-299, 1864.
3Castigliano C.A: Deﬂection Theorem, 1873














































































































ϕy (A.19) (6) rotación y en nodo i my = −2EIy
lij
ϕy (A.20)
Figura A.5: Ecuaciones de desplazamientos y rotaciones positivas en el nodo i y reacciones en el
nodo j de una barra
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Analizando de manera opuesta provocando deformaciones en el nodo j y deduciendo los
esfuerzos en el nodo i por los teoremas expuestos precedentemente y organizando un sistema
de ecuaciones de forma matrical, tendremos las submatrices de coeﬁcientes de la barra ij
deﬁnidas por las Ecuaciones A.21, A.22, A.23 y A.24.
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La matriz de coeﬁcientes para un elemento llamada Matriz de Rigidez (MR) de la barra ij
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La expresión matricial compacta para una barra en coordenadas locales es la Ecuación (A.26)
[p] = [k][δ] (A.26)
La misma pero considerando submatrices tiene la forma de la Ecuación (A.27)
[ pij
pji







De los dos subíndices de las submatrices k, el primero designa el extremo en el que se desa-
rrollan las fuerzas y el segundo el extremo en el que se introducen los desplazamientos. El
superíndice j y el i que se añade en el elemento kii y kjj respectivamente, indica la referencia
a la barra ij
El desarrollo de la Ecuación (A.27) da:
pij = kjiiδij + kijδji
pji = kjiδij + kijjδji (A.28)
Se ha desarrollado las ecuaciones que intervienen en un sistema de estructura de barras
espacial de conexión rígida entre barras. En la Figura (A.6) se comparan las cantidades de
incógnitas con otros tipos de estructuras.
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Nudos articulados 2D y 3D
Nudos rígidos 2D y 3D
Figura A.6: Complejidad entre las estructuras planas y espaciales, grados de libertad por nodos
(GL/N) y cantidad de coeﬁcientes que contienen las matrices de coordenadas locales
Matriz de rigidez de la barra en el Sistema de Coordenadas Global.
Recordando que la barra con extremos rígidos poseen en cada nodo extremo un SCL para
los ejes xyz y que se conocen las relaciones de deformación y esfuerzos internos para ese
sistema de coordenadas y que además, se sabe que el SCG está formado por los ejes XY Z
en donde todos los nudos, las cargas, desplazamientos y rotaciones tiene un único sistema
de referencia de posición en el espacio, entonces se puede migrar los efectos de cada barra
desde el SCL al único sistema en común que es el SCG, permitiendo de este modo captar
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el trabajo individual de cada barra y analizar el comportamiento del conjunto (estructura).
Debe tenerse en consideración que los ejes principales de la sección xpypzp están referidos al
Sistema de Coordenadas Principales (SCP) y de no coincidir con el SCL, es decir que la barra
si se encuentra rotada un ángulo β entre ambos sistemas yp e y y zp y z como se muestra en
la Figura A.7 se debe hacer un paso previo de cambio de coordenadas, pasar primeramente













Figura A.7: Sistema de Coordenadas Principales de la sección
Planteada la situación, rotaremos el elemento desde el SCP al SCL. Matemáticamente se
hace cambiando de sistemas de ejes a través de una matriz de rotación Rjip con ángulo β
que tiene la forma respecto al nodo i en la Ecuación (A.29). Se adoptó el signo positivo en
sentido antihorario desde y a yp:
Rjip =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 0 0 0
0 cosβ sinβ 0 0 0
0 − sinβ cosβ 0 0 0
0 0 0 1 0 0
0 0 0 0 cosβ sinβ
0 0 0 0 − sinβ cosβ
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(A.29)
respecto al nodo j será la Ecuación (A.30):
Rjip =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 0 0 0
0 cosβ sinβ 0 0 0
0 sinβ cosβ 0 0 0
0 0 0 1 0 0
0 0 0 0 cosβ − sinβ
0 0 0 0 sinβ cosβ
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(A.30)
La Ecuación A.28 tiene la rigidez referida al SCP, premultiplicando con las ecuaciones (A.29)
y (A.30) da la Ecuación A.31 que permite cambiar al SCL:
pijp = kjiipRijpδij + kijpRjipδji
pjip = kjipRijpδij + kijjpRjipδji (A.31)
APÉNDICE A. CÁLCULO DE ESTRUCTURAS 57
También se deberá referenciar las fuerzas actuantes al SCL, para lo cual la Ecuación A.31
cambiará a:
pij = RTijppijp = RTijpkjiipRijpδij +RTijpkijpRjipδji
pji = RTjippjip = RTjipkjipRijpδij +RTjipkijjpRjipδji (A.32)
Los vectores de desplazamientos generalizados se transforman del SCL δij al SCG ∆ij pre-
multiplicando la matriz de rotación Rij deﬁnida por la posición espacial de la barra a través
de sus coordenadas de nodos extremos, siendo la matriz de rotación de un vector del SCL al
SCG en el nudo i de la barra ij
Rij =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
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y la matriz de rotación de un vector del SCL al SCG en el nudo j de la barra ji será
Rji =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
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además los cosenos directores en el extremo i del eje local x de referencia son:
l = Xi−Xj
lij




D = √(l2 +m2)
(A.35)
Los cosenos directores del eje local y son perpendiculares a los ejes x y global Z:







Los cosenos directores del eje local z son perpendiculares a los ejes x y y:






Por lo tanto la Ecuación A.32 queda:
pij = RTijpkjiipRijpRij∆i +RTijpkijpRjipRij∆j
pji = RTjipkjipRijpRji∆i +RTjipkijjpRjipRji∆j (A.38)
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Para hacer referencia las fuerzas al SCG, se debe premultiplcar la Ecuación A.38 por la matriz
RTij quedando:
Pij = RTijpij = RTijRTijpkjiipRijpRij∆i +RTijRTijpkijpRjipRij∆j
Pji = RTjipji = RTjiRTjipkjipRijpRji∆i +RTjiRTjipkijjpRjipRji∆j (A.39)
Deﬁniremos a la matriz de rigidez en SCG a la igualdad de cuatro agrupamiento de factores






Cada uno de los factores de estas cuatro submatrices que forman la matriz de rigidez [K] de
una barra en SCG están formados por variables conocidas del problema. Se forman con las
características geométricas y mecánicas de las barras y características físicas de los materiales.
El vector de fuerzas generalizado [P] también es dato del problema y está constituido por
las fuerzas exteriores que actúan en los nodos de la estructura, entonces la única incógnita
es el vector de desplazamientos generalizado [∆]. Así, la ecuación para resolver en forma
simpliﬁcada una barra queda:
Pij =Kjij∆i +Kij∆j
Pji =Kji∆i +Kijj∆j (A.41)
y en forma matricial así: [ Pij
Pji







Resolviendo el sistema de ecuaciones hallamos los desplazamientos en coordenadas globales
de cada nudo de la barra ∆i y ∆j . El siguiente paso es determinar los esfuerzos a los cuales
la barra está solicitada, para ello debemos convertir [∆] que está en el SCG al SCL y luego
pasarlo al SCL de la sección utilizando la Ecuación A.43
pijp = kjiipRijpRij∆i + kijpRjipRji∆j
pjip = kjipRijpRij∆i + kijjpRjipRji∆j (A.43)
Ensamblaje de la Matriz de Rigidez.
Podemos decir que la estructura de barras es el conjunto de elementos o miembros longitudi-
nales representados por la directriz coincidente con x que pasa por el baricentro, en la cual la
sección transversal permanece constante en toda su longitud. Supusimos que todas las cargas
están aplicadas en los nudos, los elementos están unidos por sus extremos con otros elementos
a través de un vínculo, este puede ser elástico, articulado pero lo consideraremos para este
desarrollo como rígido. De considerarse cargas en las barras estas deberán ser reemplazadas
por cargas equivalentes en los nudos.
Cada elemento posee una ubicación especíﬁca como referencia en otro sistema general común
a todos SCG. Así también las cargas exteriores que deﬁnen el vector [P ] actuando en los
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nodos forman parte del mismo sistema.
Las condiciones de bordes son las restricciones a los movimientos de los nodos, llamados a
éstos nodos coartados impedidos de desplazamientos y rotaciones. Las incógnitas del vector[∆] que son los desplazamientos y rotaciones de los nodos libres, están también referidas al
SCG.
Para relacionar matemáticamente todas estas consideraciones, debemos hacer lo que se llama
ensamblaje de la Matriz de Rigidez representada por la Ecuación A.44 (forma compacta), en
donde la matriz [K] es la rigidez de la estructura que incluye a todas las barras referidas a
un único sistema de coordenadas.
[P ] = [K][∆] (A.44)
El equilibrio de las fuerzas en los nodos con la ecuación matricial ensamblada es la Ecua-
ción (A.45).
Kii = ∑iRTijkjiiRij
Kij = RTijkijRji (A.45)
Utilizaremos una estructura de ejemplo, corresponde a la Figura A.8 posee 4 barras conse-



























Figura A.8: Estructura ejemplo de 4 barras espaciales
El ensamblaje de la MR queda deﬁnida por la Figura A.9. La barra0 vinculada a la barra1
a través del nodo1 provoca que se sumen las rigideces aumentando la resistencia interna de
la estructura en ese lugar, idem en los nodos del 2 al 3.
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0   0   0    0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0    0   0  
0   0   0    0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0    0   0  
0   0   0    0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0    0   0  
0   0   0    0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0    0   0  
0   0   0    0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0    0   0  
0   0   0    0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0    0   0  
0   0   0    0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0    0   0  
0   0   0    0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0    0   0  
0   0   0    0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0    0   0  
0   0   0    0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0    0   0  
0   0   0    0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0    0   0  
0   0   0    0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0    0   0  
0   0   0    0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0    0   0  
0   0   0    0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0    0   0  
0   0   0    0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0    0   0  
0   0   0    0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0    0   0  
0   0   0    0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0    0   0  
0   0   0    0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0    0   0  
0   0   0    0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0    0   0  
0   0   0    0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0    0   0  
0   0   0    0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0    0   0  
0   0   0    0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0    0   0  
0   0   0    0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0    0   0  
0   0   0    0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0    0   0  
0   0   0    0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0    0   0  
0   0   0    0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0    0   0  
0   0   0    0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0    0   0  
0   0   0    0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0    0   0  
0   0   0    0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0    0   0  



























































































































































Figura A.9: Matriz de rigidez ensamblada
El siguiente paso es ubicar los datos de cargas y salir de la singularidad del sistema de
ecuaciones penalizando [K] respecto a las condiciones de borde Figura A.10, para ello se
consideran nulos los desplazamientos y rotaciones en los nodos coartados. Queda ﬁnalmente
el sistema de ecuaciones con solución para determinar el vector [∆], y deberían obtenerse los
desplazamientos y rotaciones para los nodos del 1 al 3
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0   0   0    0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0    0   0  
0   0   0    0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0    0   0  
0   0   0    0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0    0   0  
0   0   0    0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0    0   0  
0   0   0    0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0    0   0  
0   0   0    0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0    0   0  
0   0   0    0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0    0   0  
0   0   0    0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0    0   0  
0   0   0    0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0    0   0  
0   0   0    0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0    0   0  
0   0   0    0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0    0   0  
0   0   0    0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0    0   0  
0   0   0    0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0    0   0  
0   0   0    0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0    0   0  
0   0   0    0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0    0   0  
0   0   0    0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0    0   0  
0   0   0    0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0    0   0  
0   0   0    0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0    0   0  
0   0   0    0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0    0   0  
0   0   0    0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0    0   0  
0   0   0    0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0    0   0  
0   0   0    0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0    0   0  
0   0   0    0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0    0   0  
0   0   0    0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0    0   0  
0   0   0    0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0    0   0  
0   0   0    0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0    0   0  
0   0   0    0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0    0   0  
0   0   0    0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0    0   0  
0   0   0    0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0    0   0  



























































































































































Figura A.10: Matriz de rigidez ensamblada penalizada
Luego resta aplicar estos desplazamiento y rotaciones a cada extremo de barra para calcular
los esfuerzos internos en xpypzp, se logra aplicando la Ecuación A.43.
A.2. Matriz de rigidez no-lineal geométrica de segundo orden
Hemos considerado la teoría elástica lineal proveniente de las características propias del mate-
rial, utilizable en estructuras con pequeños deformaciones. Si quisiéramos resolver estructuras tipo
puentes tensados o suspendidos los cuales poseen grandes deformaciones, estructuras sometidas
por acciones de viento vibraciones importantes, tendríamos que recurrir a consideraciones adicio-
nales. Utilizamos la teoría de No-linealidad Geométrica cuyo equilibrio está formulado respecto
a la deformación geométrica de la estructura y por las acciones de las fuerzas longitudinales en
cada barra [YM86]. Tiene en cuenta la inﬂuencia de la fuerza axil actuando a lo largo del elemento
curvado producto de la ﬂexión. En el SCL de la barra tenemos la Ecuación A.46
[p] = [knolin][δ] (A.46)
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donde [p] representa el vector de cargas nodales, [δ] el vector de movimiento de los nodos y [knolin]
la Matriz de Rigidez de la barra en SCL de acuerdo a la teoría no-lineal de segundo orden .
La MR no-lineal de la barra queda formada sumando las rigideces de la matriz lineal y la
geométrica Ecuación A.47
[knolin] = [k] + [kg] (A.47)
siendo [kg] la matriz de rigidez geométrica, estando formada por la Ecuación A.48
[kgij] = [px]ij[kg]ij (A.48)
[px]ij es el esfuerzo axil en los extremos de la barra ij y [kg]ij la matriz de rigidez geométrica
de segundo orden de la barra ij. La matriz [kg]ij formada por submatrices tiene la forma de la
Ecuación A.49
[kg]ij = [ kgii kgijkgji kgjj ] (A.49)
De los dos subíndices de las submatrices k, el primero designa el extremo en el que se intro-
ducen las deformaciones y en el segundo las fuerzas de reacción. El superíndice g se reﬁere a que
la matriz de rigidez es geométrica los subíndices indica la referencia a la barra ij. Partiendo de
la barra deformada los esfuerzos axiales en los extremos de la barra provocan los esfuerzos de la
Tabla A.11
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Figura A.11: Rigidez geométrica de segundo orden. Acción de las fuerzas axiales sobre la barra
deformada, los signos de los términos están afectados por el signo (-) de la fuerza de compresión
Las submatrices de rigideces no-lineal geométrica deﬁnidas por el efecto de 2do. orden de la
barra deformada ij con carga axial actuante queda deﬁnida por las Ecuaciones A.66, A.67, A.68
y A.69.
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siendo [px]i y [px]j las fuerzas axiales con sus correspondientes signos de compresión y tracción
actuando en la barra ij en los extremos i y j respectivamente. Los signos de los términos de la
matriz geométrica de segundo orden estarán afectados por el signo negativo de compresión de las
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fuerzas axiales pix y p
j
x reduciendo la rigidez de la barra a los esfuerzos de ﬂexión.
Hasta aquí en la estructura debe veriﬁcarse que se cumplan para todos los nudos el estado de
equilibrio de fuerzas según las Ecuación A.71
P xn = 0 P yn = 0 P zn = 0 (para n = 0 a N − 1)
Mxn = 0 Myn = 0 Mzn = 0 (para n = 0 a N − 1) (A.71)
A.3. Evaluaciones de las tensiones
Las barras de las estructuras están sujetas a los esfuerzos axiales, de cortes y de momentos
ﬂectores px, py, pz,mx,my,mz, componentes respecto al SCP y aplicadas por el método de cálculo
en los extremos de las barras, estas generan tensiones variables a lo largo del elemento en el eje x.
Si cortáramos la barra en una sección cualquiera en x, tendríamos en esa sección nuevamente seis
fuerzas que deberían estar en equilibrio respecto a los tres ejes xpypzp. Estas fuerzas de sección
Nxx,Qxy,Qxz,Mxx,Mxy,Mxz son efectos de las fuerzas causadas por las tensiones y ambas deben
estar en equilibrio como se ve en las Ecuaciones A.72
Nxx = ∫ A σxxdA Mxy = ∫ A σxx z dA Mxz = ∫ A σxx y dA
Qxz = ∫ A τxzdA Qxy = ∫ A τxy dA Mxx = ∫ A τ r dA (A.72)
Para determinar la estabilidad y la resistencia de la estructura deberemos deﬁnir el estado
tensional de trabajo de las barras para que no sobrepasen las tensiones admisibles del material,
incluyendo el efecto de pandeo en las barras comprimidas o ﬂexo-comprimidas. Las tensiones veri-
ﬁcadas en los elementos incluyen las tensiones normales Ecuaciones A.73 y A.74 representadas en
la Figura A.12 (1) y las producidas por los efecto de corte y torsión Ecuación A.75 representada
en la Figura A.12 (2).
σ−xx = −ωNxxΩ −Mxz YIz −Mxy ZIy ≤ σac (A.73)
σ+xx = NxxΩ +Mxz YIz +Mxy ZIy ≤ σat (A.74)























(1) tensiones normales (2) tensiones tangenciales
Figura A.12: Diagramas de tensiones de una barra
Términos Descripción
Y altura de la sección en sentido del eje y
Z ancho de la sección en sentido del eje z
r distancia polar respecto a los ejes ypzp
ta espesor de la placa en sentido del eje y
tb espesor de la placa en sentido del eje z
σxx± tensión normal de trabajo en una sección determinada x del eje x
τxx± tensión tangencial de trabajo en una sección determinada x del eje x
σat tensión admisible a la tracción
σac tensión admisible a la compresión
τa tensión admisible al corte
ω coeﬁciente de pandeo
Nxx fuerza axial máxima y mínima en una sección determinada del eje x a lo largo del eje x
Qxy fuerza de corte en una sección determinada del eje x respecto al eje y
Qxz fuerza de corte en una sección determinada del eje x respecto al eje z
Mxx momento torsor en una sección determinada en eje x alrededor del eje x±Mxy momento ﬂexor máximo y mínimo en una sección determinada del eje x respecto al eje y±Mxz momento ﬂexor máximo y mínimo en una sección determinada del eje x respecto al eje z
E módulo de elasticidad longitudinal
G módulo de elasticidad transversal
l = lij longitud de la barra ij
Iz momento de inercia respecto al eje z
Iy momento de inercia respecto al eje y
Az momento estático respecto a al eje z
Ay momento estático respecto a al eje y
It módulo torsional o momento torsor respecto a los ejes yz
Tabla A.1: Descripción de los términos de las ecuaciones para el cálculo de estructuras
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En las dos últimas décadas se han producido muchos avances en el campo de la 
optimización multi-objetivo con metaheurísticas, pero han sido pocos los trabajos que 
han abordado problemas de ingeniería civil del mundo real, como el dimensionamiento 
integral de estructuras de barras espaciales que incluyen nodos rígidos, materiales 
distintos y efectos de segundo orden. 
El dimensionamiento integral de una estructura civil en una sola etapa, es decir, 
determinar los parámetros geométricos de las secciones transversales de todos los 
elementos que componen la estructura, se vuelve cada vez más complejo cuando el 
tamaño de la estructura crece. Éste es un problema de optimización multi-objetivo con 
restricciones porque si se quiere reducir costes económicos (en términos de la cantidad 
de material utilizado) no se puede hacer sin tener en cuenta las deformaciones que 
pueden dejar a la estructura fuera de servicio. En este punto entran en juego las 
restricciones que limitan las soluciones para que la estructura sea estable, garantizando 
la resistencia de los materiales y las proporciones geométricas (espesor - altura de las 
placas y ancho - alto de las barras). 
En este contexto, se ha realizado una revisión del estado del arte que ha dado lugar a 
la publicación: "A Survey of Multi-objective Metaheuristics. Applied to Structural 
Optimization. Structural and Multidisciplinary Optimization. Volumen 59, Número 4, 
páginas: 537-558. 2013", donde se han recopilado 58 artículos relevantes desde 1992 
hasta 2012. También se ha propuesto una clasificación con la que se ha logrado 
agrupar y determinar la complejidad de los problemas y que técnicas metaheurísticas 
empleadas para el diseño estructural. Las conclusiones alcanzadas han sido que se ha 
investigado poco sobre el comportamiento de las técnicas metaheurísticas de 
optimización multi-objetivo para resolver problemas como los planteados en este 
trabajo de tesis, así como que tampoco se han utilizado técnicas recientes. 
Para poder investigar sobre metaheurísticas multi-objetivo y la resolución de problemas 
de estructuras civiles ha sido necesario de implementar nuevas herramientas software 
que no estaban disponibles. El enfoque seguido ha sido combinar un software de diseño 
de estructuras realizado por el doctorando llamado Ebes (Estructuras de Barras 
Espaciales) con el framework de optimización multi-objetivo jMetal. El resultado ha sido 
la herramienta jMetal+EBEs, que se ha publicado en "Integrating a Multi-Objective 
Optimization Framework Into a Structural Design Software. Advances in Engineering 
Software. Volumen 76, páginas: 161-170. Octubre 2014". 
Las líneas de investigaciones abiertas han propiciado investigar la factibilidad y 
eficiencia de los algoritmos para diseñar estructuras civiles de diferente complejidad. 
En este contexto, se han diseñado dos puentes atirantados de distinto tamaño, dando 
lugar a dos problemas de corte real, y se han abordado con un conjunto representativo 
de metaheurísticas multi-objetivo representativas del estado del arte. El estudio llevado 
a cabo se ha presentado en el artículo "Structural Design using Multiobjective 
Metaheuristics. Comparative Study and Application to a Real World Problem. Structural 
and Multidisciplinary Optimization. Aceptado el 21 de Junio de 2015." 
En el cuarto artículo que avala la tesis doctoral ("Distributed multiobjective 
metaheuristics for real-world structural optimization problems". Computer Journal. En 
prensa desde el 21 de Agosto de 2014) se ha realizado un estudio sobre una estructura 
civil de muy alta dimensionalidad, que consiste en un puente atirantado de más de 160 
metros de largo. Abordar su resolución ha obligado a implementar metaheurísticas 
paralelas para poder usar un clúster de más de 400 núcleos, con el que se han obtenido 
resultados satisfactorios en unas horas que, de otra manera, usando un único 
ordenador, hubiera llevado más de medio año de cómputo. 
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