In the standard development of the small wave-height approximation ͑SWHA͒ perturbation theory for scattering from moving rough surfaces ͓e.g., E. Y. Harper and F. M. Labianca, J. Acoust. Soc. Am. 58, 349-364 ͑1975͒ and F. M. Labianca and E. Y. Harper, J. Acoust. Soc. Am. 62, 1144 -1157 ͑1977͔͒ the necessity for any sort of frozen surface approximation is avoided by the replacement of the rough boundary by a flat ͑and static͒ boundary. In this paper, this seemingly fortuitous byproduct of the small wave-height approximation is examined and found to fail to fully agree with an analysis based on the kinematics of the problem. Specifically, the first order correction term from the standard perturbation approach predicts a scattered amplitude that depends of the source wave number, whereas the kinematics point to a scattered amplitude that depends on the scattered wave number. It is shown that a perturbation approach in which an explicit frozen surface approximation is made before the SWHA is invoked predicts ͑first order͒ scattered amplitudes that are in agreement with the analysis based on the kinematics.
I. INTRODUCTION
The frozen surface approximation refers to a procedure in which the time-evolving surface involved in the scattering problem is replaced with a sequence of ''equivalent'' quasistatic surfaces. It is an indispensable part of many numerical schemes for solving the problem of scattering from a moving rough surface ͑e.g., Ref. 1͒, but not a topic usually associated with small wave-height approximation ͑SWHA͒ perturbation theory. As Labianca and Harper 2 discuss in their development of the perturbation method for moving sea surfaces, the small wave-height approximation replaces the original rough ͑moving͒ boundary with a flat ͑and obviously static͒ boundary. This avoids the necessity of making some sort of an explicit frozen surface approximation. Several of the most familiar treatments [3] [4] [5] of the SWHA perturbation theory for scattering from moving surfaces avoid the frozen surface approximation in this manner.
Our interest in this subject grew out of a study in which a computer code based on SWHA perturbation theory was developed and used to help benchmark a code that was based on a time-varying, impulse response technique. Those comparisons involved small amplitude ͑i.e., small compared to the shortest acoustic wavelengths of interest͒, pressurerelease, moving sinusoidal surfaces and a collocated source and receiver positioned far from the scattering surface. The goal of this benchmarking exercise was to verify that the time-variant, impulse-response technique yielded the correct motion-induced changes in source and scattered frequency as well as changes in scattered amplitude for each of the energetically significant diffracted orders. In all comparisons, both models always precisely agreed on the locations ͑i.e., source and scattered frequencies͒ of any significant diffracted orders. However, the surface motion also changes the amplitudes of the ͑Doppler-shifted͒ diffracted orders and in this regard, the two models were in complete disagreement. SWHA perturbation theory predicted that the diffracted orders arriving at the receiver with frequencies higher than the source frequency ͑i.e., with positive Doppler shifts͒ also arrive with lower scattered amplitudes. Diffracted orders that are shifted toward lower received frequencies ͑negative Doppler shifts͒ arrive with larger amplitudes. For the timevariant impulse response method, the relationship between Doppler shift and scattered amplitude was exactly the opposite: diffracted orders that had positive Doppler shifts had larger scattered amplitudes, orders with negative Doppler shifts had smaller amplitudes. It was found that the magnitude of the model discrepancy grew as the speed of the surface increased. However, even for sinusoids moving much slower than the speed of sound the differences, while small ͑a few tenths of a dB for the intensities͒, were not negligible for benchmarking purposes. The divergence of these two predictions suggested to us that there was a difference in how the models were treating the kinematics of the problem.
That this was a subject worth a closer look was reinforced by the observations of Pourkaviani and Willemsen, 6 who, in a study that looked at the higher order perturbative corrections to the Doppler backscattering spectrum for ocean a͒ Electronic mail: keiffer@nrlssc.navy.mil gravity waves, pointed out that while it ''is natural within the static theory to organize terms ͑of the perturbation series͒ entirely on the basis of the order in perturbation theory, the Doppler theory forces an intrinsic reorganization depending on the regions of support in the frequency domain.'' Of practical importance, their study suggests that this intrinsic reorganization may lead to a breakdown in the SWHA theory at smaller values of roughness than in the static case.
The purpose of this paper is to point out the subtle but conceptually important role that the ''frozen-surface'' approximation plays in the SWHA perturbation method for moving surfaces. More precisely, this study examines what appear to be the unphysical consequences that occur if the frozen surface approximation is omitted. Our conclusions are interesting and surprising. We find that the perturbative approach in which an explicit frozen surface approximation is applied leads to results that are in agreement with fundamental kinematics of the problem. This is not true of the standard perturbation treatment in which the frozen surface approximation is avoided. A side by side development of the perturbation method with and without the frozen surface approximation ͑see Sec. II͒ is instructive in this regard. As we show, the two approaches yield first order correction terms that differ only in the amplitude they predict for the scattered field. In the section that follows, the kinematics of the problem is examined. There an independent derivation of the received spectral amplitude is presented that is based purely on the motion of the ͑Huygen͒ secondary sources on the surface. It is shown that the perturbation approach that incorporates an explicit frozen surface approximation yields scattered amplitudes that are in agreement with the kinematics of the problem.
Throughout the paper, the problem of scattering from a moving surface is formulated in the time domain, specifically for an impulsive point source and a solution in terms of the time-variant impulse response function is sought. This approach allows for a natural introduction of a single and multiple scattering description that, along with causality, makes it possible to identify ''what happened'' during the scattering process. It also allows us to address the kinematics of the problem in a methodical manner. Finally, working in the time domain avoids difficulties interpreting the frequency domain approach under dynamic, time varying conditions. Quoting Wetzel, 7 ''the sea is particularly appropriate for time domain modeling because it is a complex nonstationary surface characterized by an assortment of real and often identifiable, hydrodynamic scattering objects that can respond uniquely and individually to the fleeting touch of a passing impulse. '' To navigate between the time and frequency domains, and in particular to arrive at the response of the time-varying scattering system to the more familiar case of time harmonic excitation, some basic relations from time-variant linear filter theory are introduced. Under this viewpoint, the propagation of the impulse emitted at time tϭ, from the source location (r 0 ) to the surface, the scattering itself, and the propagation from the surface to the receiver (r), are treated as a linear time-variant, space-variant filter. The complete specification of this filter is provided by the time-variant, space-variant, impulse response function h(r,t;r 0 ,). The received signal ͑i.e., the output of the filter͒, p out (r,t), due to input signal p in (r 0 ,), is given by the superposition integral ͑see, e.g., Ref. 
The time-variant transfer function is the Fourier transform of the impulse response function
II. THE FROZEN SURFACE APPROXIMATION
As mentioned in the Introduction, the frozen surface approximation replaces the moving surface with a sequence of ''equivalent'' quasistatic surfaces. While this may seem like a familiar idea, the published literature offers few clear examples. Different quasistatic surfaces have been used, for example, a time sequence of instantaneous ''snapshots,'' 1 but it has never been made clear in what sense these new surfaces are ''equivalent'' to the moving surface. In this section, causality, the kinematics of the surface insonification, and a single and multiple scattering description of the scattering process are used to motivate a practical and precise definition for the frozen surface approximation.
Consider a static point source, located at r 0 ϭ(x 0 ,y 0 ,z 0 ) above a moving rough surface Z S (x,y,t). The source emits an impulse ͑pressure͒ at time tϭ that propagates through a homogeneous medium ͑sound speed c͒ and then sweeps across the moving rough surface. The impulse response of the moving surface has, by definition, a singlescatter component that is due to those points on the interface that are directly ͑geometrically͒ insonified by the source and, acting as secondary sources, directly insonify the receiver. In this scheme, multiple scatter is a generic term that refers to scattered components that directly or indirectly result from the reinsonification of the surface by these original secondary sources.
At each point on the surface, rϭ(x,y,Z S ), the time of insonification by the source impulse, t i , satisfies the equation
Causality requires that the scattered field on the rough interface be zero at all times prior to the arrival of the source impulse. Therefore, the time history of the surface at times prior to t i has no effect on the scattered field. On the other hand, the single-scatter component of the impulse response cannot depend on the surface height function at times later than t i . The single-scatter response of a point on the surface must cease to exist the moment the source excitation ends. Thus, under the assumption that the single-scatter component dominates the impulse response, it makes sense to define the frozen surface using the source insonification time
The frozen surface defined in this manner is equivalent to the moving surface in the sense that the single-scatter component of their respective impulse responses will be identical. The multiple scattering contributions to the impulse response functions, which can detect the surface evolution ͑or lack thereof͒ at times later than t i , will in general differ. There are two factors that combine to govern the validity of this frozen surface approximation. The dependence of the impulse response function on multiple scattering determines the time span over which the surface evolution is effectively probed. The rate of the surface evolution determines how much the surface changes during this time span. The equation for the insonification time can be determined numerically to machine precision via standard root finding techniques like the bisection method. To proceed analytically, assume that the source is far from all points on the surface of interest (r 0 ӷr), then the following approximation is valid: 
͑7͒
Using the time of insonification of the flat zϭ0 surface as a zeroth order estimate, the method of successive substitutions can be used to provide an approximate expression for the frozen surface. For simplicity, we now assume that the surface is sinusoidal, Z S ϭa cos(KxϪ⍀t), and restrict the source to the xz plane ( 0 ϭ0,). The first set of estimates for the insonification time and the frozen surface are
Following the same procedure, the next higher order pair of estimates are
with ␤ϭ(⍀a/c)cos 0 . Note the differences between the frozen surface and the moving surface. The lowest order estimate for the frozen surface ͓Eq. ͑8b͔͒ is sinusoidal but with a new wavelength ⌳Јϭ2/(Kϩ⍀ sin 0 cos 0 /c). Sinusoids approaching the source appear ͑to the incident impulse͒ to have a shorter wavelength, sinusoids moving away from the source seem to have a longer wavelength. The next higher order estimate ͑9b͒ introduces the parameter ␤ whose magnitude controls the phase modulation of the surface.
III. THE SMALL WAVE-HEIGHT PERTURBATION METHOD
Independent of the frozen surface approximation, the development of a perturbation solution that is valid in the limit of vanishing roughness begins with a power series expansion of the total field in surface height parameter a. As mentioned earlier, adopting the language of time-variant linear filter theory facilitates the interpretation of the two different perturbation developments. Accordingly, we write the expansion of the total pressure field at point r and time t ͑due to the source impulse emitted at time tϭ from position r 0 ) as the expansion of the impulse response function
with unperturbed ͑flat surface͒ solution
͑11͒

A. Standard treatment
In the standard treatment ͑in which an explicit frozen surface approximation is avoided͒ the next step is to expand the impulse response function in a Taylor series about zϭ0 and evaluate the expansion on the surface. For pressurerelease boundary conditions, this yields the equation
To proceed with the solution, the power series expression for the total impulse response ͓Eq. ͑10͔͒ is substituted into the wave equation ͑not shown͒ and into the Taylor series expansion ͓Eq. ͑12͔͒. From these two new expressions, like powers of the expansion parameter a are equated. This yields a sequence of boundary value problems specifying the terms a n h n (r,t) in Eq. ͑10͒. Our initial interest lies with the first order correction to the unperturbed impulse response. Using Z S ϭa cos(KxϪ⍀t) with KϾ0, the first order correction to the unperturbed impulse response has the form ah 1 ͑ t; ͉͒ zϭ0 ϭϪa cos͑KxϪ⍀t ͒ ‫ץ‬ ‫ץ‬z h 0 ͑ r,t;r 0 , ͉͒ zϭ0 . ͑13͒
Note that evaluating the z derivative of unperturbed impulse response on the zϭ0 interface introduces the generalized function ␦Ј(tϪt 0 ). Here t 0 is the time at which the impulse, fired at time tϭ, reaches the flat zϭ0 interface at horizontal location (x,y), and the prime indicates ‫.‪t‬ץ/ץ‬ Making use of operational properties of the derivative of the Dirac delta function 9 allows the first order correction term to be written as
where the time of insonification for the flat surface (t 0 ) is given by Eq. ͑8a͒. Note that although no explicit frozen surface approximation was made in the development of Eq. ͑14͒, the frozen surface approximation has implicitly been invoked. This can be seen from the fact that, at each point on the surface, the scattered impulse response in Eq. ͑14͒ depends on the surface evolution at only one time, tϭt 0 . The time-variant transfer function ͑corresponding to the first order perturbation correction͒ results after the Fourier transform indicated in Eq. ͑4͒ is performed on Eq. ͑14͒,
Ϫa exp͓i2 f t 0 ͔cos 0 2cr 0 ϫ͓i2f cos͑KxϪ⍀t 0 ͒Ϫ⍀ sin͑KxϪ⍀t 0 ͔͒.
͑15͒
The bifrequency function is the Fourier transform of the transfer function and for the purposes of this paper, it is unnecessary to continue the development any farther. Recall that the acoustic response of the moving surface due to time harmonic excitation is rather simply related to the bifrequency function ͓Eq. ͑2͔͒. In addition, the salient features of the problem do not require that the scattered field on the flat surface be propagated into the space above the surface. In the absence of an explicit frozen surface approximation, the standard perturbation development yields ͑for a source frequency 0 Ͼ0) the first order correction to the scattered bifrequency function
͑16͒
The first order correction to the scattered bifrequency function consists of two plane wave components, one Doppler shifted toward higher frequencies and one shifted toward lower frequencies. The critical feature to note is that both components have amplitudes that depend on the nondimensional parameter k 0 a, where k 0 ϭ2 0 /c is the source wave number. Higher order corrections depend on the scattered wave number so that, for example, the nth order correction to the scattered amplitude of a Doppler-shifted diffracted order has an amplitude that is proportional to (k 0 a) (ka) nϪ1 with kϭ2 f /c being the scattered wave number.
B. Perturbation approach coupled with an explicit frozen surface approximation
If the frozen surface approximation is applied, the development is identical to the standard theory except that the surface Z s (x,y,t) is replaced by the equivalent quasistatic surface Z s (x,y,). Corresponding to Eq. ͑12͒, but using h (t;) to distinguish the frozen surface impulse response function, is the Taylor series expansion of the boundary conditions,
After the frozen surface approximation has been applied, the equation for the first order correction term ͓corresponding to Eq. ͑13͔͒ is
Using Eqs. ͑8a͒ and ͑8b͒ to approximate the insonification time and the frozen surface, the first order correction to the time-variant transfer function becomes
A comparison between Eqs. ͑15͒ and ͑19͒ is interesting because it reveals ͑at the level of the time-variant transfer function͒ the effect that separating the surface evolution from the time dependence of the incident field has on the scattered field. Note that the transfer functions are identical except for the extra term in Eq. ͑15͒ that comes from the time derivative of the surface height function. The bifrequency function that follows from Eq. ͑19͒ ͑for a source frequency 0 Ͼ0) is
͑20͒
Rewriting this in a slightly different form for a more direct comparison with Eq. ͑16͒,
͑21͒
It can be seen that the application of an explicit frozen surface approximation ͑and here we have used a zeroth order estimate for the frozen surface͒, results in a bifrequency function that contains the same two components found in the standard approach ͓see Eq. ͑16͔͒. The difference in the two developments is in the scattered amplitudes. With the explicit frozen surface approximation, the scattering amplitudes depend on the nondimensional parameter ka, not k 0 a as in the standard approach. Thus, if the Doppler shift is toward higher frequencies the scattering amplitude increases, if the Doppler shift is toward lower frequencies then the scattering amplitude decreases. As pointed out earlier, the higher order corrections depend on the scattered wave number; the nth order correction to the scattered amplitude of a diffracted order has an amplitude that is proportional to (ka) n . For illustrative purposes, consider the form of the first order correction to the scattered bifrequency function if the higher order estimates ͓Eqs. ͑9a͒ and ͑9b͔͒ are used for the time of insonification, t i , and frozen surface, Z (x,y,),
͑22͒
The frozen surface given by Eq. ͑9b͒ included a term that modulated the frequency of the surface. The effect of this modulation on the scattered spectrum is to generate an infinite number of side bands. These additional components arrive at the receiver with frequencies that differ from the source by multiples of the modulation frequency ͑⍀/2͒. The modulation index, ␤ϭ(⍀a/c)cos 0 , controls the number of side bands having significant spectral energy. Since by assumption, kaϽ1, this modulation effect will be very small except for those cases where the value of ka approaches 1 and the sinusoidal surface moves at a significant fraction of the speed of sound.
IV. ANALYSIS OF THE KINEMATICS
An understanding of the impact of the kinematics on the scattered amplitude can be obtained without actually calculating the scattering. For a uniformly moving rough surface, the relationship between the source and received ͑scattered͒ frequency can be deduced by considering the time variation in the impulse response of a single scattering feature. For clarity, label this scattering feature . Suppose Z S (x ,0) is the surface height that is detected ͓Eq. ͑6͔͒ at horizontal location (x ,y ) by the source impulse emitted at tϭϭ0. The vector that locates this surface feature is r 0 ϭx x ϩy ŷ ϩZ S ͑ x ,0͒ẑ . ͑23͒
An impulse emitted at a later time, tϭ, will detect this same surface feature at a new horizontal location r ϭr 0 ϩu ͩ c cϩu sin 0 cos 0
͑24͒
Here ux is the surface velocity. The single-scatter component of the time-variant impulse response for this moving surface feature can be written as
Here is an unknown amplitude that varies with scattering geometry and surface feature. It also accounts for the spreading losses from source to the scattering feature and from scattering feature to the receiver. Under the assumption that r 0 ӷr and rӷr , can be considered time invariant. After some algebra, the moving features' impulse response becomes
where qϭ cϪu sin cos cϩu sin 0 cos 0 ͑27͒
and
In this form it easy to perform the two sequential Fourier transforms that yield the bifrequency function
͑29͒
At this point, it can be noted that the amplitude of this bifrequency function increases when the Doppler shift is toward frequencies that are higher than the source ͑frequency͒ and decreases when the Doppler shift is toward lower frequencies. This is qualitatively the same change to the received amplitude that was displayed by ͓Eq. ͑21͔͒, the bifrequency function derived from the frozen surface SWHA perturbation theory. Since every point on the surface is in uniform motion, this scaling effect applies to the impulse response of the entire surface.
To make the correspondence of the above scaling factor more explicitly similar to that of Eq. ͑21͒, consider a periodic surface and add the conditions on the source and received frequencies for constructive interference into the receiver direction. Two identical points on the surface, separated by one surface wavelength, will constructively interfere at the receiver for frequency f provided that, f ϭn/⌬T. Here n is an integer and ⌬T is the difference in the time of flight from the two surface points to the receiver. For a receiver far from all points of interest on the surface, this becomes f n ϭ n͑cϩu sin 0 cos 0 ͒ ⌳͑sin 0 cos 0 ϩsin cos ͒ . ͑30͒
Using the connection between the source and receiver frequencies established by the delta function in Eq. ͑29͒, allows for the similar specification of the conditions on the source frequency for constructive interference at the receiver n ϭ n͑cϪu sin cos ͒ ⌳͑sin 0 cos 0 ϩsin cos ͒ . ͑31͒
Note, by convention, restricting the interest to positive frequencies with (sin 0 cos 0 ϩsin cos )Ͼ0 means choosing nϾ0. The delta function in Eq. ͑29͒ means that 1/qϭ f /. Injecting the requirements for constructive interference changes this to f n / n ϭ1ϩ(nu/⌳ n ). Finally, identifying u/⌳ϭ⍀/2 yields the bifrequency
͑32͒
For nϭ1, this equation has exactly the frequency dependent scaling factor, 1ϩ(⍀/2 m ), as found in Eq. ͑21͒.
V. CONCLUDING REMARKS
In the preceding section, an analysis of the kinematics of the moving sinusoid scattering problem was shown to account for a change in the received frequency ͑Doppler shift͒ and a scaling of the received amplitude that depends on the Doppler shift. Both the kinematically derived Doppler shift and amplitude scaling effect exactly agree with the first order correction from the SWHA perturbation theory that explicitly invoked the frozen surface approximation. On the other hand, the standard development of the perturbation theory, which appears to avoid the frozen surface approximation, accounts for the Doppler shift but not the amplitude scaling effect.
Initially, it may not be obvious which of the two perturbation solutions makes the most physical sense. From the side by side development of the two approaches, it is clear that the frozen surface approximation forces the separate treatment of the kinematics and scattering ͑dynamic͒ aspects of the problem. In the standard development, the kinematics are buried in the perturbation series and become part of the scattering problem. While it may be that the additional refinements to the scattered field that are due purely to the kinematics will emerge from the standard treatment with the incorporation of higher order terms, some differences between the two approaches will persist. On the one hand, this is apparent from the fact that all higher correction terms are derived from the first order correction term. On the other hand, the perturbation calculation is limited in a practice to the first few corrections terms and the desired spectral information may not have emerged adequately with only a few terms. For example, for a ''fast'' sinusoid the first order correction term of the scattered field ͓Eq. ͑22͔͒ displays a side band structure that can contain a significant fraction of the scattered energy. The frozen surface approximation technique makes some of this spectral information available with the first order correction term. With the standard perturbation approach, information about the existence and significance of these side bands emerges ͑if at all͒ with each additional higher order ͑in surface height͒ correction term.
The main purpose of this paper is to point out that by addressing the kinematics separately from the SWHA perturbation development, one can obtain ͑for each order of the perturbative series͒ a more accurate accounting of the scattered spectrum than is possible via the standard perturbation development. The case of scattering from a sinusoidal surface was considered largely for pedagogical purposes. It should not be assumed that the specific differences between the two perturbation approaches cited herein translate entirely to more complex surfaces. For these moving multiscale surfaces, the advantages of the perturbation method that uses an explicit frozen surface approximation may be greater.
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