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ABSTRACT 
In this dissertation we study the region in which a bilinear control system is feedback 
stabilizable. In particular, we prove the equivalence of exponential stability and cisymp-
totic stability using measurable feedback laws. Also we find a necessary and sufficient 
condition for feedback stabilization in terms of the Lyapunov spectrum. The maximal 
stabilizable region is discussed and some open questions are presented. 
1 
1 INTRODUCTION 
In this dissertation we consider the following bilinear control systems: 
x{t)  = ^Ao+ ^ ^Ui{t)A^ x{t) ,  in R'' (1.1) 
where u := (ui,...,um) E U '•= {u : R  —> R'"] u(-) locally integrable, and u{t)  t 
U a.e. }. Here Aq, .4i, ..., .4^ are d y. d matrices and the control range U C R'" is com­
pact and convex with 0 G int{U), the interior. 
This kind of systems are obtained, for example, by linearizing nonlinear systems at 
a common fi.xed point with respect to the state x only. The purpose of this dissertation 
is to characterize the region in which the systems are asymptotically stabilizable using 
measurable or piecewise analytic feedback laws, which are defined in this dissertation. 
The methods used here are based on the Lyapunov spectrum of families of time varying 
matrices [CK6], in other words, on the collection of Lyapunov exponents of a class of 
linear differential equations, and on the construction of the feedback controller in [Li] 
which originates from [Su2]. Under the accessibility rank condition in the projective 
space (which is weaker than the accessibility rank condition in R'') the methods 
allow us not only to find a necessary and sufficient condition for asymptotic feedback 
stabilization, but also to characterize the region in which the systems are exponentially 
stabilizable. In particular, we prove the following result: For bilinear control systems 
with control ranges satisfying the conditions stated above, exponential stabilization is 
equivalent to asymptotic stabilization using measurable feedback laws, and also to (open 
loop) asymptotic null controllability. A paper by Clarke et al. [CLSS] shows the equiva­
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lence of asymptotic controllability and feedback stabilization for general control systems. 
The feedbacks employed by them axe discretized (in time) and concept of stability is 
that of "practical stability", i.e., stabilization into arbitrarily small neighborhoods of 
the fixed point. In contrast we deal with bilinear systems, our feedback concept is the 
classic one (measurable functions on the state space that are not discretized) and sta­
bility is global asymptotic (or exponential) stability of the fixed point. Using spectral 
methods, Gruene constructs discretized controls for nonlinear systems that yield classic 
asymptotic stability. For semi-linear control systems the result can be found in [Gr]. 
This dissertation is organized as follows: In Chapter 2 we describe the general setup 
of the dissertation. In particular, the accessibility rank condition is discussed in rigor­
ous manner. Some of the main properties about control sets and chain control sets are 
presented. The definitions of various spectra are given. .A.lso we define the concepts 
introduced in this dissertation, such as piecewise analytic feedback. In Chapter 3 we 
state and prove our main results on the existence of stabilizing feedbacks for cones in 
the state space E.'^. One example is given to illustrate the main idea in the dissertation. 
In Chapter 4 we try to give a characterization of the maximal stabilizable region even 
though there are still a lot of questions to be answered in this subject. The last chapter 
is the conclusion which among other things presents some open questions related to the 
feedback stabilization problem, which is unsolved for general nonlinear control systems 
using classic feedbacks. 
3 
2 SETUP AND PRELIMINARIES 
Let U, the control range, be compact, convex vsrith 0 G m/(U) € IR"* and lA be the 
space consisting of locally integrable open loop control functions taking values in U. 
Consider 
m 
X = (^Aq + ^ 2 X € (B) 
1=1 
where u(-):=(ui(-),..., ^ ^.re d x  d matrices for i  = 0,1,..., m. By 
A(ar, u) we denote the right hand side of (B). 
There are many papers devoted to feedback stabilization of (B) (see, e.g., [AG] 
and the references listed therein). For two-dimensional systems, a Lyapunov function 
approach for systems with unconstrained control range is presented in [CSV], while 
the properties of the Lyapunov spectrum for d = 2 are exploited in [CKo] to yield 
characterizations of feedback stabilizability. 
2.1 The Accessibility Rank Condition 
(B) can be studied via the associated (angular) system on the projective space 
obtained by identifying opposite points on the sphere in R'' [CK2], i.e., we have: 
Theorem 2.1. The projection of system (B) onto projective space yields: 
m 
i = h o i s )  + U i { t ) h i { s ) ,  s  e  IP''-' (PB) 
1=1 
where s = |^ € IP''"' and /i,(s) = [/I,- — 5^.4,s], z = 0,1,..., m. Here | • | is the 2-norm 
on R'', / is the d x d identity matrix and ^ denotes transpose. By h{s, u) we denote the 
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right hand side of (B). 
Proof .  Differentiating ^ = jf[ with respect to t on both sides yields: 
. _ i • |ar| — X • d\x\ /dt  _  x x d\x\ /dt  
'" kP " R ~ R~kr ' 
Notice that = .4(s,u), and < x,  x  >= s^A{s,u) .  Equation (2.1) 
immediately reduces to the equation (PB). • 
Assume the accessibility rank condition for (PB), i.e, 
dimLie[h{- ,u) .  u  E U]{s)  = d — I (H) 
for all 5 € (Here dimLie{X){s)  denotes for a set X of vector fields, the dimension of 
the distribution generated by the Lie algebra Lie{X) in the tangent space at the point 
s.) The accessibility rank condition is a general assumption (for a variety of control 
systems). Now we digress from the discussion of the specific control system here to look 
at the accessibility rank condition for a general control system. 
Let M be a smooth (which means C"^ here) manifold and X'^(M) the set of all 
smooth vector fields on M. Consider the following general control system: 
i(0 = .Y(j(0,"(0) (C) 
In order to analyze this system the following basic conditions are generally imposed: 
(i) The state space M is a smooth and connected manifold of finite dimension. 
(ii) Let [J be the control range and U = {u : K U} the set of admissible control 
functions. We require that all control functions be locally integrable. 
(iii) For any u G U,  X{- ,  u)  is a smooth function on M. 
The dynamics of the control system (that is, the solutions of x{t)  = X(a;(f), u(i)) for 
u{t) E lA) needs some explanations. The Appendix A of the book [CK7] and the ref­
erences listed therein give a clear description of how to define them for various sets of 
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control functions. Here we assume that all the solutions are uniquely defined on K. x M 
for  each u eK-
One of the goals in control theory is to analyze controllability or/and reachability. 
One of the things in doing so is to describe the geometrical structures of some sets re­
lated to these concepts. Now we introduce the following sets: For any point p G M we 
define 
^^ip)  = ^  u) = q for some piecewise constant u EU and f > 0} 
and 
0~{p)  = {q E g, u) = p for some piecewise constant u El i  and ^ > 0} 
where is the solution of x{t)  = X{x{t) ,u{t))  for u{t)  E U with 0(0, r,u) = r. 
Furthermore, we define 0{p)  to be the set of points from which one can reach p if one 
is allowed to follow trajectories forward or backward or any combinations of these two. 
(The formal  def ini t ion using the system group can be found in  [CK7].)  0'^{p)  and 0~{p)  
are called positive and negative orbit through p , respectively: and 0{p) is called the 
orbit through p. It turns out that the analysis of these sets is in fact a differential 
geometric problem. From the definitions we see that 0'^{p) is the set of points reachable 
( or "accessible") from p; and 0~(p) is the set of points controllable to p with all the 
admissible controls. Now we give the formal definition: 
Definition 2.2. .A. control system is accessible  from p E M if 0'^{p)  and 0~(p)  both 
have non-void interior in M with respect to the topology associated with the manifold 
M. It is called locally accessible from p E M if 
intO%j-{p)  ^ 0 and intO'^j-{p)  ^ 0 for all T > 0, 
where 0<7-(p) denotes the positive orbit up to and including time T.  If these properties 
hold for all p E M we call the system accessible and locally accessible, respectively. 
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It is obvious that local accessibility implies accessibility. The converse is not true. 
Example 2.6 will illustrate this. 
Our goal here is to demonstrate how generic the assumption (H) is with a series 
of well-known results and to show, under the assumption, what we can say about the 
(positive or negative) orbits. 
Let T := {.Xr(a:. t/)| u G U} C A"^(iV/) be the set of the vector fields (which is 
uniquely determined by the control system). Now we proceed to define the Lie algebra 
and distributions related to T. First we give the definition of Lie algebra: 
Definition 2.3. .A. vector space V over R is a Lit  algebra if in addition to the linear 
structure there is a binary operation V y. V V, denoted by [-, •], satisfying: 
(i) [oiUi ci2V2. ,w\  = ai[t;i,u.'] +a2[u2, H' € V and VQi,a2 € R 
(bilinearity). 
(ii) [v,zt'] = —[u', u], for Vu. u; 6 V (anti-symmetry). 
(iii) [u, [ty, z]]  - f -  [u;, [2:, t']] -|- [z, [u, lo]] = 0, for Vu, w.z GV (Jacobi-identity). 
A sub-algebra of a Lie algebra (V, [•,•]) is a linear subspace V (Z V such that [u, u;] € V 
for all v,w E V (i.e., V is closed under the binary operation). 
In this dissertation the binary operation is defined to be the Lie bracket of two 
smooth vector fields (see, e.g., [Sp]). With this binary operation it is easy to check that 
(A"^(M), [•, •]) is a Lie algebra. Also we notice that the intersection of any (possibly 
infinite many) number of Lie sub-algebras is again a Lie algebra. Thus one can define 
Lj: as the smallest Lie sub-algebra among the Lie sub-algebras that contain T. The 
following theorem is a characterization of 
Theorem 2.4. Cj: consists of all the linear combinations of repeated Lie brackets of 
the form 
( 
where Xi E T ,  i  = i .  - •  •  , k ,  and A: = 0,1, • • •. 
Proof .  See, for example, [NS, page 79] for the proof. • 
Roughly speaking, a distribution on a manifold M is a map which assigns to each 
point p £ M a. subspace of the tangent space TpM. We restrict ourselves to a special 
class of distributions, sometimes called "differentiable". 
Definition 2.5. A distribution on a manifold M is a submodule A of the C^-module 
X°°{M) such that X G X'^{M) with X[p) € span{V'(p). V € A} for all p G M implies 
X € A (where denotes the set of all smooth real functions on M. and span means 
all the linear combinations over the real numbers). 
A distribution is integrable  if for any point in M there is a maximal integral man­
ifold (whose definition is referred to, for example, [Sp]) containing p in the interior. .A. 
distribution is said to be nonsingular (or regular) if the dimension of A(p) as a linear 
vector  space is  constant  as  a  funct ion of  p.  
So a distribution A on M defines a smooth map A : M —>• TM with A(p) = 
span{V'(p)| y G A}. Given .F, a set of vector fields on M, there are different ways 
to generate distributions. Here we introduce two of them. Given one can generate 
the Lie algebra Cjr according to Theorem 2.4. With this Lie algebra one can obtain a 
distribution as follows: 
A^P) := {X(p) € TpM| X € 
Since T contains only smooth vector fields, it is clear that Ac(p) and Cjr[p) are the same 
vector subspace of Tp(M). In general (i.e., if T contains non-smooth vector fields), they 
are different. This is because distribution as defined here is smooth (i.e., it is spanned by 
smooth vector fields locally) and a Lie algebra need not generate a smooth distribution 
in general. 
Given yet there is another way to generate a distribution. Let u be a piecewise 
constant  control  in  U, and the solut ion.  So for  f ixed t  and u ^{p)  := ip{t ,p ,u)  
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defines a map from M to M; hence defines a map from TM to TM. When t  and u 
vary we get a set of maps from M to M, denoted by Q. Now we first define an extended 
family of vectors fields by: 
Intuitively the family introduces all the vector fields "along trajectories of . This 
leads to a distribution defined by: 
Example 2.6. Consider a control system of type (C) on Let X{x,u)  := u-^  + 
where 
So ^ = {A''(x,y.u)| u 6 [—1,1]} is a set of smooth vector fields. It is clear that the 
control system is accessible from any point in (because 0'^{x. y) and 0~{x, y) contain 
the right half plane). But the system is not locally accessible from any point in the left 
half plane. The Lie algebra generated by T can be described as: For any point (x,y) 
with X < 0 Cj:[x,y) is isomorphic to R, while for axiy point (x.y) with x > 0 £^(x,y) is 
isomorphic to R^. Notice that the value Ac{x,y) of the distribution Ac is exactly equal 
to Cyr(x^y) for any (x,t/) 6 R^. Thus this distribution is singular (not regular). Since 
there is no integral manifold (note that manifolds being considered in this dissertation 
do not contain a boundary) containing any point on the i/-axis, the distribution is not 
integrable. Now let us look at the distribution Ajr. When all the vector fields along 
trajectories of are included, we see that the extended set of vector fields, contains 
at least two independent vectors in TpR' at any point p := (x,j/) € R^. Therefore, 
:= {^. o X o If 6 ^  and X 6 T}. 
A^ p ) '•= span{y''(p) € TpiV/| Y  €  
To clarify these concepts we give an example. 
if X > 0; where u 6 [—1.1] 
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A:f(p) is isomorphic to R^. Hence this distribution is regular (nonsingular), and it is 
integrable (the whole plane is the unique maximal integral manifold). 
Now we state an important result which was first proved by Sussmann [Sul] and 
Stefan [St]. 
Theorem 2.7 (The Orbit Theorem). Let be a family of complete (meaning that 
the corresponding solutions e.xist for aJH € R ) C°° vector fields on a smooth manifold 
M. Then the following holds: 
(i) The distribution Ayr is integrable. 
(ii) For all p €  M,  0(p)  is a connected ma.\imal integral manifold of passing 
through p.  
(iii) The equivalence relation ~ , given by p ~ <7 if q € 0(p} ,  is a foliation (with 
singular i t ies)  of  M. 
(iv) The orbits 0(p} are (quasi-regular) immersed sub-manifolds of M, and Tp((9(p)) = 
Ayr(p)  for  a l l  p E M.  
The orbit theorem reveals a relationship between the orbits of a control system and 
the maximal integral manifolds of an integrable distribution. Frobenius' and Nagano's 
theorems are the two most important special cases. 
Theorem 2.8 (Frobenius [Fr]). Let be a family of smooth vector fields on M. If 
Ac is regular with dimension A:, then Ac is integrable and Ac = Ajr for all p 6 M. In 
particular, all the conclusions in Theorem 2.7 hold for the system J-, and all orbits of J-
are  A:-dimensional  sub-manifolds  of  M. 
Theorem 2.9 (Nagano [Na]). Let be a family of real analytic vector fields on a 
real analytic manifold M. Then Ac is integrable and Ac = Aj: for all p 6 M. In 
particular, all the conclusions in Theorem 2.7 hold for the system T and ~ is a foliation 
(with singularities). 
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Remark 2.10. The last two theorems are historically stated and proved purely in 
the context of differential geometry. Instead of T, a Lie algebra (in our case it is £^) 
is assumed. .A.s we know that a Lie algebra may not be generated by smooth vector 
fields, results here are the special cases of the more general results in the context of 
differential geometry (see, e.g., [Sp]). Restricted to our current case, the two theorems, 
in particular, say that in the analytic case or in the regular case the orbits axe the 
maximal integral manifolds of the distribution In other words, the system 
restricted to a maximal integral manifold is accessible. This particular conclusion is 
usually credited to Chow [Ch] (Chow's Theorem). So under one of these two conditions 
plus dim Ac = dim M, the system is accessible on M. The following theorem shows 
that local accessibility also follows. 
Theorem 2.11 (Krener [Kr]). For the control system (C) on a manifold M with 
vector  fields .F, cissume Ac has a full dimension, i.e, Ac(p) = TpM for all p 6 M. Then 
the system is accessible and locally accessible. 
Instead of the distribution, the Lie algebra is used to state the accessibility rank 
condition: 
dimLie[X(- .u) \  u  U] = dimM. (H) 
This completes our picture. What we have shown is the following: 
(i) By the orbit theorem the orbits of a control system are the maximal integral 
manifolds of a smooth integrable distribution. 
(ii) By Chow's and Krener's theorems, if Ac = dimM, then the orbits of a control 
system (C) are the maximal integral manifolds of a distribution generated by a Lie 
algebra; and the forward and backward orbits up to time T both have non-void 
interior (local accessibility and accessibility). This is a very useful result for the 
development of control theory. 
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(iii) Since those sufficient conditions for local accessibility to hold are generic, it is 
reasonable and broad enough to impose Assumption (H) on control systems for 
general purposes. Under assumption (H) we then have, in particular, accessibility 
and local accessibility. 
Accessibility and local accessibility are a common assumption for control systems. .As a 
matter of fact, it is shown that if the control system is locally accessible (hence accessible) 
then the distribution corresponding to the Lie algebra Cj: satisfies A;f(p) = TpM on an 
open dense subset of M with respect to the topology associated with M. In particular, in 
the real analytic or in the regular case accessibility is equivalent to local accessibility, 
and also equivalent  to  the condi t ion that  Ayr{p)  = TpM for  a l l  p €  M.  
2.2 Control Sets and Some of Their Properties 
.A.s the name of control theory implies, in control theory one wants to know where a 
point in the state space can be steered. Now let us consider the general control system 
(C). 
Definition 2.11. The control system (C) is called control lable  if for any two points p 
and q in  M there  e.xis ts  a  f ini te  t ime i  >  0 and an admissible  control  funct ion u ^  lA 
such that  ^{t ,p ,  u)  = q.  
In general it is not true that a control system is controllable even under the as­
sumption (H). So a natural question is: Is there a subset of M in which points can be 
controlled to each other? The answer of course still depends on the conditions on the 
control systems. If we relax the requirement that all the points should be steered exactly 
to any other points, one can define a type of sets, called control sets, which have a lot 
of nice properties and the existence of control sets is much more likely 
Definition 2.12 A set D C M is called control set of the control system (C) if 
(i) D C clO'^{p)  for every p E D where clO'^{p)  denotes the closure of 0'^{p);  
12 
(ii) for every p €  D there is u G U such that the corresponding solution, u), of 
(C) satisfies rp{t ,p ,u)  G D for all t  6 K.; 
(iii) D is maximal (with respect to set inclusion) with the properties (i) and (ii). 
A main control  set  is a control set with non-empty interior. An invariant  control  set  C 
is  a  main control  set  with clC = clO^{p)  for  a l l  p € C.  
Remsirk 2.13 .A. few comments on control sets are in order: 
(i) The first property in Definition 2.12 requires that one can reach almost every point 
in D from any point in D. The second property requires that one can stay in D for 
all times. This excludes the trivial cases in which D is taJcen to be any single point in 
M. Nevertheless, under some assumption such as int D 0, then (i) and (iii) together 
imply (ii). This can be seen as follows: Let p, 7 € int D, then there is a control function 
such that  the corresponding t ra jectory t ravels  between two neighborhoods containing p 
and q. Maximality is imposed for simplicity. 
(ii) Control sets (if there are any for a control system) are pairwise disjoint. 
Proof .  The proof follows directly from continuous dependence of solutions of differential 
equations on the initial point and the maximality property of control set. Let and 
D2 be two control sets with Di Ci D2 ^ 0. By maximality property, one can not be a 
proper subset of the other. Let xq £ Di r\ D2 and xi € Z)i \ Do. So we need to show 
D2 C clO'^{xi). That is, for any X2 6 D2 we want to show that for Ve > 0 there is 
a J/ € O'^(xi) n B{x2,e), where B{x2,e) denotes the open ball (neighborhood) of X2 
with radius e. Since X2 E cIO'^{xq) (they are in the same control set D2), there is a 
neighborhood of xq, say N, such that any point in JV can be controlled to B(x2,e]. 
Notice xq G clO'^{xi). That is, xi can be controlled to any neighborhood of xq, in 
particulax, N. This completes the proof. • 
(iii) Usually invariance of a set is defined with respect to autonomous equations. Here 
invariance of a control set is defined with respect to the positive orbits of the control 
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system. Unlike an invariant set in the usual case, an invariant control set may not be 
closed. And the negative orbits can be outside clC even if C is an invariant control set. 
(iv) Let L be a compact, positively invariant subset (this means: 0'^{p)  6 L for all 
p € ^) of the state space M of control system (C), and assume that the system is 
locally accessible from every point in L. Then there is at leeist one invariant control set 
contained in  L.  
Proof .  Let po € L.  Construct a family of sets: ^ = {clO'^{p)\  p  €  clO'^{po)} .  Then 
5 is non-empty and all sets in ^ are positively invariant. Furthermore, 5 consists of 
closed subsets of a complete metric space, and it is partially ordered with respect to set 
inclusion, hence for every decreasing linear chain {clO'^{pi)\ i € / an index set}, 
f|dO+(pi)?^0 
i&I 
So the chain has a lower bound given by dO' ^{p) ,  for some p €  r \ i^[clO'^{pi) .  Thus 5 
sat isf ies  the condi t ion in  Zorn 's  lemma and thus there  is  a  minimal  e lement ,  say C := 
clO'^iPi) for some pi 6 clO'^ipo). The set has non-void interior by local accessibility 
(hence accessibi l i ty) ,  and i t  is  posi t ively invariant  and clO'^{q)  = C for  a l l  q E C. 
because C is minimal. Thus C is an invariant set contained in L. • 
(v) Assume (H) for the control system (C), then a main control set D is an invariant 
control set iff D is closed. 
Proof .  First we prove that if D is invariant then D is closed. By local accessibility, for 
any p € clD, one has intO'^[p) ^ 0. Continuous dependence on initial points in M shows 
clO^{p) = clD. Hence there is a point r E intO'^{p)r\D. Now the definition of invariant 
control sets implies that clD = clO^{r) C clO^{p) . Thus one has clO'^{p) = clD. By 
maximali ty  of  control  sets ,  hence clD = D. 
To see the converse, assume that D is a variant (not invariant) and closed control 
set. So there is a. p € D such that clD C clO'^{p). By continuous dependence on initial 
points in M of solutions of equation (C) for a given admissible control, one sees that 
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there is a point p 6 intD such that clD C clO'* '{p) .  Hence there exists I q  > 0 and a 
control  funct ion u with xh{tQ,p,u)  ^ clD.  Denote T := niax{i  <  to\ ip{t ,p ,u)  €  c lD}.  
Then ip{t,p,u) ^ D (hence D is not closed), the proof of which can be seen as follows: 
If jp{t ,p .  u)  =:  <7 € D,  then there are a control function izi and a time t i  such that 
0(^1,(7, ui) = r 6 intD which is an important result shown in (vi) below. Hence there is 
an open neighborhood ^V(<7) such that tp{ti,z,ui) G intD for all r £ N. This holds in 
particular for some points on the trajectory ip{t,p, u) for t > T, which contradicts the 
maximality of control sets. • 
(vi) Let D he a main control set of (C). If 6 intD is locally accessible, then q € 0 '^{p)  
for  a l l  p €.  D.  
Here is the proof. By the assumption one can find f > 0 such 0 ^  intO'^^{q)  C intD.  
Choose r 6 0<f(9). Since r € clO'^{p). one concludes that int{0'^^{q)) fl 0'^{p) ^ 0, 
hence q € 0 '^{p) .  •  
This result means that for a main control set one can reach any interior point from 
any other point in the control set. In general, control sets with non-empty interior are 
more important than other control sets for the analysis of the dynamics of a control 
system. For example, the interior of invariant control sets can be used as a (possibly 
reduced) state space for control systems, in which complete controllability holds. Later 
we will see more important cases in which main control sets play a main role. 
The last few remarks present a very brief look at the properties of control sets. More 
properties are discussed in [CK7]. Now instead of investigating the control sets of general 
control systems, we consider some specific systems, on which we currently focus. 
An affine system is a special case of the general control system. It takes the following 
form: 
m 
(A) 
t=i 
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In applications, the great majority of control systems have this form. The conditions 
imposed on (A) are the same as those on (C). In particular, X,(ar) for z = 0,1, • • • , m 
are smooth. .Among other reasons, these systems are more tractable mathematically. 
For example, the Lie algebra generated by the set of vector fields determined by 
the control system can be described in terms of Xi for i = 0,1, • • • , m (see. e.g., [NS]). 
Some of the benefits from studying affine systems include the geometric approach, which 
proves very important for the study of nonlinear control systems. Now we present some 
results which we will use later. 
Recall that U consists of locally integrable control functions taking values in U, in 
particular a compact set. So U can be equipped with the essential superimum norm, 
which induces the metric: 
Now let us take another point of view. Since the Lebesgue measure on K. is cr-finite, 
Loo(l^: K."*) is the dual space of Li(lR,R'"). So U yet can be equipped with the weak' 
-topology, and a metric is given by 
where {xn}^i is a dense subset of Li(E, R*"). 
VVe will derive some results on continuous dependence on u  G U.  But first let us 
define a dynamics on U and show some interesting results. 
Define 0 to be the shift to the right, i.e., 
For Q{t ,  •) we often use the notation 0^. 
For the control system (A) we define a dynamical system, the control flow (we will 
prove this), in the following way: 
do (u, v)  =  essen t ia l  sup  |u(f) — u(f)| for all u^v  
«6R 
(Do) 
(D) 
0 : K. X ZY —>• U,  with Q{t ,u{ - ) )  =  u(- + 0-
: R X X iV/ —) •  U  X M. >I'(f,u,p) = (0(i, u), u) ) .  
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We often write 
With the metric (D) U possesses some properties that U may not have in general if 
the metric Do is used. 
Proposition 2.14. With the metric defined in (D) ,  the following holds: 
(i) 14 \s compact, complete and separable metric space. 
(ii) The periodic functions are dense in U. 
(iii) The shift defines a continuous dynamical system on U. 
(iv) The flow ^ defines a continuous dynamical system onU x M. 
Proof .  The main idea of the following proof follows [CK3]. 
(i) It is easy to see that the metric defined in (D) is indeed a metric. Since U is compact 
in R*" we see that U is closed in Zr'^(lR.,R'") equipped with weak'^-topology. Since lA is 
metrizable, by [Co, ThS.l, pg.l34] U is separable. By .A.laoglu's theorem (see, e.g., [Pe, 
Th2.52, pg.69]) the unit ball in L'^(K., R'") is compact, hence balls with radius r > 0 
is compact. Choose r large enough to enclose U. So U is a closed subset in a compact 
metric spacc, hcncc it is compact. By [Du, Th2.3, pg.294] which says that every metric 
for a compact space is complete, hence U is complete. 
(ii) Let the diameter of U be diam (7:=sup{|u — y||u,u € U}.  Because U is compact in 
R"*, diam(7 is finite. Pick any point uq eu and any neighborhood n of uq with respect 
to the weak'-topology. So we have to show that there is a periodic control function in 
U which lies in N. Notice that 
So there are e  and k  such that 
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Since Xj 6 K."*), there is T > 0 such that for all j = 1,..., A: 
/ k.( 
^R\F-T.T1 l r \ [ - t . t ]  diamt/ 
Define a periodic function Up = uq  for t  6 [—T.T] ,  and extend Up 2T-periodicalIy to K.. 
Then Up € U and 
[ ("o(0 - "p{Or Xj{ t ) )d t  =  f {uo{ t )  -  u{ t ) ,  Xj{ t ) )d t  
MR |YR\[-T,T] 
< diamO'^  /  \ x j { t ) \d t  
j rw- t .-n 
<  e .  
(iii) Since 0t+a = 0j0s and 0(0, u)  = u  for any u  S  Li ,  Q  defines a dynamical system 
on  U.  I t  r emains  to  prove  con t inu i ty  o f  0  on  R.  x  i / .  Le t  tn  - y  t  m  R.  and  ^  u  in  lA .  
So we have to show 
0(fn,"n) ->• 0(^ "). 
That is, d{Q{tn ,  Un) ,  Q( i ,  u)) —> 0 where d( - ,  •) is defined in (D). So it is sufficient to show 
each term in the summation defined in (D) tends to 0. Let x € we have 
/  (un( t„  +  s) ,x ( s ) }ds  — /  (u ( t  +  s) ,x ( s ' ) }ds  
I J R  J R  
< / (Un(t„ +S) - Un(t +  5 ) ,  x(s)}ds 
i j r  
+ /  (Un( in  +  5)  -  U(t  +  s) ,x ( s ) )ds  
i J R  
=  /  (Un(s ) , x ( s  -  tn)}ds  -  / (Un(s ) , x ( s  -  t  
I JR Jr  
+ / (u„(s) — u(s ) , x ( s  — t ) )d .  
\Jr  
) )ds  
The second summand converges to zero because Un u  in  U ,  the first one can be 
estimated by 
^ sup„,g[; |ii;| /jj |x(5 - tn )  -  x{s  -  OMs 
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which will be shown to converge to zero. Without loss of generality, we assume f = 0. 
So —>• 0 as 72 —>• oo. Given any x E and an e there is a continuous function xq 6 
such that ||a:o — -rlli < e (continuous functions are dense in L^). Then 
I x { t + t n ) d t —  I x { t ) d t  
\ J r  JR 
< J R\x{ t  +  t j i )  -  X o { t  +  t n ) \ d t  
+ J R \ x o { t  - { •  t n )  —  X o { t ) \ d t  
+ J R \ x { t  +  t n )  —  x { t ) \ d t  
< 2e + the second term. 
Since X q  is continuous and in L', X o { t )  ^ 0 as |f| ^ oc. This can be seen as follows: for 
the e there is a closed interval, say I = [—T.T], such that for n large enough 
And 
1  |xo(^  +  -  io(OI  d t  
Jr  
= / |xo(f + tn) - Xi,it)\dt 
Jr \2[  
+ / |xo(f + tn) — Xo(t)\dt 
J  21  
< 2e + the second term. (2.2) 
The second term tends to zero because the uniform continuity of xq  on the closed interval 
/. This completes the proof of (iii). 
(iv) ^ is a dynamical system because 
^(0,u,p) = (0(0, '/'(OiPi")) = i^iP) (identity map for ^ = 0) and 
"^ i t  + s ,u ,p )  =  (0( f  +  s ,u ) , i ; { t  + s ,x ,u ) )  =  (0f  o  Qj{u) , ip{ t , rp{s ,p ,u ) ,Qs{u) ) )  
= ^t(0s(u), ^ (s,p, u)) = o $3(u,p) (skew product). 
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So we need to show continuity of 'J'. By continuity of 0 we need to show that $ is 
continuous in R x x M. Since the product space is a metric space, all we have to 
show is: For any sequences —)• f , u" —>• u and p" p in the corresponding spaces 
l im„_, .co  =  ^ ( t .  u .p )  with  respec t  to  the  (p roduc t )  topo logy  on  W x  M. 
From the definition of we see that it is sufficient to show continuity of the solutions 
of (A) as a function of control functions. Let Jpt '•= and ,u'^) be 
the trajectories corresponding control functions u  and u" for n  = 1, 2 , . . . ,  respectively. 
Without loss of generality we can assume t >0 (otherwise we can reverse the time). It is 
clear that 1^(5,p, u) for 5 € [0, t] is contained in a compact subset in M (Recall: solutions 
are assumed to be existent for all time). By [Haj, Prop.8, pg.99] 0(s,p",u") —¥ il'{s.p, u) 
uniformly for s € [0, f] as n —> 00. Let us denote the right hand side of (.A.) by .Y(x, u). 
Use: 
We see the first term converges to zero by assumption; the third term converges to zero 
by uniform convergence stated above and the fact that U, the control range is compact 
and the form that .Y(ar,u) takes. The second term converges to zero because for 
s € [f — I, f + 1] is uniformly bounded by a compact subset (this is a consequence of 
the uniform convergence again) and .\r(-, u) is smooth on the smooth manifold M. This 
completes the proof of (iv). • 
The following is an easy and useful consequence of the uniform convergence stated 
in the proof of (iv) in proposition 2.14. 
Proposition 2.15. If u" —> u in (equipped with weak*-topology), then for any finite 
r > 0 and any compact set K C M, u"(^)) -> ?/>(<,p,u(f)) uniformly for t 6 [0,T] 
and p € K. 
Proof .  The proof is straightforward by choosing a finite number of open sets from a set 
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of open sets which covers K. together with the uniform convergence. • 
It is clear that we can see that the metric defined in (Do) is stronger than the 
metric defined in (D) in the sense that if do(u'', u) —>• 0 then d(u", u) —)• 0. Note 
that compactness of U is true only with the weak'-topology in general. For example, let 
u"^{t) = 1 for n < i < n + I, and = 0 otherwise for n = 1,2, Then the sequence u" has 
no convergent subsequence. This shows that U is not sequentially compact, hence ZY with 
the metric in Dq is not compact (note that compactness and sequentially compactness 
are equivalent for a metric space). Compactness turns out to be very important. One 
of the reasons is: For any sequence of control functions there is a subsequence which 
converges in the weak'-topology. This is useful for proofs of existence theorems, e.g., 
for the limit sets which are related to the e.xistence of control sets (see [CK3]). So from 
now on we use weak*-topology on U. 
2.3 Control Sets, Chain Control Sets and Spectrum 
In this section we consider bilinear control system (B) and its projection onto the 
projective space, i.e., (PB), the special form of affine systems (.A.). So all the results in the 
last section apply to (PB). As one might expect these systems have more properties, for 
instance, the e.xistence of (main) control set. Recall that a main control set is a control 
set with non-empty interior. .A.ssume (H) for (PB). For main control sets a "(partial) 
order" can be properly defined. 
Definition 2.16. Two main control sets Di  and D2. Di  is said to be subord ina te  to Z)2, 
deno ted  by  Di  -<  D2 i f f  the re  ex i s t  p  £  Di  and  q  E D2 and  u  such  tha t  s ( f ,  p ,u)  =  q  
fo r  some f  >  0 ,  where  s ( f ,  p ,  u )  i s  the  so lu t ion  of  (PB)  wi th  con t ro l  u .  
Remark 2.17. This is a proper definition in the sense that it is transitive and reflexive. 
Transitivity is clear. Reflexivity can be seen as follows: 
Proof .  Assume Di  -< D2 and D2 <  D\ .  Since Di  -< D2,  p  and q  defined in the definition 
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exist, q  caji be controlled into the interior of D2 (see (vi) in Remark 2.13) with a control 
u. By continuous dependence of the solution on initial points (or consider 
s{ t ,  •, u) as a homeomorphism from M to M ), we see that there is a point again denoted 
by p G intDi such p can be controlled into D2. Now for any r € Di, by the remark again 
r can control into point p in finite time. So D2 C clO'^{r) for any r € Di. Interchange 
the roles of Di and D2 we see that they have to be equal by maximality of control sets. 
• 
For void interior control sets order like this is undefined in general. For control 
system (PB) the main control sets have a linear ordering with respect to subordination. 
Proposition 2.18 [CK4]. Under .A^ssumption (H) the control system (PB) has A: (I < 
k  <  d)  main  con t ro l  se t s  which  a re  l inear ly  o rdered ,  say  D\  <  D2 <  • •  •  <  Dk-
This is an important result for this dissertation. 
Before introducing the next concept let us look at an example. 
Example 2.19. Let x(^) = ux^  on R where u  € [—1,1]. It is easy to see that there 
are three control sets: the origin, positive and negative half lines. If an arbitrarily small 
jumps of a starting point (which will be defined precisely) with a control are allowed, in 
other words, for example if a trajectory starts in the positive side and when it approaches 
the origin and it jumps "small" amount in the state space, then it enters the negative 
side, thus only one "object" might exist. 
Definition 2.20. Let p,*? € M and let e, T >0. k  controlled { t ,T) -cha in  from p to 
q  i s  g iven  by  n  6  N,  po ,p i , . . .  , p„  G M,  p iecewise  cons tan t  con t ro l s  . . . ,  u„_ i  €  U 
and fo, ^1, • • •, tn - i  > T with po = p, Pn = <7 and 
< e for alli = 0, l,...,n - 1 
If for every e ,T  >  0  there is an (e, T')-chain from p to q ,  the point p is called chain  
controllable to q. A set £ C M is called a chain control set of the system (C), if 
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(i) for all p € E there is a piecewise constant control function u  E Li  such that 
jp{t^p,u) € £• for all i 6 K.; 
(ii) for all p .q  E  E ,  p i s  chain controllable to q;  
(iii) E is maximal (with respect to set inclusion) with properties (i) and (ii). 
The "small" jump mentioned before means the e. A chain control set has the property 
that from any point one can stay in the set for all ^ € R (compared to control sets). 
In general, limit sets as time tends to infinity of controlled trajectories need not be 
contained in control sets. However, they are contained in chain control sets [CK4]. 
Besides, over chain control sets some spectrum (which will be defined) takes a "nice"" 
form as we will see. 
Now we give a series of definitions which are useful in the analysis of dynamics of 
control systems. The trajectory of a control system with measurable controls will be 
defined in the next subsection. 
Definition 2.21. Let u  G U.  and let ip{ t , x ,u )  solve (B) for alW > 0 except on a set of 
Lebesgue measure zero with p{0. x, u) = x ^  0. Let 
A(u,j:) := limsupj.,^ | log |0(^,x, ii)|. 
Let D he  a.  main control set of (PB), the following set is called the Lyapunov  spec t rum 
over  D:  
(D)  :={A(u,ar)| (u,x) eU x  s.t. 
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The following set is called the Floque t  spec t rum over  D:  
E { D )  :={A(U,X)| (U,X) e U  X  R'',u piecewise f l  
constant periodic with period T s.t. 
and s (T ,  u) = 
Remark 2.22. (i) Both of the spectra can be defined for more general systems such as 
bilinear control systems on vector bundles (see, e.g., [CK7]). The definition is adopted 
to  se rve  our  purpose ,  ( i i )  In  the  def in i t ion  an  equa t ion  invo lv ing  two  so lu t ions  s{ t ,p ,  u )  
for (PB) on and il){t.x. u) for (B) on R'' occurs. To understand the significance 
we may further look at the behavior of trajectories on the projective space. One way 
to look at the projective space is to consider it as a semi-sphere in R'' with opposite 
points being identified. A projective space is compact. Since the trajectories of (B) 
are symmetric in the sense that 4^(1, x,u) is a solution, —xp{t,x,u) is also a solution. 
By identifying opposite points we actually identify these pairs of solutions. Although 
a semi-sphere has a non-empty boundary, the projective space has empty boundary. 
The solutions are continuous on the projective space, (iii) As we know, the Lyapunov 
exponents of time varying systems and their implication for the behavior of trajectories 
of the systems are difficult to analyze. The Floquet exponents are introduced for linear 
homogeneous periodic systems (ir = A{t)x, A{t) is periodic in t) and they are helpful for 
the understanding of solutions. The set of Lyapunov exponents, the Lyapunov spectrum, 
is introduced for the analysis of the behavior of the control flows. The Floquet spectrum 
is introduced for periodic controls, which is a subset of the Lyapunov spectrum. A more 
precise connection will be discussed. Also we introduce a spectrum which contains the 
Lyapunov spectrum. 
Definition 2.23. Let E be a chain control set of the system (PB). Define the finite 
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time exponential growth rate of a chain (or "chain exponent'') by 
(n—I  \  71— 1  ^ tA \^{ t i . .x i ,  u.)| - log lar.l) 
where |^ = p,- G P'^"^ as usual is the solution of (B) with control u .  Then the Morse  
spectrum over E is defined by: 
:= {A G K-l there are c'' —>• 0, T'' —> oo and (e*^, T'') 
-chains in E with A((,"'^) —)• A as A: —>• oo}. 
Some results which use the Morse spectrum will be given in Chapter 4. Here we 
present some results on the Lyapunov and Floquet spectra. 
Proposition 2.24. Under assumption (H). Let Di  ^  ^  Dk he  the main control sets 
of control system (PB) on the projective space Then 
( i )  E r ,  , ( D i } )  = :  /,• are bounded intervals for i = 1 , ... . k .  
(ii) If Dj  -< Di ,  then inf I j  < inf /, and sup I j  < sup 
(iii) sup^p^(Dfc) = sup Y ,fl = ^ax^^j, and inf 53^^(Di)=inf ^P^=min Y ,ly-
where and are the union of the spectra over all main control sets. 
Proof ,  (i) .A.bbreviate D := Di  and let for j  =  1,2 Xj  6 ^pLiD)  with corresponding 
points {uj,pj) € U xint{D) and periods Tj > 0 (recall: uj are periodic control functions). 
Since {s{t,pj, Uj)| t E R} are compact subsets of int{D) (recall: 5 is periodic in t), there 
exist T > 0 and Vj € ZY, with s(ii,pi, vi) = p2 and s(t2,P2-,V2) = Pi for some ^1,^2 ^ T. 
For m,n € N define a control u'"*" via concatenation on the time interval [0, with 
tm,n _ ^ + ^ 2 as 
n—times m—times 
u " * ' "  =  U 2  •  " 2  U2-Vi -Ui  Ui ,  
and on R+ as the i'"'"—periodic continuation. By this construction and by virtue of 
assumption (H), it can be shown that YlpL^D) is dense in the interval between Ai and 
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-^2-
(ii) The inequalities follow directly from the construction of the main control sets in the 
proof of Theorem 3.10 (ii) in [CK4]. 
(iii) The proof is given in [CK6, Theorem 4.4]. • 
A few more results will help us better understand the relationships between the 
spectra. 
Proposition 2.25 [CK6]. Assume that (H) holds for (PB) and there is only one main 
control set for (PB), say D. Then D = and 
except for at most d  — I  points in the interior of this interval. In particular, if </ = 2 
then exact equalities hold. 
Proposition 2.25 shows that for systems with unique main control set the Lyapunov 
spectrum interval and the Morse spectrum interval is nothing but the Floquet spectrum 
together with the endpoints of the Floquet spectrum interval. In general, the next 
example shows the difference between the Eloquent spectrum and the other two spectra. 
Example 2.26 (Just a little change from Example 4.8 in [CK6]). Consider the control 
system: 
with U = [—1/4,1/4] X [—1/2,1/2]. Parameterize the projective space P' via the angle 
0 as P' = {0| — I < 5 < ^}, then the two main control sets are given in terms of 0 cis 
Di =( — ^,0), and D2 = [j, f]. The unique chain control set is P^ The intervals of the 
Floquet spectrum are: 
Notice that 0 and the other endpoints are not in the Floquet spectrum. Nevertheless, 
E«(o.) = (^,o), EFt(02) = (o,i^). 
the next results show that Efl ~ 
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Proposition 2.27 [CK6]. Let Ej for j = 1,..., / be the chain control sets of (PB) on 
then 
(i) Fori = L... J, = [ K *{E J ) , K {E J ) ] .  
(ii) ^LY C where K '{E J) and K {E J )  are actually Lyapunov exponents for some 
Pj, pj € Ej and uj, Uj G U. 
2.4 Piecewise Analytic Feedbacks 
In this section we properly define "solutions" with measurable controls and the pre­
cise meaning of ''piecewise" for functions defined on (sub-)analytic manifolds. In this 
subsection we restrict the control system (C) on real analytic paracompact manifolds of 
finite dimension, although the definitions can be extended to more general manifolds. 
Definition 2.28. Let W be a subset (it may be neither closed nor open ) of M with 
xq G c l (W) .  For  the  con t ro l  sys tem (C)  on  i V / ,  we say  tha t  the  sys tem is  f eedback  s tab i -
lizable in W with respect to point xq , if there is a measurable function u{x) defined on 
W such that 
(i) For any x  E there is a unique function 0{ t , x )  [ t  >  0) such that 
do{ t .  a:) 
—-— = X{(p{ t . x ) ,u{x ) )  and 0(0,a:) = x  
d t  
for all f > 0 except on a set of Lebesgue measure zero: 
(ii) All solutions starting at any point in W remain in W for all f > 0: 
(iii) Any solution starting at any point in W approaches xq as  t  -i- oo: 
(iv) For any W C.  W such that D B is compact for any compact set B with xq € J5, 
and the following holds: for any open set 0^ with xq € int{0() there is an open 
set Os with xq € Os s.t. all solutions stay in fl for all f > 0 whenever they 
s ta r t  in  W Cl Os-
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The system is said to be exponent ia l l y  f eedback  s tab i l i zab le  if (i), (ii) and (iv) and the 
following condition are satisfied: 
(iii') There is a 7 > 0 s.t. any solution 4>{t ,x )  with x  € satisfies lim^_^,^ 0{ t , x )e ' ^^  = 
X q .  
If W is maximal with respect to set inclusion, then we call W the asympto t ica l ly  [ex -
ponentially, respectively) stabilizable region. In the first case we may simply say the 
s tab i l i zab le  reg ion .  
The stabilizable region on M is closely related to the following concept. 
Definition 2.29. Let F be a subset of M. The domain  o f  a t t rac t ion  o f  F  is defined as: 
-4(F) := {x 6 M\ i l ^{ t , x ,u )  £  F  for some u(-) and for some f > 0} 
where th{ - , x ,u )  denotes the solution of (C) with control u(-) E U and 0(O,x, u)  = x .  
In particular, if F = {x}, a singleton, we simply write A{F)  = >l(x), which is 0~{x) .  
Proposit ion 2 .30 .  Assume (H)  for  (C) .  Le t  D  be  a  main  con t ro l  se t  o f  (C)  on  M. 
Then A{D) is open and connected, and for any x € int(D) A{D) = ^ (x). 
Proof .  First we prove openness. Let x  €  A{D) ,  then there i s  u  E  U ,  y  G D and a 
time i > 0 such that x is steered into y in time t. By (vi) in Remark 2.13 y can be 
steered into a point, say r € int[D) by a control v E U in time 5. So by continuous 
dependence  of  so lu t ions  on  in i t i a l  po in t s  i t  fo l lows  tha t  the  conca tena t ion  of  u  and  v  
steers a neighborhood of point x into a neighborhood of r G int[D). Now we prove 
A{D) = A{x) for any x € int{D). A{D) D A{x) is obvious. From the argument above, 
any x £ A{D) can be steered into a point in int{D). Noticing that complete controlla­
bility holds in the interior of a main control set (by (vi) in Remark 2.L3), the conclusion 
follows. Connectedness is clear if we notice that for any xq € int(D) then any point in 
A(D) is connected with xq by at least one continuous path in M. • 
So by this result we have A{D)  =  A{x)  =  0~{x)  for any x  €  in t {D)  if Z) is a main 
control set. 
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Next we introduce an important concept "piecevvise analytic vector fields^. Before 
we can properly define it we need some preparation, which intends to define what "Apiece-
wise"  and  "ana ly t ic"  mean  on  a  rea l  ana ly t ic  paracompac t  mani fo ld  M. 
Recall that a subset S  is an analy t i c  sub-mani fo ld  o f  cod imens ion  k  if every point 
X 6 5 has a neighborhood N in M such that there exist k real analytic functions 
f\-.---'.fk on iV, with the property that dfi,...,dfk are linearly independent at x and 
that S n N is the set of points where all the /,• vanish. 
Definition 2.31. An analy t i c  s t ra t i f i ca t ion  o f  M is a partition L of M into connected 
real analytic (regularly embedded) sub-manifolds (called the strata of C), such that 
(i) £ is locally finite: 
(ii) If 5 G £ then the closure c l{S)  of S  is the union of those strata that intersect 
cl{S); and 
(iii) If a stratum T 7^ 5 is a subset of c/(5) then the codimension of T is larger than 
tha t  o f  S .  
A stratification C is said to be compat ib le  with a family T of subsets of M if every 
F G is a union of some strata of £. An analytic subset of M is a subset S with the 
property that every point x € M has a neighborhood N on which there exist a finite 
number of /i,..., fk of real analytic functions such that 5 fl iV is the set of points x that 
satisfy /i = • • • = /t = 0. (So in particular, an analytic subset is closed.) 
To define other concepts we need some motivation. If a function f { t )  is defined on a 
real line, the term "piecewise" is simply related to the four types of intervals [],(),(] 
and [ ). On a general manifold it is not obvious what the counterparts of these intervals 
are. Even if in the Euclidean space R" it is not so clear if we try to define something 
like "piecewise smooth". One may think of the cubes. But it is too restrictive. So our 
goal is to define some "nice intervals" on which "piecewise analytic", or "smooth" or 
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"continuous" can be properly defined. The definition adapted here requires that the 
boundaries of "nice intervals" should be generated by real analytic functions. 
Definition 2.31 (continued). A semi-analytic subset of M is a subset S such that for 
each point x 6 M, there is a neighborhood N of x such that 
5n,V = ljnF., 
. = 1  j=l 
where and are finite positive integers, and F,j are of the form: {x| f {x )  >  0} or 
{x |  f {x )  = 0} ,  fo r  some rea l  ana ly t ic  func t ion  def ined  on  N.  
Semi-analytic sets have some drawbacks: Let / : Mi —r M2 be an analytic map 
between two analytic manifolds, even if / is proper (meaning that is compact in 
Ml if K is compact in M2) the image of a semi-analytic set may fail to be a semi-analytic 
(This can be compared with: If / is a real valued continuous function on the real line, 
then /(/) is one of four types of intervals if / is.) So we define a smallest collection of 
subsets which overcome this drawback. As one would expect this definition is related to 
mappings. 
Definition 2.31 (continued). A subset S  of AI  is a sub-analy t i c  subse t  if for any 
point x € M there e.xist a neighborhood N in M of x, a finite number of semi-analytic 
sets Yij, and proper analytic maps gij : Yij —>• N for j — 1,2 and z = 1,..., such that 
U 
A n  N  =  |J(Im(5.i) \ Im(^£2))-
i 
A sub-analy t i c  [ semi -analy t i c^  respectively) s t ra t i f i ca t ion  o f  M is an analytic stratifica­
tion whose strata are sub-analytic (semi-analytic, respectively) sets. 
Remark 2.32. (i) By taking an identity map we see that semi-analytic sets are neces­
sarily sub-analytic sets. 
(ii) If 5 is sub-analytic, then so axe c l{S)  and in t {S) .  This is clear from the fact that all 
these types of sets are from the prototypes: {a:| f{x) > 0} and {a:| f{x) = 0}, here / is 
analytic. So the boundary must consist of the second type of sets. Since the collections 
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of sub-analytic or semi-analytic sets are closed under set finite union, intersection or 
subtraction, this conclusion follows. 
(iii) If S is a sub-analytic subset of a paracompact manifold M, then there exists a 
real analytic proper map g from an analytic manifold (which may contain its boundary) 
to M such that lm{g)=cl(S). And for any x € cl{S) there exists a real analytic map 
h : ( — 1,1) —)• M such that /i(0) = x and /i( —1,1) \ {0} C S. (iv) As an example, we 
see that any open segment in is a sub-manifold, a semi-analytic subset of since 
f{x,y) = ax + b for some a and 6 can generate the set, but not an analytic subset( it is 
not closed). 
(v) Let f {x )  =  sin ^ on the real line, then the set S  := {(x,/(ar))| 0 < ar < 1} in R" 
is not a regularly embedded sub-manifold (is an immersed sub-manifold), hence not an 
analytic subset. The first conclusion is clear since the inclusion map is not a homeomor-
phism. The second conclusion follows from (iii) above, since for (0,0) G cl{S) there is 
no such map h. 
(vi) If S  is semi-analytic subset of dimension less than dim{M) ,  then it is clear that in 
a neighborhood of each point of M, there must be a nontrivial analytic function which 
vanishes on the subset S [KP, pg. 170]. From this we can see that the following set is 
not semi-analytic, but is sub-analytic (see [KP], pg.170): 
5  = {(x ,  y ,  z )  \  X = u,  y  =  uu ,  ^  =  uve" ,  u ,  v  G R} .  
If it were a semi-analytic set, then near (0,0,0) there is a nontrivial(meaning not 
identically zero) analytic function /(x,j/, 2) such that / is equal to zero on S. Let 
f(x,y,z) = 53^0y--) ^ neighborhood of (0,0,0), where fj{x,y,z) is a homoge­
neous polynomial of degree j in terms of x'y'^z' with i + k + I = j for j = 0,1,.... So 
we have 
00 
0 = f {u ,uv ,uve")  =  ^ ^u- ' f j { l , v , ve ' ' )  for all € R. 
j=o  
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This implies f j { l , v , ve" )  = 0 for all j .  Since / is a polynomial, and any finite collection 
of is independent over real numbers, we have fj = 0. So / = 0. 
To prove that it is a sub-analytic set we want to show that it is the projection of an 
analytic set. Let fx = x — u,f2 = y — uv and = ~ — uve". Then they are analytic 
functions on R^. Let K ;= {(ar, y,u, u) £ !R.®| /i = /2 = /a = 0}, which is locally 
compac t  ana ly t ic  subse t  o f  Then  5  is  the  canonica l  p ro jec t ion  o f  K onto  i . e . .  S  
is the image of an analytic map on an sub-analytic subset. By [Su2, Cor.5, pg.37] S is 
sub-analytic. 
(vii) If M = a typical picture of an analytic stratification of R^ is the plane with 
some one dimensional analytic curves and these curves may intersect at finitely many 
points in any compact subset. 
Now we are ready to define the following concept. 
Definition 2.33 [Su2]. A piecewise  ana ly t i c  vec t ror f i e ld  on a real analytic manifold 
M is a quadruple (£,(£i,£2), where 
(i) £ is an analytic stratification of M; 
(ii) (£i,£2) is a partition of C into two classes, i.e., C = CiU C2,  £  =  £i fl £2 = 0: 
(iii) For each 6' € £1, Vs is an analytic vector field on S;  
(iv) E is a map which assigns to each point ar in a stratum S  G £2, a stratum E{x)  G £1; 
(v) For each x € 5 € £1, if we let rp denote the integral curve of V5 through x, then 
either ip{t) is defined for all ^ > 0, or else, if tp{t) is defined up to time 7" > 0, and 
if 0 <t < T, remains in a compact subset of M, then lim(_^T- 0(0 exists; 
(vi) For each x € 5 G £2, there is a unique integral curve 0 of such that 
limt_^o+ 0(0 = 
The basic idea of this definition is to partition M into two classes of connected real 
analytic sub-manifolds (called strata). On each stratum in one class (i.e., in £i) an 
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analytic vector field is well defined, hence the integral curve of the vector field through 
each point in the stratum is uniquely defined; and in each point of a stratum in the 
other class an exit rule E is specified in such a way that there is a unique trajectory of 
Ve(x) that staxts at point x. As we can see, the strata in the second class have lower 
dimension (by (vi) in Definition 2.33). Typically (not always) the strata in the first 
class have the full dimension. So the "vector field" {V5} deserves the two adjectives: 
"piecewise analytic". 
Piecewise analytic vector fields alone have nothing to do with control systems. Nev­
ertheless, if the vector field is generated by controls, then it becomes a useful tool for 
the feedback stabilization problem. 
Definition 2.34. A piecewise analytic vector field V is a f eedback  con tro l ler  for the con­
t ro l  sys tem (C)  i f ,  fo r  every  po in t  x  Q.  S  G Ci  the re  i s  a .  u  E  U such  tha t  Vs(2 : )  =  X{x ,  u ) .  
Remark 2.35. From the last two definitions we see that a feedback controller guaran­
tees two things: 
(i) The vector field is almost everywhere analytic (with respect to any Borel measure 
whose measure of any open set is positive). 
(ii) There is a unique trajectory of the vector field through any point. 
At every point x  we can choose a .  €  C/  such that Vs(x) = -Y(x, u^). But if we 
define /(x) = u^, what property does /(x) have? The answer certainly depends on 
the behavior of the vector field. It might be analytic, or continuous, or measurable, or 
even not measurable. The answer strongly depends on X(x,u) and V. Now if we just 
want the trajectories of the vector field to approach some fixed point, and we do not 
care about how they do this, can we find a piecewise analytic, or continuous or with 
some other properties function /(x) = Uj;? This is the long standing problem: (static) 
feedback stabilization. 
In the next definition we retain (ii) in Remark 2.35. Nevertheless, we relax the 
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exit rule in the following sense: If a trajectory reaches a stratum S  G C2,  it leaves 
immediately according to a rule (which will be clear from the construction), or it never 
gets back into any stratum 5 € £1. This is reasonable. For example, consider a control 
system in the plane with the vector fields generated by ^ + \y\u^. So the whole plane 
can be divided into three parts: the upper half open plane, the lower half open plane 
and the x-axis. On the first two regions the vector fields are analytic, and trajectories 
start at any point in the third region remain there forever. 
Definition 2.36. Let W be an analytic sub-manifold of M, and u  :  W —) •  R"* with 
u(x)  €  U fo r  a l l  x  6  W. For  the  con t ro l  sys tem (C) ,  the  func t ion  u  i s  ca l l ed  a  piecewise  
analytic feedback on W if 
(i) W has an analytic stratification C such that C is partitioned into two disjoint 
clcLsses, say (£[,£2) with dim5" = dimM for any 5 G £1 and dim5 < dimM for 
any S € £2; 
(ii) X(x,u(x)) is analytic on any S  €  £1; 
(iii) There is a rule so that, if a trajectory reaches a stratum S  € £2 in finite time 
(meaning as t tends to a finite time), then it either leaves 5 (i.e.. for x E S we 
have the existence of an open time interval (0,r) with (i){t,x) € Si for all t G 
(0,r) and some Si G £1, here 4> is the trajectory of the vector field on Si with 
lim4_^o+ 4>ii^x) = x), or it never gets back to any stratum in £1; 
(iv) For any xq the equation x{ t )  = X(x,u(x)) has a unique solution 0(f,xo) in the 
sense  of  ( i )  in  Def in i t ion  2 .28  wi th  ( t>{ t , xo)  G W fo r  a l l  t  >0 .  
Thus we may have different rules for different strata S  G £2, i-e., for each x G 5 G £2 
we either assign a stratum E{x) G £i (see Definition 2.33), or E{x) G £2, in which x 
is an element (so E{x) = S). In the later case we require that ©(^, x) G S for all 
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t  >  0. Therefore a piecewise analytic feedback u  guarantees global (in W) existence and 
uniqueness of any solution of x{t) = .Y(a:, u{x)) for aJW > 0. 
35 
3 THE EXISTENCE OF STABILIZING FEEDBACKS 
In this chapter we are restricted to control systems (B): 
m 
X = ^.4o + ^2 a: € (B) 
1=1 
where u(-):=(ui(-),..., = {u| u : R —>• U  C R'"} vvith the weak'-topology 
(see Section 2.2). Instead of (B) we assume the accessibility rank condition (H) for (PB). 
the projection of (B) on the projective space Since h{s,u) (see (PB)), the right 
hand side of (PB) is analytic for any u EU. Krener's Theorem says that system (PB) is 
locally accessible, and orbits 0{p) for any p € are the whole state space, i.e., P''"'. 
Of course, this does not mean that system (B) or (PB) is completely controllable. In 
fact, they do not even imply that the system is asymptotically controllable to any point. 
Sincc asymptotical controllability is a ncccssary condition, the system is by no means 
necessarily feedback stabilizable. In other words, only part of the state space may be 
feedback stabihzable (see Definition 2.28). Our goal here is trying to characterize the 
region in which the system (B) is feedback stabilizable in the sense of Definition 2.28 
under assumption (H) for (PB) and the other assumption, which will be discussed in 
the first section. Recall assumption (H) for (PB): 
dim Lie{h{- ,  u)| u €  U}{s )  =  d  — I  for all 5 € (H) 
36 
3.1 One Basic Assumption 
In this section we state an eissumption and argue how it is close to a necessary and 
sufficient condition for our purpose. In Chapter 2 we showed (see Proposition 2.18) that 
there are A: (1 < k < d) main control sets which are linearly ordered: Di < D2 < • • • < 
Dfc. By Proposition 2.24 the closure of the Floquet spectrum over the main control sets 
are bounded intervals /, for z = 1, 2,..., A:. Now let us consider the following scenarios: 
(i) If sup Ik < 0, then by Proposition 2.24 all the Lyapunov exponents are less than 
zero. So any constant function in U can stabilize the control system (B) with 
respect to the origin. 
(ii) If inf 11 > 0, then there is no (measurable) control function in U to stabilize the 
system (B) with respect to the origin. The detailed proof is referred to [CK2], in 
which all Lyapunov exponents (not just the Lyapunov spectrum defined over main 
control sets) are considered. 
So an interesting question would be: What happens if inf /.q  < 0 for some Iq  € 
{1,2,...,/:} and sup Ik > 0? Now we would like to separate this into two questions: 
(i) What happens if inf /i = 0 (this of course means sup Ik > 0)? 
(ii) What happens if inf /i < 0 and sup Ik > 0? 
The answer to the first question is unknown. The following example shows the difficulty 
if the Lyapunov exponents are used as the approach: 
x( t \  =  X,  X G  K .  
1+ln(I+ ^ 2)-^' 
For e = 1 the equation is asymptotically stable with respect to the origin, and for 
e = — 1 the equation is asymptotically unstable. But the Lyapunov exponent for both 
cases is equal to zero. As we see, this is not a control system but simply a linear 
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homogeneous differential equation. For a control system we have a set of differential 
equations. For a control system of type (B) under the condition, whether it is definitely 
stabilizable in a region, or definitely not stabilizable in any region, or stabilizable under 
some other condition, is unknown (to the author). Nevertheless, the second question has 
a definite answer: It is stabilizable in a region with non-empty interior, and the majcimal 
stabilizable region can be characterized if a generic property ("inner pair condition" 
defined in [CK6] or in Chapter 4) of control systems holds for (B). So we impose the 
following condition on the control system (B)(hence (PB)): There is an index /q € 
{1,2,..., fc} such that 
io  =  maxf z'l inf /, < 0}, (I) 
where /, is the closure of the Floquet spectrum over the main control set Di for i  =  
1,2,..., A: (see Proposition 2.24). In order to characterize the region we need the follow­
ing lemma. 
3.2 A Lemma and the Proofs of Main Results 
Lemma 3.1 [Li]. Let p  G in t ( D j ) .  where D j  is a main control set. Then there 
exists a piecewise analytic feedback controller Vp for the system (PB) in such that 
p  can  be  reached  in  f in i t e  t ime  f rom any  po in t  o f  A{p) ,  the  domain  of  a t t rac t ion  of  Dj  
(see Definition 2.29). 
The original result is proved for affine systems (.A.) on smooth manifolds. This lemma 
is one of the basic ingredients of our feedback construction. It extends the results of 
Sussmann [Su2] on the existence of piecewise ajialytic feedback controllers to the case 
of systems that are not completely controllable. 
For the sake of convenience, we introduce a notation. For any subset S  of let 
S be the largest subset of S''"' whose identification in is 5, where is the unit 
sphere  in  R ' ' .  Le t  I \ s  be  the  cor responding  cone  in  R ' ' ,  i . e . ,  Ks = {ar  6  x  =  r  •  s , r  ^  
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R\ {0},5 6 5}. Recall that /l.(ar,u) denotes the right hand side of the control system 
(B) and h{s,u) denotes the right hand side of the control system (PB). Now we state 
and prove one of our main results. 
Theorem 3.2. Under Assumptions (H) and (I) for the control system (PB), there exists 
a piecewise analytic feedback ti(x) defined in k'A{D,^) such that 
i(i) = .4(x, u(x)) (FB) 
is exponentially stable with respect to the origin in 
Proof. Under assumption (I) we have inf < 0 for 1 < / < «Q and inf^^^ > 0 
for i Q  <  i  <  k .  where k  is the number of main control sets (see Proposition 2.IS). By 
the definition of 5!^f£,(^io) there exist a piecewise constant and periodic control uq S U 
and p 6 int[Di^) such that the solution of i(f) = h{s,UQ), say Spit.p.uo) G int{Di^) 
for all f > 0 and A(uo,xo) < 0 where = p (or we simply write X{uo,p) < 0 since 
X{uo,x) = X{uo,y) if = j^). Let T be the period of both of uq and Sp{-,p,uo). So we 
have 5p(0,p, uo) = Sp{T,p,UQ) = p. Let rl^oit^x^ Uo) be the solution of x = .4(x. u) with 
^o(0,xo, uo) = ^0- So Sp is the projection of i/'o onto the projective space Since 
A( uo ,Xo)  < 0, il'o{t,XQ, Uq) -4 0 exponentially as t —>• oa. From now on, p ^ X o . S p  and ( p o  
all are fixed throughout the proof. 
By Lemma 3.1, there exists a piecewise analytic feedback controller Vp which is well 
defined on A{Dia) = A{p), the domain of attraction of the main control set Di^. This 
implies the following: 
(i) There is an analytic stratification of ^(p), say £; 
(ii) C is partitioned into two disjoint classes of strata, say (£1,^2) with dim 5 = </ — 1 
for any S 6 £1 and dim5 < — I for any £2; 
(iii) V p { q )  = h { q , U q )  for some & U ;  
(iv) V^(-) is analytic in 5 € £; 
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(v) Instruction for motion for any point in 5 € £2 is given so that p  can be reached 
from any point of A{p) in finite time via a unique trajectory. 
From the proof of Lemma 3.1 or Theorem 9 [Su2] we actually have the following two 
facts: 
(i) The stratification is in fact subanalytic. 
(ii) The function f { q )  = u, with h { q , U g )  =  V p { q )  is piecewise constant. 
Now we define u(x) for any x  €  A [ p )  (briefly written as K )  as follows: 
where Q — ^ S'Hd u, is specified by (iii). It is clear that u(x) is well defined in the cone 
K. Note that uq is piecewise constant and for any constant c the vector field h{s,c) is 
analytic. Hence by Cauchy-Kowalewski Theorem (see, e.g., [KP. pg.35]), the solutions 
of i = /i(s,c) are (real) analytic in s. Therefore, the set 
consists of images of some real analytic functions on some bounded closed intervals in 
the real line. Hence jV' is a closed analytic subset, and moreover, it is a subanalytic set. 
Let B be the set of all strata belonging to £, which is a subanalytic stratification of K. 
Now we are in the situation that A f  intersects some strata in B ,  which then may partition 
some strata in B  into subanalytic sets. Specifically, i f  S  E  B  and 5 fl jV" 7^ 0, then 
h 
S  n  M  =the union of subanalytic sets, say S  0  A f  =  [J 5,-. Let T be the family of 
U o { t ) ,  f = min{r| 5p(r,p, uo) 
J \ j '  : =  { s p ( i , p ,  u o ) i  0  < t  < T }  
So, 
B  : =  { S \  5 € £1 or 5 € £2}.  
t=i 
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subanalytic subsets with property that T  contains S  €  B  whenever 5 fl jV = 0, and all 
t s  
S i  { i  =  1 , 2 , . . . .  I s )  S  O A f  =  U ®- Thus T is a locally finite family of subanalytic 
1=1 
subsets of a real analytic manifold A { p )  (recall:>4.(p) is an open set). By Theorem 4.2 in 
[Har] there exists a subanalytic stratification, say C, of A{p) , compatible with T, i.e., 
every 5 G T is a union of strata of £'. 
Let A  be the largest subset of whose identification in is A { p ) .  Since 
{ x  —  ( i i,..., arj)! |ar| = L and xj, = 0} is subanalytic in the sets jV,B.C,T and 
C in all have the counterparts in (Recall: P''"' is obtained by identifying 
the opposite points in In particular, let C '  be the subanalytic stratification of 
A .  Notice that K  is the cone in R'' containing all x  with 6 >4.. In other words, 
the canonical projection of K onto S''"' is A. Hence K has a subanalytic stratification 
w h o s e  s t r a t a  a r e  o f  t h e  f o r m ;  { r  •  5 ' (  r  >  0 , 5  G  C ' } .  
Since u { x )  is actually piecewise constant, it is piecewise analytic. It remains to prove 
that the feedback function u(x) defined above does exponentially stabilize the system 
(B) in K (in the sense of Definition 2.28). 
Note that u { x )  is constant on each ray from the origin. So it makes sense to consider 
the equation 
s { t )  = /i(s, u(s)) 5 € A { p )  C P''"^ 
First, let us look at how trajectories evolve in A { p ) .  For any q  G A { p ]  the trajectory 
of h{s,u{s)) from q first follows the vector field V^(s). In finite time it hits j\f = 
{5p(f,p, uo)| 0 < i < T*}, and then it follows the periodic solution s(-,p, UQ) forever. 
Since V^(5) guarantees a unique trajectory from any point q € A{p), there is a unique 
trajectory of h{s,u{s)) from q for positive time. Earlier we obtained the subanalytic 
stratification C of A{p). Let C = (£^,£2)- If the trajectory from q reaches any 
stratum in £5) point, say r, then the exit rule is given in Lemma .3.1 if r ^ A^, or 
the trajectory follows M forever if r G Since V^(5) steers all points in A{p) into p in 
41 
finite time, any trajectories of h { s ,  u(s)) will reach j \ f  in finite time (since p  € jVT). Since 
u{r • x) = u(ar) for all r € R \ {0}, (FB) can be projected onto the projective space 
The projection yields: 
s  =  h { s , u { s ) ) ,  u(5) = u(j^), 5 = 1^ 6 (FB) 
Let ( t ) { t . x )  [ t  >  0) be the solution of (FB) with <2i>(0,x) = x, i.e., ^ = A { ( p . u { ( f > ) )  a.e.. 
For any r ^ 0 we have = .4.(r • <t),u{r • <p)) a.e.. Hence r • p is also a solution of 
(FB) with r • 0(0,x) = r • x. From this and the fact that (FP) has a unique solution 
for any initial point x 6 K for f > 0. Since Sp is the solution of i = h{s, uo), the 
projection of r • iJjo{t^xo^ Uq) for r G R \ {0} is Sp. Thus any solution of i = -4(a:, {/(x)) 
in K will reach one of r • xq, uq) for r € R. in finite time and then follow it. Since 
r-il^o{t,xo,uo) —>• 0 exponentially as t oo (with the same rate), conditions (i), (ii) and 
(iii) in Definition 2.28 are satisfied. To prove (iv) let K be a subset of K with property 
required in Definition 2.28 for W. For Q > 0 all solutions starting at any points in 
K n B{a) can be uniformly bounded by a constant C{a,K). This can be proved as 
follows: Consider Bfc := K D {or 6 R''] |x| = q}, which is compact. 5/^- intersects 
only a finite number of strata of C'. Let 5 be a stratum of the first kind and assume 
S D ^ 0. Since A{x, u{x)) is analytic in 5, all solutions starting in S fl Bfc leave 5 
in times bounded by some constant T{S), and all solutions are uniformly bounded by 
a constant M{S). From the construction of the feedback controller in Theorem 9 [Su2] 
or Lemma 3.1, any trajectory passes through only finite number of strata before it hits 
{r • 7pQ{t,xo^uo)\ r ^ 0}. Hence all solutions starting in B^ are uniformly bounded by a 
constant C(Q;, /V), ajid they hit {r• 0o(^,UO)| r 0} in times bounded by a constant. 
Since all solutions x — A(x,u(x)) satisfy r(p{t,x) = (p{t,rx), all solutions starting in 
K  n  B { a )  a r e  a l s o  u n i f o r m l y  b o u n d e d  b y  C ( a ,  A ' ) .  . A . g a i n  i n  v i r t u e  o f  r 0 ( f ,  x )  =  4 > [ t , r x )  
for all r 6 R. and x € AT, C(a, K) can be so chosen that C(rQ, K) = rC(a, A'), which 
implies C(ra, A') ^ 0 as r —>• 0. This completes the proof of (iv). • 
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In Theorem 3.2 we used assumption (I) which is related to the Floquet spectrum. An 
assumption related to the Lyapunov spectrum can be similarly stated as: There exists 
io € {1,2,..., A:} such that 
i o  := max{2| inf < 0}. (I') 
There is a similar result using this assumption. Before we state and prove the result, let 
us recall the following definition. 
Definition 3.3 Let D be a main control set of (PB). Define the following subsets of the 
b o u n d a r y  d D :  
r { D )  =  { p  E  d D \  there exists a q  £ i n t { D )  and u  E U  with 
p  =  s { t , q , u )  for some ^ > 0} 
r '(D) = {p 6 d D \  there exists a .  q  E  i n t { D )  and u  e U  with 
q  =  s i t . p . u )  for some t  >  0} 
r (D) =  { p  E  d D \  0 ' ^ { p )  n  i n t { D )  =  0 and 0 ~ { p )  D  i n t { D )  =  0}. 
r(D), r"(D) and r(D) are called exit, entrance and tangential boundary, respectively. 
Tn other words, the boundary of a main control set can be classified into three disjoint 
classes. From an exit boundary point at least one trajectory leaves cl{D) immediately: 
From an entrance boundary point at least one trajectory enters int{D) immediately; 
and the rest of the boundary is the tangential boundary. 
About these concepts there is the following fact: 
Proposition 3.4 [CK4]. Let D be a main control set of the control system (C). Then 
(i) The sets r(£)) and r'(D) are open in d D  and r(D) is closed in d D .  
(ii) Under (H), r(D) C c l { r { D ) )  fl c/(r'(D)), in particular, intdoi^iD)) = 0. 
In particular, if we are restricted to the affine control system (A) with assumption (H), 
then dDi = r(Z)i) (recall: Di is the minimal main control set in the linear ordering); 
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and dDk = r.(Dfc) (recall: Dk is the mciximal main control set in the linear ordering)). 
Proof, (i) The openness of r(Z)) and r'(D) is clear if one notices that for each control 
u E U the solutions of (C) continuously depend upon initial points in M for times 
bounded by a constant. From the definition alone closedness of r(D) follows. 
Let p € r(D) and f > 0. By assumption (H) the system is locally accessible. Hence 
we can pick a point q € intO%^[p). This simply means that there exists a control 
function u ^ lA such that q = w{T,p,u) for some r € [0,f]. By continuous dependence 
on initial points in M there is a neighborhood N of p such that all points in N can be 
steered into a neighborhood W of q with W C intO%i{p). Since D is a main control set. 
c l [ i n t { D ) )  =  c l ( D )  ( s e e .  e . g . ,  [ C K 7 ] ) .  T h i s  i m p l i e s  t h a t  t h e  s e t  o f  p o i n t s  i n  i n t { D )  D  N  
is dense in N. By continuous dependence on initial points of the solutions reverse in 
time, we see that p € c/(r(D)). A similar argument holds for C?<^(p), showing that 
X 6 c/(r*(D)). The last conclusion follows from the construction of Di and Dk (see 
[CK4|): 
D, = P c l O - { p )  and Dt = f| c l O * { p )  (3.1) 
peprf-i p€P''-' 
• 
Theorem 3.5. Under Assumptions (H) and (F), there exists a measurable feedback 
law defined in a cone , which exponentially stabilizes (B) in K if at least one negative 
Lyapunov exponent can be obtained from a point p G int{Di^) U F(Z),o). in particular, 
if io = I or sup ^ ^yr(D,o) < 0 the system is exponentially stabilizable (with measurable 
f e e d b a c k )  i n  K  D  
Proof. The proof is similar to that of Theorem 3.2 except that the periodic solu­
tion constructed in the proof of Theorem 3.2 is replaced by a solution, say Sj,{t) 6 
int{Dig) U r(D,o) whose corresponding solution of (B) exponentially approaches 0 as 
t oo. This is because if there exists p E int{Di^) U F(Z),o) with A(u^,p) < 0 for some 
uo E U and |^ = p, then the solution of x = A(x,u^) tends to 0 as f oo. The 
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projection of say Sp{t) is a solution of i = h{s,tl^). By the definition of A(tZ5', ^o) 
we know Sp{t) 6 cliDi^) for all i > 0. Notice that r(D,,j) is the exit boundary. Hence 
there exist p 6 int{Di^) and ul ^ U which steers p into p in finite time, say r. Let 
uq be the concatenation of ui{t) for 0 < r and uo{t + r) for t > 0. Then the solu­
tion of i = h{s,uo), say Sp{t) € cl{Di^) and 5p(0) = p. Let be the solution of 
X  =  A ( x ,  u o ) ,  w h o s e  p r o j e c t i o n  i n t o  i s  • S p ( f ) .  S o  4 > [ t )  — > •  0  e x p o n e n t i a l l y  a s  t  o o  
since X{uo,Xo) = X{uS^^) < 0, where xo/|xo| = p and ^(0) = XQ. Once we have these 
two solutions: Sp{t) and the rest of the proof follows the same lines in the proof of 
Theorem 3.2. Since Sp{t) (hence 0(i)) for i > 0 may not be piecewise analytic, the re­
sulting vector field A(x, u{x)) may not be piecewise analytic (due to lack of the analytic 
stratification required in Definition 2.33). But u(x) is measurable, so is .4(a;,u(x)). If 
io = 1 all the boundary is exit boundary by Proposition 3.4. Since a negative e.xponent 
can be realized from c/(Di), the condition holds. If sup^^^rC^'o) < ^.11 Lyapunov 
exponents are negative, the condition holds, too. This completes the proof. • 
Remark 3.6. The assumptions (I) and (T) agree if c/(^^^(D,g)) = c/(^^y-(D,o)). 
Condition for equality of the Floquet and Lyapunov spectrum can be found in [CK6]. 
.\nothcr thing I want to point out is: Ka(D,^) nnay not be the maximal region in v.-hich 
the system (B) is feedback stabilizable. This issue will be further discussed in Chapter 
4. 
The following corollary leads to some main result (stated in Corollary 3.9). It gives 
a necessary and suflBcient criterion for exponential feedback stabilization of bilinear con­
trol systems in R.''. 
Corollary 3.7. Under Assumption (H), there exists a measurable feedback law which 
exponentially stabilizes the control system (B) in R'' if and only if at least one negative 
Lyapunov exponent can be obtained from int{Dk)i here Dk is the maximal main control 
set. 
Proof. Let p  €  i n t { D k )  and A(u,p) < 0 for some u  £ U .  Since D k  is the maximal main 
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control set, A { D k )  =  A . { p )  = P'^"' (see Equation (3.1)). So K = R'^\ {0} in Theorem 
3.5 and u(x) is well defined in K. Thus u(0) = 0 completes the definition of a feedback 
law u{x) in the entire state space 
Conversely, assume A(u,p) > 0 for all p  6 i n t { D k )  and u  e U .  By (iii) in Proposition 
3.4 we have d{Dk) = r'{Dk). That is to say that any trajectory starting in Dk never 
leaves Dk- Furthermore any trajectory starting in int[Dk) never reaches the boundary 
(otherwise, by continuous dependence on initial points, some points can be steered out 
of Dk)- Hence Dk is positively invariant. From this together with A(u,p) > 0, it is 
i m p o s s i b l e  t o  e x p o n e n t i a l l y  s t a b i l i z e  t h e  s y s t e m  i n  a n y  r e g i o n  c o n t a i n i n g  i n t { D k ) -  •  
Next result explains why exponential feedback stability is appropriate stabilization 
concept for bilinear control systems with compact control ranges. 
Theorem 3.8. Under .A.ssumptions (H), (B) is asymptotically feedbackstabilizable in 
K.'' if and only if it is exponentially feedback stabilizable in (with measurable feedback 
laws). 
proof. One direction is obvious. Now assume (B) is not exponentially feedback stabiliz­
able. By Corollary 3.7 X{u,p) > 0 for all p € int(Dk) and u £ U. If (B) were asymp­
totically feedback stabilizable in then there would exist a measurable u I R y R 
with u{x) € U for all x, such that x = A{x,u{x)) is asymptotically stable with respect 
to the origin. 
Choose any point 0 7^ zq 6 R'' with E i n t { D k )  and look at the trajectory of 
X = A(x,u(x)) from the point XQ. Since x = A(x,u(x)} is asymptotically stable, we can 
choose r > 0 such that <p{T,xo) < |xo|, where <ji»(f,xo) is the solution of x = .4(x,u(x)) 
with 0(0, xo) = XQ. 
If 0(7",Xo) = r x o  with 0 < |r| < 1, let v { t )  =  u { ( t > { t , x o ) )  for all t  € [0,r], 
and extend u(^) T—periodically for t 6 R. Consider x(f) = .4(x,u(f)) in R'^. Since 
(j>{t,XQ) satisfies x = A(x,u(x)) for t 6 [0,T], (?!>(^,xo) is a solution for t € [0,T] 
o f  X  =  A { x , v { t ) )  w i t h  0 ( 0 , X o )  =  X Q .  N o t i c e  t h a t  A { x , v { t ) )  =  [ - 4 o  +  
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aad ( t ) { T , x o )  = r x o  = r0(O,xo), hence r( f>{t — T . x q )  also satisfies x  =  A ( x , v { t ) )  with 
r(f){2T — T,xq) = r^xo for t 6 [T,2T] (since v{t) is periodic). So in general, tiT^Xq) 
for t  €  [ n T ,  [ n  + 1)T], n = 0,1,... is a solution of i = .4(x, v { t ) ) .  Since for 0 < f < T 
0  <  m  <  | 0 ( f , a r o ) |  <  M  <  o o  f o r  s o m e  m  a n d  M ,  l i m ( _ ^ o o  7  l o g  — n T , x o ) \  =  
log |r| < 0 is a Lyapunov exponent. But by assumption ail Lyapunov exponents 
A(u,p) obtained from int{Dk) are non-negative. 
Thus we have shown that if (B) is not exponentially feedback stabilizable and there 
exist xo € int(Dk) and r € ( — 1,1) \ {0} such that <i){T,xo) = rxo, then (B) is not 
asymptotically feedback stabilizable. Next we are going to construct a solution and find 
r such that the second condition holds. 
Pick any point po € int{ D k )  in Let 
T  maxmin{f| s { t , p ,  u )  = po and u G i/} 
p&Dk ix€ i /  
where 5(-,p,u) is a solution of (PB) with s { Q . p , u )  = p. Since D k  is a closed subset of 
the compact space Dk is compact. Hence T is finite (see Prop.2.3 in [CKl]). 
For any ^ > 0, define 
L { S )  : =  max{]0(f,X, tf)|| 0  <  t  <  T . x  G d { B { 5 ) )  and u  G U } ,  (3.2) 
where B { S )  is the open ball in with radius 5 ,  and 0(-,a:, u) is the solution of i = 
.4(x, u) with i/'(0, X, u) = X. 
Recall the metric defined in (D) in Section 2.2, where the weak'-topology is put on 
the control function spaced/. In particular, (i/, D) is a compact metric space. Define 
N { S )  : =  max{|V'(^x,u)|| 0  <  t  <  T , \ x \  =  5  and u  G L i } .  
Since (i/, D) and the boundary of B { S )  are both compact, N { S )  is finite. And Since 
A { x , u { t ) )  =  ( . 4 o  +  U i { t ) A i ) x ,  N { r 5 )  =  r N { S )  f o r  a n y  r  >  0 .  H e n c e  L { r 5 )  =  r L { S )  
and limj_^O ^(<^) = 0. Fix (JQ > 0 so that L{5o) < 1. 
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Pick xq € K.'' with |xo| = 1 and = XQ G int{ D k ) .  Let ( p { - , x o )  be the solution 
of i: = A(x,u(x)) with (ii)(0,xo) = XQ. By assumption 0(i,xo) 0 cts f —> oo and 
(?i>(i,xo)/|0(i,xo)| G int{Dk) for i > 0 since int{Dk) is positively invariant. 
Let To > 0 such that |<^(To,xo)| < 5q . Since (PB) is completely controllable in 
int{Dk). there is ui € W such that 
d {To, X o )  X q  
for some r 6 [0, T] (by definition of T). Let tp be the corresponding solution of 
X  =  .4(x,ui) with 0(O,<2i>(To,xo),ui) = (f>{To,xo) for t £ [0,r]. So 0(r,©(To,XQ),UI) < 
L{So) < 1. Define 
{ u { d { t ,  xo)) ,  0  <  f <  To,  U i { t  — To),  T q  < .  t  T o  T .  
Let f = To + T. Then 
• 
(?i)(f,xo), 0 < f < To, 
i p i t ,  Xo, y(0) := 
—  T o , 0 { T o , x o ) , v ) ,  T o < t < f  
is a solution of i = .4(x, y) with p ( T . x q . u )  = rxo for some r  with 0 < |r| < 1 (since 
0 < |i^(r, (?>(ro, Xo), Ui )| < 1 and Equation (3.3) holds). Thus we have constructed a 
solution ip in which satisfies 0(7^, Xo, v) = rxo- This is the case we have discussed. So, 
if (B) is not exponentially feedback stabilizable in R'' using measurable feedback laws, 
then (B) is not asymptotically feedback stabilizable in R'' using measurable feedback 
laws. • 
Combining Corollary 3.7 and Theorem 3.8 we get: 
Corollary 3.9. Under Assumption (H), the following are equivalent: 
(i) (B) is asymptotically feedback stabilizable in 
(ii) (B) is exponentially feedback stabilizable in R''. 
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(iii) A(ix,a;) < 0 for some u e  U and x e  R'^ with € int{ D k ) ,  where D k  is the 
maximal main control set of (PB). 
Statement (iii) can also be expressed in the following equivalent ways, involving the open 
loop system (B). For this we need a concept, which is also widely used. 
Definition 3.10. For the control system (B), the region of exponentially null control­
lability (with respect to the origin) is defined 
the asymptotic null controllability (with respect to the origin) is defined 
jVa := {0 ^ X E there is Ux E U  such that t p { t ,  x ,  U r )  —>• 0 as ^ co }. 
Now we have (continuation of Corollary 3.9) 
(iv) For all X € R.''\ {0} there exist u £U with A(u,a:) < 0. 
(v) For system (B) vV'^ = R'' \ {0}. 
(vi) For system (B) A/'e = R''\ {0}. 
The proof of (iii)>^4'(iv) follows directly from the construction of the main control sets 
(see the proof uf Proposition 3.4), which means that, in particular, any point in the sLaLe 
space can be steered into any point in the interior of the maximal main control set Dk-
(iv) and (vi) are the same. The proof of (v)<^(vi) follows along the same lines as the 
proof of Theorem 3.8. 
3.3 An Example 
Example 3.11. Consider the controlled linear oscillator y + 2by + (1 + u ) y  = 0. 
With X = {XI,X2)^ = {Y,Y)^, the equation becomes 
jVc := (0 7^ X € R''| there exists Uj; €U with X{ux.x) < 0} 
(El) 
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where u(f) € U = [A, B\. This equation is studied in [CK2]. 
Projection of the equation onto the projective space yields with p = (cos 6 ,  sin 9 )  £  
P S 0 e [ o , T )  
9  = -sin2(0(O) -(1 +"(0)cos2(^(^)) - 6sin(20(i)) =: f { 9 , u ) .  (E2) 
Now we consider the case: b  = —2, and U  =  [—2,2]. Since the state space of (E2) 
is one dimensional, local accessibihty can be shown by checking the monotonicity of 
/(-, u) where u are constants in U. For the same reason, the control sets of (E2) can be 
calculated by looking at the intervals of monotonicity of the right hand side of (E2) or 
by considering the eigenspaces of (El) for constant controls. The control sets are: 
\ 
Di : = TTp 
D2 • — "pi < 
€ \ {0}| X2 = axi,Q € (2 — v/5,1) • . and 
€ R ' \ { 0 }  X2 = € [3,2 + \/5] > , 
I v^v 
where Trpi denotes the projection onto IP^ If = [0, TT), then Di and D2 can also be 
written as 
Dy = 
D2 = [arctan 3, arctan(2 + \/5)] 
where is open and D2 is closed in See Fig. 3.1. By the general method provided 
in [CK2], we can calculate the spectral intervals which are 
= [2 - v/5,1] and 
^^EFr(^2) = [3,2+v/5]. (3.4) 
Nevertheless, for two dimensional case we can just compute all eigenvalues of .4(u) for 
constant u E U [Jo]. 
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Figure 3.1 Figure for Example 3.11 
It is easy to see that ^(Di), the domain of attraction of Di is Di itself (Di is the 
minimal main control set). Hence the cone generated by A{Di] is K := which 
is equal to 
/ 
€ R' \ {0} 
X2 
X2 = aa-i,Q 6 (2 — \/5,1) 
Now we want to find a piecewise analytic feedback law u(x) defined in A' to stabilize 
(El) in K. First of all we define tz(5) in A[D\) = Di such that u(0) steers any point in 
Di into a specific point p in finite time. Choose p = 7r + arctan(—0.05) € [0,7r) = 
Now u{9) can be defined as 
u { x )  =  <  
2, ^ 6 [0, f) U (p,7r); 
— 1.2025, 9  = arctan(—0.05); 
—2, ^ 6 (p, TT + arctan(2 — \/5)). 
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By checking the monotonicity of f { d , u { 9 ) )  we can see that all trajectories starting in 
A.{Di) = Di reach p in finite time. Now we can define u{x) in K as 
X2 = QXi,a € (—0.05,1) 
u { x )  =  <  
f ( \ 
XI 
G R 2 \ { 0 }  2, X G < 
^ X 2 j  
-1.2025, X2 = 
— 0.05XI; 
\ ( \ 
XI 
G R 2 \ { 0 }  
-2, X G \ 
\ 
X2 = f3xi,l3 € (2 — y/E, —0.05) 
(3.5) 
The proof of stability of j = .4(u(x))a: is easy if we notice the following facts. When 
u = —1.2025, .4(u) = .4( —1.2025) has the eigenspace L := {(xi, —0.05a;i)^| xi € 
R.} corresponding to eigenvalue A = —0.05. If u = 2, A(u) = .4(2) has eigenval­
ues Ai = 1 and A2 = 3 whose corresponding eigenspaces are {(xi,a:i)^| xi G R} 
and {(xi,3xi)^| G R}, respectively. So any trajectory starting in {(ari.X2)^ 6 
\ {0}| X2 = axi, a € (—0.05,1)} will reach the line L in finite time (since the 
trajectories of a differential equation approach the eigenspace corresponding to the 
largest eigenvalue). If u = —2, A{u) = A(—2) has eigenvalues Ai = 2 — \/E and 
A2 = 2 + \/5. Notice that the line, denoted by L\. X2 =• (2 - \/5)xi is in the boundary 
of A', and the line X2 = (2 -f- \/5)xi is outside of cl{K). Hence any trajectory starting 
in {(xi,x2)^ G \ {0}| X2 = axi, a G (2 — \/5i—0.05)} will reach the line L in finite 
time. Therefore, it has been shown that with the feedback defined in Equation (3.5) 
all trajectories of x = A(u(x))x starting in K will reach the line L in finite time, then 
follow L and exponentially approach to zero. The exponential rate for this feedback is 
0.05. As matter of fact, it is easy to see that for any 7 G (2 — \/5,0) there is feedback 
law that stabilizes the system (El) in K with exponential rate 7. 
This example also shows the following two facts. One is that the set 
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{tj:\ tr is the time at which the trajectory of x = .4(u(x))x first reaches L from x G A'} 
is unbounded on K, but it is bounded on any closed K C A'. This is the reason why 
we formulate Definition 2.28 using W. The other observatiou is that K may not be 
maximal. For this example, (El) is exponentially stabilizable in K U Li (recall: Li is 
part of the boundary of A'). 
Since P' is one dimemsional and the system (E2) has two control sets on PS the 
periodic solution sp{t,p, uq) constructed in the proof of Theorem 3.2 is a single point in 
this example, i.e., the point p = - + arctan(—0.05). U d > 2, or if the projected system 
has only one control set for d = 2, then the periodic solution 5p(f,p, uq) may not be a 
constant on 
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4 MAXIMALITY OF THE REGION OF STABILIZATION 
The question which this chapter deals with is self-explained by the title. So far 
we have found a necessary and sufficient condition under which the control system (B) 
is feedback stabilizable in R''. And we have also found a sufficient condition under 
which the system (B) is feedback stabilizable in the region generated by the domain of 
attraction of a control set. Now two questions are naturally arisen: 
1. Is the cone generated by the domain of attraction, the '^essentially" max­
imal region (except for the boundary) in which the control system (B) is feedback 
stabilizable? 
2. Under what condition is the cone the "essentially" maximal region? 
The answers to either of the questions are not known to us. Our best guess is that 
under (H) and (F) the region is the essentially maximal region in which the system (B) 
is feedback stabilizable with measurable feedback laws. 
In this chapter we discuss a sufficient condition which ensure that the cone is the 
essentially ma.ximal region. To do that we embed the system (B) into a family of control 
systems with varying control ranges. Let Up •.= p • U := [p • u\ u E. U] for p'>^. Up is 
the control space with the control range t/p, (B/s) and (PBp) are the control system in 
R'' and the projected control system in the projective space with the control spaces 
Up for p > 0, respectively. Assume (H) holds for systems (PBp) for all p > 0. Since 
0 € int{U), (H) holds for some po > 0 iff it holds for all p > 0. Although we do not 
need this fact, it is interesting to include the proof here. Since the vector field for each 
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control is smooth, the Lie algebra and the distribution generated by the control system 
is the same. Since 0 € (7, vve only need to consider the Lie brackets of terms like u.4,x. 
Note that [uA,x, vAjx] = uv[AjAi — .4,Aj)x. So the Lie algebra (hence the distribution) 
is the same for all p > 0. 
From now on we assume the p-p' inner pair condition to avoid some degenerate cases: 
F  
for all 0 < p < p' < oo and (u,p) ^Up k  
there exist T > 0 and 5 > 0 such that s { T . p , u )  €  
(IP) 
where 0 ^ ^ _ ^ s { p )  =  { q  €  3 i; € U p '  with s { t , p , v )  =  q  
for some nonnegative t  <  T  +  S }  
The inner pair condition means that from any points the reachable sets of the control 
systems (Bp) strictly increase as p increases. The definition of the Morse spectrum over 
a chain control set was given in Definition 2.23. We need the following fact. 
Proposition 4.1 [CK6]. Under (H) and (IP), then for all p > 0 but at most countably 
many of them the following holds: 
'='E„(Dn = ' = '•-
here Ef is the unique chain control set containing the main control set Df of the projected 
control system (PBp) for all p, and kp is the number of main control sets of (PBp). 
Proof. The proof of the proposition is referred to the original paper. • 
The values of p for which the equalities above hold are called continuity points. 
Let D be a main control set of a control system. In Definition 3.3 various types of 
boundaries were defined. In particular, r{D) is the tangential boundary of D. Denote 
by C(r(D)) the following set; 
{ p  € 3 a neighborhood of p, B { p )  with B { p )  D D = s.t. for any q  €  B { p )  
3 u eU and the solution s(f,<7, u) of i = h{s,u) approaches t{D) as t oo}. 
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Let F(r(D)) = C(r(£))) \ A { D )  (recall that A [ D )  is the domaia of attraction of 
D). My guess is that F(V{D)) = 0 under no circumstance. But I can not prove or 
disprove it. 
With Assumption (IP) at a continuity point p the assumptions (I) and (F) are the 
same. 
Theorem 4.2. Let p  h e  a .  continuity point for the spectra. Assume (IP) and all 
conditions in Theorem 3.5 for the projected control system (PBp). Then 'S the 
largest open cone in which (B/?) is exponentially stabilizable with mejisurable feedback 
laws if 
*0 
U f ( r ( D , ) ) = 0  
1=2 
Proof. The openness is clear since A{Dig) is open. By Theorem 3.5 in I\A{D,g) the 
control system (Bp) is exponentially feedback stabilizable. Assume that it were not the 
largest open cone. Then there exists a larger open cone K containing R'a^d .^) properly, 
and there e.xists x € A \ KAiD.^) and a control u £ U such that A(ar,u) < 0. Let 
p := 6 The a;-limit set, u j { p ) ,  of p  associated with s  —  h { s , u )  in is 
contained in one component of the chain recurrent set (see, e.g., [Col]), hence contained 
in a chain control set over which the Morse spectrum contains A(x, u) < 0. Since p is a 
continuity point, u j { p )  has to be contained in the closures of main control sets over which 
the Lyapunov spectra have negative infima. Therefore, by Assumption (F) (or (I) since 
>0 
they are the same), u j { p )  C |J c l { D i ) .  More precisely, u j { p )  C c l {Dip) for some i p  < I q 
i=l 
since u;(p) is connected and c/(D,) are disjoint. So we have the following possibilities. 
I f  u { p )  n  i n t { D i j , )  ^  0 ,  t h e n  p  €  - 4 ( D , p )  C  - 4 ( A o ) -  t h i s  c a s e ,  x  €  K a ( D , ^ ) -
If uj{p) n r*(D,p) ^ 0, i.e., uj{p) intersects the entrance boundary of Z),p. Let q G 
a;(p) D r*(Z?,p). Then there is a control u E U which steers q into int{Dig) (since 
r'*(Ap) C >l.(Z),o)). That is, s{to,q.,u) G int{D{^) for some to > 0. Since 5(^0, •,") is 
continuous, there is neighborhood, B{q), of q in such that s{to,r^u) € int{Di^) for 
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all r  €  B { q ) .  Since q  is in the w—limit set of p, p  can be steered into the neighborhood 
B { q )  in finite time. Hence p  can be steered into i n t { D i ^ )  C in finite time. This 
shows that x  G  K a ( d , ^ ) -
If u j { p )  n r(Z),p) 7^ 0, i.e., u j { p )  intersects the exit boundary of Di^. In this case, p 
can be steered to points arbitrarily close to the exit boundary. Thus there is a chain 
control set containing c/(D,p) properly. But this is impossible since c/(D,), i  =  I , . . .  , k p ,  
are the only chain control sets and they are disjoint. 
So the only possibility left is u;(p) C r(D,p). That is, for any x € A.' \ 
u;(|^) G r(D,p) for some ip < i q . Since K and are both open, we choose 
an X 6 A' \ cl{K^[D.g))- By Assumption (H) the set of points controllable to p = 
in time r, for any r > 0, has non-void interior in So there is a g € 
^<T(P) (^' \ cl( A'^())) such that for any point r in a neighborhood of q  there is 
control u  E U  with s { t ,  r ,  u )  — > •  r(Z),p) as t oo. Hence q G F(r(D,p)) for some I P  <  I Q .  
From the assumption [J F(r(£),)) = 0, it follows q  G F [ r { D i ) ) .  But F(r(/)i)) = 0 
1=2 
since dDi = r(Di), the exit boundary. This contradiction completes the proof. • 
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5 CONCLUSION 
In this dissertation, the relationship between the open loop control and the closed 
loop control for bilinear control systems is discussed. The equivalence of them under 
some conditions is obtained. Especially, the equivalence of exponential stability and 
asymptotical stability is proved with measurable feedback laws. 
By no means the topics are complete. At leeist there are the following problems to 
be solved: 
• What could happen if the minimum of the Floquet spectral intervals or Lyapunov 
spectral intervals is equal to zero? 
• With measurable feedback laws or piecewise analytic feedback laws what is the 
maximal stabilizable region? 
• Can the results in this dissertation be generalized to affine control systems or more 
general control systems? 
The answers to any one of these questions are not known to the author. As far as 
the author understands the difficulties in solving these problems mainly lie in the tools 
available for the analysis of a zero Lyapunov exponent, and the discontinuity of the 
controls that we axe dealing with. In the latter case the traditional Lyapunov methods 
do not work. Hence the possibility of the application of linearization method and the 
Lyapunov functions is not clear to the author. 
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