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PREFACE  
This is the fourteenth time when the conference “Dynamical Systems: Theory 
and Applications” gathers a numerous group of outstanding scientists and engineers, who 
deal with widely understood problems of theoretical and applied dynamics.  
Organization of the conference would not have been possible without a great effort of 
the staff of the Department of Automation, Biomechanics and Mechatronics. The patronage 
over the conference has been taken by the Committee of Mechanics of the Polish Academy 
of Sciences and Ministry of Science and Higher Education of Poland. 
It is a great pleasure that our invitation has been accepted by recording in the history 
of our conference number of people, including good colleagues and friends as well as a large 
group of researchers and scientists, who decided to participate in the conference for the 
first time. With proud and satisfaction we welcomed over 180 persons from 31 countries all 
over the world. They decided to share the results of their research and many years 
experiences in a discipline of dynamical systems by submitting many very interesting 
papers.  
This year, the DSTA Conference Proceedings were split into three volumes entitled 
“Dynamical Systems” with respective subtitles: Vibration, Control and Stability of Dynamical 
Systems; Mathematical and Numerical Aspects of Dynamical System Analysis and 
Engineering Dynamics and Life Sciences. Additionally, there will be also published two 
volumes of Springer Proceedings in Mathematics and Statistics entitled “Dynamical Systems 
in Theoretical Perspective” and “Dynamical Systems in Applications”.  
These books include the invited and regular papers covering the following topics:  
• asymptotic methods in nonlinear dynamics, 
• bifurcation and chaos in dynamical systems, 
• control in dynamical systems, 
• dynamics in life sciences and bioengineering, 
• engineering systems and differential equations, 
• non-smooth systems 
• mathematical approaches to dynamical systems 
• original numerical methods of vibration analysis, 
• stability of dynamical systems, 
• vibrations of lumped and continuous systems, 
• other problems. 
Proceedings of the 14th Conference „Dynamical Systems - Theory and Applications" 
summarize 168 and the Springer Proceedings summarize 80 best papers of university 
teachers and students, researchers and engineers from all over the world. The papers were 
chosen by the International Scientific Committee from 370 papers submitted to the 
conference. The reader thus obtains an overview of the recent developments of dynamical 
systems and can study the most progressive tendencies in this field of science.  
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Our previous experience shows that an extensive thematic scope comprising dynamical 
systems stimulates a wide exchange of opinions among researchers dealing with different 
branches of dynamics. We think that vivid discussions will influence positively the creativity 
and will result in effective solutions of many problems of dynamical systems in mechanics 
and physics, both in terms of theory and applications.  
We do hope that DSTA 2017 will contribute to the same extent as all the previous 
conferences to establishing a new and tightening the already existing relations and scientific 
and technological cooperation between both Polish and foreign institutions.  
 
 
 
 
On behalf of both  
Scientific and Organizing Committees 
 
 
 
Chairman 
Professor Jan Awrejcewicz 
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Model of dynamics of a knuckle-boom crane 
 
 
Iwona Adamiec-Wójcik, Kamil Nadratowski, Łukasz Drąg, Stanisław Wojciech 
Abstract: Multilink cranes are often used in offshore engineering due to their larger 
operational capabilities. The paper presents a 3D model of a crane with two booms and 
cylinders. The model takes into account their flexibilities. The rigid finite element 
method is used for discretization of the links. The flexibility of the rope system is also 
considered. Modelling of offshore cranes requires consideration of base motion, which 
is the movement of a vessel or platform caused by sea waves. In the paper it is assumed 
that this motion can be described by harmonic functions. Results of numerical 
simulations are presented. The model can also be used for simulation of an active 
overload protection system (AOPS). 
1. Introduction  
The off-shore equipment includes high performance cranes used for pipe handing mounted on vessels, 
platforms or drilling rigs. Manufacturers seek for more and more efficient designs with compact size 
and large capacity. Knuckle–boom cranes called also articulating cranes have two booms with a knuckle 
between them (see Fig.1). As a result the crane can be used in a restricted space and gives more options 
for the crane operator.  
 
Figure 1.   Knucle-boom crane (www.protea.pl) 
Due to the low production and thus limited possibilities for building prototypes it is especially important 
for designers to develop and use simulation models enabling dynamic analysis. These models should 
be able to reflect the real system in the best possible manner yet with maximum numerical efficiency, 
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which enables fast and reliable decision making for the engineers. Modelling knuckle-boom cranes 
used in offshore applications have to take into account not only flexibilities of booms, cylinders and 
cables, but also base motion caused by the sea. 
Much research has been carried out on the subject of modelling, simulation and control of various 
types of cranes. Modelling and simulation of offshore crane operations is presented in [1], while a 
knuckle boom crane is analyzed in [2-4]. For modelling flexible jibs of the crane the finite element 
method is usually used [1-3]. However, the finite segment method is also well known and often used in 
modelling of offshore slender structures [4-6].     
The rigid finite element method [7] has been used for modelling different types of cranes and 
offshore structures [8]. This paper presents an application of a new formulation of the rigid finite 
element method [9] for modelling a knuckle boom crane produced by Protea.  A special software 
package has been developed based on the model derived and it is used by Protea for calculations of 
statics and dynamics of the crane. Optimisation of winch drives of offshore cranes is discussed in [10, 
11]. Proper choice of the drive torque of the winch ensures stabilisation of the load during its 
positioning. 
 
2. Model of the crane 
2.1. Kinematic structure 
The crane considered is mounted either on vessels or platforms and thus the motion due to the sea waves 
has to be taken into account. This is defined using time functions describing the position and orientation 
of the base vessel (platform) as the following vector: 
𝐪௕ = 𝐪௕(𝑡) = [𝑥௕(𝑡) 𝑦௕(𝑡) 𝑧௕(𝑡) 𝜓௕(𝑡) 𝜃௕(𝑡) 𝜑௕(𝑡)]𝑻
 (1) 
where: 𝑥௕(𝑡), 𝑦௕(𝑡), 𝑧௕(𝑡) define the position of the base, 𝜓௕(𝑡), 𝜃௕(𝑡), 𝜑௕(𝑡)  are ZYX Euler angles 
describing the orientation of the base coordinate system {𝑥෤, 𝑦෤, ?̃?}with respect to the inertial reference 
system {𝑥, 𝑦, 𝑧}. 
The scheme of the knuckle boom crane is presented in Fig.2. It is assumed that the jibs are flexible 
and their bending and torsional flexibilities are taken into account. Flexibility of the rope system as well 
as the longitudinal flexibility of cylinders are also considered. The load is treated as a lumped mass. 
Booms are discretised by means of the rigid finite element method and the generalised coordinate 
are defined by the following vectors: 
𝐪(௦) = ቂ𝐪଴
(௦)்
… 𝐪௜
(௦)் … 𝐪௡ೞ
(௦)்ቃ
்
 (2) 
12
where 𝑛௦ is the number of rigid elements (rfe), 𝐪௜
(௦) = ൣ𝑥௜
(௦) 𝑦௜
(௦) 𝑧௜
(௦) 𝜓௜
(௦) 𝜃௜
(௦) 𝜑௜
(௦)൧
்
 are 
generalized coordinates of each rfe, 𝑥௜
(௦), 𝑦௜
(௦), 𝑧௜
(௦)  are the coordinates of the beginning of the local 
coordinate system assigned to rfe 𝑖, 𝜓௜
(௦), 𝜃௜
(௦), 𝜑௜
(௦) are ZYX Euler angles describing the rotation of this 
local coordinate system with respect to system { }ି (see Fig.2). 
 
Figure 2.   Model of the knuckle boom crane 
The cylinders are modeled as two rigid finite elements connected by a spring damping elements. 
Assuming that torsion is omitted and including the longitudinal deflection, the generalized coordinates 
of one cylinder are the components of the vector: 
 𝐪௟
(௖) = ൣ𝑥௟
(௖) 𝑦௟
(௖) 𝑧௟
(௖) 𝜓௟
(௖) 𝜃௟
(௖) ∆௟
(௖)൧
்
       for  𝑙 = 1, .2 (3) 
where 𝑥௜
(௖), 𝑦௜
(௖), 𝑧௜
(௖), 𝜓௜
(௖), 𝜃௜
(௖) have the same interpretation as for the booms and ∆௟
(௖) is the 
elongation/shortening of the cylinder. The position of the cylinders is also described with respect to 
system { }ି . Changeable stiffness of the cylinder is taken into account depending on its length.   
The position of  load 𝑚௅, which hangs at the end of the rope going through points 𝑃଴, 𝑃௜ , 𝑃௞ , 𝑃௡ಽ on 
the jib (Fig.2) is described by three coordinates: 
𝐫௅ = [𝑥௅ 𝑦௅ 𝑧௅]்       (4) 
and they depend on the length of the rope which is wound/unwound from the winch placed at 𝑃଴. The 
rotation angle of the winch drum 𝜑஽ is also one of the generalized coordinates. Both changeable 
stiffness and damping of the rope are considered. From Fig.2 it can be seen that the structure described 
is placed on a rotational column, the motion of which is defined by angle 𝜃௉. In view of the above, and 
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using (2), (3) and (4), the vector of the generalized coordinates of the knuckle boom crane can be written 
as: 
𝐪 = ቂ𝐪଴
(௦)் 𝐪௡
(௦)் 𝐪ଵ
(௖)் 𝐪ଶ
(௖)்  𝜃௉ 𝐫௅்  𝜑஽ቃ
்
 (5) 
The number of degrees of freedom of the whole model is 𝑛 = ∑ (𝑛௦ + 1 + 6)ଶ௦ୀଵ + 5 = 
∑ 𝑛௦ଶ௦ୀଵ + 19 in the case when bending and torsion of the booms and bending and elongation of the 
cylinders is considered. The motion of the system is caused by the motion of the base (vessel or 
platform) defined by harmonic functions; torque 𝑀஽ causing the rotation of the winch drum; rotation 
of the column described either by moment 𝑀௉ or function 𝜃௉; and functions defining the length change 
of the cylinders. 
2.2. Equations of motion 
The geometry of the system and transformations between the coordinate systems are performed using 
homogenous transformations. The equations of motion are derived using the Lagrange equations and 
to this end the kinetic energy, potential energy of gravitational forces and spring deformations as well 
as energy dissipation have to be calculated. In the model it is assumed that the rfes between themselves, 
as well as the boom with the column and with cylinders are connected by means of spherical joints. 
Because the motion of the rfes and all subsystems of the model is described by independent generalized 
coordinates which are components of vectors (2), (3) and (4), the constraint equations and their 
reactions have to be introduced in the system. Index 𝑠 (the jib number) is omitted in the considerations 
concerned with reactions in connections between rfes. 
 
Figure 3.   Constraint reactions of the boom 
Fig.3 shows the way the constraints reactions are introduced between rigid elements into which 
the booms are discretized. All reactions as well as external forces acting on the system are introduced 
by means of generalized forces. Generalized force resulting from force 𝐅 which acts at a point with 
coordinates defined by vector 𝐫, are calculated according to the following formula: 
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𝑄௝ = ൬
డ𝐫
డ௤ೕ
൰
்
𝐅       (6) 
where 𝑞௝ is the generalized coordinate, 𝑄௝ is the generalized force. 
When rfe 𝑖 (𝑖 = 0, … . , 𝑛௦) is considered (Fig.3), the following reactions occur: 
- force 𝐑௜ = ൣ𝑅௜௫ 𝑅௜
௬ 𝑅௜௭൧
்
 at point 𝐴௜– the beginning of rfe 𝑖,  
- force −𝐑௜ାଵ = ൣ𝑅௜ାଵ௫ 𝑅௜ାଵ
௬ 𝑅௜ାଵ௭ ൧
்
at point 𝐴௜ାଵ– the end of rfe 𝑖. 
Coordinates of points 𝐴௜ and 𝐴௜ାଵ can be calculated as follows: 
𝐫(𝐴௜) = 𝐀(௜)𝐫௜,௅ᇱ        (7.1) 
𝐫(𝐴௜ାଵ) = 𝐀(௜)𝐫௜,ோᇱ        (7.2) 
where 𝐀(௜) is the transformation matrix from local coordinate system assigned to rfe 𝑖 to system  { }ି , 
𝐫௜,௅ᇱ  is the local coordinate vector of point 𝐴௜, 𝐫௜,ோᇱ  is the local coordinate vector of point 𝐴௜ାଵ. 
In view of (6) the following generalised forces 
𝑄ோ௝
(௜) = ቀ𝐀௝
(௜)𝐫௜,௅ᇱ ቁ
்
𝐑௜ − ቀ𝐀௝
(௜)𝐫௜,ோᇱ ቁ
்
𝐑௜ାଵ       (8) 
where 𝑗 = 1, … . , 𝑚; 𝐀௝
(௜) = డ𝐀
(೔)
డ௤೔,ೕ
  have to be introduced in the equation of motion for rfe 𝑖. 
In this way 3(𝑛 + 1) additional unknowns are introduced into the equations of motions and thus 
additional constraints equations are formulated in the form: 
𝐫஺బ(𝐪଴) = 𝐫଴ଵ = const ≡ 𝐀
(଴)𝐫଴,௅ᇱ = 𝐫଴ଵ = const       (9.1) 
𝐫஺೔(𝐪௜) = 𝐫஺೔(𝐪௜ିଵ) ≡ 𝐀
(௜)𝐫௜,௅ᇱ = 𝐀(௜ିଵ)𝐫௜ିଵ,ோᇱ ,      𝑖 = 1, … , 𝑛       (9.2) 
The reactions have to be introduced for both jibs (index 𝑠). 
Similarly, reactions and constraint equations have to be also introduced for cylinders as well as at 
points 𝐴, 𝐵, 𝐶, 𝐷 (Fig.2) where the cylinders are connected with booms.  
After all the necessary transformations and double differentiation of the constraint equations the 
equation of motion can be written in the form: 
𝐌?̈? = 𝐃𝐑 + 𝐟        (10.1) 
𝐃்?̈? = 𝐆        (10.2) 
where 𝐌 is the mass matrix, 𝐃 is the matrix with coefficients derived from the constraint equations, 𝐟 
is the vector consisting of components resulting from the kinetic energy, potential energy of gravity 
forces and spring deformations of booms, cylinders and rope system, 𝐆 is the right side of constraint 
equations. 
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The equations of motion are integrated using the Runge-Kutta method of the fourth order with 
constant step. 
3. Numerical simulations 
Computer implementation of the proposed model of dynamics has been carried out in Borland 
Delphi 7.0 environment. It enables us to simulate dynamics of the crane during basic operations (lifting 
and droping the load, rotating the crane). The program is equipped with a sophisticated graphical 
interface enabling the constructors to define parameters of a crane in a convenient way (Fig.4). 
Simulation results are presented in the form of grouped charts, tables and also saved in files.  The results 
from files can be then processed using different software.  
 
Figure 4.   Screenshot of the window for definition of jib parameters 
Below we present some possibilities of the software for dynamic analysis of the crane in the 
following problems:   
 rotation of the base (P1),  
 lifting the load by means of the change of the cylinders length (P2), 
 testing AOPS (Active Overload Protection System) (P3). 
 All simulation results presented below are obtained for the crane with maximal crane radius  
𝑅௠௔௫ = 57 m and boom inclinations ଵ = 60୭ andଶ = 20୭. There is mass 𝑚௅  = 7000 kg attached at 
the end of the rope. 
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 The rotation of the crane with respect to the undeformable column in task P1 is defined as a 
kinematic function. It is assumed that the rotation about 90୭ is performed during 10 s. The course of 
function 𝜃௉ (the angle of crane rotation) and its derivative with respect to time is presented in Fig. 5.   
Fig. 6 shows trajectories of the end of the rope together with the attached load and the end of the second 
jib (point G) projected on plane 𝑥𝑧. Jib deflections 𝑈௬, 𝑈௭ and values of overload coefficient in the rope 
system   are presented in Fig. 7 and 8. 
 
Figure 5.   Courses of 𝜃௉ and ?̇?௉ describing the rotation of the crane 
 Dynamic coefficient in the rope system   is calculated according to the formula: 
 = ௌ
ௌೈಽ
 (11) 
where: 𝑆  the force in the rope, 𝑆ௐ௅ =
௠ಽ௚
௜ಽ
, 𝑚௅ mass of the load, 𝑖௅ rope system ratio. 
 
Figure 6.   Trajectory of the rope end and the second jib end (point G) projected on plane 𝑥𝑧  
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Figure 7.   Jib deflections 𝑈௬, 𝑈௭ – problem  P1 
The value of coefficient   during the analysed rotation of the crane does not exceed 1.2 m. Vertical 
𝑈௬ and horizontal 𝑈௭ deflections of the crane caused by the rotary movement increased by about 0.2 m. 
 
 
Figure 8.   Dynamic coefficient in the rope system   - problem P1 
 Lifting the load caused by the change in the length of cylinders 𝐶ଵ and 𝐶ଶ is realised as presented 
in Fig. 9. Courses 𝐶ଵ and 𝐶ଶ are obtained by interpolation of discrete data using spline functions of 
the third order.   
  
Figure 9.   Courses of the elongation of cylinders 𝐶ଵ and 𝐶ଶ in problem P2 – lifting the load 
 While lifting the load in this way values of the dynamic coefficient of the rope    as well as vertical 
deflections  𝑈௬ of the crane are analysed. Courses of both values are shown in Fig. 10. 
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Figure 10.   Vertical deflection 𝑈௬ and dynamic coefficient in the rope  − problem P2 
 Analysis of changes of the values of dynamic coefficient in the rope   during the process of lifting 
the load allows us to define the moment when the largest strain on the rope system and thus the crane 
occur. In the task considered this situation occur at the beginning of lifting the load (at t = 1.1 s). The 
elongations of the two cylinders are then 𝐶ଵ = 0,06 m and 𝐶ଵ = 0 m respectively, while the vertical 
deflection of the crane equals 𝑈௬ = -1.07 m. 
  
4. Conclusions 
Computer programmes developed and used during the design stage of the offshore equipment 
facilitate engineering work. Mathematical models and software elaborated on their basis take into 
account many parameters (dynamic loads) which are specific for the environment in which the device 
is exploited. The program presented enables offshore knuckle cranes to be tested during 
loading/unloading on the sea. Courses of deflections of the crane and loads in the rope system create 
valuable source of information for  engineers for the choice of jib cross-sections, rope system and 
parameters of cylinders. They are also the basis for obtaining permission from independent regulatory 
authorities to use the crane in real conditions. 
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Modelling Coulomb friction by extended Filippov systems
Mate Antali, Gabor Stepan
Abstract: When modelling the contact of two rigid bodies in the presence of
Coulomb friction, a special system of first-order differential equation is ob-
tained, which is discontinuous on a codimension-2 submanifold of the state
space. This leads to the concept of Extended Filippov Systems, which was
introduced recently by the authors. By using the developed methods, the
conditions of slipping or rolling/sticking of the contacting rigid bodies can be
analysed from purely the structure of the phase space of the slipping dynamics.
By calculating the so-called limit directions of the points of the discontinuity
set, our theory provides a deeper understanding of the transitions between
rolling and slipping in mechanical problems. Moreover, the calculation of the
limit directions helps us to create an effective numerical method to simulate
these systems.
1. Introduction
The presence of dry friction between rigid bodies leads to discontinuous dynamical models. In
case of the simple Coulomb friction model in 2D contact problems, the friction force changes
sign at zero relative velocity of the surfaces. A similar but more complicated singularity
occurs in the 3D case. Then, for infinitesimally small relative velocities, the Coulomb model
provides continuously many directions of the friction force with a constant finite amplitude.
The direct substitution of the discontinuous friction models into the dynamical equations
leads to discontinuous systems of differential equations. In the 2D case, the Coulomb friction
leads to Filippov systems (for an overview and examples, see [6]). Considering the friction
as a set-valued force law leads to differential inclusions, which is a completely different point
of view of modelling (see [8] for an overview). A further approach can be found in [3].
The generalization of the Filippov systems to codimension-2 discontinuity sets in the
phase space leads to the concept of extended Filippov systems (see [1] and [2]). This type
of differential equation can be used for modelling and analysis of the 3D Coulomb friction,
which has been demonstrated in specific mechanical examples in [2]. However, no general
analysis has been presented about the contact between rigid bodies.
In this paper, we analyse the dynamics of a single rigid body in contact with a fixed
rigid plane. The formal derivation of the general equations of motion is presented with the
appropriate choice of the variables (Section 2). After an overview of the basic concepts of
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extended Filippov systems (Section 3), the nonsmooth differential equations of the rigid body
is analysed (Section 4). By determining the so-called limit directions at the discontinuity
set, the occurrence and the properties of the transitions are analysed between rolling and
slipping.
2. Dynamics of a rigid body on a flat surface
2.1. Kinematics
We consider a rigid body in contact with a fixed rigid plane (see Figure 1). The centre of
gravity of the body is denoted by C and the instantaneous contact point is denoted by P . It
is assumed that the surface of the body is smooth and there is a single contact point during
the motion. The relation between the velocities vC and vP of C and P is given by
vC = vP + ω × rPC , (1)
where ω is the angular velocity of the body and rPC is the position vector of C from the
contact point P . During the motion, P is related to different points of the rigid body.
Therefore the time derivative of (1) can be calculated from two different viewpoints. If we
follow the motion of the material point of the body currently located at P then the time
derivative of (1) becomes the usual formula
aC = aP +α× rPC + ω × (vC − vP ), (2)
where aC and aP are the acceleration of the points C and P , respectively, and α denotes
the angular acceleration of the body. Then, the time derivative of rCP originates from the
difference between the velocities of the two points.
However, if we follow the instantaneous geometric contact point P then the time deriva-
tive of (1) becomes
aC = v˙P +α× rPC + ω × (vC −wP ). (3)
In (3), v˙P denotes the time derivative of the velocity vP of P . This derivative is not the
same as aP because the point P is related to different material points of the body along the
motion. In this sense, the time derivative of rCP is caused by the difference between the
velocity vC of C and the velocity wP of the translation of the contact point along the plane.
This velocity is composed from two parts,
wP = vP + wP0. (4)
The two terms of (4) show that the translational velocity wP of the contact point originates
partly from the slipping velocity vP of the instantaneous contact point and the translation
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Figure 1. Sketch of the mechanical system. A rigid body is moving in contact with a fixed
plane. In this paper, the transitions between slipping and rolling are investigated.
wP0 caused by the rolling of the body. It can be shown that the latter quantity is determined
by
wP0 =
1
κ
(ω × n) , (5)
where n is the unit normal vector of the plane and κ denotes the normal curvature of the
surface of the body in the plane determined by ω × n. For simple geometries, the normal
curvature κ can be specified intuitively; and for general surfaces, it is determined by the
second fundamental form of the surface (see [7], p. 206).
By using the expressions (1) and (3)-(5), it is possible to express all quantities on the
velocity and acceleration level by vP , ω and their derivatives. The Coulomb friction model
is discontinuous at vP = 0, and by this choice of variables, the discontinuity set of the
differential equation can be described easily.
2.2. Dynamics
Let FP denote the force acting on the body at the contact point P . The effect of all other
forces and torques acting on the body are substituted by a force FC and a torque TC acting
at the centre C of gravity. Then, the Newton-Euler equations of the body become
maC = FC + FP ,
Jα+ ω × (Jω) = TC − rPC × FP ,
(6)
where m is the mass of the body and J is the moment of inertia tensor with respect to the
centre of gravity C.
The equations (6) are supplemented by additional equations according to the rolling or
slipping state of the contact. In case of rolling, the motion satisfies the rolling constraint
vP ≡ 0. (7)
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By assuming slipping, the force acting at P can be expressed by the Coulomb friction law
FP = N ·
(
n− µ vP|vP |
)
, (8)
where µ denotes the friction coefficient and N is the normal contact force between the sur-
faces. The analysis is restricted to the slipping or rolling states only, and we do not consider
other phenomena like separation of the surfaces, impact without collision and consistency
problems between the contact modes (see [5]).
2.3. Differential equation for the slipping case
By combining (1)-(5) and (6), the time derivatives of vP and ω can be expressed,
ω˙ = α = −J−1 · (ω × (Jω)) + J−1 ·TC − J−1 · (rPC × FP ) , (9)
v˙P =
FC
m
+
FP
m
− ω˙ × rPC − ω ×
(
ω × rPC − 1
κ
(ω × n)
)
. (10)
To get an ordinary differential equation from (9)-(10), we introduce coordinates both in the
displacement and the velocity level. Assume that in the neighbourhood of a chosen initial
state, the position and the orientation of the rigid body is described by five generalized
coordinates in the form
q = (q1, q2, q3, q4, q5). (11)
The sixth degree of freedom of the rigid body is fixed by the constraint of the normal contact
between the body and the plane.
Let us choose an orthonormal coordinate system consisting of two unit vectors t1 and
t2 laying in the tangent plane of the contact and the normal unit vector n defined before
(see Figure 1). Then, the velocity state of the body is described by the set
s = (u1, u2, ω1, ω2, ω3) (12)
of quasi-velocities (see [9], p. 254), where the components of vP and ω are defined by
vP = u1t1 + u2t2, ω = ω1t1 + ω2t2 + ω3n. (13)
The generalized coordinates (11) and the quasi-velocities (12) can be used to compose
a set of first-order ordinary differential equations of the body. The time derivatives of the
generalised coordinates are expressed in the form
q˙ = K(q) · s, (14)
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where K(q) is a 5 by 5 matrix depending on the generalized coordinates q. By taking the
time derivative of (13), we get
v˙P = u˙1t1 + u˙2t2, ω˙ = ω˙1t1 + ω˙2t2 + ω˙3n. (15)
That is, the left-hand sides of (9)-(10) contain the time derivatives of the five quasi-velocities
(12). From the last component of (10), the unknown normal force N can be expressed
algebraically, which is necessary to calculate the friction forces in the Coulomb model (8).
On the right-hand sides of (9)-(10), all quantities can be expressed by q and s. The
geometric quantities rPC(q) and κ(q) depend on the generalised coordinates, and the moment
of inertia tensor J(q) is affected by the orientation of the body, as well. We assume that
there is no explicit time dependence in the external forces, that is, the resultant FC(q, s) and
TC(q, s) is expressed by q and s. In case of slipping, the force FP from (8) can be expressed
in the form
FP = −µN u1√
u21 + u
2
2
t1 − µN u2√
u21 + u
2
2
t2 +Nn. (16)
Finally, the equations (9)-(10) can be transformed into the form
s˙ = f(q, s), (17)
where the function f can be derived from (9) and (10).
From equations (14) and (17), a set of first-order differential equations can be composed
for the variables s and q. This differential equation is not defined at u1 = u2 = 0 because
of the formula of the friction force in (16). The states with u1 = u2 = 0 correspond
to rolling, which behaviour is described by another differential equations by including the
rolling constraint (7). However, the discontinuous behaviour of the slipping equations at
u1 = u2 = 0 becomes important when the system switches between rolling and slipping. An
analysis of the system can be provided by the tools of the extended Filippov systems, which
are presented briefly in the next section.
3. Basic concepts of extended Filippov systems
In this section, the most important concepts and definitions of extended Filippov systems
are presented, which are applied for the analysis of the rigid body on the plane. For a more
detailed description of these systems can be found in [1] and [2].
Suppose that the vector field is located in the domain D ∈ Rm. Consider an m − 2
dimensional smooth manifold Σ ⊂ D, where the vector field is discontinuous in the sense
defined below. At a point x0 ∈ Σ, let the tangent space denoted by Tx0Σ, and its orthogonal
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Figure 2. Basic concepts of extended Filippov systems. Left panel: the behaviour of the
vector field at a point of the discontinuity manifold Σ. Right panel: the definition of the
functions R(φ) and V (φ) in the orthogonal space of the discontinuity manifold.
complement is denoted by Ox0Σ (see the left panel of Figure 2). In other words, Ox0Σ
contains the vectors v ∈ Rm for that 〈v, w〉 = 0 for all w ∈ Tx0Σ, where 〈., .〉 denotes the
usual scalar product in Rm.
At a point x0 ∈ Σ, consider an orthonormal basis (n1, n2)(x0) of Ox0Σ with 〈n1, n1〉 =
〈n2, n2〉 = 1 and 〈n1, n2〉 = 0, where n1 and n2 depends smoothly on x0. Then, let us define
the function
n(φ)(x0) := cosφ · n1(x0) + sinφ · n2(x0). (18)
That is, n(φ) maps the interval [0, 2pi) onto the unit vectors of Ox0Σ. The parameter
φ ∈ [0, 2pi) can be imagined as an angle corresponding to the possible directions orthogonal
to Σ at x0 (see the left panel of Figure 2).
Definition 1 (Extended Filippov system) Consider the vector field
x˙ = F (x), x ∈ D ⊂ Rm, F : D \ Σ→ Rm, (19)
where Σ is an m − 2 dimensional smooth manifold in D. The system (19) is called an
extended Filippov system if the following properties are satisfied:
1. The vector field F is smooth on D \ Σ.
2. The limit
F ∗(φ)(x0) := lim
→0+
F (x0 + n(φ)(x0)) (20)
exists for all x0 ∈ Σ and for all φ ∈ [0, 2pi).
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3. For all x0, there exist φ1, φ2 ∈ [0, 2pi) for that F ∗(φ1) 6= F ∗(φ2).
The three requirements of Definition 1 prescribe that the discontinuity of the system is
restricted to the manifold Σ, the limit of the vector field does not diverge from any direction,
and there is indeed a discontinuity all along Σ. In the sense of Definition 1, Σ is called a
codimension–2 discontinuity manifold of F .
At a chosen point x0 ∈ Σ, the function F ∗(φ) is called the limit vector field of F
(see Figure 2). The projection of this limit vector field onto Ox0Σ can be described by the
quantities
R(φ) := 〈F ∗(φ), n(φ)〉 , V (φ) := 〈F ∗(φ), n(φ+ pi/2)〉 . (21)
The function R(φ) describes the vector field in the radially inward or outward direction, and
V (φ) gives the dynamics rotating around the discontinuity set (see the right panel of Figure
2). By using the polar coordinates r and φ, the system r˙ = R(φ), φ˙ = V (φ)/r describes the
dynamics of the projected vector field into the orthogonal space Ox0Σ.
Definition 2 (Limit direction) Consider an extended Filippov system x˙ = F (x) and a point
x0 ∈ Σ of the discontinuity manifold. The roots of the equation V (φ) = 0 are called the limit
directions of x0 with respect to F . A limit direction φ1 with V (φ1) = 0 is called attracting
if R(φ1) < 0 and it is called repelling if R(φ1) > 0.
The limit directions have an important role because they correspond to the trajectories of
F tending to x0 in forward (attracting limit direction) or backward time (repelling limit
direction). If all limit directions of x0 are either attracting or repelling then the dynamics
of F gets stuck into Σ in forward or backward time, respectively. This leads to the so-called
sliding dynamics generated inside the discontinuity manifold Σ. For the exact derivations
and a more detailed explanation, see [1] and [2].
The introduction of the definition of extended Filippov systems were motivated by me-
chanics because the slipping 3D of rigid bodies on each other with Coulomb friction leads
to this type of dynamical system. Then, the rolling behaviour corresponds to the sliding
dynamics of the extended Filippov system. Therefore, the analysis of the limit directions
can be applied to explore the transitions between slipping and rolling between the bodies.
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4. Application of the tools of extended Filippov system
4.1. Modelling by an extended Filippov system
Let us consider the problem of the rigid body on the plane, which was presented in Section
2. From (11) and (12), we can compose the state variable
x = (s, q) = (u1, u2, ω1, ω2, ω3, q1, q2, q3, q4, q5) ∈ R10. (22)
By using the vector field F = (f(s, q),K(q) · s), the differential equation from (14) and (17)
can be written in the form
x˙ = F (x). (23)
The discontinuity of the vector field F (x) is caused by the terms u1/
√
u21 + u
2
2 and
u2/
√
u21 + u
2
2 (see (16)). The structure of (9) and (10) shows that these discontinuous terms
are subjected to addition and multiplication by smooth terms. Therefore, the resulting
vector field F (x) can be written in the form
F (x) =
u1√
u21 + u
2
2
·A(x) + u2√
u21 + u
2
2
·B(x) + C(x), (24)
where A(x), B(x) and C(x) are smooth vector fields.
Let us check whether the system (24) is indeed an extended Filippov system. The
discontinuity manifold Σ of (24) is the hyperplane defined by u1 = u2 = 0. At any point
x0 ∈ Σ, the basis of the orthogonal complement Ox0Σ can be fixed to n1 = (1, 0, . . . 0) and
n2 = (0, 1, . . . 0). Then, (18), becomes
n(φ) = n1 · cosφ+ n2 · sinφ = (cosφ, sinφ, 0, . . . 0), (25)
and direct calculation of (20) leads to
F ∗(φ)(x0) = cosφ ·A(x0) + sinφ ·B(x0) + C(x0). (26)
It can be seen from (24) and (26) that the conditions of Definition 1 are satisfied and (24)
is an extended Filippov system.
4.2. Limit directions
The discontinuity set Σ is defined by u1 = u2 = 0 in the 10 dimensional phase space, thus, its
points can be given by the remaining 8 variables in the form x0 = (0, 0, ω1, ω2, q1, q2, q3, q4, q5).
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We want to categorize these points of Σ according to the number and type of the limit direc-
tions of the system (see Definition 2). At a given point x0 ∈ Σ, let us calculate the functions
R and V from (21). Then, we get
R(φ) =
A1 +B2
2
+ C1 cosφ+ C2 sinφ+
A1 −B2
2
cos 2φ+
B1 +A2
2
sin 2φ, (27)
V (φ) =
A2 −B1
2
+ C2 cosφ− C1 sinφ+ B1 +A2
2
cos 2φ− A1 −B2
2
sin 2φ, (28)
where the first two components of the vectors A,B,C are defined by A = (A1, A2, . . . ),
B = (B1, B2, . . . ), C = (C1, C2, . . . ).
Determining the roots of the finite Fourier series V (φ) leads to an eigenvalue problem
of a 4 by 4 complex matrix, which results in maximum 4 real roots on the interval [0, 2pi)
(see [4]). Hence, the system has maximum 4 limit directions. Moreover, it can be shown
by direct calculation from (9)-(10) that A2 = B1. Therefore, the constant term of (28)
vanishes and the integral of V (φ) on [0, 2pi) becomes zero, which requires at least 2 roots.
Consequently, the system (24) has 2, 3 or 4 limit directions.
Although the limit directions φ1, φ2, . . . can be expressed analytically, the resulting
general formula is too lengthy for deciding the sign of R(φ) in Definition 2. However, from
Definition 2, the boundary case between an attracting and repelling limit direction is given
by R(φ) = V (φ) = 0, which leads to
(A1B2 −A2B1)2 = (A1C2 −A2C1)2 + (B1C2 −B2C1)2. (29)
The quantities A1 . . . C2 depends smoothly on the phase variables ω1 . . . q5 from (22). There-
fore, (29) is an implicit formulation of a 7 dimensional smooth surface in the 8 dimensional
discontinuity set Σ. This surface separate the regions in Σ with a different types of limit
directions.
From the theoretically possible numbers and types of limit directions, let us find and
characterise the most important and physically realistic cases. The case with 3 limit direc-
tions corresponds to the occurrence of multiple root of (28) with V (φ1) = dV (φ1)/dφ = 0.
Thus, from the possible numbers of the limit directions, the cases 2 and 4 occur in general.
Let us suppose that the behaviour of the system should be unique in forward time, in
accordance with the usual mechanical expectations. Exact checking of this assumption from
the structure of (9)-(10) can be a task of the further research. This uniqueness requires that
there can be maximum 1 repelling direction, because otherwise, the transition from rolling
to slipping would result in more different solutions.
The typical phase portraits and the limit directions can be seen in Figure 3. First panel:
2 attracting limit directions; second panel: 1 attracting and 1 repelling direction; third panel:
4 attracting directions; fourth panel: 3 attracting and 1 repelling directions.
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Figure 3. Sketch of the dynamics of (24) projected into the orthogonal space at some
typical cases of points. The origin of the diagrams corresponds to the discontinuity of the
slipping equations at the rolling limit case u1 = u2 = 0. The solid lines denote the attracting
limit directions, the dashed lines denote the repelling limit directions.
4.3. Mechanical consequences
The system F (x) in (23) was introduced to describe the slipping behaviour of the body.
The discontinuity manifold Σ is the line u1 = u2 = 0, which coincides with the condition
of the rolling constraint (7). That is, the rolling dynamics of the system is defined on Σ.
The (smooth) rolling vector field can be derived either from the Newton-Euler equations (6)
with the rolling constraint (7), or directly from the limit vector field (26) of the slipping case
(see [1] about the sliding dynamics).
We want to show the consequences on the presented results on the transitions between
the rolling and the slipping behaviour. In the projected phase portraits in Figure 3, the
corresponding point x0 of the discontinuity set Σ is located in the origin. In this phase
portraits, the transition between rolling and slipping corresponds to the trajectories which
tend to the origin in forward or backward time. It can be shown that these trajectories reach
the origin in finite time (see [2] for the proof). The limit directions show the directions where
the trajectories can reach the origin, thus, they determine the possibility and the properties
of slipping-rolling transitions.
If there are only attracting limit directions (see the first and the second case in Figure 3)
then all nearby trajectories tend to the origin of the projected phase space and they cannot
be continued after a while. Then, the dynamics continues inside the discontinuity set Σ,
which correspond to rolling. Therefore, in case of attracting directions only, the rolling is
realizable because the effect of small slipping perturbations are eliminated by the dynamics.
It can be seen from the phase portraits that the behaviour of the different attracting
limit directions are not the same. There are some dominant attracting directions (see e.g. φ1
in the first panel of Figure 3), which attract the adjacent trajectories to the limit direction.
However, there are some less dominant attracting directions (see e.g. φ2 in the first panel
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of Figure 3), which do not have this property. The different behaviour is determined by the
sign of dV (φi)/dφ at the limit directions, which becomes negative in case of a dominant
direction. It can be shown that almost all trajectories reach the origin tending to the
dominant attracting limit directions. That is, the transition of the slipping into rolling is
realized through these dominant attracting directions. Note that in the second case of Figure
3, there are two dominant attracting directions (φ1 and φ3).
If there is a repelling limit direction (see the third and the fourth cases of Figure 3) then
there is a possibility for escaping from the vicinity of the discontinuity set. Therefore, in the
presence of a repelling limit direction, the rolling is not realizable because the effect of small
slipping perturbations can push the system away from the rolling state.
Note that the dynamic behaviour in the third and the fourth cases of Figure 3 is funda-
mentally different. In the third panel, there is no dominant attracting direction, thus, most
of the trajectories do not reach the origin but they avoid that. That is, the system gets close
to the rolling behaviour, but it typically does not reach it. However, in the fourth panel,
the dominant direction φ3 attract all trajectories between φ2 and φ4 and makes them to
reach the origin, and to be continued through the repelling direction φ1. That is, a typical
behaviour of the system is to reach the rolling behaviour for a moment but to start slipping
immediately again.
5. Conclusion
The dynamical equations of a rigid body were derived which body is in contact with a rigid
fixed surface. The key step of the derivation was expressing of the kinematic quantities
by the velocity and acceleration of the instantaneous contact point between the body and
the plane. As a result of the Coulomb friction model, the resulting dynamical system is
discontinuous at the zero velocity of the contact point. By the methods of extended Filippov
systems, the type and the number of the limit directions were analysed, which are strongly
related to the slipping-rolling transitions of the rigid body. The important scenarios were
investigated to explore the possible changes of the dynamics between rolling and slipping.
The results lead to a deeper understanding of the problem, and they provide a guideline
for the analysis of the specific mechanical problems. The information about the properties
of the limit directions can be useful when creating an effective numerical simulation in the
vicinity of this type of discontinuity in the phase space.
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Nonlinear dynamics of inhomogeneous in two directions nano-beams 
with topologic optimal microstructure 
J. Awrejcewicz, S.P. Pavlov, M.V. Zhigalov, V.A. Krysko 
 
Abstract: In the first step of our study a microstructure is designed based on the 
method of topological optimization. Namely, for the specific conditions of loading 
and fastening of the beam a topological optimization of its microstructure is carried 
out by the criterion of maximum stiffness. In result, an optimized beam exhibits 
heterogeneity in two directions, i.e. in thickness and length. In the second step our 
investigations are aimed on the static and dynamic behavior of the beam using the 
Bernoulli–Euler model, including the size-dependent behavior on the basis of the 
modified couple stress theory and the geometric nonlinearity of the von Kármán type. 
Comparison of static and dynamic results for the optimal and homogeneous beams 
has been carried out taking into account the size-dependent behavior for various 
boundary conditions and load types. It is shown that for an uniform beam and a beam 
with optimal microstructure, the stress deformed state and the values of natural 
frequencies are significantly different, both for linear and nonlinear cases.  
1. Introduction 
The non-homogenous materials (NM) are composed of the multi-phase composites and their phase 
volumes can be changed in the required direction. The latter property allows for improvement of the 
material strength characteristics without occurrence of the harmful stress concentration. Owing to this 
feature, beams made from NM are widely used in numerous engineering fields including the gas 
turbines, wind turbines, rotor blades of a helicopter, wings, tethering paddles, wicket gates, ship 
power screws, as well as various structural elements of the cosmic and sea structures [1]. 
The change of the material property along an arbitrary direction can be described by the 
polynomials or exponential functions. In the case of beams the change of NM properties can be 
oriented in two directions simultaneously, i.e. in directions of the beam length and thickness. As the 
review of the state-of-the art of the available literature shows, a change of the elastic properties on the 
micro-structure level has been predicted by a constructer with a help of the methods of optimization. 
Furthermore, majority of the so far carried out investigations are focused on a study of the NM 
beam free vibrations with an account for the change of the material properties with regard to beam 
thickness. The main goal of the carried out investigations was to find the frequencies of the different 
modes of beam vibrations using different methods [2-8]. 
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However, analysis of the free vibrations of beam with non-homogenous transversal cross-section 
or with changeable material properties of a beam in its longitudinal direction is more complex in 
comparison to the beams of homogenous transversal cross-sections and made from the homogenous 
materials [9,10]. The occurred variable coefficients in the beam governing equations cause many 
problems and only a few analytical solutions have been found in the case of the free vibrations of 
beams exhibiting the change of material properties in the axial directions [11,12]. Non-linear behavior 
of non-homogenous beam with an account of the von Kármán geometric non-linearity using the finite 
element method (FEM) has been studied in reference [13]. FEM has been also employed to study free 
vibrations of axially and transversally non-homogenous  beams made from NM and exhibiting large 
displacements [14]. Free vibrations of cantilever beams having both axially and transversally non-
homogeneity using both FEM and the Euler-Bernoulli beam models have been analyzed in reference 
[15]. References [16-18] report vibrations and stability of a beam made from NM within the Euler-
Bernoulli and Timoshenko models (they have been studied numerically). The Galerkin method has 
been employed to study geometrically non-linear beams made from NM in reference [19]. In order to 
investigate beams with an account for either homogenous or non-homogenous properties of the beam 
materials, numerous numerical models have been developed being based on the various beam theories 
including the Euler-Bernoulli [9,20-26] and Timoshenko [17, 27-30] models. Investigations of free 
vibrations and dynamic characteristics f the NM beams with changeable transversal cross-sections 
have been carried out in papers [31-33].  
In our work, in contrary to the classical and widely used approaches based on the design 
engineers intuition and experience, the micro-structure of the beams has been defined with a help of 
the method of a topological optimization. The approach consists of two steps. In the first step, for the 
a priori defined loading conditions and boundary conditions for a given beam, the topological 
optimization of its microstructure based on getting the maximum stiffness is employed. In result of 
this procedure the beam with optimal microstructure exhibits non-homogeneity in two directions, i.e. 
along its thickness and length. In the second step, the static and dynamic beam behavior based on the 
Euler-Bernoulli hypothesis and taking into account the size dependent effects  under employment of 
the modified momentous theory and the geometric von Kármán non-linearity, has been studied. 
It has been shown that for the case of a homogenous beam and a beam with the optimized 
microstructure the stress-strain state and the fundamental frequencies are essentially different in either 
linear or non-linear case. 
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2. Mathematical background 
In order to approximate the material properties in the process of optimization the RAMP (rational 
approximation of material properties) law is employed, where the thermo-elastic material 
characteristics are function of a fictitious density  xr  [34]: 
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where the Young modulus  xE  and the coefficient of the temperaturee extension  x  stand as a 
function of the artificially introduced density  xr , which plays a role of the controlled variable in the 
optimization process for the Young modulus )(xE  and the coefficient )(x  of the reinforced 
material.  
Figure 1. Computational beam model 
 
The coefficients 1p  and 1q  are the penalty parameters. For   1xr  the whole space is filled 
be the reinforced material. The investigations are carried out for the thermos-elastic beam model  
1:40, and for steel as the beam material ( 0E = 200 МPa, 0 = 12.3E-6 1/K, 
3
0 7800kg/m  ). The 
computational model and boundary conditions are shown in Fig.1. The beam is clamped along its 
boundary Г1,  whereas it is free from the loading on the boundary Г2. On the boundary Г3 the beam 
is under the vertical load 10F  MN.  
Beam flexibility is measured by the functional   3)( FdsrJ , where   stands for the beam 
displacement in direction of the load employed on the boundary Г3 [2]. Therefore, we need to find 
)(min J  and the constraints   ,1x0,)(0  

dx  where   measures the part of the  
reinforced material, and A  is the surface of the optimized space  . In order to get a numerical 
solution in each beam point, the introduced density cannot vanish in entively and therefore we take 
510 . This allows to avoid singularity of the stiffness matrix while solving the problem of 
optimization. We also fixed the concentration coefficient of the reinforced material 5.0 .  
The optimal topology of the beam microstructure has been obtained on the basis of solution to the 
problem of thermoelasticity using FEM matched with the method of moving asymptotes. Examples of 
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optimal topology of the beam material distribution under action of the different temperatures оптT  are 
shown in Fig 2, where red color stands for reinforced material.  
a) b) 
 
c) 
Figure 2. Optimal beam topologies: a) 
020оptT С , b) 
050оptT С , c) 
030оptT С   
 
In order to analyze sensitivity of the optimal beams versus temperature change, we studied the 
stress-strain states (Table 1) of the beams subjected to action of the exploitation temperatures expT
being different from the optimization temperature оptT .  
 
Table 1. Maximum values of the Mises stresses (MPa) 
 
 
 
 
 
 
It follows from Table 1 that for expT  different from оptT  the maximum stresses are essentially 
increased. It means that if expT  are a priori not known, then it is recommended to take expоptT T . Our 
further investigations have been carried out for the temperature оptT  equal to the temperature of the 
surrounding matter 0exp 20optT T C  .  
3. Results and discussions 
Based on the solution of the problem of optimization we have obtained the distribution of the Young 
modulus and density of the beam along the beam length (see Fig. 3, where 
610 ,E E    210 ).     
The obtained values of the physical quantities have been employed to study static and dynamics 
problem of the non-linear Euler-Bernoulli beam model governed by the following PDEs: 
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expT  
243 293 323 
243 13.604E7 29.937E7 45.605E7 
293 40.397E7 5.8906E7 17.813E7 
323 61.175E7 25.714E7 8.7453E7 
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Figure 3. Young modulus E  and material density   of the beam versus a/h. 
 
The boundary conditions correspond to rigid clamping of two beam ends 
   (0, ) ( , ) 0; 0, , 0; (0, ) ( , ) 0,w t w a t w t x w a t x u t u a t           (3) 
and the initial conditions are as follows 
    .00,)0,(;00,)0,(  txuxutxwxw  (4) 
Numerical investigation of static and dynamics problems has been carried out for the non-
dimensional PDEs and the following fixed parameters: relative beam length 401  ha  and the 
size-dependent parameter 3.0;02  hl . 
3.1. Methods of solution 
In order to reduce PDEs (2) to a system of ODEs we have first used the FDM (finite difference 
method) regarding the spatial coordinates wu, . The Cauchy problem has been solved by the 4th (rk4) 
and 2nd (rk2) order Runge-Kutta methods, the 4th order Runge-Kutta-Fehlberg (rkf45), the 4th order 
Cash-Carp method (rkck), the 8th order Runge-Kutta-Dormand-Prince method (rk8pd) and the 
implicit 2nd (rk2imp) and 4th (rk4imp) Runge-Kutta methods. The optimal integration step has been 
chosen based on the Runge principle. 
Solutions to the static problems have been obtained based on the analysis of the dynamic 
equations (2). This approach will be further called the relaxation method. If the load  q  does not 
depend on time, we can obtain a solution to the problem of statics based on the dynamic approach. 
The initial conditions play a role of excitation of the static problem, whereas the term of the first 
derivative consisting the dissipation coefficient plays a role of damping of the excited solution. When 
the solution achieves its steady state, it is interpreted as the solution to the static problem. 
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3.2. Solving the static problem 
The so far described methods have been employed to investigate four different combinations of 
the parameters: 1 - without account of the size-dependent effect; 1* - without account of the size-
dependent effect but with optimization; 2 - taking into account the size-depended effect; 2* - taking 
into account the size-dependent effect and optimization. 
Figures 4 and 5 present dependencies w(n) and q(w)  for the non-linear case. The carried out 
analysis has shown that for the employed values of the coefficients and result of optimization, the 
curves q(w) for the optimal problem without the size-dependent behavior and the homogeneous 
problem with an account for the size-dependent beam behavior are close to each other, in particular 
for the non-linear curve. The optimal beam deflections are less than the homogenous beam 
deflections. Differences between the values of the maximum deflection of the homogenous and 
optimal beam for both linear and nonlinear case with/without an account for the size-dependent 
coefficient 3.02   are shown in Table 2.  
  
Figure 4. Dependence w(n) for the 
non-linear problem 
Figure 5. Dependence q(w) for the non-
linear size dependent problems 02   
 
Table 2. Differencies in the maximum beam deflection for the linear and nonlinear problem 
Linear problem Noninear problem (q=500) 
02   3.02   02   3.02   
23,6%, 23,1% 14.13% 15.74% 
Table 3. Differencies in estimating the beam fundamental frequencies for the linear and nonlinear 
problems 
Linear problem Nonlinear problem (q=320) 
02   3.02   02   3.02   
6.54% 6.16% 2.56% 0.5% 
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Based on the results reported in Table 2 one may conclude that the developed method for 
optimization allows to get constructions with the optimal properties wither with or without the size-
dependent beam behavior. 
We have investigated an influence of the optimal beam structure on the value of eigenfrequencies 
of both linear and nonlinear problems (Table 3). 
 
Figure 6. Beam deflection versus frequency 
 
The optimal beam exhibits similar deflection for either existence or lack of the size-dependent 
problem. Besides, while constructing the dependence frequency-deflection ω(w) of the optimal 
(1*,2*) and non-optimal (1,2) problems (Fig. 6) increase of the load implies convergence if the results 
and respectively of the beam deflections.  
3.3. Non-linear problem 
In order to study an influence of the optimal beam topology on the beam dynamics the following 
characteristics are considered: the Fourier spectra, the wavelet spectra based on the basis of the 
mother Morlet wavelet, the Poincaré section, the phase portraits and the values of the largest 
Lyapunov exponents (LLEs).  The results are obtained under action of the sinusoidal transversal load 
)sin(0 tqq p , and the damping ciefficient 1 . In order to verify the reliability of LLEs computed 
via the Wolf [36] algorithm, they have been also estimated by Rosenstein [37], Kantz [38]  and neural 
network (NW) [39] methods. 
Table 4 consists of the following results: a) signal );5.0( tw ; b) Fourier spectrum based on the 
FFT (fast Fourier transform) )(S ; c) 2D wavelet spectrum; d) phase portrait  )(tww ; e) LLEs 
estimated by the four different methods.  
In the case study 1 ( 02  , homogenous mode), the power spectrum consists of 22 fundamental 
frequencies covering the interval of 0.218. The spectrum exhibits period-doubling 21 p  and 
period-quadrupling 42 p bifurcations. The maximum powerful frequency, in spite of the 
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excitation frequency, is 092.23  . The Morlet wavelet (1c) shows that the spectrum is not 
uniformly distributed, and certain frequencies are switched-on or switched-off in time 
For the case 1* ( 02  , optimal beam) the Fourier spectrum consists of the fundamental 
frequencies ,486.01  ,46.12  026.4,052.3,078.2 543  . Pairs of those frequencies 
exhibit the following remarkable relations: 974.05453412  p . In other 
words, it means that the frequencies 
543 ,,   are dependent on the excitation frequency p .  
 
Table 4. The vibrational characteristics (see the text description) 
Case 
study 
1) Ln=0, Opt=0, 
ω=5, q=38000 
1*) Ln=0, Opt=1, 
ω=5, q=38000 
2) Ln=0.3, Opt=0, 
ω=5, q=55000 
2*) Ln=0.3, Opt=1, 
ω=5, q=55000 
a) 
    
 
b) 
    
  
c) 
    
d) 
      
e) Rosenstein  0.0672; 
Kantz 0.0246; Wolf  
0.0054  
Rosenstein 0.0645; 
Kantz  0.0216; Wolf  
0.00704  
Rosenstein 0.066 
Kantz 0.0198 Wolf 
0.061  
Rosenstein -0.001 
Kantz  -0.00065 Wolf 
-0.00928  
 
The frequency 2  depends on 1 , whereas the latter one is independent. The frequency 
spectrum exhibits a series of frequencies of small power, which depend on the frequencies p  and 
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1 . The Morlet wavelet, similarly to the previous case, exhibits switching-on and switching-off of 
the frequencies 
1 , 2 , 3 in time.  
In the case study 2 ( 3.02  , homogenous beam) time histories (2a) and the Fourier spectrum 
(2b) imply chaotic vibrations. The frequency 982.11   is equal to p with respect to their powers. 
The Morlet wavelet also validates the chaotic vibrations and equality of the powers of the frequencies 
p  and 1 . Besides, practically all remaining frequencies depend on time, and time instants of their 
part switching-on correspond to switching-off of the other frequencies. The phase portrait presents an 
attractor with two centers corresponding to p  and 1 .  
For the case study 2* ( 3.02  , optimal beam) the vibration character is essentially different. 
The Fourier spectrum validates periodic vibrations. However, the Morlet wavelet exhibits frequencies 
of rather small power localized in the low part of the spectrum. Those frequencies play a role of the 
noise, which disturb the previous sinusoidal shape of the signal (2*a), and also the phase portrait 
(2*e).  
4. Concluding remarks 
We have constructed the mathematical background aimed on getting the optimal topology of the 
beam for the given loads and boundary conditions. The algorithms and programs have been worked 
out yielding the optimal distribution of the beam material and the criterion of the minimum flexibility. 
In result of the carried out static dynamic investigations, we have presented examples exhibiting 
influence of the optimal beam structure on the change of beam deflection, beam fundamental 
frequencies and its dynamic characteristics. The carried out investigations show that the beams with 
optimal topology possess better material characteristics in comparison to the standard homogenous 
beams. 
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Tracking control of a muscle-like actuated double pendulum
Carsten Behn, Konrad Siedler
Abstract: Adaptive control strategies are analyzed in numerical simulations to
control a robot arm with a double pendulum structure. Powered by antag-
onistic, muscle-like actuators, the controller shall enable the system to track
prescribed trajectories for a desired movement as quickly and precisely as possi-
ble. But, due to the natural muscle behavior, the control variables underly pre-
scribed bounds: the limited control inputs are generated by muscle intensities.
Therefore, feedback strategies are sought which have to be limited from the very
beginning. For this, at rst, the principles of adaptive lambda-tracking control
are introduced by simulations of a system with a DoF=1. Lambda-tracking
allows a simple feedback and gain adaptation structure. A preselection of the
best-rated controllers is made to apply them to a system with DoF=2. After
some model adjustments to the real mechanics of a prototype (for experimental
verication), an intensity control is determined, to divide the controller vari-
ables to the respective muscle pairs. Then, various numerical simulations of
a system with DoF=2 are performed. The previously described and analyzed
control structures are then checked regarding to set-point control and tracking.
For the optimization of the simulation results dierent approaches are intro-
duced, for example: limitation of the muscle activity, the insertion of an error
vector, adaptive determination of factors of a saturated controller.
1. Introduction
Nowadays, adaptive control strategies are used to dominate technical systems, possible in-
spired from biology, which underlie uncertainties from the environment. For example, tech-
nical sensor systems { inspired by the paragon mechanoreceptor cells from biology { are used
for monitoring and measuring ground excitation, whereas these ground excitations play an
uncertain role, wherefore adaptive control strategies are used to control a seismic point mass
in such a way to get information about the environment [3].
In this paper at hand, we deal with the problem in controlling a compliant robotic system by
means of actuators with muscle-like properties, which underlie prescribed bounds due to the
natural muscle behavior. Hence, we need to design control strategies with input saturation
because of limited resources. Due to the compliance of the system, many parameters and of
course the load of the robotic system, which has to be handled, are unknown and/or uncer-
tain. Therefore, adaptive control strategies are chosen. In order to show that the developed
strategies work eectively and are powerful, we choose this typical example of a (inverted)
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pendulum with DoF  2, see [2] and [5], but contrary considering muscle-like actuators
instead of conventional torque ones.
First, we present the corresponding mathematical model of the considered system in Sec-
tion 2. Section 3 is devoted to the favored adaptive control strategy, which has to be
limited/saturated in Section 4 and converted into intensities due to the muscle behavior.
The eectiveness of the controller is tested in numerical simulations in Section 5. The ex-
perimental setup is shown in Section 6 which is used for a verication.
2. Mathematical modeling
First of all, the considered compliant system is introduced. As mentioned above, a biolog-
ical inspired robot arm in form of a double pendulum (simplied SCARA-type) with two
antagonistic muscle pairs is chosen to be tested under the adaptive control strategies from
Section 3. The robotic structure and the mechanical quantities of the system are depicted
in Fig. 1. Using this model, the eciency of the designed control strategies should be well
visible.
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ϑ ϑ1+ 2
m , J , l , r1 1 1 1
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Figure 1. Considered double pendulum structure with actuator arrangement.
The governing equations of motion of the system are derived using Euler-Lagrange equa-
tions of the 2nd kind with the generalized coordinates q1 := #1 and q2 := #2. The following
matrix-vector notation results [1]:
M(q)q + C(q; _q) _q +G(q) = u; (1)
with:
M(q) =
0@m1r21 + J1 +m2 l21 + r22 + 2l1r2 cos(q2)+ J2 m2 r22 + l1r2 cos(q2)+ J2
m2

r22 + l1r2 cos(q2)

+ J2 m2r
2
2 + J2
1A
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C(q; _q) _q =
0@ m2 l1 r2 sin(q2)  _q22 + 2 _q1 _q2
_q21 m2 l1 r2 sin(q2)
1A
G(q) =
0@sin(q1)[m1 g r1 +m2 g l1] +m2 g r2 sin(q1 + q2)
m2 g r2 sin(q1 + q2)
1A
The vector of control inputs u, which formerly consists only of classical control torques, has
to be developed in dependence on the muscle-like actuators and their intensities. Before
doing this, we present the chosen adaptive control strategy in the new section.
3. Control strategies
Several control strategies are tested in numerical simulations in [4], [8] and [9], with the focus
on simplicity of the feedback and gain adaptation laws in contrast to literature, e.g. [6]. The
best working strategy is the so-called -tracking Eq. (2):
ei(t) := qi(t)  qRef i(t)
ui(t) =  ki(t) ei(t)  i ki(t) _ei(t)  i ki(t)
tR
0
ei(t)dt
_ki(t) =
8><>: i (kei(t)k   i)
2 for kei(t)k  i
0 else
9>>>>=>>>>;
(2)
Its improved version is the advanced -tracking strategy Eq. 3 [4]:
ei(t) := qi(t)  qRef i(t)
ui(t) =  ki(t) ei(t)  i ki(t) _ei(t)  i ki(t)
tR
0
ei(t)dt
_ki(t) = i
8>>>><>>>>:
(kei(t)k   "ii)2 for "ii + 1  kei(t)k
(kei(t)k   "ii) 12 for "ii  kei(t)k < "ii + 1
0 for kei(t)k < "ii ^ t  tei < tdi
 i(kei(t)k; "ii) ki(t) for kei(t)k < "ii ^ t  tei  tdi
with i(kei(t)k; "ii) := i

1  kei(t)k
"ii

9>>>>>>>>>>=>>>>>>>>>>;
(3)
with some additional parameters:
Both strategies Eqs. (2) and (3) consist of a feedback law in form of a PID-structure and
a gain adaptation law, because constant gains are unsuited for to control systems with uncer-
tainties. The tuning of constant gain parameters (by trial&error-methods) of conventional
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" - proportional factor to force the gain factor to rise up before the error value
leaves the tolerance area;
(  ) - function to reduce the gain factor;
te - time stamp, when the system value enters the tolerance area;
td - time how long the system value has to stay in the tolerance area, before the
gain factor will be reduced by .
PID-strategies will consume a lot of time. Hence, we introduce time-varying gain parameters
which adjust their necessary control values on their own using these adaptation laws. Using
these adaptation laws, a so-called -tolerance area is introduced, in which the error value of
the system is tolerated. Outside this area the gain factor will rise up in dependence on the
deviation from the tolerance area. The factor  describes a proportional factor to gain the
growth of the gain factor.
4. Intensities and saturation
Now, we have to introduce the muscle-structure to the input variables. Hence, we have to
consider the input variables ui as a superposition of the resulting torques of the muscle forces
MCk, k=1,. . . ,4, see Fig. 1:
u1 := MC1  MC2 ; and u2 := MC3  MC4 ; (4)
In the following, we exemplarily show the dependence of MC1 on its intensity v1:
To calculate the torque the mechanical properties are respected, i.e., the joint of the limb
elements are positioned at the height of the muscle's joints, see Fig. 2. Then, we have
MC1 = FC1 a1 cos(q1) ; (5)
whereas FC1 is the muscle force of actuator \1". This muscle force depends
 on its intensity v1 (with v1 2 [0; 1], whereas \0" means \no" activation of the muscle
force, and \1" means full activation), and
 on the muscle characteristic curve of HILL h1 (force-velocity-relation, representation
from [7]) in dependence on the muscle contraction velocity _S1.
We get:
FC1 = v1 h1( _S1) ; with S1 = a1 sin(q1) : (6)
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Figure 2. Sketch of the mechanical property at one joint.
The needed muscle force FC1 can be interpreted as a percentage of the possible maximum
power { this ratio is called intensity v1 [10]. The force-velocity-relation can easily be ap-
proximated [1]:
h1( _S1) = a

1   b1 arctan(c1 _S1) with a1; b1; c1 2 R : (7)
Finally, the muscle actuator with number \1" causes the following torque:
MC1 = FC1 a1 cos(q1) = v1 h1( _S1) a1 cos(q1) with _S1 = a1 _q1 cos(q1) : (8)
Substituting all these facts into Eq. (5), it yields the eective torques at each joint:
u1 := MC1  MC2 =

v1 h1( _S1)  v2 h2(  _S1)

a1 cos(q1) ; and (9)
u2 := MC3  MC4 =

v3 h3( _S2)  v4 h4(  _S2)

a2 cos(q2) (10)
Equations (9) and (10) allow to introduce the eective muscle force at each joint as the
dierence of the antagonistic muscles pairs:
Fe1 := v1 h1( _S1)  v2 h2(  _S1); Fe2 := v3 h3( _S2)  v4 h4(  _S2) : (11)
As a consequence now, the control input variable ui has to be converted to the muscle
torques, more precisely, to the muscle forces Fei, and the joint angle velocity _qi has to be
converted to the contraction velocity _Si, with i = 1; 2:
Fei =
ui
ai cos(qi)
: (12)
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To do this, we have to guarantee that the control variable is in the admissible area restricted
by the h()-functions of the muscle pairs, see Eq. (11). There are several ways in doing this
 Trial&Error-Methods in choosing the parameters ak; bk; ck of the muscles, which is
certainly not satisfactory.
 The control variable can be saturated so that no higher values of the control variable
are allowed than the system can process. The Eqs. (2) and (3) need a hard \cut-o",
so following saturation is included for the upcoming simulations:
 h2(  _S1)v2  Fe1  h1( _S1)v1
with v1 = 1 for Fe1 > h1( _S1) and v2 = 1 for Fe1 <  h2(  _S1)
 h4(  _S2)v4  Fe2  h3( _S2)v3
with v3 = 1 for Fe2 > h3( _S2) and v4 = 1 for Fe2 <  h4(  _S2)
9>>>=>>>;
(13)
To solve Eq. (11) and get admissible muscle intensities, we introduce the following
complimentary-slackness condition:
v1 v2 = 0 and v3 v4 = 0 (14)
 At last, a much more specied system of rules can reect the real model much better.
The following rules are implemented to active the contra muscle for a moving to
the course against the intended one. Additionally, the factor  allows to switch this
behavior to the movement of a segment by a relaxation of the active muscle, so that
the targeted position can be reached more stable. Equation (15) exemplarily presents
rules for the rst segment:
for cos(q1) > 0 ; _q1 > 1 ; Fe1 > 0 : v1 =
Fe1
h1( _S1)
; v2 = 0
for cos(q1) > 0 ; _q1 >  1 ; Fe1 < 0 : v1 = Fe1 h1(  _S1)
; v2 = 0
for cos(q1) > 0 ; _q1 < 1 ; Fe1 > 0 : v1 = 0 ; v2 =
Fe1
h2( _S1)
for cos(q1) > 0 ; _q1 <  1 ; Fe1 < 0 : v1 = 0 ; v2 = Fe1 h2(  _S1)
for cos(q1) < 0 ; _q1 > 1 ; Fe1 > 0 : v1 = 0 ; v2 =
Fe1
h2( _S1)
for cos(q1) < 0 ; _q1 >  1 ; Fe1 < 0 : v1 = 0 ; v2 = Fe1 h2(  _S1)
for cos(q1) < 0 ; _q1 < 1 ; Fe1 > 0 : v1 =
Fe1
h1( _S1)
; v2 = 0
for cos(q1) < 0 ; _q1 <  1 ; Fe1 < 0 : v1 = Fe1 h1(  _S1)
; v2 = 0
9>>>>>>>>>>>>>>=>>>>>>>>>>>>>>;
(15)
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5. Simulation
We choose the following system parameters, according to [9]:
m1 = m2 = 2 r1 = r2 = 1 l1 = l2 = 2 J1 = J2 = 1
ak = 1000 b

k =
2ak

ck = 10 i = 0:1 with k 2 f1; : : : ; 4g, i 2 f1; 2g.
The initial state is (q1; _q1; q2; _q2) = (0; 0; 0; 0), the target one (q1; _q1; q2; _q2) = (0:8; 0; 0; 0).
This means, the rst segment of the arm is moving 0:8 rad counterclockwise, the second
segment shall hold its position.
The simulation results are shown in the Figs. 3 and 4, using the following control parameters:
1 = 0:026 "1 = 0:7 1 = 640 1 = 0:5 1 = 0:2 1 = 0:2 td1 = 2
2 = 0:026 "2 = 0:7 2 = 400 2 = 0:5 2 = 0:2 2 = 0:2 td2 = 2
9=; (16)
Figure 3. Joint angles (left), forces (middle), controller restriction of rst joint (right).
Figure 4. Intensities of muscles CC1, CC2 (left), Intensities of muscles CC3, CC4 (middle),
controller restriction of second joint (right).
The simulation shows a very good stabilization of the target position: in a very short time
the position is reached without any important overshoot. Thereby, the limits of one muscle
force is touched for short time, but according to the saturation Eq. (15) not exceeded. With
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this ability the controller parameters can be chosen comparatively high without opposing
the danger to damage the system.
6. Prototype and verication
To verify the working principle of the control strategy, an experimental test rig (Fig. 5-left)
with DoF = 2 consists of four uidic muscles of the company \FESTO", according to Fig. 1.
Simulations with real system parameters shall show the performance of the controller and
shall indicate the magnitude of the controller parameters. For this, the parameters ak, b

k
and ck of the approximation Eq. (7) have to be identied using an additional test rig (Fig. 5-
right). A potentiometer connected to a wheel was rotated by the contracting uidic muscle
Fluidic Muscle
MAS-10-N200-AA-MCKF
GND
Signal
5V
Ground
A0
5V
Microcontroller
Potentiometer
Kg
Figure 5. Prototype (left), sketch of test rig for parameter identication (right).
which was loaded with several weights between 5 kg and 30 kg. If the potentiometer moves,
its positions are logged by a micro-controller together with the time stamps. Out of these
measuring points the force-velocity-relation in Fig. 6 is generated.
To ensure and to realize the widest possible range of functionality of the uidic muscles,
the approximation curve has to lie left to all measured points and has to be as close as
possible to all of them. A Hill approximation in form of Eq. (7) does not make a good job.
An approximation with the tanh()-function shows much better results:
hk() = ak   bk tanh(ck) with ak; bk; ck 2 R; k = 1; : : : ; 4 : (17)
In the following simulation, the controller Eq. (3) is tested with the parameters of the
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Figure 6. Measuring points (green points) with approximations to Hill (green), approxi-
mation Eq. (7) (blue) and the new one Eq. (17) (red).
prototype and its Hill approximation Eq. (17), k 2 f1; : : : ; 4g and i 2 f1; 2g:
m1 = 0:890 r1 = 0:180 l1 = 0:36 J1 = 0:0384 a1 = 0:025
m2 = 0:480 r2 = 0:145 l2 = 0:29 J2 = 0:0135 a2 = 0:025
ak = 400 b

k = 400 c

k = 5:5 i = 0:1
9>>=>>; (18)
The initial state is (q1; _q1; q2; _q2) = (0; 0; 0; 0), the target one (q1; _q1; q2; _q2) = (0:2; 0; 0:2; 0).
This means, the rst segment of the arm is moving 0:2 rad and the second one  0:2 rad,
so that the second segment will stay vertically. The following control parameters are used,
similar to Eq. (16):
1 = 0:026 "1 = 0:7 1 = 5 1 = 0:5 1 = 0:2 1 = 0:5 td1 = 2
2 = 0:026 "2 = 0:7 2 = 5 2 = 0:5 2 = 0:2 2 = 0:5 td2 = 2
9=; (19)
The quite short movement of segment 1 costs about 6 seconds before the position reaches
the tolerance area. That leads to only a slight utilization of the muscle power limits.
Now, the prototype { shown in Fig. 5(left) { is used to verify the control strategy Eq. (3).
Therefore, a micro-controller adjusts the position of proportional pressure valves to control
the pressure in the muscles by using the intensities vj , calculated by Eq. (15). The used
control parameters are the same as above, see Eq. (19).
Because of measurements, we enlarge the following point plots for a better presentation. In
doing so, we present only the the behavior of the angles in Fig. 9(left) and the time history
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Figure 7. Joint angles (left), forces (middle), controller restriction of rst joint (right).
Figure 8. Intensities of muscles CC1, CC2 (left), Intensities of muscles CC3, CC4 (middle),
controller restriction of second joint (right).
of the gain factors in Fig. 9(right). The gain factors show that the control strategy works as
expected.
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Figure 9. Experiment of the prototype: segment angles (left) and gain factors (right).
In comparison to the simulation shown in Figs. 7 and 8, the behaviors of the angles are
quite similar. The experiment shows a higher settling time, but the controller can stabilize
the position, too. Even the second segment is a little bit faster than the rst one as visible in
the simulations. The settling time can be reduced by increasing the value of i. But, because
of the limited range of movement to  0:35 rad of the prototype's segments, the limits of the
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muscle power is already much more exhausted than shown in the simulation. Thus, these
limits are already reached with a value of i > 100.
7. Conclusions
In this paper, we presented a biologically inspired manipulation system which is actuated by
muscle-like actuators. Due to the natural behavior, we had to focus on limited resources to
control the system in a desired way, i.e., tracking or stabilization. With respect to literature,
we set up a simple control strategy in form of a PID-feedback with a simple gain adaptation
law to overcome the problem in dealing with uncertainties (e.g. not exactly known system
parameters or uncertainties from the surrounding like loads). Due to former investigations
we picked the best working strategy: advanced adaptive -stabilization. Numerical simula-
tions showed that this adaptive control strategy was very promising in controlling compliant
systems. In order to perform these simulations, we had to guarantee the boundedness of
the controller variable, which can be done in some trial&error-choices of the corresponding
muscle behavior or to claim an external saturation. Because of the eectiveness of the con-
troller in simulations, a prototype was built to have a verication. After a determination of
the muscle behavior of the real muscles from FESTO, we implemented this force relation to
a micro-controller to calculate necessary control values. In these experiments, the theoreti-
cal functionality became visible by means of the prototype. The measurement results were
similar to the simulation ones.
Because of the proven functionality, future work is addressed to the tracking problem of more
complicated trajectories instead of only stabilizing reference positions. Possible trajectories
{ to be tracked by the adaptively controlled, muscle-actuated pendulum { can be the \house
of St. Nicholas" as depicted in Fig. 10.
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Reconstruction of motor force during stick balancing
La´szlo´ Bencsik, Ba´lint Bodor, Tama´s Insperger
Abstract: Understanding the control mechanism behind human balancing is
a challenging task, which becomes more and more important with the aging
society. The core problem is the stabilization of a body around an unstable
equilibrium in the presence of a reaction time delay and sensory uncertainties.
Stick balancing on the fingertip plays an important role in human balancing
research since it incorporates the above features still it has a relatively simple
mechanical model, namely, the inverted pendulum subjected to delayed feed-
back control. The goals of stick balancing measurements are to find the control
forces and to identify the nature of the human controller during. An impor-
tant step of this identification is the accurate estimation of the control force.
In this paper, an approach is proposed to estimate the control force based on
techniques used for underactuated mechanical systems.
1. Introduction
The aim of this work is to reconstruct the control force from position measurements during
stick balancing on the fingertip (see in Fig. 1). In most of the identification processes the
input and the output is typically known and the model of the system should be identified [4].
In case of stick balancing, the mechanical model is known (an inverted pendulum) and the
input (the control force) is unknown. A straightforward idea is to use an inverse dynamical
calculation for the computation of the input. The inverse calculation requires the knowledge
of the position, the velocity and the acceleration of the stick. During balancing experiments,
we have used a camera based motion capturing system which gives only the positions of the
measured markers in time. The numerical computation of the velocity and acceleration signal
via discrete differentiation amplifies the noise of the source data [7], which strongly affects
the accuracy and the reliability of the computed forces. A possible solution is the application
of classical filtering techniques, such as moving average, or the Kalman filter [5]. Filtering
techniques have to be accommodated to the problem in hand, which is not a straightforward
tasks, since the exact signals are not available for comparison. In this paper, a different
approach is proposed: a method, which is based on a control technique specially devoted to
underactuated mechanical systems.
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Figure 1. The measurement setup and the mechanical model.
2. Predictive force identification method
The goal of this work is to recalculate the control forces during stick balancing. This problem
can be considered as a a trajectory tracking control problem. The predictive controller is
applied, which was presented in [1] and [2]. The main idea of the predictive controller is
based on the partition of the descriptor coordinates to actuated coordinates qa that are
controlled directly by the control forces and to unactuated coordinates qu. It is assumed
that the actuated coordinates are known in time and using this assumption we approximate
the unactuated coordinates with a linearized model. Then the trajectory following error Es
and a cost function J can be constructed, which enables us to define a minimization problem
and find the optimal values for the actuated coordinates. Finally, the optimal control forces
can be calculated, which can be considered as an estimation of the actual forces during
balancing.
2.1. Predicting the unactuated motion of the balanced stick
We investigate stick balancing in the anterior-posterior plane only [6]. The corresponding
mechanical model is shown in Fig. 1. In the estimation process first the equation of motion
of the stick is generated. The vector of the generalized coordinates is qᵀ = [xC , yC , ϕ]ᵀ (see
in Fig. 1). For the sake of brevity ,the trigonometrical functions are denoted as: cϕ = cosϕ
and sϕ = sinϕ. Using Lagrange’s equation the governing equation of motion can be written
as: 
mcm 0 lcmmcmcϕ
0 mcm −lcmmcmsϕ
lcmmcmcϕ −lcmmcmsϕ l2cmmcm + θcm


x¨C
y¨C
ϕ¨
+

lcmmcmsϕϕ˙
2
mcm(g − lcmcϕϕ˙2)
−gmcmlcmsϕ
 =

1 0
0 1
0 0

Fx
Fy
 .
(1)
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As a first step, the coordinates are partitioned in to two groups. The vector of actuated
coordinates is qa = [xC yC ]
ᵀ (xC and yC are controlled directly by Fx and Fy) and the
coordinate which is not actuated directly is qu = [ϕ]. Thus, the equation of motion (1) can
be written in the following compact form:Maa Mau
Mua Muu
q¨a
q¨u
+
ca
cu
 =
Ha
0
 τ . (2)
The relation between the unactuated accelerations q¨u and the actuated accelerations q¨a can
be expressed from the second row of the above equation. This relation can be linearized
about a given configuration q0, q˙0, q¨0 as:
αuq¨u + βuq˙u + γuqu = αaq¨a + βaq˙a + γaqa + δ. (3)
Equation (3) is a system of linear differential equations, which has the same number of
equations as the number of the unactuated coordinates, therefore, it is possible to determine
the values of the unactuated coordinates. For the solution it is assumed that the actuated
coordinates are known in the following form:
qa = Paϕn =
( Na∑
i=1
pa,iPa,i
)
ϕn, (4)
where the matrix Pa contains the yet unknown pa,i coefficients. In the sum Na = m (n− 1),
where m denotes the number of the actuated coordinates and n is equal to the order of the
polynomial base ϕn. The basic goal of the whole optimization process is to determine these
coefficients.
The unactuated coordinates qu can be determined by solving Eq. (3). First the homo-
geneous part of the equation should be solved. For this, we rewrite the homogeneous part
of Eq. (3) in first order form:
d
dt
qu,h
q˙u,h

︸ ︷︷ ︸
zh
=
q˙u,h
q¨u,h

︸ ︷︷ ︸
z˙h
=
 0 I
−α−1u γu −α−1u βu

︸ ︷︷ ︸
Ah
qu,h
q˙u,h
 . (5)
The solution can be given in matrix exponential form [3] as:
zh = e
AhtC. (6)
Here C is an unknown constant coefficient, which depends on the initial values. The vector
qu,h can be expressed using a constant selector matrix, i.e, qu,h = Kuzh.
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The next step is to determine the particular solution of the inhomogenous equation
Eq. (3). For this we search the unactuated coordinates in the following form:
qu,ih = Puϕn. (7)
Here the notations are similar to the ones used in Eq. (4).
Substituting the coordinates and their derivatives defined in Eq. (4) and in Eq. (7) into
Eq. (3) and considering that the elements of the functions ϕn are linearly independent we
get the following expression:
αuPuD
2 + βuPuD + γuPu = αaPaD
2 + βaPaD + γaPa + δK1,n, (8)
where D is the matrix of the differential operator which satisfies the relation ϕ˙ = Dϕ. Here
we introduce a row vector K1,n which gives K1,nϕn = 1. If the the number of unactuated
coordinates is one then the coefficients of Pu are scalars, which can be collected directly.
Thus Pu can be determined as:
Pu = (αuD
2 + βuD + γuI)
−1(αaPaD
2 + βaPaD + γaPa + δK1,n). (9)
It should be noted that in case of higher number of unactuated coordinates Pu can also be
given using additional transformations.
Now the solution of Eq. (3) can be formalized. The unknown coefficient C can be
determined from the initial values qu(0) and q˙u(0) and the complete solution can be written
in the form:
qu = Kue
At
(
z|t=0 −
 Pu
PuD
ϕ|t=0)
︸ ︷︷ ︸
C
+Puϕ. (10)
After this the general coordinates q can be computed.
2.2. Constraint with the measurement results
During the measurement the lower and the upper endpoints of the stick can be measured.
The motion of the stick can be characterized with the motion of the lower endpoint (point
C) and with the inclination of the stick. The corresponding generalized coordinates are:
r =
[
xC yC xP − xC
]ᵀ
=
[
xC yC l sinϕ
]ᵀ
. (11)
These coordinates can be also computed from the measured values as:
rm =
[
xC,m yC,m xP,m − xC,m
]ᵀ
. (12)
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The idea behind the identification process is that we are looking for an input, which
induces a motion, which is the closest to the measured motion. Therefore, we define an error
vector as:
Es =

s0I 0 0
0 s1I 0
0 0 s2I



r
r˙
r¨
−

rm
r˙m
r¨m

 . (13)
This vector contains the errors at position, at velocity and at acceleration level. These
components are weighted by the constants s0, s1, s2. The quadratic error for the whole
motion can be defined as:
J =
t2∫
t1
EᵀsEs dt = 〈Es, Es〉 = ‖Es‖2. (14)
This integral have to be minimized and the motion of the system which is closest to the mea-
sured one can be selected. For this we substitute the solution of the unactuated coordinates
qu (see Eq. (10)) and the supposed form of the actuated coordinates qa (see Eq. (4)) into
Eq. (14). Therefore we get:
J =
∥∥∥∥Ψ− Na∑
i=1
pa, iψi
∥∥∥∥2 (15)
where ψi contains the coefficients of pa, i, which are the coefficients in the assumed solu-
tion form Eq.(4) of the actuated coordinates and Ψ contains the remaining terms. In the
optimization the following initial conditions have to be satisfied:
−qa|t=0 +
Na∑
i=1
pa,iPa,iϕ|t=0︸ ︷︷ ︸
qa(0)
= 0, −q˙a|t=0 +
Na∑
i=1
pa,iPa,iDϕ|t=0︸ ︷︷ ︸
q˙a(0)
= 0,
−q¨a|t=0 +
Na∑
i=1
pa,iPa,iD
2ϕ|t=0︸ ︷︷ ︸
q¨a(0)
= 0.
(16)
In order to determine the unknown constants pa, i, we use the method of Lagrange multipliers,
which results in the modified cost function as:
JL =
∥∥∥∥Ψ− Na∑
i=1
pa, iψi
∥∥∥∥2 + (a0 + Na∑
i=1
ciai)
ᵀλ. (17)
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Figure 2. The idea behind the fitting of the polynomials.
Here a0 and ai can be calculated from the initial values shown in Eq. (16). Then the
coefficients pa,i and the optimal actuated coordinates qa can be calculated, which are needed
to determine the applied balancing forces from Eq. (2) as:
τ = H−1a (Maaq¨a −MauM−1uu (Muaq¨a + cu) + ca). (18)
With this computed torque the measured motion can be re-simulated based on the equation
of motion (1).
3. Numerical study
The measured data usually contains high frequency noisy vibrations. If we fit a polynomial,
which approximates the signal with the required precision, then we have to use a polynomial
of high order, which is numerically expensive and due to the higher order terms could lead to
numerical instability. Therefore, we do the fitting with lower-order polynomials on shorter
intervals. In this approach the measured signal is divided into Nint = 35 segments of length
of 1 s, namely, over the intervals [ti, ti + 1], i = 0, 1, · · · , Nint − 1, and the polynomials are
fitted over these intervals. This enables us to use fairly low degree polynomials, where the
consecutive polynomials have to be C2 continuous in the connection points. For the sake
of better numerical results, we fit the second order polynomials gi(t) around every division
points ti in the intervals [ti −∆t, ti + ∆t], i = 0, 1, · · · , Nint] (see the red curves in Fig. 2).
In Fig. 2, the black crosses denote the measured data. These polynomials will determine the
conditions to obtain the above mentioned continuity. Then the polynomials fi(t) have to be
fitted (see the blue curves in Fig. 2).
Using the proposed technique the balancing force is recalculated during stick balancing
experiments. Here the results of one particular measurement is presented and the control
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force in the anterior-posterior plane is plotted in Fig. 3. Using this force, the equation of
motion is integrated with the same initial conditions. The results of the numerical simulations
are shown in Fig. 4, where the results are compared with the measured results. Based on
Fig. 4, it can be concluded that the agreement between the measured and the recalculated
signal is good. The quadratic error of the estimation process was RMS = 0.0056[m].
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Figure 3. The reconstructed contact forces.
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Figure 4. The measured and the simulated coordinates.
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4. Conclusions
In this study for the investigation of a special human balancing task, namely, stick balancing
on the fingertip was analyzed. In order to understand the mechanism of balancing, first,
the control forces have to be estimated. In this paper, a novel approach was presented. We
have extended a predictive control technique where the goal was to find a control force which
results a motion which is appropriately close the captured motion. We applied the technique
to the balancing a stick on the fingertip in the anterior-posterior plane. Since the proposed
technique is general in a future work we apply it in the investigation of spatial balancing
problems. This research has been supported by the U´NKP-2017 New National Excellence
Program of the Ministry of Human Capacities.
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A novel human "broomstick" forward fall model and its 
application in the strength analysis of the human upper extremity 
 
 
Paweł Biesiacki, Dariusz Grzelczyk, Jerzy Mrozowski, Jan Awrejcewicz 
Abstract: In this paper we consider a human forward fall model simulating the process 
of "falling like a broomstick" to the ground on the outstretched arms as the worst 
scenario of a forward fall. The biomechanical relationships between the hands and the 
ground are modelled by a non-linear impact law and the parameters of the model are 
estimated based on the scanned computer model of the human body as well as the 
experimental investigations performed with the help of the Optitrack motion capture 
system. The applied fall model allows to estimate time histories of ground reaction 
force in various scenarios of fall, and the obtained numerical simulations fit 
qualitatively and quantitatively other results presented in the literature. The obtained 
ground reaction force is used as a time-varying load condition in the finite element 
model of the human upper extremity created in Mimics software from computed 
tomography data. Finally, strength analysis of radius with two different fracture risk 
criteria is carried out, and the performed numerical analysis indicates that the strain 
criterion seems to be more useful for estimating the radius fracture site in comparison 
to the stress criterion. 
1. Introduction 
Falls belong to the common accidents in human daily life. The most upper extremity injuries occur as 
a result of a forward fall with direct impact on the extended arms [1]. Practically, all population 
groups are exposed to these risk factors, including children playing in the playground, teenagers 
practicing sports with high risk of injuries, adults performing activities related to their employment in 
an occupational environment, and the elderly during normal walking. As a result of fall, the risk to 
hands, torso, head, and/or other body parts of the human is possible. However, fractures of radial 
bone are the most common in eldery women with osteoporosis due to their compromised bone 
density/quality, and, probably, due to the increased risk of falling in this population group. The most 
common type of fracture of the radial bone is the so-called Colles' fracture as an injury of distal radius 
of a forearm [2]. The aforementioned Colles' fracture, as an injury of the radius, is a direct result of 
exceeding the maximum value of force allowable for this bone. For instance, Kim and Ashton-Miller 
used the value equal to 2400 N as a distal radius fracture threshold [3]. In other recent paper by 
Burkhart et al. [4], the estimated values of force causing fracture of the studied bones derived from 
cadavers were approximately equal to 2150 N. In this paper we considered a novel human 
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“broomstick” forward fall model. Next, the obtained vertical ground reaction force (GRF) has been 
applied in the strength analysis of the human radial bone as an impact force. 
2. Forward fall models – a brief literature review 
Recent few decades have brought several models related to the impact of the human upper extremities 
to the ground as a result of a fall in forward or backward direction. The simplest model of the human 
falling motion is a single-degree-of-freedom (DoF) linear mass-spring-damper mechanical system 
subjected to sudden velocity input or impulse force input. This model can be extended to systems 
with many DoFs. A fall model proposed by Chiu and Robinovitch [5] applies to the human forward 
fall from a low height on the outstretched and fully extended upper extremity as the worst-case 
scenario of such a fall. This model is constructed based on a 2-DoFs lumped-parameter mechanical 
system containing elastic and damping elements. DeGoede and Ashton-Miller [6] used Adams 
software to develop a half-body, symmetric model of the human forward fall consisting of five 
segments (i.e. legs, torso with head and neck, upper arm, forearm and hand). The main goal of the 
authors of that paper was to study the possibility of injury of upper extremities among older women. 
Kim and Ashton-Miller [3] proposed another flat forward fall model as a two DoFs system 
constructed based on a mechanical double pendulum rotating freely around the pivot corresponding to 
the ankles of lower human extremities. The mechanical system was reduced to a system of linear 
translational movement with 2-DoFs with spring-damper elements responsible for attenuation action 
of the human muscles. 
To conclude, it can be stated that the considered falling process was usually modelled based on 
flat and linear mechanical systems consisting of two rigid bodies with masses moved by transverse 
motion connected by linear spring-damper elements. These models were usually presented as a 
second-order ordinary differential equations of motion [5], or the equations written in the state space 
[3]. In the case of the more complex mechanical model, numerical simulations were performed only 
using commercial software [6]. In this paper we consider mathematical model of the human forward 
fall on the outstretched arms previously introduced in our previous paper [7]. On the contrary to the 
aforementioned reference, in this paper we applied more adequate a nonlinear model of impact at the 
wrist-ground interface, and kinematics of the faller during fall process were estimated using an 
Optitrack motion analysis system. Moreover, the obtained ground reaction forces have been applied 
as load conditions in the developed finite element model of the human radius analysed in Ansys. 
3. The considered "broomstick" forward fall model 
The human "like a broomstick" forward fall on the outstretched arms and human body parameters 
required for numerical simulation are presented in reference [7]. On the contrary to the previous 
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paper, in this paper a non-linear model of impact at the wrist-ground interface has been applied to 
predict the vertical ground reaction force (GRF) )(tFy . The applied model has the following form 
)),(())(1()()(
3
tytybtyktF yyy  1  (1) 
where parameters yk , yb  denote ground stiffness and damping coefficients in the vertical direction, 
respectively, and function ))(( ty1  is the step function defined as 






.0)(if0
,0)(if1
))((
ty
ty
ty1  (2) 
This formulation of GRF had been used previously to model the heel strike in running [8] as well as 
to model GRF at the hand-ground interface in human fall model [6]. In our calculations we did not 
include the horizontal force component )(tFx  which is required to prevent the hand from sliding. 
The kinematic analysis of the faller during the fall process were observed using an Optitrack 
optoelectronic motion analysis system. The location of the individual markers on the faller's human 
body required to carry out the experimental observations are shown in Fig. 1. The selected frames 
from the recorded fall process in regular time intervals are depicted in Fig. 2. 
  
Figure 1.   The location of the 37 passive reflective markers distributed on the faller's body: front view 
(on the left) and back view (on the right). 
 
Figure 2.   Forward fall from a standing position to the soft mattress observed by the Optitrack system 
using 37 passive reflective markers distributed on the faller's body. 
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The averaged time history of angle )(2 t  (the angle measured between torso and arms) obtained from 
experiment for human walking speed 0v =1.5 m/s and its approximation are presented in Fig. 3. 
 
Figure 3.   Time history of angle )(2 t  obtained from the experiment (points) and its analytical 
approximation (curve) by analytical smooth function. 
During numerical experiments we tested different values of the parameters yk  and yb  in order to 
obtain GRF which corresponds to the GRFs presented by DeGoede and Ashton-Miller [6]. In that 
paper, the authors tested five healthy young male volunteers aged between 22 and 28 years with the 
average body mass of 72±7 kg and the overall height of 173±3 cm [9]. Finally, the best degree of fit 
we obtained for yk = 50 000 N/m
3 and yb = 0.6 s/m. 
4. Numerical simulation of the considered fall model 
The results presented in Fig. 4 show the influence of different values of velocity 0v  on time histories 
of the force )(tFy  acting on a single hand for Arm  = 15° (the angle between the arm and the vertical 
axis of the Cartesian coordinate system at the moment of the impact to the ground). For larger values 
of the parameter 0v , duration of the fall is smaller while the maximum value of GRF is greater. The 
value of GRF increases from 2246 N for m/s 5.00 v  to 2534 N for m/s 0.20 v . It means that for 
smaller speed 0v  (i.e. 0v  < 1.5 m/s), the GRF is less than the distal radius fracture threshold [3], 
whereas for larger values of 0v  (i.e. 0v  > 1.5 m/s) this threshold is exceeded. 
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 Figure 4.   Time histories of GRFs )(tFy  for Arm  = 15° and different values of velocity 0v . 
5. Finite element analysis of the radius 
The DICOM data used in this paper come from cadaver of 35-years-old man with a height of 1.73 m 
and a weight of 75 kg. These data have been obtained using a Siemens 64 Slice computed 
tomography (CT) Scanner in the Department of Forensic Medicine, Jagiellonian University Medical 
College, Krakov, Poland. The DICOM file of the radial bone was imported to Mimics and the 
computer model of this bone was obtained and finally verified using Fix Wizard function (Fig. 5, on 
the left). As a result, a realistic 3D FE model of the radius consisting of 15751 FEs was obtained (Fig. 
5, on the right). We used the SOLID185 FE-shaped tetrahedron element and isotropic material of the 
bone. Material inhomogeneity of the radius was also modelled in Mimics based on the CT images. As 
a result, mechanical properties of the considered radial bone were calculated using on the density-
elasticity relationships proposed by Rho et al. [10]: 
131HU067.1  , (3) 
01.2004.0 E , (4) 
where   [kg/m3] represents density of bone, HU is the nondimensional Hounsfield Unit, E  [MPa] 
denotes Young's modulus, while   is Poisson's ratio. The obtained range of Young's modulus of the 
radial bone vary in the range 0.6-12 GPa, whereas Poisson's ratio equals 0.3 for all FEs. 
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 Figure 5.   Meshed radial bone verified by Fix Wizard function in Mimics (on the left) and spatial 
distribution of inhomogeneous material properties (on the right). 
Numerical results presented in Fig. 4, which correspond to the GRF for a straight position and 
the walking speed 0v = 1.5 m/s, were used as load conditions of the developed FE model of the 
radius. In terms of boundary conditions applied in the analysed model of the radius, all six spatial 
DoFs in the proximal radius (region of the elbow joint) were fixed. The angle between the 
longitudinal axis of the radius and gravity direction was equal Arm , while the GRF was applied in 
the region of the radial neck in the vertical direction (i.e. gravity direction). 
In order to predict bone fracture sites, first the maximum von Mises stress, as a main criterion, 
has been used. Also the maximal strains of the bones, as another criterion, were calculated, for a 
better assessment of the radius fracture location and failure load value. The obtained results are 
presented in Fig. 6 as a both von Mises stress and strain distributions. 
  
Figure 6.   Finite element analysis of the radius bone: von Mises stress distribution (on the left) and 
strain distribution (on the right). 
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As can be seen, the maximum stress occur on the medial side (diaphysis) of the radius bone 
while the maximum strains occur in the distal region of this bone. Colles’ fracture is the most 
common type of injury related to the forward fall on the outstretched arms. Therefore, the presented 
results indicate that the strain criterion can be more useful for estimating the radius fracture site, since 
the maximum strains are concentrated in the distal radius. 
6. Conclusions 
The fall model considered in this paper enables to estimate the vertical ground reaction force acting 
on the hands in different scenarios of the human fall, and the obtained numerical results agree with 
other results met in the literature [3]. The parameters describing the human body and modelling 
biomechanical properties between the palmar cartilages and the ground have a great impact on the 
obtained results. However, it should be noted that the developed model has also some limitations. 
Namely, the movement of the shoulder with respect of the torso and stiffness/damping properties of 
the shoulder joint have not been considered in this fall model. Nevertheless, the mentioned limitations 
may be of interest for our future study. 
The obtained simulations showed that maximum values of the GRF that occur during a fall in 
forward direction on the outstretched upper extremities are sufficient to determine fracture sites and 
these results agree with numerical and experimental studies met in the literature [11]. Moreover, it has 
also been shown that the maximal strain criterion can be more useful for estimation of the fracture site 
than the von Mises stress criterion. 
Acknowledgments 
The work has been partially supported by the National Science Centre of Poland under the grant 
OPUS 9 no. 2015/17/B/ST8/01700 for years 2016-2018. This article does not contain any studies 
performed on animals. The presented experimental studies have been performed using one of the 
author of this paper (Paweł Biesiacki), without any other human participants. 
References 
[1] Palvanen, M., Kannus, P., Parkkari, J., Pitkajarvi, T., Pasanen, M., Vuori, I., Jarvinen, M. The 
injury mechanisms of osteoporotic upper extremity fractures among older adults: a controlled 
study of 287 consecutive patients and their 108 controls. Osteoporosis International 11, (2000), 
822-831. 
[2] Johnell, O., Kannis, J.A. An estimate of the worldwide prevalence and disability associated with 
osteoporotic fractures. Osteoporosis International 17, (2006), 1726-1733. 
[3] Kim, K.-J., Ashton-Miller, J.A. Segmental dynamics of forward fall arrests: A system 
identification approach. Clinical Biomechanics 24, (2009), 348-354. 
71
[4] Burkhart, T.A., Andrews, D.M., Dunning, C.E. Multivariate injury risk criteria and injury 
probability scores for fractures to the distal radius. Journal of Biomechanics 46, (2013), 973-
978. 
[5] Chiu, J., Robinovitch, S.N. Prediction of upper extremity impact forces during falls on the 
outstretched hand. Journal of Biomechanics 31, (1998), 1169-1176. 
[6] DeGoede, K.M., Ashton-Miller, J.A. Biomechanical simulations of forward fall arrests: effects 
of upper extremity arrest strategy, gender and aging-related declines in muscle strength. Journal 
of Biomechanics 36, (2003), 413-420. 
[7] Biesiacki, P., Mrozowski, J., Grzelczyk, D., Awrejcewicz, J. Modelling of forward fall on 
outstretched hands and a system with ground contact. Springer Proceedings in Mathematics and 
Statics - Dynamical Systems: Modelling. Ed. J. Awrejcewicz, Springer, 2016, 61-72. 
[8] Gerritsen, K.G.M., van den Bogert, A.J., Nigg, B.M. Direct dynamics simulation of the impact 
phase in heel–toe running. Journal of Biomechanics 28, (1995), 661-668. 
[9] DeGoede, K.M., Ashton-Miller, J.A. Fall arrest strategy affects peak hand impact force in a 
forward fall. Journal of Biomechanics 35, (2002), 843-848. 
[10] Rho, J.Y., Hobatho, M.C., Ashman, R.B. Relations of mechanical properties to density and CT 
number in human bone. Medical Engineering & Physics 17, (1995), 347-355. 
[11] Edwards, W.B., Troy, K.L. Finite element prediction of surface strain and fracture strength at 
the distal radius. Medical Engineering & Physics 34, (2012), 290-298. 
Paweł Biesiacki, M.Sc. (Ph.D. Student): Lodz University of Technology, Department of Automation, 
Biomechanics and Mechatronics, 1/15 Stefanowski Str., 90-924 Lodz, Poland 
(pawel.biesiacki@dokt.p.lodz.pl). The author gave a presentation of this paper during one of the 
conference sessions. 
Dariusz Grzelczyk, Ph.D.: Lodz University of Technology, Department of Automation, Biomechanics 
and Mechatronics, 1/15 Stefanowski Str., 90-924 Lodz, Poland (dariusz.grzelczyk@p.lodz.pl). 
Jerzy Mrozowski, Ass. Professor: Lodz University of Technology, Department of Automation, 
Biomechanics and Mechatronics, 1/15 Stefanowski Str., 90-924 Lodz, Poland 
(jerzy.mrozowski@p.lodz.pl). 
Jan Awrejcewicz, Professor: Lodz University of Technology, Department of Automation, 
Biomechanics and Mechatronics, 1/15 Stefanowski Str., 90-924 Lodz, Poland 
(jan.awrejcewicz@p.lodz.pl). 
72
Tympanoplasty of the middle ear with a retraction pocket:
recommendations based on the modal finite element analysis
Sergei Bosiakov, Gennadi Mikhasev, Kirill Yurkevich,
Alina Dutina, Lyudmila Petrova, Marina Maisyuk, Feliks Stachowicz
Abstract: The aim of this study is to formulate recommendations for surgery
of a retraction pocket of the tympanic membrane and improving of hearing.
The FEM analysis of the natural frequencies of the oscillatory systems for the
normal, diseased and reconstructed middle ear subjected to tympanoplasty is
carried out. In the FEM simulation, the diseased eardrum with a retraction
pocket is treated as a nonhomogeneous shell with elastic properties varying in
the region of the retraction pocket. The geometric dimensions of the cartilage
graft of the tympanic membrane are assessed to generate the acoustic condi-
tions corresponding to the hearing functions of the normal middle ear. The
outcomes of this paper may be employed to estimate the optimal thickness of
the cartilage graft assigned for reconstruction of a diseased eardrum with a
retraction pocket.
1. Introduction
Retraction pocket (RP) of the tympanic membrane (TM) is a clinical manifestation of otitis
media [15, 16]. Its formation can lead to imbalance of pressure in the cavities of the middle
ear, as well as changes in the structure of the TM itself (thinning and changing its physical
properties) [4]. The feature of the RP is its latent nature caused by primarily not evident
symptoms and by pathological dynamics. The RP may progress into heavier forms or com-
plications (infections, polyps, perforation) and in some cases turn into cholesteatoma [8,17]
and lead to the hearing loss [5].
One of the preventive measures for the development of the middle ear cholesteatoma is
surgical treatment of the RP at an early stage of its formation. Surgery means mounting a
cartilage graft in the area of the post-superior quadrant (PSQ) of the TM in order to increase
the rigidity of this part of the TM and preserve its auditory function which corresponds
to a healthy (normal) middle ear [2, 14]. Therefore, a cartilage tissue is widely used in
tympanoplastic in order to provide mechanical stability of TM [16,19]. At the same time, the
quantitative influence of a cartilage graft on the middle ear acoustical conductivity was not
considered yet. Only a few FEM studies consider acoustic properties of TMs with cartilage
graft. In particular, a FEM model was used in [9, 10, 18] to study the technique of graft
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application during miringoplasty. In [5] on the basis of biomechanical analysis, the optimal
thickness of a cartilage graft from 0.1 to 0.2 mm was established for medium and large TM
perforations. However, there are no objective recommendations for choosing the thickness
of the cartilage needed to restore the function of the middle ear through the reconstruction
of a TM, when removing retraction pockets in the PSQ region. The aim of this study is to
formulate recommendations for determining the geometric dimensions of a cartilage graft for
various pathologies of a TM to create acoustic conditions corresponding to the functions of
a healthy TM, as well as recommendations for operations to eliminate a RP in an eardrum
and improve hearing.
2. Finite-element simulation
The finite-element (FE) model of the middle ear is elaborated on the basis of tomography
data and consists of malleus, incus, stapes and tympanic membrane. In detail, the solid
and FE models of the middle ear are described in [12]. In accordance with [3, 6, 11] the
TM contour is rigidly fixed, which corresponds to the ossification of the contact area of
the TM and tympanal ring. Elastic modulus of malleus, incus, stapes is about 13.7 GPa,
Poisson’s ratio is 0.3 [1,5]. The elastic moduli of pars tensa (PT) and pars flaccida (PF) are
approximately 33.4 and 11.1 MPa respectively (with the exception of PSQ). The Poisson’s
ratio for these two regions is 0.4 [7]. The elastic modulus of the PSQ for the middle ear
without pathologies is 33.4 MPa. For the middle ear with pathological changes in elastic
properties of the TM the modulus of elasticity of PSQ was assumed to be 22.0, 11.0, 9.0, 3.0,
0.1 MPa and 34.0 kPa. Negative pressure in the tympanic cavity, leading to TM retraction
and RP formation was modeled by the application of a static uniformly distributed normal
load on the outside of the TM. In our case, the negative pressure is 20 Pa. The cartilage graft
was superimposed on the PSQ from the inside of the TM of the middle ear with pathological
changes in elastic properties. The graft thickness had discrete values equal to 250 µm, 500
µm, 750 µm, 1000 µm and 1500 µm. The elastic modulus of the cartilage tissue is 3.4 MPa,
Poisson’s ratio is 0.3 [13]. When calculating the frequency of free oscillations of the middle
ear with pathological changes in elastic properties with cartilage graft, the TM contour was
rigidly fixed. A part of the graft contour located along the TM contour was also rigidly
fixed.
2.1. Middle ear in normal state and with PSQ pathology
The natural frequencies of the normal middle ear and the middle ear with pathological
changes (with the RP formation) for the first 30 mode shapes are shown in Figure 1.
Figure 1 depicts that the PSQ elastic modulus decrease leads to the decrease of eigen-
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Figure 1. Eigenfrequencies for the first 30 modes: 1 - normal middle ear; curves from 2 to
7 - diseased middle ear with the PSQ elastic moduli equal to 22, 11, 9, 3, 0.1, 0.034 MPa,
respectively.
frequencies for related mode shapes. With increasing a number of the mode, the difference
between the values of the natural frequencies increases. At the same time, for the first two
modes the values of frequencies coincide, independently of the elastic modulus of the PSQ.
2.2. Estimation of cartilage graft thickness
The estimation of the thickness of the cartilage graft applied to PSQ was carried out from
the condition of an approximate equality of eigenfrequencies for certain modes of the normal
middle ear and the middle ear under various pathological changes in the elastic properties of
the PSQ. The cartilage graft thickness was used as an argument of the regression function for
each mode. The values of the function were frequencies of free vibrations of the middle ear
with a cartilage graft of the corresponding thickness. The regression was carried out on the
basis of the exponential and power functions. The mean square error did not exceed 8%. An
approximate thickness of the cartilage graft for the corresponding mode was determined as
a result of the numerical solution of a transcendental equation in the form of the regression
function equality to the natural frequency of the middle ear without pathologies. Figure 2
shows diagrams coupling the frequency of free oscillations of the normal ear with the thickness
of the cartilage graft which should be superimposed on the PSQ with pathological changes in
order to achieve a coincidence of the natural frequencies for the normal and diseased middle
ear. The diagrams were obtained as the results of numerical solutions of nonlinear equations
obtained on the basis of the regression functions.
It can be seen from Figure 2 that the thickness of the cartilage graft for the PSQ with
a modulus of elasticity of 22 MPa varies in a wide range for both low and high natural
75
Figure 2. The required thickness of cartilage graft versus eigenfrequency of the normal
middle ear for different values of the Young’s modulus of the diseased PSQ: (A) - 22.0 MPa,
(B)- 11.0 MPa, (C) - 9.0 MPa, (D) - 3.0 MPa; (E) - 0.1 MPa; (F) - 0.034 MPa
frequencies. In particular, for low eigenfrequencies the graft thickness varies from 200 to 890
µm (Figure 2, A), and for frequencies from the auditory range, it may vary from 40 to 1800
µm. The average values of the graft thickness for eigenfrequencies from the auditory range
are about 160 – 180 µm. For the diseased middle ear with the PSQ elastic modulus of about
11 MPa, in order to compensate the reduction of elastic properties at eigenfrequencies from
the hearing range, the average graft thickness should be approximately 360 µm (Figure 2,
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Table 1. The thickness of cartilage graft for the retraction pocket with various elastic
moduli of PSQ and the range of eigenfrequencies on which it is possible to compensate for
hearing loss after tympanoplasty.
Elastic modulus Diapason of cartilage graft Diapason of eigenfrequencies
of the PSQ, MPa thickness estimation, µm compensation of hearing loss
22.0 40 – 650 from 2.0 kHz to 5.0 kHz
11.0 360 – 450 from 2.3 kHz to 5.0 kHz
9.0 400 – 650 all eigenfrequencies
3.0 450 – 580 all eigenfrequencies
0.1 1800 – 2200 from 2.5 kHz to 4.0 kHz
0.034 2000 – 2200 from 2.5 kHz to 3.5 kHz
B). For the middle ear with Young’s modulus equal to 9 or 3 MPa, imposing a cartilage graft
with a certain thickness on the PSQ may result in closeness of almost all natural frequencies
of the reconstructed middle ear to the corresponding frequencies of the normal middle ear.
Nevertheless, if the PSQ elasticity modulus is equal to 9 MPa, the the required cartilage
graft thickness is still in a wide range (400 – 600 µm) at low frequencies and is in a narrower
(550 – 650 µm) range for high frequencies (Figure 2, C). For the middle ear with the PSQ
elasticity modulus equal to 3 MPa, the thickness of the cartilage graft is about 450 – 580
µm for the considered frequency range (Figure 2, D). In this regard it could be concluded
that the surgical treatment of the RP is most effective when the PSQ modulus of elasticity
is reduced by 11 times when compared with the normal middle ear. The effectiveness of the
surgical treatment is provided by both the possibility of improving auditory conductivity at
all natural frequencies and a fairly accurate value of the thickness of the transplant itself.
With further reduction of the PSQ elasticity modulus (below 3 MPa), the required thickness
of the cartilage graft varies widely and does not allow to reach the simultaneous coincidence
of natural frequencies in different ranges (see Figure 2, E and F).
The Table 1 systemizes the ranges of varying of thicknesses of the cartilage graft placed
on the RP for the various PSQ elastic moduli. In addition, it lists the eigenfrequencies of the
middle ear with pathological changes in the elastic properties of the PSQ after the instal-
lation of the cartilage graft, which approximately coincide with the corresponding natural
frequencies of the normal middle ear.
For the practical application of the data from Table 1, the ratio between the RP deflection
under negative sound pressure for the normal ear and the diseased ear with pathological
changes of the PSQ elastic properties can be used. The static FEM analysis of the TM
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deflection shows that the cartilage graft should be used when the PSQ deflection increases
more than three times corresponding to a decrease in the PSQ elastic modulus to 9.0 MPa,
but less than ten times corresponding to a decrease in the PSQ elastic modulus to 3 MPa
under the influence of negative pressure on the TM. In the first case, the average thickness
of the cartilage graft is approximately 525 µm, while for the second case, it is 515 µm. In the
both cases, the implementation of tympanoplasty allows almost completely approximating
the auditory conductivity of the middle ear with RP to the auditory that of the normal
middle ear.
3. Conclusions
The natural frequencies of the middle ear with the pathological changing elastic properties
of the PSQ, which are described by means of a reduced modulus of elasticity, decrease in
comparison with the eigenfrequencies of the normal middle ear. The difference between the
frequencies increases together with the mode number. For the first two modes, the natural
frequencies of the middle ear almost coincide for different PSQ elastic moduli. The thickness
of the cartilage graft utilized for the surgical treatment of the RP in the early stages of its
formation depends on the RP modulus of elasticity. To save the auditory conductivity and
functional indicators, as well as to reduce the risk of recurrence of the disease, it is necessary
to use a cartilage graft of a certain thickness. The performed calculations have shown that
the most appropriate case for superimposing a cartilage graft on the diseased PSQ is the
case when elastic moduli of the PSQ vary in the range from 3.0 to 9.0 MPa. In this case, the
installation of a cartilage graft allows for the auditory functions of the diseased middle ear
to be approached to those of the normal middle ear. The average thickness of the cartilage
graft corresponding to the PSQ modulus of elasticity equal to 3.0 or 9.0 MPa is about 515
and 525 µm, respectively. The grafts with specified aforementioned thicknesses are advised
to be used if the maximum deflection of the RP at a negative sound pressure exceeds the
maximum deflection of the PSQ of the normal middle ear approximately 3 and 10 times,
respectively.
It should be however noticed that the installation of a cartilage graft does not permit
to achieve the complete compensation of the auditory conductivity at all frequencies. If the
PSQ elastic modulus goes down to 9.0 MPa, the compensation of the hearing function is
possible in the range from 2.3 kHz to 5.0 kHz, the average thickness of the cartilage graft
being approximately 375 µm. If the PSQ elastic modulus decreases by less than 11 times,
the cartilage graft usage does not really make sense because of the compensated auditory
frequencies are significantly reduced (up to 2.5 kHz). In this case, the optimal thickness of
the cartilage graft is about 2.0 mm.
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Preliminary research and analysis on the possibility of using an 
acoustic wave as an information carrier on an approaching train 
 
 
Rafał Burdzik, Ireneusz Celiński 
Abstract: The concept of using sound as a source of information about approaching of 
people, animals, vehicles, etc., has been known for centuries and is due to the natural 
properties of the sense of hearing. There are many engineering attempts on the use of 
this phenomenon, which can be collectively referred to as the "ear of the Indian". 
Constant develop of measurement capabilities are causing more and more interesting 
applications of this phenomenon in the large scope of detection. This article presents 
the preliminary results of the sound pressure measurement in the immediate proximity 
of the rail to analyze and evaluate the use of acoustic wave as an information carrier 
on the approaching train. A number of in-situ experiments were conducted and case 
studies were compared. These studies are part of a larger research agenda in the field 
of vibroacoustic energy propagation in a solid structure as rail. 
1. Introduction 
The researches on railway noise are mostly focused on the environmental and human impact. 
However an important scope of the research on railway noise is the quantification of aeroacoustic and 
rolling noise sources emitted by trains externally. The paper [1] presents comprise source localisation 
using two-dimensional acoustic array measurements and assessment of the wayside noise increase as 
a function of the speed. The paper [2] describes the aerodynamic noise radiation from a vestibule side 
door on a high-speed train surface calculated by the combination of unsteady incompressible fluid 
flow analysis and acoustic analysis. Other group of research are focused on the noise impact. Sleep 
disturbance by train and road noises was studied through in situ physiological recordings on two 
groups of people submitted to both types of exposure in paper [3]. The train noise in a station is 
identified by a series of train noises occurring while a train arrives, stops and leaves a station. The 
paper [4] presents study on determine the acoustical characteristics of train noise in stations, 
according to the architectural elements such as location and differing platform styles. Although some 
studies compared the train noise propagated by various types of trains on largely free sound 
propagation [5,6].  
 Mechanisms associated with the interaction of the wheel and the rail dominate the noise 
production of railway operations at conventional speeds and remain significant (but not dominant) 
even for high-speed trains. This wheel/rail noise may be divided into three main categories. Rolling 
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noise occurs on straight track and is predominantly caused by undulations of the wheel and rail 
surfaces which induce a vertical relative vibration. Impact noise can be considered as an extreme form 
of rolling noise occurring at discontinuities of the wheel or rail surface. Squeal noise, occurring on 
sharp radius curves, is usually induced by a lateral excitation mechanism [7]. 
 A solid, which is a rail and substructure and railway embankment, can be considered as elastic 
centre. A moving rail vehicle causes the external force to be directed to the track which causes 
stresses in the structure and consequently deformation. The stresses generated in the rail and 
substructure create an opposite force to the force generated by the passing rail vehicle. This force 
returns the elastic structure (rail) to the original geometric parameters. The effect of the generation of 
forces on the elastic structure is the formation of a wave as a disturbance spreading within certain 
limits [8-13]. The acoustic wave is generated by the rails, whose parameters depend on such factors 
as: mass of moving rail vehicle, its velocity, technical condition (especially suspension), substructure 
condition, air temperature, soil temperature, humidity and other parameters. This wave disappears 
with increasing distance from the track in which it is generated by the moving rail vehicle.  
2. Research methodology 
Due to the research aim as analysis on the possibility of using an acoustic wave as an information 
carrier on an approaching train the research methodology was developed. Figure 1 presents the idea of 
experiment and concept of noise measurement and determination of rail vehicle localization in 
railway network.  The sound level metres (4) are measuring sound level function (3) generate by the 
aeroacoustic (6) and rolling noise (soil and substructure-5, rail vehicle-1 and rail track-2 interaction).  
 
 
Figure 1.   The idea of the experiment. 
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The idea of the proposed methodology (the so-called „ear of the Indian”) is to measure the 
acoustic waveform at a certain distance from the moving rail vehicle. The purpose of the 
measurement is to test the possibility of identifying the position of the rail vehicle in the railway 
network and to assess the functionality of the presented methodology. Two sound level meters were 
used: Voltcraft SL-451 and Benetech GM 1356. The sound level was measured at selected 
characteristic points of the railway network using a filter with characteristic A. 
The passage of the passenger train EN 57 running on a regular passenger line was examined. 
Two sound level meters were placed in distance 12 [m] from each other and 0.6 [m] from the head of 
rail and 1.4 [m] from central axis of the track and 0.2 [m] above the head of rail level. The Benetech 
GM 1356 was placed next to rails connection and the Voltcraft SL-451 was placed in the half the 
length of the rail.  
3. Research results 
As far as constant distance between sound level meters is 12 [m] and rail vehicle at the same time is 
in the distances X from GM 1356 and Y from SL-451 and it is moving at constant velocity, both 
sound level meters will show real time sound level as follow:  
 
 Lp1=f(X(t),V(t),M)  [dB]  
and  (1) 
 Lp2=f(Y(t),V(t),M)  [dB]  
,where:   
V - rail vehicle velocity [km/h]  
M- mass of the rail vehicle (constant at the measuring section) [t].  
  
 Equation (1) does not include such factors as substructure stiffness, air temperature and subsoil, 
and many others. The mass of train EN 57 is about 125 t, the speed of travel over the microphone is in 
range 10 km/h to 20 km/h. The distribution of sound level measured on both sound level meters have 
been depicted in Figures 2 and 3.  
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 Figure 2.   Distribution of sound level, sound level meter GM 1356. 
 
Figure 3.   Distribution of sound level, sound level meter SL-415. 
 
 It can be observed on Figures 2 and 3 that the sound level is increasing due to rail vehicle 
approaching. The magnitude of the increase in around 50 [dB] on the measuring section 1100 [m]. At 
the same time some local increasing section, with local maximum values, are observed.  
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 The comparison of the sound level distribution with the correction due to different distance from 
first and second sound level meters and rail vehicle have been depisted in Figure 4. The time shift was 
5 [s].  
 
 
Figure 4.   Comparison of the sound level distribution with the time shift correction. 
 
The measurement of both microphones compared with their displacement in the rail network 
(only at a distance of 12 meters) shows that the results can not be interpreted only within the range of 
variables included in equation (1). The acoustic wave generated by the rail vehicle changes 
dynamically depending on the position of the rail vehicle. Susceptible elements, especially in rail 
connection area, generate local changes in the signal. Thus probably better recommendation is to 
locate the sound level meter at the half the length of the rail. Hence it can be hypothesized that both of 
the analysed microphones locations have different functionalities for detecting the position of a rail 
vehicle. 
The rail vehicle approaching the microphone, from the moment the signal is detected until the 
sensor passes, generates a sound pressure level similar to the exponential distribution (red line in 
Figure 5). At the same time train is approaching and the distance to sensor decrease (green line in 
Figure 5). Of course the decrease distance function is depended on velocity (constant or not). 
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 Figure 5.   Characteristic of sound pressure as a function of distance to the sensor (microphone). 
 
The characteristics shown in Figures 2÷5 are a combination of the sounds generated by the rail 
head and the rail vehicle itself (aeroacoustic and rolling noise). At a distance of over one kilometre, 
the sounds of the rail head dominate. As the proximity to the sensors location approaches, the signal 
sounds coming directly from the moving rail vehicle (aeroacoustic noise) become dominant. The 
Figure 6 illustrates this phenomena. 
 
Figure 6.   Compartments of dominant sources of rail vehicle noise. 
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4. Conclusions 
Due to the results of the pilot studies presented in this article, it can be stated that the test of the 
position of a rail vehicle with an acoustic sensor in the acoustic band is technically feasible and it has 
been verified. Studies have shown that the noise level characteristics associated with trains are likely 
to affect the area of the entire embankment in the cross-section in which the sound level meter is 
installed, while the location of the microphone heads slightly changes the observed characteristics. 
 Also the result confirm that the emitted noise is increased with higher speeds too, but while the 
rolling noise rises with a speed exponent of about 3, the sound emitted by aerodynamic sources rises 
with a speed exponent of about 6 [14]. 
 Note that with respect to the measurement conditions shown in this article, the sound level meter 
can be extended even further to the rail head (<< 60 cm). The authors have set up such a different 
sound level meter configuration relative to the rail head due to the possible snowfall of the railway 
track and the exposure to pollution of the measuring system. Moreover it is possible to isolate the 
microphones from external other noise.  
 In addition, further testing may be used to narrow the width of the audio band to be tested. This 
requires testing various rail vehicles within the range of their sound level. It may be possible to 
increase the distance in which rail vehicles can be detected using this test methodology. 
 The pilot studies show the possibility of using an acoustic wave as an information carrier on an 
approaching train. Thus it can be considered as potential applications, for example as support for the 
railway safety system or monitoring system [15-18]. 
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Nonlinear dynamics of external cavity semiconductor laser 
system with elements of a chaos
 
 
 
 
Vasily V. Buyadzhi, Alexander S. Belodonov,  Dmitry Mironenko, Alexander A. 
Mashkantsev, Sergey V. Kir’yanov, Anna A. Buyadzhi and Alexander Glushkov 
Abstract: A general, uniform chaos-geometric computational approach to analysis, 
modelling and prediction of the non-linear dynamics of quantum and laser systems 
(laser and quantum generators system etc) with elements of the deterministic chaos is 
briefly presented. The approach is based on using the advanced generalized 
techniques such as the wavelet analysis, multi-fractal formalism, mutual information 
approach, correlation integral analysis, false nearest neighbour algorithm, the 
Lyapunov’s exponents analysis, and surrogate data method, prediction models etc 
There are firstly presented the numerical data on the topological and dynamical 
invariants (in particular, the correlation, embedding,  Kaplan-York dimensions, the 
Lyapunov’s exponents, Kolmogorov’s entropy and other parameters) for laser system 
(the semiconductor GaAs/GaAlAs laser with a retarded feedback) dynamics in a 
chaotic and hyperchaotic regimes  
1. Introduction 
In a modern computational quantum and laser physics, electronics and others there are studied various 
systems and devices (such as atomic and molecular systems in an electromagnetic field, multi-
element semiconductors and gas lasers etc), dynamics of which can exhibit a chaotic behaviour. 
These systems can be considered in the first approximation as a grid of autogenerators (quantum 
generators), coupled by different way [1-4]. It is easily to understand that a quantitative studying of 
the chaos phenomenon features is of a great interest and importance for many scientific and technical 
applications. At the present time it became one of the most actual and important problems of 
computational physics of the complex non-linear systems. 
In this work we firstly applied a general, uniform chaos-geometric formalism to analysis and 
modelling of non-linear dynamics of the laser systems with elements of a chaos. The formalism is 
based on using the advanced generalized techniques such as the wavelet analysis, multi-fractal 
formalism, mutual information approach, correlation integral analysis, false nearest neighbour 
algorithm, the Lyapunov’s exponents analysis, and surrogate data method, prediction models etc (see 
details in Refs. [5-31]). There are firstly presented the numerical data on topological and dynamical 
invariants of chaotic systems, in particular, the correlation, embedding,  Kaplan-York dimensions, the 
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Lyapunov’s exponents, Kolmogorov’s entropy etc for laser (the semiconductor GaAs/GaAlAs laser 
with retarded feedback) systems dynamics in chaotic and hyperchaotic regimes.     
2. Universal chaos-dynamical approach in analysis of dynamics of the complex 
geosystems 
As many blocks of the used approach have been developed earlier and need only to be 
reformulated regarding the problem studied in this paper, here we are limited only by the key 
moments following to Refs. [1-32]. The important step of the quantitative studying chaotic dynamics 
of different dynamical systems is an numerical analysis of the characteristic time series, i.e. the time 
series of the key dynamical characteristics.  Let us formally consider scalar measurements 
s(n) = s(t0 + nt) = s(n), where t0 is the start time, t is the time step, and is n the number of the 
measurements. In a general case, s(n) is any time series, particularly the amplitude level. Packard et 
al. [22] introduced the method of using time-delay coordinates to reconstruct the phase space of an 
observed dynamical system. The direct use of the lagged variables s(n + ), where  is some integer to 
be determined, results in a coordinate system in which the structure of orbits in phase space can be 
captured. Then using a collection of time lags to create a vector in d dimensions, 
 
       y(n) = [s(n), s(n + ), s(n + 2), …, s(n + (d1))],                                                              (1) 
 
the required coordinates are provided. In a nonlinear system, the s(n + j) are some unknown 
nonlinear combination of the actual physical variables that comprise the source of the measurements. 
The dimension d is called the embedding dimension, dE. Any time lag will be acceptable is not 
terribly useful for extracting physics from data. If  is chosen too small, then the coordinates s(n + j) 
and s(n + (j + 1)) are so close to each other in numerical value that they cannot be distinguished from 
each other. Similarly, if  is too large, then s(n + j) and s(n + (j + 1)) are completely independent of 
each other in a statistical sense. Also, if  is too small or too large, then the correlation dimension of 
attractor can be under- or overestimated respectively. It is therefore necessary to choose some 
intermediate (and more appropriate) position between above cases. First approach is based on 
computing the linear autocorrelation function. Another approach is based on using the average mutual 
information.  
 The next principal step is to determine an  embedding dimension determination and to 
reconstruct a Euclidean space Rd large enough so that the set of points dA can be unfolded without 
ambiguity. In accordance with the embedding theorem, the embedding dimension, dE, must be 
greater, or at least equal, than a dimension of attractor, dA, i.e. dE > dA. In other words, we can choose 
a fortiori large dimension dE, e.g. 10 or 15, since the previous analysis provides us prospects that the 
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dynamics of our system is probably chaotic. However, two problems arise with working in 
dimensions larger than really required by the data and time-delay embedding [24]. Firstly, many of 
computations for extracting interesting properties from the data require search and other operations in 
Rd whose computational cost rises exponentially with d. Secondly, but more significant from the 
physical viewpoint, in the presence of noise or other high dimensional contamination of the 
observations, the extra dimensions are not populated by dynamics, already captured by a smaller 
dimension, but entirely by the contaminating signal. In too large an embedding space one is 
unnecessarily spending time working around aspects of a bad representation of the observations 
which are solely filled with noise. Further it is necessary to determine the dimension dA. There are a 
few standard approaches to reconstruct an attractor dimension (see, e.g., [1-8]), but usually there are 
applied only two methods. The first correlation integral analysis uses the correlation integral, C(r), to 
distinguish between chaotic and stochastic systems. To compute the correlation integral, the algorithm 
of Grassberger and Procaccia [26] is the most commonly used approach, where the correlation 
integral is  
     
 





)1(
,
||||
)1(
2
lim)(
Nji
ji
ji
N
rH
nN
rC yy
                                                                            (2) 
where H is the Heaviside step function with H(u) = 1 for u > 0 and H(u) = 0 for u  0, r is the radius 
of sphere centered on yi or yj, and N is the number of data measurements. The correlation exponent d t 
can be determined as the slop of line in the coordinates log C(r) versus log r by a least-squares fit of a 
straight line over a certain range of r, called the scaling region. To verify the results obtained by the 
correlation integral analysis, one can use surrogate data method. This method (look for example, 
[3,4]) is an approach that makes use of the substitute data generated in accordance to the probabilistic 
structure underlying the original data.  
 The next important step is computing the Lyapunov’s exponents, which are the dynamical 
invariants of a nonlinear system. In a general case, the orbits of chaotic attractors are unpredictable, 
but there is the limited predictability of chaotic physical system, which is defined by the global and 
local Lyapunov’s exponents. In a chaos theory, the spectrum of the Lyapunov’s exponents is 
considered a measure of the effect of perturbing the initial conditions of a dynamical system. Note 
that both positive and negative Lyapunov’s exponents can coexist in a dissipative system, which is 
then chaotic. In fact, if one manages to derive the whole spectrum of the Lyapunov’s exponents, other 
invariants of the system, i.e. Kolmogorov entropy and attractor's dimension can be found. The 
Kolmogorov entropy, K, measures the average rate at which information about the state is lost with 
time. An estimate of this measure is the sum of the positive Lyapunov’s exponents. The inverse of the 
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Kolmogorov entropy is equal to the average predictability. The estimate of the dimension of the 
attractor is provided by the Kaplan and Yorke conjecture: 
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descending order. There are a few approaches to computing the Lyapunov’s exponents. One of them 
is based on the Jacobi matrix of system. In the case where only observations are given and the system 
function is unknown, the matrix has to be estimated from the data. In this case, all the suggested 
methods approximate the matrix by fitting a local map to a sufficient number of nearby points. In our 
work we use the method with the linear fitted map proposed by Sano and Sawada, although the maps 
with higher order polynomials can be also used. To calculate the spectrum of the Lyapunov’s 
exponents from the amplitude level data, one could determine the time delay  and embed the data in 
the four-dimensional space. In this point it is very important to determine the Kaplan-York dimension 
and compare it with the correlation dimension, determined by the Grassberger-Procaccia algorithm.  
It is worth to remind that results of state-space reconstruction are highly sensitive to the length of data 
set (i.e. it must be sufficiently large) as well as to the time lag and embedding dimension determined. 
Indeed, there are limitations on the applicability of chaos theory for observed (finite) time series 
arising from the basic assumptions that the time series must be infinite.   
3. Analysis of the SMEAR station atmospheric radon concentration time series 
(2003) and conclusion 
As illustration, below we present the results of computational studying the low- and high dimensional 
dynamics of a chaos generation in the semiconductor GaAs/GaAlAs laser with the retarded feedback. 
Fischer et al [32] have carried out the excellent experimental studying dynamics of a chaos generation 
in the semiconductor GaAs / GaAlAs Hitachi HLP1400 laser; an instability is generated by means of 
the retarded feedback during changing the control parameter such as the feedback strength  (or in 
fact an injection current). Of course, depending on the system  there is appeared a multi-stability of 
different states with the modulation period: Tn=2/(2n+1), n=0, 1,2,…  The state of n = 0 is called as a 
ground one. With respect to the frequency modulation, other states are called as the third harmonic, 
fifth harmonic and so on. In the figure 1 we list the measured data on the time-dependent intensities 
for a semiconductor laser device with feedback: a) the time series, which illustrates a chaotic 
wandering between the ground state and the state of the third harmonic; b) the time series for a system 
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in a state of the global chaotic attractor. In Table 1 we present our original data on the correlation 
dimension d2, the embedding dimension, computed on the basis of the false nearest neighboring 
points algorithm (dN) with percentage of false neighbors (%) which are calculated for different lag 
times .  
 
 
 
 
 
 
 
 
 
Figure 1. The time series of intensity in the  GaAs/GaAlAs Hitachi HLP1400 laser 
(the measured data, from Ref. [32]). 
 
Table 1. The correlation dimension d2, the embedding dimension, computed on the basis of the false 
nearest neighboring points algorithm (dN) with percentage of false neighbors (%) which are calculated 
for different lag times  
Chaos regime (I) Hyperchaos regime (II) 
 d2 (dN)  d2 (dN) 
58 3.4 5 (8.1) 67 8.4 11 (15) 
6 2.2 4 (1.05) 10 7.4 8 (3.4) 
8 2.2 4 (1.05) 12 7.4 8 (3.4) 
 
The data are presented for two interesting regimes: I. chaos and II. hyperchaos. In Table 2 our 
computational data on the Lyapunov’s exponents, Kaplan-York attractor dimensions, the Kolmogorov 
entropy  Kentr are listed. One can see that there are the Lyapunov’s exponents positive and negative 
values. A scenario of chaos generation is in converting initially periodic states into individual chaotic 
states with increasing the parameter  through a sequence of the period doubling bifurcations. Further 
there is appeared a global chaotic attractor after merging an individual chaotic attractors according to 
a few complicated scenario (see details in Refs. [1,4,32]). 
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Table 2. The Lyapunov’s exponents: 14, the Kaplan-York attractor dimension dL and the 
Kolmogorov entropy  Kentr 
Regime 1 2 3 dL Kentr 
Chaos (I) 0.151 0.00001 -0.188 1.8 0.15 
Hyperchaos (II) 0.517 0.192 -0.139 7.1 0.71 
 
To conclude, in this paper we have presented the pre,iminary results of computing nonlinear chaotic 
dynamics characteristics for the semiconductor GaAs/GaAlAs laser with retarded feedback system. 
The corresponding data have been obtained on the basis of using the advanced non-linear-analysis 
techniques such as a wavelet analysis, multi-fractal formalism, mutual information approach, 
correlation integral analysis and other methods. The correlation dimension method provided a low (or 
high-) fractal-dimensional attractor thus suggesting a possibility of an existence of the chaotic 
behaviour. The method of surrogate data, for detecting nonlinearity, provided significant differences 
in the correlation exponents between the original data series and the surrogate data sets. It has been 
finally confirmed that the studied laser system dynamics exhibit a nonlinear behaviour with elements 
of the low-and high-dimensional chaos.  
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Multi layer composite coating technology  
for high damping mechanical structural applications 
 
 
Giuseppe Catania, Stefano Amadori 
Abstract: Multi layer coating technology can be an effective tool to design composite 
materials with specifically designed damping behavior and some applications are 
recently known in the aerospace and in the automotive industry. Dynamic mechanical 
measurements were made on thin-walled components, in the form of multi layered 
beam specimen, to investigate the composite dissipative properties. Conventional 
beam theories, can be unsuitable to accurately describe the complex damping 
behavior of multi layered beams and cannot take into account of contributions such as 
the frictional actions and slipping at the interface between layers. In this work, multi 
layered composite beams are modelled, by means of a modified, third order, zig zag 
model where the contribution of the stiffness of the coating layer materials and of the 
hysteretic actions at the layer interfaces is taken into account. Third order polynomial 
functions are adopted to describe the longitudinal displacement of the beam and the 
continuity of the shear stress across the multi layered beam depth is enforced. The 
number of kinematic variables used to define the beam motion may depend on the 
number of layers of the beam, and on the imposed kinematic and dynamic continuity 
conditions. Such a model is used to get optimal coating solutions with specific 
dissipative properties at the modelling stage. Some applications are presented and 
results are discussed. 
1. Introduction 
Composite materials, designed to exhibit high damping properties without sacrificing the stiffness and 
the resistance properties, are of great interest for the aerospace and automotive industry. Coating 
technology proved to be effective for obtaining such improved damping behaviour [1-3]. Component 
dissipative behaviour can be augmented by the application of single or multi layered coatings made of 
high damping materials or maximizing frictional actions at the interface between layers [4-7]. 
Damping behaviour of the coating application have been experimentally investigated by many 
researchers [8-11], in particular by means of dynamic mechanical experiments made on coated beam 
and plates in forced excitation [12-14]. Together with the experimental activity, Some models of 
composite beams and plates  have been developed in the past by many researchers [15-19], but no 
effort was dedicated on modeling the system internal dissipative actions and validating it by 
experimental tests. The classic Bernoulli-Euler and Timoshenko beam theories can be modified to 
deal with multi-layered composite beams where the layer mechanical and geometrical characteristics 
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vary significantly. High-order beam theories taking into account of different stress strain relationship 
related to the different layers, e.g. layer-wise theories [20-21], have also been considered. 
Nevertheless, by adopting some layer-wise beam theories, the number of kinematic variables increase 
with the number of layers and the computational load tend to increase as well. Other layer-wise 
theories, such as the zig-zag beam and shell theories [22-25], are associated to a fixed number of state 
space variables, not dependent on the number of layers. An extended multi-layer beam model is 
presented in this work, taking into account of the dissipative actions exhibited at the interface between 
the different layers. It must be observed that an effective multi-layered beam model must be able to 
take into account the many different factors that contributes to the damping behaviour, i.e. the coating 
architecture, the substrate and coating layers materials and the local friction at the interface between 
the layers. In this work a multi-layered beam model that takes into account of the different layer’s 
thickness and material constitutive relationships, and also modeling friction actions at the interfaces 
by means of a hysteretic contribution is presented. 
 
Figure 1.   Schematic representation of the multi-layered beam 
2. Multi-layer beam model 
Fig. 1 shows a schematic representation of a multi-layered beam modeled, uniform rectangular 
section S=b×h. The multi-layered beam is made up of N layers. L refers to the beam length, b to the 
width, h to the thickness, ρk to the k-th layer density.  It is assumed that, for each k-th layer, the  
relationships between stress (σ=σxx) and strain(ε=εxx), shear stress(τ=τxy) and shear strain(γ= γxy), are: 
     ,          ,     1, ,k kE G k Nσ ε τ γ= ⋅ = ⋅ = …  (1) 
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Ek and Gk are the longitudinal and shear elastic moduli of the k-th layer. The beam transverse 
displacement (w) is assumed to be stationary with respect to y. The transverse displacement (w) and 
longitudinal displacement (u) kinematical variables can be defined as a function of coordinates x, y 
and time t, being ξ=x/L and η=y/h, ηk=yk/h: 
( )
( ) ( )
( ) ( )
3 2
0 1
3 2
0 2 1 1
,
,       ,     0   
, ,     ,       , 2k k k k
w w t
u t u
u t u c c k N
ξ
ξ α η η β η ϕ η η
ξ η α η η β η η ϕ η η η
−
=
= + ⋅ + + ⋅ ⋅ ≤ ≤
= + ⋅ + + ⋅ + ⋅ + ⋅ ≤ ≤ = …
 (2) 
where: 
( ) ( ) ( ) ( )
( ) ( )
0 0
2 2 1 1
,     ,     ,     ,     ,     ,     ,
,     ,     ,    ;   =2, ,Nk k k k
u u x t x t x t x t
c c x t c c x t k
α α β β ϕ ϕ= = = =
= = …
  
The strain (ε) and shear strain (γ) kinematical assumptions are: 
( )
( )
2
2 1
2
1
1 3 2       ,       , 1
3 2       ,     0   
k
k k
u
L
u w u w w
c k
y L h L L h h
w
L h h
ε
α ϕγ η β η η η η
η
α ϕγ η β η η η
−
′
=
′ ′ ′∂ ∂
= + = + = + + ⋅ + ⋅ ⋅ + ⋅ ≤ ≤ >
∂ ∂
′
= + + ⋅ + ⋅ ⋅ ⋅ ≤ ≤
 (3) 
where ( ) ( ) ( )L xξ′ = ∂ ∂ = ⋅∂ ∂ . The τ stress continuity at the beam layer interfaces is imposed, and 
it is assumed that τ vanishes at the  upper (η=1) and lower (η=0) faces of the beam: 
( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
1
1
0 0 0      0 0        ,      1 1 0      1 0 ,N
k k k k k k
G G
G G
τ γ γ τ γ γ
τ η γ η γ η τ η− − + ++
= ⋅ = ⇒ = = ⋅ = ⇒ =
= ⋅ = ⋅ =
 (4) 
From Eqs. 3,4: 
( ) ( )
( ) ( )
2
2 2 2
1 1 1 2 1 1 2
2 2 1
2 1 2
2 3
3 2 3 2
3 2 3 2 , 2 1
N
k k
k k k k k k
h w
c
G G c
G c G c k N
α
β
η β η η β η
η β η η β η ++
′= − ⋅
= − ⋅ −
⋅ ⋅ + ⋅ ⋅ = ⋅ ⋅ + ⋅ ⋅ +
⋅ ⋅ + ⋅ ⋅ + = ⋅ ⋅ + ⋅ ⋅ + = −…
 (5) 
From Eq. 5, a system of N-1 equations result, and can be arranged as: 
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( ) ( )
( ) ( )
( ) ( )
2 2
2 2 1 2 1 1 2 1
1 2
1 2 2 1 1
1 2
2 1 2 1 1 1 1
3 2
3 2
3 2
k k
k k k k k k k k
N N
N N N N N N N N
G c G G G G
G c G c G G G G
G c G c G G G G
η β η
η β η
η β η
+
+ + +
−
− − − − −
 ⋅ = ⋅ ⋅ − + ⋅ ⋅ ⋅ −



⋅ − ⋅ = ⋅ ⋅ − + ⋅ ⋅ ⋅ −


 ⋅ − ⋅ = ⋅ ⋅ − + ⋅ ⋅ ⋅ −
…
…
 (6) 
By equating the sum of Eq. 6 right side to the sum of its left side, and from Eq. 5: 
( )
( )
1
2
1
1
1
1
1
3
2
N
k k k N
k
N
k k k N
k
G G G
G G G
η
β
η
−
+
=
−
+
=
 
⋅ ⋅ − + 
 
= −
 
⋅ ⋅ − + 
 
∑
∑
 (7) 
It can be seen from Eq. 7 that β is stationary and its value is determined by the thickness and the shear 
modulus of the beam layers. From Eq. 6, 2kc  values result from the following iterative procedure: 
( ) ( )
( )
2 1 2 12 2
2 1 1
2 2
1 21
2 2
1 1
3 2
3 2 , 2 1k kk k k k k
k k
G G G G
c
G G
G G G
c c k N
G G
η β η
η β η+ +
+ +
− −
= ⋅ ⋅ + ⋅ ⋅ ⋅


−
= ⋅ + ⋅ + ⋅ ⋅ = −

…
 (8) 
It is assumed that u(x,η,t) can show slip discontinuity at the interfaces kη  between different layers: 
( ) ( ) ( )
( ) ( ) ( )( )
2 2
1 1 2 1 1
1 1
2 2 1 1    ,   2, , -1
k k k k
k k k
u u c c
u u c c c c k N
η η η ϕ
η η η ϕ
+ −
+ − + +
− = ⋅ + ⋅
− = − ⋅ + − ⋅ = …
 (9) 
The following elastic-hysteretic constitutive relationship, is assumed at the beam layer interfaces : 
( ) ( ) ( ) ( )( ) ,        , 1 1k k k k k k k k kG u u K j k Nτ η γ η η η µ+ −= ⋅ = Γ ⋅ − Γ = + ⋅ = −…  (10) 
where 1j = −  is the imaginary unit. From Eqs. 9-10, 1kc  values result from the following iterative 
procedure: 
( )
( ) ( )
2 2 21 1
1 2 1 1 1
1 1 2
1 1 2 2 2
3 2
3 2 , 2 1k k k k kk kk k k
G
c c
h
G
c c c c c k N
h
η η β η
η η β η+ +
Λ ⋅
= − ⋅ + ⋅ ⋅ + ⋅ ⋅
Λ ⋅
= − − ⋅ + ⋅ ⋅ + ⋅ ⋅ + = −…
 (11) 
where ( ) ( )1 2/k k k k k kK j K jµ µ−Λ = + ⋅ = − ⋅ Γ . 
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It can be seen from Eqs. 7,8,11 that β, 1
kc , 2
kc  are stationary values, only depending by the thickness, 
the shear modulus and the mechanical complex impedance of the beam layers. 
The three independent system state variables can be collected as follows: 
( )
0
,  
u
w x t
ϕ
 
 
= = 
 
 
Z Z  (12) 
3. Equation of motion 
The equation of motion can be obtained by minimizing the system total potential energy: 
in exU W WΠ = + + + ∆Π  (13) 
U is the contribution of the internal elastic-hysteretic energy, Win is the contribution of the inertial 
actions, Wex is the contribution of the external forces, ∆Π is the contribution of the work of the 
distributed viscous-elastic constraints.  
( ) ( )
1 1
0 0
1
2 2
U d d d d dσ ε τ γ σ ε η τ γ η ξ
Ω
 Ω
= ⋅ ⋅ ⋅ Ω + ⋅ ⋅ Ω = ⋅ ⋅ ⋅ + ⋅ ⋅ ⋅ 
 
∫ ∫ ∫  (14) 
( ) ( )
1 1
0 0
inW u u d w w d u u d w w d dρ ρ ρ η ρ η ξ
Ω
 
= ⋅ ⋅ ⋅ Ω + ⋅ ⋅ ⋅ Ω = Ω⋅ ⋅ ⋅ ⋅ + ⋅ ⋅ ⋅ ⋅ 
 
∫ ∫ ∫ɺɺ ɺɺ ɺɺ ɺɺ  (15) 
( ) ( )2
1
exW F w L f w d
ξ
ξ
ξ ξ ξ= − ⋅ − ⋅ ⋅∫  (16) 
1 1 1 1 1 1
0 0 0 02
t a t a
o o
k w w d k u u d d c w w d c u u d dξ η ξ ξ η ξ  Ω∆Π = ⋅ ⋅ ⋅ ⋅ + ⋅ ⋅ ⋅ ⋅ + Ω ⋅ ⋅ ⋅ ⋅ + ⋅ ⋅ ⋅ ⋅  
  
∫ ∫ ∫ ∫ ∫ ∫ɺ ɺ  (17) 
where Ω=Lbh is the beam volume, ρ the beam density, 
 
2 2( ) ( ) , ( ) ( )t t= ∂ ∂ = ∂ ∂
i i i
, F is a lumped 
transverse force applied at ξ ξ= and ( )f ξ is a distribuited force applied at 1 2ξ ξ ξ≤ ≤ , kt(ξ) and 
ka(ξ,η) are the constraint elastic stiffness parameters and ct(ξ) and ca(ξ,η) the constraint viscosity 
parameters. The Eq.12 system state unknown solution variables are assumed satisfy Zi(ξ,t)=fi(x)×pi(t), 
i=1,2,3, and unknown functions fi(x) are restricted to a set of known Fourier functions: 
( ) ( ) ( )
( )
( )
( )
( )
0 0
, w
u
t w t t
ϕ
ξ
ξ ξ ξ
ϕ ξ
  
  
= = ⋅ = ⋅   
      
N 0 0
Z N δ 0 N 0 δ
0 0 N
 (18) 
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Z is defined by means of the three normal mode functions vectors and of a coefficient vector: 
( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
[ ]
0 0 0
1 0
2 1/ 2 sin cos sin cos
2 1 / 2 12 0.5 sin cos sin cos
2 sin cos sin cos
, 3
w w w
T
n w
n n
n n
n n
n n n n
ϕ ϕ ϕ
ϕ
pi ξ pi ξ pi ξ pi ξ
ξ pi ξ pi ξ pi ξ pi ξ
pi ξ pi ξ pi ξ pi ξ
δ δ
 = ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 
 = ⋅ ⋅ − ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 
 = ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 
= = + + +
N
N
N
δ
…
…
…
…
(19) 
From Eqs. 2,3,18: 
[ ] [ ] ( ) ( )
( ) ( ) ( )
0 1 0 0 0    ,   1
1 1
   ,   0 0
T
w
T T
h
w u
L
L h
η ψ η ηξ
ψ η
ε η γ η
η
 ⋅ ∂
= ⋅ = ⋅ = − ⋅ ⋅ = ⋅ ⋅ ⋅ ∂ 
 ∂ 
= ⋅ ⋅ ⋅ ⋅ = ⋅ ⋅ ⋅ = ⋅ ⋅ ∂ 
1
2
Z N δ Z A L N δ
A L N δ N δ B N δ
 (20) 
where 
( )
( )
( )
( )
( )
( )
3 2
1
3 2
2 1 1
2
2
     ,     0   
     ,       , 2
00 0
1 1 0 0
 , 0 0  , 0 0  , 0
0 0 1 10 0
k k
k kc c k N
hy
L
h
ψ η η β η η η
ψ η η β η η η η η
ξ
η ηξ ξ
ψ η ψ η
ξ η
−
= + ⋅ ≤ ≤
= + ⋅ + ⋅ + ≤ ≤ =
 ∂ 
  ∂         
⋅ ∂ ∂  = − = = =     ∂ ∂      ∂ ∂      ⋅∂  ∂   
1 2A L L B
…






 (21) 
From Eqs. 14-17: 
( ) ( )
( ) ( ) ( ) ( )
1 1
1 1
2
0 0
1 1
1 1
     ,     
2
     ,      
k k
k k
TT T
N N
T T
k k
k k
U d d
L
E d G d
η η
η η
ξ ξ
η η η η η η
− −
= =
 
= ⋅ ⋅ ⋅ = Ω ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ + ⋅ ⋅ ⋅  
 
   
= ⋅ ⋅ ⋅ = ⋅ ⋅ ⋅   
      
∫ ∫
∑ ∑∫ ∫
2 2δ K δ K L N AE L N N GB N
AE A A GB B B
 (22) 
( ) ( ) 
( ) ( ) 
1
1 1
0 0
1 1
0 0 0
     ,     0 0
0 0 0
     ,      
k
k
TT T
in w w
N N
T k k
k
k k
W d d
hd
h
η
η
ξ ρ ξ
ρρ η η η ρ
−
= =
  
  
= ⋅ ⋅ = Ω⋅ ⋅ ⋅ ⋅ ⋅ ⋅ + ⋅ ⋅ ⋅   
    
⋅
= ⋅ ⋅ ⋅ =
∫ ∫
∑ ∑∫
1 1δ M δ M L N ρA L N N N
ρA A A
ɺɺ
 (23) 
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( ) ( ) ( )2
1
0 0
     ,     
00
T T T
ex w wW F L f d
ξ
ξ
ξ ξ ξ ξ
   
   
= − ⋅ = ⋅ + ⋅ ⋅ ⋅   
   
  
∫δ F F N N  (24) 
( ) ( )
( )
( ) ( ) ( ) ( )
1
1 1
0 0
1 1
0 0
1
1
     ,     
2
0 0 0
0 0
0 0 0
0 0 0
0 0
0 0 0
k
k
T T
TT T
t w w
TT
t w w
N
T
a
k
C
k d d
c d d
k d
η
η
ξ ξ
ξ ξ
ξ ξ η η η
−
=
∆Π = ⋅ ⋅ ⋅ + ⋅ ⋅
  
  
= Ω⋅ ⋅ ⋅ ⋅ + ⋅ ⋅ ⋅ ⋅ ⋅ ⋅   
    
  
  
= Ω⋅ ⋅ ⋅ ⋅ + ⋅ ⋅ ⋅ ⋅ ⋅   
    
= ⋅ ⋅ ⋅
∫ ∫
∫ ∫
∫
1 1
1 1
δ ∆K δ δ ∆ δ
∆K N N δ L N kA L N
∆C N N L N cA L N
kA A A
ɺ
( ) ( ) ( ) ( )
11
,
k
k
N
T
a
k
c d
η
η
ξ ξ η η η
−
=
= ⋅ ⋅ ⋅∑ ∑ ∫cA A A
 (25) 
By minimizing the total potential, the equation of motion results: 
[ ]⋅ + ⋅ + ⋅M δ ∆C δ K +∆K δ = Fɺɺ ɺ  (26) 
It must be outlined that resulting M, K, ∆K, ∆C are complex matrices because of the hysteretic 
model assumption. The beam frequency response function H(ξ, ξ) , related to transverse lumped 
excitation at abscissa ξs and transverse response w(ξ=ξi), can be found as follows. By applying to 
both sides of Eq. 26 the Fourier transform operator Ƒ(	) = (  ): 
( )2 ˆ ˆj ω ω+ ⋅ ⋅ − ⋅ ⋅K +∆K ∆C M δ = F  (27) 
The discrete system frequency response function H matrix is: 
( ) ( ) ( ) ( )( )1 12 0j j j jω ω ω ω ω− −= + ⋅ ⋅ − ⋅ = + ∆H K + ∆K ∆C M Q Q  (28) 
where: 
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )( )
2
0
2
Re Re Re
Im Im Im
j j
j j j
ω ω ω
ω ω ω
= + ⋅ ⋅ − ⋅
∆ = ⋅ + ⋅ ⋅ − ⋅
Q K +∆K ∆C M
Q K +∆K ∆C M
 
From Eq. 28: 
( ) ( ) ( )( )
( ) ( ) ( )
11 2
0 0
1 11 1
0 0 0 0 0 0 0
Re Re Re ,
,
j ω ω −−
−
−
− −
= = + ⋅ ⋅ − ⋅
⋅ + ∆ ⋅ = ⇒ = + ⋅ ⋅ = + ⋅ ⋅
H Q K +∆K ∆C M
H Q Q H H H I Q ∆Q Q I H ∆Q H
 (29) 
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where closed form H0(jω) expression can be easily expressed by means of modal decomposition [26]. 
Beam ( , ) frequency response function then results: 
( ) ( ) ( ) ( )
0
, 0 0
0
T
i s w i w sH jξ ξ ξ ω ξ
 
 
=   ⋅ ⋅  
 
 
N H Nɶ
 (30) 
Table 1: beam layer data 
 hk [mm] Ek [GPa] Gk [GPa] ρk (103 kg/m3) 
A {30, 60} {8, 210} {3.3 , 80} {2.7, 7.85} 
B {20, 60, 20} {70, 210, 70} {27, 80, 27} {2.7, 7.85, 2.7} 
C {5, 20, 50, 20, 5} {300, 7, 210, 7, 300} {120, 2.8, 80, 2.8, 120} {5.8, 2.7, 7.85, 2.7, 5.8} 
 
Table 2: beam constraint parameters 
 
ak′  tk ′  ac′  tc′  atc′′  tc′′  
[1015 N/m4] [105 N·s/m4] 
A 10 1 1 10 2 5 
B 10 1 3 5 1 3 
C 10 1 2 8 0.1 5 
 
Table 3: beam interface parameters 
 Kk [GPa/m] µk  [GPa/m] 
A {0.8} {70} 
B {0.8, 0.8} {100, 100} 
C {1, 0.4, 0.4,1} {300, 20, 20, 300} 
 
4. Applications and results 
Three different system configurations are presented, namely A, B, C. All of the beams share the same 
length L=1.1 m and width b=0.1 m. Beam layer data, e.g. layer thickness and material properties are 
reported in Tab. 1. Tab.2 reports the beam constraint parameters, and Tab.3 reports the values of the 
different constants Kk and µk at k-th interface.  
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Table 4: Natural frequencies and damping ratios  
 
Natural frequency (Hz) Damping ratio (%) 
1 2 3 1 2 3 
A0 62.86 393.49 1496.51 6.52 1.19 0.313 
Af 62.69 397.12 1592.55 6.65 0.973 8.07 
B0 83.06 523.69 1965.3 3.15 0.568 0.152 
Bf 47.75 275.89 1663.38 19.2 2.36 2.76 
C0 87.37 516.7 1821.74 5.21 0.983 0.289 
Cf 51.67 233.78 1146.1 19.6 8.46 4.31 
 
 Distributed (0≤ ξ≤ 0.09) viscoelastic clamped-free boundary conditions are taken into account, 
whose constant parameters are , , ,a t a tk k c c′ ′ ′ ′ . Uniformly distributed (0≤ ξ≤ 1) viscous actions, by 
means of parameters ,  a tc c′′ ′′ , are also considered to model system inherent damping. The effect of 
hysteretic dissipation (system configurations Af, Bf, Cf) at the layer interfaces is evaluated by 
comparing results in Figs. 2-4, where interface slipping, parameters ,k kK µ , is taken into account 
with the corresponding results (system configurations A0, B0, C0) where no slipping occurs. Tab.4 
reports the natural frequencies and damping ratios associated to the first three vibration modes in the 
[0-2000] Hz frequency range, for each system configuration. In the general complex case where 
slipping is considered, the damping ratio is estimated by means of the SDOF (Single Degree Of 
Freedom) circle fit method [26], while, when no slipping occurs, the damping ratio simply results 
from the solution of a generalized eigenvalue problem [26].  
Beam inertance FRF frequency response function (− ∙ ( 	, )) is evaluated and real, 
imaginary part and the ratio of the imaginary part to the modulus (Im()/) are plotted in the 
0-2000 Hz frequency range, Figs. 2-4. ( ) [ ]Im 0,1H H ∈ɶ ɶ  can be used as a system damping estimate. 
Inertance Im()/ damping estimate plotted in Figs. 2-4 show that the proposed slipping elastic-
hysteretic model proposed in this work can effectively be used to model the damping behaviour 
exhibited by multi-coated beam components. Since 2·(N-1) interface parameters are required by this 
approach, an effective experimental identification technique can be used to obtain this unknown data. 
A procedure to obtain the model damping-related constants, Kk, µk  starting from forced excitation 
dynamic mechanical measurements of simple dual layer and multi-layer beam systems, is currently 
under development in our research team. 
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(a)  (b) 
Figure 2.   − ∙ ( = 1	,  = 1) inertance FRF: (a) A0, (b) Af . 
 
  
(a)  (b) 
Figure 3.   − ∙ ( = 1	,  = 1) inertance FRF: (a) B0, (b) Bf . 
 
  
(a)  (b) 
Figure 4.   − ∙ ( = 1	,  = 1) inertance FRF: (a) C0, (b) Cf . 
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5. Conclusions 
A discrete, n-dofs model for multi-layered beams, based on a extended high order zig-zag beam 
theory taking into account of layer interface slipping dissipative actions, is proposed. The model 
employs a limited number of kinematic variables to increase the computational efficiency. The 
continuous beam frequency response function is obtained and formulated in the general case where 
system discrete model matrices are complex. A damping estimator, based on the ratio between the 
imaginary part and the modulus of the beam continuous frequency response function is proposed. 
Numerical examples for beams with different multi-layered structures and different dissipative 
properties are presented and discussed. 
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Model based research on electrochemical battery connected with 
3 diodes model of PV module – selected properties 
 
 
Adrian Chmielewski, Robert Gumiński, Krzysztof Bogdziński, Przemysław Szulim, 
Jędrzej Mączak, Jakub Możaryn, Piotr Piórkowski 
Abstract:In the article, a model of an electrochemical battery connected with three 
diode model of a photovoltaic module is presented. To calculate selected parameters 
of the electrochemical battery model an iteration-approximation method have been 
employed. In herein work, while applying specific load cycle to the battery-PV 
module with a control unit, the power distribution of system was analyzed. Then there 
are presented chosen curves of LiFePO4 batteries obtained from the experimental 
research and simulation model. Moreover, by using a simulation model the heat 
generation of the battery has been calculated. 
1. Introduction 
An adequate energy storage techniques is an essential element of the energy efficiency improvement 
e.g. in microcogeneration / polygeneration systems. Many different methods of the energy storage are 
developed in the industry, R&D centers and academia[1-3]. The methods depend on the form of the 
stored energy e.g. Battery Energy Stores - BES (electrochemical energy) [4-13], Flywheel Energy 
Stores - FES (mechanical energy) [1], SuperCapacitors - SC (electrical energy) [3], Superconductive 
Magnetic Coils - SMC (electrical energy) [2], Pumped Hydroelectric Storage - PHS (mechanical 
energy) [1-3], Compressed Air Energy storage (mechanical energy stored in underground rock 
caverns), heat accumulators (thermal energy) and many others [3]. Chosen energy storage techniques 
have been presented in detail in [1,3]. 
Many studies demonstrate increasing interest in the development of simulation models of hybrid 
stationary systems [14-21] and Electric Vehicles (EV) based on PV modules with battery [22, 23]. 
To improve the relevant algorithms for control in the battery management systems (BMS) it is 
essential to know the operating characteristics of typical batteries for mobile or stationary use which 
can be supported by simulation models, especially in hybrid systems [17-21].Research of the static 
and dynamic operation of an electrochemical battery in a specific load cycle supported by a 
simulation model connected with 3 diode PV module can give the answers to numerous questions 
regarding the operation of batteries in technical facilities [24-28].  
In herein work, in Chapter 2 the test stand of electrochemical energy storage systems (LiFePO4) has 
been employed. Chapter 3 presents analytical relations of electrochemical battery and PV module. 
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Based on presented relations, the simulation model, which was subsequently validated against 
experimental research results, has been described in Chapter 4. Finally, concluding remarks are given 
in Chapter 5. 
2. Experimental test stand 
To conduct the research, the test stand has been prepared, complete with data acquisition, load control 
unit and software application for long duration tests. The measurement circuit of the test stand (Fig.1) 
consists of: PC class computer, modular data acquisition chassis (National Instruments hardware), 
TTi CPX400DP programmable laboratory power supply, loading control unit (load circuit connects 
the battery to a controllable load power unit – individual controllable current source which was 
prepared by the authors) and control application which has been written in LabVIEW 2016. The 
application allows for measurement of the following parameters of the battery: voltage measured at 
the terminals of the battery, the value  and direction of current flow while charging / discharging, 
temperatures at battery terminals, battery body and ambient temperature which were acquired with 
type K thermocouples. During research all measured values were sampled at the rate of 100 Hz. A 
detailed description of the test stand is presented in [29]. 
 
 
Figure 1.   The test stand. 
3. The models – analytical description 
3.1. The model of electrochemical battery 
In order to analyze the performance of batteries two different models were used (Fig.2). The first one 
is a known thermal resistance model (Fig. 2a) that allows a detailed assessment of the heat losses 
occurring in the battery (e.g. Li-ion, LiFePO4) [24-28].  
The second one (Fig. 2b) is based on the physical model of the battery and takes into account 
experimental research where the iteration-approximation method can be employed [4, 5, 7, 9]. 
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 (a) (b) 
Figure 2.   Models of electrochemical battery: a) The thermal resistance model – radial direction, b) the physical 
model. 
The thermal model has been employed, to calculate and analyze the heat generation process of 
LiFePO4 battery. Based on [24, 27] following equations describe reversible heat generation rate revQ
  , 
irreversible heat generation rate revirQ  
  and the total heat generation rateQ : 
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The ohmic polarization overpotential can be expressed as: 
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where:Rohmic – ohmic resistance [Ω], Rrohmic– the ohmic resistance at reference temperature [K], Tr – 
reference temperature [K], Tint – the internal temperature of the battery [K], λhmic - the proportional 
coefficient of activation energy [K]. 
The concentration of polarization over-potential can be written as follows: 
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- discrete form of concentration 
deviation between two current collectors [mol∙m-3],   int//exp TTPP rconv
r
convconv 11   - the 
proportional coefficient of the liquid phase diffusion [mol∙m-3∙A-1], λconv - the proportional coefficient 
of activation energy [K], τconve -time constant of liquid phase diffusion [s]. 
The reaction of polarization of overpotential can be written as follows: 
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where: R- ideal gas constant [J∙mol-1∙K-1], F – Faraday's constant [C∙mol-1], 
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The terminal voltage of the battery can be described as: 
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Based on the analysis of the figure 2b the internal resistance Ri of the battery can be calculated as: 
1 nbatelyteeldebati IQTiaEMFRQTRQTiR ),,(),(),,(  (6) 
Where: 
aEMF(ibat,T,Q)In-1 – the ratio which defines the relative change of the electromotive force of 
polarization during flow of nominal current In versus EMF for the nominal capacity of Qn.Relde, Releyte 
– electrodes and electrolyte resistance, respectively. 
In this article the experimental data has been employed to determine Ri: 
)/()( mmmmi IIUUR   11  (7) 
where: Um>Um+1 and Im+1>Im.  
The family of Um, Um+1 characteristics was determined during experimental research, described in [4, 
6, 13, 29]. Once Ri was determined, while transforming the below equation (8), it became possible to 
calculate the EMF, respectively for charging (+) and discharging(-): 
ibattermibatterm RiUEMFRiEMFU   (8) 
The internal resistance of the battery Ri was determined using the iteration-and-approximation method 
[4] and subsequently it was used in the simulation model in order to account for the change of the 
battery’s resistance depending on the change of its state of charge. The properties of the 
electrochemical battery were defined by using the Peukert’s equation: Kp=ibatk(T)t. This relationship 
defines the battery’s discharge capacity. It combines discharge current of the battery (ibat) with time t 
while taking into account the external conditions κ(T) (the Peukert’s constant)[5, 7, 9]. Normally 
battery manufacturers indicate the rated capacity of a cell for standard conditions (T = 298K = 25oC, 
then T=Tnom). However,the Peukert’s constant value depends on battery type.  
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Knowing that the battery’s state of charge (SOC) is the ratio of its effective capacity to nominal 
capacity, one can write: 
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The EMF electromotive force, which depends on the SOC, can be expressed in the following 
form [4,7,9]: 
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The EMFmin and EMFmax values have been determined on the basis of experiments [4, 6, 13, 29]. The 
power supplied/ took from the battery can be expressed as follows: 
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3.2. The model 3 diode PV module with losses 
In this subsection, the 3 diode model of the photovoltaic cell with losses [20, 21] has been presented. 
Figure 3 illustrates an equivalent scheme of the 3 diode photovoltaic cell. 
 
Figure 3.   3 diodes model of PV module. 
Based on the analysis of the circuit given in Fig. 3, the current I obtained from conversion of the solar 
energy to electric energy can be written as [20-22]: 
  
azph TTJI
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G
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 (13) 
where: Isc - the stalling current in G0 conditions (Standard Testing Conditions, STC: T=298K and 
G0=1000W/m2) [A], Ta – ambient temperature in STC [K], G – solar radiation power density [W/m2], 
J0 – temperature coefficient [A/K]. 
General equation for the current IDn flowing through the diode Dn can be expressed as: 
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Where:Eq- the energy gap [eV], q - elementary charge [C]. 
Generally, the dark current of the diode Dn can be written: 
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For n=1, the current ID1 flowing through the diode D1 (Fig. 3) can be expressed as follows: 
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Moreover: 
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The dark currentID01 of the diode D1 can be writtenas follows: 
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The current Ip flowing via Rp shunt resistance can be expressedas follows: 
psp RIRUI /  (20) 
Based on 1st Kirchoff’s law (Fig. 3), the value of the current I flowing through a series resistance Rs 
can be written as: 
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321  (21) 
The electrical power of the PV modules can be determined as: 
IUP pvpv   (22) 
The electrical power supplied to / taken from the battery, by the inverter, can be described as: 
 
loadpvinvbat PPiP  )(  (23) 
where:
 
)(iinv  - the inverter efficiency [30], Pload – external power load(e.g. daily household cycle of 
the energy consumption). 
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4. The simulation model, simulation results and research results 
Based on the relationships (1-23), which are presented in chapter 3, the simulation model has been 
prepared. The model describes selected properties of PV module which has been connected with 
electrochemical battery by DC/DC inverter. 
Figure 4 shows chosen parameters influence of PV polycrystalline module on power generated (Ppv). 
It presents the results of the simulations for the following main parameters - PV module: Rp=300Ω, 
Rs=0.2Ω, T=295K – summer, T=273K – winter, GDecember=220W/m2 – winter, GJuly=740W/m2 – 
summer, J0=0.0013A/K, Isc=3.11A, αn=α1=α2=α3=1.3, Uocv=21.7V, Ns=36, Np=50, q=1.6021∙10-
19C,kb=1.3805∙10-23J/K, Eq=1.12eV. 
Based on analysis of the Figure 4 it can be stated that increase of the value of the series Rs (Fig.4a-
d),the shunt resistance (Fig.4e-h) and the temperature (Fig.4k-l) of PV module have negative 
influence on power and photo current generation value. Increasing the value of irradiation affects 
(Fig. g-j) growth of the power and photo current generation values both in winter and in summer, 
respectively. 
The main parameters of electrochemical battery model chosen for simulation were : Qnom=325Ah, 
Unom=26.4V, the number of cells connected in series -8, number of cells connected in parallel – 130, 
nominal capacity of single cell – Q1=2.5Ah, nominal voltage of single cell – U=3.3V, Inom=130A, 
B(τ)=1.05.  
Figure 5a presents the curve of internal resistance of the LiFePO4 battery. The change of internal 
resistance was described by 9 degree polynomial. The approximated general equation has been 
implemented to simulation model. Figure 5b illustrates the voltage at the terminals of LiFePO4 
battery from: experimental research, from approximation and from simulation model for discharge 
current iload=6A. The relative error between experimental research and simulation model for a single 
LiFePO4 cell is smaller than 2% (the error is acceptable for practical use this method). Figure 5c 
presents the total heat generated by the battery based on experimental research. 
Figure 6a illustrates the curves of daily power generated of PV module gathered from simulation 
model ( the average value of daily irradiation for July, located at Warsaw city was assumed; the mean 
daily temperature T=295K). The maximum value of daily power generated by PV was equal to 
637.36W for GJuly=978W/m2 (at 11:52 AM) and inclination of plane of PV module was equal to 
35deg. 
Figure 6b shows the external load cycle similar to daily energy consumption in several person 
household [8]. During simulations there was assumed, that designated household appiliances and 
other devices worked all the time (stand-by mode, eg: TV set, digital decoder, wireless router and 
others). Also, the external daily load cycle has been implemented in the simulation model. 
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 (a) (b) 
 
 (c) (d) 
 
 (e) (f) 
 
 (g) (h) 
 
 (i) (j) 
 
 (k) (l) 
Figure 4.   The curve of: a) Rs influence on Ppv value in winter, b) Rs value influence on I value in winter, c) Rs 
influence on Ppv value in summer, d) Rs influence on I value in summer, e) Rp influence on Ppv value in 
winter, f) Rp influence on I value in winter, g) Rp influence on Ppv value in summer, h) Rs influence on I 
value in summer, i) G influence on Ppv value in summer, j) G influence on I value in summer, k) T 
influence on Ppv value for G=800W/m
2, l) T influence on I value for G=800W/m2. 
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  (a) (b) (c) 
Figure 5.   The curve of: a) internal resistance of the battery – general equation, b) the voltage at the terminal of 
the battery from model and experimental research, c) total heat generated by the battery - experiment. 
 
 (a) (b) 
Figure 6.   a) Daily power generated by PV module, b) daily energy consumption – external load cycle to 
simulation model. 
 
 (a) (b) 
 
 (c) (d) 
Figure 7.   a) Voltage at the terminals of battery, b) State of Charge, c) Electromotive Force, d) Voltage at the 
terminals of battery as SOC function from the model with and without of PV module in specific daily 
cycle. 
Figure 7 presents the curves of: voltage at the terminals (Fig. 7a), State of charge (Fig. 7b), 
Electromotive Force (Fig. 7c), voltage at the terminals of battery as SOC function (Fig 7d) from the 
model with and without of PV module in specific daily cycle. It was assumed that the cell state of 
charge would amount to SOC=1 (Fig.7b) during the next iteration (the cell fully charged) with PV 
module case. Figure 7d presents closed loop diagram ofUterm(SOC) with PV module. The closed loop 
diagram is very similar to the ellipse for sinusoidal functions - such behavior is very popular in rotary 
machines. 
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5. Conclusions 
In this article, selected properties of 3 diode PV module with losses connected LiFePO4 battery in 
specific daily load cycle for typical household has been discussed. Based on experimental research 
and simulation model the total heat generated by the battery has been calculated. 
In presented work, there was analyzed and discussed the influence of chosen parameters of the PV 
module (eg.: irradiance, temperature, series resistance Rs, shunt resistance Rp) on generated power. 
The relative error between experimental research and simulation model for a single LiFePO4 cell is 
smaller than 2% (the error is acceptable for practical use this method). Presented results have also 
practical dimension - knowing the battery type, the work of such a battery can be simulated before the 
actual purchase the PV module. From such analyses, research and simulations, the degree of the most 
economical management of the limited-power energy source, can be estimated.  
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Wheel-surface model parameters estimation for all-terrain vehicle 
- experimental basis 
 
 
Tomasz Czapla, Marcin Fice, Roman Niestrój 
Abstract: The aim of the paper is to present the experimental basis for model parameters 
estimation for all-terrain vehicle dynamics simulation. Traction and side forces 
assessment methods and tire with the ground models for on-road vehicles are widely 
described. In case of off-road vehicles, there is variety of terrain characteristics and tire-
surface interaction forms, including soil or sand deformation that are not adequately 
described by theoretical models. Experiment methodology includes test in various 
ground condition and different driving direction. Test data were acquired for sand, for 
various tire tilt angle. Traction and side forces were acquired and used to identify black-
box model parameters of the wheel-ground interaction. 
1. Introduction 
Although the on-road vehicles traction characteristics and wheel-road interaction models and 
description are well described and various models are introduced for dynamics calculation, there is a 
need of the off-road vehicles behavior based on wheel-surface definition. The off-road vehicles have 
significantly higher fuel consumption due to higher than in railway and on-road cases traction 
resistance. Furthermore, rolling resistance and grip strongly depend on terrain characteristics. Another 
parameter that increase the rolling resistance is lower than in case of on-road vehicles tire pressure. For 
off-road conditions, surface cannot be considered as a rigid body and, in consequence, the interaction 
model should contain the tool for ground plastic deformation assessment.  
Modern drive systems, especially hybrid electric and electric drives performance and control system 
optimization should be provided with the accurate data including traction effort energy consumption. 
Since on-road vehicles driving cycles and road characteristics are known and well-described, load cycle 
of the power station can be estimated. In case of off-road vehicles, maximum traction effort has to be 
taken into account, what could lead to overestimate the power consumption and lead to overpower the 
power station and energy management system for Ackerman steering systems. In case of skid-steered 
vehicles the power consumption strongly depend on number of maneuvers during its operation, so that 
it is vital to assess the turning characteristics and perform simulation for various terrain conditions and 
maneuver intensity. For straight path, the power consumption is similar to classical solutions, for turns 
the power consumption rises.  
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The state of art analysis shows, that most authors focus on the wheel soil interaction during the ride on 
a straight path that limits measurements and simulations to longitudinal wheel and vehicle dynamics. 
In case of skid-steered vehicles, transverse during the turn has to be calculated.  
2. State-of-art analysis 
The wheel – rigid surface interaction for road conditions include tire deformation under vertical load in 
a steady-state condition, deformation under the longitudinal and lateral (transverse) force why applying 
the torque and cornering condition respectively. Stress pattern in fingerprint changes according to load 
conditions. Wheel deformation under the side-load significantly increases the rolling resistance [8] 
although in most cases is neglected in analytical wheel – surface interaction models and numerical 
calculation methods. For more adequate calculations several methods are used: empirical models, 
spring-damper wheel models and numerical calculation methods [7].  
The early stage of tire-ground interaction development was based on experimental tests including 
cone testing for soil shear, tension and extension strength [3,4]. Modern Cone Penetrometer Testing 
methods use electromechanical sensors to achieve ground characteristic along the measurement line. 
For vehicle performance, vital information can be provided with test performed on the ground surface. 
Surface testing technology was introduced by Bekker [1]. Methodology was based on two tests: plate 
sinkage test and shear test. A number of plates with certain dimensions were used to measure the 
sinkage and shear rings or plates simulated the shear. Test results achieved with various methods are 
used to calculate relationship between pressure and ground deformation indicated by sinkage.  
𝜎 = (
𝑘𝑐
𝐵
+ 𝑘𝜑) ∙ 𝑧
𝑛 , (1) 
𝜏 = (𝑘𝑐𝑜ℎ𝑒𝑠𝑖𝑜𝑛 + σ ∙ sin 𝜑) ∙ (1 − 𝑒
𝑗
𝐾⁄ ), (2) 
where: 
𝜎 – normal pressure, 
kc, k ϕ, n – soil properties parameters, 
z – soil sinkage, 
B – tire width, 
ϕ – free angle of shearing soil resistance, 
τ – shear stress,  
kcohesion – soil cohesion, 
j – shear displacement. 
Bekker [2] model based was the first significant approach to stress calculation in the tire – soil 
contact area and beneath. Bekker equation is used to calculate the normal pressure as a function of the 
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sinkage (Eq. 1), modified Coulomb equation (Eq. 2) allows to calculate the shear stress with taking into 
account shear displacement, cohesion and soil shear deformation parameters [6]. 
The Bekker model and other approaches based on rigid wheel neglect the tire deformation 
influence on wheel – surface dynamics. Models developed later by Schmid [5] allow to take into 
account the tire deformation. Further research methods and interaction models in most of cases are 
based on Finite Element Analysis.  
3. Methodology description 
The method, described in the paper is a part of the project focused on providing an accurate model of 
traction effort for skid-steered vehicle case. Longitudinal and lateral forces were measured during 
laboratory and field testing. Analytical model and FE Model are formed with using preliminary ground 
and tire properties. Model validation is performed then to achieve the most accurate simulation results. 
Since the field test cannot provide all possible terrain conditions, FE model is used to predict the final 
black-box model parameters (Fig. 1).  
  
Figure 1.   Ground Tire Interaction Model . 
Based on experiment results, skid-steered vehicle rolling resistance can be calculated. In case of 
skid-steered vehicle, different velocities on both sides of machines technique is used to achieve turn. 
The greatest advantage over classical solutions is higher maneuverability and simplified design. 
Additional feature for advanced transmission systems is zero-turn availability.  
On the Fig. 2 the basic and simplified geometrical model of the skid-steering vehicle is shown. 
Simplified because this is a symmetrical skid-steering model, wherein the mass center is in real 
Laboratory  
Field Testing 
Numerical Model 
(Matlab/Simulink) 
FEM Model  
(LS-Dyna) 
Hybrid Magic  
Formula Model 
Ground Tire Interaction Model for Traction 
Effort Analysis 
Validation 
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geometrical center of vehicle and is running on ideal surface. In this case it can be neglected, because 
presented research is aimed at determining the resistance of the wheel-surface.  
 
Figure 2.   Simplified geometric skid-steering model, where: R – turning radius of the center of 
vehicle, W – width between the wheels center, c – turn center, ω – angular velocity, L – 
wheelbase, vn,x - direction and movement speed of wheels, αn,x – slip angle of wheels.  
|𝛼1,𝑓| = |𝛼1,𝑟| = |𝛼1| = atan
𝐿
𝑅+
1
2
𝑊
,  (3) 
|𝛼2,𝑓| = |𝛼2,𝑟| = |𝛼2| = atan
𝐿
𝑅−
1
2
𝑊
.  (4) 
Table. 1. Values of slip angle in depending on a turn radius. 
R |1|, degrees |2|, degrees 
0 45 45 
W/2 26.5 90 
W 18.4 45 
2W 11.3 18.4 
3W 8.1 11.3 
 
R
c
v1
v2
v0
L
v2,f
v2,r
w
v1,r
W
v1,f
1,r
2,r
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The wheel during the tests was propelled by pulling it with external excitation system. The wheel 
had no drive for presented tests. Propulsion system is based on a rail with a cart propelled by an electric 
motor. Rail is responsible for keeping the direction of motion of the cart and allows the system to rotate 
in the rail axis. A frame containing the wheel suspension is placed on a moving cart. Wheel is attached 
to the frame via rotating fork, that allows to change the attack angle. The fork has two degrees of 
freedom constrained by rods equipped with force transducers, thus the lateral and longitudinal forces 
are isolated and measured (Fig. 3).  
 
Figure 3.   Experimental stand. 
Experimental stand was intended to perform various wheel behavior tests in specific surface 
conditions. Laboratory stand allows to change a wide range of parameters including: wheel angle of 
attack (difference between wheel vertical symmetry plane and direction of motion), wheel pressure, 
wheel vertical load, ground structure. Unique design of the stand allows to isolate and measure 
longitudinal and lateral force in the coordinate system related to moving cart. The tests were carried out 
with using an 20x10.00-8" all-terrain wheel. On the Fig. 4 wheel geometry during the skid-steering 
maneuver and measured forces are shown.  
Based on obtained results of forces produces an effect on the wheel - longitudinal and lateral to the 
movement direction, it is possible to calculate forces related to the geometry of the wheel. Flog and Flat 
forces are the projection of resultant force F on the coordinate system related to the wheel geometry. 
Mentioned above forces can be derived with using Park transform assuming that x-axis defines lateral 
forces in coordinate system attached to the frame.  
Wheel Rail 
Lateral force 
transducer 
Soil 
Longitudinal force 
transducer 
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Figure 4.   Geometrical model of the wheel, top view. x-y – coordinate axes relate to the movement 
direction, xwheel-ywheel – coordinate axes related to the wheel geometry,  Flong – measured 
longitudinal force related to the movement direction, Flat – measured lateral force related to 
the movement direction, F – the resultant force related to coordinate axes of movement 
direction,  Flong wheel – longitudinal component of the force related to geometrical wheel axes, 
Flat wheel – lateral component of the force related to geometrical wheel axes, αw – slip angle 
(between movement direction and wheel coordinate system).  
Related to the figure 4 total longitudinal and transverse forces related to geometrical axes of the 
wheel can be expressed as below: 
𝐹long wheel = 𝐹long ∙ cos(−𝛼w) − 𝐹lat ∙ sin(−𝛼w),  (5) 
𝐹lat wheel = 𝐹long ∙ sin(−𝛼w) + 𝐹lat ∙ cos(−𝛼w). (6) 
For the case shown in the Fig. 4 for chosen coordinate system Flat wheel has negative value. In 
case of maximum wheel turn angle, αw = 90°  , xwheel axis is parallel to y axis and ywheel axis will be 
consequently parallel to x-axis, so:  
𝐹long wheel = −𝐹long, (7) 
𝐹latwheel = 𝐹lat. (8) 
movement 
direction
Flong
Flat
y
x
xwheel
ywheel
F
positive 
direction of 
slip angle
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Resultant longitudinal force Flong wheel, is responsible for traction torque generation. It can be 
assumed to be traction effort force. Each wheel generates the resistant force caused by slip necessary 
for turn performance in case of skid-steered vehicle.  
4. Results analysis 
Tests were carried out for 4 slip angles αw = 0°, 30°, 60° and 90°. The pressure in the tire was 0,15 
MPa, and wheel axis load was 80 kg. The wheel was propelled on the sand surface with the speed of 
0,5 m/s. Results for steady-state conditions are shown in graphs and photos below.  
 
Figure 5.   Waveforms of measured longitudinal and lateral forces related to movement direction (a) and 
calculated longitudinal and lateral forces related to the wheel geometry (b) for αw = 0°. The 
wheel on the experimental stand, after test (c) and tire track (d). 
 
Figure 6.   Waveforms of measured longitudinal and lateral forces related to movement direction (a) and 
calculated longitudinal and lateral forces related to the wheel geometry (b) for αw = 30°. The 
wheel on the experimental stand, after test (c) and tire track (d). 
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Figure 7.   Waveforms of measured longitudinal and lateral forces related to movement direction (a) and 
calculated longitudinal and lateral forces related to the wheel geometry (b) for αw = 60°. The 
wheel on the experimental stand, after test (c) and tire track (d). 
 
Figure 8.   Waveforms of measured longitudinal and lateral forces related to movement direction (a) 
and calculated longitudinal and lateral forces related to the wheel geometry (b) for αw = 
90°. The wheel on the experimental stand, after test (c) and tire track (d). 
On the figures 5-8 there could be observed that forces values vary during the measurement period. 
The experiment starts when the wheel is placed on flat sand surface, not in the tire track. Before the 
wheel was reaching the edge of sand container, it generated the sand pile in the front that caused the 
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force increase (Fig. 9 and 10). Figures 9 and 10 show detailed view of test results for αw = 0° and wheel 
on tested surface for ground behavior pattern. For further analysis, averaged forces values were taken 
into account from the range from approximately 3 to 7 seconds.  
Longitudinal force increased in the function of slip angle αw and for 60° and 90° was similar. For 
60° angle the wheel turn decayed what could be observed on the photos showing the tire track. The 
wheel pattern track cannot be indicated. Lateral force for angles 0° i 90° was equal approx. 0 N what 
can be explained by the symmetry of kinematical structure.  
 
Figure 9.   Waveforms of measured longitudinal and lateral forces for αw = 00.  
 
Figure 10.   The wheel on the experimental stand, after test with αw = 0°. 
 
 
 
Tire track 
Sand pile 
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5. Wheel-surface model formulation 
Proposed approach leads to empirical traction effort calculation model development for skid-
steered vehicle. The effect of the model application is accurate calculation of yaw moment value for 
skid-steered wheeled vehicle in various terrain conditions. The first step was resistance forces 
calculation function that allows to obtain torque for each wheel.  
 Input parameters for the model are:  
 Slip angle,  
 Normal force (wheel vertical load),  
 Wheel pressure,  
 Ground pattern.  
Output parameters of the model:  
 Longitudinal force – contribution to the traction resistance of the vehicle,  
 Lateral force – contribution to the traction resistance of the vehicle,  
 Longitudinal wheel force – generates traction resistance for each wheel,  
 Lateral wheel force – generates bending moment for the wheel and loads for the 
suspension system.  
Magic formula model is based on experimentally derived load patterns for loads acting on each 
vehicle wheel. Figure 11 shows an averaged test results in the function of slip angle for performed test 
conditions.  
Resultant traction resistance could be derived as it is shown in Eq. 9  
𝐹𝑡 = 𝑔𝑚 ∙ 𝑝𝑡 ∙ 𝑓𝑡(𝛼𝑤), (9) 
where:  
ft = traction resistance coefficient, 
pt – tire pressure coefficient, 
gm – wheel load. 
 
Figure 11.   Values of longitudinal and lateral forces depending of the slip (attack) angle.  
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In order to generalize results, two coefficients are introduced: longitudinal and lateral 
resistance coefficient (Eq.10,11). 
𝑓𝑙𝑜𝑛𝑔 =
𝐹𝑙𝑜𝑛𝑔
𝐺
  - longitudinal wheel resistance coefficient,  (10) 
𝑓𝑙𝑎𝑡 =
𝐹𝑙𝑎𝑡
𝐺
 – lateral wheel resistance coefficient, (11) 
where:  
G – vehicle weight (m·g)  
 
Fig. 12 shows the range of mentioned above coefficients in the function of slip angle for dry sand 
case. In addition, approximation of coefficient values for all wheel slip range with using 3rd rank 
polynomial.  
 
 
Figure 12.   Values of longitudinal and lateral force coefficients depending of the slip (attack) angle.  
6. Conclusions 
The methodology presented in the article is based on test facility designed by authors and has 
unique abilities for direct traction loads measurement for various wheel-surface configurations.  
Since the tests were performed with using preliminary setup and were intended to verify the 
methodology correctness, the track was relatively short and narrow. Laboratory facility development 
plans include the test track modification. Increasing track length will allow to achieve longer periods 
of force stable values. Test track modification will also allow to avoid possible collisions between the 
tire and the track walls.  
Presented tests were performed for technical conditions assessment for laboratory facility 
development and future work will be focused on methodology mastering, evaluation of complementary, 
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FEM model and measurement automation and widening the parameters range (speed measurement, tire 
track investigation methods).  
Presented methodology is not intended to develop the wheel-surface interaction models, so that 
considerations of mentioned phenomena will be limited to the range that is necessary for turning 
moment of skid-steered vehicle assessment.  
Since, the wheel was propelled by external device (dragging rod), the difference between dragged 
and driven wheel has to be investigated. Laboratory equipment will be developed in order to enable 
driven wheel tests performance for various terrain conditions.  
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Inverse dynamics simulation of the snatch in 
weightlifting 
 
 
Adam Czaplicki, Krzysztof Dziewiecki, Zenon Mazur, Wojciech Blajer 
Abstract: The purpose of this paper is to present the results of an inverse dynamics 
analysis of the snatch modelled as a sagittal plane movement. A planar model of a 
weightlifter composed of 16 rigid segments (the lower trunk, thighs, lower legs, and 
feet) connected by 15 hinge joints was used in the computations. The equations of 
motion of the model were obtained using a projective technique. Kinematic data were 
recorded with a Vicon system with a sampling frequency of 200 Hz. The ground 
reaction forces were measured separately for the left and right limb on two force 
platforms. The inverse dynamics formulation then made it possible to assess the internal 
loads (the muscle forces and joint reactions), limited here to the lower limbs. The 
obtained results reveal that the snatch, a motor activity which tends to be geometrically 
symmetrical in the sagittal plane, is not necessarily characterised by symmetry of 
internal loads. The relatively high differences in the reactions in the joints and muscle 
forces in the left and right side of the body were identified. We are convinced that if 
coaches were to have information concerning the asymmetry of internal loads, this 
could have implications for adjusting the training, assessing whether or not the motor 
activity has been performed correctly, and helping the lifter eliminate habits that may 
cause injury. 
1. Introduction 
The snatch is one of the two lifts performed in Olympic weightlifting. It consists in lifting the barbell 
from the floor to above the head in one continuous motion, performing a squat, locking the barbell 
overhead, and adopting an erect position. Despite the fact that the lift lasts a relatively short time, the 
movement is complex, since as many as six distinct phases have been identified [1-3], including one in 
which the feet lose contact with the ground. Another important feature of the snatch lift is that the upper 
limbs and the barbell form a closed biokinematic chain. It restricts the use of standard biomechanical 
models provided by motion capture system manufacturers (e.g. Vicon Plug-in-Gait model).  Taking 
into account these aspects, it may be stated that the dynamics of the snatch lift has not been fully 
explained to date. The aim of this paper is to demonstrate that the snatch, a motor activity which tends 
to be geometrically symmetrical in the sagittal plane, is not necessarily characterised by symmetry of 
internal loads. 
2. Material and methods 
We recorded 30 lifts done by 5 athletes who used barbells with different loads (Tab. 1). Kinematic data 
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were gathered with a Vicon system (Oxford Metrics Ltd., UK) with a sampling frequency of 200 Hz. 
The ground reaction forces were measured separately for the left and right limb on two AMTI 
(Advanced Medical Technology Inc., USA) force platforms. 
 Prior to the research, the subjects were informed about the purpose of the study and gave their 
written consent. The research program was approved by the Senate Committee of Scientific Research 
Ethics at the Józef Piłsudski University of Physical Education in Warsaw. 
Table 1. Body mass of the subjects and barbell weight changes during the trials. 
Trial 
Subject 1 
(103 kg) 
Subject 2 
(76 kg) 
Subject 3 
(65 kg) 
Subject 4 
(77 kg) 
Subject 5 
(69 kg) 
Barbell weight kg 
1 90 80 80 80 60 
2 90 90 80 80 60 
3 90 90 85 80 70 
4 70 90 80 80 70 
5 80 90 80 80 70 
6 85 90 80 80 70 
 A planar model of a weightlifter composed of 16 rigid segments (the lower trunk, thighs, lower 
legs, and feet) connected by 15 hinge joints was used in the computations. A similar model and 
formulation for an inverse dynamics simulation has been described in detail in our previous publications 
[4, 5]. The equations of motion of the model were obtained using a projective technique [6, 7], which 
allowed for effective solution of the inverse dynamics problem and assessment of the joint reactions 
and muscle forces, limited here to the lower limbs (Fig. 1). 
 
Figure 1.   Muscle model of the lower limbs and joint angles definition. 
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3. Results 
Figure 2 shows time characteristics of the joint angles computed for three selected trials. The black 
solid lines (right lower limbs) and the grey ones (left lower limbs) have similar shapes. This indicates 
the symmetry of movement between the lower extremities during the snatch. The closest matching of 
the curves has been identified for the first subject (Fig. 2, left). 
 
Figure 2.   Time characteristics of the joint angles (subject 1, trial 3 (left); 
subject 4, trial 5 (middle); subject 2, trial 5 (right)). 
 The horizontal ground reaction forces of the subjects are depicted in Figure 3. The curves have 
been smoothed by 4th order low-pass Butterworth filter with cut-off frequency of 10 Hz. The opposite 
sign and similar magnitudes of the reaction forces acting on the feet are clearly visible. This means that 
the reactions form a force couple pointing indirectly to the rotation of the barbell with respect to the 
vertical axis. 
 
Figure 3.   Time curves of the horizontal ground reaction force of the subjects. 
 Figure 4 shows the smoothed time courses of the vertical ground reaction force during the snatch. 
One can recognize the low variability of the courses within the subjects (except of the 3rd case) and 
large variability between them. 
 
Figure 4.   Time characteristics of the vertical ground reaction force of the subjects. 
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 The tension curves of glutei muscles for the first subject are presented in Figure 5. We have 
deliberately chosen that athlete for the analysis because his time characteristics of the joint angles are 
very similar for both lower limbs (Fig. 2, left). There is a remarkable difference in the tension level 
between the right and left gluteus during the snatch. The largest percentage differences at the level of 
88% and 40% can be observed during the second pull phase (at about 1.5 s) and in the middle of the 
catch phase (at about 2.5 s), respectively. 
  
Figure 5.   Tension curves of glutei muscles during the snatch. 
 The tension curves of vasti muscles for the selected subject are presented in Figure 6. A notable 
difference has also been found in the tension level between both muscles during the snatch. However, 
in contrast to glutei muscles, the right muscle is much more activated than the left one. The largest 
percentage difference at the level of 88% can be observed in the middle of the catch phase (at about 
2.3 s). 
 
Figure 6.   Tension curves of vasti muscles during the snatch. 
 Figure 7 shows the tension curves of the left and right soleus. Contrary to the previously presented 
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maxima at the beginning of the second pull and in the middle of the catch phase are again discernible 
in the curves. The largest percentage differences at the level of 76% and 48% appear during the 
transition phase (at about 1.3 s) and at the beginning of the catch phase (at about 2 s), respectively. As 
for the left gluteus, one can notice the highest tension in the left soleus as well.  
 
Figure 7.   Tension curves of soleus muscles during the snatch. 
 The succeeding Figures 8-10 show the time characteristics of internal reactions in the joints of the 
lower extremities. Thick black lines mark the reactions in the joints of the right lower limb whereas 
grey lines are attributed to the left side of the body. The characteristics has been normalised with respect 
to the body weight of the subject. One can observe significant differences between the corresponding 
pairs of these reactions in all the joints. The highest level of the vertical reaction has been identified in 
the right knee joint during the catch phase, and in the left ankle joint at the beginning of the second pull. 
The largest horizontal reactions have been obtained for the left hip joint, right knee and left ankle joint 
during the catch phase. 
 
Figure 8.   Normalised time characteristics of internal reactions in the hip joint. 
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 Figure 9.   Normalised time characteristics of internal reactions in the knee joint. 
 
Figure 10.   Normalised time characteristics of internal reactions in the ankle joint. 
4. Discussion 
The inverse dynamic problem for the snatch in weightlifting has been solved in this work in order to 
answer the question whether the symmetry of the movement of a weightlifter matches the symmetry of 
the internal loads in the joints of the lower limbs. 
 The necessary kinematic and kinetic data were first gathered for solving the problem. The obtained 
time characteristics of the joint angles for both lower extremities turned out to be similar to each other. 
The shapes of these characteristics are also in accordance to those reported by others [8, 9]. The analysis 
of the kinetic data, however, revealed that the horizontal ground reaction forces acting on the feet have 
the opposite sign and similar magnitudes. They do not interlace each other and keep the same sign 
during a trial. The horizontal ground reactions form thus a force couple hampering the rotation of the 
barbell with respect to the vertical axis. This unexpected feature of the snatch has been determined for 
all the trials and was independent of the athlete’s and barbell weight. 
 
-8
-6
-4
-2
0
2
1 1.5 2 2.5 3 3.5 4 4.5
[N
/N
]
Time [s]
Knee joint
Fx (left)
Fy (left)Fx (right)
Fy (right)
-6
-5
-4
-3
-2
-1
0
1
1 1.5 2 2.5 3 3.5 4 4.5
[N
/N
]
Time [s]
Ankle joint
Fx (left)
Fy (left)
Fx (right)
Fy (right)
138
The results of the inverse dynamic solution have been presented in the second part of the study.  
They were computed for the subject with the highest symmetry of movement of the lower limbs. The 
obtained results confirmed asymmetrical distribution of internal loads in the joints during the snatch. 
This can be noticed by clear differences between peak tension values of both glutei and vasti muscles 
as well as by the opposite sign of tension difference between a corresponding pair of muscles: gluteus 
right – gluteus left and vastus right – vastus left. The asymmetry of internal loads has also been found 
in the time courses of the internal reactions in the joints. 
We assume that the rotation of the barbell is due to unequal involvement of lower and upper 
extremities of the subject during the snatch. It is possible that the dominant extremities exerted more 
pressure on the barbell when executing this lift. The rotation may also be caused by the preserved 
movements originating from the clean and jerk technique, as during the jerk the lifter raises the barbell 
above the head after splitting the legs into a lunge position. Finally, it should be emphasized that such 
rotations are small because of the large moment of inertia of the barbell with respect to the vertical axis 
and can be hardly observed by coaches. 
5. Conclusions 
Although geometrical symmetry was achieved, asymmetry was found in the internal loads acting on 
the musculoskeletal system in all of the lifts. The relatively high differences in the reactions in the joints 
and muscle forces in the left and right side of the body may be due to, among others, the horizontal 
components of the ground reaction force which are comparatively low but usually act in the opposite 
direction. 
 While weightlifting coaches are able to assess the correctness of the geometry of movement, 
reaction forces, particularly internal ones, are hardly ever assessed. If coaches were to have information 
concerning the asymmetry of internal loads, this could have implications for adjusting the training, 
assessing whether or not the motor activity has been performed correctly, and helping the lifter 
eliminate habits that may cause injury. 
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Comparative analysis of tire models for simulation of longitudinal
motion of lightweight wheeled mobile robots
Przemyslaw Dabek, Maciej Trojnacki
Abstract: The paper is concerned with analysis of tire models from the point of
view of their use in studies of dynamics of the lightweight wheeled mobile ro-
bots. The focus of the work is on longitudinal motion of a mobile robot on rigid
ground. Emphasis is put on discussion of results yielded by the robot dynamics
model depending on used tire model. The modeled robot is a four-wheeled lig-
htweight skid-steered robot developed for the purpose of investigations of robot
kinematics and dynamics. Models of robot kinematics and dynamics used du-
ring studies are only briefly described, because detailed treatment was provided
in other works of the authors. Analysed tire models are presented in details.
Models are implemented and solved using Matlab/Simulink software. Results
of numerical analyses are compared with results of experiments. Models fide-
lity is described with quality indexes to better guide the assessment. In-depth
discussion of the obtained results concludes the paper.
1. Introduction
Modern methods of computer aided engineering analysis (CAE) increasingly become more
important in the process of design of wheeled mobile robots. The approach to design invol-
ving CAE is promoted in the 2014-2020 Strategic Research Agenda for Robotics in Europe [8].
The virtual prototypes of mobile robots are based on mathematical models of dynamics,
in which the key element is the model describing the effector interaction with environment.
The purpose of this model is determination of effector forces and moments of force, which
besides the gravity force, virtually alone determine motion of a robot. In case of the wheeled
mobile robots, the role of effectors is usually played by wheels, most often equipped with
rubber tires which interact with grounds of various properties.
The objective of the work is to evaluate two commonly used tire models from the point
of view of their use in conditions typical for the wheeled mobile robots. The analysis focus is
on modeling the tire-ground contact patch and the case of tire interaction with rigid grounds.
In this paper longitudinal motion of the robot is analyzed.
The work extends current knowledge about capabilities of the existing tire models in
application to wheeled robot dynamics studies.
141
2. Mathematical model
2.1. Main modeling assumptions
In the present work full mathematical model of the vehicle (full-vehicle model) comprises
vehicle body model and the tire model, which is a separate component of the full-vehicle
model. The vehicle model is identical to the one described in the previous work of the
authors [3], so it will be only briefly described in the present work.
Full vehicle model. Scope of the study is limited to longitudinal motion, therefore
plane model of vehicle is assumed. The object of modeling is a lightweight robot with four
non-steered wheels.
Tire model. In the present work, two models are subject to analysis, namely Pacejka
model in accordance with MF-Tire/MF-Swift 6.1.2 Equation Manual [6] and Dugoff model
in a modified form proposed by Lo Bianco and Gerelli [1]. Both tire models are widely used
by the vehicle dynamics researchers community.
2.2. Robot kinematics
The following coordinate systems are relevant to the present study: the fixed coordinate
system O; the moving coordinate systems with axes parallel to the fixed coordinate system:
CM origin at the robot center of mass, Ai origins at centers of wheels, Ci origins at the
intersections of Aiz axes with tire tread surfaces; the moving coordinate systems with axes
fixed to the robot body 0 (rotating with body 0): CM ′ origin at the robot centre of mass,
A′i origins at centers of wheels; the moving coordinate systems with axes spinning with
robot wheels: A′′i origins at centers of wheels. Throughout the paper the index i may be
substituted by i = f, b, where f denotes pair of front wheels (that is, f = 1 or f = 2), and
b, pair of rear wheels (Fig. 1a).
The following notation of a vector: ivectorj = [
ixj ,
i yj ,
i zj ]
T means that coordinates of
a point j are given in the coordinate system of origin i. Angle of rotation Θ (θi) is measured
from CMx (Ai
′
x) axis to CM
′
x (Ai
′′
x) axis, with positive sense of the angle according to
right-hand rule. The linear velocities (angular velocities) and displacements (angular displa-
cements) are obtained from acceleration (angular acceleration) of the center of mass OaCM
(Θ¨) by successive integrations.
It is assumed that point CM is in rectilinear motion, and therefore total acceleration of
the point CM is assumed to be identical with the tangential acceleration of the point CM
(normal acceleration neglected).
For modeling convenience, an engineering point R is considered on the robot which is a
midpoint between front and rear axle along the line segment connecting points Af and Ar.
Positions of certain points on the robot body are defined using this point.
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Figure 1. Forces and moments of force: a acting on the mobile robot, b acting on the
tire (according to ISO convention)
2.3. Points of contact of tires with the ground
The points of contact of tires with the ground Ci have their positions in the fixed coordinate
system O given by:
OrCi =
O rAi +
Ai rCi (1)
where AirCi is the vector of position of point Ci in the moving coordinate system {Ai}. It
is assumed that the point Ci lies on the Aiz axis, thus
AirCi = [0, 0,
Ai zCi]
T . The value
of AizCi coordinate depends on position of wheel center Ai with respect to ground, where
ground is assumed to be Oxy plane, that is on OzAi, and can be calculated from the following
relationship:
AizCi =

−r0i for OzAi > r0i
−OzAi for r0i ≥O zAi ≥ 0,
0 for OzAi < 0.
(2)
The actual (or deformed) radius of the tire is equal to ri = |AizCi|, and the radial
deformation of the i-th tire ∆ri is given by:
∆ri = r0i − ri (3)
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2.4. Wheel slip definition
The longitudinal and lateral wheel slip velocities are respectively given by:
OvSix =
O vAix − θ˙irsi, (4)
OvSiy =
O vAiy, (5)
where θ˙i is angular velocity of wheel spin and rsi is called the slip radius [6].
Then, the longitudinal κi and lateral tanαi slip ratios are defined by (ISO convention [6]):
κi =
0 : max(|vpi|, |
OvAix|) = 0
−OvSix/max(|vpi|, |OvAix|): max(|vpi|, |OvAix|) 6= 0
(6)
tanαi =
0 : max(|vpi|, |
OvAix|) = 0
−OvSiy/max(|vpi|, |OvAix|): max(|vpi|, |OvAix|) 6= 0
(7)
2.5. Tire-ground interaction models
The components of reaction forces and moments of force generated by a rubber tire in the
tire-ground contact patch and studied in the vehicle dynamics, are listed below and shown
in Fig. 1b: OFCix – longitudinal force,
OFCiy – lateral force,
OFCiz – normal force,
OMCix –
overturning moment, OMCiy – rolling resistance moment,
OMCiz – (self-)aligning moment.
Pacejka model. The Pacejka model is given by the following equation for longitudinal
tire-ground contact force:
OFCix = Dix sin[Cix arctan(Bixκi − Eix(Bixκi − arctan(Bixκi)))] (8)
where: Bix is the stiffness factor, Cix the shape factor, Dix the peak value and Eix the cur-
vature factor, and in general all coefficients are given individually for each i-th tire. The Bix
through Eix coefficients can be expressed in terms of tire structural and operational para-
meters, for example according to equations given below, which have the simplest physically
sensible form (for full set of equations refer to work [6]):
Bix =
O FCizpKx1/(CixDix + ix) (9)
Cix = pCx1 (10)
Dix = µ
O
i FCiz (11)
Eix = pEx1 (12)
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where: µi is the tire-ground friction coefficient, ix is a certain small value to handle division
by zero problem, and pCx1, pEx1, pKx1 are model parameters. One may also note that the
tire longitudinal slip stiffness kiκ can be expressed as:
kiκ = BixCixDix. (13)
Dugoff model (modified by Lo Bianco and Gerelli). For longitudinal tire-ground
contact force, the modified Dugoff model is given by:
OFCix = −(kiκ/ki)‖Fi‖ cosψi (14)
where the norm of the tire total shear force ‖Fi‖ is given by:
‖Fi‖ = µOi FCiz
pi for pi ≤ 0.51− 1/(4pi) for pi > 0.5 (15)
where
pi =
λiki
2µiOFCiz
(16)
and
λi =
0 for max(|vpi|, |
OvAix|) = 0√
κ2i + tan
2 αi for max(|vpi|, |OvAix|) 6= 0
(17)
ki =
√
(kiκ cosψi)2 + (kiα sinψi)2 (18)
and in equation (18) kiα is the tire lateral slip stiffness. The angle ψi between slip speed
vector and the Aix axis of the wheel reference frame is given by:
ψi =
0 for
OvSix = 0
arctan2(OvSiy,
O vSix) for
OvSix 6= 0
(19)
where ψi ∈ 〈−pi,+pi〉 thanks to using Matlab four-quadrant inverse tangent function.
Tire-ground friction coefficient. Both models include tire-ground friction coefficient
µi. Value of this coefficient depends on several factors, one of which is wheel slip velocity
OvSix. In the present work this dependency will be expressed following [1] as:
µi = µs/(1 +As|OvSix|) (20)
where As is a constant and µs is tire-ground static friction coefficient.
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2.5.1. Normal ground reaction
Normal ground reaction on the tire OFCiz is a function of kinematics of tire deformation,
and in the present model, the following formula will be used:
OFCiz = kti∆ri + cti∆r˙isgn(∆ri) (21)
where: kti (cti) is tire radial stiffness (damping) and sgn() is the signum function.
2.6. Robot dynamics model
It is assumed that the robot as an isolated body is under action of the external forces (Fig.
1a): ground reaction forces OFCi = [
OFCix,
O FCiy,
O FCiz]
T acting on each wheel calculated
from tire-ground interaction models and gravity force OGCM = mR
Ogz where: mR robot
total mass, Ogz gravitational acceleration vector component
Og = [0, 0,O gz]
T .
Due to rolling resistance, points of application of normal ground reaction forces are
shifted by the so-called coefficient of rolling resistance with dimension of length:
ei = firsgn(θ˙i)ri (22)
where fir is the dimensionless coefficient of rolling resistance.
Dynamic equations of motion of the robot and of spin of individual wheels in OxOz
plane have the form:
mR
OaCMx =
4∑
i=1
OFCix (23)
mR
OaCMz =
4∑
i=1
OFCiz −mROgz (24)
ICM′yΘ¨ =
CMzCi
4∑
i=1
OFCix − 2(CMxCf + ef )OFCfz − 2(CMxCb − eb)OFCbz (25)
IAi′′y θ¨i = τi − OFCixri − OFCizei, (26)
where: CMzCi,
CMxCi are coordinates of the vector
CMrCi =
CM rAi +
Ai rCi, ICM′y mass
moment of inertia of robot about the axis CM
′
y, IAi′′y mass moment of inertia of the wheel
about its spin axis Ai
′′
y, and τi is driving/braking torque applied to wheel axle.
2.7. Drive model and controller
It is assumed that each of the robot drive units consists of identical DC motor, encoder, and
transmission system. The DC motor model of the i-th drive unit is described by:
dii
dt
= (ui − kendθ˙i −Rdii)/Ld, τi = ηdndkmii (27)
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where: ui, ii, Ld, Rd rotor winding voltage, current, inductance, resistance, ke electromotive
force constant, km motor torque coefficient, nd, ηd transmission gear ratio and efficiency.
Based on the desired and actual angles and angular velocities of wheel spin θd =
[θfd, θbd]
T and θ˙d = [θ˙fd, θ˙bd]
T as well as θ = [θf , θb]
T and θ˙ = [θ˙f , θ˙b]
T , and the re-
spective errors eω = θd −θ and eθ = θ˙d − θ˙ the controller determines the control signal for
motors of driven wheels uc = [uc1, uc2, uc3, uc4]
T in (V) based on the control law:
uc = kP eθ + kDeω, (28)
where: kP , kD controller gains.
The current i = [i1, i2, i3, i4]
T flowing through the rotor windings is limited using the
saturation function and a limited power of electric drives is taken into account.
3. Results
Robot desired motion has three phases: accelerating with maximum acceleration aCMmax
on the distance of lr, steady motion with constant velocity
OvCMd = vCMu and braking with
maximum deceleration −aCMmax on the distance of lh. Length of desired straight-line path
is Lp. The maximum acceleration of desired motion was assumed to reflect a ramp at which
desired discrete control signals at 0.01 s are fed into drive controller by robot controller.
Simulation studies were carried out in Matlab/Simulink R2010 environment. The full
vehicle model described in section 2 was implemented. The Runge-Kutta fixed-step solver
(ode4) was chosen with step size ∆t.
The object of the study is a lightweight four-wheeled mobile robot called PIAP GRA-
NITE (Ground Robot for ANalyzes of wheels Interaction with various TErrain). This robot
has been developed for the purpose of vehicle dynamics research, so its designed parameters
are known with good accuracy. Ground-truth data were obtained in experiment described
in [3]. The values of parameters of tire models and of the PIAP GRANITE robot are assumed
identical as given in the work [3].
To better guide the comparison of results of simulation and experiment, the following
quality indexes were introduced:
• erms =
√
1
N
Σn∈{1,N}e2n – root mean square of the errors over a certain interval of the
time history of discrete quantity,
• emax = maxn∈{1,N} (en) – maximum (minimum) value of the error in a certain interval
of the time history of discrete quantity,
• Σe+ = Σn∈{1,N} (en) iff (en) > 0 – sum of the errors greater (smaller) than zero over
a certain interval of the time history of discrete quantity,
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where en = qE,n − qS,n and qE,n(qS,n) are discrete values of a given quantity obtained from
experiment (simulation).
The results are presented in Fig. 3 and Tab. 1. In case of indexes emax (emin) the
corresponding time instants when the extremum occured are given as well. The quality
indexes were calculated for time histories of the following quantities: actual angular velocities
of spin of wheels, longitudinal wheel slip ratios, longitudinal velocity of robot mass center, net
longitudinal force acting on robot mass center. To treat separately the transient conditions
during acceleration and braking maneuvers, the quality indexes were calculated for three
distinct intervals of motion: acceleration phase (t ∈ 〈0s, 0.50s〉), steady motion phase (t ∈
(0.50s, 2.52s〉), braking phase (t ∈ (2.53s, 3.02s〉). The boundaries of intervals are also marked
with vertical dashed lines in Fig. 3. Time histories of reference parameters from empirical
experiment are shown using blue lines, of Pacejka model using red lines, and of Dugoff model
using green lines.
Figure 2. Comparison of forces produced by two models for different normal loads on wheel
axle equal to 20 N – a) and 200 N – b).
Fig. 3a shows time histories of errors of wheel spin velocities obtained from simulation
for two tire models with respect to experimental values. For each tire model (Pacejka and
Dugoff), time histories of right front and right rear wheels are presented. In Fig. 3b the
time plot of signal obtained by averaging signals for all four wheels from simulations based
on either tire model is shown. The quality indexes in Tab. 1 pertain to Fig. 3b, that is, to
the averaged signals. From both figures it is evident that the most significant discrepancies
between simulation and experiment occur during acceleration and braking. One can notice,
that while the plots of errors during acceleration phase are almost identical for simulations
based on two investigated models, there is a marked difference in the braking phase. The
difference between behaviour of front wheels (subscript 2) and rear wheels (4) can be noticed
- it looks like the front wheels do spin much faster during simulation, than it happens in
experiment with the real robot.
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Table 1. Quality indexes for time histories of errors of particular quantities
erms emax tmax emin tmin Σe+ Σe−
Actual angular velocity of wheel spin – all wheel average [rad/s]
acceleration
Pac 2.93 0.92 0.30 s -6.73 0.04 s 11.7 -84.8
Dug 3.01 0.80 0.30 s -6.86 0.04 s 10.7 -88.2
steady Pac 0.07 0.16 0.79 s -0.12 0.63 s 12.3 -0.4
motion Dug 0.08 0.17 0.79 s -0.11 0.63 s 13.0 -0.4
braking
Pac 3.59 8.19 2.56 s -0.30 2.93 s 114.9 -3.1
Dug 5.28 12.83 2.58 s -0.34 2.93 s 160.5 -3.8
Longitudinal wheel slip ratio – all wheel average [%]
acceleration
Pac 15.45 47.46 0.05 s -5.65 0.14 s 303.5 -100.3
Dug 14.01 42.34 0.05 s -8.86 0.14 s 257.4 -168.4
steady Pac 2.19 5.70 2.43 s -3.30 0.78 s 310.4 -62.3
motion Dug 2.05 5.43 2.43 s -3.62 0.78 s 262.3 -75.3
braking
Pac 92.19 192.49 2.80 s -121.91 2.99 s 3140.2 -438.3
Dug 92.54 170.54 2.80 s -142.58 2.99 s 3531.0 -570.9
Actual longitudinal velocity of robot mass center [m/s]
acceleration
Pac 0.15 0.08 0.38 s -0.33 0.09 s 1.5 -4.6
Dug 0.15 0.09 0.31 s -0.32 0.09 s 1.8 -4.3
steady Pac 0.04 0.05 0.78 s -0.09 2.43 s 0.7 -6.2
motion Dug 0.04 0.05 0.78 s -0.08 2.43 s 0.9 -5.4
braking
Pac 0.33 0.64 2.66 s -0.20 2.83 s 9.8 -2.7
Dug 0.23 0.42 2.65 s -0.20 2.84 s 6.7 -2.6
Net longitudinal force at robot mass center [N]
acceleration
Pac 98.38 137.45 0.29 s -256.50 0.02 s 1913.7 -1647.0
Dug 98.69 139.45 0.29 s -255.46 0.02 s 1918.3 -1631.6
steady Pac 20.79 55.87 0.75 s -55.94 1.50 s 1477.8 -1865.8
motion Dug 20.79 55.85 0.75 s -55.97 1.50 s 1475.6 -1868.2
braking
Pac 224.87 415.53 2.54 s -478.29 2.74 s 3655.0 -4421.1
Dug 166.52 347.89 2.54 s -420.78 2.77 s 3197.1 -2917.2
Figs. 3c,d follow similar presentation logic as described for the Figs. 3a,b. The errors
of longitudinal slip ratios for individual wheels are much greater during braking phase than
during acceleration phase. It is evident that during braking the wheel slip pattern is signifi-
cantly different in simulation and in experiment. The differences in time plots of wheel slip
ratio directly affect the values of calculated longitudinal wheel contact forces.
Fig. 3e presents longitudinal velocity of robot mass center obtained from simulation
involving Pacejka tire model and from experiment. Apart from longitudinal velocity of mass
centre, the lateral component of velocity of this point is shown as well, but it is of little
significance because the motion takes place along a straight line on even horizontal ground.
In Fig. 3f the errors of simulation of the longitudinal velocity against experimental velocity
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are shown. In contrast to the previously discussed quantities, this time, significant errors
are noticeable during the steady motion phase also. The time history of error resembles
oscillations of relatively constant period, but variable amplitude. They may be related to
the tire tread blocks which are not explicitly modeled by the investigated tire models.
Fig. 3g shows time histories of net longitudinal force acting on the robot mass center,
which originates from the longitudinal components of contact forces that develop between
tires and the ground. From the error plot (Fig. 3h) it is evident that the situation is similar
in case of both tire models. The significant errors during braking phase are related to: (1)
slight shift in phase of the simulated and experimental signals, (2) different rates (slopes)
at which the longitudinal force builds up and releases. In case of experiment the slopes are
slightly less steep. This effect may be related to rotational (circumferential) flexibility of a
real tire, which is not included in the investigated tire models.
The differences of simulation results obtained when the two different tire models were
used (despite their parametrisation for identical conditions and tire properties), can be re-
lated among other factors to different sensitivity of the models to the normal load (the load
present on wheel axle) (Fig. 2).
4. Conclusion
The most important conclusions from the study are as follows:
• Significant discrepancies between experiment and simulations involving the investi-
gated tire models are found during acceleration and braking phases of motion. Tire
models should probably include elasticity in the wheel circumferential direction to
account for the less steep slopes of building-up and releasing force as shown by expe-
rimental evidence.
• During the steady motion the time history of error seems to have periodic character of
irregular amplitude. The inclusion of tire tread in a tire model should be investigated
as a way to explain this phenomenon and take it into account when more realistic
simulation is required by the application.
• Although the parametrization of the tire models was equivalent, there are significant
differences between results, most pronounced during the braking phase of motion.
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Figure 3. Simulation results obtained using Pacejka and Dugoff tire models: a, b - actual
wheel angular velocities (errors of individual wheels and averaged), c, d - longitudinal wheel
slip ratios (errors of individual wheels and averaged), e, f - linear velocities of robot mass
center (actual quantity and its averaged error), g, h - net longitudinal force applied at robot
mass center (actual quantity and its averaged error)
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 Rotation of vane with viscous filling 
 
 
Marat Dosaev 
Abstract: The motion of a four-blade axisymmetric vane with fixed point is 
considered in the constant flow of medium. The quasi-steady approach is used for 
modeling an aerodynamic load. Nonlinear approximation of the aerodynamic fineness 
function is used. This is a mechanical system with variable dissipation. A case for 
blades with low fineness is considered. Corresponding dynamic system is simulated 
for different set of parameters. Two types of body (oblate and oblong) as well as two 
types of cavity are considered. 
1. Introduction 
The problem of motion of complex-shape bodies interacting with medium has a lot of 
applications and attracts scientists all around a world.   
Problems of motion of finned bodies in media are investigated analytically, experimentally, and 
using contemporary methods of integrating differential equations of motion, including finite elements 
methods that getting be more and more popular. Advanced computer techniques allow obtaining 
trajectories of body motion under a wide range of initial conditions.  Nevertheless, such methods are 
still time-consuming and need huge computer resources. So, mathematical modeling is very useful for 
such mechanical problems that allows performing a qualitative analysis of corresponding dynamical 
systems.  
General features of the motion of a finned body in a medium were distinguished in [1-3] using a 
quasi-steady approach for description of aerodynamic forces. Quasi-steady approach is very useful for 
studying problems of body motion in a flow. There are many examples when this technique gives 
results agreeing with experimental data (for example [4]). 
A motion of bodies containing cavities with liquid filling is a classical mechanical problem. 
Problems of stability of motion of bodies with viscous filling began to be investigated in XX century. 
Sufficient stability and instability conditions for motion of rigid body containing a cavity filled by 
viscous liquid were obtained by Rumyantsev [5]. The phenomenological model for moment of 
interaction between walls of vessel and viscous filling was proposed by Samsonov [6] as a linear 
function between an angular speed of vessel and a vortex of filling. A method of introduction of this 
model into dynamical system describing a motion of body with filling was presented in [7, 8].  
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This approach was applied for solving the problem of stability of autorotation of a dynamically 
symmetric finned body (vane) around a fixed point [9, 10]. The vane has an axisymmetric cavity 
filled with uniform incompressible viscous liquid. The internal friction was introduced as a moment, 
which depends linearly on the difference between the vortex of the filling and angular velocity of the 
body. Aerodynamic load acting on the mechanical system is an external force that interacts with 
internal moment of friction. Aerodynamic forces were considered applying to rotor blades only, and 
aerodynamic load was modeled by means of the quasi-steady approach. A dynamic system describing 
motion of body with viscous filling in a flow is presented and the stability conditions for autorotation 
along the axis of symmetry were obtained.  
In this paper the dynamic system is numerically calculated for range of a coefficient of interior 
friction. A type of blade shapes with low aerodynamic fineness is considered. Results of calculations 
are obtained for different combinations of oblate and oblong vessels and cavities. 
2. Problem statement 
A motion around the fixed point O of a dynamically symmetric finned body (vane) with mass M1 
in a constant flow of resisting medium (Fig. 1) is considered. V is the flow speed. 
 
Figure 1.   The four-blade axisymmetric vane with cavity. 
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The fin assembly consists of four identical blades fixed symmetrically. The vane has an 
axisymmetric cavity filled with uniform uncompressible liquid with mass M2. For sake of simplicity 
the cavity center coincides with the center of mass C of the body. We defined the body orientation by 
Krylov angles: , ,   and  . The angles   and   describe the orientation of the symmetry axis, 
angle   specifies the body rotation around the symmetry axis Ox.  
The gravity is neglected and aerodynamic forces are supposed acting upon blades only. We 
represent the aerodynamic impact using quasi-steady approach as a sum of drag and lifting forces. 
Under these conditions the body can perform autorotation with some angular velocity around the 
dynamic symmetry axis. 
We assumed that liquid can perform the uniform vortex motion. Thus the state of the filling can 
be described by the vortex components satisfying the Helmholtz equations. The dynamic system 
describing the mechanical system motion looks as follows in the principal axes of inertia Cxyz ([8, 
9]): 
 
 
 
1 * ' '
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where 
i  and i are components of the angular speed of the vane and vortex of filling in axes Cxyz 
correspondingly; 
1 2,   are coefficients of internal friction; e is the parameter characterizing the 
cavity geometry; Mx, My, Mz are components of the external moment M ; M  is the moment of 
aerodynamic forces around the fixed point; 1 1,O OA B , 
* *,O OA B , and 
' ',O OA B  are diagonal elements of 
tensor of inertia of body, of tensor of inertia of so called equivalent body, and of difference between 
tensor of inertia of filling and tensor of inertia of equivalent body in the axes Cxyz correspondingly. 
So, we have the nonlinear dynamic system (1-2) consisting from 3 first-order and 3 second-order 
equations for 9 variables: 
1 2 3, , , , , , , ,         . The variable  is the cyclic one. 
The dynamic system (1-2) has the steady solution: 
2 3 1 00, 0, 0,     
   
            (3) 
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The steady solution (3) corresponds to vane autorotation around the symmetry axis with constant 
angular speed 0

. It can be shown that in established autorotation mode angles of attack i  (i = 
1,2,3,4) of each blade are equal to each other and equal 0 . The steady value of angle of attack 0  
for this mode can be obtained from the following equation: 0 0( ) ( ) 0k tg      , where 0( )k  is 
aerodynamic fineness for steady angle of attack;   is the blade’s pitch angle. The constant value of 
angular speed for steady rotation one can obtain from following relation: 0 0( ) /Vtg r  

   . 
3. Calculation Parameters 
We select parameters for calculations. The solid body inertia can be described by two 
parameters: 1 1, .O OA B   There are also 5 parameters describing liquid filling: 
* * ' ', , ,O O O OA B A B , and e in 
the system (1, 2). Due to the fact that filling fills the cavity entirely, linear dimensions of cavity 
specify inertia parameters of filling. We assume that it is enough 3 dimensional parameters: 
2 1 2
, ,M a a , for describing inertia characteristics of liquid filling in an axisymmetric cavity . 2M  is 
mass of the filling;
1 2
,a a are linear dimensions of the cavity.  
We consider two types of solid body: 
1. 1 2 1 20.0688 , 0.0698 ;O OA kgm B kgm    (oblong body) 
2. 1 10.0688 , 0.0658 ;O OA kgm B kgm    (oblate body) 
And two types of cavity: 
1. 
1 2
0.07 , 0.04a m a m   (oblate cavity) 
* * 20, 0.000157 ,O OA B kgm   
' 2 ' 20.00092 , 0.00045O OA kgm B kgm   
2. 
1 2
0.03 , 0.04a m a m   (oblong cavity) 
* * 20, 0.000018 ,O OA B kgm     
These parameters are taken from a problem of rotation a cylinder with viscous filling on a rough 
plane. A difference in cylinder behavior was uncovered in experiments for different values of 
viscosity of filling and same features were described by mathematical model [8] for different range of 
coefficient of interior friction. 
We use lift and drag coefficients approximation for a thin disc with low aerodynamic fineness 
from [9] extended for negative values of angles of attack.   
In this paper we consider that interior friction is anisotropic, then we assume the following: 
1 2    . 
Other parameters were taken for sake of simplicity: the density of the media 1 ; the blade 
area 1S ; the distance from the center of mass C to fixed point O 1l ; the distance from each 
blade center of pressure 
i
A (i = 1,2,3,4) to the axis of symmetry OC 1r ; the flow speed 1V ; 
the blade pitch angle 0.174  . 
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4. Results of calculations 
Dynamic system (1-2) contains variables, characteristic times of which are significantly 
different. As a result numerical calculating the system (1-2) is rather time-consuming process.  
Results of calculations are shown in Fig. 2-4. In these pictures a solid curve is time-dependence of 
angle , a dashed curve is time-dependence of angular speed  , dotted one is time-dependence of 
angular speed of autorotation  . Initial conditions of trajectories presented in these pictures are 
chosen equal to make it easier to compare  
Calculations show that if coefficient of interior friction  is not equal to zero, then influence of 
initial conditions of filling state can be neglected.  
We consider 4 different combinations of oblate and oblong vessel and cavity: 
Case 1: oblong body + oblate cavity Case 2: oblong body + oblong cavity 
Case 3: oblate body + oblate cavity Case 4: oblate body + oblong cavity 
For case 1 (oblong body + oblate cavity) for all range of initial conditions the steady rotation 
around the axis of symmetry (3) is stable. The calculated angular speed of autorotation differs from 
0

in fourth digit after decimal point. Trajectories tend to this steady motion aperiodically (Fig.2).  
 
Figure 2.   Time-dependencies for case “oblong body + oblate cavity”.  
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For case 2, oblong body + oblong cavity, for small values of  ( 1 ) the steady rotation 
around the axis of symmetry (3) is stable and trajectory behavior is similar to case 1. For 1 steady 
motion (3) is also stable but angle   may change its sign (Fig.3). For 10 and greater trajectory 
tends to steady motion (3) by damped oscillations. 
For cases oblate body + oblong cavity and oblate body + oblate cavity for small values of   the 
steady rotation around the axis of symmetry (3) is also stable. For 10   axis of symmetry performs 
precession (Fig.4) around direction of flow. A frequency of oscillations grows with increasing of 
parameter . 
 
Figure 3.   Time-dependencies for case “oblong body + oblong cavity” ( 1 ).  
5. Conclusions 
The motion of a four-blade axisymmetric vane with fixed point is considered in the constant flow 
of medium. The quasi-steady approach is used for modeling an aerodynamic load. Nonlinear 
approximation of the aerodynamic fineness function for blades with low fineness is used. 
Corresponding dynamic system is numerically integrated for chosen set of parameters and wide range 
of values of coefficient of interior friction. Two types of body (oblate and oblong) as well as two 
types of cavity are considered. Calculations show that the mechanical system in consideration has 
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several different modes of motion: steady rotation, damped oscillations, precessions, and so on. The 
system is interesting for further study. 
 
Figure 4.   Precession of oblate body for great enough values of .  
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Simulation of contact equilibrium between two deformable
axisymmetric bodies
Marat Dosaev, Vladislav Bekmemetev, Vitaly Samsonov
Abstract: A portable pneumatic video-tactile sensor for determining the local
stiffness of soft tissue and the methodology for its application are considered.
The device is designed to determine the characteristics of tissues that are close
in mechanical properties to the skin with subcutis and muscles. The expected
rate of local elastic modulus that can be estimated by the sensor is 100 kPa
- 10 MPa. A numerical simulation of the contact between the sensor head
and the soft tissue was performed using the finite element method. Results
of experiments with device prototype are used for approval of adequacy of
mathematical modelling in case of large deformations. For small loads and
deformations, the results of the calculation correlate with estimates obtained
from the Hertz theory. Simulation results can be used to create soft tissue
databases, which will be required to determine the local hardness of soft tissues
by the sensor.
1. Introduction
Progress in the field of computer technology made a significant contribution to the devel-
opment of medicine. For example, the invention of a miniature video camera in 1982 gave
a powerful impetus to the development of minimally-invasive surgical operations. Laparo-
scopic operations are performed, in which the surgical intervention in the internal organs of
the human abdominal cavity is made through small holes of diameter up to 1.5 cm. During
the operation, an important objective of the surgeon is to recognize various operated tissues
and conduct their diagnosis. During cavitary operations, the surgeon has the opportunity
not only to examine, but also to feel the patient’s organs. During laparoscopic operations,
direct tactile contact with the internal tissues of the patient’s body is impossible. There-
fore, the development of an instrument that would give the surgeon quantitative information
about the state of these tissues is an important and urgent task of modern biomechanics.
Thus, a number of devices that allow one to determine certain elastic characteristics of
soft tissues have been developed in medical technology. For example, medical ultrasound [9],
magnetic resonance elastography [8], contact pressure sensors [5]. The paper [1] presents a
polyvinylidene fluoride micromechanical tactile sensor integrated into the endoscope grip to
provide tactile feedback. The experimental results showed that the position and magnitude
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of the applied force can be determined from the signal measured by a polyvinylidene fluoride
film. In [3], a PVDF film was used at the catheter’s surface to determine the pressure
between the catheter and the vessel in order to increase the safety of the operation.
Paper [12] proposed the use of a multifunctional integrated film for the development
of the three tactile sensors and their installation at the tip of the catheter for operations
approaching cerebral vessels. Due to the fact that the film needs to be replaced in each
individual case, these methods proved too costly. Paper [14], however, presents a method
of optical tactile sensing with a sensor made of off-the-shelf materials, which is easier to
manufacture. A silicon-based tactile sensor is proposed in [7], which is able to determine the
three-dimensional forces that result from contact with the object.
The main purpose of these devices is to find malignant inclusions and determine their
size. There is a device [10], which allows to determine tissue density during the laparoscopic
operation, which is transmitted to the tactile display of the measuring device. A close analog
of this device is a sensor that measures the pressure and deformation of the tissue surface [6].
In recent years, a joint Russian-Taiwan scientific group has developed a video-tactile
sensor [2] to determine the local stiffness of soft tissue and suggested a technique for its use.
Preliminary tests of the sensor on the pig liver demonstrated the ability of the device to
indentate samples with a modulus of elasticity in the range of 1-10 kPa (characteristics close
to those of a healthy pig liver).
A miniature version of a video-tactile sensor was considered in [4]. Identification of
elastic modulus of soft material (gelatin jelly) was carried out, an analysis of the dependence
of the contact characteristics on the magnitude of the load and hydrostatic pressure inside the
shell of the sensor, as well as on the coefficient of friction. It is shown that the mechanical
behavior of jelly during the contact interaction with the sensor is well described by the
model of an incompressible linear elastic body. The error in the evaluation of the modulus
of elasticity of the test sample does not exceed 10 % in the range 10-25 kPa.
In this paper we consider a portable device that differs from the previously proposed by
the sensor shell configuration: it has a relatively high stiffness, larger size, and is intended
to determine the characteristics of tissues which properties are close to the skin, fat layer,
muscles. Without using additional pressure supply the sensor is efficient for estimating
local elastic moduli from the range of 100-200 kPa. There are different approaches for
mathematical modeling biological tissues, particularly muscles. An advanced mathematical
model of pennate muscle is established in [13]. Our objective is to design an adequate model
of contact between the sensor head and a soft tissue that allows us to estimate local stiffness
of tissue in consideration. For simplicity sake we model biological tissue by linear elastic
material supposing particularly that a speed of indentation is small enough.
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Our objective is to design an adequate model of contact between the sensor head and a
soft tissue.
2. Indentor
To determine the elastic characteristics of soft biological material, an experimental video-
tactile pneumatic sensor was developed. Schematic diagram of the device is shown in Fig.1.
Figure 1. 1 - sensor shell (head), 2 - light source, 3 - load sensor, 4 - air supply hose to the
sensor head
The video tactile pneumatic sensor consists of a sealed cylinder fixed at one of its ends
to the load sensor. A soft silicone shell is mounted at the other end of the cylinder. A video
camera and two LEDs are positioned inside the cylinder. LEDs that perform the function
of a light source provide the possibility to adjust the illumination inside the silicone shell in
order to visualize the optical image obtained by the video camera.
During the experiments and calculations, it was found that when indenting soft tissue,
the central part of the head flexes inwards. In this case, the contact area takes the form of
a ring. To avoid this and obtain a convex contact area, the cylinder can be provided with
an excess air pressure by means of a hose and a compressed air reservoir.
Under the assumptions made, the following geometric model of the deformed shell is
formed, the meridional cross section of which is shown in Fig.2.
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Figure 2. Scheme of contact of the sensor shell with the base, where the dashed lines
indicate the undeformed state at the initial moment of contact. a is the radius of the contact
area.
3. Statement of the problem
The objective is to determine the modulus of elasticity of soft materials (according to the
method proposed in [4]) using the developed video-tactile pneumatic sensor. When indenting
the load sensor readings are recorded, the radius of the contact area is determined using the
camera. Taking into account the elastic characteristics of the shell, the characteristics of the
investigated body are determined.
4. Model
4.1. Material properties
The sensor element is made of a transparent polydimethylsiloxane-based silicone. For the
chosen level of load, this material demonstrates elastic behavior. The modulus of elasticity of
the material used is E1 = 2100 kPa. The Poisson’s ratio is ν1 = 0.4. To model the indenter,
we will use a linear elastic isotropic material with the following parameters:
E1 = 2100 kPa, ν1 = 0.4
As was shown in [11], a linear elastic incompressible material with Poisson’s ratio ν2 =
0.499 is suitable for modeling soft biological tissues.
To model the body, we will use several different configurations of elastic parameters:
E12 = 1kPa, E
2
2 = 10kPa, E
3
2 = 100kPa
ν12 = 0.499 ν
2
2 = 0.499 ν
3
2 = 0.499
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And 10% larger to check the accuracy of the method:
E12 = 1.1kPa, E
2
2 = 11kPa, E
3
2 = 110kPa
ν12 = 0.499 ν
2
2 = 0.499 ν
3
2 = 0.499
4.2. Contact
We propose an axisymmetric formulation of the problem, since the indenter and the silicone
cylinder are coaxial, and the sample is sufficiently large in comparison with the contact
region. Hence, the initial contact of the shell and the response sample occurs at a point
located on the axis of symmetry.
An important characteristic in solving contact problems for each contact pair is the
coefficient of friction. According to the relevant literature, the coefficient of friction between
silicone and soft tissues varies from 0.1 to 6. In this paper, µ = 0.2 is chosen. The value was
selected taking into account the results of previous studies. Calculations with this coefficient
had shown good results in [4]. We choose contiguous edges as contacting surfaces.
4.3. Mesh
To determine the modulus of elasticity of the studied tissue, the contact problem is solved,
and the results of the solution are compared with the experimental data. Due to the fact that
in the process of indentation the objects experience significant deformations, the problem is
nonlinear, so the solution is carried out numerically, using the finite element method. For
this, the ANSYS package is used.
The calculational scheme for solving the problem in the contact region is presented by
a regular finite element mesh. We use axisymmetric eight-node planar finite elements. The
calculations are carried out under the assumption of large deformations of the objects, which
allows to take into account the influence of the changing shapes of the bodies in the process
of deformation.
To construct a mesh of both bodies, we will use the Face Meshing algorithm with quad-
rangular elements and dividing each edge by a given number of elements. The model contains
1950 quadrangular elements.
To verify the quality of calculations, we constructed another model composed of a similar
type of elements of a smaller size. The total number of elements is 4694. A denser mesh
provides more detailed calculations. Fig.3 shows the different meshing of the main and the
reference models.
Due to the fact that the problem is axisymmetric, we impose symmetry conditions on
the edges A and B. Since the sample is immobile, we impose the condition of the absence of
horizontal and vertical displacements on the edge C. The force acts downwards on the edge
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Figure 3. a) depicts the model’s geometry. b), c) are the main and the reference models
respectively.
D. Since the shell is fixed inside the indenter, we impose the condition of no displacements
along the horizontal axis on the edge D.
5. Finite element analysis
Fig.4 shows model’s diagram of deformations along the horizontal axis.
Figure 4. Diagram of deformations along the horizontal axis. We determine the radius of
the contact area as the distance from the vertical axis to the last contacting node.
Let us vary the force for each elastic modulus of the body and calculate the radius of
the contact area as the distance from the axis to the last contacting node. Then construct
a graph of the dependence of the radius on the force.
Calculations were carried out in different ranges of elastic modulus of the studied tissue:
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1 kPa, 10 kPa, 100 kPa. The results of the calculations are shown in Fig.6, Fig.7, Fig.8.
Each graph shows the calculation points. Approximated curves are constructed using the
power function whose coefficients were selected by the expert method.
The results are also shown in Table 1 below.
Table 1
E = 1 kPa E = 10 kPa E = 100 kPa
F , gram-force a, mm F , gram-force a, mm F , gram-force a, mm
10 1,87 100 2,09 100 0,99
25 3,63 400 3,85 1200 1,32
50 4,654 800 5,5 400 1,87
100 4,658 1500 7,59 1500 5,83
400 7,04 – – 2200 7,74
– – – – 3000 8,95
E = 1.1 kPa E = 11 kPa E = 110 kPa
F , gram-force a, mm F , gram-force a, mm F , gram-force a, mm
10 1,84 100 1,91 100 0,95
25 3,52 400 3,71 1200 1,3
50 3,63 800 5,25 400 1,85
100 4,51 1500 7,37 1500 5,5
400 6,9 – – 2200 7,55
– – – – 3000 8,9
5.1. Influence of the number of mesh elements on the results of calculations
The sample E2 = 10 kPa was calculated for the main and reference models. The results are
shown in Table 2.
Table 2
E = 10 kPa
F , gram-force a, mm, main model a, mm, reference model
100 1,87 1,85
400 3,31 3,33
800 4,4 4,422
1200 5,15 5,15
2000 5,15 6,03
Differences in the determination of the contact area radius turned out to be insignifi-
cant (on average, analyzing the calculated points, 1.74%), which means that there is little
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dependence on the number of mesh elements. Taking into account that the calculations for a
more detailed model take, on average, 2 times as long, it is preferable to use the less detailed
model as the main one.
5.2. Influence of measurement error on calculation results
Let us estimate the effect of the error in radius measuring on the determination of the elastic
characteristics of the body.
We construct approximation curves from the calculated data. A dependence of the
radius of the contact area a (mm) on the force F (gram-force) is shown in Fig.7, Fig.8,
Fig.9. The solid lines correspond to the samples with elastic moduli E2 = {1.10, 100}, the
dashed lines correspond to the samples with elastic moduli E2 = {1.1, 11, 110}
Figure 5. Radius of a contact area as a function of force in case of 1 kPa, 1.1 kPa. 1kPa –
solid line, 1.1kPa – dashed line
Let us cross the constructed curves with 3 vertical lines (we select the abscissa values
depending on the position of the calculated points on each of the graphs), then find the
intersection points of these lines with the two graphs. In each pair of points, we calculate
the percentage ∆i = (ai2−ai1)/ai2 ·100%, showing the difference between the ordinates of the
curves. Where ai2 is the radius corresponding to the intersection point of the curve with the
lower elasticity coefficient. ai1 corresponds to the one with a larger elasticity coefficient. I
is the index denoting the pair of points under consideration. The arithmetic average of the
obtained quantities equals ∆0 =
3∑
i=1
∆i/3. Results are shown in Table 3.
When calculating 100 kPa, a sharp decrease in accuracy is observed. It happens due
to the fact that with a given stiffness of the sample, occurs a bending of the central part
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Figure 6. Radius of a contact area as a function of force in the case of 10kPa, 11kPa.
10kPa – solid line, 11kPa – dashed line
Figure 7. Radius of a contact area as a function of force in the case of 100kPa, 110kPa.
100kPa – solid line, 110kPa – dashed line
of the head. To solve this problem by providing additional pressure in the cylinder, air is
fed through a special hose. However, in this paper we consider a simplified model, omitting
the possibility of supplying air pressure. Therefore, we leave the range of 100-500 kPa for
further research.
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Table 3
E2 = {1, 1.1} kPa
F , gram-force a1, mm a2, mm ∆
i,% ∆0,%
100 4,35383 4,46526 2,5
2,57200 5,58549 5,73362 2,58
300 6,46173 6,63659 2,63
E2 = {10, 11} kPa
400 3,76363 3,97281 5,27
4,05800 5,30895 5,52227 3,86
1200 66,49236 6,69543 3,03
E2 = {100, 110} kPa
1500 5,44796 5,5778 2,33
2,282250 7,20846 7,37618 2,27
3000 8,79276 8,99372 2,23
6. Experiment
In order to measure linear dimensions of the objects obtained from the video camera, we
calibrate it. The soft head was indentated into a rigid base, on which concentric circles of
a known radius were drawn. Comparing the actual diameter of the circle with the diameter
of the circle shown on the screen, the following relation was established: 1 cm on the image
from the camera ≈ 0, 5 mm in reality. Table 4 includes experimental and calculated data.
Table 4
F , gram-force a, mm, experiment a, mm, calculation ∆i,%
50 1,75 1,65 6,06
120 2,5 2,53 1,19
150 3 3,08 2,6
250 3,4 3,52 3,41
400 3,75 3,95 5,06
∆0 = 3, 66%
7. Results and discussion
The results obtained in Section 5.2 are interpreted as follows: let us consider the range of
tissues with a local modulus of elasticity of 10 kPa. For example, if we obtain the contact
radius with the 2 % measurement error, the results of the calculations show that in this case
the error in the evaluation of the modulus of elasticity does not exceed 10 %.
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Using the developed model for determining the characteristics of the contact, the de-
pendence of the contact area radius on the force of pressing was obtained for samples with
different stiffness.
The developed model is consistent with the experimental data obtained.
The error in determining the modulus of elasticity of the material will depend on its
absolute value. Thus, in modeling materials comparable in modulus with the material of
the sensor head, the error in the determined module can be more than 10 % when the
calculated curve deviates from the experimental data by less than 1 %. Therefore, at this
stage, the developed device allows to more accurately determine the Young’s modulus of
elastic materials at a value of less than 100 kPa. When calculating more rigid materials,
additional air pressure is necessary.
8. Conclusion
In this paper, the design of a vision-based tactile sensor system was presented. Mathematical
model of the contact was constructed, it’s adequacy validated. The accuracy of this research
methodology was assessed. The error in the evaluation of the modulus of elasticity of an
absolutely rigid sample does not exceed 3%.
The range of approach of the device is limited from above, since the fact that for the large
values of the indentation force, a transition to the ring-shaped contact region is possible. An
additional parameter for controlling the stiffness of the sensor is the air pressure created
inside the shell of the sensor element. Increasing the air pressure in the chamber provides
a wider range of approach for the indenter. The results obtained are promising for the
application in medicine with the purpose of determining the elastic characteristics of soft
tissues.
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An approach to the mechanical modeling of contact problems in
the application to friction stir welding
Nataliia Dubovikova, Erik Gerlach, Igor Zeidis, Klaus Zimmermann
Abstract: The joining process Friction Stir Welding (FSW) is an established
solid state welding technique. We investigate a pre-immersion period of FSW
process from the mechanical point of view using analytical considerations. This
is a part of the real technological process, when the instrument reaches the
touchdown point, preheats the contact zone, but does not penetrate the ma-
terial itself. It brings insight into the process on a level, where the system
parameters are known and an experimental evaluation of theoretical results is
possible. Out of these considerations we analytically estimate power input of
dry friction during rotation and translation in parallel. The stir process below
the melting temperature of the material leads, as a consequence, to other forms
of friction. FSW experiments have been done to validate the calculated results.
1. Introduction
The joining process Friction Stir Welding (FSW) is an established solid state welding tech-
nique [2], [7]. The process involves connection of two clamped metal species by mechanical
mixing of their edging zone with a rotating tool. The applied stirring induces external and
internal friction within the workpieces, which generates sufficient amount of heat energy to
change metals’ state from solid to plastic and supports the mixing. By FSW no consumable
materials are needed unlike the standard welding methods [6].
A rotating cylindrical tool is moving along the workpieces edges and mechanically con-
nects them (Fig. 1). The rotating instrument consists of two parts: a pin and a shoulder;
both of them are playing important role within the process [5].
Since its invention [9] in 1991, a lot of papers are devoted to the understanding and
improvement of FSW process. Most of them goes into details and consider special questions
like the temperature-deformation distribution and the heat transfer process by applying
numerical methods like finite element and finite difference methods [1], [4].
At the start of the FSW process the instrument is preheating a contact surface of
workpiece by Coulomb friction [8]. We investigate the role of Coulomb friction in the pre-
immersion stage of FSW process. This stage has significant role within the welding process
and creates necessary conditions for further instrument penetration.
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Figure 1. Model of the FSW problem.
2. Theoretical model
2.1. Forces and power analysis
Consider the following mechanical model for FSW. We assume that a body that has a vertical
axis of symmetry is moving at a velocity of v on a fixed rough plane along the axis O1X1 of
the fixed coordinate frame O1X1Y1Z1. At the same time, the body is rotating around its
axis of symmetry at an angular velocity ω (see Fig. 2a). We assume that the contact area
at each time instant is a circle of radius a centered at the point O on the axis of rotation
(see Fig. 2b).
To calculate the friction resultant force and torque FR andMR we use classical Coulomb’s
law in the local form. Let A be an arbitrary point of the contact area D. Then, in accordance
with Coulomb’s law, the force of friction FR(A) at the point A is defined by:
FR(A) = −kp(A) v(A)|v(A)| ,A ∈ D, |v(A)| 6= 0, (1)
Here k is the coefficient of friction, p(A) is the normal stress (pressure) at the point A,
and v(A) is the slip velocity at the point A.
The local torque of the force of friction MR(A) is defined by:
MR(A) = OA× FR(A). (2)
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Figure 2. a) Model of the FSW problem; b) velocity and force vectors.
Then in accordance with relation (1) we obtain:
MR(A) = −kp(A)OA× v(A)|v(A)| , |v(A)| 6= 0. (3)
We calculated the velocity v(A) of the point A (Fig. 2b). To this end we introduce
a coordinate system OXYZ with the origin located at the point O, the axis OX pointing
along the axis O1X1, and the axis OZ coinciding with the symmetry axis of the body. Use
the addition rule for velocities to obtain:
v(A) = vr(A) + ve(A), (4)
where vr(A) and ve(A are the relative velocity of the point A) and its velocity due to the
motion of the reference frame.
The relative velocity vr(A) of the point A is orthogonal to the position vector OA and
points in the direction of the rotation of the body; |vr(A)| = ωr, |OA| = r =
√
x2 + y2.
the velocity ve(A) due to the motion of the rotation frame for the point A is parallel to the
axis O1X1. As a result we obtain:
v(A) = (v − ωrsinφ)ex1 + ωrcosφey1 , (5)
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where φ is the angle between the vector OA and the axis OX,
|v(A)| =
√
v2 − 2ωrsinφ+ ω2r2. (6)
The resultant force FR and the resultant torque MR of friction about the symmetry axis
OZ of the body are defined by:
FR = −k
∫∫
D
p(A)
v(A)
|v(A)|dD, (7)
MR = −k
∫∫
D
p(A)
OA× v(A)
|v(A)| dD. (8)
The relation (6) implies that for ω 6= 0, the quantity |v(A)| may vanish at each time instant
at one point at most (cosφ = 0, |v| = ωr). Ignoring such points does not influence the result
of the integration. For ω = 0, the relation |v(A)| = 0 holds only if v = 0, which implies that
the body is not moving.
The local power PR(A) of the forces of friction is given by:
PR(A) = FR(A) · v(A) = −kp(A)|v(A)|, (9)
and the total power PR is expressed by:
PR = −k
∫∫
D
p(A)|v(A)|dxdy. (10)
Using polar coordinates for the infinitesimal surface element dD = rdrdφ, the expressions
(7), (8) and (10) become:
FR = FRx1ex1 + FRy1ey1 , (11)
FRx1 = −k
∫ a
0
∫ 2pi
0
p(r)(v − ωrsinφ)√
v2 − 2ωrvsinφ+ ω2r2 rdrdφ, (12)
FRy1 = −k
∫ a
0
∫ 2pi
0
p(r)ωrcosφ√
v2 − 2ωrvsinφ+ ω2r2 rdrdφ, (13)
MR = −k
∫ a
0
∫ 2pi
0
p(r)√
v2 − 2ωrvsinφ+ ω2r2 rdrdφez, (14)
PR = −k
∫ a
0
∫ 2pi
0
√
v2 − 2ωrvsinφ+ ω2r2 rdrdφ. (15)
Expression (13) for FRy1 can be represented as follows:
FRy1 = −k
∫ a
0
p(r)(
∫ 2pi
0
ωrcosφ√
v2 − 2ωrvsinφ+ ω2r2 dφ)rdr. (16)
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Then after integration we receive:∫ 2pi
0
wrcosφ√
v2 − 2wrvsin + w2 r2 dφ = −k
√
v2 − 2wrvsin + w2 r2 |2pi0 = 0. (17)
FR = −k
∫ a
0
∫ 2pi
0
p(r)(v − wrsinφ)√
v2 − 2wrvsinφ+ w2 r2 rdrdφex1 , (18)
The identification of the function p(r) is a separate problem. Let the velocity of propagation
of the elastic waves on the material of the body be much greater than the velocities of the
points of the body. In that case, we may use static distribution laws p(r) for the normal
pressure. Consider three distribution laws: 1) uniform distribution, 2) Hertz point contact
for the case where the contacting surfaces are locally spherical, and 3) contact between a rigid
cylindrical body and an elastic half-space. All three distribution laws can be represented as
follows:
p(r) = p0(n)(1− (r/a)2)n. (19)
Let N0 be the normal pressure force. Then:
1) For the uniform friction force distribution:
n = 0, p0 =
N0
pia2
, p(r) =
N0
pia2
. (20)
2) For Hertz function (point contact):
n = 1/2, p0 =
3N0
2pia2
, p(r) =
3N0
2pia2
√
1− (r/a)2. (21)
3) For contact of a rigid cylindrical body with an elastic half-space surface:
n = −1/2, p0 = N0
2pia2
, p(r) =
3N0
2pia2
√
1− (r/a)2 . (22)
Introduce the notation λ = v/(wa) and ξ = r/a to represent relations (14), (15) and (18) as
follows:
FR = −ka2p0(n)
∫ a
0
∫ 2pi
0
(1− ξ2)nξ(λ− ξsinφ)√
λ2 − 2λξsinφ+ ξ2 dξdφex1 , (23)
MR = −ka3p0(n)
∫ a
0
∫ 2pi
0
(1− ξ2)nξ2(ξ − λsinφ)√
λ2 − 2λξsinφ+ ξ2 dξdφez, (24)
PR = −ka3ωp0(n)
∫ a
0
∫ 2pi
0
(1− ξ2)nξ
√
λ2 − 2λξsinφ+ ξ2dξdφ. (25)
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Let f0(n) = a
2p0(n), where f0(n) be independent of a. If the contact area D degenerates
into a point (a tend to 0), we obtain:
lim
a→0
FR = −2pikf0(n)
∫ a
0
(1− ξ2)nξdξ = −pikf0(n)
n+ 1
= −kN0, (26)
lim
a→0
MR = −kaf0(n)
∫ a
0
∫ 2pi
0
(1− ξ2)nξ2(−sinφ)dξdφ = 0, (27)
lim
a→0
PR = −2pikvf0(n)
∫ a
0
(1− ξ2)nξdξ = −pikvf0(n)
n+ 1
= −kvN0. (28)
The obtained values correspond to point contact between an instrument and a workpiece.
2.2. Thermal analysis
For an analytical solution of the thermal problem we assume that a workpiece is a semi
infinite solid (a solid, which extends to infinity in all but one direction). If a sudden change
of conditions is imposed at this surface, transient, one-dimensional conduction will occur
within the solid [3].
With no internal heat generation in the workpiece and the assumption of its constant
thermal conductivity, general heat diffusion equation can be written as:
∂2T
∂x2
=
1
α
∂T
∂t
, (29)
Where x is a deepness of the workpiece, T - its temperature, α is a thermal diffusivity and
t is the time passed since the initial contact with an instrument. The contact area of a pin
is small relatively to the area of workpiece itself and can be assumed as a point.
An initial condition implies uniform temperature distribution at time t = 0 and interior
boundary condition:
T (x, 0) = T0, (30)
T (x→∞, t) = T0. (31)
We calculate the power of friction force by (25) and assume it completely proceed to a
workpiece due to its higher thermal conductivity relative to an instrument. Then tempera-
ture increase of the workpiece due to Coulomb friction can be evaluated as solution of ((29))
and dependence on the power:
∂T
∂x
∣∣∣∣
x=0
=
PR
Bl
. (32)
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With a value of contact area it gives us a value of heat flux ingoing to the workpiece.
Hereafter we determine the temperature value at defined depth of workpiece and at defined
time after process start as:
T (x, t)− T0 = 2PR
√
αt/pi
Bl
exp(− x
2
4αt
)− xPR
Bl
erfc(
x
2
√
αt
), (33)
where l is thermal conductivity of a workpiece, B is the area of instrument surface, the
function erfc is the complementary error function:
erfc(z) =
2√
pi
∫ ∞
z
e−τ
2
dτ. (34)
The (33) allow to determine temperature at the contact point of instrument and workpiece
reached at each period of FSW process pre-heating stage.
3. Experimental results
For full problem examination additional experiments were performed. For these tests we used
robotic FSW system based on an articulated armrobot (KUKA system). Such machines are
flexible and their process automation allows sufficiently good repeatability. The experiments
were repeated three times to ensure reproducibility of the obtained data and we used mean
values for further calculations.
The conditions of the tests correspond to the described analytical model: a rotating tool
moved along an aluminum plate without immersion providing Coulomb friction arrangements
between the tool and workpiece. Characteristics of applied instruments and the process
parameters are presented in Table 1.
Process force: 2000N Workpiece material: EN-AW 6060 T66
Instrument diameter: 13mm Rotation speed: 1000r.p.m.
Translation speed: 0.1m/min Measured temperature: 458◦C
Table 1. Parameters of the Coulomb friction experiment
4. Results
We plug the obtained experimental data into our theoretical model and use temperature as a
control parameter. For this we applied equations (23), (24), (25) under conditions (20), (21),
(22). The calculation results of friction forces, torques and power values for uniform force
distribution, Hertz point contact n = 1/2, uniform force distribution n = 0 and cylinder-to
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Figure 3. Force (a), torque (b) and power (c) generated by Coulomb friction process in
the pre-immersion period of FSW
ellipse contact n = −1/2 are presented on Fig. 3. The presented curves depend on the
parameter λ = v/(ωa) in the range from 10−3 to 100. In the experiment the value λ is equal
to 2.5x10−3, so it lays within the investigated range.
Maximal values of Coulomb friction force, torque and, respectively, power can be reached
under maximal λ when rotation and translation velocities are equal. For FSW process the
values are naturally laying within the lower limit of the range. Hence Coulomb friction should
not have significant influence to workpiece heating process, what we checked with workpiece
temperature calculation by thermal analysis. For this purpose we consider the depth value
x = 0.5 mm (the distance from instrument tip) and imply it together with other experimen-
tal values from Table 1 to (33). The results are presented in 3D form (Fig. 4) depending on
process time and λ. We can observe the same tendency as at the previous Fig. 3 – tempera-
ture here rises with λ increase. But even the highest analytically obtained temperature value
does not exceed 80◦C which is significantly less than the measured temperature (Table 1).
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Figure 4. Temperature reached under influence of Coulomb friction in the pre-immersion
period of FSW for n = 1/2 (a), n = 0 (b) and n = −1/2 (c)
The difference can be explained in the following way: the tip of instrument with predefined
normal force 2000 N contacts the workpiece top plane and causes fractional deformation of
the surface, which leads to additional heat generation due to material straining.
5. Conclusions
An analytical model approach has been described for analysis of a pre-immersion period
of FSW process. The model concerns mechanical and thermal effects of Coulomb friction
on power and temperature characteristics of the process. As the result we proved that the
Coulomb friction plays significant role in preheat of the workpiece in front of the tool pin.
But the Coulomb friction heat only provides not enough energy to make material plastic,
hence further investigation of the topic is required.
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Design study and development of mechatronic treadmill  
for gait reeducation 
 
 
Slawomir Duda, Grzegorz Gembalczyk, Eugeniusz Switonski 
Abstract: The purpose of this article is to present a novel mechatronic system for gait 
reeducation which consists of two main components: body weight support system 
(BWS) and training treadmill. In addition, the device is equipped with sensors for 
measuring the rope tension, rope inclination angle and foot pressure on the ground. 
The transmission of control and measurement signals between the reeducation device 
and the computer with the control system is realized by means of three real time 
boards. This publication covers issues related to the process of device design, 
integration of all developed components and implementation of the treadmill speed 
control system. The treadmill is controlled by a feedback loop with a rope angle 
measurement but it requires a proper conversion of the continuous signal to a digital 
square wave signal of variable period. Due to the connection of the treadmill control 
signals to the buttons in the treadmill control panel and related limitations, developing 
an optimal treadmill speed control system was an interesting engineering problem. 
1. Introduction 
Reeducation of walking is one of the key stages of the rehabilitation program for paralyzed persons – 
most often as a result of strokes, spinal cord injuries or neurological disorders. In traditional gait 
reeducation methods, physiotherapists, often in the course of rehabilitation, support patients during 
gait reeducation. In order to facilitate and improve the locomotive function recovery process, 
researchers have developed new therapeutic strategies and therapies in recent years. Today, the 
therapist’s work is greatly enhanced by mechatronic devices.  
Since the 1980s, the studies on locomotive training are conducted with the use of the partial body 
weight support (BWS). This strategy assumes that the weight of the patient is reduced by the winch, 
and the training itself is performed using the treadmill. In addition, therapists manually assist the 
patient in obtaining correct leg movements [1,2]. 
The effectiveness of this method has been confirmed by numerous studies performed on persons 
with various diseases [3-7]. The main advantage of exercises with the treadmill and relief is the high 
repetition of exercises, much greater than in case of traditional methods.  
Despite favorable statistics, the training using the treadmill and stationary winch limits the 
patient’s freedom of movement, which contributes to the maintenance of an unnatural gait pattern. 
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This disadvantage has been minimized in the ZeroG device [8], as well as in the mechatronic device 
for reeducation of gait, developed at the Institute of Theoretical and Applied Mechanics (IMTS) at the 
Silesian University of Technology [9] (see Fig.1). In these devices, the patient moves on the floor and 
the relief system follows them. 
a)  b)  
Figure 1.   Devices for gait rehabilitation: a) zeroG, b) mechatronic device for lokomotor training 
developed at Silesian University of Technology 
The device developed at the IMTS worked on the principle of the crane following the patient. 
The movement of the trainer and the winch was therefore possible in all directions, and it was limited 
only by the supporting frame structure. According to the experimental studies, when using the winch 
following movement behind the patient’s lateral movements, the recorded kinetic parameters of the 
patient’s gait corresponded better to the parameters of the natural gait (especially displacement in the 
lateral axis), unlike using the stationary relief system [10,11]. This advantage has a good effect on 
improving the stability of the human body in the frontal (medial-lateral) axis [12]. The 
implementation of the device of such a large size in the rehabilitation center is often a big problem 
due to local conditions, and the frame structure itself (made of aluminum structural profiles) 
significantly raises the cost of the device. For these reasons, a simplified version of the device was 
developed, which aimed at minimizing the dimensions and prices. From the designer point of view in 
the process of designing an optimal system the key is to create solutions with greater autonomy, 
which is associated with re-configuring of existing objects [13]. In order to obtain the possibility of 
the following movement of the winch behind the patient’s lateral movements, the structure of the 
winch, winch trolley and their drive systems are left unchanged, while the winch movement in the 
patient’s sagittal plane takes place using the commercial treadmill. The desirability of such systems is 
the automatic adjustment of the speed of the treadmill which can be generally interpreted as an active 
system for minimizing the angle of rope inclination [14,15]. This type of system should autonomously 
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adjust the speed of the walking belt of the treadmill to the patient’s gait speed, and this change must 
be made in a smooth and safe manner, without the physiotherapist’s interference [16]. This article 
outlines the issue concerning the development of the treadmill speed control system with minimum 
interference in electronic and mechanical systems of the commercial treadmill. This is done by 
simulating the press of buttons on the treadmill control panel. Due to the type of connection between 
the control unit and the buttons in the treadmill control panel as well as related limitations, developing 
an optimal treadmill speed control system was an interesting engineering problem. 
2. Mechatronic system for gait reeducation 
The main components constituting the electromechanical part of the discussed rehabilitation system 
are shown in the next illustration (see Fig.2). 
 
Figure 2.   Mechatronic treadmill for gait reeducation 
 Unlike other devices of this type, currently available on the market, the unloading system (3) can 
move – it performs the linear movement along the girder (1). This beam is attached to the ceiling, 
185
  
which is not shown in the illustration. The winch movement is done by the propeller that is coupled 
with the servo motor (2). It is important that the direction of movement of the trolley is perp
to the direction of the patient’s walk on the treadmill
winch rope by means of the orthopedic harness
in which servo amplifiers are mounted. Addi
device are systems for measuring the rope tension
with pressure sensors (9). These inserts are used to identify the foot pressure on the groun
determine the patient’s gait phase, as well as predictions of potentially dangerous situations, such as 
falls. If the foot pressure configuration meets the relevant safety criterion, then the device operates in 
the working mode. Otherwise, the device is stopp
signals from the inserts were not used.
The described gait reeducation device works in real
MATLAB/Simulink software, installed on a PC computer. The coupling between the u
system and the PC is realized by means of two RT
are conditioned via a specially designed interface. The signals generated by the computer are sent to 
the control unit in which the servo inverters of 
the device uses the commercially available treadmill designed for walking along with the 0.8 kW 
synchronous motor. The communication between the treadmill and the computer is done via the real 
time RT-DAC/USB2 card and the additionally developed electronic system. The idea of c
cooperation in this device for gait reeducation
Figure 3.   Components cooperation in mechatronic treadmill for gait reeducation
 (7). The trainee is fastened to the end of the 
 (6). The illustration also shows the control unit
tional elements used to control the operation of the 
 (4), angle of rope inclination (5) and shoe inserts 
ed. In the research conducted in this study, the 
 
-time mode and is controlled by the 
-DAC4/PCI Real time boards. Measurement signals 
the drive motors are located. The developed version of 
 is shown in the picture below (see Fig.3). 
endicular 
 (8) 
d and 
nloading 
omponents 
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In order to minimize the interference with the treadmill drive system, only the control panel was 
modified. This was accomplished by the parallel connection of an additional controller, designed to 
simulate the operation of the buttons located in the treadmill co
system was built using opto-
the PC. The change of the digital signal from high to low (and return to high status after a minimum 
of 0.2 seconds) was equivalent to the press of the button on the treadmill control panel, which results 
in a speed change of 0.1 km/h.
3. Treadmill speed control system
This paper presents the adjustment algorithm, in which the speed of the treadmill is adjusted to 
walking speed of the patient. The adaptation of the treadmill speed in the developed solution is based 
on the measurement of the rope inclination angle. If the rope inclination angle 
the adopted reference value, the speed of t
forward, and the rope inclinations above the reference value, the treadmill is started and accelerates 
until the angle value is within the reference value range. Likewise, if the rope inclination angle i
smaller than the reference value, the speed of the treadmill is reduced
 (see Fig. 4). 
Figure 4.  
ntrol panel. The developed 
couplers controlled by digital signals, generated by the control system in 
 
 
 is within the range of 
he treadmill remains unchanged. If the trainee moves 
 
 Scheme of algorithm for treadmill speed adaptation 
electronic 
the 
s 
 
187
  
Due to the technical solution for the treadmill speed control system, which assumes the 
simulation of the press of buttons on the treadmill control panel by changing the digital signal value at 
the output of the real-time card, the output signal should be a periodically variable rectangular signal. 
This condition was achieved by developing the speed change generator, in which the forcing 
frequency is increased along with the change in the rope inclination angle. When the permissible 
range of the rope inclination (-φref ; φref)  is exceeded, the digital signal change at the outputs that 
control the opto-coupler system, connected to the treadmill control panel, is generated. The speed 
control change algorithm uses the sine function of the global variable , which is calculated at each 
interaction and depends on the value of the rope inclination angle and the calculation step T0. In turn, 
the rectangular signal was obtained by using the signum function. The output value of the signal is 
given by: 
 = 

(	
(sin( + 1. (1) 
In the case, where the rope inclination angle φ is between 1° and 2.5°, the parameter  is defined 
as: 
 = 2 +  + ( − _!, (2) 
however, when the angle φ is greater than 2.5°: 
 = 2( + 5. (3) 
The frequency of the sinusoidal signal also depends on the additional variable _ that 
determines the linear relationship between the rope inclination angle and the sinus function frequency. 
The experiments showed that the maximum frequency of the change of the forcing signal that is 
recorded by the treadmill driver is about 3 Hz. At a higher frequency signal, not all pulses were 
recorded. It was also assumed that the permissible rope inclination angle (angle at which the speed is 
unchanged) is 1° and the maximum forcing frequency is achieved at the inclination angle of 2.5°. 
Based on this data, the value of the parameter _  was 1.33. 
The next diagram (see Fig. 5) shows how the sinusoidal signal frequency changes in the function 
of the rope inclination angle and what value is added in each iteration to the variable . 
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Figure 5.   Increment of variable  and the sine function of the global variable as a function  
of the rope inclination angle 
In addition, to avoid delays in the control signal that result from adding the variable , the 
additional reset module of this variable was added when decreasing/increasing the rope inclination 
angle to the accepted value. The developed control signal generator was implemented in the Matlab 
Simulink environment. The analogous algorithm was implemented to generate the digital signal 
responsible for speed reduction, with negative angles being multiplied by -1. 
4. Experimental studies 
The developed algorithm was tested on a real object. The study was performed for two variants. In the 
first one (see Fig. 6 and Fig. 7), the testing person was moving at a different speed of walking on the 
treadmill running at a constant speed of 2 km/h (the treadmill speed control system was inactive). 
Another diagrams presented the recorded change in the rope inclination angle value and digital 
signals that control the buttons responsible for increasing and decreasing the speed of the treadmill. 
 
Figure 6.   Rope inclination angle and signal for increasing the treadmill speed as a function of time 
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Figure 7.   Rope inclination angle and signal for decreasing the treadmill speed as a function of time 
In the second test, the testing person was moving at different walking speeds with the active 
treadmill speed control system (the speed of the treadmill movement is adapted to the walking speed). 
Two more graphs (see Fig. 8 and Fig. 9) show the results of experimental studies performed with the 
active treadmill speed control system.   
 
Figure 8.   Rope inclination angle and signal for increasing the treadmill speed as a function of time 
 
Figure 9.   Rope inclination angle and signal for decreasing the treadmill speed as a function of time 
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5. Conclusions 
The article presents the mechatronic device for locomotive training with the controlled treadmill 
speed, using the commercial treadmill. The treadmill speed control method, implemented by the 
treadmill motion coupling with the inclination angle of the relief system utilizes an additional control 
system that simulates the press of buttons on the treadmill speed control manual panel. The presented 
solution was reported for patent. 
The basic problem solved in this paper is the development of the treadmill speed control system 
with the least possible interference in its design, treadmill system coupling with the relief system, 
development of treadmill speed control algorithms. 
The experimental studies showed that the developed algorithm works correctly – the treadmill 
speed varies depending on the rope inclination angle. Compared to the tests performed for the 
treadmill operating at a constant belt speed, the rope inclination angle is reduced. However, the 
dynamics of changes is unsatisfactory. This problem is caused by a small acceleration of the 
treadmill, which results from the factory settings of the drive motor controller. 
As presented in this article, there are several couplings between the subsystems in the system 
under consideration. The treadmill speed control is performed without direct feedback loop with its 
speed measurement. The coupling is the result of the rope inclination, being the consequence of a 
faster or slower walk with respect to the moving treadmill. Despite the correct operation of the control 
system, the results of studies indicate the need to modify the device. Further works will concern the 
modernization of the treadmill drive system, in order to increase the dynamics of the drive system’s 
response to forcing signals. 
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Macro- and micro-scanners for laser applications: Non-linear 
characteristics and their impact on biomedical imaging 
 
 
Virgil-Florin Duma 
Abstract: We present some of our main results in the field of optomechatronic laser 
scanners, built both as macro- and micro-devices. Several types of scanners are 
considered, from those that are the most utilized nowadays: with oscillatory mirrors 
(galvanometer scanners (GSs) or Micro-Electro-Mechanical Systems (MEMS)), with 
rotational polygonal mirrors (PMs) with different configurations, and with rotational 
refractive elements (also named Risley prisms). The advantages and drawbacks of 
each solution are pointed out, in a comparative look. The optimization of oscillatory 
scanners with strongly non-linear scanning functions is briefly presented from the 
point of view of their duty cycle and of their capability to provide distortion-free 
images in biomedical applications, for example for Optical Coherence Tomography 
(OCT). The exact characteristics of rotational PMs are discussed, with regard to their 
actual non-linearity with regard to approximate, linear functions. Risley prisms are 
presented, with their exact scan patterns that we have determined using mechanical 
design programs, in order to capture and model their non-linearity (while 
experimental works have validated these results). Conclusions are drawn regarding 
the application of such devices, especially for high-end fields like OCT.    
1. Introduction 
Laser scanners are one of the most used optomechatronic devices nowadays. They are employed in a 
large area of applications, from low cost, commercial ones such as barcode scanning to industrial 
ones (e.g., for laser manufacturing or optical metrology) and finally, to high-end ones, especially in 
biomedical imaging. The challenges of the latter has imposed since the early 1990s a strong 
development of laser scanners in order to allow for real time in vivo imaging, with techniques like 
Optical Coherence Tomography (OCT) [1,2] or Confocal Microscopy (CM) [3]. 
Numerous scanning systems have been developed [4, 5], but there are five types that are most 
used nowadays: polygon mirrors (PMs), galvanometer scanners (GSs), refractive, acousto-, or electro-
optical scanners. The present paper discusses the first three types of such devices (i.e., the most 
common ones), with a stress on our contributions in their analysis and optimization, especially for 
high-end applications like OCT [6]. This brief overview is focused on the non-linear aspects of their 
characteristics, i.e., of the one-dimension (1D) scanning functions of PMs or GSs, as well as of the 
scan patterns of two-dimensional (2D) scanners with refractive rotational Risley prisms. 
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2. Polygon mirror (PM) scanning heads: characteristics and applications 
PMs have different configurations: normal and inverted, simple or double, prismatic or pyramidal [4]; 
they have high rotational speeds and a certain number of facets (from 5 to 72, typically, but also up to 
128), therefore high scan frequencies, but they are also large, with mechanical issues like vibrations 
and wear, as well as with higher costs per scan axis – with regard to other scanners [7].  
PMs have, with regard to GSs, another major issue: their facets are placed at a certain distance 
(R, the apothem of the PM) from its pivot O – Fig. 1(a) [8]. This produces a non-linearity of the 
scanning function, i.e., of the current position h(θ) of the laser beam that is refracted by the objective 
lens L1 of the scanner parallel to its optical axis (O.A.) – Fig. 1(b).  
 
     
 
 
 
 
 
 
Figure 1.   (a) Polygon mirror (PM) scanning head with constructive parameters (R, e, L=f, α=π/n, D) 
and characteristic functions (h and v); (b. c) values of the mechanical stress for n=8, with R=25 
mm, for (b) ω=80 krpm and (c) ω=120 krpm – Finite Element Analysis with ABAQUS aluminium 
alloy 5052 (tensile strength equals 268 MPa) shown for a quarter of the PM.  
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In numerous studies this non-linearity is neglected – especially when small fields-of-view (FOV) 
of the PM are considered. For example in swept sources (SS)/broadband laser sources swept in 
frequency in SS-OCT (i.e., for PMs with numerous width facets [9, 10]). Other studies have 
approached this issue, in order to optimize the off-axis position of the PM for a minimum non-
linearity of h(θ). In contrast to more complicated vectorial approaches or to approximate ones, we 
developed a rigorous, but easy-to-use theory for the analysis of PMs, deducing novel, simple 
equations for: h(θ), the scanning speed v(θ) – Fig. 1(b), the characteristic angles, and the duty cycle η 
of the device (the latter defined for PMs as the ratio of the useful scan angle (considered for scanning 
the L1 lens) and the total scan angle of a PM facet) [11]: 
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where the following notations were used: e, eccentricity of the incident beam with regard to the pivot 
O; n, number of facets => angle of half of PM facet α=/n; L=f, distance from the fixed beam to the 
lens L1 (to its principal object plane), equal to the focal length of L1; D, diameter of the lens L1, equal 
to the maximum scanning domain; 1 and 2, rotational angles of the PM for which the margins of the 
useful scanned space (i.e., of the objective lens) are reached. 
This theory also allows for considering the finite width of the laser beam, although it has been 
developed in a simple way, using a single ray approach (i.e., the axis of the laser beam, as shown in 
Fig. 1(a)) [11]. 
3. Galvanometer-based scanners: analysis and optimization 
Oscillatory mirror scanners – resonant or galvanometer-based, the latter with an adjustable 
oscillatory/scan frequency, have numerous advantages: they are light weight, with good scan 
amplitudes and reasonable costs, while their technology is mature [12]; they also have a major 
drawback, i.e., lower scan frequencies than PMs, because of their oscillatory movement. Thus, their 
necessary deceleration and acceleration periods (the so-called “stop-and-turn” portions) limit severely 
the time efficiency/duty cycle of GSs, defined in this case as the ratio of the useful/”active” time 
interval ta (considered for scanning with constant speed) and the total period T of the oscillation of the 
galvomirror of the device (Fig. 1): 
Tta / .                                                                                                                                   (4) 
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         (a)          (b)  
(c)  (d)  
Figure 2.   (a) Galvanometer-based scanner (GS), with characteristic parameters; (b-d) Scanning 
functions (output signals) of the GS: (b) sinusoidal; (c) triangular; (d) sawtooth. 
 
 We have investigated GSs, especially with regard to high-end applications like OCT. Thus, as 
most GS users usually assume that they are working just the same regardless of their working 
parameters such as theoretical duty cycle (i.e., of the input signal of the device), scan frequency and 
scan amplitude, a first experimental study has been focused on the real behavior of GSs for tough 
mechanical regimes [13]. Thus, we demonstrated that as the scan frequency and scan amplitude 
increase, there is an effective duty cycle (a parameter that, to our knowledge, we have introduced), 
which characterizes the output signal of the GS (i.e., the current position of the galvomirror), which is 
lower than the theoretical one. This is due to the fact that, as the scan frequency and amplitude 
increase, the device needs more time to decelerate, stop, and accelerate. The stop-and-turn portions, 
therefore the time interval of the non-linear portions of the scanning functions – see Figs. 2(c) and (d) 
– increase, thus η decreases. For imaging techniques like OCT, we demonstrated in [13] that 
triangular scanning is the most convenient from this point of view, of obtaining as high as possible 
duty cycles. Sinusoidal scanning – Fig. 2(b) - is convenient from a mechanical point of view, as it is 
the smoothest oscillatory regime, but the pixels in a generated image are not equally spaced, therefore 
the image is distorted, and the duty cycle is the smallest one. Limits of the scan amplitude that can be 
used as a function of the scan frequency have also been deduced [13]. 
 Using the above study, another group has applied sawtooth scanning [14], but discarding the 
distorted portions, calculated based on [13]; collated images of the retina (for Doppler OCT) has thus 
been obtained [14]. Inspired by this study, we have deepened the investigations on GSs, in order to 
offer the community a useful tool to obtain collated images. The necessity for such images is given by 
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the fact that OCT images for example are obtained on small areas of the investigated samples (even 
0.5 x 0.5 mm2) in order to have high lateral resolutions. Samples, however, are usually larger (e.g., for 
retina, teeth, skin, or endoscopy), therefore individual OCT images have to be put together to get the 
whole picture. If distorted areas appear at the margins of individual images, than the whole image will 
be affected by a sort of grid of blurred lines that could limit investigations or even generate false 
responses.  
 To solve this issue, in [15] we have performed a detailed study of this topic, obtaining first the 
effective duty cycle as a function of the theoretical duty cycle, with regard to different levels of the 
scan frequency and of the scan amplitude. To our knowledge, an interesting phenomenon has been 
observed for the first time regarding this aspect, i.e., a saturation of the GS: if the theoretical duty 
cycle is increased too much, the effective one does not increase any more - not even a little; it actually 
starts to decrease. Its maximum value is thus not reached towards 90% in terms of theoretical duty 
cycle, but at the level of 75%. As expected, this phenomenon is more obvious as the scan frequency is 
higher and as the scan amplitude is larger. 
 With this evaluation, relationships of the effective duty cycle have been obtained for both 
triangular and sawtooth scanning signals, and also for different regimes of the above parameters. 
Using the high resolution Gabor Domain Optical Coherence Microscopy (GD-OCM) developed in 
Rochester [16], we validated these relationships by measuring directly the distortions in the OCT 
images. For triangular scan for example – Fig. 2(c), the expression of this effective duty cycle is [15]:  
T
 2
2
1 
.                                                                                                                                  (5) 
 Algorithms to discard these distorted portions and thus to obtain collated images without artifacts 
have also been obtained [15]. 
 The solution in order to obtain the maximum possible effective duty cycle of GSs has been 
indicated in the literature [12]: to introduce in the input signal of the GS a controlled non-linearity. 
While this non-linear portion has been indicated to be ideally sinusoidal [12], we have approached 
this problem and demonstrated theoretically that [17], for a maximum duty cycle, not a sinusoidal, but 
a parabolic stop-and-turn portion should be introduced between the useful, linear portions of the 
scanning function. In this optimal case, the duty cycle has the expression [17]: 
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with the following notations: J is the moment of inertia of the mobile element, L is the distance from 
the pivot of the galvomirror to the scanned plane, H is the scan amplitude (Fig. 2), Tmax is the 
maximum torque, and v is the scanning speed (constant, of the linear portion of the scanning 
function/output signal of the GS).  
 An important aspect that has to be highlighted is related to the fact that in all the studies above 
the GS system has been considered as a black box. However, the control structure of the scanner also 
has to be optimized, and this problem has been approached in numerous studies [18, 19]. In [20] we 
have offered alternative, low-cost solutions for the GS control that provide speed and/or stability to 
disturbances – in the meanwhile using existing structures of off-the-shelf GSs.  
4. Handheld scanning probes for OCT 
Dual axis 2D scanners (usually with two GSs with perpendicular axis) are necessary for all OCT 
setups which have lateral scanning of samples. For experimental OCT systems, placed on the optical 
table, such scanners are fixed. In a clinical environment, however, the scanning system has to be 
included in a handheld probe that can be placed in front of the area of interest of the patient (i.e., eye, 
teeth or gums, different portions of the skin, ear, or throat. For existing systems applied in the clinic, 
such handheld probes are well-designed and with good functionality, but heavy, around 2 kg – 
therefore difficult to handle by the medical personnel throughout the day. 
 Efforts have been thus made by different groups to develop alternative, improved probes. The 
seminal work in [21] has thus achieved a handheld probe with a 2D double GS. To achieve an even 
lower weight, in [22] Micro-Electro-Mechanical Systems (MEMS)-based handheld probes have been 
developed, and they reached a weight as low as 0.5 kg. 
(a)  (b)  
Figure 3.   (a) Handheld scanning probe with a 1D GS for OCT [24, 25]; (b) cross-section obtained 
with an in-house developed OCT system and a handheld scanning probe of the type (a) – for 
the interface between the ceramic inlay and the tooth in the treatment of dental cavities [28]. 
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 Our approach in this respect has been to develop an as simple as possible, low cost, and low 
weight handheld probe – with minimum, but still with a satisfactory functionality. The solution has 
been to develop a range of 1D GS-based probes, which only provide B-scans/cross-sections of the 
investigated sample [23-25]. In numerous applications, for example in dentistry [26], this is 
satisfactory, as the dentist scans anyway the tooth or the gingiva in the area of interest, thus providing 
the third scan axis on the sample [27, 28]. A convenient mass of 0.25 kg has been obtained for these 
handheld probes, and their functionality has been demonstrated for ENT (ear-nose-throat) [23], dental 
prostheses [24], or tissue [25]. Another major direction of investigation is also related to the Non-
Destructive Testing (NDT) for industrial applications, for which we have demonstrated that OCT can 
replace the more costly, labor consuming and lab-based technique, i.e. Scanning Electron Microscopy 
(SEM) – for the assessment of fractures of metallic materials [29].  
5. Scanners with Micro-Electro-Mechanical Systems (MEMS) 
While 2D MEMS-based probes have been explored [22], and they are more light weight with regard 
to GS-based probes, they have been employing the sinusoidal scanning, that is specific to resonant 
scanners. As discussed above, we demonstrated in this respect that such sinusoidal scanning produces 
the largest distortions in OCT images, while triangular scanning is capable to produce the most 
distortion-free OCT image at the highest duty cycle, with regard to the other two common scanning 
regimes, i.e., sawtooth and sinusoidal [13]. The latter, used by Fujimoto et al. at MIT [22], required 
extensive post-processing of images, which makes real-time (thus, in vivo) imaging impossible and 
adds significant costs; one must also carefully account for how noise in the original images may affect 
image quality after post-processing. In this context, we achieved the first distortion-free OCT imaging 
(without post-processing) [30], with a prototype MEMS-based probe - for a particular technique, 
Gabor Domain Optical Coherence Microscopy (GD-OCM) [16]. 
6. Scanners with rotational Risley prisms 
While analytical approaches of such scanners prove to be quite complicated [4, 5], our proposed 
modeling method has obtained scan patterns of this device in a simple, fast, and exact manner – the 
latter aspect in contrast to approximate approaches [31]. Our analysis was carried out with regard to 
each characteristic of the scanner, and considering the parameters introduced by Marshall: k, the ratio 
of the prisms angles (θ1 and θ2) and M, the ratio of the rotational speeds (ω1 and ω2) [31]: 
12 /k      and     12 /M .                                                                                         (8) 
Risley prisms scanners have been used in only one study so far for imaging, and not for OCT, but for 
CM [32]. Our approach in [33, 34] aims to employ these scanners in OCT, as well. 
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(b)        (c)  
Figure 4.   (a) Simulation of the refraction of a laser beam through a scanner with rotational Risley 
prisms – using a commercial mechanical design program, CATIA V5R20 (Dassault 
Systèmes, Paris, France); (b, c) scan patterns for two identical prisms and a ratio of M=-4 
(b) and M=4 (c) of the rotational velocities of the prisms [33, 34]. 
7. Conclusions 
A presentation of the main contributions and directions of research of our group in the field of 
optomechatronic laser scanners has been made, for the most used such devices and for high-end 
applications, i.e., biomedical imaging using Optical Coherence Tomography (OCT).  
 Polygon mirror, galvanometer scanners, Micro-Electro-Mechanical Systems (MEMS), and 
rotational Risley prisms have thus been discussed. Future works in these directions have also been 
pointed out, in our current projects focused mainly on the development of handheld scanning probes 
for OCT, as well as in a gamut of applications, both in biomedical imaging – especially for dentistry -
and in industrial applications – especially for NDT. 
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Tumor growth and decay predictability based on chaotic 
attractors in the phase spaces 
 
 
Larysa Dzyubak, Oleksandr Dzyubak, Jan Awrejcewicz 
Abstract: In Radiation Oncology and Radiobiology the modeling of tumor growth and 
decay depending on set of system parameters is very important to improve the control 
of cancer treatment. In a simple approach, the multi-scale diffusion cancer-invasion 
model describes the interactions of the tumor cells, matrix-metalloproteinases, matrix-
degradative enzymes and oxygen. This model demonstrates chaotic attractors. In this 
work we studied the control parameter planes 'number of tumor cells vs diffusion 
saturation level' depending on glucose level. The regions where interaction of the basic 
system indicators is predictable and unpredictable were found. Time histories of the 
regular damped/un-damped motion, chaotic attractors in the phase spaces of basic 
indicators of the system are presented. Qualitative analysis of the results can be used by 
professionals who deals with the tumor growth and decay simulation and who is 
involved in the treatment planning process. 
1. Introduction 
Cancer Care and, in particular, Radiation Therapy, as one of the most efficient way of treating cancer, 
has significantly improved as a result of new approaches and techniques developed over the last years 
[1-2]. Despite the success in treating cancer, the different cancer cell resistance against treatments  
expressed in patient populations initiated multiple research studies related to prediction of outcomes 
[3-6]. To predict cell response to Radiation Therapy, statistical approaches based on quantities “Tumor 
Control Probability” (TCP) and “Normal Tissue Complication Probability” (NTCP) are widely used 
[7-8]. These quantities were summarized by the QUANTEC group for variety of organs [9] and 
currently the TCP an NTCP models are actively used in clinic [10]. 
Another way of prediction tumor behavior is the mathematical modeling of cancerous systems [11-
15] where the modeling is considered from the point of view of having stochastic regimes [16-17]. A 
chaotic time history of concentrations of basic components of the metabolic process in a biological 
cancerous cell system was associated with carcinogenesis and a generic concept of carcinogenesis and 
metastasis was formulated on the basis of existence of a chaotic cancer attractors  which are sensitive 
to the initial conditions [14-15]. 
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The purpose of the simulations in this study was to define conditions resulting in carcinogenesis 
in a biological system as well as to study influence of glucose level on carcinogenesis. The results of 
this study could be used to improve the treatment planning process and predictability of the outcomes. 
2. Mathematical model 
Cancer is generally defined as a malignant tissue growth resulting from an uncontrolled division of 
cells [18]. The approach based on the wandering trajectories analysis [19-20] was applied to investigate 
the control parameter planes 'number of tumor cells vs diffusion saturation level'. In the model studied 
in this work, the tumor development is governed by the inhomogeneous dissipative set of differential 
equations [14,15]: 
?̇? = 0,  (1) 
𝑓̇ = αη(𝑚 − 𝑓), (2) 
?̇? = βκ𝑛 + 𝑓(γ − 𝑐) − 𝑚, (3) 
?̇? = ν𝑓𝑚 − ω𝑛 − δ𝑓𝑐. (4) 
where n denotes the tumor cell density, f is the matrix–metalloproteinases (MM) concentration, m 
corresponds to the matrix-degradative enzymes (MDE) concentration, and c denotes the oxygen 
concentration. Parameters α is a tumor cell volume, β – glucose level, γ – number of tumor cells, δ – 
diffusion saturation level; η and κ are coefficient that characterise the growth and decay of MM and 
MDE concentration respectively; υ , ω, φ are parameters that govern growth and decay of the oxygen 
concentration. 
The model (1)-(4) possesses three chemical equilibria 
𝑚1,2,3
𝑒 = 𝑓1,2,3
𝑒 = 𝐴 + 𝐵,−
𝐴+𝐵
2
±
𝐴−𝐵
2
√−3,  (5) 
𝑐1,2,3
𝑒 =
1
δϕ
(ν(𝑓1,2,3
𝑒 )2 −ω𝑛), (6) 
𝐴 = √−
𝑞
2
+ √
𝑞2
4
+
𝑝3
27
3
, 𝐵 = √−
𝑞
2
−√
𝑞2
4
+
𝑝3
27
3
, (7) 
𝑝 =
δϕ
ν
(1 − γ − ω𝑛), 𝑞 =
δϕ
ν
βκ𝑛. (8) 
As mentioned in [21] pertaining to the self-organizing chemical systems: as soon as the product  is 
also a part of the same chemical reaction, the system can express unstable behaviour which can be 
controlled by the reaction parameters. Depending on control parameter values and initial conditions, 
the considered biological cancerous cell system can also approach different states: a) stationary 
equilibrium state where any changes are damped; b) stable periodic chemical process or so called 
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‘chemical clock’ (a limit cycle); c) state of chemical instability with chaotic behaviour of MM, MDE 
and oxygen concentrations. 
 
 
(a)                                                                            (b) 
 
 
(c)                                                                            (d) 
 
Figure 1.   Simulations at the glucose level β=0.05: (a) Region of chaotic behaviour (in Green) for 
model (1)-(4) in the control parameter plane (δφ, γ); (b) Amplitude level contours of matrix-
metalloproteinases, (c) Amplitude level contours of matrix-degradative enzymes, 
(d)Amplitude level contours of oxygen concentration in the model. 
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(a)                                                                            (b) 
 
 
(c)                                                                            (d) 
 
Figure 2.   Simulations at the glucose level β=5.0: (a) Region of chaotic behaviour (in Green) for 
model (1)-(4) in the control parameter plane (δφ, γ); (b) Amplitude level contours of matrix-
metalloproteinases, (c) Amplitude level contours of matrix-degradative enzymes, 
(d)Amplitude level contours of oxygen concentration in the model. 
3. Numerical results 
Chaotic cancer attractors exist within certain parameter ranges of studied mathematical model (1)-
(4) describing the tumor development in a biological system. The set of all pairs of values of these 
parameters defines the chaotic regions in a control parameter planes 'number of tumor cells vs diffusion 
saturation level'. The part of this plane (0, 0) was sampled as a uniform rectangular grid 
using two families of straight lines drawn through the dividing points of the axes: 
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(a)                                                                            (b) 
 
 
(c)                                                                            (d) 
Figure 3.   Simulations at the glucose level β=10.0: (a) Region of chaotic behaviour (in Green) for 
model (1)-(4) in the control parameter plane (δφ, γ); (b) Amplitude level contours of matrix-
metalloproteinases, (c) Amplitude level contours of matrix-degradative 
enzymes,(d)Amplitude level contours of oxygen concentration in the model. 
 = i = i  (i=0, 1,…, L),                                                                                                     (9) 
 = j = j (j=0, 1,…, M).                                                                                                           (10) 
Here =310-2, =2, L=100, M=100. Then in the nodal points ( i, j) of the constructed grid the 
governing equations (1)-(4) are twice solved numerically with two nearby initial conditions. Initial 
conditions of the nearby trajectories are distinguished by 0.5 percent with ratio to the characteristic 
vibration amplitudes Af, Am, Ac   
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(a)                                                                            (b) 
    
(c)                                                                            (d) 
 
(e) 
Figure 4.   Behaviour of the model (1)-(4) corresponding to the chaotic regions: (a) Chaotic attractor in 
the phase space (f, m, c); (b), (c), (d) Phase planes (f, m), (m, c) and (c, f) respectively; (e) 
Chaotic trajectories f, m, c. 
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𝐴𝑓 =
1
2
| 𝑚𝑎𝑥
𝑡1⩽𝑡⩽𝑇
𝑓(𝑡) − 𝑚𝑖𝑛
𝑡1⩽𝑡⩽𝑇
𝑓(𝑡)|,                                                                                                 (11) 
𝐴𝑚 =
1
2
| 𝑚𝑎𝑥
𝑡1⩽𝑡⩽𝑇
𝑚(𝑡) − 𝑚𝑖𝑛
𝑡1⩽𝑡⩽𝑇
𝑚(𝑡)|,                                                                                                 (12) 
𝐴𝑐 =
1
2
| 𝑚𝑎𝑥
𝑡1⩽𝑡⩽𝑇
𝑐(𝑡) − 𝑚𝑖𝑛
𝑡1⩽𝑡⩽𝑇
𝑐(𝑡)|,                                                                                                    (13) 
e.g. the starting points of these trajectories are in the three-dimensional parallelepiped 
|𝑓(𝑡0) − 𝑓(𝑡0)| < 0.005𝐴𝑓,                                                                                                         (14) 
|𝑚(𝑡0) − ?̃?(𝑡0)| < 0.005𝐴𝑚,                                                                                                         (15) 
|𝑐(𝑡0) − ?̃?(𝑡0)| < 0.005𝐴𝑐 .                                                                                                           (16) 
Characteristic vibration amplitudes Af, Am, Ac  are calculated for all nodal points ( i, j) of the 
constructed grid simultaneously with the integration of the governing equations. The time period for 
the simulation T is of 50 non-dimensional time units. During computations, 2/3 of the time period T 
corresponds to the time interval [𝑡0,𝑡1] , where transient processes are damped. The integration step size 
is 5/300. After the integration of the governing equations (1)-(4), the condition 
∃𝑡* ∈ [𝑡1,𝑇]: 
{(|𝑓(𝑡*) − 𝑓(𝑡*)| > α𝐴𝑓) ∨ (|𝑚(𝑡
*) − ?̃?(𝑡*)| > α𝐴𝑚) ∨ (|𝑐(𝑡
*) − ?̃?(𝑡*)| > α𝐴𝑐)}                 (17) 
was verified. The parameter  is chosen to be equal 1/3. In that way the manifold of the nodal points 
( i, j), for which the inequality (17) is satisfied, sets up regions of chaos. 
In Figs 1-3 (a) we can observe the evolution of the chaotic regions for the model (1)-(4) in the 
control parameter plane 'number of tumor cells vs diffusion saturation level' ( , ), (0, 0) 
depending on glucose level β=0.05, β=5.0, β=10.0 with fixed other parameters n=50, α=0.06, η=50, 
κ=1, υ=0.5, ω=0.57 and the initial conditions f(0)=5.0; m(0)=5.0; c(0)=10.0. Under conditions 
considered, the increase in glucose level has a suppress effect (restraining effect) to carcinogenesis. 
Figs 1-3 (b), (c), (d) for the same conditions as Figs 1-3 (a) represent the evolution of amplitude level 
contours of matrix–metalloproteinases, matrix–degradative enzymes and oxygen concentrations 
respectively. In all cases the carcinogenesis is accompanied by a significant increase in chemical 
oscillations amplitudes of MM, MDE and oxygen concentrations. 
In Fig. 4 chaotic behaviour ((a), (b), (c), (d) chaotic cancer attractors; (e) chaotic time histories of 
MM, MDE and oxygen concentrations) of the biological system (1)-(4) is depicted at δφ=0.5, γ=20.0  
and n=50, α=0.06, β=0.05, η=50, κ=1, υ=0.5, ω=0.57. Initial conditions are f(0)=5.0; m(0)=5.0; 
c(0)=10.0. These parameters characterize chaotic regions presented in Fig. 1 (a). 
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(a)                                                                            (b) 
    
(c)                                                                            (d) 
       
(e) 
Figure 5.   Behaviour of the model (1)-(4) corresponding to the regular regions: (a) Limit cycle in the 
phase space (f, m, c); (b), (c), (d) Phase planes (f, m), (m, c) and (c, f) respectively; (e) 
Periodic time histories f, m, c. 
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(a)                                                                            (b) 
    
(c)                                                                            (d) 
       
(e) 
Figure 6.   Behaviour of the model (1)-(4) corresponding to the regular regions: (a) Stable focus in the 
phase space (f, m, c); (b), (c), (d) Stable focuses in the phase planes (f, m), (m, c) and (c, f) 
respectively; (e) Periodic damped trajectories f, m, c. 
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In Fig. 5 we can observe the chemical clock or the periodic/regular un-dumped oscillations ((a), 
(b), (c), (d) the limit cycles; (e) periodic time histories of MM, MDE and oxygen concentrations) of the 
biological system (1)-(4) at δφ=1.0, γ=80.8 and n=50, α=0.06, β=0.05, η=50, κ=1, υ=0.5, ω=0.57.Initial 
conditions are f(0)=5.0; m(0)=5.0; c(0)=10.0. Parameters δφ=1.0, γ=80.8 correspond to regular region 
presented in Fig. 1 (a), e. g. they don’t belong to chaotic regions. 
In Fig. 6 we can observe the regular dumped oscillations near one of the chemical equilibrium ((a), 
(b), (c), (d) the stable focuses in the phase space and in the phase planes, (e) dumped oscillations time 
histories of MM, MDE and oxygen concentrations) of the biological system (1)-(4) at δφ=1.5,  γ=10.0 
and n=50, α=0.06, β=0.05, η=50, κ=1, υ=0.5, ω=0.57. Initial conditions are f(0)=5.0; m(0)=5.0; 
c(0)=10.0. Parameters δφ=1.5, γ=10.0 correspond to regular region presented in Fig. 1 (a). 
All presented Figs. 4-6 are in good accordance with the chaotic/regular regions obtained (Figs 1-
3). 
4. Conclusions 
Based on the performed analysis of the mathematical model describing the tumor development in a 
biological system, the parameter sets resulting in occurring chaotic cancer attractors or carcinogenesis 
were found. All chaotic regions were juxtaposed with amplitude level contours of matrix–
metalloproteinases, matrix–degradative enzymes and oxygen concentrations with the same fixed 
parameters. In all cases the carcinogenesis is accompanied by a significant increase in chemical 
oscillations amplitudes of matrix–metalloproteinases, matrix–degradative enzymes and oxygen 
concentrations. 
Time histories and phase spaces of the regular un-damped oscillations (the chemical clock), regular 
damped motion near one of the chemical equilibrium as well as chaotic attractors of basic indicators of 
the biological system with parameters that correspond to the chaotic/regular regions obtained were 
presented. 
The analysis of parameter influence on the biological system demonstrates that the glucose level 
defines the evolution of chaotic attractors of cancer regions in the control parameter planes 'number of 
tumor cells vs diffusion saturation level' and under conditions considered, the increase in glucose level 
has a suppress effect to carcinogenesis. Thus, this allows controlling and stabilizing unpredictable 
behaviour of metabolic reactions and carcinogenesis. 
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The process of energy dissipation during a front-to-side  
collision of passenger cars 
 
 
Mirosław Gidlewski, Leon Prochowski, Leszek Jemioł, Dariusz Żardecki 
Abstract: For the analysis of road accidents, a balance of the energy dissipated during 
the collision of the vehicles involved is often taken as a basis. To determine some 
important items of such a balance, crash tests with a front-to-side collision of 
passenger cars of the same make and model (i.e. with an impact at a right angle 
against a side, close to pillar B, of a moving car) were carried out. The experiment 
results were used to build a model of the dynamics of motor car collision, in order to 
take the model as a basis for determining the force, displacement, and velocity in the 
zone of vehicle contact during the collision. This made it possible to determine 
a combined vehicle deformation curve and then the important components of the 
energy lost during the contact phase of vehicle collision. 
During the analysis of the energy dissipation process, the processes of deformation of 
the vehicle bodies and the post-impact motion of the vehicles involved were taken 
into account. Based on results of the model and experimental tests, conclusions were 
formulated which can provide important support for the reconstruction of a right-
angle collision of motor cars and for the calculation of the pre-impact speed of the 
impacting vehicle. 
1. Introduction 
Right-angle collisions of motor vehicles amount to more than 25 % of road accidents in Poland. Their 
analysis may be based on results of calculations of the balance of energy dissipated during the 
collision. The energy dissipation process takes place when the colliding vehicles are in contact and 
when they move separately after the impact. The following energy components may be discerned 
in the contact phase of vehicle collision: 
– initial kinetic energy of the vehicles, determined by their pre-impact translational motion; 
– work of deformation of vehicle bodies in their contact zone; 
– friction work done when the vehicle bodies slide over each other in their contact zone; 
– work related to vehicles’ displacement in their post-impact translational and rotational 
motion; 
– energy dissipated in vehicles’ suspension systems and tyres; 
– thermal and vibrational energy released in result of deformations and processes of destruction 
of vehicle components. 
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The vehicle energy dissipation process during a frontal collision is usually analysed from the 
point of view of the reconstruction of complex (complicated) accidents. In [7], the energy dissipated 
for vehicle deformation during a collision was determined for a case where the vehicles involved 
significantly differed from each other in their mass. Sometimes, the energy dissipated during a side 
collision is only roughly determined, with using the coefficient of restitution [1]. In works [8, 9], 
results of an analysis of a few crash tests carried out on cars of the years 1983-1989 were used to 
estimate the relation between the frontal deformation of a car body and the energy expressed by 
means of the value of 2E/w (where E and w are the energy and average deformation, respectively) 
as well as the drop in the velocity of the impacting vehicle (delta V). Such a relation facilitates the 
calculation of the impact velocity at the reconstruction of road accidents. Similar results obtained by 
analysing vehicle deformation at a front-to-side collision of motor vehicles and at a motor vehicle 
impact against a deformable barrier have been presented in [3] and [2], respectively. 
The energy dissipated during a vehicle collision depends to a significant degree on the properties 
of the vehicle body side structure and on the method used for its previous repair, if any [11]. In [6], 
an extension of the range of analysing the car collision processes is considered, with taking as a basis 
a planar model of vehicle dynamics during a side collision, in order to obtain exact values of vehicle 
motion parameters. 
At the present stage, the previous approach to the analysis of front-to-side collision of motor 
vehicles has been extended. To acquire knowledge of the course of accidents of this kind, 
experimental tests were prepared and performed and the results of these tests will be used for 
improving the methods of modelling and reconstruction of road accidents. Several initial stages 
of such an analysis have been presented by the authors in publications [4, 5].  
Within this paper, important items of the balance of the energy dissipated in result of a collision 
of motor cars will be identified. In the studies dedicated to the reconstruction of road accidents, 
an assumption is usually made (e.g. in [10]) that the main part of the kinetic energy lost at vehicle 
collisions is consumed by permanent deformation of the vehicle components that come into direct 
contact with each other and that other parts of the energy dissipated may be ignored due to their 
insignificant value. In this paper, this assumption will be verified for the front-to-side collision 
of passenger cars, based on results of crash tests and computer modelling. 
2. Experimental tests 
At the Automotive Industry Institute (PIMOT) in Warsaw, experimental tests were carried out where 
the front of car A crashed into the left side of car B (Fig. 1). The pre-impact speed of car A was about 
50 km/h and it was twice as high as that of car B. The location of the point of impact on the side 
of car B was defined by the distance LAB between the longitudinal plane of symmetry of car A and 
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the front wheel axis of car B. The values of the characteristic parameters of the crash tests have been 
specified in Table 1. 
t = 0 s t = 0.03 s t = 0.07 s t = 0.1 s t = 0.14 s 
 
AB1 
 
  
 
AB2 
    
Figure. 1. Relative position of cars A and B during the collision 
Table 1. Velocity of car A at the instant of the collision 
Test symbol AB1 AB2 
LAB [m] 1.25 1.34 
Velocity VA [m/s] 15.1 12.7 
The crash tests were carried out on a PIMOT test yard with dry concrete surface. During the 
tests, the steering wheels of both cars were left free and their road wheels were not braked. The tests 
were performed on Honda Accord cars. At the centre of mass of each car, there was a three-axial 
acceleration sensor, installed together with sensors measuring the angular velocities of the car body 
in relation to the three coordinate axes. High-speed cameras were installed above the crash test place 
to record consecutive car positions with a frequency of 1 000 frames per second. 
3. Modelling of the collision and the energy dissipation process 
To analyse the processes that took place during the motor car collision, the following coordinate 
systems were adopted: 
 Local coordinate systems, fixed to the bodies of cars „i”. The local coordinate system Oixiyizi 
has its origin Oi situated at the centre of mass of car „i” and its Oixi axis is parallel to the 
longitudinal car centreline (index „i” corresponds to car A and B as appropriate). The 
quantities whose values were recorded during the crash tests in the local coordinate systems 
were components of the vectors of acceleration of the centre of car mass (axi, ayi, azi) and 
of the angular velocity (Pi, Qi, Ri) of cars A and B. 
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 Local levelled coordinate systems, attached to the centres of mass of cars „i”. The local 
coordinate system OixPiyPizPi has its origin Oi situated at the centre of mass of car „i”, the 
OixPiyPi plane is parallel to the road surface plane, and the OixPi axis is parallel to the 
longitudinal car symmetry plane. The local levelled coordinate systems were used for the 
formulation of the equations of motion of the planar model of the collision. 
 Global coordinate system OGXGYGZG, attached to the road. The OGXGYG plane of this system 
is situated at the road surface level and the OGZG axis is pointing vertically upwards. The 
OGXG axis is parallel to the vector of pre-impact velocity of car A and the OGYG axis 
is parallel to the vector of pre-impact velocity of car B. In the global coordinate system, the 
translational and rotational velocities and the trajectories of the cars involved were expressed. 
The measurement results expressed in the local coordinate system fixed to a car body may be 
transformed to other coordinate systems. The rotation of the local systems in relation to the global 
coordinate system is defined by angles Φi - vehicle roll angle, Θi - vehicle pitch angle and Ψi -vehicle 
yaw angle. 
The angular velocities of a car body in the global coordinate system are described as follows: 
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The acceleration of the centre of car mass in the levelled coordinate system is expressed by 
a formula: 
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The accelerations of the centres of mass of individual cars in the global coordinate system are 
described by formulas: 
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The impact energy dissipation process was analysed with the use of a planar model 
of the dynamics of a motor vehicle collision, where the forces and moments acting on the cars during 
the collision were expressed in the local levelled coordinate systems (Fig. 2). The derivation 
of the equations of motion (5) of cars A and B was based on the equilibrium of forces and moments 
that act on cars A and B in the corresponding levelled coordinate systems. 
 
Figure 2. Coordinate systems, basic dimensions, and position of the impact force vector. 
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where: 
Bi (Bix, Biy) – inertial force acting on the ith car; 
Mzi – moment of the resistance put up by the inertial force acting on the car to the car 
rotation around the vertical axis Oz; 
mi, Ii – vehicle mass and mass moment of inertia of the car relative to the vertical axis; 
axPi, ayPi – longitudinal and lateral components of the vector of acceleration of the centre 
of car mass, calculated from (2); 
Fi1(Fxi1, Fyi1) – tangent road reaction acting on the wheels of the front car axle and components 
of this reaction force; 
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Fi2(Fxi2, Fyi2) – tangent road reaction acting on the wheels of the rear car axle and components 
of this reaction force; 
Fwi(Fni, Fsi) – impact force acting on the vehicle and the normal and tangent components 
of this force; 
xi, yi – coordinates of point Z, i.e. the point of application of the impact force, 
in the levelled coordinate system (Fig. 2); 
γAB – angle of rotation of vehicle B relative to vehicle A around the vertical axis  
(γAB =ΨA-ΨB). 
In consequence, a system of six differential equations with respect to the coordinates defining 
the positions of the centres of mass and rotation of cars A and B plus two algebraic equations was 
obtained (5); further on, this system will be treated as a system of exclusively algebraic equations, 
because time histories of components of the vector of translational acceleration of the centre of mass 
and of the vector of angular acceleration of the cars are known. The said time histories were 
calculated from the experiment results (with a time step of ∆t = 0.001 s), by transposing 
the measurement results to the levelled coordinate systems with using relation (2). In this connection, 
the unknowns in equations (5) are the normal and tangent components FnA, FsA, FnB, FsB of the impact 
force and lateral reaction forces FyA1, FyA2, FyB1, FyB2 acting on car wheels. 
4. Experimental test and modelling results 
An analysis was carried out for the time histories of individual quantities measured during the period 
from the instant when car A just came into contact with car B, i.e. from t = 0 s, to the instant 
of t = 0.2 s. During this period, the following phases of the experiment were observed (Fig. 1): 
 collision of the cars and temporary contact between them (compression and restitution phase); 
 separation of the cars; 
 separate post-impact movements of the cars. 
Fig. 3 shows the course of changes in the normal component FnA of the impact force acting 
on car A. It was calculated by solving the system of equations (5). The said normal component FnA 
will be used for determining the work of deformation of the front of car A and the side of car B. 
An analysis of the curves presented in Fig. 3 made it possible to identify the instant at which cars A 
and B came out of contact with each other. In tests AB1 and AB2, the contact was broken 
at tk = 0.12 s and tk = 0.09 s, respectively. The vehicle separation was assumed to take place when 
the normal force component FnA reached a zero value. The time instants thus identified are necessary 
to calculate the values of translational and rotational velocities of the cars and to determine 
the position of the cars in relation to each other and to the road when they became separated. 
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 Figure 3. Changes in the normal component FnA of the vector of the impact force acting on car A. 
Fig. 4 shows experimental test and calculation results after transformation of the measurement 
results to the global coordinate system. The curves represent time histories of translational velocities 
VwA and VwB of the centres of mass of cars A and B and angular velocities BA and ΨΨ &&  of these cars 
around the vertical axis. The angular velocities were calculated according to (1) and the translational 
velocities were determined from (6), with the velocity vector components having been previously 
calculated by numerical integration with respect to time (by the trapezoidal rule) of the longitudinal 
and  lateral  components  of  the  vectors  of  acceleration  of  the  centres of car mass according to (3) 
Car A Car B 
  
 
 
Figure 4. Time histories of translational velocities VwA and VwB of the centres of mass of cars A 
and B and angular velocities BA and ΨΨ &&  of car bodies during. 
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and (4). The curves above show important elements needed to calculate the energy dissipated. The car 
velocity values thus determined were used to calculate the kinetic energy of the cars just at the end of 
the vehicle contact phase, i.e. at the instant of start of the post-impact vehicle motion. 
 
2
Gi
2
Giwi YXV && +=   (6) 
Changes in the positions of cars A and B (Fig. 5) were described with the use of three quantities, 
i.e. longitudinal and lateral displacements of the centres of car mass (XGi and YGi) and vehicle body 
yaw angles Ψi. The axes of the coordinate systems OGiXGiYGiZGi are parallel to those of the global 
coordinate system and their origins (points OGi) coincide with the positions of the centres of mass 
of the respective cars at the instant of the first contact between the vehicles. Noteworthy is also the 
fact that during the collision, the longitudinal centrelines of cars A and B only slightly deviated from 
their pre-impact positions. At the instant of tk, the yaw angle ΨA of car A did not exceed 5 ° and the 
yaw angle ΨB of car B was less than 7°. So, the angle between the cars remained almost unchanged 
during the vehicle contact phase in relation to that observed at the initial instant (i.e. at t = 0 s). This 
finding was utilized for determining the combined deformation of both cars, with an assumption made 
Car A Car B 
 
 
  
Figure 5. Displacements of the centres of mass of cars A and B in the coordinate system OiXGiYGiZGi 
and yaw angles Ψi (angles of rotation around the vertical axis) of both cars 
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that the deformation proceeded in the direction defined by the longitudinal centreline of car A. All 
this means that the calculations described above are essential for the analysis presented. 
Changes in the positions of the centres of mass of car „i” Oi(XGi, YGi) in the global coordinate 
system OGXGYGZG are defined by the values of corresponding coordinates expressed as functions of 
time, i.e. OA(XGA, YGA) for car A and OB(XGB, YGB) for car B; similarly, changes in the yaw angles of 
individual cars are also represented by functions of time Ψi. Based on the knowledge of all these 
functions of time, equations of straight lines going through points OA and OB and coinciding with the 
longitudinal car centrelines at any instant during the contact phase of vehicle collision may be 
determined (Fig. 6). 
 
Figure 6. Method of determining the coordinates of point C and line segment OAC. 
Point C(XGC, YGC) is defined by the intersection of the straight lines coinciding with the 
longitudinal centrelines of cars A and B and its coordinates may be determined by solving the system 
of equations created by simple equations. 
The centre of mass OA of car A and point C define the line segment OAC (Fig. 6), the length of 
which is: 
 
|OC| = X − X + Y − Y (7) 
The change in the length of the line segment OAC( during the contact phase of vehicle collision 
makes it possible to determine the combined deformation cA of the front of car A and the side of 
car B: 
 ct = |OCt| − OC (8) 
where: 
OAC0 – length of the line segment OAC at the instant of t = 0 s. 
The combined deformation of the front of car A and the side of car B during the contact phase of 
vehicle collision has been shown in Fig. 7. The combined deformation of both cars cA is increasing 
during the compression phase until the maximum deformation value cAmax is attained and then it is 
decreasing (the restitution phase) to reach a value of cR at the instant of vehicle separation (t = tk). 
223
 Figure 7. Combined deformation of the front of car A and the side of car B. 
Based on the results of calculations of FnA(t) and cA(t), a force vs deformation curve was plotted 
for the combined deformation of the front of car A and the side of car B that occurred during the 
contact phase of vehicle collision; the curve has been presented in Fig. 8. The area between the 
deformation curve and the cA axis represents the energy lost for the deformation of the front of car A 
and the side of car B. 
 
Figure 8. Force vs deformation curve for the combined deformation of the front of car A and the side 
of car B. 
5. Basic energy components involved in the energy dissipation process 
The following energy components were discerned as being involved in the contact phase of vehicle 
collision and in the post-impact vehicle motion: 
– initial energy of both cars 
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– the part of the initial energy that was maintained by the vehicles until the instant of their 
separation 
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– work of deformation of the front of car A and the side of car B during the contact phase of 
vehicle collision, representing the energy lost 
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The remaining energy lost during the collision phase was determined as follows: 
 321p EEEE −−=  (12) 
The energy balance items calculated as described above have been brought together in Table 2. 
Table 2. Main items of the energy balance 
 Test AB1 Test AB2  Test AB1 Test AB2 
E1 [kNm] 220.6 156.0 E1 [%] 100 100 
E2 [kNm] 126.4 92.3 E2 [%] 57.3 61.2 
E3 [kNm] 75.3 51.4 E3 [%] 34.2 32.9 
Ep [kNm] 18.9 12.3 Ep [%] 8.5 7.9 
 
Table 2 shows that during the contact phase of the collision under consideration, the motor cars 
involved lost 40.8-42.7 % of their initial energy. Most of the energy lost (80-81 %) was consumed by 
the car deformation work. This finding shows an important difference between the front-to-side 
collisions and the head-on collisions of passenger cars, as practically all the initial energy is 
consumed by vehicle deformation during the contact phase in the latter case. The research work 
carried out has shown that in the case of the front-to-side collisions, the energy dissipated (i.e. the Ep 
component) is also consumed by such phenomena as e.g. friction between the vehicles involved and 
friction between the tyres and the road during their lateral displacement. This part of the energy lost 
should not be ignored in the calculations carried out at the reconstruction of front-to-side collisions of 
motor vehicles. To verify the influence of this item of the energy balance on the result of calculations 
of the pre-impact speed of car A, calculations based on the following equation were made [10]: 
 ( ) ( )2BA
BA
BA2 VV
mm
mmk15,0E −
+
−⋅=∆  (13) 
where: 
∆E – energy lost during the collision; 
k – coefficient of restitution; 
mA, mB – masses of the cars; 
VA, VB – pre-impact speeds of the cars. 
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Equation (13) is used for the analysis of head-on car collisions, for which it has been derived. 
With some assumptions having been adopted, however, an attempt was made to utilize this formula 
for analysing the front-to-side (right-angle) collisions. In the latter case, it was assumed that only the 
values of the longitudinal component of the vector of the pre-impact velocity of car A (which struck 
the other one with its front) and of the lateral component of the vector of velocity of car B (which was 
struck on its side) changed in result of the collision. Any possible changes in the other components of 
the velocity vectors of cars A and B were ignored. For the assumptions as described above, 
equation (13) may be written in the following form: 
 
( )( ) BA2 BAA mmk1
mmE2V
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+⋅∆⋅
=  (14) 
Now, the pre-impact speed VA of car A in tests AB1 and AB2 was calculated from formula (14), 
with the E3 + Ep and E3 energy values being substituted in turn for ∆E. The value of the coefficient of 
restitution, necessary for the calculations, was determined from experiment results. 
The results of calculation of the pre-impact speed of car A have been given in Table 3. 
Table 3. Pre-impact speed of car A, obtained from the experiment and by calculations 
 AB1 AB2 
VA [m/s] 
(obtained from the experiment) 15.1 12.7 
VA [m/s] 
(calculated for ∆E = 
 
E3 + Ep) 15.6 12.8 
VA [m/s] 
(calculated for ∆E = 
 
E3) 13.9 11.5 
 
The calculation results presented in Table 3 are an example of using the balance of energy of the 
front-to-side motor car collision. They have shown that the values of the car body deformation work 
done during collisions of this type, often used for accident reconstruction purposes, result in 
underestimating the speed of the impacting car by 8-10 %. 
A few important conclusions may be drawn from the calculation example set forth above: 
– The consistency of the calculated pre-impact speed of car A with the experiment results has 
confirmed that the method of combined analysis of experiment and modelling results when 
determining individual items of the energy balance during the contact phase of vehicle 
collision is correct and does not result in calculation errors; moreover, it enables significant 
improvement in the accuracy of the process of reconstruction of complex road accidents. 
– Thanks to this, the values thus determined of the energy consumed by deformation of both 
vehicles may be used by forensic experts to verify the methods employed at calculations of 
the vehicle deformation work from permanent vehicle distortions. 
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– The calculation results have shown that equation (13) may also be applicable to right-angle 
car collisions. In such a case, the energy value determined from permanent vehicle distortions 
must be raised by about 20 %, i.e. by the value of the energy generally covered by Ep. 
6. Recapitulation and conclusions 
The course of the energy dissipation process was analysed on the grounds of results of: 
– measurements carried out during motor car crash tests; 
– identification of car positions, based on a frame-by-frame analysis of video records of the 
experiments; 
– calculations of the forces, velocities, and displacements in the car contact zone, based on a 
model of the dynamics of motor car collision. 
An analysis of the results obtained from experimental and model tests has led to conclusions 
developing the previous approach to the reconstruction of the front-to-side collision of passenger cars 
(an impact at a right angle against a side, close to pillar B, of a moving car). In particular: 
1. The applicability of equation (13) to the calculation of the impacting car’s speed in the front-
to-side collisions of passenger cars has been more precisely defined by specifying the initial 
assumptions that must be adopted and the need of raising the value of the energy lost ∆E by 
about 20 % relative to the energy value calculated from the post-impact vehicle deformation. 
2. It has been pointed out that the work of deformation of the front and side parts of the cars 
involved in a right-angle collision makes about 80 % of the total energy lost by the vehicles 
during the contact phase of the collision (Table 2) and that this percentage is definitely lower 
than that observed at the head-on car collisions. 
3. During a right-angle collision, the vehicles involved remain in practically unchanged position 
in relation to each other for the whole time of duration of the contact phase of the collision 
(until tk = 0.090-0.12 s, Fig. 1), in spite of their translational and rotational motion during that 
period. This fact considerably facilitates the interpretation of the measurement results 
obtained from the experiments. 
The calculation results presented in Table 3 have shown that the method of combined analysis of 
experiment and modelling results, as used here to determine individual items of the energy balance 
during the contact phase of vehicle collision, provides a possibility of significant improvement in the 
accuracy of the process of reconstruction of complex road accidents. 
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Simulation of the octopod robot controlled by different Central 
Patterns Generators 
 
 
Dariusz Grzelczyk, Bartosz Stańczyk, Olga Szymanowska, Jan Awrejcewicz 
Abstract: In this paper we focus on kinematic simulation of the octopod robot during 
its walking on a flat and hard surface. The robot legs are kinematically excited by 
different well-known mechanical non-linear oscillators as well as new (proposed) 
ones, working as Central Pattern Generators (CPGs). Time histories of kinematic 
parameters of the octopod locomotion process are obtained. In particular, we 
considered displacement and velocity fluctuations of the robot gravity centre in 
different directions. Eventually, some advantages of the proposed CPGs are outlined, 
i.e. the lack of the acceleration and deceleration of the robot gravity centre, 
minimisation of the ground reaction forces between the robot and the ground as well 
as low energy consumption of the robot during walking. 
1. Introduction 
Investigations of walking machines were initiated in 1960s by McGhee and Frank who constructed 
the first four-legged robot called “Phoney Pony” [1]. Since that time, a wide spectrum of quadruped 
(four-legged) robots have been built. At the same time, six-legged robots have been also constructed 
and investigated. For instance, interesting state-of-the-art in this area can be found in references [2, 
3], where a summary related to biological paragon from nature, methods of studies of animals 
locomotion and the constructed walking robots are discussed. Recently, also eight-legged robots have 
become very popular, for instance: a biomimetic eight-legged robot SCORPION [4], eight-foot robot 
named OctoRoACH [5], and searching and rescuing robot Halluc II [6]. 
In one of our recent papers [3], we introduced the prototype of the hexapod robot designed based 
on the biomechanics of insects for inspection and operation applications. In that paper a detailed 
discussion on the mechanical construction, electronic control system, devices installed on the robot 
body and the control problem of the robot legs are presented. Finally, we proposed other model of 
CPG based on the oscillator describing stick-slip induced vibrations. Both numerical and 
experimental results showed some analogies between the characteristics of the simulated walking 
robot and animals met in nature. Furthermore, the benefits of the proposed stick-slip vibrations as a 
CPG are outlined. In our other paper [7] we focused on the kinematic, dynamic and power 
consumption analysis of the second version of the hexapod robot. The same stick-slip oscillator 
working as a CPG was investigated from the viewpoint of fluctuations of the robot gravity centre both 
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in vertical and movement direction, ground reaction forces between the robot legs and the ground as 
well as energy demand of the whole robot during walking. Time histories of the key kinematic and 
dynamic quantities describing locomotion of the robot were studied numerically and verified 
experimentally. Also, we showed the benefits of the proposed stick-slip oscillator working as a CPG. 
On the contrary to the previous references [3, 7], in the present paper we investigate kinematics of the 
walking octopod robot controlled by different CPGs. For this purpose, we use previously developed 
methods and models for robot leg control and models describing kinematic parameters of the robot. 
However, we propose another CPG model based on sine function which makes it possible to control 
the movement of the robot legs in simple way, and is easy to generate by both computer software and 
electronic circuits. In addition, numerical results were also obtained for other CPGs (Toda-Rayleigh 
lattice and the proposed CPG model) and other values of parameters describing the analyzed robot 
and parameters of the single robot stride. Finally, we showed that the proposed CPG model based on 
the sine function can be most efficient with respect to kinematic (and dynamic) parameters of the 
robot and its energy demand during walking. 
2. The prototype of the octopod robot 
The CAD project of the considered octopod robot is presented in Fig. 1. To develop the presented 
model, we used CAD three-joint leg mechanism of the hexapod robot leg and definitions of its links 
and joints, which can be found in references [3, 7]. The developed virtual model can be useful for 
design optimization and virtual experiments of the robot motion. The mechanical design of the robot 
focuses on two main components, i.e. the body and the legs. The full size of the CAD model of the 
robot is about 590 mm × 370 mm × 150 mm (length × width × height). 
 
Figure 1.   CAD model of the investigated octopod robot created in Inventor. 
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3. Kinematics of the octopod robot 
A kinematic model of the analyzed robot supported by different legs is presented in Fig. 2. In order to 
obtain this model, we used a method similar to the one presented in our previous papers [3, 7]. The 
octopod robot is embedded in the Cartesian coordinate system xyz , in the gravity field of the Earth, 
and it is supported by four legs which form the support polygon (quadrangle) of the robot. Eight 
identical legs of the robot are denoted as L1, L2, L3, L4 (on the left side of the robot) and R1, R2, R3, 
R4 (on the right side of the robot). Distances between the ground and the robot gravity centre are 
denoted by )(tha , )(thb . Due to symmetry of the considered robot, it can be assumed that the contact 
forces )(tR  are the same in each robot legs (see Fig. 2). Moreover, we assumed relatively large 
friction between the robot legs and the ground, which is required to prevent the legs from sliding 
during walking. 
(a)                                                                         (b) 
 
Figure 2.   Model of the octopod robot in two different gait configuration: (a) the robot supported by 
the legs R1, R3, L2 and L4; (b) the robot supported by the legs L1, L3, R2 and R4. 
As can be seen, in this model the robot legs are divided into two groups, i.e. the group a (legs R1, R3, 
L2 and L4) and group b (legs L1, L3, R2 and R4). The movements of all robot legs are controlled by 
the same CPG, however, the signals applied to the group b of the legs are in anti-phase with respect to 
signals applied to the group a. As a result, the robot is supported by the legs from the group a (Fig. 
2a) in one phase and by the legs from the group b (Fig. 2b) in the other one. Each of the robot legs 
contains three links of the lengths mm 401 l , mm 702 l  and mm 1203 l , which correspond to 
the Coxa, Femur and Tibia, respectively. 
4. Control of the robot leg movements by CPGs 
The first CPG model was proposed in 1980s by Cohen et al. through the study on the dissection of a 
lamprey spinal cord [8]. Since then, numerous investigators have been applying the CPG algorithms 
to control different bio-inspired walking multi-legged robots. A brief literature review devoted to the 
implementation of CPG algorithms to control hexapod motion can be found, for instance, in 
references [3, 9, 10]. 
231
  
Below we consider the first three popular non-linear mechanical oscillators described by non-
dimensional ordinary differential equations (ODEs) and working as a CPGs, namely: Hopf oscillator, 
van der Pol oscillator and Toda-Rayleigh lattice. A simple Hopf oscillator is governed by the first-
order ODEs 
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whereas the Toda-Rayleigh lattice is governed by the first-order ODEs 
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Stable orbits of these oscillators obtained for fixed values 2 , 6  and different initial 
conditions (marked with squares) are presented in Fig. 3. The obtained trajectories oscillate stably, 
and therefore they were often used to generate the trajectory of a leg tip of robot legs. By changing 
the values of parameters   and  , we can change the shape of the stable orbit and its period. As a 
result, we can control the parameters of the single robot stride. However, the obtained trajectories 
cannot be directly used to control the robot leg. They must be converted to the workspace of the leg 
mechanism first, and then to the joints space of the leg using inverse kinematics relationships. 
       (a) Hopf oscillator                                 (b) van der Pol oscillator                      (c) Toda-Rayleigh lattice 
 
Figure 3.   Phase trajectories of three different typical non-linear oscillators for 2 , 6  and 
various initial conditions. 
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Motivated by investigations of a trajectory of a leg tip of real insects and different biologically 
inspired robots, we propose other generator based on the sine function, further referred to as a SINE 
generator. The proposed model is described by the relations 
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t1  is the classical step function. The stable orbit for the proposed SINE 
generator is presented in Fig. 4, and it resembles the shape of the trajectory of a leg tip of a real stick 
insect presented in references [11, 12]. 
 
Figure 4.   Phase trajectories of the proposed SINE generator. 
The presented phase trajectories of the considered oscillators can be applied to control the leg tip of 
the robot. The size and shape of these trajectories have a great impact on the length and height of a 
single robot stride, while the orbit period corresponds to the period of the single robot stride. As a 
result, it is possible to change the gait parameters by changing parameters of the used CPG model, or 
converting the trajectory of CPG into the workspace of the robot leg [3, 7]. The patterns of the stable 
orbits of four considered CPG models are depicted in Fig. 5a. By multiplying the variables X  and 
Z  of an oscillator working as a CPG, we are able to change directly both the length and height of 
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the single robot stride. The examples of the trajectories of CPG scaled to the workspace of the robot 
leg mechanism are presented in Fig. 5b. 
        (a)                                                                                         (b) 
 
Figure 5.   The stable orbits of the investigated CPGs: (a) normalized periodic orbits; (b) the same 
orbits converted into workspace of the leg mechanism (the stride length mm, 100l the 
stride height mm 50h ). 
In further numerical simulations we used variable X  of CPG to control the leg tip in x -
direction, variable ZX   to control the leg tip in the z -direction, whereas the coordinate y  of the 
leg tip is fixed (in this case we used mm 110y ). 
5. Numerical simulations 
In numerical simulations, we applied the standard fourth-order Runge–Kutta method implemented in 
Scilab. Initial parameters of the considered robot gait are: the stride length mm 100l , the stride 
height mm 50h  and the stride period s 3T . As a result, the average speed of the robot movement 
in the forward direction is equal to 0.0667 m/s. 
Fig. 6 presents the trajectories plotted by the robot gravity centre )(tzC  in the vertical direction 
and trajectories plotted by the robot leg tips (group a – solid curves, and group b – dashed curves). 
When the three first oscillators controlling the robot legs are applied (see Figs. 6a-c), on the contrary 
to the results presented in Fig. 6d, considerable fluctuations of the robot gravity centre are clearly 
observed. For Hopf oscillator, van der Pol oscillator and Toda-Rayleigh lattice, the gravity centre is 
periodically moved up and down and varies in the range of about a half of the stride height, whereas 
no fluctuations are observed if the proposed SINE generator is used. As can be seen, the proposed 
CPG model does not have the mentioned disadvantages, because the robot gravity centre is at a 
constant level in each phase of its motion. 
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Figure 6.   Fluctuation curves of the robot gravity centre )(tzC  and trajectories plotted by the robot 
legs for different CPGs (solid curves denote group a of the robot legs, whereas dashed 
curves denote group b of the robot legs): (a) Hopf oscillator; (b) van der Pol oscillator; 
(c) Toda-Rayleigh lattice; (d) SINE generator. 
Displacement curves of the robot gravity centre in both z  and x  direction, obtained for different 
CPGs, are presented in Fig 7. The adequate results regarding the velocity curves (obtained by 
numerical differentiation of the displacement curves) are presented in Fig. 8. Analysis of the results 
presented in Figs. 6-8 indicates that in the cases of Hopf oscillator, van der Pol oscillator and Toda-
Rayleigh lattice, there exist such phases of the robot motion in which the distance between the centre 
of the coordinate system and the leg tips touching the ground changes significantly. Moreover, for the 
van der Pol oscillator some periods of the robot motion are realized faster, while others slower, and 
therefore the presented fluctuations of the robot gravity centre are the largest for this CPG model. In 
this case, we can observe the greatest unnecessary accelerations and decelerations of the robot gravity 
centre in both forward and vertical directions. In the case of the proposed SINE generator working as 
a CPG, fluctuations of the gravity centre of the robot in any phase of its movement are not observed. 
It should be noted that the velocities of the robot gravity centre have been obtained by simple 
numerical differentiation of the displacement variations, and therefore can be slightly different from 
reality. However, the presented results show characteristic fluctuation of the robot velocity (twice per 
one robot stride), which are not detected for the proposed CPG model. 
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Figure 7.   Fluctuations of the displacement curves of the robot gravity centre obtained numerically for 
different CPGs: (a) in z  direction; (b) in x  direction. 
 
Figure 8.   Fluctuations of the velocity curves of the robot gravity centre obtained numerically for 
different CPGs: (a) in z  direction; (b) in x  direction. 
It should be noted that the fluctuations of the robot gravity centre presented in Figs. 6-8, due to its 
acceleration/deceleration in the vertical direction, have a great impact on the contact forces acting on 
the robot legs. Due to the mentioned fluctuation of the robot, the values of reaction forces oscillate 
(increase and decrease) around the reaction force resulting from the weight of the robot. Therefore, 
the most frequent and the largest oscillations of contact forces occur in the case of the van der Pol 
oscillator, while the lowest fluctuations of contact forces exist when the proposed SINE generator is 
applied. 
It should be also noted that power consumption belongs to one of the main operational restrictions 
on autonomous walking machines. During the last three to four decades, numerous researchers have 
been also exploring power consumption optimization techniques for these walking robots [13-15]. 
Fluctuations of the gravity centre and unnecessary changes of speed and acceleration in the moving 
direction of the robot can have a great impact on energy costs during walking process of the robot. 
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For this reason, the variation curves of the gravity centre and acceleration of the robot in moving 
direction should be relatively small during typical walking process of the robot. Therefore, the 
proposed SINE generator working as a CPG allows for relatively low energy consumption during 
walking of the robot. 
6. Conclusions 
A biologically-inspired CAD model of the octopod robot is presented and modelled to study 
kinematic parameters describing the robot locomotion. The walking process of the considered robot 
on a flat and hard ground is realized by four different CPG models. A choice of a relatively hard 
ground has its justification, since this kind of surface generates greater contact forces when the robot 
legs touch the ground. 
The proposed SINE generator based on the sine function is relatively simple in comparison with 
other control methods presented in the literature and it is useful especially in cases when robot walks 
on the flat, regular surfaces. We showed that the choice of the applied CPG has a great impact on the 
kinematical (and dynamical) parameters of the robot gait. The model of CPG constructed based on the 
van der Pol oscillator appears to be the worst, because the largest unnecessary accelerations and 
decelerations, both in the vertical and horizontal (movement) directions of the robot, have been 
detected. As a result, the mentioned fluctuations have a great impact on the energy consumption 
during walking. That is why during normal walking both the variation curves of the gravity centre and 
acceleration of the robot in the movement direction should be possibly close to zero. The robot 
controlled by the proposed CPG does not have unnecessary fluctuations of the gravity centre and low 
acceleration/deceleration in moving direction. As a result, this generator can be more efficient from 
the viewpoint of energy cost in comparison to other CPGs. The obtained information can be useful for 
further analysis of the strength and structural stability of the whole robot and its legs, trouble-free use 
as well as extension of life and operating time of the robot. 
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Optimal and resonant start of free-piston engines
Tom Kigezi, Julian Dunne
Abstract: Combustion-driven free-piston engines (FPEs) are currently being
considered for various applications such as vehicle range extenders, power
sources in the field, and domestic combined heat and power systems. FPEs
can offer higher efficiency, better power-weight ratio, and simpler construction
owing to absence of the slider-crank mechanism that is found in conventional
engines. Starting an FPE however requires using low power to drive the pis-
ton to overcome large opposing forces. The concept of the engine starting
by mechanical resonance has been proposed in the literature but lacks ana-
lytical treatment. This paper addresses mechanical resonance starting for an
FPE whose rebound device is a mechanical spring and proposes a boundary
value problem for an FPE whose rebound device is a bounce chamber. The
paper further considers the idea of optimally starting FPEs with a minimized,
i.e. optimal, starting force. For the case of a mechanical spring rebound de-
vice, a starting procedure is proposed that allows development of a closed-form
optimal starting force. For the case of a bounce chamber rebound device, a nu-
merical approach is considered. Simulation results and comparative discussions
are presented throughout the paper.
1. Introduction
Free-piston engines (FPEs) are increasingly being considered as compact power generators [4]
and as combined heat and power systems [3]. Unlike conventional internal combustion (IC)
engines, piston motion in FPEs is not constrained by a slider-crank mechanism. This feature
not only allows for variable stroke, but also for great compactness and extremely low friction
losses. Power output of FPEs is realized by converting the piston thrust energy directly into
another useful form, commonly electrical energy.
As with conventional engines, FPEs have a brief starting period in which the engine
gets thermodynamically ready for the first combustion event. The goal of engine start is to
drive the piston from its rest state to a required piston amplitude which corresponds to a
required compression ratio. There is no power generation during engine start. Rather, the
FPE’s generator is operated as a motor to drive the piston; a process known as motoring.
In FPE starting, it would appear that the motoring force must overcome large opposing
forces due to gas or spring compression. Yet, arbitrarily large motoring forces are not
possible, as the motoring force is greatly limited by the peak current rating of the motor
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coils [10]. To overcome this problem, a mechanical resonance inducing strategy has been
proposed [5, 10], where a motoring force always acts in the direction of the piston motion
such that growing oscillation amplitudes are realized. Despite the strategy’s apparent success
in practice [5, 6], it has not been the subject of analytical consideration in the literature.
This paper has two objectives. The first is to propose an analytical approach to starting
FPEs by mechanical resonance, and by so-doing fill a gap in the literature. The second is
to consider a previously unexplored strategy of starting FPEs, i.e. optimally. In optimally
starting an FPE, one seeks to minimize the motoring force during the starting process. In
turn, the current drawn from an external battery is minimized, and consequently so are
the resistive losses in the motor circuit. Indeed, an optimal starting strategy with minimal
battery discharge current is especially useful in field or remote FPE deployment where access
to an alternative power supply is limited.
The paper considers two FPEs of different rebound device types: one with a mechanical
spring [1, 3] and the other with an air bounce chamber [9, 11]. Development of explicit
motoring force functions is elaborated and tested by simulation.
2. FPE modelling
An idealized schematic of a single piston two-stroke FPE is shown in Fig. 1. The engine
comprises three major parts, namely: a piston-translator assembly (the moving mass), a
rebound device (for returning the piston), and an integrated generator (for power generation
or motoring). It is noted that various FPE configurations are possible [11], although their
analysis can be simplified with the single piston model [12].
0x =
2
1 3
5
4
(1) Cylinder
(2) Piston 
(3) Translator rod
(4) Motor/generator
(5) Rebound device
Figure 1. Idealized FPE Schematic.
Considering the compression stroke as the positive direction for piston displacement,
piston motion is described by Newtons second law as:
−mx¨ = Fc + Frd + Ff + Fm (1)
where m is the piston-translator mass (also known as the moving, or active mass), Fc is the
cylinder gas force in the combustion chamber, Frd is the rebound device force, Ff is the
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friction, and Fm is the generating/motoring force depending on the engine operation mode.
For a piston of crown area A, forces Fc and Frd are modelled as:
Fc = APc (2a)
Frd =
kx if rebound device is a mechanical spring−APrd if rebound device is a bounce chamber (2b)
Here, Pc is the in-cylinder pressure, Prd is the bounce chamber pressure, and k is a spring
stiffness. The pressures Pc and Prd are respectively related to their associated volumes Vc(x)
and Vrd(x) through a polytropic process:
Pi(x) =
Ci
Vi(x)ni
, i = c, rd (3)
Here C is a constant and n is a polytropic index. Assuming a sufficiently fast starting process
for which heat exchange with the surrounding is negligible, n can be taken as the ratio of
specific heats of the contents of the volume V . Friction force Ff in (1) is typically modelled
with a static and viscous component as [10]:
Ff = af sgn (x˙) + bf x˙ (4)
where af and bf are constants that are determined empirically. It is assumed that the piston
does no scavenging work. The implication is that the scavenging process, which replaces
exhaust gas with fresh charge, is done by an externally powered pump.
3. Starting using mechanical resonance
Starting by mechanical resonance requires a small motoring force be supplied to produce large
piston oscillation amplitudes. The idea is to supply a motoring force that constantly acts in
the direction of piston motion. Such a force always does positive work on the piston, yielding
continued growth of piston oscillations until limited by some form of system damping. The
starting process ends when the piston oscillations reach the required amplitude i.e. a required
compression ratio. In the following subsections, resonance is exploited to derive a small
motoring force that yields a required piston oscillation amplitude. An analytical solution is
successfully developed for an FPE whose rebound device is a mechanical spring. A boundary
value problem is constructed for an FPE whose rebound device is a bounce chamber.
3.1. Spring as the rebound device
It is proposed that the combustion chamber remains vented, or open, during the starting
process i.e. Fc = 0 in (1). To safely limit growth of piston oscillations, rather than rely
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on friction, a viscous damper of coefficient b is proposed to be active during the starting
process. Accordingly, the force
Fd = bx˙ (5)
is introduced on the right-hand side of (1). With these considerations, equations (1)–(5)
reveal the dynamics of a linear oscillator if the rebound device is a mechanical spring. A
sinusoidal motoring force of amplitude F¯m and frequency ω is then proposed as:
Fm(t) = −F¯m cosωt (6)
where the minus sign on the right-hand side of (6) is introduced to mean motoring (as
opposed to generation). Neglecting friction and incorporating (6) into (1), and introducing
damping force (5) on the right-hand side of (1) yields:
x¨+ γx˙+ ω20x = F¯ cosωt (7)
where
γ =
b
m
, ω0 =
√
k
m
, F¯ =
F¯m
m
(8)
The task is to find F¯m that produces a required oscillation amplitude. To this end,
equation (7) has the general solution:
x(t) = Ap cos (ωt+ φ) + e
− γ
2
t (Ah1 cosωht+Ah2 sinωht) (9)
where Ah1 and Ah2 are arbitrary constants and
Ap =
F¯√
(ω20 − ω2) + γ2ω2
, tanφ =
−γω
ω20 − ω2
, ωh = ω0
√
1−
(
γ
2ω0
)2
. (10)
As time increases, the second term in (9) diminishes, allowing the first term which
represents a constant amplitude sinusoid to dominate. Also observe from (10) that Ap is
a function of the motoring force frequency ω. The maximum of Ap(ω) occurs when the
derivative of its denominator in (10) is maximum, i.e. at:
ω =
√
ω20 −
γ2
2
(11)
The stiffness of an FPE rebound spring tends to be very high, usually greater than
100kN/m [1,12]. So, it is expected therefore that γ << ω0. Consequently it can be said that
the maximum of Ap(ω), and hence that of x(t), occurs with ω ≈ ω0. Taking ω = ω0 gives:
Ap(ω0) =
F¯
γω0
=
F¯m
bω0
and φ(ω0) = −pi
2
(12)
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For a target oscillation amplitude s, F¯m is found from (12) as:
F¯m = sbω0 (13)
thereby completing the design of Fm(t) in (6). Note that in general s << 1 (in metres), and
so F¯m and hence Fm(t) are by no means large. It also goes without saying that at phase
φ(ω0) in (12), Fm(t) always acts in the same direction (i.e. in phase) with the piston speed
x˙.
Linear system resonance analysis decribed by equations (7)–(12) is well-known, however
the formal application of equation (13) to starting an FPEs is new, as demonstrated by
simualtion of an FPE with the parameters in Table 1.
Table 1. FPE Simulation Parameters
Parameter Value
Piston-translator mass 0.5 kg
Distance from zero position to cylinder end 0.0168 m
Top dead centre position (nominal) 0.0136 m
Bottom dead centre position (nominal) -0.0152 m
The spring was of stiffness k = 170 kN/m and the damping coefficient was set at b =
10. The piston was required to achieve an amplitude s = 0.0152 m (the absolute value of
the bottom dead centre position). Figure 2 shows the piston response when motored with
force (6) at ω = ω0 and F¯m designed as in (13). It is evident that the target amplitude s is
achieved in 0.4 seconds without exceeding the cylinder end (solid horizontal line) although
nominal top dead centre is exceeded (upper dotted line). The root-mean-square (RMS) of
the motoring force is computed to be 62.7 N.
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Figure 2. FPE start by mechanical resonance with spring as rebound device.
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3.2. Air bounce chamber as the rebound device
Where a bounce chamber is the rebound device, it is proposed that the combustion chamber
remain closed throughout the start period. This is so to allow for alternate energy storage
and release between the combustion chamber and bounce chamber (a bounce chamber may
itself constitute a combustion chamber, as in the dual-piston FPE configuration [11]).
The gas compression and expansion processes as modelled by (3) make the dynamics (1)
highly nonlinear, yet it is non-trivial to compute characteristics of nonlinear resonances or
to even predict their very appearance [7]. To overcome analytical difficulty, one may supply
a feedback motoring force that is designed to always act in phase with piston velocity, i.e.:
Fm(x˙) = −F¯m sgn (x˙), (14)
where the minus sign once again denotes motoring and F¯m is for simplicity considered con-
stant. The question for starting an FPE becomes: what value of F¯m is required to achieve
a target oscillation amplitude when (14) is applied to the dynamics (1)?
An attempt can be made to solve (1) with a solution-approximation method that could
relate F¯m to oscillation amplitude. However, accurately approximating the polytropic pro-
cess nonlinearities (3) over the entire amplitude in question may require a Taylor polynomial
of unamenable high degree. Moreover, presence of the discontinuous sgn term in (14) can
further complicate the analysis. A numeric approach to estimating F¯m is hence proposed.
Namely, to solve for F¯m as a parameter for which the dynamics (1) have a solution that
satisfies the four boundary conditions:
x(0) = δ, x˙(0) = 0, x(tf ) = xB , x˙(tf ) = 0, (15)
where δ is a small perturbation to start the oscillations, xB is the nominal bottom dead
centre position and tf is an unknown terminal time. Such a problem can be solved using
commercially available boundary value problem solvers. To ensure finding F¯m for which
response x(t) is oscillatory (as opposed to a single-stroke response), F¯m cannot be arbitrarily
large.
In testing (14), the FPE of parameters in Table 1 were considered for simulation. Note
that the sgn term in (14) is a perfect switch that may be difficult to implement in practice.
It was approximated to a continuous function as:
sgn (x˙) ≈ x˙|x˙|+ ε (16)
where ε is a small positive scalar that:
lim
ε→0
x˙
|x˙|+ ε = sgn (x˙) for ε 6= 0 (17)
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A bounce chamber of compression ratio 12 was considered, and the motoring force amplitude
F¯m was set as 4 N. Figure 3 shows a growing, sufficiently self-limited piston response ampli-
tude achieved in 0.8 seconds (frictionless system with no dampers employed). The amplitude
stops growing at the point where the supplied motoring force cannot overcome the opposing
compression forces in both combustion and bounce chambers. Although the piston exceeds
the nominal top dead centre position (upper dotted line), it does not exceed the cylinder
end (solid horizontal line) or the nominal bottom dead centre position (lower dotted line).
0 0.2 0.4 0.6 0.8
Time (s)
-0.02
-0.01
0
0.01
0.02
D
is
pl
ac
em
en
t (m
)
0 0.2 0.4 0.6
Time (s)
-5
0
5
M
ot
or
in
g 
fo
rc
e 
(N
)
Figure 3. FPE start by mechanical resonance with bounce chamber as rebound device.
4. Optimal start
This section considers the design of minimal motoring force for a predetermined FPE start
duration. This is to be contrasted to the previous section where a small motoring force
was sought that yields large piston oscillation amplitudes. To emphasize why a minimal
motoring force is desirable, consider the power equivalence between an FPE’s mechanical
and electrical systems given by:
Fmx˙ = ηimem (18)
Here im is the motor armature current, em is the armature voltage and η is the energy
conversion efficiency of the FPE. From (18) it is noted that:
Fm ∝ im (19)
Thus, by minimizing the motoring force, the armature current is minimized. In turn, for
a motor circuit resistance Rm, power losses attributed to i
2
mRm are also minimized. And,
if im is a battery discharge current, then minimizing it also prevents fast battery capacity
decline, and hence longer battery usage cycles.
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4.1. Spring as rebound device
With a spring as the rebound device, the proposed starting procedure involves first driving
the piston from its rest state to the nominal bottom dead centre position (where the spring
will be fully compressed). When the driving/motoring force is removed, the combustion
chamber closed and generation mode activated, the spring then goes into tension, pushing
the piston to the nominal top dead centre position within a compression stroke (assuming
the spring is of correctly designed stiffness [12]). Piston transition from nominal bottom
dead centre to nominal top dead centre ensures that a nominal compression ratio has been
achieved, allowing combustion to start.
Assuming the combustion chamber remains open during motoring, then Fc = 0. And as
before, neglect friction but consider a damper with force (5) introduced to limit the piston
oscillations within the cylinder ends. Defining x1 as piston position and x2 as piston speed,
the state equations for (1) are in fact linear, i.e.:
x˙1 = x2
x˙2 = − k
m
x1 − b
m
x2 − 1
m
Fm
(20)
The task is to find motoring force Fm(t) that drives the state (x1(t), x2(t)) from the rest
state (0, 0) at time t = 0 to a final state (xB , 0) at time t = tf ; where xB is the nominal
bottom dead centre position, while minimizing the performance index:
J(Fm) =
∫ tf
0
r{Fm(t)}2dt (21)
where r > 0 is a constant. The choice of (21) is motivated by the discussion provided for
the relations (18) and (19).
Let it be the case that only smooth functions for Fm(t) are admissible. Following the
variational approach to optimal control [8], by defining a Hamiltonian function:
H = r{Fm(t)}2 + p1(t)x2(t) + p2(t)
(
− k
m
x1 − b
m
x2 − 1
m
Fm
)
(22)
where p1(t) and p2(t) are costate variables: Necessary conditions for an optimal solution com-
prising the optimal control, state, and costate variables respectively denoted F ∗m(t),(x
∗
1(t), x
∗
1(t)),
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and (p∗1(t), p
∗
2(t)) are found as:
x˙∗1(t) =
∂H
∂p1
∣∣∣∣∣
∗
= x∗2(t)
x˙∗2(t) =
∂H
∂p2
∣∣∣∣∣
∗
= − k
m
x∗1(t)− b
m
x∗2(t)− 1
m
F ∗m(t)
p˙∗1(t) = − ∂H
∂x1
∣∣∣∣∣
∗
=
k
m
p∗2(t)
p˙∗2(t) = − ∂H
∂x2
∣∣∣∣∣
∗
= −p∗1(t) + b
m
p∗2(t)
0 =
∂H
∂Fm
∣∣∣∣∣
∗
= 2rF ∗m(t)− p
∗
2(t)
m
(23)
where t ∈ [0, tf ]. The solutions for the necessary conditions (23) are found as [2]:
F ∗m(t) =
1
2rk
(
c1θ1e
θ1t + c2θ2e
θ2t
)
x∗1(t) =
c1θ1e
θ1t
2rk (θ21m+ θ1b+ k)
+
c2θ2e
θ2t
2rk (θ22m+ θ2b+ k)
+ c3e
θ3t + c4e
θ4t
x∗2(t) =
c1θ
2
1e
θ1t
2rk (θ21m+ θ1b+ k)
+
c2θ
2
2e
θ2t
2rk (θ22m+ θ2b+ k)
+ c3θ3e
θ3t + c4θ4e
θ4t
(24)
where
θ1,2 =
1
2
 b
m
±
√(
b
m
)2
− 4 k
m
 , θ3,4 = 1
2
−b
m
±
√(
b
m
)2
− 4 k
m
 (25)
and where c1, c2, c3 and c4 are integration constants. Applying the boundary conditions at
t = 0 and t = tf to (24) yields the system of algebraic equations:

0
0
xB
0
 =

θ1
2rk(θ21m+θ1b+k)
θ2
2rk(θ22m+θ2b+k)
1 1
θ21
2rk(θ21m+θ1b+k)
θ22
2rk(θ22m+θ2b+k)
θ3 θ4
θ1e
θ1tf
2rk(θ21m+θ1b+k)
θ2e
θ2tf
2rk(θ22m+θ2b+k)
eθ3tf eθ4tf
θ21e
θ1tf
2rk(θ21m+θ1b+k)
θ22e
θ2tf
2rk(θ22m+θ2b+k)
θ3e
θ3tf θ4e
θ4tf


c1
c2
c3
c4
 (26)
from which c1, c2, c3 and c4 can be obtained. The optimal control F
∗
m(t) in the first equation
of (24) has been derived from necessary conditions of optimality (23). It can however be
verified that F ∗m(t) is unique and that it does indeed minimize the performance index (21).
The optimal control response was simulated for an FPE again with the parameters listed
in Table 1. The spring was of stiffness k = 170 kN/m, the damping coefficient was set at
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b = 10, r = 2 in (21) and tf = 0.4 seconds (i.e. same start time as in the case of mechanical
resonance in Fig 2). Figure 4 shows the piston response which, as expected, satisfies the
boundary conditions in the required start time. The piston does not exceed the cylinder end
(solid line), although it does exceed the nominal top dead centre position (upper dotted line).
Table 2 shows the clear superiority of optimal control compared to mechancal resonance: the
optimal RMS force is lower by 29 % while the optimal performance index J is less by a factor
of 10.
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Figure 4. Optimal FPE start with spring as rebound device.
Table 2. Comparison of FPE starting strategies (spring as rebound device).
RMS force (N) Performance index
Optimal strategy 44.3 1.57× 103
Resonance strategy 62.7 1.26× 104
4.2. Air bounce chamber as rebound device
Finally with a bounce chamber as rebound device, first consider both combustion and bounce
chambers kept closed during start. Owing to alternate compression and expansion in the
chambers, a driven piston (from a perturbed rest position) can be expected to oscillate about
its rest position to new amplitudes. The task therefore is to optimally drive the piston until
it acquires a large enough amplitude for combustion to begin.
However, as the dynamics are highly nonlinear, one cannot expect a closed-form solution
for the optimal start problem and must instead rely on numerical approaches. To improve
numerical tractability, a simplification is made where at least one of the gas chambers is open
during start. This avoids the complication of having two polytropic process nonlinearities (3)
in the dynamics. The following starting procedure then applies:
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Step 1. From the piston rest state; with an open bounce chamber (i.e. Frd = 0) and open
combustion chamber (i.e. Fc = 0), drive the piston to nominal top dead centre.
Step 2. Pressurize the bounce chamber i.e. fill it with air (Frd 6= 0) and drive the piston to
nominal bottom dead centre while keeping the combustion chamber open (Fc = 0).
At the nominal bottom dead centre position; when the motoring force is removed, the com-
bustion chamber closed, and generation mode activated, the expanding air in the bounce
chamber propels the piston to the nominal top dead centre position (assuming the bounce
chamber is correctly pressurized) in a compression stroke towards the end of which combus-
tion can start. The proposed starting procedure is relatively straight forward, but a price is
paid with Step 2, where the motoring force must do work to compress the bounce chamber
air in a single stroke. Consequently one can expect large motoring force amplitudes even
with an optimal approach.
Numerical simulation was undertaken using software package GPOPS-II to generate
the response in Fig. 5. The chosen FPE parameters were again those in Table 1 for a
bounce chamber of compression ratio 12 and performance index (21) with r = 2. The piston
was constrained not to exceed the nominal bottom and top dead centre positions, and the
motoring force magnitude constrained at 500 N. Compared with the meager 4N required for
starting the FPE by mechanical resonance in 0.8 seconds, starting by mechanical resonance
is clearly the more practical approach for the case of a bounce chamber as rebound device.
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Figure 5. Optimal FPE start with bounce chamber as rebound device.
5. Conclusions
Two strategies for starting FPEs have been studied i.e. with mechanical resonance and
by optimal start. Readily implementable, closed-form motoring force functions have been
developed and tested where none had been previously advanced. For an FPE whose rebound
device is a mechanical spring, the optimal strategy has been verified as superior with a
significantly less root-mean-square motoring force and performance index than the resonance
strategy. For an FPE whose rebound device is a bounce chamber, the optimal strategy
should be better in principle, but can face numerical tractability hurdles. Here, a designed
mechanical resonance strategy has been found adequate.
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Amplitude dependent damping of hybrid composites - experimental
determination and energetic interpretation
Matthias Klaerner, Mario Wuehrl, Lothar Kroll, Steffen Marburg
Abstract: Composites with either fibre reinforcement or metal layers offer a
wide range of adjusting the material behaviour by manipulating parameters
such as material selection, layup and fibre orientation. These material combi-
nations require additional modelling efforts in numerical simulations and show
a non-linear dynamic behaviour. For applications of high acoustic sensitiv-
ity, hybrid composites with metal faces sheets and very thin shear-sensitive
plastic cores have been developed. These materials offer significant damping
properties but react non-linear depending on frequency, temperature and vi-
bration amplitude. In this study, the amplitude dependency of the vibration
damping of metal-plastic composites has been proven experimentally using free
vibrations of cantilever beams. The derived decay curves have been analysed
due to appropriate mathematical formulations of the amplitude dependency.
Moreover, an energy based damping model is used to interpret the damping
behaviour classified by material and stress state. Thus, the amplitude depen-
dency of composites can be retraced to the dominant strain energy components
with the help of numerical simulations. This results in a more precise modelling
of composite dynamics and a better forecast of vibration and sound radiation
of complex hybrid parts.
1. Introduction
Damping is understood as dissipation in materials and structures under cyclic loading. It is a
complex micro mechanical process of irreversibly converting mechanical energy to heat [19].
An amplitude dependency of the damping has been not investigated as detailed as fre-
quency and temperature dependency. But is is already known for several applications such
as buildings with wind excitation [24] and numerous different metals: e.g. Beryllium [1],
Niob [13] as well as shape memory alloys [18].
Damping is seen to be non-linearly increasing with strains ε > 10−4 for Mg-Cu-alloys [23]
using the Granato-Lcke-model as an explanation [9] and further for Mg-Al-alloys, too [11].
Due to numerous damping effects, there are manifold numerical models. A compari-
son of micro-mechanical damping models is given in [7] and including interface modelling
in [20]. Damping can be further modelled depending on non-linear restoring forces [21] or
in a combination of viscous and Coulomb damping [10]. An analytical description of a
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homogenisation technique of fibre reinforced composites has been developed by [12] using a
viscous damping approach. Further strain energy based models include anisotropic effects of
unidirectional reinforced composites. Similar models of Adams, Bacon, Ni and Maheri
are well known [2,3,14–16] and further extended e.g. by Berthelot [5] and summarised by
Billups [6].
The state of the art leaks precise models for very soft plastics as well as metal-plastic-
composites with such shear sensitive cores. Thus, experimental studies show the significance
of considering the amplitude dependency for these high damped composites. Moreover, a
strain energy based damping model is used to justify the origin of this effect.
2. Free damped vibrations
Assuming free damped vibrations of beams with the bending stiffness EI, the length L, the
density %, the natural frequencies are given by
ωi = λ
2
i
√
EH2
12%L4
= 2pifi . (1)
The solutions λi of the frequency equation of cantilever beams give λ
2
1 ≈ 3.52 for the first
mode [8]. Rectangular cross sections of height H lead to an independence from the specimen
width .
For viscous damping and only one single mode the decay of the displacement is described
by an exponential envelope function ±Ce−δt starting at the initial elongation u0 (figure 1)
u(t) = u0 · e−δt · cos(ωt). (2)
Moreover, the decay of the velocity follows similarly
v(t) = −v0 · e−δt · sin(ωt) = −u0 · ω · e−δt · sin(ωt). (3)
Considering the whole decay period, the damping ratio is given by
D =
δ
ω1
. (4)
As an other dimensionless damping parameter the logarithmic decrement is the ratio of two
following local maxima:
Λ = ln
(
xˆn
xˆn+1
)
=
1
m
ln
(
xˆn
xˆn+m
)
(5)
Thus, Λ can be determined directly from the logarithmic representation (see figure 1) in
time domain. Damping ratio and logarithmic decrement are appropriate formulations of a
constant viscous damping.
D =
Λ√
4pi2 + Λ2
Λ =
2piθ√
1− θ2 (6)
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Figure 1. Decay curve: velocity over time, local maxima and exponential envelope function
– in linear (left) and logarithmic (right) scale
3. Experimental damping determination
The measuring setup for the damping of the metal-plastic composites is based on bending
loads to benefit from the dominant shear damping within the soft cores. A cantilever beam
has been chosen as a combination of fixed end without shear deformations and a free end
with lateral displacement between the outer metal layers.
In detail, a laser-Doppler-vibrometer is precisely and contactless measuring the veloc-
ity of the beam specimen at the free end (figure 2). The beams are of outer dimensions
200×19×1.5 mm3 including a core of 0.074 mm thickness. Opposite to the measuring sur-
face, the beam is excited inductively and thus again contactless by an electromagnetic coil.
The vibration behaviour is forced to the first bending mode by exciting in the resonance
frequency.
Reaching a steady vibration state, the excitation is interrupted and the decay moni-
tored. In addition, a digital low-pass filter at 3pif1 is applied suppressing the improbable
contributions of the second mode at 6pif1 and all modes above. Thus, a pure harmonic decay
is further evaluated in time domain.
Figure 2. Experimental setup for free damped vibrations of cantilever beams: 1) laser-
Doppler-vibrometer measuring the normal velocity; 2) electromagnetic coil for contact less
inductive excitation; 3) beam specimen; 4) clamping with pressure force control
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4. Identification of amplitude dependent damping
4.1. Global identification of viscous damping
As a first approach in detecting non-linear damping behaviour, bending tests with increasing
initial elongations in a range from 0.01 to 0.50 mm have been performed. Assuming perfect
viscous damping, the whole decay period has been used to examine the exponential envelope.
Figure 3 summarises the envelopes of the decay curves of all different elongations with 10
specimens within each experiment. One curve is highlighted for every setup and compared
to its specific exponential fit.
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Figure 3. Envelopes of the velocity measurements of free vibrations of cantilever beams
(grey) with increasing initial elongations; exemplary exponential curve fit (red) using the
viscous damping approach for one single measurement (black)
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In addition, the eigenfrequency has been determined and leads to the damping ratio
using (4). This global approach already gives a good impression of the non-linear behaviour
(figure 4). There, the damping is slightly decreasing up to 0.05 mm and constantly increasing
further on and could be determined with similar deviation over all specimens for each elon-
gation. In addition, the relative deviation of the minimum damping at 0.05 mm elongation
and maximum damping at 0.50 mm elongation is about 25% already and thus cannot be
neglected. In detail, the increase of elongation and damping is clearly disproportional.
To compare the different fits objectively, a coefficient of determination R2 based on the
measured velocity peaks vm and derived decay curves vd is introduced
R2 = 1−
∑
i
(vmi − vdi)2∑
i
(vmi − v¯m)2
. (7)
This coefficient includes the relation of the sum of squares of the residuals to the total
sum of squares of the measured values. It equals the square of the Pearson correlation
coefficient [17, 22] for linear regression and is very similar to standard MAC-analysis in
vibro-acoustics [4]. As the correlation of the exponential envelopes is subjectively good
(figure 3), we further compare the fraction of variance unexplained FV U = 1−R2describing
the fraction of variance which is not correctly predicted. This deviation measure is shown
in figure 4 for increasing elongations averaged over the number of specimens. It is clearly to
be seen, that the FVU is significantly increasing for higher elongations. Thus, the validity
of a pure viscous damping model is critical.
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Figure 4. Damping ratio for increasing initial elongations, determined using the viscous
damping approach of free vibrations of cantilever beams: damping ratio (left) and fraction
of variance unexplained (right)
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4.2. Local identification of viscous damping
A more detailed approach of determining the damping is the estimation of the logarithmic
decrement in time domain (5). Here, a stepsize of 5 has been used to avoid too much noise
for small vibrations but assure a high precision for fast decays. Furthermore, the damping
ratio is calculated by (6). Integrating the measured velocities, the local damping has been
plotted against the corresponding elongations in figure 5.
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Figure 5. Local damping determination: viscous damping derived from the logarithmic
decrement over the decaying elongation, ten specimens tested with increasing initial elonga-
tions
Here, the vibrations decay from right (high elongations) to left (zero). For small vi-
brations, a constant damping can be observed for each specimen but significant deviations
between the specimens occur. Comparing the standard deviations from figure 4, the speci-
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mens again differ by approximately ±12% for all elongations. In addition, the noise of this
local approach is obvious, especially for very small vibrations.
With increasing amplitudes above 0.05 mm, the curves tend to slope. Starting with
almost linear dependencies, the values are wide spread and show a bent behaviour for the
highest amplitudes.
5. Strain energy based quantification
5.1. Strain energy and strain energy density
The general ail is finding the physical reason of derived non-linear damping of this hybrid
metal-plastic-composites. Due to the soft and thus shear sensitive core, the bending be-
haviour is dominated by tension and compression of the metal face sheets in combination
with the shear dominated core deformations.
Previous investigations of amplitude dependent damping were focussed on monolithic
materials and often related to the maximum stress by strength. For bending of cantilever
beams, the maximum stress is a local maxima at the outer edge on the clamping whereas
the free end of the beam as well as the neutral fibres of monolithic beams remain free of
stresses at all.
Moreover, the combination of different materials within different types of composites
leads to locally distributed strains and material specific strengths.
Thus, either geometric or stress related amplitudes are inadequate references for an
amplitude depended damping determination. As damping generally is defined as dissipated
energy over the maximum potential energy within a vibration cycle
ψ =
Ediss
Epot
(8)
the strain energy has been further chosen as an appropriate amplitude measure. Generally,
the strain energy is a volume integral over stress and strain
Epot =
1
2
∫
V
σεdV . (9)
Considering the different stresses of all NE discretised elements with volumes Ve within an
FEA-model, the energy is estimated by
Epot =
1
2
Ne∑
e
Ve · [σ11Eε11e + σ22eε22e + σ33eε33e + σ12eε12e + σ13eε13e + σ23eε23e ]
=
Ne∑
e
[E11e + E22e + E33e + E12e + E13e + E23e ]
= E11 + E22 + E33 + E12 + E13 + E23 . (10)
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In addition, the strain energy density is defined by
U =
1
2
Ne∑
e
[σ11eε11e + σ22eε22e + σ33eε33e + σ12eε12e + σ13eε13e + σ23eε23e ]
=
Ne∑
e
[U11e + U22e + U33e + U12e + U13e + U23e ]
= U11 + U22 + U33 + U12 + U13 + U23 . (11)
We further use the mean strain energy density
U =
Epot
V
= U11 + U22 + U33 + U12 + U13 + U23 (12)
with its components Uij as a measure of the vibration amplitude, too.
5.2. Numerical strain energy determination for the cantilever beams
For a strain energy based quantification of the derived damping results, the cantilever beam
specimens within the given experimental setup (section 3) have been investigated numerically
by static FEA. Therein, the beam specimen has been elongated by 1 mm exemplary to
illustrate the energy distributions (figure 6).
Figure 6. Cantilever beam at 1 mm elongation: strain energy distribution in mJ: steel face
sheets dominated by E11 (top) and shear sensitive polymer core with mainly E12 (bottom)
The steel face sheets basically show normal strains and stresses along the beam length.
Thus, the total strain energy is dominated by this component but locally distributed as
follows. The energy increases from the free and elongated end to the clamping with a local
maximum of 5.9 · 10−9J .
In contrast, the core deformations are mainly in-plane shear and are distributed vice
versa. The relative deformation of the face sheets is bonded at the clamping whereas these
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shear deformations within the core peak at the free end of the beam. With a maximum of
5.3 · 10−10J the strain energy in the core is one order of magnitude smaller compared to the
face sheets.
In summary, table 1 shows the components of the total strain energy as well as of the
strain energy density within the composite materials. About 70% of the total energy E
are stored in the stiff face sheets and related to the stresses and strains along the beam.
The shear deformations within the soft core lead to 30% of the total strain energy. All
other components are negligible. In contrast, considering the mean energy density Uˆ of
the whole model, the core covers more than 86% due to the small thickness, whereas the
tension/compression of the face sheets covers only 14%.
Table 1. Total strain energy components and mean strain energy density components for
the cantilever beam at maximum elongation
steel face sheets polymer core
E11/10
−6J 340.58 0.00
E22/10
−6J 0.09 0.00
E33/10
−6J 0.00 0.00
E12/10
−6J 0.00 144.23
E23/10
−6J 0.00 0.02
E13/10
−6J 1.00 0.00
U¯11/10
−6MPa 60.81 0.00
U¯22/10
−6MPa 0.00 0.00
U¯33/10
−6MPa 0.00 0.00
U¯12/10
−6MPa 0.02 512.90
U¯23/10
−6MPa 0.00 0.07
U¯13/10
−6MPa 0.18 0.00
6. Conclusions and outlook
Within this study, a hybrid metal plastic composite has been investigated concerning am-
plitude dependent damping behaviour. Therefore, a methodology is presented starting from
an experimental setup for free damped vibrations of cantilever beams. The derived data is
further analysed in time domain by either a global or local damping determination showing
a significant amplitude dependency.
Justifying the physical reasons, a strain energy based damping model is introduced. It
relates the effects mainly to the shear sensitive cores due to their magnificent damping and
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very high compliance.
Further studies address the analytical description D(E), D(U¯) of the amplitude depen-
dency of the damping of the composite as well as, if separable by experiments, layer-wise
its strain energy related components. An FEA-based design of experiment will be further
implied using the mean strain energy per component as a criterion rating the amplitudes.
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Modeling of dynamics of a counter-rotating horizontal axis wind 
turbine 
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Abstract: The closed dynamical model of a counter-rotating HAWT is constructed. It 
is supposed that one propeller carries a rotor of an electric generator, and the other 
one carries a stator of the generator. The generator is connected into a local electric 
circuit by means of running contacts. The electromechanical interaction between the 
rotor and the stator is described with a linear function on a relative angular speed of 
the rotor. Aerodynamic torques acting upon the propellers are described using a quasi-
steady approach. Flow speed in the wake of the front propeller is estimated with the 
use of the Betz theory. Stationary modes are studied. A trapped power coefficient is 
estimated depending on such parameters of the model as the external resistance in the 
electric circuit of the generator and the wind speed. In particular, it is shown that in 
the case of two similar propellers, rather high trapped power coefficient is achieved 
when the rear propeller is “leading” i.e. produces more power than the front one. Such 
an operation mode is preferable if the electric load is sufficiently high. 
1. Introduction 
The general scheme of a counter-rotating horizontal axis wind turbine (HAWT) was suggested at the 
end of the XX century [1]. Since that time, experimental tests and results of numerical simulation 
confirmed effectiveness of counter-rotating horizontal axis wind turbines [2–8]. Their advantages to 
classical single-propeller HAWTs are an increase in a trapped power coefficient; a decrease in 
gyroscopic loads upon the mechanism; an increase in a relative angular speed of a rotor of the 
generator with respect to a stator without using a gear; an auto-centering on the wind for a wide range 
of initial states. 
Due to relatively novelty of counter-rotating HAWTs, the influence of changeable electric load 
upon their dynamics is still described only in several special cases [9, 10]. In particular, it is proved 
that such an influence produces a sufficient impact upon the behavior of so-called small-scale 
turbines, namely, turbines connected into a local electric circuit (e.g., circuits of individual 
households). In such circuits, connection/disconnection of additional consumers influences an 
operation of a turbine greatly. To describe such an influence, a closed few-parametric mathematical 
model that takes into account changeable electric load in the local circuit of a generator is 
constructed. This model allows performing detailed parametric analysis of operation modes of the 
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turbine. In particular, it is shown that nonlinearity of an aerodynamic torque (which is a function of 
the angular speed of the turbine) leads to the hysteresis of the operation angular speeds of propellers 
depending on decrease/increase in the external load. This may lead to the hysteresis effect of the 
power produced by the counter-rotating HAWT with respect to increasing/decreasing the external 
resistance in the local circuit [10]. Similar effect holds for single propeller HAWTs [11, 12]. 
Unlike [9,10], in this paper the influence of the front propeller upon the aerodynamics of the rear 
propeller is taken into account. For this purpose an axial induction factor in the wake is estimated 
using the approach [13–15]. A bifurcation diagram of the trapped power coefficient depending on the 
changeable external load coefficient is constructed. Several principle types of operation modes are 
revealed. 
2. Description of the mechanical system 
The double-propeller HAWT that is located in a steady horizontal wind flow of the speed V is studied 
(Fig. 1). The corresponding mechanical system consists of two rigid bodies: a front propeller and a 
rear propeller. Both propellers have similar aerodynamic properties, but are intended to rotate in the 
opposite directions. The shaft of one of the propellers carries a rotor of an electric generator; the shaft 
of the other propeller is joined to a stator of the same generator. The generator is connected to a local 
electric circuit by means of the running contacts. The external resistance in the circuit is a varied 
parameter of the model. 
 
Figure 1.   The scheme of the mechanism. 
2.1. Geometry and mass properties of the system 
Each propeller has the radius r, the swept area S of the rotor, the moment J of inertia with respect to 
the axis of rotation. Tip speed ratios (TSR) 1  and 2  of the front and the rear propellers, 
respectively, are counted in the opposite directions. In particular, when both TSR are positive it 
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means that propellers rotate in the opposite directions. Such counter-rotation is desired for program 
operation modes of the setup. 
2.2. Model of active forces 
The electromagnetic torque 0T  is responsible for the interaction between the rotor and the stator. This 
torque is supposed to be a linear function of the angular speed of the rotor with respect to the stator 
[11]. Thus, it is proportional to the sum of absolute angular speeds of counter-rotating propellers. The 
corresponding proportionality factor depends on properties of the generator itself (the coefficient   
of electromechanical interaction, the value   of the inner resistance of the generator) and on the 
value R of the external resistance in the local electric circuit of the generator: 
 0 1 2 .( )
VT
R r
 
   (1) 
Aerodynamic action is described using a quasi-steady approach [11, 12]: it is supposed that 
aerodynamic torques acting on the front and the rear propellers are given by the following 
expressions: 
2 2
1 1 2 20.5 ( ), 0.5 ,VT SV rf T SU rf U   
       (2) 
where   is the density of the air, V is the wind speed, U is the flow speed in the wake of the front 
propeller. The function ( )f   is a nonlinear function of the TSR. A typical example of the function 
( )f   (that is used further) is shown in the Fig. 2. Principal features of such function that are typical 
for a wide range of propellers are listed in [16]. This function was identified via experimental tests 
performed in the LMSU Institute of Mechanics. Experimental points shown in the Fig. 2 correspond 
to different values of the wind speed (from 4 m/s up to 6.5 m/s). These experiments were carried out 
in the wind tunnel with an open test chamber, minimal linear size of the test chamber was 2.5 m, the 
diameter of the experimental propeller was approximately 1 m. 
Due to (2), values 1P  and 2P  of the trapped power of front and rear propellers and corresponding 
values of trapped power coefficients 1pc  and 2pc , respectively,  are given by the following relations: 
3
1 1 1 1 1 1
2
2
2 2 2 2 2 22
0.5 ( ) , ( ) ;
0.5 , .
p
p
P SV f c f
V U VP SU Vf c f
U V U
    
    
 
          
 (3) 
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General relations of the Betz theory are used to estimate the flow speed U in the wake of the 
front propeller [13–15]. This speed U is the speed of the flow acting upon the rear propeller. Due to 
the Betz approach, an axial induction factor a is introduced: 
1 2 .U a
V
   (4) 
The following relations are supposed to be hold for the value 1P  of the power trapped by the 
front propeller and the corresponding trapped power coefficient 1pc : 
3 2 2
1 12 (1 ) , 4 (1 ) .pP V a a S c a a     (5) 
Formulas (5) agree with experiments rather good for 0.4a   [14]. The value 1 / 3a   
corresponds to the Betz limit. Further is it assumed that 1 / 3a  .  
Comparison of (5) and (3) provides the following relation: 
2
1 14 (1 ) ( ).a a f    (6) 
For each 1 , there is a unique root of the Eq. (6) in the region 1 / 3a  . This root determines the 
function 1( )a  , the axial induction factor a as the function of the TSR 1  of the front propeller. 
Hence, the following relation holds for the aerodynamic torque acting on the rear propeller: 
 2 22 1 2 1 10.5 ( ) / ( ) , where ( ) (1 2 ).UT SV ru f u u aV         (7) 
For the function ( )f  , the corresponding function 1( )u   is shown in the Fig. 2. In particular, 
the minimal value of the function 1( )u   corresponds to the minimal flow speed in the wake, and thus 
to the maximal value of the trapped power coefficient 1pc  of the front propeller. The function 1 1( )pc   
is shown in the graph by the dashed curve (same scale). 
 
Figure 2.   The function ( )f   of a dimensionless aerodynamic torque depending on the TSR. The 
function 1( )u   of the relative flow speed in the wake (with respect to the wind speed). 
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3. Equations of motion and steady solutions 
Taking into account (1), (2), (7), the dimensionless equations of motion of the system have the 
following form (a dot denotes the dimensionless time derivative): 
 
  
31 1 1 2
2 2
2 1 2 1 1 2
( ) ( ) , 2where , .( ) / ( ) ( ) , 2 ( )
b f c Srb c
b u f u c J V Sr R
    
       
          

  (8) 
The external load coefficient c is responsible for changeable conditions of operation of the 
HAWT, namely, the wind speed and the external resistance. The more consumers are in the circuit, 
the smaller R is and the large c is. 
A steady solution 1 1 2 2const, const       of (8) corresponds to a steady motion of the 
mechanical system. A stable steady solution corresponds to an operation mode of the HAWT. For the 
steady solutions the following conditions hold: 
2 1 1
2
1 1 1 2
( ) ( ), .( ) ( )
f ff c
u u
         
 (9) 
For the function ( )f   given in Fig. 2, there can be from 1 to 5 solutions of (9) depending on the 
value of the parameter c. 
When (9) holds, the conditions of the asymptotic stability of the steady solution are the following 
(the prime denotes differentiation with respect to  ): 
1 1
1 2 1
1 1 2 1
2 1 1 2 1 2 1 2 2 1 1 2
1 2 / ( )
( ) 2 0,
( ) (2 ( ) ( / ( )) ( ) ) 0,
where , .
u
G u f f c
G u f f c u u f u u f f u f
f f f f
 
 
 
  
                       
    
 (10) 
The characteristic polynomial corresponding to the solution of (9) is 2 21 2 0bG b G    . 
If 1 0G   or 2 0G  , then the corresponding steady solution is unstable. Using the numerical 
calculations, it can be shown that the case 1 20, 0G G   doesn’t happen for solutions (9). Thus, it is 
enough to know the sign of the 2G  to check the stability of a steady point. Moreover, for the 
system (8), each bifurcation of merging of an unstable and a stable steady points is the saddle-node 
bifurcation. 
The Fig. 3 represents the result of numerical calculation of the set of solutions 1 2( , )   of (9) 
for varied parameter c: bold curves correspond to the set of stable steady points, thin curves 
correspond to the set of unstable steady points. Dotted line corresponds to 1 2   (referring line). 
The set 1 2( , )   contains two continues curves: on the first one 1 2  , on the second one 
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1 2  . The only steady point with equal values of TSR is the point O ( 1 2 9.1   ). This point 
corresponds to the free rotation (no external load). The continuous curve, which begins at the point O 
(where 0c  ), tends to the point (0,0)  with c  . The other continuous curve goes through the 
points K, L, M, N. For this curve, parameter c varies from approximately 0.001 (point K) to 
approximately 0.024 (point L). 
 
Figure 3.   The set of steady points in the space 1 2( , )   for [0, )c  . 
The curves 1 1{ 0}   , 2 2{ 0}    in the phase plane 1 2{ , }   are represented in Fig. 4 by 
the dashed and dotted-dashed curves, respectively. The pictures are given for two different values of 
the parameter c: for 0.004с   (5 steady points exist, 3 of them are stable) and for 0.008с   (5 
steady points exist, 2 of them are stable). Stable steady points are marked by black dots, unstable 
steady points are marked by white dots. Arrows in the Fig. 4 represent qualitative directions of the 
vector 1 2{ , }    in different domains of a phase plane. Solid curves qualitatively shows separatrices of 
saddles. 
In the case of 0.004с  , the colored area corresponds to the domain of attraction of the high 
speed counter-rotation mode. In the case of 0.008с  ,  the colored area corresponds to the domain of 
attraction of the co-directional rotation mode with a high speed of the front propeller. 
In particular, the point (0, 0)  (zero initial TSR of each propeller) belongs to the domain of 
attraction of the high speed counter-rotation in the case of 0.004с  . To compare with, this point 
belongs to the domain of attraction of the co-directional rotation mode with a high speed of the front 
propeller in the case of 0.008с  . 
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The value 0.004с   is close to the value of the external load coefficient c, for which the 
maximal trapped power is achieved (as it is shown further). 
Notice, that in these cases, there are no limit cycles in a phase plane 1 2{ , }   (due to the 
directions of the vector 1 2{ , }    and numerical construction of separatrices). Stable steady points are 
the only attracting limit states of the system (8).  
 
Figure 4.   Steady points and the directions of phase speeds in the phase plane. 
For every value of c, at least one stable steady motion exists. Numerical simulation has not 
revealed any non-steady periodic solution of the system (8). Analytical proof of existence or absence 
of a non-steady periodic solution and discussion of possible modification of the model that may lead 
to appearance of periodic cycles remains for the future research. Such an analysis can be based on the 
fundamental results [17]. The possibility of non-steady periodic operation modes (for the constant 
wind speed and the constant external resistance in the local circuit) is a topical open question in the 
theory of counter-rotating HAWTs. 
It is reasonable to compare the behavior of the counter-rotating HAWT with the operation of a 
single-propeller HAWT. If, for instance, the rear propeller is stopped by the brake, dynamics of the 
single moving propeller is described by the first equation of the system (8) assuming 2 0  . In this 
case, for a steady solution 1 const   , the condition of stability is f c  . A comparison of 
trapped power coefficient for the counter-rotating and the single HAWT is provided further. 
4. Trapped power at steady motions 
From (3) and (9), it follows that at a steady motion 2 1 2( )pc f   . 
The value of the trapped power coefficient at steady motions of the counter-rotating HAWT is given 
by the formula: 
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1 2 1 1 2( )( ).p p pc c c f       (11) 
Fig. 5 represents the bifurcation diagram ( )pc c  of the trapped power coefficient at steady 
motions depending on the external load coefficient c. The diagram is constructed using the same  
approach as in [18]. The diagram contains 4 “petals” (marked by solid lines) that are constructed 
numerically using (9) and (11). The diagram for a single-propeller HAWT with the same properties of 
the propeller is shown in the same figure by the dashed line for comparison. 
 
Figure 5.   The bifurcation diagram of steady motions: the trapped power coefficient depending on the 
external load coefficient. 
In the Fig. 5, bold branches correspond to stable steady motions, thin branches – to unstable 
steady motions. Points A, B, C, D, K, L are the bifurcation points where stability is lost (similar points 
are marked with the same letters in the Fig. 4). The point D belongs to the branch CD  and to the 
branch DE . The branch DE  prolongs further to the right from the point E and tends to the abscissa 
axis while c tends to infinity. 
Stability conditions (10) are checked numerically for corresponding solutions of (9). Some 
results about stability can be confirmed analytically: in particular, it can be shown that the derivative 
/ pdc dc  along the bifurcation curve is proportional to the value 2G , which determines the second 
condition of (10). Thus, the function 2G  changes its sign at the points of the bifurcation curve ( )pc c , 
where the tangent is vertical. So a stable branch of a bifurcation curve cannot go beyond a point with 
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a vertical tangent. The loss of stability at the bifurcation points A, B, C, D, K, L of the diagram is 
caused by the change of the sign of 2G  (as it was mentioned before, it is a saddle-node bifurcation). 
4.1. Discussion 
The “stable branch” OA  corresponds to the case of both propellers rotating in opposite directions 
with rather high values of steady TSR 1  and 2  (values of TSR corresponding to different steady 
points are shown in the Fig. 4). For such operation modes, 1 2  . Thus, the front propeller collects 
more power than the rear propeller ( 1 2p pc c ). The maximum value of the trapped power coefficient 
pc  at this branch exceeds the maximum value of the trapped power coefficient for a single-propeller 
HAWT for approximately 50%. The result of 50% increase in the trapped power was predicted by 
numerical simulation (namely, Computational Fluid Dynamics) in [6]. Increasing up to 43% was 
shown in [2]. 
The “stable branch” BC  corresponds to the case of the front propeller rotating with a high value 
of TSR and the rear propeller rotating with a very low TSR ( 2 [0,0.55)  ) or even in the same 
direction as the front propeller ( 2 0  ). In the last case the rear propeller is in fact dragged by the 
front propeller, and the aerodynamic torque acting upon the rear propeller appears not enough to 
prevent the undesirable direction of rotation. For such operation modes 1 2  . Thus, the front 
propeller traps more power than the rear propeller ( 1 2p pc c ). 
In case of a co-directional rotation, for a certain range of a load coefficient c, the total power 
coefficient pc  is higher than the power coefficient for a single-propeller HAWT (compare BC  with 
the diagram for a single-propeller HAWT). This nominal increase in power takes place despite the 
fact that the front propeller spends power not only for consumers, but also for rotation of the rear 
propeller. Such an unexpected fact can be explained as follows: when the rear propeller is dragged by 
the front one, it decreases the relative speed 1 2( )   of the rotor of the generator with respect to the 
“stator”, and thus, the dissipative electromechanical torque decreases. For a certain range of c (when 
the external electric load is rather high), this decreasing of electromechanical load is more significant 
that losses for overcoming the aerodynamic torque acting upon the rear propeller. So for the front 
propeller, it is much “easier” to drag the rear propeller decreasing the effective value of electric load 
than to work with the nominal value of the electric load. Thus, one more degree of freedom, 
comparing to a single-propeller HAWT, provides new self-regulation properties of the electro-
mechanical system. The aerodynamic torque acting on the rear propeller acts as a viscous damper. If 
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there were no such torque, the “stator” of the generator would just rotate together with the rotor, and 
no power would be produced. 
The “stable branch” KL  corresponds to the case of the front propeller rotating with a very low 
TSR or even in the undesirable direction, and the rear propeller rotating with a high value of TSR. 
This case is rather similar to the case of the branch BC . But for such operation modes, 2 1  . 
Thus, the rear propeller traps more power than the front propeller ( 2 1p pc c ). Here the negative TSR 
of the front propeller leads to the fact that the speed in the wake is higher than the upcoming wind 
speed. In this case the front propeller accelerates the flow in the wake (rather similar to a ventilator 
rotor). It is the rear propeller that makes the front propeller rotate. For a certain range of c, this tricky 
“cooperation” allows producing more power than a single-propeller HAWT (similar as BC ). 
Moreover, it allows KL  to be “better” than BC . It appears that if it is reasonable to decrease the 
relative speed 1 2( )  , it is better to decrease 1 , because in this case the energy spent on 
increasing the wake speed works for capacity of the rear propeller, while in the case of BC  the 
increased speed in the wake of the rear propeller is not used for profit of the system. 
The “stable branch” DE  corresponds to the case of counter-rotation with very low speeds of 
both propellers. This branch is qualitatively similar to the corresponding branch of the diagram for the 
single-propeller HAWT. 
Roughly speaking, “unstable branches” correspond to the case of at least one propeller rotating 
with a medium speed. The range of medium speeds approximately coincides with the range of speeds, 
for which the aerodynamic torque increases with increasing the TSR. Values of the trapped power 
corresponding to “unstable branches” can be rather high (e.g., for branches AB , KN ). Hence, 
stabilization of such unstable modes can be useful for applications. 
5. Conclusions 
The closed dynamical model of a counter-rotating HAWT is constructed. The generator is supposed 
to be connected into the local electric circuit with the changeable external resistance. The flow speed 
in the wake of the front propeller is estimated using the Betz theory. The external load coefficient is 
introduced. The bifurcation diagram of steady motions representing the dependence of the trapped 
power coefficient on the external load coefficient is constructed. Questions of stability are discussed. 
Four types of steady operation modes are revealed: high-speed counter-rotation (maximal 
advantage in trapped power), low speed counter-rotation (almost no advantage comparing with a 
single-propeller HAWT), and two “collateral” types. 
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Notice, that the increase in the trapped power at a high-speed counter-rotating mode (compared 
to a single-propeller HAWT) is a qualitative result that was obtained before using experiments and 
numerical simulation. 
The first collateral mode is characterized by a high-speed rotation of the front propeller 
combined with a low-speed counter-rotation or a co-directional rotation of the rear propeller. The 
second collateral mode implies a high-speed rotation of the rear propeller combined with a low-speed 
counter-rotation or a co-directional rotation of the front propeller. These modes and, specifically, their 
co-directional variants provide an advantage (comparing to a single-rotor HAWT) for the range of the 
external load coefficient, for which trapped power is significantly high. The widening of the range of 
the external load, for which high trapped power can be achieved, is a qualitatively new feature that 
was not revealed before. It draws up one extra advantage of a double-propeller HAWT. 
Acknowledgments 
This work was partially supported by the Russian Foundation for Basic Research, projects NN 15-01-
06970, 16-31-00374, and 17-08-01366. 
References 
[1] Stobart, A. Wind turbine. International Patent WO1992012343, 1992. 
[2] Shen, W.Z., Zakkam, V.A.K., Sorensen, J.N., Appa, K., Analysis of counter-rotating wind 
turbines. Journal of Physics: Conference Series 75, 1 (2007), 012003. 
[3] Farthing, S.P. Robustly Optimal Contra-Rotating HAWT. Wind engineering 34, 6 (2010), 733–
742. 
[4] Lee, S., Kim, H., Son, E., Lee, S., Effects of design parameters on aerodynamic performance of a 
counter-rotating wind turbine. Renewable Energy 42 (2012), 140–144. 
[5] Lee, S., Son, E., Lee, S. Velocity interference in the rear rotor of a counter-rotating wind turbine. 
Renewable energy 54 (2013), 235-240. 
[6] Huang, B., Zhu, G.J., Kanemoto, T. Design and performance enhancement of a bi-directional 
counter-rotating type horizontal axis tidal turbine. Ocean Engineering 128, 1 (2016), 116–123. 
[7] Ozbay, A., Tian, W., Hu, H., Experimental investigation on the wake characteristics and 
aeromechanics of dual-rotor wind turbines. Journal of Engineering for Gas Turbines and Power 138, 
4 (2016), 042602. 
[8] Cho, W., Lee, K., Choy, I., Back, J. Development and experimental verification of counter-
rotating dual rotor/dual generator wind turbine: Generating, yawing and furling. Renewable Energy 
114 (2017), 644–654. 
[9] Shalimova, E.S., Klimina, L.A., Lin, K.-H. Torsional dynamics of a double rotor HAWT with a 
differential planet gear. 12th International Conference on Vibrations in rotating machines. Graz, 
February 15th to 17th, 2017. Proceedings. TU Graz, Austria (2017), 390–395. 
[10] Klimina, L. A., Shalimova, E. S., Dosaev, M., Garziera, R. Closed dynamical model of a double 
propeller HAWT. Procedia Engineering 00 (2017), 000–000 (in print). 
273
  
[11] Dosaev, M.Z., Samsonov, V.A., Seliutski, Y.D. On the dynamics of a small-scale wind power 
generator. Doklady Physics 52, 9 (2007), 493–495. 
[12] Dosaev, M.Z., Lin, Ch.-H., Lu, W.-L., Samsonov, V.A., Selyutskii, Yu.D. A qualitative analysis 
of the steady modes of operation of small wind power generator. Journal of Applied Mathematics and 
Mechanics 73, 3 (2009), 259–263. 
[13] Betz A. Der Maximum der theoretisch möglichen Ausnützung des Windes durch Windmotoren. 
Zeitschrift für das Gesamte Turbinenwesen 26 (1920), 307–309. 
[14] Hansen, M. O. L. Aerodynamics of Wind Turbines. Routledge, London and New York, 2015. 
[15] Frandsen, S., Barthelmie, R., Pryor, S., Rathmann, O., Larsen, S., Højstrup, J., Thøgersen, M. 
Analytical modelling of wind speed deficit in large offshore wind farms. Wind energy 9, 12 (2006), 
39–53. 
[16] Dosaev, M., Holub, A., Klimina, L., Selyutskiy, Yu., Gritsenko, D., Tsai, M.-Ch., Yang, H.-Tz. 
Power output estimation of steady regimes of a HAWT with differential gearbox. Dynamical systems. 
Applications. Technical University of Lodz Publishing. Poland (2013), 647-656. 
[17] Awrejcewicz, J. (Ed.). Bifurcation and chaos: theory and applications. Springer Science & 
Business Media, Berlin, Heidelberg, New York, 2012. 
[18] Klimina, L., Dosaev, M., Selyutskiy, Yu. Asymptotic analysis of the mathematical model of a 
wind-powered vehicle. Applied Mathematical Modelling 46 (2017), 691-697. 
Liubov Klimina, Ph.D.: Lomonosov Moscow State University, Institute of Mechanics, Michurinsky 
prosp.,1, 119192, Moscow, Russia (klimina@imec.msu.ru). The author gave a presentation of this 
paper during one of the conference sessions. 
Boris Lokshin, Associate Professor: Lomonosov Moscow State University, Institute of Mechanics, 
Michurinsky prosp.,1, 119192, Moscow, Russia (blokshin@imec.msu.ru). 
Vitaly Samsonov, Professor: Lomonosov Moscow State University, Institute of Mechanics, 
Michurinsky prosp.,1, 119192, Moscow, Russia (samson@imec.msu.ru). 
Yury Selyutskiy, Associate Professor: Lomonosov Moscow State University, Institute of Mechanics, 
Michurinsky prosp.,1, 119192, Moscow, Russia (seliutski@imec.msu.ru). 
Ekaterina Shalimova, Ph.D.: Lomonosov Moscow State University, Institute of Mechanics, 
Michurinsky prosp.,1, 119192, Moscow, Russia (ekateryna-shalimova@yandex.ru). 
Alois Steindl, Professor: TU Wien, Institute of Mechanics and Mechatronics, Getreidemarkt 
9/E325/A1, 1060, Vienna, Austria (alois.steindl@tuwien.ac.at). 
274
On dynamics of a Savonius rotor-based wind power generator 
 
 
Liubov Klimina, Anna Masterova, Yury Selyutskiy, 
Shyh-Shin Hwang, Ching-Huei Lin 
Abstract: A stand-alone wind power generator based on the Savonius rotor is 
considered. An empirical approach is proposed for describing the aerodynamic torque 
basing on available data from physical and computational experiments. Existence and 
attraction properties of equilibrium positions and steady motions in the system are 
studied. Numerical simulation of behavior of a one-stage and a three-stage Savonius 
wind turbine is performed for different values of parameters (including external load). 
Domain of attraction of a stable equilibrium position of the single-stage rotor in the 
space of initial conditions is constructed for different system parameters. Dynamics of 
a Savonius rotor-driven wheeled cart is studied. 
1. Introduction 
Savonius rotor is a vertical axis wind turbine. In its traditional variant proposed by the Finnish 
architect and inventor S.J. Savonius, this turbine consists of two similar blades of semi-cylindrical 
shape fixed to the common axis (this axis is parallel to the generatrix of the cylinder). When put into 
the wind flow, this system starts rotating under the action of aerodynamic forces, which allows using 
it for generation of electric power or as a power drive.  
The advantage of the Savonius rotor as compared with another wide-spread type of vertical axis 
wind turbines, that is, Darrieus wind turbines, is the fact that it self-starts even if the wind speed is 
very low. Besides, contrarily to the horizontal-axis wind turbines, it does not require any additional 
control system to ensure its appropriate orientation with respect to the wind. The drawback of the 
Savonius rotor is its low rotation speed (the speed of its points which are the most distant from the 
rotation axis exceeds the wind speed at most by half), hence, the power generated by this device is not 
high. 
However, the torque produced by this rotor is relatively large, which allows efficient use of this 
system as a power drive. Besides it can serve as an auxiliary facility ensuring the self-start of high-
speed vertical axis wind turbines. This explains sustainable interest to development and study of such 
systems and a large number of papers dedicated to these questions. 
In particular, [1-4] describe experiments with Savonius rotors with different blade shapes and 
different relative position of blades. In [5-6], hydrodynamic simulation of behavior of the rotor under 
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different loads is carried out, and data on aerodynamic forces and torques acting on the rotor, pressure 
and velocity fields in flow about the rotor, etc.  
It should be noted that the hydrodynamic simulation requires relatively large computational 
resources and is time consuming. Analysis of dynamics of the system, especially in cases when the 
Savonius rotor is just a part of some larger mechanical system, becomes rather cumbersome. 
Therefore, it seems reasonable to develop a simplified approach to description of the aerodynamic 
load upon this object, that would not provide detailed and precise picture of the flow, but would 
ensure a good enough integral description of forces and torques acting upon the rotor.  
Besides, in literature there are no closed models of small-scale wind power generators based on 
Savonius rotor comprising both mechanical and electrical parts of the system. In this work, we 
propose such a model for a Savonius rotor-based small-scale wind generator. Besides, a vehicle is 
considered which is driven by Savonius rotor.  
2. Savonius wind generator 
Consider a Savonius rotor located in flow (Fig. 1). Suppose that the turbine shaft is connected with 
the rotor of an permanent magnet DC electric generator. This electric generator is connected to the 
external circuit that comprises some consumers (external resistance). 
     
Figure 1.   Savonius rotor-based wind generator. 
The system state is described by the angle ϕ  of rotation of the Savonius rotor and current I  in 
the external circuit of the generator (in such systems, current can be considered as a generalized 
velocity). Then equations of motion of the system, similarly to [7], can be represented in the 
following form: 
( )
,a
e i
J M I
LI R R I
ϕ κ
κϕ
= −
= − +

 
, (1) 
Here J  is the moment of inertia of rotating elements of the system; L  is the electric generator 
inductance; aM  is the aerodynamic torque acting upon the Savonius rotor; κ  is the coefficient of 
electromechanical interaction; iR  is the integral internal resistance of the generator; eR  is the 
resistance in the external circuit. 
Traditionally, the aerodynamic torque is represented in the following form: 
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22a m
SM V bCρ= . (2) 
Here ρ  is the medium density; S  is the cross-section area of the Savonius rotor; b  is the rotor 
radius; V  is the flow speed; mC  is the dimensionless torque coefficient. The latter needs additional 
discussion. 
When describing mC , we use principles adopted in the framework of the conventional quasi-
steady approach, according to which the aerodynamic load is determined by the current positions and 
velocities of the system. Contrarily to the aerodynamic torque acting upon the horizontal-axis wind 
turbine, mC  depends not only upon the instantaneous angular speed, but also on the instantaneous 
angle that the rotor makes with the flow. Evidently, mC  is periodic in ϕ , and, if the rotor contains n  
blades, the period is 2 nπ . 
Assume that mC  can be represented in the following form: 
( ) ( ) ( )0 0
1
( )sin ( )cos ,
N
m i i
k
C A A kn B kn Aϕ ϕ ϕ
=
= Ω + Ω + Ω = Ω +Φ Ω∑ . (3) 
Here b VωΩ =  is the tip speed ratio or dimensionless angular speed.  
Coefficients ( )iA Ω  and ( )iB Ω , as well as the estimation for the number of harmonics N, should 
be determined from experiments and/or hydrodynamic simulations.  
Experiments (both physical and numerical) that are usually performed with Savonius rotors can 
be divided into two main types. 
In experiments of the first type, the rotor is fixed so that it makes a certain constant angle with 
the flow, and the value of the static aerodynamic torque stmC  acting on the rotor is measured 
(calculated). Repeating this procedure yields the dependence of stmC  upon the angle ϕ .  
In experiments of the second type, an external torque is applied to the Savonius rotor, which 
makes the turbine to rotate. In some studies, the external torque is constant, in other studies it is 
adjusted in such a way as to provide a constant angular speed. The period average aerodynamic 
torque mC  is calculated depending on the average tip speed ratio Ω .  
Of course, this information is not sufficient to determine dependencies ( )iA Ω  and ( )iB Ω . This 
task requires additional investigations. So, in what follows, we assume that these coefficients are 
constant: ( )ϕΦ = Φ . 
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Typical dependencies ( )mC Ω  and ( )stmC ϕ  registered in wind tunnel tests are shown in Fig. 2 for 
a Savonius rotor with two blades and with six blades (arranged in three stages). The data are from [2]. 
For ( )mC Ω , we propose the following approximation formula: 
( ) 20 1 2 , 0mC a a aΩ = + Ω − Ω Ω ≥ . (4) 
It should be noted that the approximation (4) is only valid for positive angular speeds. Really, it 
is clear from mechanical considerations that, when Ω  large (no matter, positive or negative) then the 
aerodynamic torque is aimed in such a way as to slow down the rotation, and hence, its sign is 
opposite to the sign of Ω , which is not the case for (4). However, experimental data for negative Ω  
are absent, and the problem of construction of torque approximation formula for the whole range of 
angular speed values still remains open. 
The least squares method yields the following formulae for two rotors described in [2]:
( ) 20.225 0.194 0.254mC Ω = + Ω − Ω  for the 1-stage rotor, ( ) 20.259 0.038 0.193mC Ω = + Ω − Ω  for 
the 3-stage rotor. Approximation curves are shown in Fig. 2 with solid lines. The agreement with 
experimental points is quite good in the range of positive angular speeds. 
     
Figure 2.   Dependence of stmC  on ϕ  and mC  on Ω  (with approximation curves). 
The quality of approximations is quite acceptable, which allows using them for numerical 
simulation of the system dynamics. 
3. Equilibrium positions and periodic motions 
Fixed points of (1) correspond to rotor positions where the aerodynamic torque equals to zero, i.e.: 
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( )0
1
(0)cos 0
N
i
k
B kn Aϕ
=
= −∑ . (5) 
Note that there exist rotors, for which the aerodynamic torque is positive in all positions 
(provided that the angular speed is zero). The 3-stage rotor with 6 blades, characteristics of which are 
shown in Fig. 2, provides an example of such situation. But if (5) has solutions, then necessary and 
sufficient conditions of asymptotic stability of them are as follows: 
( )
( ) ( )
2
0
2 2
2 2 2 3 3 2
0 0 0
0, ,
2
0
2 2 4
e i
e i e i
SJ R R b VLA
S S SJ R R b VLA b VLA R R b V L A
ϕ
ϕ
ρ
ρ ρ ρκ
Ω
Ω Ω Ω
′ ′Φ < + >
  ′ ′ ′ ′+ − − + + Φ >    
. (6) 
Here 0 0 0A dA dΩ Ω=′ = Ω , 0d dϕ ϕ ϕϕ =′Φ = Φ , where 0ϕ  is solution of (5). 
Note that if 0 0A Ω′ ≤  and 0Bϕ′ <  for an equilibrium position then inequalities (6) are satisfied for 
all physically meaningful values of other parameters of the system. In this case, due to periodicity of 
( )ϕΦ , there exists another equilibrium where 0ϕ′Φ >  and which is unstable. 
If 0ϕ′Φ >  then, even if for low flow speeds the equilibrium is stable, it becomes unstable for 
high enough values of V. 
Strictly speaking, equilibria are “non-desired” solutions, because the rotor should perform a 
periodic motion in order to be able to produce power or driving torque.  
In order to estimate domains of attraction of stable equilibria, numerical simulation was 
performed. The following values of parameters were adopted: J = 0.01 kgm2, b = 0.2 m, S = 0.04 m2, 
k  = 0.3 Nm·А-1, iR  = 1 Ohm.  
In Fig. 3, projections of domains of attraction in the space of initial conditions onto the plane 
( , )i ij w  are shown for different values of the external resistance and different flow speeds.  
   
Figure 3.   Domains of attraction of the asymptotically stable equilibrium. 
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From Fig. 3 one can see that the domain of attraction of the stable equilibrium decreases as eR  
increases (that is, external load gets smaller), which is quite expectable. However, it does not retract 
to a point as eR  tends to infinity. It is interesting that increase in V results in “shrinking” of the range 
of initial angles covered by the domain, but, in the same time, increase in initial values of the angular 
speed. 
If the number of blades of the Savonius rotor is large enough then 0( ) AϕΦ <<  in a certain range 
of Ω  (like for the 3-stage rotor, characteristics of which are shown in Fig. 2). In this case it is 
possible to use the Poincare method for analysis of periodic motions, and the generating system looks 
as follows (ω ϕ=  ): 
( )
2
02
e i
d Sb bJ I V A
dt V
dIL R R I
dt
ω ρ ωκ
κω
 = − +   
= − + +
 
Fixed points of this dynamic system correspond to periodic motions of the initial one. The 
average angular speed and current on the periodic motion are given by the following relations: 
2
2 * * *
0 *,2 e i e i
Sb bV A I
V R R R R
ρ ω κ ω κω  = =  + +  . (7) 
The first equation in (7) has unique solution.  
One can readily show that if 
*
0 0dA d ω ωω = ≤  then the corresponding fixed point is 
asymptotically stable. Note that this is always the case for the discussed 3-stage rotor. 
In order to investigate the structure of the phase plane, consider the following expression 
(Bendixson criterion): 
2 0
2
e iSb dA R RV
J d L
ρ
ω
+− . (8) 
If (8) is negative then there exist no limit cycles, and the fixed point is globally attracting. This is 
the case when 0 0dA dω ≤  for all ω , or when L is small enough, or J is large enough.  
For real generators, the inductance L is small, which means that electric processes run much 
quicker than mechanical ones. Then the equation of slow motions is as follows (taking into account 
the approximation (4): 
( )2 2 20 1 22d SbJ a V a bV a b Cdtω ρ ω ω ω= + − − . (9) 
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Here ( )2 1e iC R Rκ −= + . The instantaneous values of the current are given by the following relation: 
( ) 1e iI R Rκω −= + . 
Equation (9) can be solved analytically: 
( ) ( )
2
3 1
2
2 1
0 2 1
3 2
2
0
2 22
1( ) 2 tanh ,
2 4
2 224 , arctanh .
Zt C Sb a Z t Q
Sb a J
Sb a C Sb aa a Sb Sb a
V
VZ V QCV
Z
ω ρρ
ρ ρρ ρ ω
  = − − − +    
+ − = + =   
−
 
Here 0ω  is the initial value of the rotor angular speed. 
4. Savonius rotor-driven vehicle 
As was mentioned above, Savonius wind turbines can be used also as torque producing devices 
(power drives). One of examples is using such rotors as motors for vehicles. Systems of this kind are 
described, for instance, in [8]. 
Consider a wheeled cart, on which a Savonius rotor is installed (top and side views are 
represented in Fig. 4). The rotor is connected with driving wheels of the cart in such a way that when 
it rotates counterclockwise, the wheels also rotate counterclockwise. We neglect losses in the 
reduction gear. 
Suppose that the cart can move along a fixed axis OX and is installed in airflow with the speed V 
directed along this axis. Then, if the rotor would rotate counterclockwise, the cart would move in the 
direction opposite to OX (leftwards if Fig. 4), if its wheels would not slide.  
     
Figure 4.   Cart driven by a Savonius rotor. 
Equations of motion of the cart with the rotor are as follows: 
,a f
f a
J M nrF
mv F F
ω = −
= − +


. (10) 
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Here v is the cart speed, m is the mass of the vehicle together with the rotor; fF  is the friction 
between wheels and the supporting surface ( fF fmg≤ , where f is the dry friction coefficient); n is 
the reduction rate of the gearbox that transmits rotation from the rotor shaft to the wheels; r  the 
radius of wheels; aF =  is the drag force acting upon the system (both rotor and cart); aM  is the 
aerodynamic torque acting upon Savonius blades.  
As usually, represent the drag force and aerodynamic torque in the following form: 
20.5 da CF SUρ= , 20.5 ma CM SRUρ= . (11) 
Here dC  is the dimensionless drag coefficient, U V v= −  is the speed of the cart with respect to the 
flow. 
Assume that the number of blades is large enough. Then, as was mentioned before, it is possible 
to neglect the dependence of the torque and drag coefficients upon the rotation angle. In what follows, 
we assume that dC  is constant. 
From (10) and (11) it immediately follows that the angular speed of the rotor on the steady 
regime is given by the following equation: 
0( )m dRC nrCΩ = . (12) 
Taking into account (4), one can readily conclude that (12) has 0, 1, or 2 solutions in the range 
0 0Ω > . In particular, if the inequality maxm dC C nr R<  holds (here maxmC  is the maximum value of 
the aerodynamic torque coefficient in the range 0Ω > ) then there are no solutions with positive 
angular speed. If 0mdC dΩ ≤  for all 0Ω >  (as is the case for the 3-stage rotor) then there exists 
only one solution. 
Condition of asymptotic stability of the steady motion is 
0
0mdC d Ω=ΩΩ < . 
It is worth noting that 0Ω  found from (12) does not depend on the wind speed or friction 
coefficient.  
If wheels roll without slipping, the cart speed on the steady regime is given by the following 
formula: 
0
0
0
nrVv
R nr
Ω= − − Ω  
If slipping is present then this speed is determined by the following relation: 
0
2
d
fmgv V
SCρ= −  
282
Comparing these formulae, one can readily obtain the critical value of the wind speed *V  such 
that the motion without slipping of wheels is impossible for larger V: 
* 0
21
d
nr fmgV
R SCρ
 = − Ω    
Thus, at low wind speeds 0 0v < , that is, the cart moves against the wind. The maximum speed 
of such motion is attained at *V V=  and equals to ( ) 11 0 2 dnrR fmg SCρ −− Ω . If the wind speed 
exceeds the value ( ) 1** 2 dV fmg SCρ −= , the cart moves downwind.  
Thus, appropriate choice of system parameters allows the cart to move upwind in a certain range 
of wind speeds.  
 
Figure 5.   Cart velocity at different wind speeds. 
Dynamics of the cart at different wind speeds is illustrated in Fig. 5. The following values of 
parameters were used for numerical simulation: m = 0.5, J = 0.01, R = 0.1, n = 1, r = 0.02, f = 0.7, 
dC  = 1 (so that * 14.6V ≈  mps, ** 16.8V ≈ ). For relatively low wind speeds ( *V V< ) the cart moves 
upwind without slipping; for * **V V V< <  it moves upwind, but the wheels slip; and for larger V the 
cart is entrained by the wind. 
5. Conclusions 
Mechanical system describing the behavior of a small-scale Savonius rotor-based wind power 
generator is considered. Conditions of asymptotic stability of equilibrium positions and steady 
periodic motions are obtained. Dynamics of a Savonius rotor-driven wheeled cart is analyzed. It is 
shown that for certain values of parameters the cart can move both in upwind and downwind 
directions. 
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Exoskeleton – control by pressure sensors – practical solution 
Mateusz Krain, Bartłomiej Zagrodny, Jan Awrejcewicz 
Abstract: This  work  is  connected  with  practical  solution  of  exoskeleton  control.
Authors propose an approach to exoskeleton design, and its control namely creating a
simple, portable control program which does not use problematic input signals such as
electromyography.  Instead  the  system  utilizes  solely  specially  designed  pressure
sensors,  which  are  more  resistant  to  failure  and  distortion.  The  research  was
performed initially on a LabView model, and next experimentally on a 1-DOF elbow
joint  test  exoskeleton.  The  paper  presents  results  of  the  research,  practical
implementation of the system to a simplified exoskeleton and comparison between
theoretical  and  experimental  results.  Finally,  conclusion  on  research  and  obtained
conclusions are shown with its advantages and disadvantages. 
1. Introduction 
Scaling the augmentation exoskeleton technology to a commercial level, to make it accessible to the
broad society requires more affordable and flexible constructions. Not only the employed mechanical
construction should be optimized for large scale production but also the control algorithms have to be
robust and lightweight. Usually exoskeleton control systems exhibit construction complexity ex. [1, 2,
3], therefore it is hard to implement them on low cost, low power units, such as microcontrollers and
microcomputers.  Furthermore,  the  systems  usually  rely  partially  or  fully  on  electromyographic
signals,  which  work  well  in  a  laboratory,  but  are  highly  susceptible  to  failures  when  put  in
demanding,  real-world conditions. The reasons are skin-electrode contact issues, EMC distortions,
problematic tracking of specific muscle activity when the body is moving,  and so on. This paper
proposes  a  different  approach  to  exoskeleton  design,  namely  creating  a  simple,  portable  control
program which does not use “problematic” solutions such as electromyography. Instead, the system
utilizes solely specially designed pressure sensors, which are resistant to failure and distortion. The
research has been performed initially on a LabView model, and validated experimentally on a 1-DOF
elbow  joint  test  exoskeleton.  Our  research  includes  a  comparison  between  theoretical  and
experimental results.
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2. Regulation systems: state of the art
Figure 1. General block scheme of an exoskeleton system.
The architecture of choice depends on the machine’s exact application, but there is also a degree of
uncertainty,  since the whole exoskeleton technology is not yet  well  investigated.  Already existing
exoskeleton controllers, which can be found on the market or in research papers, are usually built as
one or as a mixture of the following architectures:
I. Classic error-based regulator architecture [3].
Regulators including proportional, integral, derivative and all of their combinations, which
compute the output based on the current value of error, understood as difference between
the aimed and the current state of the system. 
II. Finite state machines [4].
Systems without memory, with a fixed and predefined number of states. The state of inputs
determines the system output (used mainly for simple and limited hold/release prosthesis or
exoskeletons). 
III. Signal threshold system [5,6].
This is a system with only two states, which resemble the ON and OFF state of the effector.
The output is depending on the current state of the input (usually myoelectric signal), and
changes its value when crossing a threshold value. They are used similarly like the FSM
only for simple exoskeleton designs as they usually have very limited abilities. 
IV. Bilateral mirror-image system [7, 8].
A set of sensors monitors the movement of a healthy body part on one side of the body,
while the regulator drives the adequate rehabilitated body part on the other side of the body
with the same trajectories. Effectively,  the movement of a healthy limb is copied to the
augmented limb. The system is widely used for curing post-stroke motor cortex defects, due
to the phenomenon of brain plasticity. 
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V. Neuro-Fuzzy system [1,2].
They are based on artificial neural networks. Usually the networks are implemented with
the use of fuzzy logic. They require a learning procedure, and are hard to analyze, whereas
they do not require deep insight into the complex kinematics of the body and offer good
outcome,  even  for  sophisticated  exoskeletons,  having  many  inputs  and  many  possible
system states. 
VI. Systems based on a classic mechanical kinematic model of human movement [9]. 
The exoskeleton, as well  as body are being approximated to standard kinematic models.
The  system’s  aim  is  to  execute  analytically  formulated  trajectories  of  human  body
movement, by means of translating them into exoskeleton trajectories, since the exoskeleton
is a parallel mechanism relative to the human musculoskeletal system. The system requires
a precise kinematic analysis, but when implemented properly, allows to control complex
exoskeletons. Unfortunately, the resulting movement is often unnatural. 
VII. Systems based on an intercepted real kinematic model of human movement [10, 11, 12].
An  improved  version  of  the  classic  mechanical  kinematic  model  system.  In  this  case,
instead  of  an  analytic  model,  the  system  is  using  a  real  model  of  human  movement
trajectories,  which  has  been  obtained  experimentally.  The  solution  yields  a  natural
movement result and behaves well with complex exoskeletons.
3. Guidelines and application 
We are aimed on the control system for a force amplifier type exoskeleton in which the human body
is  required  to  only create  an  input  to  the  control  system via  a  set  of  pressure  sensors,  and  the
exoskeleton exhibits influence on the outer matter. This kind of operation allows the exoskeleton to
be implemented as a wearable  supportive mechanical structure,  and hence a user may work with
bigger forces as well as with greater endurance (see Fig. 2.) 
Figure 2. An exoskeleton as a force amplifier.
Examples of such applications include the support exoskeletons for soldiers, firefighters, nurses, etc.,
but as well patients with muscular dystrophy. An important point to note is that the user must not be
totally paralyzed, he/she has to have at least minimal strength in order to create input signals for the
pressure sensors. The general technical guidelines for the process of controller design include:
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(i) robust  and  dependent  operation  in  different  circumstances,  taking  in  account  slight
misplacements of the body with respect to the exoskeleton frame, sweat, varying load and
electrical-environmental noise;
(ii) easy and fast installation of the exoskeleton on the body;
(iii) noticeable support of the body and rise of endurance.
4. LabView model
In order to test the initial design assumptions, a block diagram of the control system was created.  See
Fig. 3. 
Figure 3. Time domain block simulation model (see text for more information).
The goal of the regulator is to keep pressure sensor signals at zero at all time instants. The magnitude
of the signal can be interpreted as the amount of force with which the exoskeleton is acting on the
human arm and vice versa. Keeping the signal level at zero effectively implies that the exoskeleton
behaves regarding the user like “it is not there”. It follows every movement of the human and does
not create any resistance for him. However, all the forces coming from the outside (weight of carried
loads, hits, etc.) should be taken over by the exoskeleton mechanical construction and they should not
influence the human body (the control system cares only about keeping the pressure sensor signals at
zero).
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5. Practical implementation 
The  finished  prototype  is  presented  in  Figures  4-6.  In  what  follows  we  describe  briefly  the
kinematics, drive, chain transmission and the pressure sensors.
Figure 4. The arm exoskeleton prototype: 1 - straps, 2 - controller, 3 -
arm part of the exoskeleton, 4 - chain transmission, 5 - braces with pressure
sensors, 6 - forearm part of the exoskeleton, 7 – weight, 8 - motor with
reducer.  
Figure 5. Kinematic model of the arm exoskeleton.
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The exoskeleton has two points - A and B, in which it is connected to the body, (Fig 6). The arm
connection point A is treated as a fixed connection, although it is important to note that it is not
ideally solid, because human tissue is soft and flexible. This means that it allows the exoskeleton arm
segments to move (slightly)  relatively to the human arm. The second place where the mechanism
connects to the body is point B, where a slider joint and a hinge joint secure the operation of the
mechanism in case the center of rotation of the arm OB is not in the same axis as the center of
rotation of the exoskeleton OE, what is true for most of the time. 
Figure 6. The chain transmission.  
The physical test exoskeleton is shown in Fig. 6. A chain transmission has been implemented into the
exoskeleton arm to transfer torque from the reductor output to the arm. 
6. Pressure sensor construction 
Figure 7. The sensor bracelet.  
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In order to create the exoskeleton-body connection point B, which also allows to measure the relative
body-exoskeleton  pressure,  a  special  bracelet  has  been  designed.  Construction  of  the  bracelet  is
shown on Figure 7. The space between two tops of the silicon rubber half-spheres is slightly smaller
than the thickness of the patient's arm in this point. This ensures a secure connection with the arm, but
as well,  as the silicon half-spheres are normally lubricated,  allows  some sliding movement,  what
creates a slider joint effect (see Fig. 5).
ANSYS  APDL  17.2  has  been  employed  for  carrying  out  the  internal  pressure  distribution
analysis of the silicon rubber element. 
Figure 8. Cross-sectional pressure distribution for an evenly distributed pressure on the central
part of the top surface of the sensor.  
The analysis has validated that the silicon rubber element is successfully transferring pressure from
the top to  the bottom surfaces,  and at  the same time  it  is  changing the pressure  layout  to  more
homogeneous (see fig. 8). The half-sphere is effectively blurring the pressure distribution inside the
element.
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7. Software architecture
A block diagram of the software functional architecture is presented on Fig. 9. Two different input
handlers  are  responsible  for  sampling  data  from pressure sensors,  as  well  as  interpret  user  input
signals. The PD regulator is the main control unit of the program. It is responsible for calculating the
output based on the value of the relative exoskeleton-body pressure.
Figure 9. Software architecture.  
Its setup parameters (P and D coefficients, setpoint) are given by the Mode and setup handler part of
the program, which can be also described as the GUI backend. It storages PD setup parameters, and
allows the user to change them via the HMI input handlers. The influence of P and D coefficients is
described in the section 9.  The change of setpoint value,  however,  allows the exoskeleton to act
constantly  against  the  human  body,  similarly  as  a  gym  training  device.  This  function  has  been
incorporated for test reasons only, and is not described in this paper. 
8.  Results
Both the LabView model and physical exoskeleton have been tested under different regulator
setup conditions. The derivative coefficient of the PD regulator has been studied with special
care, as it is the key element of a PD based exoskeleton regulation system. Figure 10 and
Figure  11  present  the  operation  of  a  simulational  model  and  real  exoskeleton  with  no
derivative gain. Contrary, Figures 12 and Figure 13 present the effect of adding a derivative
part  to  the exoskeleton regulator.  Figures  12,  13 report  that  the derivative coefficient  is
responsible for a positive phase shift of the output signal relative to the input signal of the
PD regulator. Furthermore, it is creating an overshoot, when the pressure sensor signal value
is  returning  to  zero,  which  overall  contributes  to  a  more  dynamic  and  responsive  user
experience.  It is important to note that an overshoot in this application is actually having a
positive effect on system performance. 
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Figure 10. Simulation results (no derivative gain); dashed curve – input; continuous curve –
output.
Figure 11. Experimental results (no derivative gain); dashed curve - input, continuous curve -
output
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Figure 12. Simulation results (with derivative gain); dashed curve - input, continuous curve -
output
Figure 13. Experimental results (with derivative gain); dashed curve - input, continuous curve -
output
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9. Concluding remarks
The LabView model has produced a result (see fig. 12) which matches two phenomena, i.e. influence
of  both proportional  and derivative  terms  of  the  PD regulator  on the  exoskeleton  behavior.  The
proportional  gain  represents  the  rate  of  human  force  amplification.  Increasing  the  value  of
proportional gain yields an increase of the amplitude of the output signal, and a decrease of the value
of the error, and vice versa. However, this is true for a static case, in which the error value is not
changing or changes slowly.  The derivative gain is on the other hand responsible for the positive
phase shift of the output signal, that is the advance of output signal relative to the input signal, which
has far reaching effect on the overall exoskeleton behavior. If derivative gain would be set to zero (no
phase shift), the user would have to act constantly against the exoskeleton frame in order to achieve
exoskeleton reaction. This result in the user impression of dragging the exoskeleton instead of having
his force amplified. In opposition, if the output signal is shifted to the left in time, the exoskeleton is
in a certain degree predicting the human movement.
Experimental test results from the physical exoskeleton confirm the assumptions, as the exoskeleton
behaves similar to the model (see Fig.  13). The results are distorted by the effect of backlash in
mechanisms, and the presence of an overshoot, but the core function of proportional and derivative
terms is preserved. Similarly as in the simulation the proportional gain is responsible for the output
amplitude, and the derivative gain is causing an advance of output signal regarding the input signal.
This results in a considerably better user experience, as the user no longer needs to act against it
constantly. This is true both for increasing and decreasing the exoskeleton output force. 
Finally, it should be emphasised that the initially introduced assumptions have been validated by
a real, physical prototype, which gave more insight into the nature of exoskeleton control systems.
Important  things  to  note  are  remarkable  simplicity  of  this  solution,  easiness  of  implementation,
scalability to other body parts and extremely small computational requirements. The algorithm of
operation could be successfully used for creating a number of commercial, cost effective exoskeleton
devices, running on mass available low cost microcontrollers, and giving access to the exoskeleton
technology to a broad group of people.
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Analysis of the nonlinear dynamics of flexible two-layer beams, 
with account for their stratification 
 
 
Vadim A. Krysko, Jan Awrejcewicz, Irina V. Papkova, Olga A. Saltykova 
Abstract: The mathematical model of a two-layer beam set taking into account the 
geometric nonlinearity on the basis of well-known kinematic hypotheses of the first 
(Euler-Bernoulli), the second (Timoshenko) and the third approximations (Reddy-
Pelekh-Sheremetyev) is presented. We show also that it is possible to construct 
mathematical models, when each layer is described by its own hypothesis. Three 
problems are addressed. Problem 1 - each of beams is described by the first 
approximation of the kinematic hypothesis. Problem 2 - each of the beams is 
described by the second approximation. Problem 3 - each of the beams is described by 
the third approximation. An external spatially distributed harmonic load acts on the 
beam package. The lamination of the beam structure along the entire length can occur. 
The stratification will lead to a change in the design algorithm scheme. In order to get 
reliable results, it is necessary to solve the problem taking into account two types of 
nonlinearity, i.e. geometric and constructive ones. A lot of attention in the work is 
paid to the reliability of the results. The methods for calculating such systems as 
systems with an infinite number of degrees of freedom have been developed. The 
convergence of the finite differences method is studied and the convergence of 
Runge-Kutta type methods is investigated. Furthermore, the value of the largest 
Lyapunov exponent employing three different algorithms (Wolf, Kantz and 
Rosenstein) is estimated. 
1. Introduction 
The aim of the work is to study the nonlinear dynamics of the contact interaction of flexible two-layer 
beams with a small clearance, described by the kinematic hypotheses of the first, second and third 
approximation. The influence of the inertial component and the theory of the curved normal on the 
nonlinear dynamics of the beam structure are investigated. It is necessary to determine what is new 
accounting for deformations associated with transverse forces, and allowance for the inertia of 
rotation in the non-linear dynamics of beam structures. On one of the beams (beam 1) is subjected to 
a distributed alternating load, the second beam, comes into motion due to contact with the beam 1. 
Owing to complexity of equations governing the non-linear dynamics of two geometrically non-
linear beams with a contact interaction, it is impossible to find an exact analytical solution. In general, 
the problem can be solved using numerical methods. However, the problem regarding reliability of 
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the obtained results is generated [1]. In many cases errors introduced by numerical computations are 
identified with chaotic vibrations. Consequently, it is extremely important to determine the truth of 
the chaotic vibrations that arise during the contact interaction of the beams. It is known that the 
fundamental characteristics of chaos is associated with sensitivity to the initial conditions.  
In this paper, we refer to Gulick [2] definition of chaos. Owing to the definition of chaos given 
by Gulick, chaotic orbits exist if there is either essential sensitivity to the initial conditions or at least 
one of the Lyapunov exponents is positive in each point of the considered chaotic domain.  
As initial conditions, we will assume: the kinematic hypotheses, the boundary and initial 
conditions, the number of intervals for integrating beams in the finite difference method, methods for 
solving the Cauchy problem in the form of Runge-Kutta methods, time step for solving dynamics 
problems.  
To reduce the infinite-dimensional problem to the Cauchy problem, we used the finite-difference 
method with approximation O(c2). The parameters of this method and the method itself are remain 
constant throughout the work. 
Well known are the theories of the beams bending, such as the Euler-Bernoulli theory [3] (first 
approximation), Timoshenko theory [4] (second approximation), Reddy-Pelekh-Sheremetyev theory 
[5, 6] (third approximation). 
In the scientific literature, one can find numerous works devoted to investigation of Euler-
Bernoulli [7], Timoshenko [8], Reddy-Pelekh-Sheremetyev [9] beams. But there are no papers 
devoted to the study of nonlinear dynamics and the contact interaction of beams. 
2. Formulation of the problem 
The considered structure composed of two beams occupies a 2D space within the R2 space with the 
rectangular system of coordinates given in the following way: a reference line, further called the 
middle line, is fixed in the beam 1, the axis OX is directed z=0 from the left to the right of the middle 
line, and the axis OZ is directed downwards. In the given system of coordinates, the space Ω is 
defined in the following way (see Fig. 1): Ω = {𝑥 ∈ [0, 𝑎]; −ℎ ≤ 𝑧 ≤ ℎ𝑘 + 3ℎ}, 0 ≤ 𝑡 ≤ ∞. 
 
Figure 1. The settlement scheme 
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Equations of beams motion, as well as the boundary and initial conditions, are obtained from the 
Hamilton-Ostrogradskiy principle. 
The contact pressure is estimated within the Kantor model [10]. The geometric non-linearity is 
taken in the von Kármán form. The beams are isotropic, elastic, and obey Hook’s law. The 
longitudinal dimensions of beams are larger than their transverse dimensions and the beams have the 
unit thickness. There is a gap between the beams - ℎ𝑘. The clearance is less than 0.2h, where h is the 
height of the beam, i.e. we consider small gaps between the beams. 
The Cauchy problem is also solved numerically, and hence solutions essentially depend on both 
the chosen method and the time step integration. Therefore, in order to achieve reliable results, the 
Cauchy problem is solved using the Runge-Kutta of the 4th (rk4) and the 2nd (rk2) orders [11], the 
Runge-Kutta-Fehlberg of the 4th order (rkf45) [12, 13], the Cash-Karp of the 4th order (rkck) [14], 
the Runge-Kutta-Prince-Dormand of the 8th order (rk8pd) [15] as well as the implicit Runge-Kutta 
methods of the 2nd (rk2imp) and the 4th (rk4imp) orders. 
The spectrum of the Lyapunov exponents has been estimated using three methods based on 
Kantz [16], Wolf [17] and Rosenstein [18] algorithms. This will ensure the reliability of the obtained 
numerical results. 
3. Mathematical models of the contact interaction of beams described by hypotheses of the 
first, second and third approximations 
The displacements of an arbitrary point of a beam, in the framework of the third-approximation 
hypothesis, are written as follows: 
   32 zuzzuu x
z ; 𝑤𝑧 = 𝑤, (1) 
where 𝛾𝑥 - is the transverse shear function, 𝑢
𝑇 , 𝛾𝑇  – are the unknown functions, 𝑤 – is the deflection. 
We receive system of nonlinear partial differential equations for two Reddy-Pelekh-Sheremetyev 
beams in the displacements taking into account energy dissipation: 
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 - are the non-linear operators, 𝛾𝑥𝑖 - is the transverse shear 
function, 𝑤𝑖 , 𝑢𝑖 - are the deflection and displacement functions of the beams, respectively, К – is the 
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coefficient of transverse stiffness of the contact zone.  
The equation of motion of the beam element (2) contains a fourth-order derivative, which is 
extremely important in proving the existence of a solution of the equation and the convergence of 
various methods for their solution. The hypothesis of the second approximation - the of Timoshenko 
hypothesis, consists in the fact that tangential displacements are distributed along the beam thickness 
according to a linear law, i.e. in expression (1) there remain only linear terms, the terms underlined by 
one line are assumed to be zero. 
Equations in displacements for a structure of two beams, in a dimensionless form, where both 
beams are described by a second approximation model: 
{
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𝜕2𝑤𝑖
𝜕𝑡2
− 𝜀1
𝜕𝑤𝑖
𝜕𝑡
= 0;
𝜕2𝑢𝑖
𝜕𝑥2
+ 𝐿4(𝑤𝑖 , 𝑤𝑖) −
𝜕2𝑢𝑖
𝜕𝑡2
= 0;
𝜕2𝛾𝑥𝑖
𝜕𝑥2
− 8𝜆2 [𝛾𝑥𝑖 +
𝜕𝑤𝑖
𝜕𝑥
] −
𝜕2𝛾𝑥𝑖
𝜕𝑡2
= 0; 𝑖 = 1,2.
    (3) 
𝐿1(𝑤𝑖 , 𝑢𝑖), 𝐿2(𝑤𝑖 , 𝑤𝑖), 𝐿2(𝑤𝑖 , 𝑢𝑖), 𝐿2(𝑤𝑖 , 𝑤𝑖) - these are nonlinear operators analogous to those 
given after the system of equations (2). Differential equations derived from the Timoshenko 
hypothesis have the highest second partial derivative with respect to x, which sometimes makes the 
proof the convergence of certain methods difficult.  To obtain the Euler-Bernoulli equations, we will 
assume that the tangential displacements 𝑢𝑧, 𝑤𝑧 are distributed linearly along the thickness, and any 
cross-section normal to the midline before deformation remains after deformation by a straight line 
and normal to the midline, the height of the section does not change. In expression (1), the zero terms 
are underlined by one line and replace 𝛾𝑥 by a rotation angle −
𝜕𝑤
𝜕𝑥
 for the term underlined by two 
lines. Thus we obtain the Euler-Bernoulli equations. 
Equations governing the dynamics of two Euler-Bernoulli beams with respect to displacements 
and taking into account frictional energy loss (dissipation) are governed by the following PDEs: 
{
 
 
 
 
1
𝜆2
[𝐿2(𝑤𝑖 , 𝑤𝑖) + 𝐿1(𝑢𝑖 , 𝑤𝑖) −
1
12
𝜕4𝑤𝑖
𝜕𝑥4
] −
−(−1)𝑖𝐾(𝑤1 − 𝑤2 − ℎ𝑘)Ψ + 𝑞𝑖(𝑡) −
𝜕2𝑤𝑖
𝜕𝑡2
− 𝜀1
𝜕𝑤𝑖
𝜕𝑡
= 0;
𝜕2𝑢𝑖
𝜕𝑥2
+ 𝐿3(𝑤𝑖 , 𝑤𝑖) −
𝜕2𝑢𝑖
𝜕𝑡2
= 0;  𝑖 = 1,2,
    (4) 
where 𝐿1(𝑢𝑖 , 𝑤𝑖) =
𝜕2𝑢𝑖
𝜕𝑥2
𝜕𝑤𝑖
𝜕𝑥
+
𝜕𝑢𝑖
𝜕𝑥
𝜕2𝑤𝑖
𝜕𝑥
, 𝐿2(𝑤𝑖 , 𝑤𝑖) =
3
2
𝜕2𝑤𝑖
𝜕𝑥2
(
𝜕𝑤𝑖
𝜕𝑥 
)
2
, 𝐿3(𝑤𝑖 , 𝑤𝑖) =
𝜕𝑤𝑖
𝜕𝑥
𝜕2𝑤𝑖
𝜕𝑥2
 are the 
nonlinear operators.  
In order to model the contact interaction of the beam within the Kantor model, we introduce the 
term (−1)𝑖𝐾(𝑤1 − 𝑤2 − ℎ𝑘)Ψ, 𝑖 = 1, 2 into the equation governing the beams, i - stands for the 
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beam number. The function is Ψ defined by the formula Ψ=
1
2
[1 + 𝑠𝑖𝑔𝑛(𝑤1 − ℎ𝑘 − 𝑤2)], i.e. if Ψ=1 
the beams are in contact 𝑤1 > 𝑤2 + ℎ𝑘, otherwise there is no contact between [10] (see Fig. 1).  
By “beam 1” we understand the externally beam loaded, whereas “beam 2” stands for the 
unloaded beam. We must add boundary and initial conditions to the systems of differential equations 
(2) – (4). In equations (2) – (4) bars are omitted. 
The system of governing PDEs supplemented by boundary and initial conditions is reduced to 
the counterpart dimensionless form using the following variables: 
𝑤 =
𝑤
2ℎ
, 𝑎 =
𝑢𝑎
(2ℎ)2
, 𝑥 =
𝑥
𝑎
, 𝜆 =
𝑎
2ℎ
, 𝑞 = 𝑞
𝑎4
(2ℎ)4𝐸
 ,     (5)  
 𝑡 =
𝑡
𝜏
, 𝜏 =
𝑎
𝑐
, 𝑐 = √
𝐸𝑔
𝛾
, 𝜀1 = 𝜀1
𝑎
𝑐
, 𝛾𝑥 =
𝛾𝑥𝑎
2ℎ
, 
where: E – is the Young’s modulus; 𝑔 – is the gravity of Earth; 𝛾 − is the specific gravity of the 
beam material, 2h - is the height, a - is the length of beams, respectively. 
The beam 1 is subjected to the uniformly distributed transverse harmonic excitation of the 
following form: 
𝑞 = 𝑞0sin (𝜔𝑝𝑡),        (6) 
where 𝑞0 stands for the amplitude and 𝜔𝑝 for the frequency of excitation. 
The obtained system of non-linear PDEs (2) – (4) is reduced to ODEs using the FDM (Finite 
Difference Method) with the approximation 𝑂(𝑐2), where c – is a step regarding the spatial 
coordinate. The Cauchy problem is solved using the Runge-Kutta methods in time. 
On the basis of the described algorithms, the program package has been developed, which allows 
one to solve the given problem with respect to the control parameters {𝑞0, 𝜔𝑝}. The main attention has 
been paid to control and avoid the occurrence of penetration of the structural elements. As it has been 
already pointed out, the studied problems are strongly non-linear, and hence an important question 
regarding reliability of the obtained results arises. The analysis of the results was carried out using 
signals, Fourier power spectra, Poincaré pseudo-mappings, phase 2D and 3D portraits, wavelet 
spectra based on the Gauss 32 mother wavelet. The beam 1 is subjected to the uniformly distributed 
transverse harmonic excitation (6). Where 𝑞0 = 5000,  𝜔𝑝 = 5.1. The beam clearance equals        
ℎ𝑘 = 0.1. 
4. Numerical results 
4.1. Task 1. Both beams of the packet are described by the kinematic hypothesis of the 
first approximation 
We must add boundary and initial conditions to the system of differential equations (4). 
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Boundary conditions for case when both ends of the beams are rigidly clamped: 
𝑤𝑖(0, 𝑡) = 𝑤𝑖(1, 𝑡) = 𝑢𝑖(0, 𝑡) = 𝑢𝑖(1, 𝑡) =
𝜕𝑤𝑖(0,𝑡)
𝜕𝑥
=
𝜕𝑤𝑖(1,𝑡)
𝜕𝑥
= 0, 𝑖 = 1, 2.   (7) 
Initial conditions: 
𝑤𝑖(𝑥)|𝑡=0 = 0, 𝑢𝑖(𝑥)|𝑡=0 = 0,
𝜕𝑤𝑖(𝑥)
𝜕𝑡 |𝑡=0
= 0,
𝜕𝑢𝑖(𝑥)
𝜕𝑡 |𝑡=0
= 0, 𝑖 = 1,2.    (8) 
A preliminary study was made of the convergence of the FDM.  
We are compared the signals, the Fourier power spectra, the Poincaré pseudo-map, the Gauss 32 
wavelet spectra, phase portraits (2D and 3D) for different values of integration intervals n=40; 80, 
120; 160. It was found that complete coincidence of signals for both beams occurs when n=160. The 
results were obtained using the 8th order Runge-Kutta method in the modification of Prince-
Dormand. 
It should be emphasized, that earlier in [19] the convergence of the results for the chaotic state of 
the system was determined from the convergence of the Fourier power spectra, and convergence with 
respect to the signal was not required. After obtaining the convergence of the solution by the FDM, 
was made a comparison of solutions obtained by various methods of Runge-Kutta type. The results 
are completely the same for the Runge-Kutts of all orders. 
The values of the highest Lyapunov exponent, calculated by the methods of Wolff, Rosenstein, 
and Kants, are compared depending on n. The obtained values result from the computation using the 
8th-order Runge-Kutta method. It should be emphasized that different methods of computation of the 
Lyapunov exponent are needed to obtain reliable/true value and, consequently, reliable estimation of 
chaos. When using the FDM, for the number of beams partitions n=40, 80, 120; 160 for any 
mentioned method, the Lyapunov exponents coincide with an accuracy up to the third decimal digit. 
Furthermore, all of the largest Lyapunov exponents (LLEs) are positive. In what follows we define 
how the LLEs depend on the method employed for solution of the Cauchy problem. For this purpose, 
we have computed the Lyapunov exponents using the Wolf, Kantz and Rosenstein algorithms for 
n=160. On the contrary to the dynamic characteristics, we have not observed full coincidence of the 
results. However, the difference between the minimum and the maximum of the exponents computed 
for different Runge-Kutta methods using the Wolf algorithm for the beam 1 is about 0.07, whereas the 
same done by the Rosenstein and Kantz methods yields the difference of 0.008. Convergence up to 
the second decimal digit has been observed for each of the computational methods of the LEs 
computation. It should be noted that all values of the LLE, independently of the employed method of 
the solution of the Cauchy problem, the beam partition number, and the employed LLE method, are 
positive. 
Based on the analysis of dynamic indicators and the values of LLEs, it can be concluded that the 
oscillations of the investigated beam structure are chaotic and the revealed chaos is true. 
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4.2. Task 2. Both beams of the packet are described by the kinematic hypothesis of the 
second approximation 
Let us consider the case when both beams are described by a second-approximation model (the 
Timoshenko model). We must add boundary (9) and initial (10) conditions to the system of 
differential equations (3). Both ends of the beams are rigidly clamped: 
𝑤𝑖(0, 𝑡) = 𝑤𝑖(1, 𝑡) = 𝑢𝑖(0, 𝑡) = 𝑢𝑖(1, 𝑡) = 𝛾𝑥𝑖(0, 𝑡) = 𝛾𝑥𝑖(1, 𝑡) = 0, 𝑖 = 1, 2.  (9) 
Initial conditions: 
𝑤𝑖(𝑥)|𝑡=0 = 0, 𝑢𝑖(𝑥)|𝑡=0 = 0, 𝑢𝑖(𝑥)|𝑡=0 = 0,
𝜕𝑤𝑖(𝑥)
𝜕𝑡 |𝑡=0
= 0,                 (10) 
𝜕𝑢𝑖(𝑥)
𝜕𝑡 |𝑡=0
= 0,
𝜕𝛾𝑥𝑖(𝑥)
𝜕𝑡 |𝑡=0
= 0, 𝑖 = 1,2. 
Here the bars under the dimensionless parameters are omitted for simplicity. 
A preliminary study was made of the convergence of the FDM depending on the 𝑛 =
40; 80; 120; 240;  360; 400. 
For n = 40; 80; 120 the deflection is very different from the deflection counted with a large n. 
Starting with n = 240, deflections for the first beam coincide. For the second beam, the convergence 
by the number of divisions of the segment is much worse and begins with n = 360. The error between 
the signals calculated at n = 360 and n = 400 is 3%, but the signals coincide in shape over the entire 
time interval. The results were obtained using the 8th order Runge-Kutta method in the modification 
of Prince-Dormand. 
The difference in signals does not exceed 2% for beam 2 for different methods of the Runge-
Kutta class at the central point of the beams, at the same time. The greatest difference is between the 
methods of the second and eighth order. 
In addition to the convergence of the signals in the center of the beams, let us check the 
convergence of the solution along the length of the beam. For this purpose, the plots of the deflection 
of beams were compared at the same instant of time t=500 at n=40; 80; 120; 240; 360; 400. It was 
revealed that the shape of the median line deflection along the length of the beam completely 
coincides for beam 1 at n = 240; 360; 400, and for beam 2 with n = 360; 400. 
To make a decision on the reliability of the obtained results and the validity of chaotic 
oscillations, it is necessary to achieve convergence in the spectra of beam power, wavelet spectra, 2D 
and 3D phase portraits, and the Poincaré section. All the dynamic indices coincided for both beams at 
n = 400. 
Based on the above analysis, we will take it for further research, which will ensure the maximum 
convergence of the results of beam 1 and beam 2. To solve the Cauchy problem, it is necessary to use 
the Runge-Kutta methods of the 8th order. 
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Based on the above analysis, we will take n=400 for further research, which will ensure the 
maximum convergence of the results of beam 1 and beam 2. To solve the Cauchy problem, it is 
necessary to use the 8th order Runge-Kutta methods. Let us investigate the convergence of the values 
of the LLEs, calculated by three different methods-Wolff, Kantz, and Rosenstein. In Table 1 we give 
the values of the LLEs for different n and for different methods for solving the Cauchy problem. 
 
Table 1. The LLEs calculated for signals obtained in solving the Cauchy problem by various methods 
of Runge-Kutta type with n=400. 
The Runge-
Kutta 
methods 
Beam 1 Beam 2 
Wolff Rosenstein Kantz Wolff Rosenstein Kantz 
Rk8pd 0,01658 0,05646 0,02191 0,02835 0,04617 0,02363 
Rkck 0,01399 0,05528 0,04583 0,02837 0,04583 0,02156 
Rkf45 0,01556 0,05035 0,02300 0,02835 0,04321 0,02128 
Rk4imp 0,01468 0,04298 0,01922 0,02832 0,03887 0,02051 
Rk4 0,01414 0,04228 0,01952 0,02827 0,03911 0,01812 
Rk2imp 0,01464 0,03492 0,01520 0,02828 0,03428 0,01752 
 
The LLEs for the first beam are the closest ones by the Rosenstein method, and for the second 
beam - according to Wolf's method. The convergence of the LE as a function of n is good in the 
framework of one method. Up to the second decimal place, the values obtained by the Rosenstein 
method at n = 400 and 360 for the beam 1 are the same. For beam 2, the values of the Lyapunov 
exponent obtained by the Rosenstein method differ by one-hundredth for the same n. The Kantz 
method also gives convergence to the second decimal point at n = 400; 360. 
In all the cases, the sign of the LLEs is positive, which indicates that the vibrations of beam 
structure is chaotic.  
4.3. Task 3. Both beams of the packet are described by the kinematic hypothesis of the 
third approximation 
We must add boundary (11) and initial (12) conditions to the system of differential equations (2). 
Both ends of the beams are rigidly clamped: 
𝑤𝑖(0, 𝑡) = 𝑤𝑖(1, 𝑡) = 𝑢𝑖(0, 𝑡) = 𝑢𝑖(1, 𝑡) = 𝛾𝑥𝑖(0, 𝑡) = 𝛾𝑥𝑖(1, 𝑡) = 0,  
𝜕𝑤𝑖(0,𝑡)
𝜕𝑡
=
𝜕𝑤𝑖(1,𝑡)
𝜕𝑡
= 0; 
𝜕𝑢𝑖(0,𝑡)
𝜕𝑡
=
𝜕𝑢𝑖(1,𝑡)
𝜕𝑡
= 0;                   (11) 
16
5
𝜕2𝛾𝑥𝑖(0, 𝑡)
𝜕𝑥2
−
𝜕3𝑤𝑖(0, 𝑡)
𝜕𝑥2
= 0; 
16
5
𝜕2𝛾𝑥𝑖(1, 𝑡)
𝜕𝑥2
−
𝜕3𝑤𝑖(1, 𝑡)
𝜕𝑥2
= 0; 
136
315
𝜕𝛾𝑥𝑖(0,𝑡)
𝜕𝑥
− 0.038
𝜕2𝑤𝑖(0,𝑡)
𝜕𝑥2
= 0; 
136
315
𝜕𝛾𝑥𝑖(1,𝑡)
𝜕𝑥
− 0.038
𝜕2𝑤𝑖(1,𝑡)
𝜕𝑥2
= 0, i=1, 2. 
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Initial conditions: 
𝑤𝑖(𝑥)|𝑡=0 = 0, 𝑢𝑖(𝑥)|𝑡=0 = 0, 𝑢𝑖(𝑥)|𝑡=0 = 0,                    (12) 
𝜕𝑤𝑖(𝑥)
𝜕𝑡 |𝑡=0
= 0,
𝜕𝑢𝑖(𝑥)
𝜕𝑡 |𝑡=0
= 0,
𝜕𝛾𝑥𝑖(𝑥)
𝜕𝑡 |𝑡=0
= 0, 𝑖 = 1,2. 
Analogously to the problems described above, the convergence of the results is investigated 
depending on the number of intervals for the partition of the beam n = 40; 80; 120; 240; 360; 400; 
440 and on the method for solving the Cauchy problem. The conclusion about the convergence of the 
results was made on the basis of the analysis of signals, power spectra, Poincaré pseudo-mappings, 
phase portraits. 
It was found that the coincidence of signals for beam 1 occurs at n = 360, for beam 2 at n = 400. 
The convergence for different methods of the Runge-Kutta class for the beam 1 is complete, and for 
beam 2 there are differences between the methods of the 2nd and 4th order from the 8th order 
method. 
Thus, to solve the problem of the contact interaction of two beams described by the kinematic 
hypothesis of the third approximation, when using the FDM of the second order, the required number 
of partitions along the spatial coordinate must not be less than 400. As the method for solving the 
Cauchy problem, the Runge-Kutta method 8-th order in the Prince Dormand modification. For each 
considered problem, the values of the LLEs were calculated from three different algorithms. All the 
LLEs are positive, which allows us to speak of the truth of the chaotic oscillations of the studied beam 
structure. 
5. Comparative analysis of the tasks 1-3 
In Table 2 we give the main dynamic indicators for each of the described problems. The results 
obtained by the 8th order Runge-Kutta method in Prince-Dormand modification are presented. 
For task 1, the vibrations of the beams are three-frequency, and the frequencies are linearly 
dependent on the frequencies 𝜔𝑝 = 5.1. The phase portraits and pseudo-Poincare mappings for beams 
1 and 2 have significant differences between themselves. For task 2, the Fourier power spectrum of 
beam 1 has four frequencies with a slight noisy at low frequencies. For the same problem, the power 
spectrum of beam 2 reflects a greater number of noise frequencies, but the fundamental frequencies 
are the same as for beam 1. All frequencies are linearly dependent. The greatest number and 
amplitude of noise frequencies is observed in the case of problem 3. In contrast to problems 1 and 2, 
on the power spectra of both beams there is the frequency of the first bifurcation 𝜔𝑝/2. The 
remaining dynamic characteristics are well correlated with the Fourier power spectra. 
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Table 2. Dynamic characteristics of beams vibrations. 
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6. Conclusions 
The continuous mechanical system cannot be truncated to the system with a finite number of degrees 
of freedom, but the problem is, indeed, of an infinite dimension. 
We have detected, the occurrence of the phase synchronization of beams vibrations for the 
investigated system, among others. In addition, all frequencies exhibited by beam vibrations are in 
resonance relation with the excitation frequency. 
Regardless of the methods for solving the problem and the hypotheses used at the modeling 
stage, it can be concluded that the vibrations of the two-layer beam structure are chaotic. The 
magnitude of the amplitude of the beam vibrations for all problems are of the same order. 
It was found that with an increase in the number of partitions, the beam vibrations are 
regularized. 
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Dynamics of the size-dependent flexible beams 
embedded into temperature field  
 
Anton V. Krysko, Jan Awrejcewicz, Ilya Kutepov, Vadim A. Krysko 
 
Abstract: The paper studies nonlinear dynamics of Bernoulli-Euler flexible curved 
beams in the stationary temperature field. The geometric nonlinearity was introduced 
according to Kármán's model. The effect of the temperature field is taken into account 
according to the Duhamel-Neumann theory, and no restrictions are imposed on the 
distribution of the temperature field over the beam thickness. The equations of motion 
of Bernoulli-Euler flexible beams are obtained from the Ostrogradskii-Hamilton 
principle taking into account the bending theory of elasticity. The resulting system of 
partial differential equations, written in terms of displacements, is reduced to the 
Cauchy problem by the method of finite differences of the second order of accuracy, 
which is solved by the fourth-order Runge-Kutta method. The temperature field is 
determined from the solution of the heat equation by the finite difference method. 
Reliability of the obtained results of the solution is based on the Runge principle. The 
study is dealing with the reliable determination of the system oscillation mode using a 
variety of signal analysis methods, such as the Fourier power spectrum, wavelet 
analysis, phase portrait analysis, Poincaré sections. Determination of a complex mode 
of the system oscillation does not allow to reliably determine the chaotic mode. To do 
this, the sign of the highest Lyapunov exponent is determined, and the spectrum of 
Lyapunov exponents was used to determine the degree of the state of chaos. In order 
to study the reliability of the obtained sign of the Lyapunov exponent, it was 
determined by several methods: Wolf, Rosenstein, Kantz, and a neural network 
method modification. As a result of the study of nonlinear dynamics of size- 
dependent flexible beams under the effect of the temperature field, depending on the 
control parameters, we have obtained reliable information on the system oscillation 
mode. This will prevent cases when chaotic oscillations may arise leading to the 
failure of MEMS operation.  
1. Introduction 
Nonlinear phenomena can be studied in the behavior of micro- and nano-mechanical devices. In 
recent years, more and more studies have been devoted to this topic [1-10]. As one of the first studies, 
Wang et al. has provided a theoretical analysis and experimental results on the dynamic behavior of 
the bistable resonator of the microelectromechanical system (MEMS) and has shown the existence of 
a strange attractor and chaos [11]. Later, De Martini [12], Haghigh, Markazi [13], Aghababa [14] 
used the version of the Mathieu equation for modeling the regulating equation of MEMS motion and 
used Melnikov's method, which describes the region of the parameter space where chaos exists. They 
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also used experimental results and showed chaotic behavior in MEMS. However, the influence of the 
temperature effect on the operation of MEMS devices is not considered in [11-14]. An important 
issue is the study of chaos and stability of the system, when studying nonlinear dynamics of 
mechanical structures [15]. One-dimensional mathematical models of beams, panels of infinite length 
and shells are constructed in the paper, taking into account the geometric, physical, constructive 
kinematic nonlinearity and various combinations of these nonlinearities. Many problems were solved 
by various methods, i.e. the finite differences, Bubnov-Galerkin, Rayleigh-Ritz. The existence of a 
certain universality of the turbulence transition in the spatial problems of the theory of one-
dimensional mechanical structures is shown by analogy with the phenomenon of the universality of 
the chaos emergence in simple systems. However, the monograph [15] did not consider possible 
accounting of size-dependent parameters, temperature fields and vibrations. Papers [16-20] deal with 
the application of the finite element method (FEM), the finite difference method (FDM) to the 
problems of vibrational gyroscope modeling. 
As a rule, nonlinear dynamics typically is aimed on an investigation of a mechanical system with 
one degree of freedom, which leads to the study of the Duffing-type equation, but does not accurately 
describe the occurring nonlinear processes. In this paper, a distributed system is considered as a 
system with an infinite number of degrees of freedom, which most accurately describes the real 
structure. According to the definition of chaos given by Gulick, chaos essentially depends on the 
initial conditions and the sign of the spectrum of the Lyapunov exponents. These initial conditions 
also include the temperature effect, which leads the system to a fundamentally new nature of 
oscillations, especially at the nano-level. The review [21] considers many papers devoted to small-
scale models, however, the issue of studying chaotic dynamics and stability of curved MMS beam 
elements under the effect of the external load and the temperature field was not considered. 
The issue of identifying "true" chaos is extremely important in such problems. This paper is 
dealing with this issue. 
2. Hypotheses 
The beam (Figure 1) is a curved body of length L, height h, the beam cross-section is rectangular with 
a width b, area A, the midline curvature 𝑘𝑥 = 1 𝑅𝑥⁄ . A beam with boundary Г occupies the region 
Ω = {0 < 𝑥 < 𝐿; −ℎ 2⁄ < 𝑧 < ℎ 2⁄ }. 
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 Figure 1.   The beam schematic 
A mathematical model of the beam is based on the following hypotheses:  
 any cross-section normal to the midline before deformation remains a straight line and 
normal to the midline after deformation, and at the same time the section height does 
not change; 
 the nonlinear relationship between deformations and displacements in the Kármán’s 
form is taken into account; 
 the flatness condition is taken due to V.Z. Vlasov [22]; 
 the beam material is elastic, isotropic and is subject to the Duhamel-Neumann law; 
 the thermal conductivity coefficient does not depend on temperature; 
 physical properties of the material do not depend on temperature; 
 no restrictions are imposed on the distribution of the temperature field over the beam 
thickness. 
Equations of the beam motion, boundary and initial conditions are obtained from the 
Ostrogradskii-Hamilton energy principle. According to this principle, neighborhood motions are 
compared that lead the system of material points from the initial position at time 𝑡0 to the final 
position at time 𝑡1. The following condition satisfied be met for true motions 
∫ (𝛿𝐾 − 𝛿П + 𝛿𝑊)
𝑡1
𝑡0
𝑑𝑡 = 0,  (1) 
where: 𝐾 − the kinetic energy of the system; П − the potential energy; 𝑊− the sum of elementary 
works of external forces. 
For an isotropic homogeneous material, stresses caused by the kinematic parameters included in 
the strain energy density equation, are determined by the following state equations: 
𝜎𝑖𝑗 = 𝜆𝜀𝑖𝑗𝛿𝑖𝑗 + 2𝜇𝜀𝑖𝑗 , 𝑚𝑖𝑗 = 2𝜇𝑙
2𝜒𝑖𝑗 , (2) 
where 𝛿𝑖𝑗 – the Kronecker delta, 𝜎𝑖𝑗, 𝜀𝑖𝑗, 𝑚𝑖𝑗 and 𝜒𝑖𝑗 are the components of the classical stress tensor 
𝜎, the strain tensor 𝜀, the deviator part of the symmetric momentum tensor of the higher order 𝑚 and 
the symmetric part of the curvature tensor 𝜒, respectively; 𝜆 =
𝐸𝜈
(1+𝜈)(1−2𝜈)
, 𝜇 =
𝐸
2(1+𝜈)
 - the Lamè 
parameters; 𝜈 – the Poisson's ratio; 𝑙 – the independent material length parameter.  
311
After the known conversions, we obtain the resulting equations of motion: 
{
 
 
 
 
𝜕2𝑢
𝜕𝑥2
− 𝑘𝑥
𝜕𝑤
𝜕𝑥
+ 𝐿3(𝑤,𝑤) −
𝜕𝑁𝑡
𝜕𝑥
−
𝜕2𝑢
𝜕𝑡2
= 0
1
𝜆2
{(−
1
12
+
𝑙2
4
)
𝜕4𝑤
𝜕𝑥4
+ 𝑘𝑥 [
𝜕𝑢
𝜕𝑥
− 𝑘𝑥𝑤 −
1
2
(
𝜕𝑤
𝜕𝑥
)
2
− 𝑤
𝜕2𝑤
𝜕𝑥2
] + 𝐿1(𝑢, 𝑤) + 𝐿2(𝑤,𝑤)} −
−
𝜕2𝑀𝑡
𝜕𝑥2
− 𝑘𝑥𝑁𝑡 −
𝜕
𝜕𝑥
{𝑁𝑡
𝜕𝑤
𝜕𝑥
} + 𝑞 −
𝜕2𝑤
𝜕𝑡2
− 𝜀
𝜕𝑤
𝜕𝑡
= 0,
 (3) 
where 𝐿1(𝑢, 𝑤) =
𝜕2𝑢
𝜕𝑥2
𝜕𝑤
𝜕𝑥
+
𝜕𝑢
𝜕𝑥
𝜕2𝑤
𝜕𝑥2
; 𝐿2(𝑤,𝑤) =
3
2
(
𝜕𝑤
𝜕𝑥
)
2 𝜕2𝑤
𝜕𝑥2
; 𝐿3(𝑤,𝑤) =
𝜕𝑤
𝜕𝑥
𝜕2𝑤
𝜕𝑥2
; − the nonlinear 
operators; 𝑤(𝑥, 𝑡) – deflection of the element; 𝜖 – the dissipation coefficient; ℎ - the beam height; 𝐿 – 
the beam length; 𝑢(𝑥, 𝑡) – displacement of the element in the longitudinal direction; 𝑀𝑥
𝑇 – the bending 
moment depending on the temperature; 𝑁𝑥
𝑇 – longitudinal force depending on the temperature; 𝑡 – 
time; 𝜗 – bulk weight of the material ; 𝑔 – the acceleration due to gravity; 𝜌 – density; 𝑞 – external 
load. In the special case, in the absence of the temperature and taking 𝑘𝑥 = 0, equation (3) coincides 
with equations obtained in [23].  
Dimensionless parameters were introduced for the system of equations (3): 
?̅?=
𝑤
ℎ
,  ?̅?=
𝑢𝐿
ℎ2
,  ?̅?=
𝑥
𝐿
,   ?̅?=
𝑧
ℎ
,    ?̅?=𝑞
𝐿4
ℎ4𝐸
,   𝑐=√
𝐸𝑔
𝜌
,   ?̅?=
𝜀𝐿
𝑐
,   𝑡̅=
𝑡
𝜏
,   𝜏=
𝐿
𝑐
,   𝜆=
𝐿
ℎ
,
𝛾=
𝑙
ℎ
,   𝑘𝑥̅̅̅̅ =
𝑘𝑥𝐿
2
ℎ
,   𝑁𝑥
𝑇̅̅ ̅̅ =
𝑁𝑥
𝑇𝐿2
𝐸ℎ3
,   𝑀𝑥
𝑇̅̅ ̅̅̅=
𝑀𝑥
𝑇
𝐸ℎ2
,   ?̅?=𝛼𝑇.
 (4) 
In case when the external transverse load is dynamic, the expression for 𝑞 will be as follows 𝑞 =
𝑞0 sin(𝜔𝑝𝑡), where 𝑞0 – the static load, 𝜔𝑝 – the frequency. 
The temperature moments and forces 𝑀𝑥
𝑇 𝑎𝑛𝑑 𝑁𝑥
𝑇 in the system of equations of the beam motion 
(3), are determined from the following relations: 
𝑁𝑥
𝑇 = ∫ 𝑇(𝑥, 𝑧)𝑑𝑧
1/2
−1/2
;  𝑀𝑥
𝑇 = ∫ 𝑇(𝑥, 𝑧)𝑧𝑑𝑧
1/2
−1/2
. (5) 
As noted above, there are no restrictions on the distribution of the temperature field, and the 
temperature fields are determined by solving the heat conductivity problem: 
∇2𝑇(𝑥, 𝑧) =
𝜕2𝑇(𝑥,𝑧)
𝜕𝑥2
+ 𝜆2
𝜕2𝑇(𝑥,𝑧)
𝜕𝑧2
= 0, (6) 
with boundary conditions of the first kind: 
𝑇(𝑥, 𝑧)|Г = 𝑔1(𝑥, 𝑧), (7) 
or conditions of the second kind: 
𝜕𝑇(𝑥,𝑧)
𝜕𝑛
|
Г
= 𝑔2(𝑥, 𝑧), (8) 
where 
𝜕
𝜕𝑛
 – the differentiation along the external normal to boundary Г of the beam. 
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One of the boundary conditions must be attached to the system of equations (3), corresponding to 
the method of the beam end fixing, considered in this paper: 
𝑤(0, 𝑡) = 𝑢(0, 𝑡) = 𝑤′𝑥(0, 𝑡) = 0;  𝑤(1, 𝑡) = 𝑢(1, 𝑡) = 𝑤′𝑥(1, 𝑡) = 0, (9) 
or 
𝑤(0, 𝑡) = 𝑢(0, 𝑡) = 𝑀𝑥(0, 𝑡) = 0;  𝑤(1, 𝑡) = 𝑢(1, 𝑡) = 𝑀𝑥(1, 𝑡) = 0, (10) 
and the initial conditions: 
𝑤(𝑥, 0) = 𝑓1(𝑥); ?̇?(𝑥, 0) = 𝑓2(𝑥);  𝑢(𝑥, 0) = 𝑓3(𝑥); ?̇?(𝑥, 0) = 𝑓4(𝑥). (11) 
A combination of the temperature conditions (7)-(8) at the boundaries of beam Г allows 
considering various cases of the temperature effect. In this paper, we simulate the first-type 
temperature field given by the boundary conditions shown in Table 1 with a graphic interpretation of 
the temperature field as well. The intensity of the given temperature effect 𝑇 varies in the range of 
0 ≤ 𝑇 ≤ 100°𝐶. Hereinafter, temperature 𝑇 is given in dimensional form for steel. The physical 
characteristics of the material do not change in the studied temperature range. We have adopted the 
following values for transition to the dimensional temperature values in the main equations: 𝐸 =
2,06 × 105 mPa, 𝛼 = 12,5 × 10−6 1/deg, while temperature 𝑇 = ∆𝑇 + 𝑇0, where 𝑇0 = 22℃, and ∆𝑇 
is the increment 𝑇(𝑥, 𝑧), determined from the heat conductivity equation (6). 
 
Table 1. Boundary conditions of the heat conductivity equation 
Type 
No. 
Boundary condition 
Beam sketch in the 
temperature field 
𝑇(𝑥, 𝑧) = 𝑔1(𝑥, 𝑧) 𝑧 = −1/2 0 < 𝑥 < 1 
𝑇(𝑥, 𝑧) = 0 𝑧 = 1/2 0 < 𝑥 < 1 
𝑇(𝑥, 𝑧) = 0 𝑥 = 1 −1/2 < 𝑧 < 1/2 
𝑇(𝑥, 𝑧) = 0 𝑥 = 0 −1/2 < 𝑧 < 1/2 
3. Algorithm 
The finite difference method (FDM) was used when solving the resulting system of equations (3), as 
the most effective, relying on earlier studies [24]. For this purpose, a uniform grid with the number of 
nodes n was superimposed on the beam area. Partial derivatives by spatial coordinates were 
substituted by central finite-difference approximations. After the introduced substitution, the system 
of equations (3) is transformed to a system of ordinary differential equations: 
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{
 
 
 
 
?̈? = −𝛬𝑥(𝑤)𝑖𝛬𝑥2(𝑤)𝑖 − 𝛬𝑥(𝑁𝑇)𝑖 ,
?̈? + 𝜖?̇? =
1
𝜆2
{(−
1
12
+
𝑙2
4
) 𝛬𝑥4(𝑤)𝑖 + 𝑘𝑥 [𝛬𝑥(𝑢)𝑖 − 𝑘𝑥𝑤𝑖 −
1
2
(𝛬𝑥(𝑤)𝑖)
2 −
−𝑤𝑖𝛬𝑥2(𝑤)𝑖] + 𝛬𝑥2(𝑢)𝑖𝛬𝑥(𝑤)𝑖 + 𝛬𝑥(𝑢)𝑖𝛬𝑥2(𝑤)𝑖 +
+
3
2
(𝛬𝑥(𝑤)𝑖)
2𝛬𝑥2(𝑤)𝑖}−𝛬𝑥2(𝑀𝑇)𝑖 − 𝛬𝑥(𝑁𝑇)𝑖𝛬𝑥2(𝑤)𝑖 + 𝑞.
 (12) 
The difference approximation is also applied to the boundary (9-10) and initial conditions (11). 
By the method of substitution of variables, system (15) is reduced to the Cauchy problem with respect 
to the evolutionary variable, solved by the fourth-order Runge-Kutta method. The obtained solution 
was also compared with the results obtained using the sixth-order Runge-Kutta method. It is 
established that the results coincide; however, less time is required for the fourth-order Runge-Kutta 
method calculations, so it was preferable [25]. 
Partition 10×80 is optimal for the heat conductivity equation. In addition, the numerical solution 
was compared with the analytical solution obtained by Carslaw and Jaeger in [26] for boundary 
conditions of the first kind. The order of values obtained as a result of the calculation specified in 
advance, was used as the optimality criterion. Values of 𝑀𝑥
𝑇  and 𝑁𝑥
𝑇 were calculated with equations 
(5) by the Simpson method. 
Assumptions were made when solving the problem that correspond to elimination of the 
conjugation points and increase in the number of grid nodes. At that, both the increase in the total 
number of nodes of the regular grid, and concentration of nodes near the conjugation points for the 
irregular grid is possible. The matching conditions at changing boundary conditions for the heat 
conductivity equation considered in [27] are applied. 
4. Numerical experiment 
In order to study nonlinear dynamics of the beam, the maximum deflection curves (Fig. 2) were 
obtained in the beam center 𝑤(0.5, 𝑡) at time 𝑡 → ∞, as the dissipation coefficient is assumed to be 
𝜀 = 1. The following parameters were assumed as the system parameters: frequency 𝜔𝑝 = 5, 
curvature 𝑘𝑥 = 12, intensity of the temperature effect 𝑔1(𝑥, 𝑧) = 50, boundary conditions (9), initial 
conditions (11). 
It follows from the curve that the curved beam, due to the temperature effect, acquires a negative 
deflection at 𝑞0 = 0. Further, as the load increases, the beam becomes unstable. The loss of stability 
is accompanied by a sharp increase in deflection 𝑤(0.5, 𝑡) with a small change in the external load 𝑞0 
(the Volmir criterion). Two types of the loss of stability were identified: hard for 𝛾 = 0 and 𝛾 = 0.3 
at 𝑞0 = 1,6 × 10
4 and soft – for 𝛾 = 0.5 at 𝑞0 = 3,8 × 10
4. A nonlinear dynamical formulation of 
the problem made it possible to identify the state of the system at 𝛾 = 0.3, when deflection 𝑤(0.5, 𝑡) 
decreases as load 𝑞0 increases. 
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 Figure 2.   Deflection diagram 
The state of the system at the points corresponding to the subcritical – A, the supercritical – B, 
and the new state C was considered. The following was built for the system state analysis: (Table 2, 
left to right, top to bottom): a signal, a Fourier power spectrum, a Poincare section, a deflection 
diagram, a phase portrait and a Morlet wavelet. At 𝑞0 = 10 × 10
3 (A), the signal is harmonic, there is 
a single frequency 𝜔𝑝 = 5 in the Fourier power spectrum, there is a single point in the Poincare 
section, the deflection curve is smooth, which corresponds to a small amplitude of oscillations, a 
single trajectory is shown in the phase portrait, the wavelet corresponds to the Fourier power 
spectrum. All analysis methods indicate the harmonic mode of the system oscillations and correspond 
to the stable state of the system. 
At 𝑞0 = 52 × 10
3 (B), the signal has an upper and lower envelope, many frequencies are 
distinguished in the Fourier power spectrum, an attractor is formed in the Poincare section, 
longitudinal and transverse waves can be seen in the deflection diagram, which indicates an irregular 
mode of the system oscillations, a lot of close trajectories of a complex shape are in the phase portrait, 
the wavelet indicates the presence of oscillations at frequencies near 𝜔𝑝 = 5 and 𝜔 = 1, but of less 
power. Thus, it can be asserted that the system is in an unstable state under multifrequency 
oscillations. Determination of a complex mode of the system oscillations does not allow reliably 
determining the chaotic mode. 
At 𝑞0 = 56 × 10
3 (C), the signal curve shows that another oscillation with the same frequency is 
present within the oscillation, so there is only one frequency in the Fourier power spectrum, and one 
point in the Poincare section. The deflection diagram and the trajectory of the beam midpoint in the 
phase space are of a complex nature, which does not allow unambiguously telling of the state 
observed in the system. 
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Table 2. Analysis of the oscillation mode 
𝑞
0
=
1
0
×
1
0
3
 (
A
) 
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The Lyapunov criterion was used for the additional system state analysis (Table 3). Using the 
general formulation of the system motion stability problem according to Lyapunov, the system state is 
considered stable if the higher Lyapunov exponent (Le) is negative and unstable at a positive value. 
 
Table 3. Lyapunov exponents 
Load 𝑞0 
Algorithm 
NN 
1 2 3 4 
1 × 103 
(A) 
-0,00576 -0,00059 -0,00946 -0.00268 -0.42932 -0.42932 -1.89006 
52 × 103 
(B) 
0,00439 0,01451 0,00281 0.00488 -0.38972 -0.38972 -0.57019 
56 × 103 
(C) 
0,00498 -0,00637 -0,00034 -0.00202 -0.39048 -0.42250 -0.42250 
 
The sign of the higher Lyapunov exponent was determined by the modified method of neural 
networks (NN) [28]. All four Lyapunov exponents have a negative value for point 𝑞0 = 10 × 10
3 (A) 
and 𝑞0 = 56 × 10
3 (C), which indicates a stable system state. At 𝑞0 = 52 × 10
3 (B), the highest 
exponent has a positive sign. 
To verify reliability of the highest Lyapunov exponent sign determination, the exponents were 
determined acc. to the algorithms of Wolf [29], Rosenstein [30] and Kantz [31], which gave similar 
results. 
5. Conclusions 
1. Dynamics of size-dependent beams in the temperature field was studied. 
2. It was established that the value of the scale parameter affects the type of beam stability loss 
in the temperature field. 
3. A reliable assessment of the system state requires the introduction of an additional method, 
such as the Lyapunov exponent analysis. 
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Influence of the fixation region of a hip stem on the 
behaviour of the “bone–implant” system 
 
Ievgen Levadnyi, Dariusz Grzelczyk, Jan Awrejcewicz, Oleg Loskutov 
 
Abstract: In this paper, the stress state of the femoral bone and stem prosthesis is studied 
using the finite element method, and considering different types of prosthesis fixation 
in the medullary canal of the femur under action of functional loads. To obtain reliable 
results of the performed finite element analysis, model generation of both the femur and 
the endoprosthesis of real size and shape, physico–mechanical properties of the material 
and the values of the functional load, is employed. The finite element analysis of the 
stress-strain state shows that for diaphyseal fixation the area of contact between the 
surface of the stem and the bone is too small. As a result, this type of fixation causes 
large stresses in the stem what further leads to fatigue fracture of the implant. In the 
case of diaphyseal fixation type, stress concentration arises in the distal femur and leads 
to a risk of stress–shielding effect or bone fracture. An increase in the area of contact 
between the implant and the bone raises the stiffness of the "bone–implant" system, and 
the values of tensile and compressive stresses in the implant are reduced. For 
metaphyseal fixation, stress is evenly distributed in bone and no excessive 
concentrations are observed. In this case, values of stresses in implants do not exceed 
the endurance limit of the metal of which the implants are made, what ensures a margin 
of safety. Finally, the presented numerical method can be used to consider the influence 
of structural changes and clinical technique of installing endoprostheses in the femoral 
canal on the durability of implants. 
 
1. Introduction 
Total hip replacement (THR) is now one of the most effective methods of treatment for patients 
with severe diseases of the hip joint [1]. It restoring hip function and relieving patients of pain by 
replacing pathological hip joints with artificial ones. There are about 500,000 THR surgeries in Europe 
each year, with growing numbers throughout the world [2]. However, despite the wide range of designs 
in hip arthroplasty, major problems are associated with instability and loosening of the endoprosthesis 
and development of proximal femur stress–shielding syndrome [3-4]. The fixation may be unstable and 
leads to loosening of the implant when the relative micromotion between stem and bone interfaces 
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exceed threshold value. A magnitude of micromotion under 50 μm can be defined for bone ingrowth, 
from 50 μm to 150 μm as probable bone ingrowth, and larger than 150 μm leads to formation of fibrous 
tissue that can prevent bone ingrowth [5-6]. At the same time, if in certain areas of the implant the 
functional load causes stress which exceeds fatigue limit then destruction occurs [7]. Also after the 
installation, the implant may greatly influence the transmission of the load to the host tissue, what can 
cause proximal stress-shielding due lack of load or cortical hypertrophy in distal part, due overload, 
respectively [8-9]. 
Therefore, in the process of designing implants, efforts should be aimed at solving the 
aforementioned problems. Even during the most objective physical experiments, it is very difficult to 
account for differences in mineral density of different specimens. Furthermore, it is impossible to repeat 
experiments on the same specimen due to total or partial destruction caused by stress and overloading. 
Currently one of the most effective and informative methods of studying problems of biomechanics is 
the method of mathematical modeling, and in particular the finite element method (FEM). Using FEM 
has obvious advantages, such as highly accurate results and the low cost of numerical experiments with 
the ability to change basic parameters, such as geometry, material properties, forces magnitudes, and it 
allows us to gain a large range of results that are difficult to measure non-invasively with equipment, 
including, stress–strain, relative micromotion and contact pressure. 
There are many studies that apply finite element analysis to bones or to joints [10-12]. Those 
studies have reported the stress or strain distributions in various situations. However, to the best of our 
knowledge, there is small amount of studies aimed on using FEM to analyze the influence of region 
stem fixation on the behaviour of the “bone–implant” system.  
Therefore, in order to improve treatment outcomes and quality of life of patients, the goal of this 
study was the biomechanical oriented analysis for the choice of optimal implant fixation in case of hip 
replacement using the finite element modeling of stress-strain state "bone - implant" systems. We 
hypothesise that proximal fixation would provide the best physiological loading of femur and evenly 
distribution strain over lateral and medial sides of a bone. 
 
2. Materials and methods 
One of the most important stages in the development of endoprostheses is biomechanical rationale 
of performance and reliability of implants. In this case, the carried out FEM analysis allowed to estimate 
the stress state of the "femur – implant" system. The influence of conditions fixation of the implant at 
various levels of the medullary canal of the femur to the stresses occurring in the bone structures and 
the implant under the action of functional loads have been investigated (Fig. 1). Parameters and 
dimensions of geometric models of the femoral components corresponded to their real size and shape. 
In this work, the size and the shape of the ORTAN® (Ukraine) femoral component is used. From the 
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literature data [13], the value of the components of load (in the case of a human body weight of 700 N) 
was equal to: Fx=520 N; Fy=177N; Fz=1854N, where: X stands for the front axis; Y–axis is sagittal; 
and Z is the vertical axis. Also we have taken into account influence forces acting on the surface of the 
bone during walking. For the numerical calculations was chosen isotropic model of the material for all 
bodies, with the relevant physical and mechanical parameters. Titanium alloy (Ti6Al4V), having a 
modulus E = 110 GPa and Poisson ratio ν = 0.3, has been selected as the material for the physical 
properties of the femoral component of the hip endoprosthesis. The described type of femoral 
component with collar can be used with distal and proximal fixation types. Distal fixation contributes 
to jamming the stem in the area of narrowing of the femur medullary canal while proximal fixation 
supposes fixed in diaphyseal and metaphyseal parts of the femur at the same time. In this work, the 
distal and proximal fixations of stem are considered (Fig. 1).  
 
Area of fixation Types of fixation 
DE by collar 
CDE metaphyseal 
BCDE metaphyseal– diaphyseal 
ABCDE full 
ABCD diaphyseal–metaphyseal 
ABC diaphyseal 
AB diaphyseal 
А 
 
 
diaphyseal 
Figure 1. Types of fixation of cemented femoral stem of the prosthesis in different zones of the 
medullary canal of the femur 
 
Three-dimensional model of the femur has been developed based on the results of computer 
tomography (CT) scans. The heterogeneous material properties of the femur have been calculated based 
on the bone density values. The following relationship between the Hounsfield units (HU) of the CT 
scanner and apparent density (ρ) have been taken: ρ = 1 +  7.185 × 10−4 × HU, Young's modulus is: 
E =– 388.8 +  5925 × ρ [14]. A total of 20 different bone materials have been assigned for the 
heterogeneous models. Poisson's ratio ν = 0.3 has been selected for the physical properties of the femur. 
In this study primary stability of prosthesis is based on pressure between bone tissue and metal and 
continues during loading with coefficient of friction μ=0.3. For each type of stem fixation, maximum 
micromotion of the stem in the bone was evaluated using the relative tangential node displacements in 
the contact surface under maximum loads during gait by equation (1): 
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𝑀𝑖𝑐𝑟𝑜𝑚𝑜𝑡𝑖𝑜𝑛 = √[𝐶𝑆𝐿𝐼𝑃(𝑥1, 𝑛)]2 + [𝐶𝑆𝐿𝐼𝑃(𝑥2, 𝑛)]2                                                    (1) 
Finally, for finite element analysis in the present study, the three-dimensional geometric model of 
femur with impant was imported and meshed using ABAQUS software (version 6.14, Dassault 
Systems, 2015). The FE bone-implant system models used in this study consist of 1100123 tetrahedral 
elements with maximum length of the edge equals 2 mm. 
 
3. Results and discussion  
The purpose of this study is to develop a FEM model for a human femur with stem and to 
investigate the effects different stem fixations on stress state of system “bone-cement-implant”. The 
strain distribution obtained from the models are compared with each other for evaluating the load-
transmit efficiency. Furthermore, the stem micromotion and stress distribution which cause stem 
loosening and fracture are analysed. 
The results showed that the stress state of the stem prosthesis occurs due to the bending moment 
in the frontal plane and compression forces in the axial direction (Fig. 2). For both bone and implant 
compressive stress arising on the medial side while tensile stresses arising on the lateral side.  
           
 А             АВ             АВС           АВСD        АВСDE         ВСDE           СDE               DE 
Figure 2. Distribution of equivalent stress on the medial side of the prosthesis in the case of different 
types of fixation  
 
The results showed that the most unfavorable for the bone is diaphyseal fixation. Since a contact 
between stem and bone too small, a large level of stress was detected in the distal part of the bone. The 
latter behavior increases the risk of bone fracture and leads to a proximal stress-shielding effect due 
loading lack (Fig. 2). Depending on the type of fixation of the implant, the maximum equivalent von 
Mises stress in the implants varies in the range from 650 to 90 MPa. During calculation, it has been 
found that for the design of stem endoprosthesis of the hip joint, the most dangerous diaphyseal fixation 
types are: A, AB, ABC. In these cases, micromotion leads to failure of bone ingrowth (>150 μm) and 
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can lead implant loosening (Fig. 3). In the latter case, the stresses vary from 650 MPa to 390 MPa. 
These type of implants and fixations are unacceptable, since stresses occurred in the body stem exceed 
the limit of durability of the metal, and such loads may imply fatigue fracture of the stem. An increase 
in the area of contact between the stem reduces bending and the maximum equivalent stresses in the 
implant. For these types of fixation, our results have shown that the maximum stresses in the elements 
of the assembly have not exceeded the durability limit of the material, and all elements of the system 
have been in a state of elastic deformation. Therefore, metaphyseal, metaphyseal–diaphyseal, 
diaphyseal–metaphyseal types of fixation and fixation using collar guarantee the required safety 
margin. Also in these cases, except pure collar fixation, micromotion is below the threshold for 
osseointegration (<150 μm). This indicates that a collar may have importance in preventing implant 
instability, if close contact between collar and bone is taken. Calculations showed that the metaphyseal-
diaphyseal and collar type of fixation of the stem is most acceptable for the femur. In these cases, the 
tensile stresses and compressing stresses are evenly distributed with the lateral and medial side, 
beginning from the metaphyseal and ending at the diaphyseal part of the bone (Fig. 3). In these types 
of fixation an important role plays collar of stem, which helps to normalize the load transfer to the 
proximal part of femur that eliminates excessive stress concentration in the distal. 
 
   А                    АВ          АВС        АВСD          АВСDE      ВСDE            СDE           DE 
Figure 3. Distribution of compressive (top) and tensile (bottom) strains (in microstain) on the medial 
and lateral sides of the femur, depending on the type of fixation of the endoprosthesis stem under the 
action of functional loads. 
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 Figure 4. Changes in the maximum micromotion of the implant surface for different variants of implant 
fixation.  
 
It should be mentioned, however, that in this study had a number of limitations. The material 
properties in the FE-models were inhomogeneous but isotropic and linear. Nonlinearity and anisotropy 
might be able to improve predictions. Only the effect of one loading modeled using FE analysis. In 
reality femur is exposed to numerous other forces in activities of daily living. Here we consider only 
maximum values of stem micromotions, however, area of these micromotions can also have influence 
on implant stability. 
 
4. Conclusion 
In this research, the biomechanical effect of different stem fixation is analyzed using computational 
results. The following biomechanical characteristics of the system have been studied: distribution of 
stresses and micromotions in implants and strain distribution in femur. From the obtained results, it is 
found that proximal fixation can prevent resorption of the medial femoral neck, decreases the proximal 
stress shielding and the risk of fracture. Proximal fixation has advantage even in comparison with full 
fixation of endoprosthesis where there is still a concentration of strains in distal part of femur. However, 
full fixation can provide better mechanical stability for implants. 
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Ocean wave energy harvesting of a floating pendulum platform 
coupled system 
 
 
Carlos Eduardo Marques, José Manoel Balthazar, Angelo Marcelo Tusset, Rodrigo 
Tumolin Rocha, Frederic Conrad Janzen, Jeferson José de Lima, Airton Nabarrete 
Abstract: This work presents the analysis of an ocean wave energy harvesting system, 
which consists of a floating ocean platform with a DC motor power generator attached 
at the platform considering the ocean waves motion to swing the platform in order to 
convert mechanical energy into electric energy. The mechanical energy is provided by 
a pendulum which is coupled to the DC generator axis, which will acquire rotational 
motion due to the vertical excitation of the floating platform, therefore, varying the 
magnetic flux of the permanent magnets of the DC power motor, generating electric 
energy. The study of the mass of the pendulum settings and the amplitudes of the ocean 
wave is important to optimize the power provided by the DC motor, such study that is 
based on Brazilian’s coast characteristics. Therefore, the dynamical behaviour of the 
system is shown through numerical simulations as well as the efficiency of conversion 
of the pendulum swings into electricity. 
1. Introduction 
One of the great challenges of contemporary society is, undoubtedly, the discovery and economically 
viable exploitation of abundant and renewable energy sources. The global energy crisis is practically a 
constant, given by the progressive increase of using electrical and electronic devices by the modern 
humankind. 
Researchers of all over the world have focused their efforts exploring new energy sources in the 
environment, in special, renewable energy sources seeking for the best potential in each kind of 
available energy source. These energy sources may be provided in thermal way, kinect, magnetic, i.e., 
such energies that are wasted in the environment. One of these energy sources abundantly available in 
the world is the ocean wave energy harvesting, which is a source of constant and recent attention. This 
kind of energy has the advantage of a high-energy density and persistence, being a competitive 
candidate for energy supply [1-10].  
The energy from the oscillations provided by the waves may be extracted by a pendulous system, 
considering the movement of the waves as an excitation source, for example, in a floating pendulum 
system. Following this concernment, there are many types of energy conversion from ocean waves in 
329
different categories. One of the most recent concepts in energy extraction from sea waves is the 
parametric pendulum [11]. 
The parametric pendulum is recurrently applied in the nonlinear dynamics and introduced in many 
applications of energy harvesting up to a tuning passive controller. In addition, its use possibilities 
improvement of energy harvesting in many applications [12-23]. 
Moreover, many works showed experimental apparatus involving the coupling of the pendulum 
was built to simulate the energy extraction from the pendulum swing, being possible comparing the 
experimental to theoretical results [24, 25]. The pendulum was considered up to technologies based on 
a water-oil integrated transmission systems, which is an application to wave energy harvesting [26, 27]. 
This work explores the energy harvesting considering the movement of a parametrical pendulum 
coupled to a floating platform excited by ocean waves. The pendulum is introduced to transfer the 
vertical oscillation of the floating base platform to rotational oscillations, whose pendulum is part of a 
DC motor power generator’s axis. Therefore, the velocity developed by the pendulum is used to 
generated electricity by the internal circuit of the DC power generator, i.e., energy proportional to the 
rotational velocity of the pendulum. The main objective of this work is to maximize the energy 
harvesting of the system through parametrical analysis of the pendulum’s mass and ocean wave 
amplitudes based on Brazil’s coast characteristics, whose characteristics are described in Ref. [28, 29]. 
This work is organized as follows. Section 1 shows a succinct introduction containing the 
motivation of keeping this theme in research. Section 2 describes the design of the floating pendulum 
platform system and its mathematical modelling, developing the equations of motion of the system and 
the proposal of energy harvesting. Section 3 shows the numerical simulations analyzing the dynamics 
of the system and energy harvesting with parametrical variations to improve the harvested power. 
Section 4 presents the conclusions about the analysis carried out in this paper. 
2. Physical and mathematical model 
The floating pendulum platform, illustrated in Fig. 1, consists of a pendulum coupled to a DC motor 
power generator, fixed in the floating platform, whose platform is considered floating on the ocean. 
The pendulum has a mass m and length l, with rotational angle θ. The DC motor has mass M2 and 
the platform mass M1. 
When the platform is floating on the ocean, the buoyancy force of the water fluid pull up the 
structure, therefore, it can be considered as a non-fixed base directly linked to the platform through a 
spring with stiffness k, which represents the buoyancy force, and a linear viscous damping of the fluid 
c. 
The generalized coordinate of the vertical motion of the system is represented by Y and θ, 
respectively, considering the mass of the platform by Y and the angular displacement of the pendulum 
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by θ. The base is considered with a harmonic displacement represented by  sinF A t , where A is 
the amplitude of the ocean wave, ω is the frequency and t is time. 
 
Figure 1.   Floating pendulum platform excited by ocean waves simulated by a harmonic displacement 
The movement of the pendulum can be considered as in Eq. (1).  
 
1
1
sin
1 cos
x l
y Y l



  
     (1) 
The kinetic energy of the floating pendulum platform system is represented by the mass of the 
pendulum, platform and DC motor, as given by Eq. (2). 
   2 2 2 21 21 1 2 sin
2 2
T m m Y m l Y l Y          (2) 
The total potential energy of the system is given by the restoration force of the thrust force between 
the platform and the water-fluid, and the potential gravitational energy of the pendulum, denoted by 
Eq. (3). 
     2
1
1 cos
2
V k Y F mg Y l        (3) 
The Rayleigh-Ritz dissipation function is defined by the linear viscous damping of the water fluid, 
denote by Eq. (4). 
 
21
2
D c Y F    (4) 
Therefore, the equations of motion of the system represented in Fig. 1 are obtained by applying 
the Lagrange’s energy method to Eqs. (1) to (4), whose equations of motion are presented in Eq. (5), 
where the first one represents the platform motion and the second one represents the pendulum motion. 
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where M = M1 + M2 + m. In the following subsection, the mathematical modelling of the electrical part 
of the DC motor is developed. 
2.1. DC motor power generator equations 
The DC generator model is considered as an RL electric circuit illustrated in Fig. 2, which consists of 
a load resistance Rload, an inductance L, an output voltage ev, an internal resistance of the motor Rm and 
an electric current i. 
 
Figure 2.   DC motor electric representation 
The counter electromotive force generated by a DC generator, when his shaft suffers a torque 
driven by a force F (Fig. 2) proportional to its angular speed, it is multiplied by a constant known as 
electromotive force constant kb [30], therefore, the counter electromotive force is given by Eq. (6). 
v be k   (6) 
where ev is the generated output voltage and   is the angular speed. 
By applying the Kirchhoff’s voltage law to the circuit of Fig. 2, the equation of motion of the 
electric circuit is given by Eq. (7). 
bk Li Ri      (7) 
where: R = Rm + Rload, the electric current is represented by i, and  
( )d i
i
dt
 .          
Integrating Eq. (7), an output voltage is obtained which is applied to Rload, which can be any kind 
of load, for example, a battery to be charged. 
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The electric current provided by the electric circuit has the effect to generate a electromotive torque 
(which is the motor function). The torque produced by the flux of current is in opposite direction to the 
torque applied to the motor shaft. This torque can be written as in Eq. (8). 
m tF k i   (8) 
where kt is the constant torque and Fm is the generated torque.   
The load resistance value has a high impact over the generated torque. The lower the value of Rload 
the higher the current and, consequently, the generated torque may break the pendulum system. 
Considering the inclusion of Eq. (7) in Eqs. (5), the governing equations of motion of the floating 
pendulum platform system coupled to the DC generator is given by Eqs. (9). 
     
 
2
2
sin( ) cos( ) sin( ) cos( ) 0
sin cos cos t
b
MY k Y A wt c Y Aw wt ml mg
ml ml Y Y gml b k i
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    

       
    
  
  (9) 
Next, a dimensionless process is carried out, resulting in the equations of motion of the system in 
dimensionless form, given by Eq. (10). 
 1 1 1 1 2
2 3 3
1 2
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The electric power can be obtained from Eq. (11). 
2
e loadP R i   (11) 
where Pe is the estimated electrical power, and i is the electric current of the DC motor circuit.  
The average electric power will be considered by RMS form in order to analyze the efficiency of 
the energy generation, according to Eq. (12). 
n
2
e_rms e_rms j
j 1
1
P P
n 
    (12) 
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Obtaining the governing equations of motion of the full system, in the next sections will be shown 
numerical simulations to the analysis of the generated power and its improvement. 
3. Numerical simulations and discussions 
The dynamic analysis of the system was carried out by means of numerical simulations using the 
Runge-Kutta 4th order integrator with step 0.01. The parameters are shown in Tab. 1.  
The parameters of the system were retrieved from Ref. [19], except to the values of the wave 
amplitude A[m] and frequency w[rad/s]. These values are considered for two situations: the first one is 
when the amplitude and frequency are maximum, the second one is considered an average value to the 
amplitude and frequency. Both cases are considered the weather of waves obtained in the period of 
1997 and 2009 [32]. The parameters that are in red will be varied along the paper.  
Table 1. Parameters of the system 
Parameter Value Means 
M1 [kg] 200 Platform mass 
M2 [kg] 5 DC Motor mass 
m [kg] Vary Pendulum mass 
c[Ns/m] 80 Water-Fluid damping 
l[m] Vary Pendulum length 
g[m/s²] 9.81 Gravity Acceleration 
k[Nm] 1800 
Stiffness of the spring 
proportional to buoyancy force 
Rm[Ohm] 4.57 Internal Resistance of the motor 
Rload[Ohm] 1.0 Resistance of load 
L[H] 0.0032 Inductance of the electric circuit 
kt[Nm/A] 0.23309 Constant torque of the motor 
kb[Vs/rad] 0.23309 Electromotive force constant 
A[m] Vary Amplitude of ocean waves 
w[rad/s] Vary Frequency of ocean waves 
i0 1.0 Free dimensionless parameter 
 
Therefore, the next section will analyze the harvested power considering the first case of amplitude 
and frequency of ocean wave, that is the maximum frequency and amplitude case and described in the 
next subsection. 
3.1. Dynamical and energy harvesting analyses considering maximum frequency and 
amplitude of excitation 
In this first part of numerical simulations, the values of the mass and length of the pendulum are 
analyzed considering the maximum values of the frequency and amplitude of the ocean waves, seeking 
the pendulum values that generate the best RMS power given by Eq. (12). The amplitude and frequency 
are A = 4.5[m] and w = 1.2712[rad/s], respectively [19]. 
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The surfaces of Figs. 3 show the variation of the average RMS harvested power considering the 
interval of pendulum mass 0.5 ≤ m ≤ 1.0 [kg] and length 0.3 ≤ l ≤ 0.6 [m]. When the pendulum has mass 
of m = 0.8[kg] and length l = 0.3[m], the harvested power is maximum. 
 
  (a)                                                          (b) 
Figure 3.   (a) Surface and (b) coloured contour of the average RMS harvested electric power versus 
pendulum mass 0.5 ≤ m ≤ 1.0 [kg] and length 0.3 ≤ l ≤ 0.6 [m], considering A = 4.5[m] and 
w = 1.2712[rad/s] 
Therefore, considering the mass of the pendulum as m = 0.8[kg] and the length l = 0.3[m] as a 
desired region of parameters to harvest energy, and the ocean wave amplitude and frequency are A = 
4.5[m] and w = 1.2712[rad/s], the time histories of displacements of the system are shown in Fig. 4, 
where Fig. 4a shows the displacement of the floating platform, Fig. 4b the angular displacement of the 
pendulum, Fig. 4c the angular velocity of the pendulum and Fig. 4d the electric current generated by 
the DC motor. 
The behaviour of the platform showed to be periodic with slight motion with high amplitudes. Due 
to this fact, the pendulum showed rotational motions with a considerably velocity, being possible to 
harvest, approximately, 0.3763 of amount of RMS power. 
To determine the influence of the amplitude and frequency of the ocean waves in the energy 
harvesting, a variation of these parameters is carried out considering the previous found values of the 
pendulum m = 0.8[kg] and l = 0.3[m] because these values are the maximum harvested power registered, 
as showed in Fig. 3. 
Hence, Figs. 5 show the surfaces of the variation of the average RMS harvested power versus the 
amplitude 0.6 ≤ A ≤ 4.5 [m] and frequency 0.5 ≤ w ≤ 1.8 [rad/s] of the ocean wave. The maximum 
harvested power is obtained when A = 4.5[m] and w = 1.8[rad/s]. 
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   (a)                                                          (b) 
 
  (c)                                                          (d) 
Figure 4.   Time histories of (a) floating platform Displacement; (b) angular displacement of the 
pendulum, (c) angular velocity of the pendulum; (d) electric current of the DC motor; A = 
4.5[m], w = 1.2712[rad/s], m = 0.8[kg] and l = 0.3[m] 
 
 
  (a)                                                          (b) 
Figure 5.   (a) Surface and (b) coloured contour of the average RMS harvested electric power versus 
ocean wave amplitude 0.6 ≤ A ≤ 4.5 [m] and frequency 0.5 ≤ w ≤ 1.8 [rad/s], considering   
m = 0.8[kg] and l = 0.3[m] 
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Defined the best configuration among the parameters of the pendulum and wave, that are A = 
4.5[m], w = 1.8[rad/s], m = 0.8[kg] and l = 0.3[m], the time histories of displacement of the system are 
shown in Fig. 6, where Fig. 6a shows the displacement of the floating platform, Fig. 6b the angular 
displacement of the pendulum, Fig. 6c the angular velocity of the pendulum and Fig. 6d the electric 
current generated by the DC motor. 
In this case, the behaviour of the platform showed to be also periodic with slight motion with high 
amplitudes. However, the pendulum presented very well defined rotational motions with a considerably 
velocity, increasing the harvested power in comparison to the first analysis, from 0.3763 to 0.5873 of 
amount of RMS power, approximately. 
 
(a) (b) 
 
  (c)                                                          (d) 
Figure 6.   Time histories of (a) floating platform Displacement; (b) angular displacement of the 
pendulum, (c) angular velocity of the pendulum; (d) electric current of the DC motor;         
A = 4.5[m], w = 1.8[rad/s], m = 0.8[kg] and l = 0.3[m] 
It is worth to mention that the maximum values of amplitude and frequency are obtained in rare 
ocean situations. 
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4. Conclusions 
This work showed a parametrical analysis of a floating platform with a pendulum coupled to the top 
end of the structure which is attached to a DC motor shaft in order to harvest energy. General analyses 
of some essentials parameters were carried out using numerical simulations. 
The numerical simulations carried out using the integration method of 4th Runge Kutta showed an 
optimization of the four most important parameters to improve de energy harvesting, that are the 
pendulum length and mass, and the ocean waves amplitude and frequency. Two of them showed to be 
the most sensible with their variation that are the mass and length of the pendulum, as shown in Figs. 
3, a minimal change of these parameters induced decrease of increase of harvested power. The 
amplitude and frequency of ocean wave, not less important than the pendulum configuration, has a 
foremost importance in the energy harvesting, however, as shown in Figs. 5, the highest amount of 
harvested power keeps in a smaller region of parameters than in Figs. 3. 
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Abstract: The vibration displacement amplitudes at different locations can be related 
using the Multiple Degree-of-Freedom displacement transmissibility concept, which 
depends on the position of the applied loads. This relationship between responses at 
some points is used in this work to develop a methodology in frequency domain that 
is numerically efficient for the localization and reconstruction of dynamic forces 
acting upon 2D plane structures, as well as for the identification of local 
modifications. The methodology is based on a finite element model that is able to 
characterize the dynamic response along all the structure. The methodology is 
discussed and tested in examples to illustrate its potential. 
1. Introduction 
The measurement of the exciting forces applied to a structure is often difficult or impossible to do, at 
least directly. Being able to identify these exciting forces using only a limited amount of response 
data is then an option,  using as force identification methods. 
 Those difficulties appear in many situations and have been intensively studied. Several methods 
using inverse problem solutions are available in the literature. Examples of that are the estimation of 
operational forces at inaccessible locations of installed machinery [1,2], forces transmitted to the 
supports [3,4], aerodynamic loads acting upon a rotorcraft blade [5], or to turbine blades [6]. 
 In the direct problem the output of the system (dynamic response) is obtained from the system 
model and its inputs. The identification problem is based on the inverse of the direct relation, 
searching for the unknown force that best fits the measured response data.  
 This interchange in the model comes with a price, the inverse problem is in general ill-posed [4], 
due to lack of information, e.g., in the responses due to the limitations imposed to the number and 
location of measurements. Some techniques are known to help overcoming some of these problems, 
like regularization techniques [4], pseudo-inversion [7], data filtering [8], singular value 
decomposition (SVD) and Tikhonov regularization [9-11]. 
 In problems where the location of the loads is known, the objective is only the reconstruction of 
the applied loads, e.g. [12, 13]. In others, the method needs to estimate the location, magnitude and 
phase of the forces acting on the structure, as in [14]. Methods for frequency or time domain 
problems with regularization techniques are given in [15-20], generalized inverse of transfer matrices 
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 in [21], finite difference scheme with regularization in [22] and transformation of the deflection data 
into modal responses, treated as a result of modal forces in [6]. More recently, shape sensing 
techniques have been presented, estimating the displacement field at every point of the structure 
through fitting schemes by iterating the applied loads, as described in [23]. 
 The aim of this paper is to propose and test an identification method for harmonic loads in plates, 
based on the displacement transmissibility concept [24]. Taking a set of measured displacement 
responses and the dependence of the displacement transmissibility on the set of DOFs where the loads 
are applied, the applied forces are localized and their amplitude reconstructed using frequency 
response function (FRFs) matrices. This concept has been explored by some of the authors in the 
much simpler cases of mass-spring systems [25] and beams [26] (see also [27]). Here, an extension to 
plate structures is presented, including the procedures to handle the large number of DOFs 
combinations where loads may be applied. Besides that, an additional novelty is the application of the 
proposed methodology to identify local mass modifications. Some examples are presented to illustrate 
the methods and explore their potential.  
2. Fundamentals 
The dynamic equilibrium equation of a linear viscoelastic structure with n DOFs, is given by: 
+ + =My Cy Ky f  (1) 
where M , C and K are the n×n mass, damping and stiffness matrices of the structure, respectively; 
y , y , and y  are the nodal displacement, velocity and acceleration, respectively and f is the applied 
load vector. Assuming harmonic excitation, it is easy to obtain the relation between the complex 
amplitudes of the forces  F and those of the response  Y , in the frequency domain. 
Simplifying the notaion, 
 
 2 =i  K M C Y F                                                                                                        (2) 
 The dynamic stiffness matrix  Z is then given by: 
   2 i    Z K M C                                                                                                       (3) 
and the receptance or FRF matrix  H is the inverse of  Z . Simplifying again the notation, 
 1 Y Z F HF                                                                                                                 (4) 
 In classical books, the dynamic displacement transmissibility is introduced as the quotient 
between the amplitudes (in absolute value) of the transmitted and applied displacements, for single 
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 DOF systems. Recently, the generalization of this concept has been extensively developed (see e.g.  
[28, 29] and references therein). The generalization is accomplished through the definition of sets of 
DOFs as illustrated in Fig. 1, with the distinct sets U and K where response amplitudes are measured 
and the set A where loads can be applied (and that may include DOFs from the other sets). 
 
Figure 1.   Illustration of the three subdomains of DOFs, namely the sets A, U and K. 
 From eq. (4) the responses UY  
and KY  and the applied force amplitudes AF  
are related through 
=
=
U UA A
K KA A
Y H F
Y H F
 (5) 
 
where UAH  is the truncated FRF matrix relating the sets of DOFs U and A. Similarly, KAH relates 
sets K and A. The transmissibility between the responses UY and KY is obtained eliminating AF
between eqs. (5), which involves the pseudo-inverse of KAH , i.e., 
 = =AU UK K UA KA K

Y T Y H H Y  (6) 
 This pseudo-inversion requires the size of set K to be larger or equal to the size of the set A 
(     ). Eq. (6) depends on DOFs A, where the loads can be applied, but not on their amplitudes. 
3. Methodology 
3.1. Force identification method 
The proposed methodology requires the knowledge of the response amplitudes of KY and UY  (to be 
measured at two sets of DOFs, K and U). The sign “~” stands for “measured quantity”. The idea relies 
on the identification of the correct transmissibility matrix AUKT , that when applied to KY produces an 
estimated result for UY that should correlate with the measured UY , for the assumed (possible) forces 
located at the specific set A. When such a correlation happens, it means that the set A has been 
correctly found. Note that the transmissibility matrix depends only on the location of the loads (set A) 
but not on their amplitudes. Referring to each possible combination of locations as Ai, one has: 
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 = iAU UK KY T Y  (7) 
where the index i=1,…, refers to the number of combinations of DOFs of A. The resulting UY is then 
compared with the measured
UY , using the following estimation error for each component j: 
   
2
log log  ,  j =1, ..., length of ;  if  0  and  0.
j j j jj U U U U U
error = Y Y Y Y

   Y  (8) 
 To obtain a scalar value for every single combination Ai , i.e. location DOFs of the assumed 
forces, the accumulated error of each combination is defined as the norm of the vector = error . The 
correct combination of DOFs Ai is the one with absolute minimum of the accumulated error. 
 Assuming that the number of loads applied to the structure is not known à priori, the set of 
possible locations is generated, as in Table 1, starting by combining all the DOFs of the structure in 
combinations of one force, then in combinations of two force, etc. The number of loads NF is limited 
by the size of the set K, and    (  ≤n) is the number of maximum nodes where loads may be 
simultaneously applied. 
 
Table 1. Example of the generation of possible combinations of DOFs for the load location. 
Number of loads 
to search 
Combinations for each 
number of loads 
Total number of combinations       
                            
… … … 
                   (
  
  
)  
   
   (     )
 
   
 
 For a specific combination   , the reconstructed load is obtained from (5) with the values KY , as: 
 =
i iA KA K

F H Y  (9) 
 When the combinations involve locations where forces are applied together with other locations 
without applied forces, the additional locations have, as expected, near-zero force amplitude and a 
near value of accumulated error is expected. This makes the process less efficient and for this reason 
the authors propose a modification.  
 The proposed modification consists of computing both the reconstructed force amplitude for 
every combination and the root mean square (RMS) in frequency for the loads at each DOF of Ai. 
When the accumulated error indicates a location where a load has a near zero RMS amplitude, its 
respective error is artificially increased. This modification improves significantly the efficacy of the 
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 force location method, only at a cost of requiring the matrix multiplication in equation (9), because 
the pseudo-inverse was previously computed for the transmissibility matrix. 
 As plates tend to have a larger number of degrees of freedom than simpler systems, it is 
recommendable as good practice to make the selection of a group of the DOF types, i.e., either the 
displacements or rotations. This idea results in a smaller number of possible combinations, and less 
computational time.  
 
3.2. Local mass change identification method 
Here, a method is proposed to identify small modifications (reductions or additions) to the original 
structure. Recalling eq. (1), we may say that = Δo M M M , = Δo C C C , and = Δo K K K , 
where the subscript “o” stands for original system. Eq. (1) becomes: 
         Δ + Δ + Δ =o o o  M M y C C y K K y f                                                                    (10) 
 To simplify, let us assume only mass modifications. Eq. (10) turns out to be 
 + + =o o o DM y C y K y f f                                                                                                (11) 
where ΔD D f My  is the inertia force vector associated to the mass modifications; the subscript 
“D” is due to the fact that the force and acceleration vectors have only non-zero terms at the entries 
corresponding to the affected DOFs, defining a new set D. For harmonic applied forces, = e
i t
f F
and = ei ty Y . Hence, 
  2 =o o o Di   K M C Y F F                                                                                         (12) 
where 
    2= ΔD DF MY                                                                                                                 (13)                                           
 The proposed methodology involves harmonic loads applied at known locations, capable of 
exciting the displacements at the affected locations. Applying the force identification procedure as in 
the previous subsection and using the transmissibility matrices of the original structure, new values 
appear in the force vector, with respect to those affected locations. 
 The force identification method is used to estimate the additional masses. The amplitude of DY
can be estimated from the measured KY  as: 
    = AD DK KY T Y                                                                                                                        (14) 
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  Eq. (13) can be therefore given by: 
    2= Δ AD DK KF MT Y                                                                                                                  (15) 
 Again, note that the pseudo-inverse involved in the calculation of A
DKT requires that #K  ≥  #A. 
 The local mass identification methodology is a simple extension of the force identification 
method, as the additional masses act, in fact, as additional forces. It is a three step procedure: 
 1 - We apply known forces at known locations of the system and look for more forces beyond 
those ones. The localization procedure will return us the location of the forces that we already know 
(and thus that can be checked), plus other locations where the new forces due to the additional masses 
exist; 
 2 – The reconstruction process is made using eq. (9). This gives us not only the magnitudes of 
the known forces, but also those of the additional forces; 
 3 – Finally, the increase or decrease of mass ( ΔM ) is evaluated from eq. (15).  
Within the context of damage identification, this procedure allows for the detection, localization and 
quantification of the damage. 
4. Results and discussion 
A free rectangular plate is considered in order to illustrate the application of the proposed method. 
The properties of the plate are given in Table 2, which is modelled using Reissner-Mindlin shell 
elements with 4 nodes, each with 6 DOFs (3displacements and 3 rotations), in a 20×20 rectangular 
mesh. Once the stiffness and mass matrices are assembled (damping is considered as negligible in this 
case), the code builds the dynamic stiffness matrix Z (equation (3)). 
  
Table 2. Plate properties. 
Mass Density -              
Young Elasticity Modulus -           
Thickness -       
Width -        
Height -         
 
4.1. Numerical verification examples 
4.1.1. Single Force Identification 
A transversal harmonic load of amplitude 1 N is applied at node 389 of the FE model (see Fig. 2). A 
frequency range from 1 to 300 Hz is considered and discretized in intervals of 1 Hz. A dynamic 
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Z 
Y 
harmonic analysis leads to the dynamic response. Taking or considering the obtained results as 
“measurements” for this numerical verification, the proposed methodology is used to identify the 
applied load. Because the force is acting along the axis Oy, only displacement DOFs along this 
direction are considered at the nodes where the displacements are “measured”.  
 
 
 
 
Figure 2.   Illustration of the used plate finite element model and representative nodes. 
 The number of applied forces is considered as unknown, and the search starts by including just 
one DOF in each combination. The “measured” displacements are 267KY Y  and 59UY Y , where Y 
refers to the displacement along Oy and the subscript to the node, according to Fig. 2. As      , 
this set K allows only for the identification of a single applied force. In this case there are 441 
possible load locations. The accumulated error, computed from the norm of equation (8) for each 
combination ID, is plotted in Fig. 3. The minimum value of the error correctly identifies the load, 
located at node 389.  
 
Figure 3.   Accumulated error in frequency vs force combination for one applied load (#K=1) 
After the load reconstruction it is observed that the amplitude of the reconstructed load presents a 
maximum error of          in this numerical verification. One can observe that until this point, 
there is no guarantee that the number of loads was indeed correctly predicted. To deal with that 
347
 aspect, one considers a new step with a larger set K, allowing the maximum number of possible 
locations to be 2, and use the “measurements”  135 267,
T
K Y YY and 59UY Y . Of course, the number of 
possible combinations increases significantly, as shown in Table 3. Repeating the procedure for the 
combinations of two forces, leads to the accumulated error presented in Fig. 4. As presented in Table 
4, lower extremes correspond to combinations involving the node 389. This supports the idea that the 
search can be limited to combinations involving the node located previously. 
 
Table 3. Possible load combinations 
Number of forces to search for Nodes combinations Combination ID 
1 (1), (2), (3),…, (441); 1 to 441 
2 (1,2), (1,3), …(440,441); 442 to 97461 
 
 
 
 
 
 
 
 
 
Figure 4.   Accumulated error in frequency vs force combination when only one load is applied but 
the search is made for two locations (#K=2) 
Table 4. Combinations with minimum accumulated error 
Combination 
ID 
Node 1 Node 2 
Absolute 
accumulated error 
Load (RMS  in 
frequency) at node 
1 [N] 
Load (RMS  in 
frequency) at node 
2 [N] 
389 389 -                 - 
92753 389 344                         
93879 389 276                         
… 389 … …     … 
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 In Fig. 4 one may observe more relative minima besides the correct combination. According to 
Table 4, all these combinations have the correct node 389 in common, together with another location 
where the load presents near-zero amplitude (obtained after reconstruction), as concluded from the  
RMS (in frequency) of the load. As the RMS values at node 2 are all negligible compared with the 
RMS at node 1, the conclusion is that only the first identified force is being applied, which is the 
correct situation. 
4.1.2. Additional mass identification 
Consider the same plate of section 4.1.1, but with a point mass of madded = 0.1 kg at node 89, as 
illustrated in Fig. 5. Only perpendicular displacements are considered. By the procedure described, 
one known harmonic load with an amplitude of 2 N is applied at node 59 which is capable of exciting 
the displacement at the location of the added mass. The unmodified model is used to identify the two 
forces (#A=2) using the “measured” vectors  135 267,
T
K Y YY and  257 389,
T
U Y YY .  
 
Figure 5.   Part of the plate FE model with the added punctual mass at node 89 
The accumulated error is plotted in Fig. 6 a), with the minimum at the combination 24338 (nodes 
59 (applied load) and 89 (load generated by the additional mass)). The reconstruction of these forces 
is achieved using eq. (9). The reconstructed amplitude of the second load is presented in Fig. 6 b). 
The added mass is then obtained from eq. (13): 
 289 89= addedF m Y                                                                                                                  (16) 
where 89Y is calculated from eq. (14), using one of the “measured” outputs (nodes 135 and 267) and 
the transmissibility involving one of those output nodes and node 89, for the applied force at node 59 
and zero force at node 89. Note that we can put the force at node 89 as zero because one of the 
fundamental transmissibility properties is that the transmissibility is invariant with respect to the 
magnitude of the applied forces. This means that 89Y may be calculated (using eq. 14) from: 
 
159
89 89,135 135 89,59 135,59 135= =Y T Y H H Y

 (17) 
or from 
 
159
89 89,267 267 89,59 267,59 267= =Y T Y H H Y

 (18) 
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  a)  b) 
Figure 6.   Outputs from the force identification procedure to identify the additional mass: a) 
Accumulated error for every combination; b) Reconstructed amplitude of the additional 
identified load (at the mass location) 
 As 89F is already known (Fig. 6 b)), the remaining unknown addedm  can be retrieved from the data 
using a frequency average, producing an estimate of that value with an error of only            
4.2. Experimental validation example 
The methodology for force localization was tested experimentally, using a steel plate suspended by 
nylon strings and with the data given in Table 2. Fig. 7 presents the experimental setup used. 
 
Figure 7.   Experimental setup used  
 To perform the desired experimental tests the following equipment was used: vibration exciter 
B&K Type 4809; power amplifier B&K Type 2706; accelerometers B&K Type 4508-B; force 
transducers PCB Piezotronics Model 208C01; and data acquisition equipment B&K Type 3560-C 
with commercial software Pulse Labshop. 
 For the proposed identification, the knowledge of the displacement transmissibility matrix is 
required; this was obtained from the numerical model and the experimental responses were measured 
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 with the described setup. Because it is fundamental that the numerical and the experimental models 
match as much as possible, the FRFs of the two models were compared; as an example, the FRFs 
(183,141) are presented in Fig. 8. 
 
Figure 8.   Plot of FRF183,141 for the experimental data and for the numerical model. 
 The quality of the numerical model compared with the experimental one was analyzed using the 
Cross Signature Scale Factor (CSF) which gives the correlation function between two FRFs 
amplitudes in the frequency range [1-300] Hz. A mean value of CSF=92% was obtained for the 
FRF183,141, which was considered as a good match. 
 In this experimental case, the plate is submitted to a multisine force at node 141 (see Fig. 9). 
Only two responses are considered: 303KY Y and 183UY Y . Fig. 10 presents the accumulated error 
curve and, as can be seen, the algorithm identifies the absolute minimum at the combination number 
141. This experimental localization of the force was successfully accomplished. 
 
Figure 9.   Force and accelerometer positions. 
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Figure 10. Plot of the accumulated error for every combination. 
5. Conclusions 
The authors use a transmissibility relation between responses at some points to develop a 
methodology in frequency domain that shows both numerical and experimental efficiency for the 
localization and reconstruction of dynamic forces acting upon plate structures.  
 Although the localization problem could require a high number of runs when the number of 
possible location of force combinations is high, one should mention that each run (for each force 
combination) is considered as numerically efficient if in comparison with traditional methods that 
require full matrices; this is due to the fact that it only requires the transmissibility of the involved 
DOFs. In this text, the authors also tested the idea of extending the methodology to the location of 
added masses.  
 It was also observed that when the combinations involve locations where forces are applied as 
well as other locations without applied forces, the additional locations have near-zero force 
amplitude, and a near value of accumulated error, as expected. To deal with some process 
inefficiency, the authors proposed a modification to the accumulated error of those combinations, 
consisting of computing the reconstructed force amplitude for every combination and the Root Mean 
Square (RMS) in frequency for the loads of each DOF of Ai. When the modified accumulated error 
value indicates a load with near zero RMS amplitude, its respective error is increased. This 
modification has shown to improve significantly the efficiency of the force localization method, and 
only at a cost of requiring the matrix multiplication in equation (9), because as one may observe the 
pseudo-inverse was previously computed for the transmissibility matrix. 
 It also shown that it was possible to extend the developed procedure to include the identification 
of structural modifications, namely in the mass, as this can be seen as an applied inertia force. This 
may be important in the context of the identification of damage, as the procedure allows for the 
detection, localization and also quantification of a structural modification. 
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Analysis of the influence of parameters of elastic layer  
in shock-absorbing holder of helical spring on its dynamic  
and static properties 
 
 
Krzysztof Michalczyk, Wojciech Sikora 
Abstract: Metal helical springs are widely used in general machines building due to 
excellent strength and elastic properties, but at the same time they exhibit negligible 
damping properties which is usually an undesirable feature, especially in suspension 
systems. One of the methods of increasing damping in support systems based on 
application of helical springs is the use of a spring holder integrated with the spring by 
means of elastomeric layer, characterized by high damping properties. The results of 
numerical analyses of the influence of geometrical and material parameters of 
elastomeric layer on dynamic and static properties of the spring and holder system are 
presented in the paper. It is shown that proper selection of these parameters can 
provide significant vibration energy dissipation whilst maintaining relatively low 
static stiffness.  
1. Introduction 
The development of polymer and rubber-like materials processing contributes to increase of 
application of these materials in many branches of industry. Particularly it refers to general machine 
building, where these materials are widely used in suspension and vibration isolation systems. High 
damping, soft materials like rubber are thus applied in suspension systems of rail-vehicles [1], 
technological vibrating machines [2] or rotational machinery [3]. Their main advantage over metal 
springs is a significant ability of energy dissipation. However, at the same time they are characterized 
by different values of dynamic and static stiffness [4]. This feature is unfavorable, especially when 
low natural vibration frequencies of supported machine are required, as static deflection is directly 
connected with the natural frequency of the system. For a single degree of freedom system, this 
relation is given in a well known form [5]: 
,
2
1
s
g
f

  (1) 
where: f – natural frequency of the system in Hz, g – gravitational acceleration, δs – static deflection. 
The dynamic modulus depends on many factors such as: rubber blend, temperature, filling ratio, 
frequency and amplitude of vibrations. For natural rubbers, unfilled or slightly filled with carbon 
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black, the dynamic stiffness coefficient – expressed as a quotient of dynamic modulus to static 
modulus – equals approximately 1, even for vibration frequencies considerably exceeding 100Hz. 
Thanks to these stable elastic properties, this type of rubber is widely used by companies producing 
elastic components based on a Neidhart patent [6]. Filled butyl rubber exhibits in turn significant 
increase in stiffness: in range from 1Hz to 100Hz and temperature 35°C the increase of stiffness 
amounts to 10 [7]. NBR rubber exhibits about one and a half times increase in stiffness in transition 
from 0Hz to 1Hz. Further stiffness increase is getting smaller [8]. The increase in stiffness along with 
the aforementioned factors is accompanied by the increase of damping. The temperature also has a 
significant influence on stiffness and damping properties of elastomers. For example, for butyl rubber 
with 40% carbon black and vibration frequency 1Hz an increase of temperature from 20°C to 35°C 
results in double reduction of damping decrement [7]. 
The above mentioned features of elastomeric elastic joints cause that in many applications the 
steel springs are still irreplaceable. In order to increase damping properties of suspension systems 
basing on helical sprigs two main methods are used. The first one uses Coulomb friction between 
spring coils and additional elastic elements e.g. [9-11]. The second one uses internal material 
damping. It is accomplished through the use of high damping elastomeric element connected to the 
coils of the spring. The element may have a form of a coating covering the spring wire, like solutions 
shown in [12-14], it may also have a form of an insert between the coils of the spring [15] or another 
solution is the application of elastomeric material layer between the spring and properly designed 
spring holder. The last solution presented in [16] is shown in fig.1.  
 
Figure 1.   Sketch of the shock-absorbing holder without a spring a), and the holder with the helical 
spring mounted on it b). 
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The experimental analysis of the dynamic properties of the discussed construction was presented 
in [17]. In the cited paper, the discussed construction of the holder was compared with two other 
conventional variants of the spring holders in terms of damping efficiency of free vibrations of the 
mass supported on the spring. The experimental studies revealed that application of the shock-
absorbing holder allowed to increase damping properties expressed in terms of logarithmic decrement 
by one order of magnitude – compared with two other holders.  
The aim of this study is to define the influence of elastomeric layer parameters on static and 
dynamic properties of the helical spring – shock absorbing holder system. For this purpose the virtual 
models of analyzed construction with selected material and geometrical properties of elastomeric 
insert are developed. Then the series of numerical analyzes are performed to investigate the impact of 
the above described parameters on static rigidity, energy dissipation ability of the system and natural 
frequencies in case of clamped-clamped boundary conditions. The conducted analyzes should allow 
to formulate recommendations useful for the design of such systems. 
2. Selection of elastomeric material properties models 
As it was mentioned above, rubberlike material exhibit mechanical properties, which are extremely 
dependant on operating factors such as temperature, frequency, amplitude and character of 
deformations or history of loading.  In spite of this, most material models used to describe the 
mechanical properties of rubber-like materials do not take into account the effects of speed and load 
history (Mullins effect) as well as the effects of energy dissipation by means of material damping. 
These models can be divided into two main groups: phenomenological models such as Polynomial, 
Mooney-Rivlin, Yeoh, Neo-Hookean, Ogden or Gent model for nearly or fully incompressible 
materials and Hyperfoam and Blatz-Ko models for compressible materials and models derived on the 
basis of micromechanical structure of elastomers – like Arruda-Boyce model. Although mentioned 
models are able to describe nonlinear character of most elastomers, they fail to consider their 
viscoelasticity. This phenomenon is important for fully understanding behavior of elastomers. It is 
also the reason behind their damping properties. Therefore, even if one of these models is being used, 
the problem of introducing damping into calculations remains. Different approach to material 
modeling was taken in Bergström-Boyce model [18], where elastomeric network is presented as one 
consisting of two subnetworks. First one is responsible for an ideally elastic part and second for a 
viscoelastic part of mechanical response. It introduces a time-dependence into the model and 
therefore allows taking into account also elastic hysteresis due to energy dissipation. In case of 
Bergström-Boyce model experimental tests used for material parameters estimation have to include 
load histories of varying strain rates. This, with addition to a large number of material parameters, 
makes this model troublesome to properly calibrate. 
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 The system consisting of machine element supported on helical springs by means of analyzed 
shock-absorbing holders can be subjected to loads characterized by wide spectrum of frequencies and 
amplitudes and also characterized by different load directions. In practice, however, the vibrations of 
machines supported on helical springs achieve relatively small amplitudes at some initial static 
loading, caused by for example, the weight of the machine. Small amplitudes of vibrations are 
accompanied by relatively small deflections of elastomeric elements. In such a case a generally non-
linear characteristics of elastomeric material can be linearized without making a significant mistake. 
Moreover such approach allows one to perform a wider range of numerical analyzes than it would be 
possible in case of application of nonlinear material models. Commercial finite element analysis 
software such as ANSYS do not provide any methods dedicated to nonlinear frequency response 
problems [19]. In the light of the above considerations it was decided to adopt a linear model in 
further study. It was thus assumed that elastomeric insert has a linear elastic properties and its 
damping properties are described by material damping model. For the sake of general considerations, 
the analyzed construction should be investigated for a certain range of material properties of the 
elastomeric insert. A widely used, general criterion for evaluation of mechanical properties of a 
rubber is the criterion of the Shore hardness. In literature, empirical relationships between the Shore 
hardness and elastic moduli can be found. These dependencies give relatively good results for certain 
ranges of hardness values. The three different dependencies given in [20] - Eq. (2), [21] – Eq. (3), and 
[22] – Eq. (4) are cited below: 
 
 
,
54,2254137505,0
62336,7560981,0
S
S
E


  (2) 
 
,
88,78136,6113188,7820
100
E
E
SD

  (3) 
,045,1086,0 SG   (4) 
where E – the Young’s modulus of material in MPa, S – ASTM D2240 Type A durometer hardness 
and SD – ASTM D2240 type D hardness, and G – the Shear modulus in MPa. In this study Eq. (2) was 
applied to find the Young’s modulus of elastomeric insert material. Numerical analyzes were 
performed for the hardness range of the elastomeric insert between 40°ShA and 70°ShA as it is the 
range of hardness, typical for industrial rubbers. The values of the Young’s modulus for rubbers with 
specified hardness were multiplied by dynamic stiffness coefficient – assumed to be equal to 1,5. The 
effective elastic modulus Ee values calculated in the manner described above are listed below in the 
table 1. For rubbers the Poisson’s ratio varies from about 0,48 – for highly filled with black carbon 
blends to 0,5 (within 0,1% error) for non filled blends [23]. Experimental tests presented in [24] 
showed that for rubber blends made from nitrile rubber, stearin, zinc white, carbon black and 
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processing additives with hardness between 40°ShA and 70°ShA the Poisson’s ratio values were in 
the range of 0,493 to 0,498. In the present analysis it was thus assumed that the value of the Poisson’s 
ratio is the same for each analyzed rubber models and equals to 0,495. 
Table 1. The values of the effective elastic modulus for rubber models. 
 40°ShA 50°ShA 60°ShA 70°ShA 
Ee [MPa]  2,534 3,684 5,408 8,281 
 
In order to analyze the shock-absorbing holder it is also necessary to determine the strength and 
damping properties of the rubber models with hardness range specified above. There is a wide variety 
of rubber-like materials in the market, which differ significantly in performance. In this study the data 
given in book [22] is used.  In cited work, authors divided rubber into eight groups, taking into 
account seven different material characteristics. According to the classification given by the authors 
of cited work, rubber blends with the best damping properties exhibit at the same time the lowest 
tensile strength and vice versa. In addition, the increase of Shore hardness of rubber in each of the 
eight groups is generally accompanied by an increase in damping. The values of tensile strength T in 
MPa and the loss factor tanф taken from the work cited above and adopted in calculations are 
presented in the table 2.  
Table 2. Tensile strength and the loss factor values adopted in calculations on the basis of [22]. 
Hardness → 40°ShA 50°ShA 60°ShA 70°ShA 
Group ↓ T tanϕ T tanϕ T tanϕ T tanϕ 
I 17 0,08 19 0,08 20 0,11 20 0,13 
II 15 0,09 17 0,09 18 0,12 18 0,15 
III 13 0,11 15 0,1 16 0,14 16 0,17 
IV 11 0,12 13 0,12 14 0,16 14 0,19 
V 9 0,14 11 0,13 12 0,17 12 0,21 
VI 7 0,16 9 0,15 10 0,2 10 0,25 
VII 5 0,17 7 0,17 8 0,23 8 0,29 
VIII 3 0,2 5 0,19 6 0,26 6 0,35 
 
In the calculations following the numerical simulations, the model of internal damping is applied. In 
order to use damping properties contained in the table 2, the relationship between the loss factor tan ϕ 
and the specific damping capacity ψ for high damping materials has to be defined. This relationship 
can be expressed in widely used in literature form: 
,tan2   (5) 
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3. Analyzes preparation 
The virtual models of investigated construction were prepared in Design Modeler module of ANSYS 
Workbench software, version 17.1.  Four models with different helical groove diameters in metal 
parts of holders and outer diameters of elastomeric inserts corresponding to them were prepared. In all 
cases the parameters of the spring were the same: wire diameter dw =   5 mm, spring diameter Ds = 50 
mm, pitch of the spring h = 20 mm, number of coils n = 9,5. Material properties of the spring and 
metal parts of the holders were assumed as follows: the Young’s modulus Es = 200000 MPa, the 
Poisson’s ratio s = 0,3 and density s = 7850 kg/m
3. In order to estimate the efficiency of analyzed 
system in terms of energy dissipation it is essential to define the damping properties of spring steel. 
Experimental tests – performed by the authors – of the decay of free vibrations of the system 
consisting of the mass supported on the spring made of medium carbon steel C45 revealed that for 
such a system, the logarithmic decrement δ was about 0,001. For weakly damped systems it can be 
assumed that ψ ≈ 2δ. Thus, in this study it is assumed that the specific damping capacity of the spring 
ψs equals 0,002.  
 
Figure 2.   Model of spring-holders assembly a); FE model of assembly with de = 15 mm b); FE model 
of assembly with de = 13 mm c); FE model of assembly with de = 9 mm d) and FE model of 
assembly with de = 9 mm e). 
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The height of the holders in each case was equal to 40 mm and the number of the coils of the 
elastomeric insert was equal to 2. Outer diameters of elastomeric inserts de were chosen as 1,8dw, 
2,2dw, 2,6dw and 3dw, what equals 9 mm, 11 mm, 13 mm and 15 mm successively. The discretization 
of models was conducted using 3D higher order 10-node elements SOLID187. The contact pairs 
between the spring, the elastomeric layer and the holder were modeled as bonded using CONTA174 
and TARGE170 elements.  The mesh parameters of the helical spring FE models were the same in all 
simulations. It was assumed that the mesh density should provide 16 nodes on the circumference of 
the wire, thus the element size was chosen as 1.96 mm. For the elastomeric elements it was assumed 
that in each case the mesh density should provide 3 layers of elements in radial direction in the area 
where the spring wire leaves the holder. Fig.2 a shows the spring assembly with outer diameter of the 
elastomeric coating de equal 15 mm. In Fig. 2 b, c, d, e the models of the part of the assembly for de 
equal to 9 mm, 11 mm, 13 mm and 15 mm respectively are shown. As it can be seen in Fig. 2d and e 
the models with de equal 9 mm and 11 mm where modified in order to save computing time, whilst 
maintaining high quality of mesh in critical areas. 
4. The results of numerical simulations 
A series of nonlinear large deformation static analyzes were performed for each model. The lower 
surfaces of the bottom holder and the spring were clamped and the upper surfaces of the top holder 
and the spring were fixed in transversal directions and loaded by displacement in axial direction. The 
value of the displacement compressing the assembly was equal to 47.5 mm, which corresponds to a 
quarter of the entire spring length. This value is close to the maximum value of deflection, regarding 
the spring wire strength. Assuming the allowable shear stress for the spring steel as 500 MPa and only 
5.5 out of 9.5 coils are working, the maximum deflection would be equal to 48,6 mm. The analysis 
showed that, despite a wide range of tested stiffness and geometrical parameters of elastomeric 
inserts, their influence on rigidity and maximum stress values in the spring wire was ineligible. Fig. 3 
shows the characteristics obtained for two extremely different models: the model with the most rigid 
holder, with rubber hardness of 70°ShA and de equal to 9 mm and the model with the softest holder, 
with rubber hardness of 40°ShA and de equal to 15 mm. For every substep of each analysis, the value 
of the accumulated elastic energy in the spring wire and in the elastomeric inserts was recorded. 
These values where then used to estimate the energy dissipation capability of the system. The concept 
of equivalent specific damping capacity ψEQ was utilized in this purpose. This parameter is defined as 
   ,/ eseessEQ UUUU   (6) 
where Us and Ue are maximum elastic energy accumulated in the spring wire and the elastomeric 
inserts respectively. 
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Figure 3.   Static characteristics of the spring assemblies: with de=15 mm and rubber hardness 40°ShA 
(continuous line) and with de = 9 mm and rubber hardness 70°ShA (dashed line). 
Fig. 4 presents the plots of the ratio of the equivalent specific damping capacity ψEQ to specific 
damping capacity of the spring steel ψs as a function of deflection. 
 
Figure 4.   The ratio of equivalent specific damping capacity to specific damping capacity as a function 
of deflection for four different configurations of the tested systems. 
The values of specific damping capacity for rubber elements were calculated using Eq. (5) and the 
values of loss factor for VIII group of rubbers in table 2. As it can be seen in Fig. 3 and 4 the plots for 
systems with rubber hardness equal to 40°ShA are not drawn in the whole range of deflections. It is 
caused by a large deformations of rubber inserts during analyzes, what resulted in lack of solution 
convergence for higher deflections. It can also be noticed, that the best damping properties exhibits 
the system with de=15mm and 70°ShA. For other, not shown in Fig. 4 configurations, intermediate 
results were obtained. 
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For the model shown in Fig. 2 b and rubber hardness 40°ShA another static nonlinear analysis 
was performed, under almost the same conditions as in the first case, but with such a difference that 
the fixed support was imposed only to the lower surface of the metal part of the bottom holder and the 
axial displacement was imposed only to the upper surface of the metal part of the top holder. The 
results of this analysis were almost the same as in the case of the first analysis. It suggests that the 
spring does not have to rest on additional support, since the mounting in elastomeric insert is 
sufficient. 
Modal analyzes were performed for the two models which characteristics are shown in Fig. 3 
under clamped-clamped boundary conditions. Analyzes of the first three natural frequencies have 
shown that the corresponding frequencies for these two springs did not differ significantly, however 
the differences where rising along with the number of frequency, achieving about 14% for the third 
frequency. 
5. Conclusions 
Analyzes have shown that the application of proposed shock-absorbing holders integrated with helical 
spring significantly improves the damping properties of the system. For the best tested configuration 
more than twentyfold increase in damping was achieved compared to the damping of the steel spring 
itself. Rubbers characterized with higher hardness showed better suitability for use in presented 
construction. It has also been shown that the changes in elastomeric inserts parameters have 
inconsiderable effect on the rigidity of the system, maximum reduced stress in the spring wire and 
first three natural frequencies under clamped-clamped conditions. Further experimental tests are 
necessary in order to check the application possibilities of the presented solution in terms of its 
durability. 
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Model of 4-wheel electric drive vehicle with ESP and ABS system 
 
 
Tomasz Mirosław, Zbigniew Żebrowski 
Abstract: The problem of e-mobility based on electric drive vehicle is very popular. 
There are several advantages of electric motors over internal combustion engines (ICE) 
This positive features are not only the lack of poisonous exhausts noise but the torque 
control over full range as well. Such a feature helps as to use electric motor as the brake, 
and for 4 wheel drive vehicle as the full electric traction control system. In this paper 
the concept and model of a 4-wheel drive vehicle is presented. The dynamic 3D model 
is described with new concept of wheel-surface cooperation which generate 
longitudinal and lateral forces for tires. The cooperation model is divided into 3 stages: 
displacement, slip, and attrition of tire, depending on the force generated between road 
surface and tire. Those forces are conducted though suspension system to the rigid body 
of vehicle. The vectors of forces act on mass center and are affecting on acceleration or 
create torques which causes vehicle rotation. 
The approach to wheel modeling is easier to be understood and applied for vehicle 
modelling. As the result the model of vehicle with electric ABS and ESP is presented. 
1. Introduction 
In the beginning of 20th century the electric and ICE (internal combustion engine) vehicles 
competed on the market. But the ICE engines had broken their barriers of engine supply with fuel and 
engine cooling faster and better than electric vehicle overcame their limitation of range and weight.  
Today we can observe again the comeback of electric cars on the market of vehicles. Most of the 
limits are broken. The efficiency of electric motors is over 90%, the capacity of electric cell, efficiency 
of control units are not technology limitation any more. The newest vehicles of Tesla, BMW, VOLVO 
are fully electric cars with a satisfying range and an extraordinary comfort of travel and driving.  
But we can’t say that it is the technology which will be common just after tomorrow. Although the 
development of electro-mobility is supported by EU governments, politicians who see in this domain 
the spirit of others domains. The limitation is the price.  
Looking at the society development and requirement of pure and ecological environments, the 
demand of low emission car is the natural consequence of growing and more crowded cities.  
Biggest vehicle producers support the trends of low emission ICE, the EU regulations limit the 
entering old cars into city centers. That all inspires people to buy newer and more expensive cars, but 
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on the other hand for looking for alternative solution, which could be more ecological than low emission 
ICE. One of them is the public transport, but the other, more comfortable for people living in the suburbs 
are electric vehicles, which can be charged from green energy sources like photovoltaic or wind-mils 
generators. The vehicles dedicated for urban mobility like electric buses or individual cars differ in their 
requirements to out of cities vehicles. 
The car for individual use should be easy to drive and park. But it have to be real car fulfilling all 
standards of safety: passive and active as well. 
2. The concept of 4-wheel drive city car 
The concept of a vehicle based on 2 identical driving axles for front and rear with identical electric 
powertrain, suspension and separated supplying batteries was analyzed. The difference concern only 
the steering of wheel angles. The rear wheels are blocked and front are steered with a steering wheel. 
The structure of vehicle is presented in fig. 2. 
It could seem to be strange, too expensive solution for a small car. But the idea assumed that one 
battery would be charged on the board and the second could be replaced.  
The second assumption concern the active safety system. The small – short car is less stable than 
longer one. It seems to be less safe than bigger one. The rear of front drive car has its features and can 
behave in various ways on the road, especially on the bend. In modern vehicles we have ABS and ESP 
system which uses the individually controlled brakes keeping the vehicle on a required track. 
In the project the assumption is that it can be done by electric motor braking separate front and 
rear axles. 
For analyses of these possibilities the computer model of vehicle was build. 
 
Figure 1.   The 4-wheel drive concept according to Free Moby project 
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3. The principia and analyses for vehicle modelling 
In vehicle modelling the following assumptions were made: 
• The body (cage) of the vehicle can be treated as a rigid body suspended on four springs with 
dampers on the wheels. 
• The vehicle body rotates around 3 axels changing the loads of the wheels 
• The dynamic radius of wheels is constant 
• The propelling forces are produced by friction of tires on the road and gravity (the till of road 
is taken account) 
• The steering forces are produced by changing of motor supplying voltage and front wheel 
turning. 
• The wheel can slip, rotate, or stick to the surface. 
• The wheel movement friction resistance in two directions (lateral and longitudinal ) is the same. 
• The tire is modelled in a simplified way as general phenomena’s is isometric. The construction 
specific features are omitted. 
4. The model of pneumatic tire 
A pneumatic tire is the crucial element in the cooperation of a vehicle with a road. The phenomena 
which is going on between them decides on vehicle's movement. However the behaviour of the tire is 
influenced by: temperature of the tire and the road, type of the ground including its moisture content 
and the most important one i.e. presence of water and loose sand [5]. Hence moving layers between the 
tire and the road arise. The design of a vehicle influences its behaviour: mass distribution, wheel track, 
toe-in, a way the wheels turn and many others. Despite the fact that many phenomena are known and 
features influencing the system can be described, there is some disappointment when it comes to the 
wheel model that would be coherent and backed up with understandable and coherent analysis. Most 
of the models are based on empirical experiments and observations, often without logical explanation. 
Although many authors of models base them on Coulomb’s model of friction where the force depends 
on the relative speed of moving and rubbing against each other bodies, at some point they use the model 
in which the force occurring between a tire and a pavement depends on slip s [8,10,11,12,13,14,15,16]. 
 
𝐹(𝑠) = 𝑁 • µ(𝑠) (1) 
where: F – propelling force, 
 N – load (weight of a vehicle), 
 µ(s) – friction coefficient depending on slip 
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Slip does not have any physical representation – it is not possible to measure it and is defined as a 
result of a mathematical operation: 
𝑠 = 1 −
𝑉
𝑉𝑡
  (2) 
where: V – real velocity of a vehicle, 
           Vt – theoretical velocity (peripheral speed of wheel) 
Thus range of the slip for the wheel changes, as said earlier, in the ranges -∞ < s < 0 for braking 
and 
 0 < s < 1 for propelling. 
 
Figure 2.   Diagram of the wheel’s slip as a function of the propelling force coefficient [25] 
 
5. Characteristic of the most widespread Models of a Wheel 
 
The most popular models that describe cooperation between a tire and a ground are based on the 
propelling force function depending on a slip [6,7,10,11,12,14,18,19,20]. 
One of the most common wheel models was developed by Hanse. This model is called “the magic 
formula”. It is written in form: 
 
𝐹(𝑠) = 𝑑 • 𝑠𝑖𝑛{𝑐 •𝑎𝑟𝑐𝑡𝑎𝑛[𝑏 • (1 − 𝑒) • 𝑘 + 𝑒 • 𝑎𝑟𝑐𝑡𝑎𝑛(𝑏 • 𝑘)]}· (3) 
Where:  F(s) is the propelling force that depends on s (slip),  
 b, c, d and e that represent fitting parameters. 
 
 
propellin
g 
braking 
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6. Proposition of the model of force generation between wheel and road surface 
We can assume that the interaction friction force is generated between a tire and a pavement in the 
place of their contact and cause the tire blocks displacement. The graphical model is presented  in fig. 
3 and fig. 4. The wheel is the flexible and resilient with damping element. 
Figure 3.   Model of tire deformation [21] 
The vehicle propelling force is a result of tyre friction on the road surface. This friction force can 
be modelled  with Columbus model. This force is flowing to the vehicle through deformed by this force 
tyre. The colobus model is applied for forces lower than critical – attrition force, which above  the force 
is approximately constant. 
 
No Force 
F<Fcrt1-static friction Force -relative speed =0 
F>Fcrt1-kinetic friction Force -relative speed V>0 tire is 
sliding F=Fcrt1+kV V>0 
F=Fcrt2-constant friction Force -relative speed V>0 Slide 
with additional layer between 
 
Rd 
eR 
 
Figure 4.   Graphical model of tire block deformation 
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If we assume that the power flow [27] from engine via wheels and tire to ground is equal: 
𝑃 = 𝐹𝑝 ∗ 𝑣𝑣
 (4) 
Where Fp Is the vehicle propelling force and vv is the vehicle speed. 
The same energy is flowing between tyre and ground. 
𝑃 = 𝐹𝐶∆𝑉
 (5) 
Where the Δv is the relative speed tire to the road surface. Fc is the friction force accordance to 
Columbus model 
 𝐹𝐶 = 𝐾𝑣∆𝑉 = 𝑘𝑁𝑁∆𝑉
 (6) 
Where the coefficient of Columbus friction in speed relation depends linearly on N-load of tire. 
So if we conclude from eq. 1 and eq.3 that: 
𝐹𝑝 = 𝑁𝑘
∆𝑉
𝑣𝑣
= 𝑁𝑘𝑠
 (7) 
Where s is the slip defined as 𝑠 =
∆𝑉
𝑣𝑣
 if take account the nonlinearity we can estimate the propelling 
force as: 𝐹𝑝 = 𝑁𝜇(𝑠) (eq.1). The Fc is limited by critical value above which the tire is rubbed. It can be 
characterized by critical slip sm. characterized by critical slip sm 
 
 
Figure 5.   Friction zones: static (red) kinetic (yellow), surface/tire stripping (gray) 
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The red zone models the deformation of tire without slip, yellow the zone of displacement and slip, 
and gray one- the slip and rubbed out of tire. 
According to the assumption the friction force is isometric, so the zones can be transformed into 2 
dimensional system. The Force and zones are referring to the geometrical sum of force and speed 
vectors, as it is presented in figure.6 
According to the assumption the friction does not differ its direction 
 
 
Figure 6.   The friction force summing and overcome the border of zones 
So the model have to take into account the 2D fiction calculation. It is very important when we 
model the turning process. 
7. The vehicle dynamics model 
The vehicle can be treated as the rigid body. The forces generated under the tire act on the centre 
causing vehicle acceleration in two dimensions. Each “wheel force” can be split out into force laying 
on the line connecting tire with mass centre Fr and orthogonal Fn. The Fn forces generate rotation 
torque around vertical axes of vehicle.  But if we have four wheels and each generate Fr some torques 
coming from those forces can compensate each other. The compensated torques give the forces back to 
the system and they should be summed geometrically like forces Fr and act on mass centre.[21]. 
We can see that the sum of forces depends on a wheel dislocation, and forces under wheel. When 
dislocation is symmetric and forces are equal the resultant force acts forward, in other cases can act in 
various direction.  
According to this analyses, sharing the propelling force among axles we can affect the vehicle's 
movement direction.  
Basing on above assumption computer model was built in MATLAB/SIMULIK software. 
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8. Model description 
The general model is presented in fig.7. It consist of a wheel model (green blocks), electric motors 
(cyan blocks) control unit (yellow block), vehicle kinetics (blue block) external forces (orange block) 
responsible for gravity ,wind and air speed resistance. 
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Figure 7.   Forces acting for the vehicle 
 
The most interesting part of the model is the wheel and suspension model presented in fig 8 . 
In “wheel and suspension” model we have the block of wheel parameters and dimensions where 
it's dimension, location in reference to mass centre and friction parameter are declared. 
Block of force and torque calculation where force and torques values presented in global reference 
system are recalculated to the reference system joined with vehicle and wheels. It is necessary because 
the direction of speed and force can be different especially when care is rotating. 
The crucial block is the wheel block presented in fig 9. In figure two tracks of a force generation 
are marked with colours: blue for longitudinal forces, green for lateral forces. In the red the wheel 
rotation torques and speed are marked. In black the calculation of forces and speed in wheel reference 
system is presented. The base for force generation is tire deformation represented by Dx and Dy. 
Between the track we can see the limit blocks which checks the general friction value, and coming out 
values are proportionally shared between longitudinal and lateral components. The longitudinal forces 
generate the wheel rotation torques.  
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Other blocks are modelled in classical way.  
This models were tested and compared with real object tests. Some example of road simulation for 
bending with growing steering wheel turning are presented in fig.10.  
This figure presents the track for vehicle propelled with front axle drive fig. 10a, two axle drive 
fig.10b, and rear drive fig.10c. We can see that most controllable vehicle is for four wheel drive. In case 
of only rear axle drive the vehicle relatively early loses the control. Those results reflect real behaviour 
of vehicle. 
a)  b)  
c)  
Figure 10. The vehicle trajectory during tests a) for front wheel drive, b) for rear wheel 
drive, c for 4 wheel drive.. 
 
Having such a model some proves of concept of electrical – ABS ( e-ABS) and electrical-ESP (e-
ESP) were done. The concept is presented in fig 11. The vehicle is pushed on the road side and it starts 
to rotate in side direction. But the eESP system detects the wheel rotation speed difference and starts to 
propel front and decrease the speed of rear axle. The vehicle starts to counter rotate and additional  force 
directed to the road appears.  
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Figure 11. 1 The e-ESP in action on the road side. a) – vehicle without e-ESP b) vehicle with e-
ESP. 
9. Conclusion 
The presented concept of 4-wheel drive urban car has an additional distinguish feature which 
improves its safety. It enables e-ESP and e-ABS  application, improve its stability and traffic 
controllability.  
Presented methodology of a wheel modeling seems to be quite easy to explain and the results are 
acceptable. The differences between real and simulation tests are only in numbers not in effects. The 
phenomena going in real are reflected in computer model. 
The disadvantage of proposed modeling is the computational time. Presented model of a whole 
vehicle can’t work in real time on a common computer.  
After additional tests the model will be optimized for real time application. Probably the real 
measurement data coming from real vehicle (not calculated in model) will allow to speed up regulator 
calculation.  
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Influence of pre-stressed zones in beam structures 
on the modification their modal properties 
 
 
Milan Naď, Ladislav Rolník, Lenka Kolíková 
Abstract: The reduction of harmful effects of vibrations or prevention of their 
occurrence is one of the important objectives in the design of machine equipment and 
structures. One of the opportunities how to achieve the desired dynamic behavior for a 
given structure is to set up or modify its modal properties. Beam structures as one of 
the fundamental structural element of different machines and structures are considered 
and modifications of their modal properties are analysed. The application of pre-
stressed zones and study of their effect on modal properties (natural frequency, mode 
shapes) in the beam structures are presented in this paper. The effect of position and 
magnitude of pre-stressed zone on modal properties of beam structures is investigated. 
1. Introduction 
The beam structures are a fundamental building elements for many engineering applications. The 
recent trends tend to the use of lightweight and more flexible beam structures. However, applications 
of these trends cause problems in beam constructions that become vulnerable to excessive lateral 
vibrations. These structures are during operating process [1], [5] subjected to the various exciting 
effects. Very serious problems occur when the frequencies of periodic changes of external loads are 
close to the values of the tool natural frequencies. As a result of these operating conditions, the 
resonant states of whole structure are occurring.  
It is clear that the dynamical properties of the beam structures are depending on its geometrical 
parameters and material properties. The beam structure are usually made of homogeneous material 
and in many cases do not have the required dynamic properties. The beam structures are usually made 
of homogeneous material and generally do not have to the required dynamic properties. Therefore, the 
changes are necessary to make in beam structure to meet the requirements to avoid the emergence 
undesirable dynamic effects. In many cases, it is necessary to eliminate these inconvenient effects by 
some structural treatments. The techniques of structural modifications [4] which lead to the change of 
modal properties (natural frequencies, mode shapes) of beam structure is based on application of 
reinforcing core inserted into beam body and prestressing forces acting in the axial direction of the 
beam structures.  
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2. Formulation of the problem 
The considered beam structure (see Fig. 1) has the tube shape into which the reinforcing core is 
inserted. On both side cross sections of core element, the prestressing force effects are applied. The 
length of core, which is inserted into beam body, is less than the length beam body. The position of 
the inserted reinforcing core can be changed and then beam structure has three different structural 
fields. It is clear, that the prestressing forces, the changing the material properties and geometric 
parameters of reinforcing core induce the change in the distribution of mass and stiffness properties of 
the modified beam structure [3], which also causes a change in the modal properties. The role of 
prestressing and reinforcing inner core is to achieve an appropriate modification of  distribution of 
mass and stiffness properties of this beam structure. All this changes also causes a change in the 
modal properties of given beam structure. 
 
Figure 1.   Model of beam structure. 
The computational model describing the studied beam structure is based on Euler-Bernoulli 
beam theory. Two underlying assumptions for the Euler-Bernoulli beam analysis are considered. The 
first assumption is that the beam is long and slender. In practice, the Euler-Bernoulli theoretical 
approach is valid when the beam length is minimum 10 times its diameter. Within considered theory, 
the effects of shear deformation and the rotary inertia are neglected. The Euler-Bernoulli beam theory 
assumes that the centerline deflection is small and only in the transversal direction. 
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The following assumptions to the creation of mathematical model of the modified beam structure 
are considered: 
 parts of cross-section of beam structure are lying in plane perpendicular to the neutral axis x, 
 beam cross-section before and during deformation is assumed as planar, 
 cross-sections of basic beam profile and core are symmetrical with respect to both axes y, z, 
 isotropic and homogeneous material properties of the parts of beam structure are considered, 
 perfect adhesion at the interface of beam structural parts is supposed. 
In accordance with Euler-Bernoulli beam theory, the general equation of motion [2] with axial 
acting pre-stressed force for each jth segment of beam is written in the form: 
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while in each beam segment, the beam bending stiffness jj JE and mass jj S  are constant. It must 
be noted that sign minus before force effect jN  is for a tensile load and sing plus is for a 
compression load. 
Introducing the assumed solution )()(),( tTxWtxw jjjj  , the Eq. (1) has following form: 
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where parameters j  and  j  are axpressed by: 
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and m0  is natural angular frequency modified beam structure and dimensionless parameters are:  
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The eigenvalue problem is: 
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,  jkjjkj  (5) 
and eigenvalues are: 
11, jj i ,          12, jj i ,          23, jj  ,       24, jj  , (6) 
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The solution of the Eq. (2) has the following form: 
)sinh()cosh()sin()cos()( 24231211 jjjjjjjjjjjjjj AAAAW  , (8) 
where 41 jj AA   are integration constants. 
The beam structure (see Fig.1) is fixed on the left edge and on the right edge is free. The 
boundary conditions are presented in Table 1. 
Table 1. Boundary conditions for beam structure (see Fig.1) 
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The intervals for dimensinless parameters j  (j = 1,2,3) are defined as follows: 
 s,01 ,         css ,2 ,            )(1,03 cs . 
The parameters 
00JE
JE cc
EJ   and 
00S
Scc
S 
  characterize the modification of stiffness and 
mass properties of the beam, where E - Young modulus, - density, S - cross-section area, J - second 
moment of area (subscript 0 is used for the beam and subscript c is used for the core).  
Substituting the solution )( jjW   from the Eq. (8) into the boundary conditions (Table 1), the 
frequency determinant is created: 
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where the elements of matrices A, B, C, D are listed in Appendix. 
The parameters 1j  and 2j  for each segment of beam structure are experessed as follows 
(supposed for F1 = F2 = F) : 
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),,;(
11
1
4
12
1
121
4
1
2
21 N
NN
SEJ
EJEJ
S
EJ

 


























  (11a) 
),,;(
11
1
4
12
1
122
4
1
2
22 N
NN
SEJ
EJEJ
S
EJ

 


























  (11b) 
132  , 131  , (12) 
where 00
2
0 JEFlN   is dimensionless axial force. It should be noted that dimensionless axial forces 
have limitations defined by tensile and buckling conditions, i.e.: 
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where   is effective buckling length factor, 2.0pR  is yield stress, 000 SJi   is radius gyration.  
3. Numerical analysis and results 
The values of the frequency parameters 1  for the modified beam structures are obtained by the 
solution of frequency determinant, the Eq. (9). Using these frequency parameters, the modification 
function for first natural frequency of vibration the modified beam structure can be expressed. The 
modification function defined as the ratio of first natural angular frequency of the modified beam 
structure to first  unmodified beam structure is expressed in the form: 
2
0
1
0
0),,,,(1 
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Figure 2.   Dependency of modification function fm  on core position ( 0.0;0.0  SEJ ). 
 
Figure 3.   Dependency of modification function fm  on core position ( 25.0;25.0  SEJ ). 
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Figure 4.   Dependency of modification function fm  on core position ( 5.0;5.0  SEJ ). 
 
Figure 5.   Dependency of modification function fm  on core position ( 0.1;0.1  SEJ ). 
The dependence of modification function of first natural frequency on core location s  
( 4,0c ) for different modifications parameters SEJN  ,,  are shown in Fig. 2 - Fig. 5. If the 
pressure load is applied in a certain prestressing zone of the beam, the value of the modification 
function decreases. Contrary to this, in the case of application of tensile prestressing, the modifying 
function is increasing. The aplication of stiffness and mass modifification (see Fig. 3 - Fig. 5) causes 
for specified parameters decreasing of the modification function when the value of parameter core 
position s is growing. 
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4. Conclusions 
The modification of dynamical properties of clamped beam structure by prestressing force effects and 
reinforcing core is presented in this paper. Structural modification of the beam structure by tensile, 
resp. pressure forces and the position and length insertion of the reinforcing core with uniform cross-
section provides an effective way to change of the beam structures modal properties. By changing 
modification parameters N , EJ , S , s , c  is possible to achieve a significant modification of 
natural frequencies of the beam structure (see Fig. 2). The results obtained confirm that this manner of 
the structural modification of beam offers a very effective tool to the modification of dynamical 
properties or to the dynamical tuning of the similar beam structures. 
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Appendix 
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))(cosh( 2213 csc   ))(sinh( 2214 csc   
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
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
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2
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Nc 





  
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Dynamic properties of pipes in different geometries with 
pulsating flows in transient states (sweeping up and down) under 
various temperature conditions 
 
 
Tomasz Pałczyński, 
Abstract: Understanding the dynamic properties of pipes with pulsating flows in 
transient states (sweeping up and sweeping down) is of great interest for ensuring 
efficient fluid transportation, including in process plants, the power and chemical 
industries, in compressed air systems and in automobiles. Pulsating flows can occur 
during start-stop procedures and due to frequency changes related to the system 
requirements. In this study, a test rig was prepared to investigate the flow parameters 
of pipes with pulsating flows, with a wide range of changes in pulsation frequency and 
intensity, in two directions (up and down). The proposed procedure enables complex 
analysis of the transient states of pipes with pulsating flows. Three fields were 
measured: air temperature from 305 K to 343 K and pipe geometry determined by 
different partially-closed end ratios from 15% to 35%. The experimental results were 
analyzed in the Matlab environment using the classical Short Fast Fourier Transform 
and the author’s own version of this algorithm. Amplitude frequency characteristics 
under the influence of two dominant cases (sweeping up and down) were also estimated 
and compared using relative and absolute values. The results are significant for 
understanding the transient stages of flow phenomena along pipelines with pulsating 
flows, with possible industrial applications.  
1. Introduction 
This work builds on the method for researching instantaneous flow parameters under sine swept 
constraints proposed in [1]. Its aim was to estimate the amplitude frequency characteristics of pulsating 
flows in pipes with different air temperatures and pipe geometries. Generally, sweep harmonic 
constraints enable faster acquisition of whole-spectrum resonance characteristics. Swept input is a 
natural extension of the classical sinusoidal signal used for dynamic system response testing. It is used 
in simulations designed to estimate bode characteristics, including in turbomachinery (for spectral and 
modal analysis of rotors [2]), process and mechanical engineering (sine sweep vibration testing), 
acoustics [3,4] and automotive engineering (sweeping automotive suspension [5]). The proposed 
method was used in [6] in an acoustic investigation of pipe flows. Sweeping was limited to only one 
tone in each sweep step, because of the high level of turbulent noise generated by the mean flow [7]. 
Multi-reference sine sweep tests are conducted in the aircraft industry for estimating ground vibrations. 
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Testing time can be minimized and the block size maximized by performing wrapped sweeps, in which 
the frequency difference between each source is maximized over the full frequency range of the test 
[8]. However, to the best knowledge of the author, no results have been published for swept inputs and 
pulsating flows in pipes, and no similar studies to that presented here have been conducted. In particular, 
this paper investigates the influence of a down- and up-sweep input method on the resulting resonance 
frequency. The intensity of the sweeping sine frequency process was defined as a sweep rate expressed 
in [s] units. This describes the number of seconds needed to change the pulsation frequency from 0 Hz 
to 200 Hz. 
2. Research goals 
A test rig was prepared to investigate the transitional states of varying pulsation frequencies in pipes. 
In what follows, the results will be presented of a series of measurements taken during various 
frequency changes. The main flow parameters evaluated were pressure, temperature and mass flow, 
measured at three control sections. The test procedure also examined the frequency change domain, in 
terms of initial and final values. The change in frequency was calculated based on the step function. 
The amplitude frequency characteristics were estimated using the Curve Fitting function in Matlab 
software [1]. Estimates were based on second-order inertial elements, and provide quite a good 
representation of the acquired data [1]. 
3. Test rig – main assumptions 
The following assumptions were made: 
- Real measurements taken during transitional states of pulsation frequency changes (from 20 Hz 
to 180 Hz) in pipes. The main features of the test rig are presented in Figure 1, including the 
pulse generator (PG) and three control sections (0, K, 3).  
- A simplified Simulink model designed to estimate local pulsation amplitude and amplitude-
frequency characteristics [1]. 
- An analysis of the influence of frequency change in a range of amplitudes from 20 Hz to 180 
Hz on air pressure during pulsation changes at three control sections. 
- Measurements showing resonant frequency changes with increasing and decreasing pulsation 
frequencies. 
- Proposed parameters for estimating second-order inertial elements (the damping coefficient and 
resonant frequency), to describe the observed phenomena. 
- Assessment of the impact of the sine swept constraint on amplitude-frequency characteristics. 
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Figure 1.   Main elements of the test rig [1]. P.G. – pulse generator, O,K,3 tested cross sections 
The main parameters are as follows: 
- Range of desired values for the frequency of the pulse generator 𝑓 = (20 ÷ 180) [Hz]. 
- Pipe diameter 𝐷𝑝 = 42 10
−3[m]. 
- Pipe length 𝐿𝑝 = 0,544 [m], determined with resonance at 70 Hz and 140 Hz. 
- Nozzle diameter  𝐷𝑛 = 10 ∗ 10
−3 [m]. The nozzle is mounted at one end of the pipe, at cross 
section (3). 
- Desired flow temperature 𝑇 = 313,15 [K]. 
- Mean Flow speed 𝑢 = 20[m/s] (mean value). 
- Mean Pressure 𝑝 = 115000 [Pa]. 
Transient and mean values for pressure, temperature and specific mass flow rate were measured at 
control sections (0) and (3), shown in Figure 4, where the yellow arrows mark the direction of flow. 
Transient pressure was also measured in section (K), located in the middle of the length of pipe. 
Analysis of the dynamic properties of the pipes was performed using the second-order oscillating 
element as the reference, parametrizing objectively the differences between particular cases. It was 
thereby possible to approximate the swept frequency probe with a coefficient of determination greater 
than 95%  (𝑅2 > 0.95). Second-order oscillating elements were estimated using equation (1) and the 
Curve Fitting Tool, with custom equation settings and default 95% confidence bounds: 
𝑀(𝑓) = {[1 − (
𝑓
𝑓𝑛
)
2
]
2
+ [
2𝜁𝑓
𝑓𝑛
]
2
}
−1/2
 (1) 
Where:  
 𝑀(𝑓) – magnitude of oscillations [-] 
 𝑓𝑛 – resonance frequency [Hz] 
 𝜁 – relative damping coefficient [-] 
Experiments were conducted with different intensities of sweeping (sweep rate from 1-9 s), with 
different diameters of nozzle (Table 1) and at various temperatures (Table 2). 
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Table 1. Nozzle diameters [∙ 10−3 𝑚] 
 
 
Table 2. Temperatures [K] 
303 313 323 328 333 
335,5 338 341 343  
 
7,5 10 12,5 15 
Figure 2.   Frequency increase over time as a sweep rate function 
 
Figure 3.   Natural frequency as a sweep rate function for chosen nozzle diameters 
The influence on the natural frequency of the chosen nozzle diameters is presented in Figure 3. 
The results were approximated based on a second-order polynomial fit, with “smile” shaped positive 
direction factored parabolas representing sweeping down mode and “sad” negative direction factored 
parabolas representing seeping up mode. Generally, nozzle diameters greater than 15 ∗ 10−3𝑚  had a 
noticeable influence on the natural frequency as an function of the sweep rate. The mean natural 
frequency (at all considered sweeping rates) increased by 6% from 142 Hz to 151 Hz. Irrespective of 
nozzle diameter, there was noticeable influence on the sweeping rate below 5 s, as discussed in detail 
in [1].  
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Figure 4.   Relative damping coefficient as a sweep rate function for chosen nozzle diameters. 
Nozzles with diameters of  7.5 ∙ 10−3 𝑚 and 10∙ 10−3 𝑚  had no influence on the relative damping 
coefficient. However, as shown in Figure 4, a nozzle with a diameter of 12. 5 ∙ 10−3 𝑚 had a significant 
influence on the mean value of the damping coefficient, from 0.177 to 0.212. This was a 20% increase 
relative to the reference 10∙ 10−3 𝑚 nozzle. With a nozzle 15 ∙ 10−3 𝑚  in diameter,  there was an even 
more significant increase in the mean value of the damping coefficient, from 0.177 to 0.292 – a 65% 
increase relative to the reference 10∙ 10−3 𝑚 nozzle. 
Much more interesting results were obtained for the influence of temperature on the natural 
frequency, as shown in Figure 5, and on the relative damping coefficient, presented in Figure 6. The 
presented meshed graphs were processed using the Curve Fitting Toolbox in the Matlab environment. 
Polynomial approximation was used with 4 degrees of freedom along both domain axes (temperature 
and sweep rate).  As can be seen, for high sweep rates in both modes (sweeping up – Figure 5a – and 
down – Figure 5b) there was a quite linear increase in the natural frequency as the temperature 
increased. In sweeping down mode, the linear increase in the natural frequency due to temperature was 
rather constant, at approximately 15 Hz (10%), with a sweeping ratio of around 3s. At lower sweep 
rates (between 1s and 3s) the natural frequency ceased to be temperature dependent.  
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Figure 5.   a) Natural frequency of the tested pipe as a function of sweep rate and temperature in sweep 
down mode b) Natural frequency of the tested pipe as a function of sweep rate and 
temperature in sweep up mode. 
In sweep up mode, natural frequency has a rather linear dependency on temperature, as shown in 
Figure 5b. It is worth noticing the “sharp dip” at low temperatures and sweep rates. 
An increase in the natural frequency was observed, from 140 Hz to 152 Hz (8.6 %). At low sweep rates, 
there was minimal increase in the natural frequency at medium temperature of around 320 K in 
sweeping down mode. In sweeping up mode, there was a similar increase in the natural frequency, from 
120 Hz to 132 Hz (10%). The changes in the relative damping coefficient due to temperature and in the 
sweeping rate domain were much more interesting than the variations in natural frequency. Figures 6a 
and 6b provide an overview of the results, with the relative damping coefficient presented relative to 
the sweeping rate and air temperature domain.  
In sweeping down mode, different monotonous variations were observed due to different sweeping 
intensities. For high sweep rates (between 5 and 9) there were noticeably decreases in the relative 
a) 
b) 
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damping coefficient (from 0.16 to 0.14-15%), due to air temperature increases.  At low sweep rates 
(from 1s to 2s), distinct changes in the damping coefficient were observed. Monotonousness is clearly 
positive and the relative damping coefficient changed from 0.205 to 0.225, around 10%. In sweeping 
up mode, there no monotonous sign change was observed. Across the whole range (apart from the 
middle area) there is a rather constant decrease in the relative damping coefficient of around 8%.  
 
 
Figure 6.   a) Relative damping coefficient as a function of sweep rate and temperature in sweep down 
mode b) Relative damping coefficient as a function of sweep rate and temperature in sweep 
up mode. 
4. Conclusions 
In this study, nozzle diameter and air temperature were found to influence the dynamic properties 
of pipes supplied with pulsating flows. The results were presented in two ways: polynomial 
approximation of the influence of the nozzle diameter and three-dimensional maps. It can be used for 
modeling the control system of the described system. Hybrid modeling of the presented phenomenon 
is therefore possible, using correction matrixes relating linear dynamics with nonlinear object properties 
implemented as empirical data. This hybrid modeling method could provide more accurate dynamic 
models of the existing test stand, including the nonlinear properties of the process. 
b) 
a) 
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The approximated polynomial curves and three-dimensional maps elaborated in this study could 
have applications in process, mechanical and automotive engineering, as well as for turbomachinery. 
The identified changes in natural frequency and relative damping coefficients could be used to improve 
the efficiency of machines, including the test system. Understanding the dynamic properties of pipes 
with pulsating flows can help to prevent damage during start-stop processes. Further research should 
focus on estimating the resonant frequencies of the tested pipes and developing a hybrid model of the 
presented system, with a modified equilibrium equation including the influence of different nozzles and 
air temperatures.  
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Influence of partially-closed end ratio on dynamic properties of 
pipes with pulsating flow 
 
 
Tomasz Pałczyński 
Abstract: The partially-closed end ratio has a significant influence on the dynamic 
properties of pipes supplied with pulsating flows. In many applications (power plants, 
pipelines, intake and exhaust systems for internal combustion engines), the partially-
closed end ratio causes resonance. Depending on the diameter of the nozzle (mounted 
at the end of the test pipe), and its influence on the transient flow parameters (pressure, 
temperature, density, speed of sound), there may be significant changes in the dynamic 
properties of pipes, such as resonant frequencies and the damping coefficient. In this 
study, experiments were conducted with a relative nozzle diameter of between 3% and 
9%. Each measurement series was performed in triplicate. The results were processed 
in the Matlab environment using Fast Fourier Transforms. The amplitude and phase 
characteristics, resonant frequencies, damping coefficient and quality of approximation 
were estimated for each measurement. The empirical coefficients were visualized as 3D 
maps, including the influence of the partially-closed end ratio on the pulsation dynamics 
in pipes. Finally, the experimental results were compared with the author’s 1D model 
(based on the method of characteristics). The results are significant both for theoretical 
understanding of pulsating flows in pipelines and for practical applications in industry. 
1. Introduction  
The partially-closed end ratio has a significant influence on the dynamic properties of pipes supplied 
with pulsating flows. In many applications (power plants, pipelines, intake and exhaust systems for 
internal combustion engines), the partially-closed end ratio causes resonance. Depending on the 
diameter of the nozzle (mounted at the end of the test pipe) and its influence on the transient flow 
parameters (pressure, temperature, density, speed of sound), there may be significant changes in the 
dynamic properties of pipes, such as resonant frequency and the damping coefficient. Pulsating flow 
implies pulsating pressure, which causes vibrations and noise. It is thus one of the most important 
problems currently facing industry [1,2,3]. Numerous studies in the literature include mathematical 
modeling of the dynamics of pipeline systems interacting with a medium [4,5,6,7,8]. In this study, 
experiments were conducted into the amplitude and phase characteristics, resonant frequencies, 
damping coefficient and quality of approximation were estimated for pipes supplied with pulsating 
flows, fitted with relative nozzle diameters of between 3% and 9%. The experimental results were 
compared with the author’s 1D model (based on the method of characteristics).  
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The method of characteristics is a mathematical technique for solving hyperbolic partial differential 
equations. It reduces partial differential equations (PDE) into the family of ordinary equations, enabling 
the integration of a solution from initial data [11]. Such finite difference methods can be divided into 
two types: implicit and explicit. A first-order of accuracy explicit method was introduced in 1952 by 
Courant, for use with the Characteristics form of the hyperbolic type PDE. In 1952, Hartee proposed 
schemes with second-order accuracy and in 1964 Benson proposed a method based on Courant schemes 
for simulating internal combustion engines and reciprocating compressors. The method compares well 
with other first-order of accuracy explicit methods and has advantages over them for dealing with 
boundary conditions.  
2. Boundary conditions 
Jungowski [9] describes two particular cases of one-dimensional pipe flow, shown in Fig. 1. Gas 
parameters are presented on two planes: space t = f(x) and stage a=f(u), where a is the speed of sound 
[m/s] and u the velocity of flow [m/s] in the direction x. Figure 1 shows three areas on the space plane 
(1,2,3), which are also represented on the stage plane, according to the two basic phases of the valve in 
section A. The upper index ‘ designates a partially opened valve and “ a partially closed valve.  
 
Figure 1.   Boundary conditions from Jungowski [9] for unsteady flow through an open-ended pipe. 
With subsonic flows, the pressure in the pipe should be equal to the external pressure before and after 
wave reflection. Figure 2 shows boundary conditions for unsteady flow through a pipe with a partially 
closed end. A nozzle has been added at the end of pipe. This nozzle can be described as a cross-section 
area change coefficient, =
𝐹𝑛
𝐹𝑝
 , where 𝐹𝑛,𝑝 is the area of the nozzle or pipe cross section [m
2].  
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 Figure 2.   Boundary conditions from Jungowski [9] for pulsating flow through a pipe with a partially-
closed end. 
For each value of the coefficient, it is possible to draw a line on the state plane showing the 
boundary conditions and gas state. Moreover, it can be proven that the 𝜑 = 𝑐𝑜𝑛𝑠𝑡 curve is a straight 
line for sonic flows and that their extension crosses the centre of the coordinate systems of the state 
plane. The limit values for 𝜑 correspond to open-ended (𝜑 = 1 from Fig. 1) or completely closed (𝜑 =
0) pipes. The initial and reflected states must therefore be on the 𝜑 = 𝑐𝑜𝑛𝑠𝑡 curve. It is worth 
mentioning that the low-amplitude distortion at the speed of sound is proportional to the cross-section 
area change coefficient divided into two waves (the wave is reflected from the border of the centres and 
passed on).  
As shown in Fig. 4, there are six unknown quantities: density, speed and pressure at the boundary 
(i subscript) and throat (t subscript). There are no 𝐶− characteristics, which changes the principles of 
MOC used previously (Fig. 1). Since there are gases flowing from the pipe, there is no need for entropy 
correction. 
Six equations can be formulated to determine the unknown quantities: 
a) Non-dimensional Riemann invariants along the 𝐶+characteristic line: 
𝜆𝑖𝑛 = 𝐴𝑖
𝑛+1 −
𝜅−1
2
∗ 𝑈𝑖
𝑛+1 = 𝐴𝐿
𝑛 +
𝜅−1
2
𝑈𝐿
𝑛 (1) 
 
Figure 3.   Partially-opened pipe boundary conditions according to the method of characteristics [2]. 
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b) Mass conservation between pipe and the throat: 
𝜌𝑖
𝑛+1 ∗ 𝑈𝑖
𝑛+1 ∗ 𝐹𝑖
𝑛+1 = 𝜌𝑡
𝑛+1 ∗ 𝑈𝑡
𝑛+1 ∗ 𝐹𝑡
𝑛+1 (2) 
c) Total energy conservation between the pipe and the throat: 
(𝐴𝑖
𝑛+1)
2
+
𝜅−1
2
∗ (𝑈𝑖
𝑛+1)
2
= (𝐴𝑡
𝑛+1)2 +
𝜅−1
2
∗ (𝑈𝑡
𝑛+1)2 (3) 
d) Homentropic contraction upstream from the throat: 
𝑝𝑖
𝑛+1
𝑝𝑡
𝑛+1 = (
𝐴𝑖
𝑛+1
𝐴𝑡
𝑛+1)
𝜅−1
2∗𝜅
 (4) 
e) For subsonic flow, the pressure in the throat is equal to the cylinder pressure: 
𝑝𝑡
𝑛+1 = 𝑝𝑒𝑥𝑡 (5) 
f) Assuming a homentropic contraction downstream from the throat: 
𝑝𝑡
𝑛+1
𝑝𝑒𝑥𝑡
= (𝐴𝑡
𝑛+1)
𝜅−1
2∗𝜅  (6) 
3. Test rig – main assumptions 
The following assumptions were made: 
- Real measurements taken during transitional states of pulsation frequency changes (from 20 Hz 
to 180 Hz) in pipes. The main features of the test rig are presented in Fig. 1, including the 
pulse generator (PG) and three control sections (0, K, 3).  
- A simplified Simulink model designed to estimate the local pulsation amplitude and amplitude-
frequency characteristics [1]. 
- An analysis of the influence of frequency change in a range of amplitudes from 20 Hz to 180 
Hz on air pressure during pulsation changes at three control sections. 
- Measurements showing resonant frequency changes with increasing and decreasing pulsation 
frequencies. 
- Proposed parameters for estimating second-order inertial elements (the damping coefficient and 
resonant frequency), to describe the observed phenomena. 
- Assessment of the impact of the sine swept constraint on amplitude-frequency characteristics. 
The main parameters were as follows: 
- Range of desired values for the frequency of the pulse generator 𝑓 = (20 ÷ 180) [Hz]. 
- Pipe diameter 𝐷𝑝 = 42 ∙ 10
−3[m]. 
- Pipe length 𝐿𝑝 = 0.544 [m], determined with resonance at 70 Hz and 140 Hz. 
- Nozzle diameters 𝐷𝑛 = 7.5 − 12.5 ∙ 10
−3 [m]. The nozzles were mounted at one end of the 
pipe, at cross section (3). 
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- Desired flow temperature 𝑇 = 313.15 [K]. 
- Mean Flow speed 𝑢 = 20[m/s] (mean value). 
- Mean Pressure 𝑝 = 115000 [Pa]. 
 
Figure 4.   Main elements of the test rig [1]. P.G. – pulse generator, O,K, 3 – tested cross sections 
Transient and mean values for pressure, temperature and specific mass flow rate were measured at 
control sections (0) and (3), shown in Fig. 4. Transient pressure was also measured in section (K), 
located in the middle of the length of pipe. Analysis of the dynamic properties of the pipes was 
performed using the second-order oscillating element as the reference, parametrizing objectively the 
differences between particular cases. It was thereby possible to approximate the swept frequency probe 
with a coefficient of determination greater than 95% (𝑅2 > 0.95). Second-order oscillating elements 
were estimated using equation (1) and the Curve Fitting Tool, with custom equation settings and default 
95% confidence bounds: 
𝑀(𝑓) = {[1 − (
𝑓
𝑓𝑛
)
2
]
2
+ [
2𝜁𝑓
𝑓𝑛
]
2
}
−1/2
 (1) 
where:  
 𝑀(𝑓) – magnitude of oscillations [-] 
 𝑓𝑛 – natural frequency [Hz] 
 𝜁 – relative damping coefficient [-] 
4. Experimental and simulation results 
Experiments were conducted with different nozzles: 7.5 ; 10; 12.5 ∙ 10−3𝑚 and three inlet radiuses: 4; 
5; 6 ∙ 10−3𝑚. Probes were performed to acquire measurement results with 5 Hz frequency steps. The 
author’s own program for rapid processing of experimental results was used, as presented in [11]. It 
enables automatic generation of magnitude-frequency characteristics in just a few minutes after test rig 
measurements. Example results at magnitude p2/p1 in the frequency domain are presented in Figure 5. 
Points marked with circles represent measurement results. The line shows an approximation of the 
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measurement results, derived from Eq. 1. Based on the approximation curve, the following were 
estimated for each test series: natural frequency (146.6 Hz); damping coefficient (0.101) and resonant 
frequency (145.16 Hz). Resonant frequency was calculated using the equation: 
𝑓𝑟 = 𝑓𝑛√1 − 𝜁2 (2) 
 
Figure 5.   Magnitude p2/p1 in the frequency domain for the nozzle diameter 10 ∙ 10−3𝑚. 
The amplitudes of the oscillation at cross sections 1 and 2 were estimated and the magnitudes p2/p1 
calculated. The magnitudes were assigned to the pulse generator frequencies. The coefficient of 
determination for the magnitude curve approximation is very good 𝑅2 = 0.99348. Across the whole 
spectrum of the processed measurement results, the coefficient of determination was above 95%. This 
proves that the second-order oscillating element is sufficient for approximating the dynamic states of 
pulsating flows in pipes with partially-closed ends.  
Calculations using the Simulink model (based on the method of characteristics) were performed in 
parallel with the experimental studies. Sample simulation results are presented in Fig. 6, which shows 
flow parameters in the time-space domain. The simulation of acoustic phenomena for the initial time 
steps is clearly visible. The propagating wave is divided into two parts, and is proportional to the cross-
section area change coefficient, defined in Fig. 1. The reflected part of the propagating wave has closed-
end type boundary conditions. The rest of the falling wave propagates outside the nozzle. Qualitative 
comparison of the results of the numerical studies revealed a good match with experimental 
measurements. The assumed cross-section area change coefficient was confirmed as 𝜑 = 0.056. 
Boundary conditions for the partially-closed end model were verified. Acoustic phenomena were 
confirmed for the analyzed flows. Nodes and antinodes were found for the standing wave, described in 
Fig. 6. At resonant frequency pulsations, the pressure nodes were located at the beginning of the pipe. 
Velocity antinodes can also be seen at the pipe end (cross section 3). 
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Figure 6.   Numerical simulation results for the resonant frequency 𝑓𝑟 = 145.16 and nozzle diameter 
10 ∙ 10−3𝑚: a) local speed of sound in the time-space domain, b) transient pressure in the 
time-space domain, c) transient temperature in the time-space domain, d) particle transient 
velocity in the time-space domain. 
It is worth mentioning that the 1D model of pulsating flows through pipes with a partially-closed 
end correctly takes into account the impact of changes in the nozzle geometry, as one dimensionless 
coefficient defined as the cross-section area change coefficient. However, this makes it difficult to take 
into account the impact of the nozzle inlet radius as the cross-section area changes. It is proposed to 
estimate the (∆𝑑) nozzle diameter correction using the linear coefficient of the impact of the cross-
section area change on the relative damping coefficient.  
5.1.  Experimental and simulation results - discussion 
Table 1 shows relative and absolute values for the damping coefficient and resonant frequencies 
in the cases studied. The first four rows represent the relative damping coefficient of the two particular 
cases, showing experimental results (“exper.”) and simulation results (“calc.”). The impact of the nozzle 
diameter is presented in the first group of three columns and the change in the damping coefficient 
relative to nozzle diameter 10 ∙ 10−3𝑚 is shown in parentheses. The impact of the nozzle inlet radius 
is presented in the second group of three columns.  The change in the damping coefficient relative to 
a) 
c) d) 
b
) 
b) 
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the nozzle inlet radius 6 ∙ 10−3𝑚 is shown in parentheses. The last two rows present the absolute 
difference between the experimental estimated relative damping coefficient and the reference nozzle 
inlet diameter 6 ∙ 10−3𝑚. Corrective nozzle diameters, estimated as the comparable influence on the 
cross-section area, are presented in the last two rows in parentheses. Resonant frequencies for the 
studied cases are shown in the fifth row. 
Table 1. Relative damping coefficient and resonant frequency (measured and calculated) 
 Nozzle diameter [∙ 10
−3𝑚] Nozzle inlet radius [∗ 10−3𝑚] 
 7,5 10 12,5 4 5 6 
p3/p1-exper. 0,007 (-78%) 0,0315  0,0830 (163%) 0,0530 (68%) 0,0260 (-17%) 0,0315  
p2/p1-exper. 0,0235 (-64%) 0,0650  0,1540 (137%) 0,1010 (55%) 0,0575 (-12%) 0,0650  
p3/p1-calc. 0,0120 (-40%) 0,0200  0,0700 (250%) 0,0450 (61%) 0,0250 (-11%) 0,0280  
p2/p1-calc. 0,0400 (-33%) 0,0600  0,1650 (175%) 0,090 (50%) 0,0560 (-7%) 0,0600  
𝑓𝑟[Hz] 146,8  149,0 151,9  146,7  146,4 147,2  
∆𝜁, (∆𝑑) [−, (𝑚𝑚)] p3/p1-exper.   0,0360 (1,75) -0,0055 (-0,56) 0 
 p2/p1-exper.   0,0170 (0,48) -0,0075 (-2,34) 0 
 
Figures 7 and 8 provide a graphical interpretation of the results from Table 1. The influence of the 
nozzle diameter on the relative damping coefficient was estimated for p3/p1 (quotient of pressure 
pulsation of the third to the first cross-section) and p2/p1 (quotient of pressure pulsation of the second 
to the first cross section). The nozzle diameter changes were ±2,5 ∙ 10−3𝑚, which makes the cross 
section area change between -43 % and +56% according to the reference diameter 10 ∙ 10−3𝑚 
(assumed as the reference because all previous research was made for this nozzle). A significant 
increase in the relative damping coefficient can be noticed, due to the increase in nozzle diameter. Case 
p3/p1 has much higher values for the relative damping coefficient, compared to the p2/p1 case. This is 
caused by the flow phenomenon illustrated in Fig. 6b. The amplitudes of the pressure pulsation in the 
middle length of the tested pipe are lower. The dependence of the square cross-section area on the pipe 
diameter shows significant asymmetry on the left and right of the value assumed as the reference (10 ∙
10−3𝑚). An increase of 25% (12,5 ∙ 10−3𝑚) in the nozzle diameter causes almost an almost 150% 
increase in the relative damping coefficient. A decrease of 25 % (7.5 ∙ 10−3𝑚) in nozzle diameter 
causes an almost 75% decrease in this parameter. Changes in resonant frequencies with changes in 
nozzle diameter are also significant, with a decrease of around 1% with the smaller nozzle diameter, 
increasing to 2% with the larger nozzle diameter. The influence of nozzle inlet diameter on the dynamic 
properties of pipes with pulsating flows is more complicated, and connected to the nozzle construction 
ratio resulting from fluid mechanics, which is not the main focus of dynamics research. The values for 
404
the relative damping coefficient were calculated with reference to a nozzle inlet diameter of 6∙ 10−3𝑚, 
well known to the author from previous research.  
 
Figure 7.   Damping coefficient relative to nozzle diameter (experimental and simulation results). 
 
Figure 8.   Damping coefficient relative to nozzle inlet radius (experimental and simulation results) 
As shown in Fig. 7 and Table 1, a nozzle with an inlet diameter of 5∙ 10−3𝑚 introduced a slight 
decrease in the dynamic properties of the studied pipes. A nozzle with an inlet diameter of 4 ∙ 10−3𝑚 
caused an almost 50% increase in the relative damping coefficient. Generally, the results of the 
numerical studies were comparable with the experimental results. The differences identified were 
caused by the simplicity of the 1D model used, based on MOC. 
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5. Conclusions 
The closed-end ratio has a significant influence on the dynamic properties of pipes supplied with 
pulsating flows. This paper has presented the results of a quantitative and qualitative investigation into 
the influence of the diameter and inlet radius of a nozzle mounted at the end of pipes. Numerical 
modeling and experimental studies were performed in parallel and showed quite close agreement. The 
results are very important for the mathematical modeling, design and control of pipeline systems 
interacting with mediums such as compressed air in a wide range of pipeline systems, especially 
compressed air ducts, internal combustion engine inlets and exhaust systems. 
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 CFD predict dynamic properties such as stiffness and damping of 
long labyrinth seals in axial balance drum for high frequency 
pump 
 
 
Adam Papierski, Andrzej Błaszczyk, Mariusz Susik 
Abstract: Rotordynamic instability due to fluid flow in seals is a well-known 
phenomenon that can occur in pumps, steam turbines and compressors. While analysis 
methods using bulk-flow equations are computationally efficient and can predict 
dynamic properties fairly well for short seals, they often lack accuracy in cases of 
seals with complex geometry or with large aspect ratios (L/D above 1.0). This paper 
presents the linearized rotordynamic coefficients for a liquid seal with complex 
geometry subjected to incompressible turbulent flow. The fluid-induced forces acting 
on the rotor are calculated by means of a three-dimensional computational fluid 
dynamics (3D-CFD) analysis, and are then expressed in terms of equivalent linearized 
stiffness, damping, and fluid inertia coefficients. The results of rotor dynamic analysis 
using the coefficients derived from CFD approach 
1. Introduction  
The current trend in high-performance turbopump design requires more compact and higher power 
machines with higher efficiencies, which consequently results in higher rotor speeds and tighter 
clearances. This trend requires a more accurate determination of rotor critical speeds, vibration levels, 
and the onset of pump instability. 
Turbopumps seals interface between rotating parts such as rotors, impeller blades and balance 
drum and stationary parts such as housings. The seals, used to isolate regions of different pressures, are 
non-contacting, and allow a leakage flow across. The fluid flow that exists in seals generates reaction 
forces on the rotor. As a rotor moves away from its nominal operating position, the fluid flow in the 
seal is altered and reaction forces are generated on the rotor. Knowledge of the type and magnitude of 
these forces is important when calculating the stability characteristics of the overall rotating system. 
The reaction forces can be destabilizing e.g. in a labyrinth seal. 
Traditional annular seal models are based on bulk flow theory. While these methods are 
computationally efficient and can predict dynamic properties fairly well for short seals, they lack 
accuracy in cases of seals with complex geometry or with large aspect ratios (above 1.0). In this paper, 
the linearized rotordynamic coefficients for a seal with a large aspect ratio are calculated by means of a 
three-dimensional CFD analysis performed to predict the fluid-induced forces acting on the rotor. As a 
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 seal rotor moves away from its nominal position, the reaction forces generated by the fluid flow can be 
linked to the rotor displacement, velocity and accelerations using a spring-damper-mass system in 2 
directions. 
 
 
 
 
 
Figure 1.   Schematic of horizontal multistage process pump with inline impeller configuration with 
balance drum for axial force reduce and their rotordynamics model 
For the seal configuration shown in Figure 2, the reaction forces Fx and Fy can be linked to the 
rotor motion using the relation 
− [
𝐹𝑥
𝐹𝑦
] = [
𝐾𝑥𝑥 𝐾𝑥𝑦
𝐾𝑦𝑥 𝐾𝑦𝑦
] [
𝑥
𝑦] + [
𝐶𝑥𝑥 𝐶𝑥𝑦
𝐶𝑦𝑥 𝐶𝑦𝑦
] [
?̇?
?̇?
] + [
𝑀𝑥𝑥 𝑀𝑥𝑦
𝑀𝑦𝑥 𝑀𝑦𝑦
] [
?̈?
?̈?
] (1) 
where:  
 x, y, ?̇?, ?̇?, ?̈?, ?̈? are the displacements, velocities, and accelerations in the X and Y directions, 
 Kxx and Kyy are the direct and Kxy and Kyx the cross-coupled stiffness coefficients, 
 Cxx, Cyy and Cxy, C yx direct and cross coupled damping coefficients  
 Mxx, Myy and Mxy, Myx the direct and cross-coupled inertia (added mass) coefficients. 
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 Linked in this fashion, the rotor dynamic coefficients can directly be used in the rotor stability 
calculations. 
When the nominal position of the rotor is concentric, the coefficient matrices become simpler and 
assume a skew-symmetric form with a total of only six distinct coefficients as against twelve for the 
general case. 
Kxx = Kyy ; Kxy = -Kyx ; Cxx = Cyy ; Cxy = -Cyx ; Mxx = Myy ; Mxy = -Myx ; 
 
 
Figure 2.   Whirling rotor with small orbit radius  
Circular whirl orbits of the rotor are applied, assuming that the center of the rotor describes a 
trajectory expressed as: 
𝑥 = 𝜀 cost (2) 
y = 𝜀 sint (3) 
Where  is the eccentricity of the rotor. Replacing derivatives of Eqs.(2) and (3) in Eq. (1), this can then 
be rewritten in terms of sines and cosines. By selecting the point A(0,) in the whirl orbit, illustrated in 
Fig.2, and using matrix algebra, Eq.(1) is simplified further. As a result, the normal and tangential 
components of fluid forces acting on the rotor are described by the linearized rotordynamic model as 
follows:  
−
𝐹𝑥
𝜀
= −𝐾𝑥𝑦 + 𝐶𝑥𝑥 + 𝑀𝑥𝑦
2 −
𝐹𝑥
𝜀
= 𝑀𝑥𝑦
2 + 𝐶𝑥𝑥 − 𝐾𝑥𝑦 (4) 
−
𝐹𝑦
𝜀
= −𝐾𝑦𝑦 + 𝐶𝑦𝑥 + 𝑀𝑦𝑦
2 −
𝐹𝑦
𝜀
= 𝑀𝑦𝑦
2 + 𝐶𝑦𝑥 − 𝐾𝑥𝑦  (5) 
Each of the above equations represents one equation and three unknowns (stiffness K, damping C, 
mass term M). The dynamic coefficients are evaluated by determining the fluid force components Fx 
F
x 
Fx 
Fy 
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 and Fy, at multiple whirl speeds i, i=1,2,3,4,5. A curve-fit to the linear second order model is then 
performed to identify the six unknowns in the equations above, representing the stiffness, damping, and 
added mass coefficients.   
In the CFD simulations the rotor was displaced in a positive Y direction with = 0.1 x nominal 
clearance and the computational model reflected this off-center position of the rotor. The use of a full 
three-dimensional eccentric CFD model ensured that both minimum and maximum radial clearance is 
included and, therefore, the pressure variation in circumferential direction that generates fluid excitation 
forces is taken into account. 
2. CFD Prediction of Dynamic Seal Coefficients 
To predict dynamic seal properties the selected approach follows many other researchers; a number 
of interesting publications are cited in the bibliography. The authors consider an idealized model of a 
rotor with a spinning frequency rotating around the center of the stator on a circular orbit with whirling 
frequency and orbit radius . These model assumptions are shown in Figure 4 /left. This transient 
problem can be transferred to a stationary one using a rotating relative system as shown in Figure 4 
/right. The following boundary conditions are used: 
 The gap between rotor and stator is regarded as a rotating-relative system. The relative 
system rotates with orbit frequency . 
 The circumferential velocity of the walls are defined relative to the orbit, i.e., the shaft 
surface rotates with a frequency rel =(  -  ), while the stator surface rotates at  
wall =( - ). 
 The upstream and downstream parts of the balance drum are defined in a fixed absolute 
system. 
 Using a multiple frame of reference (MFR) software, the flow in all individual parts can be 
handled as stationary. The coupling between the reference systems can be handled using 
the so-called “frozen rotor” interface, averaging flow and variables in circumferential 
velocity. 
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Figure 3.   CFD Coordinate Systems for steady-state analysis (t=0) 
3. Mesh Generation and Boundary Conditions 
The simulation of the flow-through labyrinth seals requires high-quality CFD meshes. In the axial 
and radial directions extremely high gradients of velocity and pressure occur that must be resolved 
sufficiently. The need to mesh a complete 360 degree model with an excessive number of nodes with 
increasing numbers of tips also enforces good grids to minimize computational time to achieve 
convergence. An example for this mesh refinement is given in Figure 5. Final number of mesh nodes 
for balance drum gap was 678041  (27120 nodes per 1 of 25 chambers). 
 
 
Figure 4.   Final mesh for gap of balance drum  
 
411
  
Figure 5.   Predicted Mass Flows as Target Function Versus Mesh Density [1] 
In [1] authors showed trend of the calculated mass flow throw seal gap versus the number of nodes 
per chamber (see Fig. 6). 27 120 is the number of nodes that far exceeds the value at which the mass 
flow is already set. 
4. Boundary conditions for CFD calculations 
For flow calculation through balance piston it was set following boundary condition (see figure 6) : 
 
Figure 6.   Boundary conditions for stiffness and damping calculations  
4.1. Inlet boundary conditions 
Total pressure (Pt inlet) and velocity direction at entrance to downstream chamber of last impeller 
were obtained from result of calculation of all stage pump with ideal centric position of the shaft. In this 
case is possible to calculate for one passage for every elements of pump like impeller, vanned diffuser 
and also impeller chamber and seals. 
4.2. Outlet boundary condition 
Static pressure (P outlet) calculated as pressure in suction pipe increased by pressure loss in 
connecting pipe between suction pipe and balance chamber. Pressure loss calculated by equation (6) 
Poutlet 
Pt inlet 
 
Velocity 
direction 
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 ∆𝑝 = (𝑓𝑡
𝐿
𝐷
+ ∑ 𝑖)
𝜌𝑉2
2
   (6) 
where: 
ft –friction coefficients of connection pipe, 
L - length of the connection pipe, 
D – diameter of the connection pipe, 
 – density of pumped liquid, 
i – sum of local loss coefficient (bends, entrance, oriffice)  
V – liquid velocity in connection pipe calculated from mass flow through  balance drum gap 
 
5. Results of calculations 
CFD calculations delivers the pressure and velocity distributions field (see figure 7). From pressure 
field on rotating element (balance drum) it can calculated axial Force (Fz)  and parts of radial force (Fx, 
Fy). Figure 8 show axial force for different balance drum gap. The optimal gap is about 0.7 mm. The 
residual axial force is transmitted through the support bearing 
   
Figure 7.   Pressure distributions on rotating element of the pump 
 
Figure 8.   Axial thrust vs balance drum gap (diameter) 
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 Figure 9 show parts of radial force versus 5 orbit frequency . A curve-fit to the linear second 
order model is then performed to identify the six unknowns in the equations above, representing the 
stiffness, damping, and added mass coefficients. 
 
Figure 9.   Variation of fluid force components normalized by eccentricity of rotor (estimated from CFD) as 
function of assumed whirl speeds 
The resulting dynamic properties of the seal are listed in follow. 
[𝑀] = [
220 22,8
−22,8 220
]; [𝐶] = [
6016 116233
−11623 6616
];[𝐾] = [
9,4927𝐸 + 06 5,3140𝐸 + 06
−5,3140𝐸 + 06 9,4972𝐸 + 06
] 
The rest of pump seals dynamics properties was calculated by bulk flow method implemented in lateral 
rotordynamic analysis computer program XLROTOR@. Critical speed map and its shape obtained from 
XLROTOR showing figure 10. 
 
Figure 10.   Campbell diagram 
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 6. Conclusions 
This paper presented a method to calculate the dynamic properties of circumferentially-grooved seals 
(balance drum) with large aspect ratios, using CFD as an alternative approach to bulk flow codes. The 
rotordynamic coefficients were calculated by simulating a rotor that whirls on a circular orbit around 
the center of the stator. The resulting fluid forces were calculated for five whirl speeds to solve the 
rotordynamic equations and identify the dynamic properties using a second order curve-fit. The main 
disadvantage of this method stems in the large computational time and effort required to perform the 
CFD analysis as compared to the bulk flow analysis, which is frequently used for lateral rotordynamic 
stability analysis in the industry. However, as the computational power is continuously increasing, it is 
believed that the CFD technique for modeling fluid forces will become the standard in the industry. 
Furthermore, the CFD method outlined can be coupled with rotordynamic codes and optimization 
algorithms to improve the design of rotordynamic systems. 
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The impact of the shock absorber damage on vehicle control 
 
 
Krzysztof Parczewski, Henryk Wnęk 
Abstract: The article has been analysed the impact of vehicle shock absorber damage 
on its controlling. The study was conducted on a Class B passenger car for selected 
road tests. The results of the measurements from road tests obtained for a fully 
functional and damaged vehicle with different locations of vehicles centre of gravity 
were compared. The impact of the damaged shock absorber on the change of steering 
controlling in fixed and dynamically changing conditions has been analysed. Steerage 
indicators based on the analysis of steerability and vehicle stability were used to 
evaluate the behaviour of the vehicle. Designated indicators have identified the 
required change in the range of vehicle steering control and their impact on vehicle 
active safety. 
1. Introduction 
Longitudinal, lateral and roll motion of the vehicle are caused by the driver's control of the vehicle. 
They are dependent on dynamic control characteristics of the vehicle. The driver controls the 
movement of the vehicle, determines the vehicle track and corrects it in case of deviation from the 
given track. The driver also predicts the movement and behaviour of the vehicle. Based on this 
information, the driver decides to take steering wheel maneuverer [5]. 
2. Factors influencing the dynamic characteristics of vehicle control 
On vehicle controls are also influenced by factors that depend on the structure of the vehicle, 
especially its tires, and the conditions of vehicle tire adhesion to the roadway. Generally they are 
defined by the notion of dynamic characteristics of the vehicle control. This dynamic characteristic is 
influenced by: 
•  steer angles, 
•  side-slip angles of wheels. 
The size of the steer angles is determined by the driver by turning the steering wheel. However, 
on trajectory of the vehicle has influence factors depends on the structural components and movement 
of the car, as well as the transmission of forces between the tires and the roadway. As noted above, 
the factors that affect the trajectory of motion are the steering wheel angle of rotation, tire 
characteristics, stiffness and damping of vehicle suspension, susceptibility and damping of steering 
system, wheels geometry, mass distribution and vehicle mass moments of inertia, rolling resistance 
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and adhesion conditions (tire-road friction) as well as dynamics of the cornering manoeuvre 
[3,6,7,16]. 
2.1. Steer angles of wheels 
Steer angles of wheels are derived from the value of angle of rotation of the steering wheel, steering 
gear ratios and its characteristics, and steering system susceptibility and damping. They essentially 
affect the vehicle motion. 
2.2. Wheels side-slip angles 
Factors influencing the side-slip angle are related to parameters resulting from the construction of the 
vehicle and parameters determining its movement. These parameters can be grouped as follows: 
• Tire - its rigidity, aspect ratio, tread condition. These parameters mainly affect the tire deflection 
and its interaction with the roadway, depending on the force acting on the wheel and its tilt angle 
[9,10,13]. 
• Suspension - radial and vertical stiffness and characteristics of damping in shock absorbers. 
Suspension stiffness affects the roll and tilt angles of the vehicle relative to the longitudinal (X) 
and transverse (Y) axes as well as the forces acting on the axles of the wheels. Torsion of vehicle 
body has been omitted due to its small impact on vehicle motion [6,7,8,16,18]. 
• Construction of vehicle - centre of gravity, moments of inertia with respect to vehicle axes X, Y 
and Z [2,4,12]. 
• Co-operation of tires with the road - conditions of adhesion between the tire and the road resulting 
from the type of pavement, its condition (dry, wet), longitudinal and transverse slip of the wheel, 
rolling resistance. They directly affect the angle of side-slip [2,17,19]. 
• Vehicle motion parameters - value of steering wheel angle (steer angle), driving speed, 
longitudinal and lateral acceleration, tilt of the roadway. These parameters characterize the motion 
and control of the vehicle [1,2]. 
All the above factors affect the trajectory of motion the vehicle. 
Comparison of vehicle control characteristics with fully functional and damaged shock absorber 
requires to appoint some indicators be used to assess the vehicle's steerability. 
3. Assessment methods of steerability of the vehicle 
Usually, understeer gradient Kus, under the norm ISO 4138 is used to determine the steerability of a 
vehicle in motion. This relationship allows us to determine the characteristics of the vehicle steer - 
Equation (1) [18]. 
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 Figure 1.   Scheme of motion of a vehicle on a circular track, taking into account  
and without taking into account, the wheels side-slip angles [18]. 
The relationships describing the indicators used to evaluate the motion control of the vehicle 
were presented below [5,6,18,22]: 
Understeer gradient 
𝐾𝑢𝑠 =
𝑑𝛿𝑤
𝑑𝑎𝑦
−
𝑑𝛿𝐴
𝑑𝑎𝑦
=
𝑚
𝐿
(
𝑙𝑟
𝐶𝛼𝑓
−
𝑙𝑓
𝐶𝛼𝑟
) (1) 
Difference in steering angles w - A gradient in steady state conditions 
𝐴𝑠𝑠 =
𝛿𝑤−𝛿𝐴
𝑎𝑦
 (2) 
Understeer indicator Ast 
𝐴𝑠𝑡 =
𝛼𝑓−𝛼𝑟
𝐿∙𝑎𝑦
 (3) 
Yaw rate gain 
?̇?𝛿 =
?̇?
𝛿𝑤
 (4) 
Relationship between the yaw rate and steer angle in steady state conditions 
(
?̇?
𝛿𝑤
)
𝑠𝑠
=
𝑣
𝐿+𝐾𝑢𝑠∙𝑣
2 (5) 
Path radius to steer angle ratio 
(
𝑅
𝛿𝑤
)
𝑠𝑠
 (6) 
For evaluation of the steerability of the vehicle, the indicators determining the deviation from the 
pre-set trajectory expressed by the difference in steering angles gradient w - A, are used, where w is 
the average steer angle and A the Ackermann's steer angle (the steer angle of the wheels needed to 
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drive on these same track in case there are no wheels side-slip of the front and rear axles f and r). 
These angles are shown in Figure 1.  
The understeer indicator Ass - difference of steer angles to the lateral acceleration ratio - equation 
(2) was used to evaluate the steerability of the vehicle too. The difference of the side-slip angles 
between front and rear wheels f - r, allows you to assess the vehicle's steerability, its tendency to 
understeer or oversteer, and determine their impact on the vehicle's track. The analyses used the Ast 
indicator, which is the ratio of the difference of the wheels side-slip angles f - r to the lateral 
acceleration ay and the vehicle wheelbase L - equation (3) and the yaw rate gain - ratio of the yaw rate 
to the steer angle - equation (4). As auxiliary is used the equation (5), to show the relationship 
between the yaw rate and steer angle, under steady-state conditions (it depends on the vehicle speed, 
wheelbase and the understeer gradient). 
Under the steady state conditions of vehicle motion for the evaluation of steerability was used 
equations (1-4) and equation (5 and 6) and in the case of sudden change in direction of motion of 
equations (3-4). 
4. Impact of shock absorber damage on steering characteristics of the vehicle 
4.1. Testing vehicles in motion 
The study was conducted using Class B vehicle (vehicle kerb weight ~ 1000kg, wheelbase ~ 2.3m) 
[11,15]. Two road tests based on ISO standards [23-28] were used to evaluate the vehicle's steer 
characteristics: the first test - determining circular driving behaviour of vehicles at steady-state 
conditions, the second test - attempt consisted of a sudden change of the motion direction, few 
seconds driving in steady turn and next braking [14,16]. During the first test, the vehicle moved under 
steady-state conditions at steady speed and constant steer angle (the test was labelled "Circle_Mx"). 
During the second test, the motion conditions changed dynamically, the vehicle initially moved in a 
straight line, followed by a turning manoeuvre, and after a few seconds braked (the test was labelled 
"Corner_Mx"). Vehicle speed at the beginning of braking was about 45 km/h.  
These tests are characterized by high lateral acceleration both when driving on a circular track 
under steady motion conditions and during a sudden change of direction of motion. 
Tests were repeated for two centre of gravity positions corresponding to conditions in which only 
the driver (M1) was in the vehicle and the vehicle was fully loaded (M2). Changing the vehicle load 
caused the centre of gravity to shift 11.6 centimetres backwards. 
During both tests were measured: vehicle speed and track, longitudinal and lateral acceleration, 
steering wheel angle, tilt and yaw angle, yaw and roll and pitch rates, wheels rotation and brake pedal 
force and brake pressure on wheels circuits. 
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For this purpose, the vehicle was equipped with measuring equipment: Correvit S-CE sensor 
(Corrsys-Datron), measuring steering wheel MSW (Corrsys-Datron), measuring system VBOX3i SL 
with two GPS antenna and inertial modulus IMU04 (Racelogic), acceleration sensors ADXL203 
(Analog Devices), pressure sensors MPX200 (Peltron), brake pedal force sensor CL23 (ZEPWN), 
incremental encoders with a resolution of 1024 pulses/rev (HEEDS) and gyro sensors CRS03 (Silicon 
Sensing Systems Japan). Measurement data were recorded at 100Hz in acquisition systems AD-32 
[11,12,20] and VBOX Racelogic [21]. 
4.2. Measurement and evaluation of vehicle steerability 
The parameters characterizing the steerability of the vehicle as describing above have been 
determined, on the basis of the road tests. The results are presented separately for steady-state circular 
tests and for dynamic change of direction of motion. The tests were carried out on four vehicle 
conditions: fully functional car with load M1, fully functional car with load M2, damaged car with 
load M1 (with damaged shock absorber in front suspension) and damaged car with load M2. The 
faulty shock absorber was mounted in the front right wheel suspension. 
The steady-state circular tests 
The diagrams below show the comparison of the various indicators for different vehicle states 
obtained from the measurements during the steady-state circular tests. 
 
Figure 2.   Understeer gradient Kus for fully functional and damaged vehicle. 
The understeer gradient shown in figure 2 allows you to compare the vehicle with fully 
functional and with damaged shock absorber in steady-state circular test. The comparison shows that 
damage of the shock absorber of the front right suspension changes the steerability characteristics of 
the vehicle. This increases the understeer gradient by more than 25%. Increasing the mass of the 
vehicle causing the centre of gravity to shift backwards and causes a decrease in the gradient (~ 16% 
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in a vehicle with a mass of M1 to 3% for a vehicle with a mass of M2). Despite these changes, the 
vehicle has understeer characteristics in all tested cases. 
 
Figure 3.   Influence of shock absorber damage on the path radius to steer angle ratio. 
Figure 3 shows the change of the vehicle's trajectory radius at fix steering wheel steering angle. 
For the steering angle of 10o the radius of motion trajectory for the vehicle loaded by driver is 13.7m, 
after increasing the vehicle load, the radius decreases to 12.75m. Damage of the shock absorber 
causes that the radius of the track increases to 15.1m and for additionally loaded vehicle up to 14.9m. 
 
Figure 4.   Influence of shock absorber damage on the change of the Ass indicator  
- difference in steering angles w - A gradient in steady state conditions.  
Figure 4 shows the difference between the actual steer angle and the Ackermann angle (w - A) 
per acceleration unit. For lateral acceleration ~4m/s2 the actual steer angle of the steered wheels will 
be greater than the Ackermann angle by ~3.3m. The moving of the gravity centre backwards and 
increasing the weight of the car will reduce the angles difference to ~2.6o. Damage of the shock 
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absorber will result in an increase of the angles difference of up to ~3.6o and with increased vehicle 
weight of up to ~4o. 
 
Figure 5.   Influence of shock absorber damage on the change of the understeer indicator Ast 
during steady motion on circular path. 
The impact of shock absorber damage on values of understeer indicator Ast during steady-state 
circular test is within the range resulting from the change of location the gravity centre. For this 
reason, it can be considered that damage of the shock absorber has a little impact on the value of this 
indicator (Fig. 5). 
 
Figure 6.   Influence of shock absorber damage on the change of yaw rate gain ?̇?/𝛿𝑤  
during steady-state motion on circular path. 
The yaw rate gain ?̇?/𝛿𝑤 during steady-state circular tests, in the event of damage of the shock 
absorber, is reduced by ~10%. In the case of fully functional vehicle, the change of gravity centre 
location increases this indicator by 10%, but with a damaged shock absorber, this effect is much 
smaller (Figure 6). 
0
0,1
0,2
0,3
0,4
0,5
Circle_M1             Circle_M2               Circle_M1              Circle_M2
U
n
d
e
rs
te
er
 in
d
ic
at
o
r 
A
st
, o
 s
2
/m
2
Road test 
good condition_M1 good condition_M2
damage shock absorber_M1 damage shock absorber_M2
2
2.25
2.5
2.75
3
3.25
3.5
3.75
4
Circle_ M1           Circle_ M2              Circle_M1            Circle_M2
Y
aw
 r
at
e
 g
ai
n
 y
'/

w
 , 
1
/s
Road test
good condition_M1 good condition_M2
damage shock absorber_M1 damage shock absorber_M2
423
Test of the dynamic change of the motion direction 
Below, on the graphs was shown the comparison of individual indicators for different vehicle states 
obtained from measurements during the tests of the dynamic change of the motion direction. 
 
Figure 7.   Effect of the shock absorber damage on the understeer indicator Ask  
during a step input manoeuvre. 
Damage of the shock absorber significantly increases the understeer indicator, which means that 
under the same steering conditions, the difference of side-slip angles in the front and rear axle has 
increased by ~80% (Figure 7). Shifting the centre of gravity backwards makes improve this 
relationship - an increase of 50%. 
 
Figure 8.   Effect of shock absorber damage on the yaw rate gain ?̇?𝛿 =
?̇?
𝛿𝑤
  
during step input manoeuvre. 
During dynamic change of the motion direction, in case of the shock absorber damage, the yaw 
rate gain is reduced by ~30%. In the case of the fully functional vehicle, the change of gravity centre 
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location reduces this indicator by 10% and with damaged shock absorber, the impact is much higher, 
the indicator is increased by more than 12% (Figure 8). 
4.3. Evaluate the impact of shock absorber damage on the vehicle control 
The presented analysis shows that damage of the shock absorber increases the vehicle understeer 
of ~25%, expressed by the vehicle understeer gradient. This involves with increasing the radius of the 
vehicle path or the need to increase the steer angle of the steered wheels and thus the angle of rotation 
of the steering wheel  up to 1822o (greater value for a vehicle loaded only by the driver). 
In tables 1 and 2 was shown a comparison of the understeer indicator Ast and the yaw rate gain of the 
vehicle. Table 1 shows the comparison of the understeer indicator of the vehicle 𝐴𝑠𝑡 =
𝛼𝑓−𝛼𝑟
𝐿∙𝑎𝑦
 in 
steady-state driving in a circular path and during a step input manoeuvre. 
Table 1. Comparison of the understeer indicator of the vehicle Ast in tests 
Vehicle condition Vehicle with driver Full load 
Steady-state circular test 
Fully functional vehicle 0,397 0,255 
Damaged vehicle 0,330 0,371 
Step input manoeuvre 
Fully functional vehicle 0,180 0,182 
Damaged vehicle 0,330 0,264 
Table 2 shows the comparison of yaw rate gain of the vehicle ?̇?𝛿 =
?̇?
𝛿𝑤
 during steady-state 
circular test and step input manoeuvre. 
Table 2. Comparison of yaw rate gain of the vehicle in tests  
Vehicle condition Vehicle with driver Full load 
Steady-state circular test 
Fully functional vehicle 2,698 2,853 
Damaged vehicle 2,458 2,475 
Step input manoeuvre 
Fully functional vehicle 3,777 3,584 
Damaged vehicle 2,734 3,125 
 
The comparison shows that during steady-state circular test, the values of the of the understeer 
indicator, in case of the fully functional and damaged vehicle are not much different from each other. 
More differences occur during transient motion, when a manoeuvre was performed with a damaged 
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shock absorber. This increases the understeer of the vehicle and results in a greater angle of the 
steered wheels (~28o rotation of the steering wheel). 
5. Conclusions 
The effect of the shock absorber damage on the vehicle control was shown above. Damaged shock 
absorber was located in the front right wheel suspension. In the carried out tests this wheel was an 
outer wheel, so more loaded. 
The analysis is based on road tests of the car. Vehicle tests were conducted under vehicle motion 
conditions characterized by large lateral acceleration values simulating vehicle traffic conditions 
occurring during road accidents. 
The shock absorber damage causes increase of angle of rotation of the steering wheel up to 22o 
(steer angle gain ~ 1.2o) with larger lateral accelerations, during motion in steady-state circular tests. 
During a step input manoeuvre, this increase is yet greater and may be up to 28o (increment of wheel 
steer angle ~1.5o). 
During steady-state motion with maintain constant of steering wheel rotation angle, occurs the 
increase of path radius by ~11%, which at the angle of the steering wheel rotation 185o, corresponds 
to the increase of the radius by 1.4m. This change results in a reduction in the yaw rate under steady-
state conditions of ~9% and at a dynamic step input manoeuvre of ~16%. This translates into higher 
values of the understeer indicator. 
This analysis shows that damage of the shock absorber in front right suspension generally results 
in an understeer characteristics of the vehicle during carried out various manoeuvres. This entails, 
during drive on a specified curvilinear track, the need to increase the angle of rotation of the steering 
wheel to 28o. 
The presented analysis shows how badly the shock absorber damage affects the vehicle control 
and how dangerous it is to road users. 
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Impact of diabetes and drug-resistant strains in a fractional order
model for TB transmission
Carla M.A. Pinto, Ana R.M. Carvalho
Abstract: We present a fractional order model to assess the impact of diabetes
and drug-resistant strains in tuberculosis (TB) transmission. The reproduction
number of the model, defined as the ‘expected number of secondary cases pro-
duced, in a completely susceptible population, by a typical infective individual’,
is determined. Numerical simulations are performed for biologically relevant
parameters and the results are discussed from an epidemiologically point of
view. The order of the fractional derivative adds diversity to the patterns of
the TB infection.
1. Introduction
Diabetes is a chronic disease which is increasing worldwide. Its prevalence augments signifi-
cantly with age, and both sexes are at risk of developing it. Diabetic patients have infections
more often than non diabetic patients, and the course of infection is also more pronounced,
symptomatically. Diabetes is thus associated with defective immunity, higher adherence
of microorganisms to diabetic cells, and the presence of micro- and macroangiopathy or
neuropathy [7].
Tuberculosis (TB) is caused by the Mycobacterium tuberculosis and is generally an in-
fection of the lungs, though it may affect, less commonly, other body parts. TB may be in a
latent state, where there are no symptoms of the disease or in an active phase. The classic
symptoms of the active TB are chronic cough, with blood-containing sputum, fever, night
sweats, and weight loss. TB is one of the top 10 causes of death worldwide. An estimate
of 10.4 million people developed active TB and 1.8 million died from the disease, in 2015.
Low and middle-income countries are more prone to the spread of TB, with over 95% of TB
deaths. Low education, low income, and poor health care systems may explain this scenario.
A severe type of TB is associated with the emergence of multi-drug resistant TB strains
(MDR-TB). MDR-TB and, more recently, extensively resistant TB (XDR-TB), jeopardize
TB control, and rise concerns of a future of non-effective TB drugs [6]. About 15% of adult
TB cases are associated with diabetes [19]. Around the world, 70% of diabetics live in coun-
tries where TB is endemic [1]. Moreover, insulin-dependent patients are at a two to three
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times greater risk of developing TB [8]. Diabetes affects the patient’s response to TB treat-
ment, increases the risk of treatment failure, or even possible relapse [4]. The association
between diabetes and TB may be the next challenge for global TB control worldwide [1].
Mathematical models have been developed to understand the dynamics of the TB infec-
tion and diabetes. In 2012, Moualeu et al [9] present a model for TB to analyse the impact
of diabetes on the spread of the disease. Numerical results suggest that diabetes promotes
TB transmission and progression to active TB. In 2017, Girard et al [8] study the fact that
migration could undermine control of the impact of TB on the growing diabetes pandemic.
They conclude that screening diabetics for active TB and for TB infection, screening for
diabetes among migrants, and better access to health care for diabetic patients could help
mitigate the effect of diabetes on TB among migrants.
Fractional calculus
Fractional calculus (FC) is a generalization of the integer order calculus. It is first mentioned
in the literature in 1695 in a letter exchange between L’Hoˆpital and Leibniz. Since then, the
meaning and methods to compute 1/2-order derivatives or, in general, α-order derivatives,
with α non-integer, has been a major research in mathematics. Some well-known mathemati-
cians that have devoted their work to fractional differentiation and integration are Euler,
Abel, Liouville, Riemann, Gru¨nwald, Letnikov, Caputo, amongst others [10,17].
Fractional models have been used in the literature to understand the behavior of epidemi-
ological models, where the integer-order models fail to give a complete explanation [12–14].
Pinto et al [11] propose a fractional-order (FO) model for HIV and TB co-infection. They
observe that the results from both the integer-order and the FO versions of the model provide
biologically feasible results for the coinfection. In 2013, Diethelm [3] proposes a non-integer
order mathematical model for the simulation of the dynamics of a dengue fever outbreak.
He shows that the numerical results of the model agree very well with real data from dengue
fever in Cape Verde islands in 2009. In 2016, Sweilam et al [18] propose a fractional order
model for TB, which incorporates three strains: drug-sensitive, emerging multi-drug resistant
(MDR) and extensively drug resistant (XDR). They use two numerical methods to solve the
equations of the model, the standard finite difference method (SFDM) and the nonstandard
finite difference method (NSFDM). They conclude that NSFDM preserves the positivity of
the solutions, and it is numerically stable in large regions than SFDM.
With the aforementioned ideas in mind, the paper framework is as follows. In Section 2
we introduce the model. We compute the reproduction number of the model and of the
TB-only submodel in Section 3, and plot the variation of R0 for variation of two relevant
parameters. Then, in Section 4, we simulate the model for distinct values of the order
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of the fractional derivative and biologically reasonable parameters, and discuss the results
epidemiologically. Finally, we conclude our work and mention future research headlines.
2. The Model
The model is composed of 10 classes and the population is divided into diabetic (index
2) or non-diabetic (index 1). For each of these groups we have susceptible individuals (S1
and S2), exposed to TB (E1 and E2), infected with TB (I1 and I2), recovered from TB (R1
and R2) and infected with the MDR-TB strains (TR1 and TR2).
The susceptible non-diabetic individuals are recruited at rate Λ. They become diabetic
at rate αD. If they are infected with TB or with MDR-TB, they became diabetic at rates
ταD and τ1αD, respectively. Parameters τ and τ1 are defined such that τ, τ1 ≥ 1, since
diabetic individuals are more infectious than non-diabetics.
Susceptible individuals are infected with TB at rate λT =
βT (I1+ǫ1I2+ǫ2(TR1+TR2))
N
,
where βT is the effective contact rate of the TB and MDR-TB infected individuals, suffi-
cient to transmit infection to susceptible individuals. Parameters ǫ1 and ǫ2 are modification
parameters, modelling the increased infectiousness of dually infected TB or MDR-TB and
diabetes individuals, when compared to TB solely infected ones. The diabetic susceptible
individuals are infected with TB at rate θλT , where θ > 1, accounts for increasing suscepti-
bility to TB by diabetics. Individuals die from natural causes at rate µ.
The proportions (1 − p1) and (1 − p2) are the newly latently TB infected individuals,
the first are non-diabetic and the later are diabetic. The recovered individuals may only
have partial immunity, and return to the infected state at rates δ1 or δ2, for non-diabetic or
diabetic cases, respectively. In addition, the recovered individuals who don’t return to the
active state may be re-infected with TB at rates σ3(1−δ1)λT (non-diabetic) or σ4(1−δ2)θλT
(diabetic). Parameters σ3 and σ4 are reducing factors, since primary infection confers some
degree of immunity.
Latently infected individuals develop active TB through endogenous reactivation and
exogenous reinfections at rates, (1− r1)k1 or (1− r2)k2 and (1− r1)σ1λT or (1− r2)σ2θλT ,
respectively. Parameters r1 and r2 are the rates of chemoprophylaxis, σ1 and σ2 are the
degrees of immunity given by primary infection. We assume k2 > k1 given that diabetic
individuals tend to develop TB more rapidly than non-diabetic individuals. The non-diabetic
and diabetic infected individuals recover from the disease at rates γ1 and γ2, respectively.
They become resistant to the first line of TB treatment at rates σT1 (non-diabetic) or σT2
(diabetic). The individuals infected with MDR-TB strains recover from tuberculosis at
rate a a (non-diabetic) or a1 (diabetic). The individuals die from TB or diabetes and TB
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coinfection at rates d1 and d2, respectively.
The nonlinear system of fractional-order differential equations describing the dynamics
of the model is:
dαS1
dtα
= Λα − (µα + ααD + λT )S1
dαE1
dtα
= (1− p1)λTS1 + σ3(1− δ
α
1 )λTR1 − (1− r
α
1 )(k
α
1 + σ1λT )E1 − (µ
α + ααD)E1
dαI1
dtα
= p1λTS1 + (1− r
α
1 )(k
α
1 + σ1λT )E1 + δ
α
1 R1 − (µ
α + dα1 + τα
α
D + γ
a
1 lpha+ σ
α
T1)I1
dαR1
dtα
= γα1 I1 + a
αTR1 − σ3(1− δ
α
1 )λTR1 − (δ
α
1 + α
α
D + µ
α)R1
dαTR1
dtα
= σαT1I1 − (τ1α
α
D + a
α + µα + δα2 )TR1
dαS2
dtα
= ααDS1 − (µ
α + θλT )S2
dαE2
dtα
= θ(1− p2)λTS2 + σ4θ(1− δ
α
2 )λTR2 + α
α
DE1 − (1− r
α
2 )(k
α
2 + σ2θλT )E2 − µ
αE2
dαI2
dtα
= θp2λTS2 + (1− r
α
2 )(k
α
2 + σ2θλT )E2 + τα
α
DI1 + δ
α
2R2 − (µ
α + dα2 + γ
α
2 + σ
α
T2)I2
dαR2
dtα
= γα2 I2 + a
α
1 TR2 − σ4θ(1− δ
α
2 )λTR2 + α
α
DR1 − (δ
α
2 + µ
α)R2
dαTR2
dtα
= σαT2I2 + τ1α
α
DTR1 − (a
α
1 + µ
α + δα2 )TR2
(1)
where α ∈ (0, 1] is the order of the fractional derivative. When α = 1, then the model is
the integer order counterpart. The fractional derivative of the proposed model is used in the
Caputo sense, i.e.:
dαy(t)
dtα
= Ip−αy(p)(t), t > 0
where p = [α] is the value of α rounded up to the nearest integer, y(p) is the p-th derivative
of y(r), Ip1 is the Riemann-Liouville fractional integral given by:
Ip1z(t) =
1
Γ(p1)
∫ t
0
(
t− t
′
)p1−1
z(t
′
)dt
′
3. Reproduction number
The disease-free equilibrium state, P0, of model (1) is given by:
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P0 = (S
0
1 , E
0
1 , I
0
1 , R
0
1, T
0
R1, S
0
2 , E
0
2 , I
0
2 , R
0
2, T
0
R2)
=
(
Λα
µα+αα
D
, 0, 0, 0, 0,
Λααα
D
µα(µα+αα
D
)
, 0, 0, 0, 0
)
System (1) can be written in the following compact form:
x′(t) = Γ + Axx(t)− λ
∑2
i=1Bi < ei | x(t) >
y′(t) = λ
[∑2
i=1 κi < ei | x(t) > +
∑6
i=3Bi < ei | y(t) >
]
+ Ayy(t)
(2)
where x(t) = (x1(t), x2(t))
T = (S1(t), S2(t))
T ∈ R2+, y(t) = (y1(t), y2(t), y3(t), y4(t), y5(t), y6(t), y7(t), y8(t))
T =
(E1(t), I1(t),R1(t), TR1(t), E2(t), I2(t), R2(t), TR2(t))
T ∈ R8+, Γ = (Λ
α, 0)T , λ = <B|y>
N
,
B = (0, βT , 0, ǫ2βT , 0, ǫ1βT , 0, ǫ2βT ), B1 = (1, 0)
T , B2 = (0, θ)
T , B3 = (−σ1(1 − r
α
1 ), σ1(1−
rα1 ), 0, 0, 0, 0, 0, 0)
T , B4 = (0, 0, 0, 0,−θσ2(1−r
α
2 ), θσ2(1−r
α
2 ), 0, 0)
T , B5 = (σ3(1−δ
α
1 ), 0,−σ3(1−
δα1 ), 0, 0, 0, 0, 0)
T , B6 = (0, 0, 0, 0, σ4θ(1 − δ
α
2 ), 0,−σ4θ(1 − δ
α
2 ), 0)
T , e1 = (1, 0), e2 = (0, 1),
e3 = (1, 0, 0, 0, 0, 0, 0, 0, 0), e4 = (0, 0, 0, 0, 1, 0, 0, 0), e5 = (0, 0, 1, 0, 0, 0, 0, 0), e6 = (0, 0, 0, 0, 0, 0, 1, 0),
κ1 = ((1− p1), p1, 0, 0, 0, 0, 0, 0)
T , κ2 = (0, 0, 0, 0, θ(1− p2), θp2, 0, 0)
T ,
Ax =

 −(µα + ααD) 0
ααD −µ
α


Ay =


−(1− rα1 )k
α
1 − µ
α − ααD 0 0 0 0 0 0 0
(1− rα1 )k
α
1 −(µ
α + dα1 + τα
α
D + γ
α
1 + σ
α
T1) δ
α
1 0 0 0 0 0
0 γα1 −(δ
α
1 + α
α
D + µ
α) aα 0 0 0 0
0 σαT1 0 −(τ1α
α
D + a
α + µα + δα2 ) 0 0 0 0
ααD 0 0 0 −(1− r
α
2 )k
α
2 − µ
α 0 0 0
0 τααD 0 0 (1− r
α
2 )k
α
2 −(µ
α + dα2 + γ
α
2 + σ
α
T2) δ
α
2 0
0 0 ααD 0 0 γ
α
2 −(δ
α
2 + µ
α) aα1
0 0 0 τ1α
α
D 0 σ
α
T2 0 −(a
α
1 + µ
α + δα2 )


In Eq. (2), < a | b >= aT b is the usual inner scalar product. The linear stability of P0 can
be established using the next generation operator method on system (1). Using the same
notation as in [2], the matrices F and V , for the new infection terms and the remaining
transfer terms, are, respectively:
F =
1
N0
2∑
i=1
κiBS
0
i V = −Ay (3)
where N0 =
Λα
µα
, giving
R0 = ρ(FV
−1) =
1
N0
2∑
i=1
< B | (−Ay)
−1κi > S
0
i (4)
where ρ represents the spectral radius. The next lemma follows from Theorem 2 of [5].
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Lemma 1 The disease-free equilibrium P0 of system (1) is locally asymptotically stable
whenever R0 < 1 and unstable whenever R0 > 1.
The threshold quantify R0 is the basic reproduction number for TB infection in the presence
of diabetes. It measures the average number the new TB infections generated by a single
infectious in a completely susceptible population. Consequently, the disease-free equilibrium
of model (1) is locally asymptotically stable whenever R0 < 1 and unstable if R0 > 1. This
means that TB can be eliminated from the community (when R0 < 1) if the sizes of the
population of model (1) are in the basin of attraction of P0.
4. Numerical Results
We simulate the model (1) for different values of the order of the fractional derivative,
α. The parameters used in the simulations, based on [9,15,16], are Λ = 667685, µ = 1/53.5,
αD = 9/1000, βT = 10, p1 = 0.03, σ3 = 0.73p1, δ1 = 0.0986, r1 = 0, σ1 = 0.75p1,
k1 = 0.00013, τ = 1.01, γ1 = 0.7372, θ = 2, p2 = 0.06, σ4 = 0.71p2, δ2 = 0.1, σ2 = 0.7p2,
r2 = 0, k2 = 2k1, γ2 = 0.7372, τ1 = 1.01, d1 = 0.275, d2 = 1.25d1, ǫ1 = 1.1, ǫ2 = 1.1,
σT = 0.003, a = 0.11, and the inicial conditions are: S1(0) = 8741400, E1(0) = 557800,
I1(0) = 20000, R1(0) = 8000, TR1(0) = 1000, S2(0) = 200000, E2(0) = 4500, I2(0) = 1800,
R2(0) = 200 and TR2(0) = 100.
Figures 1-3 illustrate the behaviour of model (1) for variation of the value of the increased
susceptibility to TB due to diabetes, θ. There is an increase of the proportion of exposed and
infectious TB individuals with diabetes, with θ. As the epidemic progresses, we also observe
higher proportions of TB-solely exposed individuals. Thus, susceptibility to TB impacts the
dynamics of TB in diabetics. Similar patterns are present for all values of the order of the
fractional derivative, α.
Figures 4-6 suggest that increasing the recruitment of diabetics will increase the prevalence of
TB cases, and of MDR-TB infection cases. This means that more hyperglycaemic individuals
in the community may increase the prevalence of TB. Thus diabetes must be taken into
account in individuals infected with TB in order to control the epidemic. This is particularly
important in the case of MDR-TB infected individuals, since these strains jeopardize TB
control, and enhance fears of future non-effective TB drugs. The same behaviour is present
for all values of the order of the fractional derivative, α.
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Figure 1. Dynamics of the relevant variables of system (1) for different values of θ, the
increased susceptibility to TB due to diabetes, for α = 1. Parameter values and initial
conditions are in the text, except βT = 9 (θ = 1 - R0 = 1.0676, θ = 2 - R0 = 1.5623, θ = 3 -
R0 = 2.0570, θ = 4 - R0 = 2.5517).
5. Conclusions
We propose a FO model for TB transmission in the presence of diabetes. We compute the
reproduction number of the model. We simulate the model’s behaviour for distinct values
of the order of the fractional derivative, α, and for biologically reasonable parameters. We
observe that the susceptibility to TB, θ, impacts the dynamics of TB in diabetics. Namely,
the proportion of exposed and infectious TB individuals with diabetes increases with θ, and,
as the epidemic progresses, we also observe higher proportions of TB-solely exposed indi-
viduals. The increase in the diabetics recruitment rate, αD, suggests that the prevalence of
TB is higher when more hyperglycaemic individuals are present in the community. Diabetes
should thus be taken seriously in control actions for TB infected individuals. The case of
MDR-TB infectious with diabetes is even more serious, due to difficulty in treating these
resistant strains. The order of the fractional derivative may be used to adjust data from
distinct communities. Similar initial factors in distinct communities may produce different
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Figure 2. Dynamics of the relevant variables of system (1) for different values of θ, the
increased susceptibility to TB due to diabetes, for α = 0.7. Parameter values and initial
conditions are in the text, except βT = 9 (θ = 1 - R0 = 1.1173, θ = 2 - R0 = 1.6643, θ = 3 -
R0 = 2.2114, θ = 4 - R0 = 2.7584).
asymptotic behaviours that could be better fitted with a fractional order model.
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Influence of plain journal bearing parameters on the rotor nonlinear
behaviour
Pavel Polach, Lubosˇ Smol´ık, Jan Rendl, Michal Hajzˇman
Abstract: This paper deals with the investigation of the rotor nonlinear be-
haviour with respect to design parameters of plain journal bearings. The
Reynolds equation is solved numerically employing a verified in-house solver
based on finite differences. A pressure distribution serves for the calculation of
nonlinear bearing forces acting on the rotor. Bearing forces together with the
model of a rotating structure form equations of motion of the whole system
as a set of ordinary differential equations. The nonlinear rotor behaviour is
solved using direct numerical integration of equations of motion, which is a
suitable way for the evaluation of possible instabilities with respect to bearing
parameters. Obtained numerical results are compared with results calculated
using a commercial simulation software.
1. Introduction
Design of supports in rotor dynamics can strongly influence behaviour of a whole rotating
system. Since journal bearings are one of the typical solutions in many industrial applications
this paper is focused on the investigation of plain journal bearing parameters and their effects
on the rotor dynamics performance.
Hydrodynamic forces acting in radial journal bearings can be computed using the Reynolds
equation [4]. Basic methods of the solution of this equation are described e.g. in [5, 2]. An-
other important part of the mathematical modelling of the studied mechanical systems is
dynamics of rotating structures [1].
The paper is divided into five sections including Introduction (the first one) and Con-
clusions (the last one). The second section deals with the Reynolds equation and its solu-
tion. The third section describes the general approach for the modelling of rotating systems
supported by journal bearings and an alternative modelling approach based on the flexi-
ble multibody dynamics. Application and parametric case studies are shown in the fourth
section.
2. Modelling of plain journal bearings using the Reynolds equation
The interaction between a journal and a bearing is characterized by hydrodynamic forces,
which can be obtained by integrating function p = p(X,Z, t), which describes the pressure
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distribution of an oil film in the bearing. Assuming that the geometry of the bearing is given
in Fig. 1, the forces acting on the journal are
FHy = −
L
2∫
−L
2
2piR∫
0
p sin
X
R
dXdZ, FHz = −
L
2∫
−L
2
2piR∫
0
p cos
X
R
dXdZ, (1)
where R is the journal radius, L is the bearing length and X and Z are the circumferential
and the axial coordinates, respectively.
Pressure field p = p(X,Z, t) is described by the Reynolds equation [4, 5]. Throughout
the literature, this equation can be found in many forms respecting various considerations.
The approach presented in this paper is based on the form
∂
∂X
(
h3
η
∂p
∂X
)
+
∂
∂Z
(
h3
η
∂p
∂Z
)
= 6
∂
∂X
[h (u1 + u2)] + 12
∂
∂t
(h) , (2)
which is valid for thin films of constant density and under conditions of laminar flow. h =
h(X,Z, t) in (2) is the height of the oil film, η is the dynamic viscosity and u1, u2 are
circumferential bearing and journal velocities, respectively..
Assuming that the coordinate system (x, y, z) is fixed to the bearing, u1 is given by
angular velocity of the bearing ω1 and bearing radius RB as
u1 = −RB ω1. (3)
D
C
B
H
eH
z
y
R γ
β
RB
X
R=φ
h(X)
ω2
orot
ω1
x
Figure 1. Plain journal bearing
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Circumferential velocity of point D u2,D is dependent not only on angular velocity of the
journal ω2 but also on the journal vibrations and can be expressed in the form
u2,D = −z˙H sin X
R
+ y˙H cos
X
R
−Rω2, (4)
assuming that y˙H and z˙H are vertical and horizontal velocities of point H relative to the
(x, y, z) system.
An exact analytical solution of the Reynolds equation (2) is rather difficult to express, so
the equation is usually solved numerically. A method based on the finite difference approach
is introduced in the article. A surface of the bearing is discretized using an equidistant mesh
of nodes with ∆X step in circumferential and ∆Z step in axial direction as shown in Fig. 2.
Partial derivates in (2) can be expressed using central finite differences
∂pi,j
∂X
=
pi+1,j − pi−1,j
2∆X
, (5)
∂2pi,j
∂X2
=
pi+1,j − 2pi,j + pi−1,j
∆X2
, (6)
∂pi,j
∂Z
=
pi,j+1 − pi,j−1
2∆Z
, (7)
∂2pi,j
∂Z2
=
pi,j+1 − 2pi,j + pi,j−1
∆Z2
, where i = 1, . . . ,M and j = 2, . . . , N − 1 (8)
where pi,j is the pressure in an inner node (i, j). After introducing expressions (5)–(8) to
equation (2), one can obtain
ai,j pi+1,j + bi,j pi−1,j + ci,j pi,j + di,j pi,j+1 + ei,j pi,j−1 = fi,j , (9)
L
X
Z
2πR
1
2
3
1
2 3
M
M+1
N-1Nj
i
ZjZj-1 Zj+1
Xi-1
Xi
Xi+1
Z
X
ΔZΔZ
ΔX
ΔX
Figure 2. Mesh with nodes for numerical solution
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where ai,j–fi,j are the coefficients of the linear combination. The system of equations for all
inner nodes can be written in the matrix form
Ap = f , (10)
which can be further modified in order to respect boundary conditions [5]. Resulting linear
system of equations has symmetric, positive definite and sparse coefficient matrix A.
3. Dynamics of rotors supported by journal bearings
Modelling of thr flexible rotor dynamics is usually based on the finite element method consid-
ering the Euler-Bernoulli or Timoshenko beams [1]. The models usually respect continuous
mass of rotating shafts and discrete masses characterizing disks or gear wheels. The mathe-
matical model is derived in the form of the second order ordinary differential equation
Mq¨(t) + (B+ ω0G) q˙(t) +Kq(t) = fB (q, q˙, ω0, t) + fE(t), (11)
where M is the shaft mass matrix, B is the damping matrix, ω0G represents gyroscopic
effects, K is the shaft stiffness matrix, fE is the general vector of external forces and fB
is the vector representing bearing forces, which is calculated using the Reynolds equation.
The whole mathematical model is derived in the configuration space defined by vector of the
generalized coordinates of the shaft q = q(t).
General solution of the whole model including hydrodynamic forces can be obtained
by means of a direct numerical integration of equation of motion (11) together with the
Reynolds equation solution.
Another possibility of the investigation of the nonlinear rotor dynamical behaviour is the
utilization of approaches based on the multibody dynamics. Vibrations and global motion
of each flexible body are described by a system of differential algebraic equations (DAE)
defined by [3]. This alternative modelling approach is implemented in the AVL Excite
software, where the Reynolds equation is solved using the finite element method.
4. Application and parametric studies
The above presented mathematical model of the Jeffcott rotor supported by the plain jour-
nal bearing was implemented in the in-house MATLAB programme and the AVL Excite
software. Parameters of the system are shown in Tab. 1. As can be seen in Tab. 1, the
influence of several parameters on rotor behaviours was studied. The varied parameters are
rotor speed n, bearing length L, dynamic viscosity η and radial clearance of the bearing cr.
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Parameter Min. value Nom. value Max. value
Rotor mass m (kg) 3
Rotor speed n (rpm) 1000 4000
Length of rotor run up T (s) 7
Bearing diameter D (mm) 47.37
Bearing length L (mm) 35.5275 47.37 59.2125
Radial clearance cr (mm) 0.675 0.9 1.125
Dynamic viscosity η (Pa·s) 0.0525 0.07 0.0875
HD mesh size M ×N (-) 121× 21
Table 1. Parameters of the Jeffcott rotor and journal bearing
The main goal of parametric studies was to explore the dependence of the equilibrium
journal eccentricity on the modified Sommerfeld number, which is defined as
σ =
η ω L3R
2F c2r
=
(
1− ε2)2
ε
√
16ε2 + pi2 (1− ε2) , (12)
where F = mg is the static loading force and ε =
√
y2H + z
2
H/cr is the relative eccentricity.
The next goal was to study the onset of a fluid-induced instability. Literature suggests [5]
that the fluid-induced instability is characterised by whirl frequency ωS (rad/s), which is
given by
ωS =
√
keq
m
, (13)
where keq is the equivalent stiffness of the bearing and m is the rotating mass.
Let us assume that the bearing, that supports the analysed Jeffcott rotor, is linear and
displacements yH and zH are small and close to the equilibrium position of the journal. The
equations of motion of such system arem 0
0 m
y¨H
z¨H
+
byy byz
bzy bzz
y˙H
z˙H
+
kyy kyz
kzy kzz
yH
zH
 =
−mg
0
 , (14)
where kij and bij are the linear coefficients of stiffness and damping described in detail in [1].
After a rather lengthy algebraic manipulation, one can derive the solution for small motions
(perturbations) ∆yH and ∆zH . Real and imaginary parts of this solution render
keq =
kyybzz + kzzbyy − bzykyz − byzkzy
byy + bzz
, (15)
ω2S = Ω
2
S
(keq − kyy) (keq − kzz)− kyzkzy
byybzz − byzbzy , (16)
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where ΩS is the angular speed, for which the rotating system becomes unstable. ΩS can be
directly expressed after Eqs. (15) and (16) are substituted into Eq. (13).
The results and comparison between the MATLAB and the AVL Excite solutions are
shown in composite contour plots in Figs. 3–6. The composite plots consist of three parts:
• a surface plot without isolines depicting the dependency of relative eccentricity ε on
independent parameters; each horizontal slice of the plot is in fact a time series of
rotor run up,
• a contour plot plot with labelled isolines depicting the dependency of the modified
Sommerfeld number σ on independent parameters,
• and a dot-and-dash line, which shows threshold speed nS at which the linear system
becomes unstable; the line is obtained analytically from the Ocvirk solution of the
Reynolds equation.
The dot-and-dash line effectively divides all diagrams into two zones: a stable zone on
the left side and an unstable zone on the right side of each figure.
In the stable zone, relative eccentricity ε is almost directly proportionate to the modified
Sommerfeld number σ in Figs. 3–8. The proportion is less direct for the higher Sommerfeld
numbers. When L is modified (see Figs.7 and 6), ε is not proportionate to σ. Such a
behaviour is expected because only bearings of the same type and with equal both σ and
L/D should perform identically.
The fluid-induced instability arises in the unstable zone. The fully-developed instability
is accompanied by high magnitudes of vibrations and preceded by a short transient zone in
which the journal oscillates rapidly. The linear model is more conservative as it predicts the
onset of the instability at considerably lower speeds. The fact that the shape of a stability
line predicted by the nonlinear model does not correspond with the analytically derived dot-
and-dash line is also interesting. For this reason, it is necessary to use non-linear model of
hydrodynamic lubrication to simulate the fluid-induced instabilities accurately.
5. Conclusions
This work has provided a basic theory for the calculation of nonlinear hydrodynamic forces
acting in plain journal bearings. The influence of these nonlinear forces on the rotor be-
haviour and the system stability was shown. It was documented that even if the nonlinear
forces are considered, the bearing performance is reasonably close to a classic linear the-
ory, which is based on the assumption that the bearings of the same type with the equal
Sommerfeld numbers and L/D ratios perform identically.
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Figure 3. MATLAB – radial clearance
Figure 4. AVL – radial clearance
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Figure 5. MATLAB – dynamic viscosity
Figure 6. AVL – dynamic viscosity
448
Figure 7. MATLAB – bearing length
Figure 8. AVL – bearing length
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Moreover, the linear theory proved to be far more conservative than the nonlinear ap-
proach because a zone in which the system is stable is smaller and of a slightly different
shape in the case of the linear theory. This renders the need of the nonlinear analysis for
rotor systems operated close to the threshold speed at which a fluid-induced instability is
introduced.
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Modeling and experimental investigation of dynamics of two 
pendulums elastically coupled and driven by magnetic field 
 
Krystian Polczyński, Grzegorz Wasilewski, Jan Awrejcewicz, Adam Wijata 
Abstract: In this work both experimental and simulation results of a study of two 
physical pendulums coupled through an elastic torsional element are presented. 
Permanent magnets are attached to the pendulums ends and the system motion is 
forced by a variable magnetic field with a help of the exciting coils. The electric 
current signal possesses rectangular shape, and the experimental investigations have 
been carried out for different frequencies and amplitudes of the current signal 
(excitation). The derived mathematical model has been validated experimentally 
taking into account its experimentally confirmed parameters. The magnetic fields 
interactions have been reduced to the moment of a force based on the experimentally 
obtained data. A few of the dynamically different cases are studied including the 
elastically coupled/un-coupled pendulums and the system excitation carried out either 
by one or two pendulums. Regular and chaotic dynamics of this mechatronic system 
have been detected, illustrated and discussed. 
1. Introduction 
In classical mechanics a pendulum (physical or mathematical) is one of the simplest objects of  
one-degree-of-freedom system, whose motion is governed by a nonlinear differential equation. 
Technical progress and combination of different branches of technologies yielded possibilities for 
searching new methods of driving for mechanical systems, and the magnetic forces have recently 
attracted interest for their employment as the sources for mechanical/mechatronical excitations. It is 
well known and documented that even simple pendula driven by magnetic field may exhibit a rich 
dynamic behavior including periodic motions [1], parametric and self-excited oscillations [2], 
numerous parametric resonances [3], and chaotic behaviors [1, 3, 4]. 
In a series of papers [1-4] the magnetic field interaction has been simplified to the Gilbert model 
of magnetic dipole [5]. However, in contrary to the latter investigations the magnetic interaction in 
our work is expressed as mathematical function based on experimental data, in contrary to the 
mentioned theoretical model. 
2. Experimental rig and electric excitation signal 
Fig. 1 presents the setup of the constructed experimental stand. The test stand is equipped with two 
pendulums marked as (1) and (2). The pendulums are attached to the axes (3) which are hold by 
rolling bearings. The axes are joined with a cuboid elastic element (4) made of rubber. Pendulum (2) 
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always has a neodymium magnet (5) (not visible) at the end of the rod. In the case of the  
pendulum (1), the neodymium magnet can be replaced by a brass element with the same dimensions 
and mass as the mentioned magnet. Air-core coils (6) (0.022 H inductance) are located below the 
pendulums. Distance between the coil and the magnet during our experiment was equal to  
h=0.0016 m (it is possible to regulate this distance). On the axes are also attached wheels (7) used for 
measurement of static characteristics of the moment of force, that comes from the magnetic 
interaction. The experimental rig is made of non-magnetic materials like brass, aluminum or polymer 
composites to reduce its influence on the activated magnetic fields. 
 
Figure 1.   Experimental rig (1 – pendulum, 2 – pendulum, 3 – axis, 4 – elastic element, 5 – neodymium 
magnet, 6 – air-core coil, 7 – wheel). 
Fig. 2 shows a shape of the electric current signal which flows through the coils. The signal can 
flow through one coil or two coils at the same time. The frequency   , duty cycle  

 	
100% and amplitude are controlled. The  ,  denote the amplitudes of the current, where  and 
 stand for the pendulum 1 and the pendulum 2, respectively. 
 
Figure 2.   Excitation current signal ( – current ON;  – current OFF;       – period; 
   	 100% - duty cycle). 
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3. Mathematical model 
This section describes the mathematical model of the experimental rig presented in section 2. The 
physical model of the experimental rig is shown in Fig. 3. 
 
Figure 3.   Physical model of the experimental stand. 
The mathematical model is created accordingly to the laws of the classical mechanics. It has been 
developed considering the four torques acting on the each pendulum. General equations of motion of 
the pendulums are as follows 
       	 sin   #$%  &, (1) 
     '   	 sin   #$%  &, (2) 
where: ,  – moments of inertia of the pendulums, ,  – magnetic interaction torques, 
,  – damping torques,  – weight of the pendulum,  – length between center of mass of the 
pendulum and the axis of rotation, #$%  & – torsional deformation torque of elastic element, 
where #$  is a stiffness of the element. 
Torques  and  are sum of all damping factors which act on the pendulums during their 
motions, i.e. we have the 
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  ()  ($%)  ) &  (* 	 +%) & ,  
  ()   ($%)  ) &  (* 	 +%) & , (3) 
where: (), ()  – the viscous torques, ($%)  ) &, ($%)  ) & are the damping torques of the 
elastic element, (* 	 +%) &, (* 	 +%) & – friction torques of the bearings ((, (, ($ , (*, (* are 
constant coefficients). 
Torques  and  define the magnetic interaction between a coil and a magnet. This 
interaction depends on the excitation current signal (see Fig. 2) and the moment of magnetic forces: 
  , 	 +%&,  
  , 	 +%&. (4) 
During experiments, we observed an interesting phenomenon of a mutual excitation/synchronization 
of the magnets. When two pendulums are uncoupled and both equipped with the magnets, the 
magnetic fields of the magnets interact and create some “kind of connection” between the pendulums. 
Fig. 4 shows this phenomenon for a free swing of pendulum 2. 
 
Figure 4.   Interaction between pendulums with magnets. 
It should be mentioned that though this phenomenon has been demonstrated experimentally, but 
it requires further experiments and simulations with two pendulums equipped with magnets due to 
lack of theoretical model of that interaction. This is why in this study we replaced the magnet in 
pendulum (1) with the brass element (in Eq. 1 we take   0). 
The terms , and , represent the static characteristics of the magnetic forces reduced to the 
moment of force. The characteristics have been measured for pendulum 2. The way of measuring is 
schematically shown in Fig. 5. 
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Figure 5.   Method of measurement of the static characteristics of the magnetic forces. 
The beam with strain gauge moves downward vertically with a constant velocity. The force F 
and the angle ϕ2 are registered and processed by Eq. 5 to achieve 
,  - 	    	 sin , (5) 
where: - – measured force, / – diameter of the wheel. 
The measurements have been carried out for two constant values of the coil current:   1 0 and 
  1.5 0. The obtained measurement points are shown in Fig. 6. Particular attention must be paid 
to the non-zero values of , for a zero angle achieved during the experiment. Though the fitted 
function should be multivalued for zero angle, however during modeling we have made an 
assumption that the moment of force is zero for zero angle because there is no moment arm. The 
experimental non-zero values of , for zero angle is yielded by not high enough resolution of the 
angle sensor. 
 
Figure 6.   Experimental sets of points regarding the moment , 
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The obtained set of experimental points can be approximated by the following analytical formula 
,  a 	 sgn%φ& 	 exp 9 :;<%=&	=>?@ 
A  , (8) 
where B, C, ( are constant parameters being different for each possible values of the current. 
It should be explained that the parameters B, C, ( appeared in Eq. 8 influence ,. Namely, 
the parameter B is responsible for extreme value of the function (8) for positive angles, whereas %C& 
is the argument for its extremum and ( is responsible of its shape. For the negative angles, the values 
of , are symmetrical with respect to the positive angles. The fitted functions and symbolically 
illustrated a and %C& parameters are shown in Fig. 7. 
 
Figure 7.   Experimental data versus the analytically approximated functions of the moment ,. 
4. Experiments versus numerical simulations 
This section is aimed on the theoretical and experimental validation of the existence of regular and 
chaotic dynamics of our mechatronic system. Equations of motion (Eq. 1, 2) are solved numerically 
using the WOLFRAM MATHEMATICA software. For the purpose of effective simulations signum 
functions in Eqs. 3, 4 and 8 are replaced by D arctan%H 	 I&, where H is large parameter [6]. That 
replacement causes that redefined functions and their first derivatives are continuous. The following 
parameters are fixed: H  10J,   6.8025 	 10NO #,   6.7101 	 10NO #,  
0.0578 Q , #$  2.532 	 10NO Q/  , (  3.1 	 10NT Q, (  7.2 	 10NTQ, ($  13.736 	
10NTQ, (*  27.523 	 10NTQ, (*  27.888 	 10NTQ,   10 U B  0.287684, C 
0.107082, (  0.095541,   1.50 U B  0.439922, C  0.092557, (  0.112422. 
Fig. 8a shows simulation and experimental results of the free vibrations of uncoupled pendulums 
for the following initial conditions: %0&  1.56 XBY %89.38°&, %0&  0.025 XBY %1.43°&, 
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)%0&  0 [\]  and ) %0&  0
[\
] . Fig. 8b presents time histories of the numerically and 
experimentally obtained time histories of the excited coupled pendulums, where   10, 
   2 ^_,   25%. Initial conditions for simulations of the excited coupled pendulums are as 
follows: %0&  0 XBY, %0&  1.75 	 10NT XBY %0.001°&, )%0&  0 XBY/ and ) %0& 
0 XBY/. 
Figure 8.   Comparison of simulation and experimental results: a) coupled pendulums – free vibrations, 
b) coupled pendulums with magnetically excited pendulum (2) (  10,   2 ^_,   25%). 
In the case of regular vibrations, after omitting the transitional process, the coincidence of the 
numerical and experimental results is clearly visible. 
However, the investigated system is very sensitive to small changes of the parameters like the 
duty cycle w and amplitude of the current. We have investigated the system experimentally for three 
different values of the duty cycle : 27%, 30% and 33% when the current   10. We have also 
carried out the experiments for three amplitudes of the current : 0.5 A, 1 A, 1.5 A when the duty 
cycle   30%. The results of the experiments are shown in the Fig. 9 in the form of bifurcation 
diagrams. The diagrams are made for increasing () frequency in a range 3.4-6 Hz. The system 
response for changes of the duty cycle plays a key role here. Taking into account Fig. 9a2 as a point of 
reference, one can say that a 3% increase in duty cycle results in significant reduction of chaotic area 
(represented by clusters of points) while preserving the period-2 motion. The 3% decrease in duty 
cycle leads to transition of period-2 motion into period-6 motion of the system. The influence of the 
a) 
b) 
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current changes is very similar to influence of the duty cycle. As it is seen in Fig. 9a1 and 9b1, the 
system motion type is similar and the frequency ranges are located closed to each other. Similarity of 
behavior has been also detected for the case of different current amplitude   1.5 0  
(Fig. 9b3) and   1 0 (Fig. 9a3). 
 
 
 
 
 
 
Figure 9.   Experimental bifurcation diagrams for increasing frequency: 
different duty cycles w for the current   1A (a1, a2, a3); 
different amplitudes of the current for the duty cycle   30% (b1, b2, b3). 
Owing to the rich dynamics of the system responses we have chosen constant values of the 
current and duty cycle for a more detailed investigation of the motion. During our observations we 
have decided that parameters values   10 and   30% are optimal for thermal conditions of the 
coil. Our detailed investigation has been started by creating the bifurcation diagrams using numerical 
a1) b1) 
a2) 
a3) 
b2) 
b3) 
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simulations and then verifying them experimentally. The frequency range during simulation and 
experiment was 1.5-6 Hz. Experimental diagrams were done for linear increasing or decreasing 
frequency with average velocity 0.12 abc. Figure 10 shows simulation and experiment results for 
pendulum 2 and for both frequency paths: increase (Fig. 10a, b) and decrease (Fig.10c, d). The 
simulation and experiment bifurcation diagrams coincide though the motion regions are slightly 
shifted. Differences between simulation and experiment diagrams can be explained by not sufficiently 
slow velocity of the frequency during the carried out experiment and by the discrepancies between 
model of the magnetic interaction and investigated approximation curve. 
 
Figure 10.   Experimental (laboratory) versus the numerically estimated bifurcation diagrams for the 
pendulum 2 (  1 0,   30%&. 
We can see that direction of frequency path causes that some regions are mutually exclusive, and 
existence of regular dynamics in a region excludes chaotic behavior. At the same time, character of 
motion is the same for both pendulums. The system exhibits a few different types of regular motion 
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d) 
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(examples labeled in Fig. 10): period-1 (re1, le1), period-2 (re2, re’2, le2) and period-6 (rs6, ls6). The 
period-1 motion has two stable states for positive and negative angles (we can see that in both 
experimental and simulation bifurcation diagrams). The period-6 motion is not visible in experimental 
diagrams, however we have validated this character of motion after set the constant frequency 
on 5.1 Hz. Fig. 11 presents simulation and experimental results of the phase plane plots with the 
Poincaré sections for period-6 motion. 
 
Figure 11.   Phase plots with Poincaré sections for 5.1 Hz. 
Period-1 and period-2 motions are confirmed by the phase 2D plots and the associated Poincaré maps, 
as shown in Figures 12, 13.  
 
Figure 12.   Phase plots with Poincaré sections of period-1 motion for 3 Hz. 
 
Figure 13.   Phase plots with Poincaré sections of period-2 motion for 2.75 Hz 
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In particular, the sensitivity of the system on the initial conditions yields interesting results for 
region labeled rsq (Fig. 10a) and corresponding to it region req (Fig. 10b). For earlier studied reasons, 
the above mentioned regions are shifted relative to each other. Therefore, for further investigations we 
take the fixed frequencies 2.17 Hz and 2.25 Hz corresponding to the middles of rsq and req regions, 
respectively. Though in simulation we have achieved three different responses, but only one of them 
has been validated experimentally (see Fig. 14). Two of them are periodic: period-6 motion which has 
been observed during experiment (Fig. 14a), period-2 motion (Fig. 14b), whereas the third response 
presents quasi-periodic orbit (Fig. 14c). The employed initial conditions are as follows: period-2  
%0&  0.00052 XBY % 0.03 °&, %0&  0 XBY, )  )   0 XBY/, period-6  %0& 
0.0012 XBY %0.07 °&, %0&  0 XBY, )  )   0 XBY/, quasi-periodicity  %0&  1.74 	
10NT XBY % 0.001 °&, %0&  0 XBY, )  )   0 XBY/. 
a) 
 
b) 
 
c) 
 
Figure 14.   Phase portraits with Poincaré sections for the region rsq and the corresponding req for 
different initial conditions: a) period-6 motion; b) period-2 motion; c) quasi-periodic motion. 
5. Conclusion 
The studied system of two pendulums coupled elastically and driven by the magnetic field exhibited 
rich non-linear dynamical behaviour. We have found numerically and proved experimentally the 
existence of regular and chaotic motion of the system. We have constructed the bifurcation diagrams, 
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phase portraits with Poincaré sections by using numerical simulations, and we have validated them 
experimentally. The simulation results show good agreement with the experimental results. We can 
observe sensitivity of the system to initial conditions and different values of the control parameters 
(frequency, amplitude of coil current, duty cycle). Our physical model may serve as a good starting 
point for modelling of electric motors like steeper motors, which have flexible shaft or are joined 
through an elastic clutch. It should be mentioned that the influence of control parameters to the 
system behaviour is not fully examined in this paper, and it stands for further studies. Furthermore, 
the mathematical model of magnetic interaction also requires a detailed study. 
References 
[1] Siahmakoun, A., French, V., and Patterson, J. Nonlinear dynamics of a sinusoidally driven 
pendulum in a repulsive magnetic field. American Journal of Physics 65, 393 (1997), 393-400. 
[2] Kraftmakher, Y. Demonstrations with a magnetically controlled pendulum. American Journal of 
Physics 78, 532 (2010), 532-535. 
[3] Khomeriki, G. Parametric resonance induced chaos in magnetic damped driven pendulum. 
Physics Letters A 380 (2016), 2382–2385. 
[4] Tran, V., Brost, E., Johnston, M., and Jalkiod, J. Predicting the behavior of a chaotic pendulum 
with a variable interaction potential. Chaos 23, 033103 (2013), 12 pp. 
[5] Griffiths, D. J. Introduction to Electrodynamics. Prentice-Hall, New Jersey, 1999. 
[6] Wasilewski, G., Kudra, G., Awrejcewicz, J., Kaźmierczak, M., Tyborowski, M., and 
Kaźmierczak M. Experimental and numerical investigations of a pendulum driven by a low-powered 
DC motor, in: Awrejcewicz J., Kaźmierczak M., Olejnik P. and Mrozowski J. (eds.) Dynamical 
Systems—Mathematical and Numerical Approaches, TU of Lodz, Lodz, 2015, pp. 579–590. 
Krystian Polczyński, B.A. (M.Sc. student): Lodz University of Technology, Faculty of Mechanical 
Engineering, Department of Automation, Biomechanics and Mechatronics, Stefanowskiego 1/15, 90-
924, Lodz, POLAND (kryst.polczynski@gmail.com). 
Grzegorz Wasilewski, Ph.D.: Lodz University of Technology, Faculty of Mechanical Engineering, 
Department of Automation, Biomechanics and Mechatronics, Łąkowa 19/21, POLSKA 
(grzegorz.wasilewski@p.lodz.pl). 
Jan Awrejcewicz, Professor: Lodz University of Technology, Faculty of Mechanical Engineering, 
Department of Automation, Biomechanics and Mechatronics, Stefanowskiego 1/15, 90-924, Lodz, 
POLAND (jan.awrejcewicz@p.lodz.pl). 
Adam Wijata, M.Sc. (Ph.D. student): Lodz University of Technology, Faculty of Mechanical 
Engineering, Department of Automation, Biomechanics and Mechatronics, Stefanowskiego 1/15, 90-
924, Lodz, POLAND (adam.wijata@dokt.p.lodz.pl). 
462
  
An analysis of dynamics of a truck with a trailer 
 
 
Adam Przemyk, Szymon Tengler, Andrzej Harlecki 
Abstract: Results of an analysis of dynamics of a truck with a trailer are presented in 
the paper. A mathematical model of a truck with a trailer, constituting a multi-body 
system was developed by using formalism of Lagrange’s equations, based on the joint 
coordinates and matrices of homogeneous transformations taken from robotics. In the 
adopted procedure it has been assumed that the modeled system can move over the 
road with unevenness of a specific shape. Within the computer simulations performed 
behavior of the modeled system was studied in the road traffic conditions while 
performing typical road maneuvers, and changing design parameters and load of the 
trailer. The developed mathematical model can be treated as a virtual prototype of the 
system in question. According to the authors the proposed method can have practical 
significance and it can be used in designing the trucks with a trailer. Lots of 
significant design proposals can be formulated on basis of the results of the performed 
simulations, and they can become the basis for making real trail prototypes. 
1. Introduction 
Polish manufacturers of window joinery increase systematically their share in the foreign markets. 
According to the Trade Analysis Center 13 mil. windows and 8.2 mil. doors were produced in Poland 
in year 2015 [1]. The share of Poland in the total value of the export of windows and doors on the 
entire territory of the EU was 21% in 2015 and was the greatest one among all the member countries 
[1]. A considerable number of vehicles adopted to transport this type of load is needed for the 
produced windows to be carried. Due to the regulations in force on the maximum permissible length 
of the vehicle combination (a truck tractor with a semitrailer 16.5 m maximum, a truck with a trailer 
18.75m) and relative maneuverability, in the case of transporting loads of large volumes a vehicle 
combination consisting of a truck and a trailer with a central axle becomes more and more popular. In 
accordance with the definition provided in Directive 2007/46/EC of the European Parliament [2] a 
trailer with a central axle is the trailer of which the axles are placed close to a gravity center of a 
vehicle (at a uniform distribution of load) in such a way that only a slight static vertical load, not 
exceeding 10% of the maximum trailer weight or 1000 daN load (depending which of these values is 
lower), is carried to a towing vehicle. 
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Sometimes in the places of destination the vehicle cannot be unloaded by a forklift due to lack of 
this equipment. This situation is rather frequent at construction sites. In such situations two solutions 
are used: a crane mounted on the vehicle or a forklift hooked up to the vehicle or the trailer. 
The first solution is practiced mainly in the case of loads which can be transported on the open boxes. 
The second solution is more frequently used when loads are transported in the closed load boxes (the 
box covered with a canvas hood or a bodywork with a curtain) – for example transporting windows. 
The solution with the hooked up forklift is used by such firms as e.g.: EKO-OKNA S.A, BRACIA 
BERTRAND Sp. z.o.o., the carriers transporting windows of firm OKNOPLAST Sp. z o.o. etc. 
Due to its construction (among other things axles placed close to each other and an impact on the 
vehicle) behavior of the combination can be felt as uncomfortable or even sometimes dangerous in 
some situations. Drivers describe this behavior as „snaking” of the trailer, „swaying” of the trailer 
etc., they feel it directly in the vehicle and observe in the mirror. The phenomenon intensifies for un-
laden vehicle combination and disappears as vehicles are laden or when the forklift is removed. This 
phenomenon normally takes place at high speeds of order of 80-90 km/h, a decrease in the speed 
usually facilitates handling of the combination.  
Acc. the technical information of firm Knorr-Bremse, when a trailer pressure on the towing 
device decreases, or it becomes negative, the trailer can begin to sway from side to side (snaking). 
This phenomena takes place particularly in the case of combinations: a short truck/a long trailer. In 
some cases swaying which can be initiated by an input steering signal of a driver or uneven road 
surface, can become dangerous and may result in overturn” [3]. 
 Legal regulations [4] on a distribution of pressures on the axles and a drawbar stipulate, among 
other things, the following conditions: 
- if a vehicle is laden to the technically permissible maximum weight, the weight per a single axle can 
exceed neither the technically permissible weight for this axle, the technically permissible weight for 
a group of axles weight nor the technically permissible maximum weight in the coupling point, 
- in the case of the vehicle with flat loading space the above condition must be met for the uniform 
distribution of load.  
Fulfillment of the above conditions does not guarantees proper behavior of a vehicle with partial 
load, especially, when the load gravity center is shifted far to the back.  
2. A dynamic analysis  
2.1 An object of investigations 
An analysis of the combination of a truck with a trailer and a forklift hooked up at the back of the 
trailer was made for the vehicles of the most popular body length (7.8m). In the analysis there were 
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changed selected trailer parameters on which a design engineer/a manufacturer can have an influence 
at a stage of designing (some parameters such as: adjustments of axle lifting and unloading systems, a 
change in the trailer drawbar length, adding a lifting system or an unloading system of axles, can be 
also made in the existing trailers). Fig. 1 presents the combination of a truck with a trailer and 
markings of main dimensions of the vehicle combination.  
 
Figure 1. The combination of a truck with a trailer and its main dimensions 
In the paper flexibility of the chassis frame of the truck and the trailer was not considered, this 
flexibility can also have an impact on behavior of vehicles, although the aim of the paper is to 
indicate designing recommendations regarding the main dimensions of the trailer and systems and 
mechanisms with which the trailer can be equipped, it has been assumed that the main frame 
components remain unchanged, and thus its stiffness does not change, whereas a placement and a 
wheelbase, drawbar length, activation or non-activation of the axle lifting system and changes in its 
adjustments, activation or non-activation of the axle unloading system and changes in its adjustments, 
a distribution of heavy components of the trailer (for instance a spare wheel) adding and a distribution 
of ballast are subject to a change. Those results are used to compare the solutions with each other, and 
not to indicate a specific value of the oscillation amplitude. It should be remembered that forcing can 
be both a maneuver of obstacle avoidance and road unevenness, forcings can also occur one after 
another, overlap etc. All this can cause that oscillation disappearance visible for all trailers in practice 
will not take place, and in the worst case oscillations will be reinforced quickly what may lead to an 
accident. 
A physical model was made, and then a mathematical model in which elements of the suspension, 
axles and a cabin were flexible, whereas all other components were treated as rigid bodies. The model 
consisted of a truck and a central axle trailer with a hooked up forklift coupled to it  
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Table 1 The main dimensions for different variants of the trailer  
Variant L012.2 L012.3 L045 L0 Lz L1 L2 x 
0 4800 1370 7325 2175 7820 5560 7360 375 
1 4800 1370 7325 2175 7820 5560 7360 375 
2 4800 1370 7525 1975 7820 5360 7160 375 
3 4800 1370 7325 2175 7820 5760 7160 375 
4 4800 1370 7325 2175 7820 5560 7360 375 
5 4800 1370 7325 2175 7820 5760 7560 575 
 
a) 
 
b) 
 
Figure 2. The vehicle and the trailer with the main dimensions marked and the weight distribution on 
the axles 
In the paper the following design variants of the trailer were considered:  
0 – A standard trailer, adopted to transport a forklift, an un-laden trailer tends to lift a drawbar and at 
the same to unload the rear axles of the vehicle. The trailer is towed by the 3-axle vehicle in which the 
last trailing axle is unloaded, and it does not carry load only it rests on the surface.  
1 – The first axle of the trailer unloaded, a greater part of loading is carried by axle 2. 
2 – Coupling moved by 200 mm, and the trailer drawbar shortened by 200 mm – length of the 
combination as in the other variants (the coupling point moved). 
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3 – Trailer wheelbase decreased by 400 mm and the first axle of the trailer unloaded. 
4 – The first axle of the trailer lifted. 
5 – The axle arrangement moved by 200 mm backwards, the gravity center of the trailer chassis 
moved by 150 mm forward.Table 1 main dimensions for different variants of the trailer are 
presented. Fig. 2 presents static loads of the vehicle axle and coupling load (S), the position of center 
of gravity of load and a displacement of the axle center of the trailer in relation to the center of gravity 
of load are also presented in Fig. 2b. The values of distribution of mass among the axles are presented 
in Table 2. 
 
Table 2 Distribution of mass among the axles and the mass on the drawbar 
Variant 
axle 1 
[kg] 
axle 2 
[kg] 
axle 3 
[kg] 
drawbar 
(S) [kg] 
axle 4 
[kg] 
axle 5 
[kg] 
0 5766 3507 530 -1129 3765 3958 
1 5476 2812 2285 -360 640 6313 
2 5828 3423 530 -1149 3720 4025 
3 5425 4458 530 -519 640 6472 
4 5479 3022 2506 -124 0 6541 
5 5345 3167 2662 69 0 6413 
2.2  A mathematical model 
The multi-body system in question consists of specific sub-assemblies, which were modeled as 
rigid bodies. Joint coordinates and homogenous transformations were taken in order to determine a 
position and orientation of those bodies [5]. In the method motion of a particular body is considered 
in relation to the preceding body, and as a result the entire system is a tree structure (see Figure 3.). 
The truck frame is the root of this tree in this paper.  
The frame model (the body marked by number 1) has six degrees of freedom (three displacement 
and three rotations), which can be presented by a vector of generalized coordinates:                      
?̃?(1) = [?̃?(1) ?̃?(1) ?̃?(1) ?̃?(1) 𝜃(1) ?̃?(1)]𝑇 – Figure 4. The cabin is also joined with the frame 
and the cabin can rotate appropriately in relation to it - and its vector of the generalized coordinates 
has a form of : ?̃?(2) = [𝜃(2)]
𝑇
. The next bodies connected with the frame are three axles modeled as 
bodies of two degrees of freedom, thus, their vectors of the generalized coordinates have a form of:      
?̃?(𝑘) = [?̃?(𝑘) ?̃?(𝑘)]𝑇 , 𝑘 = 3, 4, 5. Each axle is equipped with two wheels of which the vector of the 
generalized coordinates has a form of : ?̃?(𝑘) = [?̃?(𝑘) 𝜃(𝑘)]𝑇 , 𝑘 = 6, 7 (for front steering wheels) and 
?̃?(𝑘) = [𝜃(𝑘)]
𝑇
, 𝑘 = 8, . . ,11 for the wheels in the other axles.  
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Figure 3. Tree-structure of multi-body system 
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Figure 4. The main truck elements  
In the kinematic chain in question the frame also constitutes a root for the body combination 
which is the trailer (see Figure 5).  
The trailer drawbar being its integral part, is joined with the vehicle frame by a spherical pair. 
Therefore, the trailer frame model has three degrees of freedom (rotations), in relation to the vehicle 
frame, that is its vector of the generalized coordinates has a form of: ?̃?(12) = [?̃?(12) 𝜃(12) ?̃?(12)]𝑇. 
As in the case of the vehicle, two axles are joined with the trailer frame and their vector of the 
generalized coordinates has a form of : ?̃?(𝑘) = [?̃?(𝑘) ?̃?(𝑘)]𝑇, k=13, 14. Two wheels ?̃?(𝑘) = [𝜃(𝑘)]
𝑇
 
k=15,..,18, are attached to each axel. Load joined with it in a rigid way is also attached to the trailer.  
 
Truck frame
6 DOF
Cabine
1 DOF
Axle 1
2 DOF
Wheels  of 
1st axle
2 x 2 DOF
Axle 2
2 DOF
Wheels  of 
2nd axle
2 x 1 DOF
Axle 3
2 DOF
Wheels  of 
3rd axle
2 x 1 DOF
Trailer 
frame
3 DOF
Axle 4
2 DOF
Wheels  of 
4th axle
2 x 1 DOF
Axle 5
2 DOF
Wheels  of 
5th axle
2 x 1 DOF
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Figure 5. The main elements of the trailer  
The vector of the generalized coordinates of the entire combination of the tractor and the trailer 
has a form of: 
 𝐪 = [?̃?(1) … ?̃?(18)]𝑇 . (1) 
This vector has 32 elements what is a number of degrees of freedom for the system in question.  
Equations of vehicle motion have been formulated using Lagrange equations of the second kind 
[6, 7]: 
𝑑
𝑑𝑡
𝜕𝐸
𝜕?̇?𝑘
−
𝜕𝐸
𝜕𝑞𝑘
+
𝜕𝑉
𝜕𝑞𝑘
+
𝜕𝑉𝐷
𝜕?̇?𝑘
= 𝑄𝑘 (2) 
where:𝐸 = ∑ 𝐸(𝑝)𝑁𝑝=1  - total kinetic energy of the vehicle, 
𝐸(𝑝) - kinetic energy of the 𝑝-th body, 
𝑉 = ∑ 𝑉(𝑝)𝑁𝑝=1 - total potential energy of the vehicle, 
𝑉(𝑝) - potential energy of the 𝑝-th body, 
𝑉𝐷 = ∑ 𝑉𝐷
(𝑝)𝑁
𝑝=1 - total energy dissipation function of the vehicle, 
𝑉𝐷
(𝑝)
 - energy dissipation function of the 𝑝-th body, 
?̇? =
𝑑𝐪
𝑑𝑡
= (?̇?𝑘)𝑘=1,…,𝑛 - vector of generalized velocities of the system, 
𝐐 = (𝑄𝑘)𝑘=1,…,𝑛 - vector of generalized forces of the system, 
𝑁 - number of bodies of the vehicle, 
𝑛 - number of generalized coordinates of the vehicle (𝑛 = 32), 
𝑘 = 1, … , 𝑛. 
In papers [7] there is a detailed description of mathematical modelling which results in a 
calculation model and dynamic equations of motion in a matrix form written as: 
{
𝐀?̈? − 𝚽𝐫 = 𝐟
𝚽𝐓?̈? = 𝐰
 (3) 
where:  
 𝐀(𝑡, 𝐪) – mass matrix,  
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 𝚽 - constraints matrix, 
 𝐟–ector of external, Coriolis and centrifugal forces, 
𝐫 = [𝑟1 𝑟2]𝑇 - vector of unknown constraint reactions corresponding to torques acting on front 
wheels, 
𝐰 = [?̈?(1) ?̈?(2)]
𝑇 - vector of right sides of constraint equations, 
𝛿(𝑖) - steering angle of the 𝑖-th front wheel. 
3. Computer simulations and results 
A drive of the empty combination with the forklift was analyzed in all variants. A sudden 
maneuver of obstacle avoidance which causes oscillations of the combination was initiated while 
driving.  
 In the subsequent figures (see Figure 6) time courses of the selected parameters such as a lateral 
displacement of the trailer, a displacement angle at a level of the frame of the trailer are presented. 
 a) 
 
b) 
 
c) 
 
Figure 6. The time courses of the selected parameters, a) a lateral displacement of the trailer center, 
b) and angular deflection of the trailer in relation to the vertical axis – relative to the truck,  c) 
markings of the designing variants 
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Variants 0; 2 indicate a clear tendency to snaking, whereas variants 1; 3; 4; 5 do not show such a 
tendency, after avoiding the obstacle the oscillations disappear quickly. The variants in which the 
oscillations disappear quickly are characterized by a low level of unloading of the rear axles of the 
vehicle, value „S” is greater than zero, but not lower than – 500 kg. In the other variants value „S” 
was below -1000kg. An increase in vertical loading of the drawbar was induced by using the first axle 
lifted or unloaded in the trailer. Additional relationships can be also noticed.  
1.  A decrease in the trailer wheelbase increases an oscillation amplitude of the vehicle and 
impedes driving the combination. Contrary, an increase in the wheelbase should result in improving 
to drive the vehicle combination.  
2.  A possible long trailer drawbar should be used and coupling should be mounted as close as 
possible to the axle. A displacement of the coupling point by 20 0mm backwards can increase the 
oscillation amplitude of the vehicle frame (a driver’s feeling) about 50%, the trailer oscillation about 
30%, whereas the trailer displacement in the opposite direction to the maneuver can be greater than 
the initiating maneuver itself.  
3.  The best solutions are clearly variants 4 and 5 in which the highest static load of the drawbar 
occurs simultaneously. Variant 5 shows about half lower amplitude of the secondary displacement 
than variant 1 and the oscillation disappearance is much quicker.  
 
4. Conclusions 
While designing, besides providing the fulfillment of the requirements of the regulations, a 
placement of the trailer axle and other geometrical dimensions should be selected in such a way that 
the static load of the drawbar was greater than zero for the trailer loaded only with the forklift. 
However, it may be difficult or even impossible to meet simultaneously the above postulate and to 
provide that the maximum permissible load of the drawbar of the loaded trailer is not exceeded, for 
this reason the dimensions should be so selected in a such a way that loads of the drawbar of the 
trailer with the forklift is as high as possible, as it has been shown in the performed analysis a slight 
negative load of the drawbar can provide proper driving of the trailer, although the trailer coupling 
itself cannot be adjusted to carrying long-term negative vertical loads. In spite of the load distribution 
an appropriate placement of the coupling point should be also considered, as wide as possible 
wheelbase of the trailer ought to be used and you should avoid towing of the trailer by a relatively 
light vehicle – three-axle vehicle are recommended instead of two-axle ones. A size and a type of tires 
will have an obvious impact on the behavior of the vehicle combination, because greater lateral 
stiffness can decrease a tendency to snaking. A change in the transverse stiffness of tires can be 
obtained by a change in the tire pressure. 
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Dynamics of planetary gearing box 
Ladislav Půst, Luděk Pešek 
Abstract: The dynamic properties of planetary gearing boxes are more complicated 
than those with the single parallel-axes. Therefore the deep dynamic analysis of multi-
mesh planetary gearings is very important for reduction of noise and vibration. The 
frequency and modal spectra are very useful both for the correct design and also for 
the preparing and evaluation of dynamic measurements. 
The presented paper is oriented on the analytical and numerical solution of spectral 
and modal properties of the plane type of gearing boxes with four planetary 
subsystems and with fixed planet carrier. The investigated gearing box is connected 
with a driving motor on the input central sun wheel side and with the braking 
aggregate on output ring wheel side. Dynamic model of such a transmission system 
has 20 DOF and is very complicated one with some multiple eigen-frequencies. 
Corresponding frequency and modal spectra are derived and analyzed. 
 
Keywords:  Planetary gearing, flexible pins of planets, frequency and modal spectrum, 
multiple eigenvalues. 
 
1.   Introduction  
The principal advantages of planetary gearboxes over parallel shaft gears emerge from the use of 
multiple planets that allows the load to be divided and transmitted by several tooth contacts. 
Consequently, the dimensions and weigh would be smaller. On the contrary, the modal and spectral 
dynamic properties of planet gearboxes are more complicated than that of parallel-axis gear 
transmission systems and therefore they need deeper dynamic analysis (e.g. [1 - 5]). In order to 
prevent unequal load sharing on planet stages, floating sun gear and flexible pins of planet gears are 
applied [6, 7]. Dynamical model of such a gearing system is very complicated also since it has several 
multiple eigen-frequencies in its spectrum. Therefore the majority of publications are oriented on the 
specific selected parts (e.g. [8]) and very often on the influence of time variable stiffness in gears 
contact [9]. The more complex view on the planetary gearboxes is presented in [5]. 
In this paper, the solution of spectral properties of the plane type of gearings with four planetary 
subsystems and with fixed planet carrier is presented. It follows the works [10, 11], where the 
simplified computational models are solved. As the all wheels have helical and sufficiently wide 
gearings, the fluctuation of teeth contact stiffness over a mesh cycle, considerable in spur gearings, 
can be neglected. Steady contacts in gearings are asserted by means of preloading due to the constant 
moment loads on the sun and on outer rig wheels. The planets’ carrier is supposed to be fixed. 
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Application of floating sun wheel, flexible planet pins and also eccentric suspension of ring 
wheel causes that in addition to the deformations in mesh contact in the direction of tangent to the 
base circle there is also vertical and horizontal motions of all components. As the gearboxes never 
work isolated, but they are always included as a subsystem into several-aggregates-set, the 
mathematical model of driving motor and of braking device have to be added to the mathematical 
model of planetary gearbox. The variability of dynamic properties of these external aggregates is very 
wide and therefore in this study only simplified 1DOF models are used. Investigated system is a train 
of aggregates (Fig. 1) consisting of driving motor (0), gearbox (1, 2, 3) and breaking device (4). The 
same situation is at the laboratory measurements. 
        
Figure 1. Computational model of tree aggregates system 
2.   Investigated system - equations of motion 
Structure of tree-aggregates system is shown in Fig. 1. The input driving motor (0) and output break- 
or working-aggregate (4) are modeled by simple torsion 1DOF system. Also the four-planetary 
gearing set is simplified on the plane motions of all elements. In spite of these simplifications, the 
mathematical model has 20 DOF, belonging to the 12 translations xi, yi (middle subfigure 1) and 8 
torsions i  (right subfigure 1). Corresponding vector of variables is  
1 1 1 2 2 2 3 3 3 4 4 4
0 1 1 1 2 2 2 2 2 2 2 2 2 2 2 2 3 3 3 4[ ]
Ty x y x y x y x y x y xq .                             (1) 
The upper indexes in (1) indicate the order of planet wings, bottom indexes mark the type of 
wheel  0-4. Kinetic energy of such system is 
 
2 2 2 2
0 0 1 1 1 1 1
1 2 2 2 3 2 4 2 1 2 2 2 3 2 4 2
2 2 2 2 2 2 2 2 2
1 2 2 2 3 2 4 2 2 2 2 2
2 2 2 2 2 3 3 3 3 3 4 4
( )
1
( )
2
( ) ( )
m x y
T m x x x x y y y y
m x y
                                     (2) 
and potential energy 
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2 2 2 1 1 2 2 2 2
0 0 1 1 1 1 12 1 2 1 1 2 2 1 2 1 1 2 2
3 3 2 4 4 2 1 2 2 2
1 2 1 1 2 2 2 1 1 1 2 2 12 1 2 2 1
3 2 4 2 1 2 1 2 2 2 2 2 3 2 3 2
2 1 1 2 2 2 2 2 2 2
1
[ ( ) ( ) [( ) ( )
2
( ) ( ) ] [( ) ( )
( ) ( ) ] (
x
y
c
V k k x y k x x r r y y r r
x x r r y y r r k y y x x
y y x x k x y x y x y 4 2 4 22 2
1 1 2 2 2 2 3 3 2
23 3 3 3 2 2 2 3 3 3 2 2 2 2 3 3 3 2 2
4 4 2 1 2 2 2 3 2 4 2
2 3 3 3 2 2 23 2 3 2 3 2 3 2 3
2 2 2
3 3 3 4 4 3
)
[( ) ( ) ( )
( ) ] [( ) ( ) ( ) ( ) ]
( ) ( ) ].
x
y
x y
k x r r x y r y r x x r r
y y r r k y y x x y y x x
k x y k
   (3) 
Introducing these expressions into Lagrange equations we get 20 differential equations of motion 
0 0 0 0 1( ) 0,k   
2 4 2 4 1 3
1 1 1 1 12 1 2 2 2 2 2 12 1 2 2[2 ( ) ( )] [2 ) 0,x ym y k y k y y y r k y y y  
1 3 1 3 1 3
1 1 1 1 12 1 2 2 2 2 2 12 1 2 2[2 ( )] [2 ] 0,x ym x k x k x x x r k x x x  
1 2 3 4 1 2 3 4
1 1 0 1 0 12 1 1 1 2 2 2 2 2 2 2 2 2( ) [4 ( )] 0,xk k r r x y x y r  
1 1
2 2 12 23 2 12 1 23 3( ) 0,y c y y ym y k k k y k y k y  
1 1 1 1
2 2 12 23 2 12 1 1 1 2 2 23 3 3 3 2 2( ) ( ) ( ) 0,x c x x xm x k k k x k x r r k x r r  
1 2 1 1
2 2 12 23 2 2 12 2 1 1 1 12 23 2 2 23 2 3 3 3( ) ( ) ( ) ( ) 0,x x x x x xk k r k r x r k k r x k r x r  
2 2 2
2 2 12 23 2 12 1 1 1 12 23 2 2 23 3 3 3( ) ( ) ( ) ( ) 0,y c y y y y ym y k k k y k y r k k r k y r  
2 2
2 2 12 23 2 12 1 23 3( ) 0,x c x x xm x k k k x k x k x  
2 2 2 2
2 2 12 23 2 2 12 2 1 1 1 12 23 2 2 23 2 3 3 3( ) ( ) ( ) ( ) 0,y y y y y yk k r k r y r k k r y k r y r            (4) 
3 3
2 2 12 23 2 12 1 23 3( ) 0,y c y y ym y k k k y k y k y  
3 3 3
2 2 12 23 2 12 1 1 1 12 23 2 2 23 3 3 3( ) ( ) ( ) ) ( ) 0,x c x x x x xm x k k k x k x r k k r k x r  
3 3 2 3
2 2 12 2 1 1 1 12 23 2 2 12 23 2 2 23 2 3 3 3( ) ( ) ( ) ( ) 0,x x x x x xk r x r k k r x k k r k r x r  
4 4 4
2 2 12 23 2 12 1 1 1 12 23 2 2 23 3 3 3( ) ( ) ( ) ) ( ) 0,y c y y y y ym y k k k y k y r k k r k y r  
4 4
2 2 12 23 2 12 1 23 3( ) 0,x c x x xm x k k k x k x k x  
4 2 4 4
2 2 12 23 2 2 12 2 1 1 1 12 23 2 2 23 2 3 3 3( ) ( ) ( ) ( ) 0,y y y y y yk k r k r y r k k r y k r y r  
1 2 3 4 2 4
3 3 3 3 23 3 2 2 2 2 2 2 2[4 ( ) ( ) 0,ym y k y k y y y y y r  
1 2 3 4 1 3
3 3 3 3 23 3 2 2 2 2 2 2 2[4 ( ) ( ) 0,xm x k x k x x x x x r  
1 3 1 3
3 3 4 3 4 23 3 3 3 2 2 2 2 2
2 4 2 4
23 3 3 3 2 2 2 2 2
( ) [2 ( )]
[2 ( )] 0,
x
y
k k r r x x r
k r r y y r
 
4 4 4 4 3( ) 0.k  
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These equations of motion can be written in matrix form  
  Mq Kq 0 ,                                                                                                                 (5) 
where the diagonal inertia matrix M has 20 non-zero elements 
0 1 1 1 2 2 2 2 2 2 2 2 2 2 2 2 3 3 3 4[\ , , , , , , , , , , , , , , , , , , , \]m m m m m m m m m m m mM ,         (5a) 
The full stiffness matrix K is of order 20x20 and of great dimension with many complicated 
expressions (see [11]) unsuitable for presentation in this short contribution. Using adapted program 
“eig” in system Matlab we get for given M, K frequency spectrum of the four-planetary gearbox. 
 Let us use the parameters of an example of planetary gearbox similar to the high speed 
planetary gearbox with fixed planet carriers: 
Radii         r0 = 0,1 m,     r1 = 0,06 m,     r2 = 0,12 m,     r3 = 0,3 m,     r4 = 0,1 m. 
Masses      m1 = 20 kg,    m2 = 50 kg,     m3 = 250 kg.                                                                 (6) 
Moments of inertias  0 0.2 kgm
2, 1 0.04 kgm
2, 2  0.5 kgm
2,  
                                         3 15 kgm
2, 4 2 kgm
2.  
Due to the helical and sufficiently wide gearings, the average mesh stiffness can be used:  
  
12k 4.0e+9 N/m, 23k 4.2e+9 N/m.  
Mesh stiffness in the directions of vertical and horizontal axes x, y are 
2
12 12(cos( )) ,xk k      
2
23 23(cos( )) ,xk k  
2
12 12(sin( )) ,yk k       
2
23 23(sin( )) ,yk k                                                                        (6a) 
where mesh angle 25 5 / 36o rad . 
The cross stiffness of gearing wheels’ axes are 
1 1 5 /k e N m ,  2 1.2 8 /k e N m ,  
3 1.4 8 /k e N m  and the torsion stiffness of the external shafts are 0 6 5 /k e Nm rad   and 
4 1 7 /k e Nm rad . 
 
3.   Eigen-frequencies and eigen-modes.  
Introducing these values (6) into motions equations (4) or (5) then by means of special adapted 
program „eig“ (Matlab) we get the set of eigen-frequencies of investigated planetary gearing:  
  f =(0,   160.9,     180.7, 180.7,    364.0,    373.0,    568.8, 568.8,    896.0, 896.0,                      (7) 
1049.3, 1049.3,   1861.7,   2218.2,   2230.3, 2230.3,   2523.1,   3708.8, 3708.8   5863.5) Hz. 
476
Due to the structural periodicity of planetary gearboxes, some multiple frequencies occur. The 
investigated system has 6 double frequencies, which are in (7) bolt written.  
The first eigen-frequency has zero value and corresponds to the revolution of the all gearing 
wheels. The remaining nineteen non-zero eigen-frequencies correspond to the vibrations superposed 
on this rotation. There exist several twofold frequencies  
3 4 7 8 9 10180.7 , 568.8 , 896.0f f Hz f f Hz f f Hz , 
11 12 15 16 18 191049.3 , 2230.3 , 3708.8f f Hz f f Hz f f Hz .                                        (8) 
The elaborated program in system Matlab ascertains also corresponding modes of vibrations 
defined by numerical values of all 20 variables of coordinate’s vector q. 
In the simplest case when all the eigen-values are distinct, to each one of them belongs one mode 
shape orthogonal to the rest of eigen-modes. But there are some multi-fold eigen-frequencies in the 
planet gearings frequency spectrum, which need special mode shape procedure (see e.g. [1, 2]). 
For transformation of these numerically described modes into clear, well-arranged graphical 
presentation of eigen-modes of gearings box, which is a complicated multi-body system, we have 
elaborated computational program “emode20DOFxx”in system Matlab. The output of this program 
are figures of modes, where the torsion amplitudes of wheels are drawn by inclinations  of bolt 
vertical diameters, shifts of axes are pictured by thin dashed lines connecting the axis zero position 
with displaced one. Dashed lines draw also the contact deformations in gearings meshes. Bold dashed 
lines are used for expression of external aggregates torsion amplitudes. 
Following figures shown the modes of the lowest 12 eigen-frequencies. 
The Fig. 2 shows the situation at revolution. The displacements drawn by thick lines give 
distribution of displacements or velocities of points on wheels. As displacements at rotation with 
constant velocity increase over all limits, the small deformations in tooth contacts are negligible and 
therefore this mode shape is connected in all eight mesh contacts. The displacements of wheels 
centres are also negligible as well as torsion deformations of shafts among all three aggregates. Angle 
of inclination of thick wheel diameter to the radius is proportional to the corresponding angular 
velocity. 
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             Figure 2. System revolution                                  Figure 3. Lowest eigen-frequency 
The mode in Fig. 3 belongs to the lowest eigen-frequency. All wheels vibrate and the knot of 
vibration is in shaft between ring wheel and output aggregate, deformations of mesh contacts are 
again negligible.  
    
        Figure 4.  Mode of twofold frequency                  Figure 5. Mode of twofold frequency 
Modes in figures 4 and 5 belong to the twofold eigen-frequency 
3 4f f  180.7 Hz. Sun and 
ring wheels vibrate only transversally without rotation and therefore the external aggregates do not 
move. The main deformations are realized in wheels’ axes supports, All wheels vibrate roughly 
parallel, directions of these vibrations are orthogonal. 
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           Figure 6. Singular eigen-frequency                    Figure 7. Singular eigen-frequency 
Next two natural frequencies are singular. The planetary gearing set vibrates similarly as at 
frequency 
2f 160.9 Hz with very small deformations in mesh contacts. Both external aggregates, 
sun and ring wheels vibrate torsional. The mode in Fig. 6 at 
5f 364.0 Hz has two knots: First on 
between input motor and gearing box, second one between gearing box and output aggregate. The 
mode in Fig. 7 at 
6f 373.0 Hz has only one knot between input motor and gearing box.  
    
  Figure 8. Mode of twofold frequency                 Figure 9. Mode of twofold frequency 
Modes in Fig. 8 and 9 belong to the further twofold eigen-frequency 
8 9f f  568.8 Hz. The 
contact deformations in mesh gearings are here important. Both modes are orthogonal and quasi-
symmetric to the vertical (Fig. 8) or horizontal (Fig. 9) axis. 
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 Figure 10. Mode of twofold frequency                Figure 11. Mode of twofold frequency 
The couple of modes shown in Fig. 10 and 11 belong also to twofold eigen-frequency 
10 11f f  
896.0 Hz.  They have very simple forms only with radial vibrations of planets, without any torsion 
motion. The extreme position of planets is highlighted by thicker lines.                                                                                                                                                                                                                                               
Odd and even planets vibrate in opposition in Fig. 10, parallel in Fig. 11. High of eigen-frequencies 
are given by planet’s pin stiffness and radial stiffness in mesh gearings.  
    
 Figure 12. Mode of twofold frequency              Figure 13. Mode of twofold frequency 
The more general type of modes is shown in Fig. 12 and 13 belonging to the again twofold 
eigen-frequency 
12 13f f  1049.3 Hz. Both modes are symmetric either to the horizontal (Fig. 12) 
or vertical (Fig. 13) axis.  
4.   Conclusions 
 
n this paper spectral and modal spectra of a three aggregates system modelling dynamic properties of 
real application of planetary gearbox in technical praxis are analyzed. The investigated gearing box is 
four planetary type with the fixed planets’ carrier. All gearing wheels are supposed to be solid, 
elastically supported bodies with general plain motions. The mesh contacts in gearings are computed 
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as elastic and constant with neglecting the time fluctuation of teeth contact stiffness as in the helical 
and sufficiently wide gearings is this fluctuation very small. 
Both external aggregates –the driving motor connected with sun gear wheel and the output brake 
connected with ring gear wheel – are modelled by one DOF torsion systems. Together with planetary 
gearbox is such a mathematical model of this three aggregates system described by 20 linear 
differential equations. By means of elaborated programs in “Matlab” language, the corresponding 
frequency and modal spectra were ascertained for parameters of a high-speed gearing train. There is 
one zero and six twofold eigen-frequencies in obtained 20 elements of frequency spectrum.  
Zero eigen-frequency corresponds to the revolution of all gearing wheels. The remaining 
elements in frequency spectrum give natural frequencies of the three aggregates gearing train. Modal 
spectra belonging to these frequencies and obtained as modal matrix in digital form had to be 
transformed into clear visual figures. However, due to limited extend only 12 lowest modes can be 
presented in this contribution. It is shown that two similar but orthogonal modes belong to every 
twofold eigen-frequency.  
There exist also modes where sun and/or ring wheels do not vibrate. This property means that at 
laboratory experimental research, these frequencies cannot be excited by forced vibration of sun or 
ring shafts. In addition, these frequencies do not depend on properties of external driving and braking 
aggregates and do not change in the all gearing box applications. 
Analysis of modes prove that the lower eigen-frequencies are influenced mainly through  
stiffness of wheels axes supports and torsional stiffness of input and output shafts. On the contrary,  
the mesh stiffness gears contact influence mainly the high frequency modes. 
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Flutter running waves in turbine blades cascade 
 
Ladislav Půst, Luděk Pešek, Miroslav Byrtus 
Abstract: The existence of flutter running waves has been often observed at 
experimental investigation of turbine blades cascade. The presented paper is an 
attempt to explain origin and behavior of running flutter waves in the rotating blade 
cascade excited by steam flow from the stationary bladed disk.  One of the possibly 
reasons for existence of running waves are the running periodic forces from steam 
wakes due to different numbers of blades of stationary and rotating wheels.  On a 
computational model of turbine disk with 10 blades there are shown properties – 
velocities, directions and modes – of these forced running waves.   Interaction of this 
kind of forced excitation with aero-elastic self-excitation – flutter – causes origin of 
flutter running waves. These flutter waves will be analyzed in the paper for several 
kinds and combinations of aero-elastic self-excitations.  
1. Introduction  
Dynamic properties of blades cascades in turbines excited by the external periodic forces or by aero-
elastic effects of flowing gas – flutter – have been intensively studied during the several last decades 
(e.g. [1-3]).  Relating to this, the existence of running waves was observed and mentioned. Main 
attention has been given to running waves in connection with origin of classical flutter. From the 
broad number of publications oriented on the flutter phenomenon and running waves in cascades let 
us mention e.g. [4-6]. Some methods of analytical solution of blades vibration with flutter 
phenomenon are presented in [4, 5, 7]. Dynamic properties of closed 10 blades bundle modelling 
turbine blades wheal are analyzed in the conference publications [8-10], where the blades are 
modelled as systems with one DOF. Due to the different numbers of blades of stationary and of 
rotating wheels the running waves forced by the wakes from the stationary cascade exist. These 
forced running waves can entrain aero-elastic self-excited oscillations and cause origin of the flutter 
running waves. The influence of friction dampers between blades on the blade bundle dynamics 
considering as a non-smooth system is investigated in [11]. 
The presented article tries to improve this analysis by modelling of blades as systems with two 
DOF – translation and pitching. This improvement of dynamic bladed wheal model enables to 
investigate better the properties of vibration’s processes in real turbine. In order to study the behavior 
of bladed cascade in the unstable regions, the simple Van der Pol expression for description of self-
excitation forces are used. 
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2. Investigated system 
The computing model of turbine wheel with ten blades with the simplest type of linear connections 
between neighbouring blades is shown in Fig. 1. 
This connection between blades realized by means of Voigt-Kelvin model with paralleled 
connected spring (stiffness k1 [kgs
-2]) and damping element with coefficient b1 [kgs
-1] enables (at least 
approximately) modelling of both elastic and damping properties of disc as well as elastic and  
damping properties of shroud. 
 
Figure 1.   Turbine wheel with ten blades and linear connections between neighboring blades. Stator 
cascade with nine blades. 
Turbine blades are in this Figure graphically presented by simple lines. The more detail displays of 
one blade with pitch and transition motion is in Fig.  2. 
 
Figure 2.   Dynamic model of blade. 
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This 2 DOF profile is capable of demonstrating aero-elastic phenomena. The center of mass m is 
designated  as T. Corresponding moment of inertia is I. Flexural axis of this profile is labelled by O1 
and the transitional stiffness in vertical direction y is k. Parallel to the elastic force acts also viscous 
damping force with coefficient b. Pitch spring stiffness around this flexural axis is kt.. This stiffness is 
again parallel connected by a damping moment with torsional damping coefficient bt. The vertical 
aerodynamic force F acting on the blade in direction y is shifted in distance e2 into point O2.. There is 
also an aero-elastic moment  
2eM Fe  acting around the flexural axis O1 and oriented to increase of 
pitch angle .  
3.  Free motion equations of one blade  
Equations of free vibration of a singular blade without any aerodynamic influences can be classically 
constructed using expressions for potential energy 2 21/ 2( )tV ky k  and for kinetic energy 
2 2
11/ 2( ( )T m y e I . Equations of motion are than obtained by inserting the expressions of 
both energies into Lagrange equation ( ) 0
dT dV
t dq dq
, where [ ].q y  So we get 
1( ) 0,m y e ky   
1( ) 0.tI me y e k                                                                                                       (1) 
These motion equations can be rearranged into another form of two equations  
2
1 1
1
( ) 0,
0,
t
t
k me kme
my k y
I I
I k ke y
                                                                                           (1a) 
or into matrix form 
0,Mq Kq                                                                                                                            (2) 
where mass matrix is  
0
0
m
M
I
 and stiffness matrix 
2
1 1
1
/ /t
t
k kme I k me I
K
ke k
 .            (2a) 
Eigen-frequencies of singular undamped blade, computed in the following examples for blade’s 
mass, stiffness and damping coefficient for translation y and for tilting    
m=0.18 kg, k=100000 kgs-2, b=2 kgs-1, I=0.000025 kgm2, kt=0.1 kgm
2s-2, e1=0.005 m,  
bt=0.0005 kgm2s-2/rad                                                                                                            (3)  
are  
1 2179.87 / , 750.47 / .rad s rad s    
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4. Motion equations of blade’s cascade  
The sector of blade’s cascade is shown in Fig. 3. The blades’ interconnections stiffness and damping 
in gi are 
2
1 1000k kgs and b1=0.2 kg/s. These viscous-elastic connections between neighboring 
blades can express properties of connections in blade-shroud, dynamic properties of damping wires or 
compliance of turbine disk. 
 
Figure 3. Section of blade cascade 
The aerodynamic forces F act on the blades in points O2 in distance of e2=0.005m from the 
elastic axes O1. There are two types of these aerodynamic forces:  
1) The velocity of steam flowing from the stator cascade has periodic profile due to the stator 
blades distortion and the wakes of flow from the stator blades produce forced vibration of the rotating 
blades. Different blades’ number of rotating and of stator wheels (Fig. 1) causes the phase delays of 
excitation forces produced by these wakes. 
2) Steam flowing through the rotating blade-cascade, where each blade has two DOF ( ,y  ) 
can cause decrease of damping and aero-elastic instability - rise of flutter. Exact mathematical model 
of this aero-elastic phenomenon is very complicated; therefore we will use in this study the Van der 
Pol model, described by equation  
2(1 ( / ) )G y r y ,                                                                                                                  (4)  
where G is the aerodynamic force, ,y y  are general displacement and velocity, r is displacement of 
blade at which the aerodynamic force changes its sign, μ gives intensity of this non-linear damping. 
This negative self-exciting force G is compensated by positive structural damping with 
coefficient b (3). Self-excited oscillations can arise if b , but it needs an initial impulse for its 
expansion. 
4.1. Running forced vibration 
The blades in the rotating bladed row are excited by external periodic forces arising at the rotation of 
bladed wheel with lr = 10 blades in the spatially periodical flow of steam from the stator blade 
cascade with another number ls of blades: r sl l . Periodic force exciting the i-th blade by the wakes 
of steam-flow can be simplified on the first harmonic component
0 cos( ( 1) )iF t i , where the 
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excitation frequency  depends on the wheel rotation: /r rl . The phase delay  of harmonic 
excitation forces depends on the ration s
r
l
l  
of rotor and stator blades’ numbers according following 
relation:  
2 (1 )s
r
l
l
.                                                                                                                       (5)  
Equations of these forced vibrations, described by the motion y of the elastic axis and angle α, 
are  
2
1 1
1 0
1 2 0
( ) cos( ( 1) ),
cos( ( 1) ),
t
i i i i i i i
i t i t i i i
k me kme
my k y by g g F t i
I I
I k b ke y e F t i
     1,..,10i ,           (6) 
where    
1 1 1 1( ) ( )i i i i ig k y y b y y      1,..,10i                                                                     (6a) 
are viscous-elastic connections  among blades and for the closed cascade g11 = g1. This connecting 
element can model both elastic properties of disc as well as of damping properties of shroud or of 
damping wires, etc. Response curves of such a bladed system are further computed for parameters (3) 
similar to parameters of a bladed disk, measured in laboratory of IT ASCR. The inter-blades 
connections with viscous-elastic Voigt-Kelvin model gi have parameters 
        k1 = 10000 kgs
-2,       b1 = 0.2 kgs
-1.                                                                                             (7) 
Response curves are calculated as non-stationary with amplitude of external excitation F0 = 1 
kgms-2 and at the very small constant angular acceleration / 10 /d dt rad s .  Such non-stationary 
curves are practically identical with the stationary curves. If the numbers of blades of stationary and 
rotating disk are the same ( s rl l ), there it is no phase shift 0  and the blade cascade vibrates 
with the so-called umbrella mode.  
The phase shift is non-zero 0  at different numbers of blades of stationary and rotating 
disk ( s rl l ). This causes running wave in the blade cascade. The relative vibrations among 
neighbouring blades occur in such case and the inter-connection stiffness k1 increases resonance 
frequency. The phase shifts of wake’s exciting forces in system with 9 stationary blades ( / 0.9s rl l
) are / 5 . Dynamic behaviour of blades’ cascade is shown in Fig. 4, where vibrations of 
elastic centres y are shown in Fig. 4a and vibrations of mass centres 
1Ty y e  are in Fig. 4b. The 
time records of first blade’s vibrations (i=1) are bold drawn and the time records of tenth blade’s 
vibrations (i=10) are drawn in upper dashed bold lines. The vibration of eleventh blade is not drawn, 
because it is in the closed cascade identical with the first blade. 
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    Figure 4a.  Displacements y                       Figure 4b.  Displacements 
1Ty y e  
The mode of vibration can be obtained by cutting this set of response curves at constant time  
see e.g. vertical lines in Fig. 4. Corresponding modes of elastic and mass centers displacements 
1, Ty y y e  are drawn in Fig. 5a. Difference between both curves is proportional to the angle . 
     
Figure 5a.  Mode at / 5                           Figure 5b.  Mode at 2 / 5  
Similar properties has also vibration of rotating disk with 8sl  blades excited by wakes of gas 
flow from the stationary disk with 8sl  blades, as it is presented in Fig. 6a and 6b, where the 
relative phase shift among neighbouring blades is 2 / 5 . Modes of elasticity centre 
displacements y and of mass centre 
1Ty y e  are drawn in Fig. 5b. Difference between both 
curves is again proportional to the angle . 
The difference between both cases is also in the two times smaller velocity of running waves in 
the case of system with 8sl  than of system with 9sl .  
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                    Figure 6a. Displacement y.                            Figure 6b. Displacements 
1Ty y e  
5. Self-excited vibrations – flutter 
 The flowing steam through the rotating blade cascade produces besides mentioned periodic forced 
vibration also aero-elastic self-exciting forces resulting into dangerous vibrations – flutter. . These 
both sources of excitation interact mutually and the running waves of forced vibration initiate also the 
flutter running waves. Forced and flutter types of vibrations are synchronised and run with the same 
velocity and in the same direction. 
There are two important types of aero-elastic forces: First one acting on individual blades and 
controlled by only one blade’s motion parameters and the second one with the interaction forces 
between neighboring blades and controlled by parameters of relative motion of both blades. Using the 
Van der Pol model of self-excitation forces, then these forces are expressed by equations  
   2(1 ( / ) )ei i iF y r y    or 
2
, 1 1 1(1 (( ) / ) )( )ei i i i i iF y y r y y .                       (8) 
Only the first type of aero-elastic forces (8) is applied in this contribution. Differential equations 
describing complex motion of blade cascade are 
2
1 1
1 0
1 1 2 0
( ) cos( ( 1) ),
cos( ( 1) ),
t
i i i i ei i i i
i t i t i ei i i
k me kme
my k y by F g g F t i
I I
I k b e F ke y e F t i
 1,.....,10,i    (9) 
where     
0 10.g g   
Response curves are computed in the following examples for the same parameters (3) and (7) 
used for the forced vibration. Parameters of Van der Pol model (8) are: 
23, 0.009, 0.005r e  .                                                                                                (9a) 
Amplitude of external wakes force is F0=1 N with frequency 750 /rad s . 
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Two damping forces act on each blade. One of these forces is positive structural damping with 
coefficient b = 2 kgs-1, the second one is negative aero-elastic damping with coefficient . Self-
excited oscillation can arise if 2b , but it needs an initial impulse e.g. random noise for its 
expansion. At numerical simulation, if no random noise is applied and also no external wake force 
exists (F0=0), then no self-excited oscillation arises, in spite of high negative total damping 
coefficient 0b . However, when the wakes of steam flowing from the stator blade cascade at 
amplitude F0=1N excites rotating blades, then these impulses initiate increase of self-excited 
vibrations. Even very small running forced vibrations excite the flutter vibrations and cause that both 
types of vibrations are synchronized and run with the same velocity and in the same direction. It is 
shown in Fig. 7a (backward running flutter of vibration y) and in Fig. 7b (backward running flutter 
of vibration 
Ty ). Modes of flutter vibrations, obtained by cutting the response curves set along the 
vertical lines, are seen in Fig. 8a. The mode of forced vibration, source of flutter origin provocation, 
is drawn as well (F0=1, 0 , / 0.9s rl l ). 
         
           Figure 7a. Displacements y                           Figure 7b. Displacements 
1Ty y e  
    
              Figure 8a. Mode at / 5                   Figure 8b.  Mode at 2 / 5    
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                     Figure 9a Displacements y                             Figure 9b. Displacements 
1Ty y e  
Flutter properties in bladed system with blades’ ratio / 0.8s rl l  are presented in Fig. 8b, 9a, 9b. 
Most of the general dynamic properties of this bladed system are the same as in the previous case. 
Twice greater phase shift 2 / 5  causes twice smaller slope of response curves set (see Fig. 
9), twice smaller velocity of flutter running waves and two-wave mode on periphery (Fig. 8b). 
Amplitudes of flutter waves are up to 0.008 m. yet only very small distribution for their origin and 
excitation is sufficient – forced running vibrations with amplitude 4e-4 m, –  which is  20-times 
smaller, than flutter amplitude.  
6. Conclusion  
The presented paper deals with investigation and ascertaining of conditions for origin of flutter 
running waves in turbine. The flutter self-excitation that is very complicated aero-elastic phenomenon 
is here realized by a simple Van der Pol model. The main advantage of this model, in comparison to 
the other self-excitation models used in literature, there it is its ability to describe dynamic behavior 
of investigated system in the whole range of instability region due to the amplitude increase 
restriction.  
The forced running waves excited by the wakes of flow from the stator blades at different blades’ 
number of stator and rotor cascades were computed for two bladed systems: rotating wheel with 10 
blades and stator wheels with 9 or 8 blades. The set of response curves, backward running waves and 
modes of forced vibrations were ascertained.  
After including the flutter self-excitation expressions into mathematical model, the synchronized 
flutter running waves with the similar properties as forced waves were determined. It is shown that 
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the very small disturbances from the stator wakes suffice for origin and synchronization of running 
flutter waves. 
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Dynamics and effectiveness of Villari effect in magnetostrictive
composite beam in the presence of magnetic field
Andrzej Rysak
Abstract: In investigations of systems with active magnetostrictive element,
the presence of an external homogeneous bias magnetic field is generally as-
sumed. Contrary to this, in this paper are reported tests results of a bimorph
magnetostrictive-aluminum beam, vibrating in the non-homogeneous bias field.
By comparing the results obtained under different conditions of the system
operation, the influence of combined effects of the non-linear beam stress and
non-homogeneous external magnetic field on the dynamics of the Villaria phe-
nomenon was assessed.
1. Introduction
Although the MS phenomenon was discovered by James Joule in 1842 and the reverse
phenomenon by Emilio Villari in 1865, the research of both these effects and their applications
still are continuing. Testing of systems and equipment in which materials with a giant MS
effect are used are increasingly common and require adequate theoretical support. Therefore,
models that consider the coupled magnetoelastic properties of highly MS materials are of
great importance.
From among many can be mentioned such theoretical approaches as micromechanical
characterization [1], the implementation of the mean field theory and the resulting from it
the hysteresis model of Jiles-Artheros [3–5], the extension of this model by adding rotation of
magnetic moments in the MS material [2], or Preisach hysteresis model [9]. The multilayer
beam constructions are very attractive for practical applications as they can in parallel
improve the efficiency of different combined effects and are relatively easy to produce. Kumar
et al. [7] investigated the possibility of using such beams as active elements. They tested the
possibility to control of the bimorph (Al - MS) beam by the magnetic field of the coil, set
at different beam axial locations. The system was analysed by finite element method and in
experiment the active control was applied for different vibration modes. Wang and Yuan [10]
have analysed the energy harvesting system, where the active element was a beam built as
a laminate joining multiple layers of amorphous Metglas giant MS material. Metglas layers
were prepared in such a way that their mechanical properties were better than piezoelectrics,
while the bias magnetic field needed for effective system operation was reduced. In turn,
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the hybrid MS-piezoelectric system for energy harvesting was developed and analyzed by
Lafont et al. [8]. They built and tested very efficient energy harvesting system based on
the MFC/Terfenol-D/MFC multilayer beam. During the 90 degree rotation, the MS layer
caused the tension of MFC covers, which resulted in high voltage generated by MFC patches
even at very slow rotation. A device similar to considered in the current study was analysed
by Jin-Hyeong Yoo and Flatau in paper [6]. In this paper bimorph MS-aluminium beam
was tested as the efficient energy harvesting system. In their system two magnets was fixed
to both beam ends to provide a magnetic biass field through the galfenol element. This
approach, assuming a constant and homogeneous bias magnetic field, is common in both the
theoretical considerations and the experimental studies of MS systems.
In practice, it is often difficult to maintain homogeneous bias field throughout the whole
MS element. Therefore, the question arises how does a non-homogeneous magnetic field
influence on the dynamics of the hybrid system with the active MS element? Here, to
answer this question, we report the results of the experimental investigations of a bimorph
beam with a built-in MS element and with applied a non-homogeneous magnetic field. In the
vibrating beam, non-hmoogeneous magnetic field combines with non-homoogeneous stress.
As a result, both mechanical and magnetic nonlinearities can influence the dynamics of the
system. The layout of the paper is as follows: section 2 describes the construction of the tested
beam and the measuring system scheme. The next section presents selected measurement
results. In the last one, the most important conclusions have been drawn.
2. Experiment
2.1. Hybrid double beam system
The device under test was a galfenol-Al bimorph with attached tip mass having the form of
an Al tube. A slightly longer Al beam was attached to the galfenol MS beam. The Al tube
was fixed at the end of the Al beam, so that the axis of the tube is perpendicular to the beam
surface. The tube wall thickness is 1 mm. Piezo element (MFC) was glued to the double
beam area with the highest bending. In the same part of the double beam, the pick-up coil
was wound. The coil wire diameter is 0.3 mm and the number of windings N = 510. The
sketch of the beam is presented in Fig. 1 a and b. The most important dimensions of the
examined system are listed in Tab. 1.
2.2. Scheme of the experiment
The tests were done in two series for different measurement settings: A and B. In both series,
the voltages generated by the coil and the piezo patch were recorded. In current studies,
only the coil voltage induced by the Villari effect is analysed. In setting A, the acceleration
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a)
b)
c)
Figure 1. Figure a) - scheme of the beam, dimensions are listed in tab. 1; figure b) -
construction of the beam, elements are listed in Tab. 1; figure c) - experiment configuration
- the beam oscillating in the presence of the magnetic field, L - magnet position
Table 1. The most important dimensions of the tested device
beam dimensions [mm] beam construction
b1 = 19 l1 = 169 1 - piezo patch
b2 = 6 l2 = 20 2 - coil
b3 = 13 l3 = 8 3 - Al beam
b4 = 5 l4 = 150 4 - galfenol beam
b5 = 11 h = 58 5 - Al pipe (tip mass)
c1 = 20 h1 = 1.5
φ = 12 h2 = 1.6
excitation amplitude was 0.5 g, and the acceleration of the system was measured by the
accelerometer at the end of the beam. In the next study, a sitting B was used in which
the vibrations of the beam handle were measured by a reference laser vibrometer. In this
measurement series the excitation amplitude was 1 g. The schemes of the both experimental
settings are presented in Fig. 2. In all experiments the frequency was varied with a constant
rate in the range of 30 to 60 Hz.
3. Results
The primary result obtained for a single measurement is the plot of the peaks of the absolute
values of the coil voltage versus frequency dependency. An example of such a result obtained
in series A for L = 19.4 mm is shown in Fig. 3. As the frequency changes linearly over time,
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a) b)
Figure 2. a) - the scheme of the experiment for the measurement series A. The amplitude of
the excitation acceleration was 0.5 g. In this series, the acceleration of the end of beam was
measured by accelerometer and PCB conditioning system. b) - measurement system used in
the measurement series B. The amplitude of the excitation acceleration was 1 g and the real
vibration of the device handle were measured by the laser reference system
25 30 35 40 45 50 55
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0.25
Figure 3. Maximal voltage generated in the coil for different magnet locations in the B
series of measurements
changing the F axis to t does not change it qualitatively. After specifying the height of the Uc
peak for each measurement of the series, the dependency between the height of the peak and
the location of the magnet was plotted (Fig. 4a). As can be noticed, increasing the intensity
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a) b)
Figure 4. Maximal voltage generated in the coil for different magnet locations in the A
series of measurements (a). The hysteresis loop calculated for the case with L = 19.4 mm (b)
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of the magnetic field and its non-homogeneity (by moving magnet closer) does not increase
monotonically the magnitude of the average magnetization in the coil area under resonance
conditions (high and nonlinear stress). The resonance peak Uc after reaching the maximum
value for L = 19.4 mm reduces with the further decrease of L. This is inconsistent with
studies in which the magnetic field is homogeneous and constant over time (e.g. [6]). Figure
4b shows the hysteresis loop drawn for a short time period from the resonance area, for the
measurement with magnet location L = 19.4 mm (Location of the magnet for which the
highest value of the Uc peak was recorded in series A). A distinct hysteresis of magnetization
is noticeable, but the shape of the loop indicates that both relations are smooth with a clear
phase shift. The shape of the presented hysteresis loop, plotted for the narrow time interval in
the resonance area of Uc, is characteristic for the all A-series measurements in the resonance
conditions. Bearing in mind that in this series the acceleration was measured at the end
of the beam (Fig. 2a), the shape of the hysteresis loop shows that in all measurements of
this series the beam vibrated in the first mode. Figure 5 shows how the peak height was
changing with the location of the magnet for all B-series measurements. Qualitatively, the
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Figure 5. Maximal voltage generated in the coil for different magnet locations in the B
series of measurements
Uc peak varies with L in the similar way as in the A measurement series. However, in this
series the maximum amplitude of magnetization occurs for L = 31 mm and in addition, very
high values of Uc peaks appear in the narrow range of L between 11 and 13 mm. Unlike in
the A series, the hysteresis loop changes when the magnet changes its position. Hysteresis
loops for selected magnet locations are shown in Fig. 6. For the case d) the dependence of
the both functions on frequency (ie time) is shown in Fig. 7. As was explained in Sec. 2.2,
the velocity of the beam handle movement was measured in B-series experiments. Based
on this, the beam handle acceleration was calculated by differentiation. The shape of the
relation a(F ) shows that for the higher amplitude of the acceleration and for the magnet
location corresponding to highest Uc peaks some disturbances of beam handle acceleration
appears. This could be the result of violent magnetic interferences between the MS beam
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Figure 6. The hysteresis loops M(a) of the resonance area calculated for the results obtained
in the B series for: L = 80.6 mm (a), L = 41.4 mm (b), L = 31.1 mm (c), L = 16.2 mm (d),
L = 13.6 mm (e), L = 6.0 mm (f)
48.41 48.42 48.43 48.44 48.45 48.46 48.47 48.48
-1
-0.5
0
0.5
1 10
4
-1.5
-1
-0.5
0
0.5
1
1.5
Figure 7. Frequency (ie time) dependences of the average magnetization and acceleration for
the d) case of the B series of measurements(L = 13.6 mm). The acceleration y-axis (magenta)
is placed on the right side of the plot
and the external magnetic field. Since in Fig. 7 the M(F ) curve is approximately sinusoidal
and a(F ) is clearly not, then some general conclusions can be drawn from the comparison
of the two curves. The shape of a(F ) shows that in the case of high excitation amplitude
(1 g) and strong magnetic coupling (low L values), the mode of the beam vibration changes
into a more complex one. This is due to the heterogeneity of the stiffnes coefficient along
the MS beam caused by the combination of two effects: the interaction of non-homogeneous
magnetic field and non-homogeneous mechanical stress resulting from beam deflection. The
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regular shape of the magnetization curve is due to the approximate homogeneity of the local
magnetic field and stress in the pick-up coil area.
The next figure shows how the oscillations’ amplitude of the coil voltage varies with
frequency for the three selected magnet locations. As can be deduced from the graph, moving
a)
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Figure 8. The coil voltage peaks function draw for the three results obtained in the B series:
L = 31.1 mm (a)-[c], L = 16.2 mm (b)-[d], L = 13.6 mm (c)-[e]
the magnet closer to the beam increases its rigidity what in effect shifts the resonance
frequency to the higher values.
4. Conclusions
This paper presents the experimental results of the dynamics of the bimorph Al-MS beam
with tip mass, immersed in the external non-homogeneous magnetic field. For the amplitude
of excitation 0.5 g, the magnetization peak changes non-monotonically along with the loca-
tion L of the magnet, showing the maximum value for L = 19.4 mm. For all measurements
of this series the hysteresis loop in the resonance area are similar in shape and are smooth.
After increasing the excitation amplitude up to 1 g, the optimal distance L increases to
31 mm. Additional narrow L range appears with large values of Uc peaks. A more detailed
analysis of the curves a(t) and M(t) shows that in this experimental regime additional perio-
dic magnetization oscillations occur. Their frequency is six times the frequency of excitation.
Related to them magnetic interactions cause effect similar to impacts, periodically disturbing
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the handle of the shaker.
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Elastically mounted double pendulum in flow 
 
 
Yury D. Selyutskiy, Andrei P. Holub, Marat Z. Dosaev, Rinaldo Garziera 
Abstract: An elastically mounted double-link aerodynamic pendulum is considered. It 
is assumed that the flow acts only upon the second link of the system. Conditions of 
asymptotic stability of the trivial equilibrium (when both links are stretched along the 
flow) are obtained. Limit cycles are studied that arise in the system for a certain range 
of values of parameters. Experiments with such pendulum are performed in the wind 
tunnel of the Institute of Mechanics of Lomonosov MSU, where parameters of 
periodic motions are registered for different wind speeds, and different locations of 
the wing with respect to the second link. It is shown that experimental data is in 
qualitative agreement with results of numerical simulation. 
1. Introduction 
Systems of rigid bodies that move under the combined action of elastic forces and aerodynamic (or 
hydrodynamic) load are called aeroelastic systems and are of great interest from the point of view of 
basic research and applications (especially in the areas of aerospace and civil engineering). Intensive 
study of such systems started in 30th of the last century, but even now it is far from being completed, 
which is due to quite sophisticated nature and high nonlinearity of forces acting upon the bodies from 
the part of the medium.  
The majority of works consider a body (wing-like or bluff), which is an elastically mounted in 
flow in such a way that it has one rotational, and one translational degree of freedom. In this situation, 
the interplay between elastic and aerodynamic forces, under certain circumstances, can lead to 
appearance of oscillations or chaotic motions. Some questions of description and control of such 
oscillations for wings are discussed in [1-3]. Dynamics of bluff bodies in flow is studied, in particular, 
in [4-5]. 
Generally speaking, such oscillations are considered as undesired, because they can lead to 
destruction of structures. On the other hand, presence of flow-induces oscillations means that such 
systems can be used as converters of flow energy. Taking into account the continuous increase in load 
upon ecological systems of the Earth, the need to extend the scope of use of renewable energy, in 
particular, energy of moving media, in order to convert it into electricity or other forms of useful 
power, becomes more and more urgent. This stimulates looking for new variants of design of devices 
suitable for this purpose.  
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The most wide-spread wind- and hydro power plants convert the motion of the air or water into 
rotational motion of the working element (vertically or horizontally installed turbine). 
However, different groups of researchers develop other types of devices to convert the flow 
energy [6-10]. In these installations, the working element performs an oscillatory motion instead of 
rotational one. An important task during development of such energy conversion systems is selection 
and analysis of mechanical systems that could be used as working elements for them.  
Double pendulum in gravity field shows a wide variety of oscillatory regimes, including chaotic 
ones (e.g., [11], [12]). High nonlinearity of aerodynamic load allows expecting that dynamics of 
double pendulum in flow would be also rich enough for this object to be suitable for use as a flow 
energy converter. In the present paper, we investigate some feature of its behavior. 
2. Mathematical model of the system 
Consider a double aerodynamic pendulum that represents a double pendulum, the second link of 
which carries a thin wing with symmetrical airfoil. The entire system is placed in flow with the 
constant speed V and mounted in such a way that both axes of the pendulum are vertical. Unlike [11], 
we assume that both joints of the pendulum are equipped with linear spiral springs. 
 
Figure 1.   Double aerodynamic pendulum in elastic mounting (top view). 
Introduce the reference system 1O XY , the abscissa of which is directed along the wind speed. 
Choose the angle   between this axis and the first link and the angle   between this axis and the 
second link as generalized coordinates. Assume that springs are stress-free when both these angles are 
zero, i.e., links are oriented “along the flow”. 
In order to describe the aerodynamic load upon the wing, we use the quasi-steady approach. In 
this model, it is assumed that the aerodynamic load upon the wing depends only upon the 
instantaneous state of motion of the system. Then this load can be decomposed into the drag force S 
and lift force P applied in the center C of the wing chord, and aerodynamic torque Mz about this point. 
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The drag force is directed along the airspeed CV  of the point C, and the lift force is perpendicular to 
it. Then the mentioned components of the aerodynamic load can be represented in the following form: 
2 2 21 1 1( ,) ( ), ( )2 2 2C d C z Cl mS V C V C M bVP Crs a rs a rs a= = = . (1) 
Here  r  is the air density, s  is the characteristic wing area, b  is the wing chord, ( )dC a  and 
( )lC a  are the dimensionless drag and lift coefficients, correspondingly, ( )mC a  is the dimensionless 
torque coefficient, a  is the instantaneous angle of attack, i.e. the angle between CV  and the wing 
chord. As the wing airfoil is symmetric, the following relations hold:    d dC C   , 
   l lC C    ,    m mC C    .  
The angle of attack and CV  are defined by the following equations: 
( )
( )
1
1
cos cos sin
sin sin cos
C
C
V V L
V V L R
a q j j q
a q j j q q
= + -
= + - +

 . (2) 
Here R is the distance between the inter-link joint and the point C, 1L  is the length of the first link. 
Taking into account the above stated, the equation of motion look as follows: 
( ) ( ) ( )
( )( )
( )( ) ( )
( ) ( ) ( )
( )( )
2 2
1 1 1 2 1 2
1
1
1
1 2
2 2
2 2 1 2 1 2
1
cos sin
( ) sin cos2
( ) cos sin2
cos sin
( ) sin cos2
(2
C
d
C
l
C
d
C
l
J mL mL L mL L
V L
C V L R
V L
C V R K K
J mL ml l mL L
V R
C V R L
V R
C
j q j q q j q
rs a j j q j q
rs a j q j q j q j
q q j j q j j
rs a q q q j j
rs
+ + - - - =
=- + + - +
+ - + - - + -
+ + - + - =
=- + + - +
+
 


  
 
( )( ) ( )21 2) cos sin ( )2C m
V b
V L C K
rsa q q j j a q j- + - + - -
 (3) 
Here 1J  is the moment of inertia of the first link with respect to the fixed axis, 2J  is the central 
moment of inertia of the second link, m  is mass of the second link, 1L  is the first link length, 2L  is 
the distance between the inter-link joint and the center of mass of the second link, 1,2K  are stiffness 
coefficients of springs installed in the first and the second joints, correspondingly. 
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In order to non-dimensionalize the system, we introduce the non-dimensional time 0V t bt =  
(where 0V  is a certain characteristic speed) and the following dimensionless parameters: 
0 0
1,2 1,2 1,2
1,2 1,2 1,23 2
0
2 22 ,  ,  ,  ,  , ,  CC
J L KVV m Ru u j l r k
V V b bb b V b
m rsrs rs= = = = = = =  
Equations (2) и (3) take the following form (dot denotes derivative with respect to t ): 
( )
( )
1
1
cos
s
cos sin
sinin cos
C
C
u u l
u u l r
a q j j q
a q j q j q
= + -
= + - +

  (4) 
( ) ( ) ( )
( )( )
( )( ) ( )
( ) ( ) ( )
( )( )
2 2
1 1 1 2 1 2
1 1
1 1 2
2 2
2 2 1 2 1 2
1
1
cos sin
( ) sin cos
( ) cos sin
cos sin
( ) sin cos
( ) cos
C d
C l
C d
C l
j l l l l l
u l C u l r
u l C u r k k
j l l l l l
u rC u r l
u rC u l
m j m q q j m q q j
a j j q q j
a j q q j j q j
m q m j q j m j q j
a q q j q j
a q
+ + - - - =
=- + + - +
+ - + - - + -
+ + - + - =
=- + + - +
+ - +
 


  
 
 ( )( ) ( )2 2sin ( )C mu C kj q j a q j- + - -
 (5) 
Equations (4)-(5) form a closed system that defines the dynamics of the pendulum. 
3. Equilibrium positions and limit cycle oscillations 
Symmetry of the airfoil implies that the system (4)-(5) has a trivial fixed point: 0  , 0  . This 
means situation when both links are oriented “along the flow”. Actually, these equations can also 
have other fixed points that correspond to “oblique” equilibrium positions. The number of such 
equilibria increases, as stiffness of springs decreases (or as the wind speed increases). However, here 
we restrict ourselves to analysis of the “along the flow” equilibrium only. 
Equations of motion linearized in the vicinity of this equilibrium look as follows: 
( ) ( ) ( )
( )
( ) ( )( )( ) ( )
2 2
1 1 1 2 1 0 1 1 1
1 2
2
2 2 1 2 0 0 1 2
d l
l d
j l l l ul C u l r u l C
k k
j l l l u r r C C u r l
u l r
k
a
a
m j m q j j q
j q j
m q m j q q j
q
q
q
j
j+ ++ + =- + + - -
- + -
+ + =- - + + + - -
    
  
 (6) 
Here 0 (0)d dC C= , 0( )l lC Ca aa =¢= , 0r  is the distance from C to the front focus of the wing: 
( )00 m l dC Cr Ca a= + , and, 0( )m mC Ca aa =¢= . Assume that the distance between the inter-link joint 
and the front edge of the wing is always positive and, hence, 0 0r r- > . 
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Criteria of asymptotic stability of this equilibrium are rather cumbersome in general case. So, we 
discuss in more detail some special cases. 
First, consider the pendulum without springs: 21 0k k= = . Take into account the fact that, for 
thin wings, the drag coefficient is small at small angles of attack: 0 1dC << . 
Then one can readily write down the following approximation formulae for two roots of the 
characteristic polynomial: 
( )
( ) ( )
( ) ( ) ( )( )( ) ( )( ) ( )
0 0
1,2 2
1 0 1 2 0
1 0 2 1 1 2 1 2 0
0 1 0 022
1 0 1 2 0
d
d d
C r r
iu
j r r l l r r
j r r j l l l l l r r
u r r l C o C
j r r l l r r
l m
m
m
-= -- - - +
- - - + - +- - +
- - - +
 
The other two roots are derived from the following equation with the accuracy up to ( )1o : 
( ) ( )( ) ( )( )
( ) ( )( )
2 2 2
2 2 1 2 3,4 3,4
2
2 2
1 1 1 2 2 0 1 0 2 1
2
1 0 1 2 0 0
l
l
j j j j l l r l r r jl l r r j l
j r r l
uC
l rC r
r
u
a
a
m m l m l
m
+ - - + + - + +
+ - - - +
+ +
=
 
Let the following inequality be satisfied: 
( ) ( )( )1 0 2 1 1 2 1 2 0 0j r r j l l l l l r rm- - - + - + >  (6) 
Then one can easily show that real parts of all 1 4l -  are negative, and the equilibrium in question 
is asymptotically stable. And, vice versa, if (9) is not met, then this equilibrium is unstable. 
Condition (6) is satisfied for large enough r . Thus, if the wing is installed at far from the inter-
link joint, the “along the flow” equilibrium is asymptotically stable. In the same time, the inequality 
(9) is not met for r  close to 0r , and instability takes place. 
Now we analyze the influence of stiffness coefficients upon the stability. 
Under assumptions made here, the boundary of the stability domain in the parameter space can 
be represented in the following structural form: 
( )( )2 1 11 1 12 0A k k k k- - =  (7) 
Here: 
( ) ( ) ( )( ) ( )( )2 2 21 0 22 2 2 2 2 2 0l l r r r j l l r j l l r rA C ua m m- + - + - +=  
( ) ( ) ( )( )( )
( ) ( )( )
1 0 1 0 2 1 1 1 2 2 0
1 0 2
2
11
2 2 0
l r r j r r j l l l l l r r
l r r j l
k
r
k
l r
m
m=
+ - - - - + - +
- + - +  
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( ) ( )( )( )
( )( )
( ) ( )( )( )
( )( )
2 2
1 1 0 2 1 1 2 2 0
1 2 2 2
1 1 2 1 1 1
2
2 2
1
2
2
2 2 2
1
l l j r r r j l l l r l r r
l r j l l r
l r j r
C u
j l l l l l r
l r j l l
k
k
r
a m
m
m
m
- + + - - +
+ -
+ - - +
+
= +
+ --
 
For 2 2 2 0r j l l rm> + + , values 11k  and 12k  are negative, 2 0A > , hence, asymptotic stability 
takes place for any  physically meaningful values of stiffness coefficients. For 
2 2 2 2 2 2 0j l l j rr l lm m+ < +< + , the coefficient 2A  is negative. This means that (7) will be 
smaller than zero for large enough 1k  (for any 2k ), so that the considered equilibrium will be 
unstable. If the second spring is absent ( 2 0k = ), and the moment of inertia of the second link is 
sufficiently large, 22 0 4j rm> , then the “along the flow” equilibrium is unstable for 
0 2 2 2rr j l lm +< < , if the stiffness of the first spring satisfies the following condition:  
( ) ( )( )( )
( )( )
2 2
1 1 0 2 1 1 2 2 0
1 2 2 2
2
10 l
l j r r r j l l l r lC u r r
l r j l l r
k
a m
m
- + + -
+<
-< +-  
Note that this range increases as the wind speed grows.  
When the “along the flow” equilibrium becomes unstable, oscillations arise in the system. In 
order to investigate them, numerical simulation was performed using the following values of 
parameters: j1 = 10, j2 = 10, m = 10, l1 = 1, l2 = 1, r = 1.2, u = 1. Aerodynamic characteristics of a 
standard NACA0015 airfoil were used [12]. 
   
Figure 2.   Amplitudes of oscillation of pendulum links depending on stiffness coefficients. 
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In Fig. 2 there are shown dependences of amplitudes *j , *q  of the first and the second link, 
correspondingly, on the stiffness coefficients. 
Note that, while the second spring, generally speaking, has a stabilizing action upon the system, 
the increase in the stiffness of the first spring can lead to significant growth of the amplitude of 
oscillations of the pendulum. 
     
Figure 3.   Limit cycles arising for different values of r. 
If there no springs, in the system there exist two types of limit cycles. The corresponding time 
dependences of angles of revolution of links are shown in Fig. 3 (solid line for the first link, and 
dashed one for the second). In the first cycle (existing for larger r), the amplitude of the first link is 
relatively large, while the second link makes rather small angle with the flow. In cycles of the other 
type, which appear for smaller r, both links oscillate with large amplitudes (and *q  can be larger than 
*j ). In the range of small r oscillations become irregular. 
4. Experimental study 
In order to study the dynamics of the aerodynamic pendulum, a series of experiments was performed. 
Tests were carried out in the subsonic wind tunnel A10 of the Institute of Mechanics of the 
Lomonosov Moscow State University (diameter of the cross-section of the working area is 0.8 m).  
Links of the pendulum are manufactured as pin-jointed frames made of wire (Fig. 4). The wing is 
made of synthetic foam, has a standard NACA0015 airfoil, and can be fixed in different positions 
with respect to the second link.  
Tests were performed at different values of the flow speed (from 4 to 18 mps) and different 
distances between the center point of the wing and the inter-link joint (from 8 to 14 cm). Positions of 
pendulum link were registered using the high speed camera. 
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Mass and inertial parameters of the system and aerodynamic characteristics of the wing are such 
that condition (6) of asymptotic stability of the “along the flow” equilibrium is not met. 
 
 
Figure 4.   Double aerodynamic pendulum in wind tunnel. 
In Fig. 5a, experimental dependence of amplitudes *j , *q  of oscillations of pendulum links 
upon the flow speed is shown; in Fig. 5b, dependence of the frequency *w  of these oscillations on V 
is shown. Black color in Fig. 5a denotes amplitudes of the first link, and grey color, amplitudes of the 
second link. Different symbols correspond to different positions of the wing. 
    
Figure 5.   Amplitudes and frequency of oscillations vs. wind speed 
Evidently, two different types of limit cycles exist in different ranges of parameter r (that is, 
different distances from the wing to the first link). For relatively small r, amplitude of oscillations of 
both links practically practically doesn’t depend upon the wind speed and slightly decreases as r gets 
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larger. Amplitude of the first link is smaller than that of the second link. Frequency of oscillations 
grows linearly with V, and the coefficient of proportionality doesn’t depend on r. Cycles of this type 
qualitatively correspond to cycles obtained in numerical simulation and shown in Fig. 3b.  
For larger values of r, another type of cycles appears, where *j  is is larger than *q . It should be 
noted that *j  increases, as the wind speed increases (which can be due to the influence of damping in 
the first joint in the range of small angles). Frequency of oscillations in these cycles is considerably 
lower than in cycles of the first type. Cycles of the second type qualitatively correspond to cycles 
shown in Fig. 3a. 
5. Conclusions 
Dynamics of a double aerodynamic pendulum in elastic mounting is considered. Conditions of 
asymptotic stability of the “along the flow” equilibrium are obtained. Influence of position of the 
wing and of coefficients of structural stiffness upon the stability is discussed. 
Limit cycles are studied that arise in the system for a certain range of values of parameters. 
Dependence of their amplitude on coefficients of stiffness is analyzed. 
Experiments with such pendulum are performed in the wind tunnel of the Institute of Mechanics 
of Lomonosov MSU, where parameters of periodic motions are registered for different wind speeds, 
and different locations of the wing with respect to the second link. It is shown that experimental data 
is in qualitative agreement with results of numerical simulation.  
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Nonlinear effects in dynamics of micromechanical gyroscope 
 
 
Roman Starosta, Grażyna Sypniewska-Kamińska, Jan Awrejcewicz 
Abstract: Resonant sensors basing on microstructures and belonging to 
microelectromechanical systems (MEMS) have been developed in recent years. The 
paper deals with dynamics of micro-gyroscope being a sensor designed for measuring 
the angular displacement. Such device is used for the attitude control of a moving 
object. Vibration of the basic measuring element suspended on a set of two pivoted 
and mutually orthogonal axes is the object of our study. One coordinate of the angular 
velocity of the support can be measured by the MEMS system. Since a resonance 
phenomenon is the desirable state of work of this sensor, the elastic properties of the 
support should be appropriately designed. Therefore, it is important to consider also 
the nonlinear behaviour of the system. It is assumed that the elastic features of the 
sensor suspension are weakly nonlinear. The equations of motion of the 
micromechanical sensor have been derived using the Lagrange formalism. The 
approximated solutions obtained using multiple scales method allow to investigate the 
resonant behaviour of the system. 
1. Introduction 
Gyroscopes are present in a broad range of engineering systems such as air vehicles, automobiles, and 
satellites to track their orientation and control their path. Besides the directional gyroscopes there are 
variety kinds of gyroscopes (e.g. mechanical, optical and vibrating) that are being used to measuring 
the angular velocity. The critical part of the conventional mechanical gyroscope is a wheel spinning at 
a high speed. Therefore, conventional gyroscopes although accurate are bulky and very expensive and 
they are applicable mainly in the navigation systems of large vehicles, such as ships, airplanes, 
spacecrafts, etc.  
Progress in micromachining technology embraces the development of the miniaturized 
gyroscopes with improved performance and low power consumption that allow the integration with 
electronic circuits. Their manufacturing cost are also significantly lower [1–2]. Such type of 
gyroscopes belongs to broad class of  microelectromechanical systems (MEMS). Practically, any 
device fabricated using photo-lithography based techniques with micrometer scale features that 
utilizes both electrical and mechanical functions could be considered as MEMS.  
The operating principle of  vibrating gyroscopes is based on the transfer of the mechanical 
energy among two vibrations modes via the Coriolis effect which occurs in the presence of 
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a combination of rotational motions about two orthogonal axes. The drive mode is mainly generated 
employing the electrostatic actuation mechanism.  
In the present work, we conduct an analysis of dynamics of a MEMS gyroscope. This micro 
device is a torsional resonator. Resonance is the desirable state of work of this sensor, so the elastic 
properties should be appropriately matched. Designing the resonator, only linear elasticity is taken 
into account. There arises the question what is the significance of the nonlinear properties of resilient 
resonator elements. Therefore, we propose the mathematical model describing motion of the MEMS 
gyroscope taking into account the nonlinear effects generated by the elastic properties of the 
suspension elements. The main objective of the paper is to obtain and to examine the resonant 
responses of the considered system. 
2. Description of micromechanical gyroscope  
MEMS gyroscope, whose scheme is presented in Fig. 1, with the sensing plate suspended on a set of 
two pivoted and mutually orthogonal axes is studied. The active gimbal is supported by two torsional 
connectors that are anchored to the substrate and designate the drive axis, so that the gimbal oscillates 
only about this axis. The sensing plate is linked to the gimbal via two torsional joints determining the 
sense axis and allowing to oscillate about this axis independent from the gimbal position. Both the 
sensing plate and the gimbal are treated further as rigid bodies.  
 
Figure 1.   Micromechanical gyroscope suspended on a set of two pivoted and mutually orthogonal 
pivot axes; 1 – anchor, 2 – gimbal, 3 – sensing plate. 
The kinematics of the gyroscope is best to understand by introducing three reference frames 
shown in Fig. 2. They have the common origin at the point O. In the frame F0 with the coordinate 
system Ox0y0z0 the anchors are motionless. The frame F1 with the coordinate system Ox1y1z1 is fixed 
to the intermediate pivoted support, whereas the frame F in which it is assumed the coordinate system 
Oxyz is rigid connected with the sensing plate. The frame F1 which can oscillate about the drive axis 
z0 
y0 
1 
2 3 1 
x0 
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x0 is presented in position rotated by Φ counterclockwise, and the frame F oscillating around 
the sense axis y1 is shown in position being a result of the rotation by Θ, also counterclockwise. 
The substrate, in general, can rotate about a fixed pivot axis. Let as assume that its angular 
velocity Ωz projected on the axes of the frame F0 is Tzz ],0,0[ Ω=Ω  where Ωz is to be measured. 
The absolute gimbal angular velocity Ω1 is a superposition of the substrate rotation and own 
rotation about the drive axis. Projecting it onto the axes of the frame F1, we obtain  
[ ]Tzz ΦΩΦΩΦ= cos,sin,1Ω . (1) 
The absolute angular velocity Ω of the sensing plate written in the reference frame F and being a 
result of the substrate motion, gimbal rotation and own rotation about y-axis is 
[ ]Tzzz ΘΦ+ΘΦΩΘ+ΦΩΦΘ+ΘΦΩ−= sincoscos,sin,cossincosΩ . (2) 
   
Figure 2.   The angles of rotation Φ and Θ: (a) the rotation of F1 by Φ about x0-axis; (b) The rotation of 
F2 by Θ around y1. 
3. Equations of motion 
The considered microsystem has two degrees of freedom in motion with respect to the substrate. The 
rotation angles Φ(t) and Θ(t) are assumed to be the general coordinates. The point O that is the mass 
center both of the sensing plate and the gimbal is constantly at rest. The axes of reference frames F1 
and F are the principal axes of inertia of the gimbal and the plate, respectively. Therefore, the inertia 
tensors of each of the gyroscope part related to these axes are of diagonal form independent of the 
current system configuration. Let yx II , and Iz  denote moments of inertia of the gimbal about its 
principal inertia axes x1, y1 and z1, whereas Jx, Jy and Jz stands for the principal moments of inertia of 
the senor plate i.e. with respect to the axes x, y and z. In other words, the inertia tensors of both 
gyroscope parts we can write as  ),,(ˆ zyx IIIdiag=I and ),,(ˆ zyx JJJdiag=J .  
The kinetic energy of the system is a sum of two quadratic forms 
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( )ΩJΩΩIΩ T .ˆ..ˆ.
2
1
11 +=
TT . (3) 
Substituting formulas (1) and (2) into equation (3), we get 
( )
( ) ( ) ( )( )
2 2 2 2 2
22 2
1 (cos ) (sin )
2
1
cos sin cos cos cos sin sin .
2
z z y z x
x z z z y z
T I I I
J J J
= Ω Φ + Ω Φ + Θ +
Ω Φ Θ − Φ Θ + Ω Φ Θ + Φ Θ + Ω Φ + Θ
 (4) 
Taking into account that the system mass center O is immovable and assuming that the elastic 
properties of all torsional connectors are nonlinear of cubic type, we can write the potential energy as 
follows 
2 4 2 4
11 12 21 22
1 1 1 1
,
2 4 2 4
V k k k k= Φ − Φ + Θ − Θ  (5) 
where k11, k12 and k21, k22 are elastic coefficients of the outer and the inner torsional connectors 
respectively. 
The viscous effects of gas, which is confined between the rotating surfaces and the immovable 
ones, play the primary role in damping mechanism. The system is excited by the driving electrostatic 
torque M0 sin(P t) applied to the drive gimbal. 
The governing equations have been derived using Lagrange’s equations of the second kind. Due 
to expected small values of angles Φ and Θ, we assume linear approximation of the trigonometric 
functions, whose arguments are these angles, making the  equations of motion simpler of the 
following form 
3 2
11 12 1
0
( ) ( ) ( )
2( ) sin( ),
x x z y z y z x y z z
z x
I J k k C I I J J J J J
J J M P t
+ Φ + Φ − Φ + Φ + − + − Ω Φ − + − Ω Θ +
− ΘΘΦ =
 (6) 
3 2 2
21 22 2
2
( ) ( ) ( )
( ) 0,
y z x z x y z z z x z
x z
J k k C J J J J J J J
J J
Θ + Θ − Θ + Θ + − Ω Θ + + − Ω Φ + − Ω Θ Φ +
− ΘΦ =
 (7) 
where C1 and C2 are the damping coefficients. 
It is convenient to transform the governing equations into the nondimensional form. For this 
purpose we introduce the dimensionless time 1ωτ t= and the following dimensionless  parameters: 
1ω
Pp = , 
1ω
ω zz
Ω
= , 2
1
0
0 )( ω
xx
JI
Mf
+
= , 
1
1
1 )( ω
xx
JI
C
c
+
= , 
1
2
2
ωyJ
C
c = , 2
1
12
1 )( ωα
xx
JI
k
+
= , 
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2
1
22
2
ω
α
yJ
k
= , 
xx
yyzz
JI
JIJIj
+
−−+
=1 , 
xx
yxz
JI
JJJj
+
−−
=2 , 
y
zxy
J
JJJj −+=3 , (8) 
xx
xz
JI
JJj
+
−
=
22
4 , 2
1
2
22
ω
ω
=w , 
where 
xx
JI
k
+
=
11
1ω ,  
yJ
k21
2 =ω . 
The dimensionless form of the governing equations takes the following form 
( ) ( )2 31 1 1 2 4 01 sin ,z zj c j j f pφ ω φ α φ φ ω ϑ ϑϑφ τ+ + − + + + =  (9) 
( )( ) ( ) ( ) 0111 32323232232 =+−+−++−−++ ϕωϕϑϕϑωϑϑαϑωϑ zzz jjjcjw , (10) 
where functions )(),( τϑτϕ correspond to the dimensional general coordinates Φ(t) and Θ(t). 
Equations (9) and (10) are supplemented with the proper initial conditions 
0000 )0(,)0(,)0(,)0( ϖϑϑϑωϕϕϕ ==== . (11) 
From the viewpoint of the gyroscope applications, the main resonance is the most important state 
of its work. Ideally, it is desired to utilize resonance in both the drive and the sense modes in order to 
attain the maximum possible response gain and sensitivity. This is typically achieved by properly 
designing and if needed tuning the resonant frequencies of the drive and the sense in order to their 
equalizing. This is why we have assumed that 12 ωω = (i.e. w=1). Angular velocity of the substrate 
zω is usually much lower than angular frequencies of the movable gyroscope elements. Therefore, in 
order to deal with this case of the resonance we take  
σ+=1p , (12) 
where σ  plays a role of the detuning parameter. 
4. Approximate analytical solution 
The method of multiple scales (MSM) has been used to solve of the problem (9) – (11) taking into 
account the main resonance condition. Since a few of the parameters are assumed to be small, after 
introduction of the so-called small/perturbation parameter ε  the following relations are employed: 
23
00
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~
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~
,
~
,
~
,
~ εσσεεεε ===== ffwwcccc zz . (13) 
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According to MSM, three time scales are introduced that are defined in the following manner: 
ττ =0  is the “fast” time, whereas εττ =1  and τετ 22 =  serve as the “slow” times [3]. 
The derivatives with respect to time τ are calculated in terms of the new time scales as follows  
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The solution of the initial-value problem (9) – (11) is searched in the form of the power series 
regarding the small parameter ε : 
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k O ετττφεετϕ ,     ( ) ( )∑
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3
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210 )(,,;
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k O ετττθεετϑ . (15) 
Then, relations (13) – (14) are introduced into equations of motion (9) - (10). In this way, 
the small parameter appears in the mathematical model. After rearranging the equations with respect 
to the powers of the small parameter, we get a system of equations which are to be satisfied in order 
to guarantee satisfaction to the original equations. They are as follows:  
- the equations of the first order approximation  
,012
0
1
2
=+
∂
∂ φ
τ
φ
 (16) 
2
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12
0
0;θ θ
τ
∂
+ =
∂
 (17) 
- the equations of the second order approximation  
2 2
2 1
22
0 0 1
2 ,ϕ ϕϕ
τ τ τ
∂ ∂
+ = −
∂ ∂ ∂
 (18) 
2 2
2 1
22
0 0 1
2 ;θ θθ
τ τ τ
∂ ∂
+ = −
∂ ∂ ∂
 (19) 
- the equations of the third order approximation 
( )
2 2 2 2
33 1 2 1 1
3 1 1 12 2
0 0 2 0 1 1 0
1 1 1
4 1 2 0 0 2
0 0 0
2 2
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c
j j f
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τ τ τ
∂ ∂ ∂ ∂ ∂
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∂ ∂ ∂ ∂ ∂ ∂ ∂
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∂ ∂ ∂
 (20) 
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 (21) 
System (16) – (21) is solved recursively, i.e. solution of equations (16) – (17) is substituted into 
equations (18) – (19), and then their solution into equations (20) – (21). The solution contains 
unknown complex functions ),( 211 ττB  and ),( 212 ττB . The values of generalized coordinates are to 
be bounded, therefore all secular terms should be eliminated what leads to conclusion  that )( 21 τB  
and )( 22 τB  do not depend on the time scale 1τ  and satisfy the solvability condition: 
2
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~ 2
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d
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2
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2
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2
132113 2
~3~112
τ
ωα
d
dBiBjiBBciBBBjBBBj z =−+−−+− . (23) 
The functions )( 21 τB  and )( 22 τB  can be determined from the solvability conditions (22) – (23), but 
it is more preferably to introduce their real representations as follows 
,
2
)(~)(,
2
)(~)( )(2222)(2121 2221 τψτψ
τ
τ
τ
τ ii e
a
Be
a
B →→  (24) 
where 2211 ~,~ aaaa εε ==  and 21 ,ψψ  are real-valued functions and denote amplitudes and phases of 
the general coordinates ϕ  and ϑ .  
After substituting (24) into (22) – (23) and separating real and imaginary parts, we obtain 
the modulation equations which can be transformed to more suitable autonomous form by introducing 
modified phases as follows 
( ) ( ) ( ) ( ) .~and~,~ 22222221221 σεστσττψτσττψ =Ψ−=Ψ−=  (25) 
Substituting expressions (24) and (25) into the solvability conditions (22) – (23) and returning to 
the initial denotations according to (13), the modulation equations in autonomous form are obtained 
( )( ) ( ) ( ),sin
2
1
sin
2
12cos
8
1
10212221
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There is no possibility to solve analytically the modulation equations (26) – (29). The final form 
of the analytical solution of the original problem (9) – (11) is obtained after substituting solutions of 
equations (16) – (21) into power series (15):  
( ) ( )( ) ( )212214131111 23cos32
13cos
32
1
cos ψψτψταψτϕ ++−+−+= aajaa , (30) 
( ) ( )( ) ( )212213232222 23cos32
13cos
32
1
cos ψψτψταψτϑ ++−++−+= aajaa , (31) 
where 1a , 2a , 1ψ  and 2ψ  satisfy modulation equations (26) – (29). 
Taking into account some special case of parameters discussed in [4], i.e. 04 =j , 12 −=j  and 
13 =j , the amplitude-frequency response functions are obtained analytically. They follow 
( ) 221222222422262 166416489 zwacaaa =+++ σσαα , (32) 
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 (33) 
The derived formulas (32) – (33) offer a well-judged analysis of the influence of parameters on 
the steady state vibration of the gyroscope sensing plate.  
5. Results 
Here are presented some exemplary graphs concerning motion of the gyroscope near resonance. 
Calculations are performed for the following fixed dimensionless parameters: 51064.6 −×=zω , 
7
0 1037.4
−×=f , 521 1098.3 −×== cc , 121 == αα , 161 106.1 −×−=j , 12 −=j , 13 =j , 04 =j . 
The latter correspond to values of real-world structure [4]. Time histories of the generalized 
coordinates ϕ  and ϑ , according to (30) – (31), are presented in Fig. 3. 
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Figure 3.   Time histories of the vibration. 
The thick black line in Fig. 3 describe amplitude modulation yielded by equations (26) – (29). 
It should be emphasized that the approximate analytical solution satisfies the governing equations (9) 
– (10) with a high accuracy (the absolute errors Δ1 and Δ2 are reported in Fig. 4). 
  
Figure 4.   Absolute errors exhibited by the governing equations for the approximate analytical 
solution. 
The employed analytical methodology and computational approach is suited to engineers dealing with 
MEMS. Namely, we have used the optimized numerical algorithm implemented in Wolfram 
MathematicaTM. However, in the latter case the error of satisfaction of the equation of motion is five 
orders of magnitude  larger in comparison to our described analytical solutions.  
The amplitude curves for steady state motion obtained with the help of eq. (32) – (33) are 
presented in Fig. 5 for the same data as before. 
 
Figure 5.   Amplitude of steady state vibration vs. detuning parameter: grey line – small damping 
5
21 102.2
−×== cc ; black line – large damping 521 100.4
−×== cc  
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For small value of the damping coefficients several regimes of steady-state amplitudes are 
possible. On the other hand, for properly large damping coefficients, the amplitudes versus time 
create the unique functions. 
6. Conclusions 
The mathematical model describing dynamics of some class of micromechanical gyroscope has been 
derived and presented in dimensionless form. The approximate analytical solution of the governing 
equations has been obtained using multiple scale method in time domain in the case of main 
resonance. The analytical solution presented in compact form gives opportunity to study behavior of 
the system for wide range of parameters. The asymptotic solution is very accurate.  
The analytical form of the amplitude-frequency dependence allows to qualitative and quantitative 
analysis of the steady-state motion of the system. The results show, among others, that value of 
damping coefficients may violate uniqueness of the solution and influence the duration of 
the transient states. 
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Stimulation of nerve endings via medical device 
 
 
Antonin Svoboda, Josef Soukup 
Abstract: In this article is solved problem of stimulating of nerve endings of patients 
after spin injury via vibro-generator. Was developed mechanism of vibrations which 
can able change amplitude and fervency and vibration. Here is published solution of 
construction mechanism, results of experimental measuring and optimization of 
construction. Next is described use in practice. During the development of the structure, 
was paid great attention to the safety of the mechanism, the device is powered on the 
battery. This solution eliminates the deficiencies of similar devices used in the world, 
powered from the network (110 - 230 V). The success rate of vibrator use, in patients 
is ranges between 60-80%. 
1. Introduction 
According to available information, and clinical test have mechanisms to induce ejaculation reflex for 
the collection of genetic material (sperm) in affected males for several years. These methods proved to 
be reliable with relatively high efficiency [1]. As the most effective method of obtaining genetic 
material in men can be called surgical sperm collection. This method is performed under general 
anesthesia, which limits patient. Performance is preceded by internal examination, ECG, blood 
biochemistry and other examinations according to the patient's condition. Behind this method it is then 
electrostimulation, which again is performed under general anesthesia by electrical stimulation of the 
prostate. This method, however, requires a great practical experience of the doctor, as it can cause a 
burn or burns intestine of the patient. At least stressful method for the patient is vibrostimulation. The 
doctor or also informed patient stimulates via vibration nerve endings in the penis prescribed amplitude 
and frequency [4]. After injury of spine are medical doctors ready to help tetraplegic and paraplegic 
patients return them back normal or near normal life. Most man patients after injury of spine are no 
able to have got children and family. This status is for most men traumatic and stressful [4]. At least 
stressful method for the patient is vibro-stimulating. The doctor or also informed patient vibration 
stimulates nerve endings in the penis specified amplitude and frequency. To induce ejaculation is after 
approximately eleven minutes of stimulation, but it is necessary to observe the procedure three series 
of stimulation after three minutes and a minute break between every three minutes. Another way to 
evokes reflection in paraplegics and another way in tetraplegic. Paraplegic person is paralyzed legs, and 
then the person tetraplegic paralyzed on all four limbs. This method describes ways to return back to 
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life without minimum patient’s stresses. One of no stress method is vibro-stimulating of nerve paths 
[1]. Our developed mechanism is generating vibrations – amplitude and frequencies between effective 
ranges. After consultations injury doctor specialists, we can presuppose amplitude of the range between 
1 – 3 mm and frequencies between 80 – 100 Hz. For optimal frequency and amplitude, we can take 
information from doctor’s injury and convalescence specialists. Finally, we can make a proposal 
optimal frequency and amplitude [1]. For the best solution we can mark range between 80 – 120 Hz 
and 1 – 4 mm [2]. To achieve the desired frequency, range between 80 – 120 Hz, it is necessary to 
convert frequency to DC engine speed: 
f =
n
T
 [Hz]  n = f · T  n = f · 60 (1) 
Where is f – frequency, n – DC engine speed, T – time 
 
Figure 1.  Forced damped vibration system with one degree of freedom 
 
 
Figure 2.  Forced damped vibration system with one degree of freedom 
 
Where is ms - weight of particles, m – weight, R – eccentricity, ω – angular velocity, b – coefficient of 
shock absorber, k – stiffness of the spring 
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Equation of motion, 
𝑚?̈? + 𝑏?̇? + 𝑘𝑥 = 𝑃(𝑡), (2) 
where is x – the displacement from the static equilibrium of position, P(t) – the excitation of power 
Another form of motion of equation from angular frequency 
𝜔2 =
𝑘
𝑚
, (3) 
Harmonic oscillation is characterized by harmonic waveforms 
 
𝑦 = 𝑦0 sin(2𝜋𝑓) = 𝑦0 sin 𝜔 𝑡,  (4) 
𝑎 =
𝑑𝑣
𝑑𝑡
= −𝜔2  𝑦0 sin 𝜔 𝑡 = 𝑎0 sin 𝜔 𝑡,  (5) 
𝑣 =
𝑑𝑦
𝑑𝑡
= 𝑦0 𝜔 cos 𝜔, (6) 
 
where is ω – angular velocity, y0 – amplitude of displacement, a0 – amplitude of acceleration 
t – time 
 
2. Methods of mechanism solution 
The mechanism was designed in several variants. Solution can be effective via analytics method, 
method of final points and experimental measurement. For the best solution can be mark experimental 
measurement. For making these test of experimental measurement was designed vibro-generator in 
several variants. In all variants was used electrical engine SPEED 400 with maximum 12000 rpm and 
powered between 6 – 12 Vols. For our needs are effective rpm between 4800 – 7200 @ 3,32 – 4,81 
Volts. 
Crank mechanism Figure 1 is very hard for production in this very small sizes. Is necessary to take into 
consideration more difficult assembly of mechanism and device [2]. 
Advantages: Precisely adjustable amplitude shift crankshaft, separation of amplitude from frequency - 
with increasing of the engine speed (frequency) is the amplitude constant. Disadvantages: Miniature 
parts of the crank mechanism - higher demands on production and assembly [5]. 
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Figure 3.  Crank mechanism 
 
 
Figure 4.  Construction with the cam 
A cam mechanism Figure 4 provides the distinct advantage the simplicity of design [7], the lower cost 
of the assembly apparatus, than the variants with the crank mechanism [3]. Advantages: Simplicity of 
design - lower assembly costs and assembly of device mechanism. Disadvantages: Complicated of cam 
production, noise. When using a cam mechanism, it is necessary to take into account unbalance cam 
which causes the vibration of the whole mechanism. In this case, unbalance works in favour of the final 
oscillation amplitudes, but to the detriment of engine bearings and the entire device. At the prescribed 
speed in the range 4800 – 7200 rpm occurs due to imbalance even more options, so-called own auto 
oscillations [3]. 
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Eccentric is probably the simplest design of solution, bringing in low manufacturing costs. 
Experimental measurements with eccentric showed higher noise of the device. Advantages: Simplicity 
of design. Disadvantages: Higher load of engine’s bearings, noise. 
Unbalance Figure 4 and Figure 5 is the simplest solution, however, the fundamental problem depending 
engine speed (frequency) vs. amplitude. Advantages: Simplicity of design. Disadvantages: Higher load 
of engine’s bearings, frequency dependence of the amplitude. 
 
 
Figure 6.  Construction with the unbalance 
 
 
Figure 7.  Constructions with drilled unbalance holes are simpler from a manufacturing point of view 
 
3. Result 
By experimental measurements were found maximum values of amplitude at frequency. In the future, 
these results will be used for the final design of the device for generating vibrations. Unbalance method 
was verified in the laboratory Figure 6. DC engine was powered by a stabilized source and were 
measured engine rpm, the electric current (A) and frequency (Hz). 
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Figure 9.  Acceleration in the x direction – measurements at speed 4800 rpm 
 
In Figure 9 was achieve the maximum of acceleration value 0.3549 m/s2 in frequency 1040 Hz via 4800 
rpm of DC engine. These values were recalculated to amplitude and later theoretically confirmed via 
Lagrange numerical mathematics method. 
In Figure 10 was achieve the maximum of acceleration value 9.1390 m/s2 in frequency 172 Hz via 5160 
rpm of DC engine. These values were recalculated to amplitude and later theoretically confirmed via 
Lagrange numerical mathematics method. 
 
 
Figure 10.  Acceleration in the x direction – measurements at speed 5160 rpm 
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In Figure 11 was achieve the maximum of acceleration value 0.3892 m/s2 in frequency 52 Hz via 3060 
rpm of DC engine. These values were recalculated to amplitude and later theoretically confirmed via 
Lagrange numerical mathematics method. 
In Figure 11 was achieve the maximum of acceleration value 0.3892 m/s2 in frequency 52 Hz via 3060 
rpm of DC engine. These values were recalculated to amplitude and later theoretically confirmed via 
Lagrange numerical mathematics method. 
 
Figure 11.  Acceleration in the x direction – measurements at speed 3060 rpm 
 
4. Conclusions 
For measurement of vibrations was designed special stand. In all cases of tests were used the same 
engine SPEED 400 powered by stabilized source. RPM was taken via laser sensor and vibration was 
measured via accelerometer. All measurement results were recalculating from acceleration to amplitude 
and was used numerical method Lagrange for verify this values. Next were processed via software 
MATLAB and converted to MS-EXCEL. In these methods described above were compared vibration 
exciter suitable mechanism design. Was selected the most appropriate method of construction 
equipment. This method was experimentally verified in laboratory. It will also be developed by the 
cheapest method of production and assembly device for vibration excitation and stimulation of nerve 
endings and paths. The result of this work will be quality and cheap device for stimulating a man 
patients. 
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Experimental investigation of a human-like rib cage model 
subjected to an impact load 
 
Olga Szymanowska, Bartłomiej Zagrodny, Wojciech Kunikowski, Jan Awrejcewicz, 
Paweł Olejnik 
Abstract: This work continues some experimental investigations of a human-like rib 
cage subjected to an impact load. The construction of the experimental rig is based on 
a Hybrid III thorax calibration test stand. Impact velocity reaches 4 m/s and the 23 kg 
impact mass. The elastic impact subsystem consists of a rigid disc, the initial velocity 
of which is initiated by a pre-tensioned spring of very high stiffness. Time 
characteristics of force and deflection responses of the investigated model constitute a 
reference properties in identification of the human-like rib cage. Another aim of this 
work is to obtain biologically compatible parameters, like stiffness and damping of the 
artificial chest, by fitting a proper material that will in an average degree imitate 
properties of internal organs of the human chest. All measurements presented in the 
work were collected with the use of the NI DAQ system. Chest deflection was captured 
by measuring the angle between the sides of an isosceles triangle. The triangle was 
mounted between the sternum and the vertebral column, and the angle was captured 
with a potentiometer. In addition, an accelerometer was used to record the acceleration 
of the impacting mass. 
1. Introduction 
A thoracic (or rib) cage is an extremely important part of a human body. It encloses organs such as the 
heart, lower respiratory tract or oseophagus as well as a part of main arteries. Rib cage injuries are thus 
very dangerous to health and their consequences are often fatal. One of the most threatening causes of 
thorax injuries are vehicle collisions during which a human is subjected to a frontal impact to the 
steering wheel, which leads to deflection of the rib cage resulting in rib fractures and damage to internal 
organs. According to statistical analysis, chest injuries are still a major cause of morbidity and mortality 
of car accidents victims and one of the most common contact points associated with possible severe 
injury is the steering wheel ([1,2]) . Therefore, numerous studies on the dynamical response of the 
thorax to the anterior impact play an important role in the research aimed at minimizing the effects of 
car accidents.  
As for the basic aspects of anatomy of the thoracic cage, it is formed by the sternum (located in 
the anterior part of the rib cage) connected by means of twelve ribs with the vertebrae of the spinal 
column located in the posterior part (Figure 1). The ribs differ in length and are separated from each 
other by eleven intercostal spaces filled with the intercostal muscles and membranes. Ribs 1-7 (called 
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‘true’) are directly attached to both sternum and vertebrae via costal cartilage while the remaining ribs 
are called ‘false’. Ribs 8-10 are connected with vertebrae in the posterior part and are indirectly attached 
to the sternum via costal cartilages of the ribs above them. Furthermore, ribs 11 and 12 are called 
‘floating’ as there is no connection between them and the sternum.  
 
Figure 1.   Anatomy of a thoracic cage 
(Copyright: Florida Center for Instructional Technology; Source: Albert F. Blaisedell Our 
bodies and How We Live (Boston: Ginn &, 1904) 28). 
Among tools to investigate reaction of a human body to impact forces, one can distinguish 
Anthropomorphic Test Devices (ATD), called also dummies. They are mechanical surrogates of a 
human that are mainly used in simulated vehicle impacts (crash tests). ATDs are designed in a way to 
represent the shape, size and mass of the human body as well as to mimic its reaction to various collision 
conditions, which is recorded by numerous sensors. The results of the tests performed with the use of 
dummies are employed to evaluate restraint systems [3]. Although numerical representations of ATDs 
have become popular in the recent years due to relatively low cost of numerical studies, mechanical 
representations are still used to simulate human response to impacts. Usually, Hybrid III or its proposed 
successor, THOR, are investigated.  
The present paper comprises the results of an experimental study to investigate the effect of a 
frontal impact load acting on a model imitating a human thoracic cage (rib cage). The model is a simple 
ATD consisting of a rib cage filled with a foam. The ATD can be treated as biofidelic with respect to 
the human thorax geometry and stiffness. The study extends the investigations presented, for instance, 
in [4].  
The paper is organized into sections consecutively presenting the investigated experimental stand 
and the results followed by a comprehensive discussion on the results reliability and, eventually, general 
conclusions to the study. 
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2. Materials and methods 
2.1. Experimental stand 
All the experiments were conducted on an experimental rig fulfilling the requirements of National 
Highway Traffic Safety Administration (NHTSA) as well as European New Car Assessment 
Programme (EuroNCAP) protocols for dummies used in crash tests. The construction of the stand has 
been partially based on the calibration/certification stand used with Hybrid III dummies while the 
geometry of the model of the thoracic cage is similar to the one of a THOR dummy [5]. 
The main elements of the stand considered in the present paper (Figure 3) include a thorax, a 15-
cm-diameter 23.4 kg rigid disk impactor (mimicking the impactor used in [6,7]) and a spring loaded 
release mechanism. The thorax comprises twelve polyurethane ribs and 17 vertebrae (which constitute 
the thoracic and lumbar spine), positioned in a way following the natural shape of the spinal column. It 
is filled with an elastic foam acting both as body tissues and the air filling the airways. Since the main 
intention is to study the response of the thorax, the remaining parts of the body, such as arms, head or 
lower limbs, have been replaced with appropriate counterweights so as the total mass and inertia 
distribution are maintained. Horizontal movement of the dummy (to the back/front) is allowed by a 
bearing trolley moving along two guideways. 
 
Figure 2.   Experimental stand consisting of a thorax, an impactor and a spring loaded release 
mechanism 
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Despite stiffness of the thorax is non-linear with respect to chest compression depth and varies 
individually [8], it can be assumed that the relationship is linear in the considered range of the 
compression depth. Thus, stiffness of the filler was chosen in a way to ensure the total stiffness of the 
system falling in the range 20-150 N/cm (200-1500 N/m), as given in [8] based on the data collected 
during hospital/ambulance cardiopulmonary resuscitation (CPR) for non-intubated patients. Stiffness 
of the thorax was investigated following the methodology outlined in [9] for the case of the hub loading 
condition.  
Overall, the construction of the rig ensures its biofidelity with respect to mass, anthropometry, 
geometry, and dynamic response in comparison to human chest and standards mentioned above. The 
detailed parameters of the thorax can be found in Table 1. The experimental values of stiffness, equal 
to 84 and 142.3 N/cm for the thorax without and with the filler, respectively, are comparable with the 
values obtained in [9], i.e.,  54.1 and 99.4 N/cm, respectively (eviscerated and denuded cases). 
Table 1. Characteristics of the investigated thorax 
Parameter Value 
Mass [kg] 
Arm (each) 4.5 
Lower body (below pelvis) 40 
Head 5 
Chest breadth (4th rib/8th rib) [mm] 205/200 
Stiffness (rib cage) [N/cm] 84 
Stiffness (rib cage with the filler) [N/cm] 142.3 
In the experiment, the spring is compressed and then released causing rapid translocation (movement) 
of the load, which eventually performs a frontal (anterior) impact to the centre of the chest model 
(approximately the 4th intercostal space) (Figure 4). One can investigate reaction of the thorax to 
impacts at different velocities (up to 4m/s), which is possible by controlling the spring loaded release 
mechanism comprising a linear actuator powered by a DC motor, i.e. a crossed helical gear). 
The experimental rig is also supplemented with deflection sensor, accelerometer and laser distance 
meter (Figure 5), which are described further (in “Data collection and signal processing” section). 
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Figure 3.   The system before (left) and right after (right) the impact to the chest 
 
Figure 4.   The measurement system (rib case before filling with a foam) 
2.2. Data collection and signal processing  
Data collection was carried out with the aid of the National Instruments DAQ system while the data 
were processed in a dedicated LabVIEW routine. The program allows for simultaneous collection of 
three analogue signals. Furthermore, the user can set arbitrary values of parameters of signal processing 
(filtration) and save the processed data to a file. The block diagram of the program is depicted in Figure 
5 . 
accelerometer 
laser distance meter 
deflection sensor 
NI DAQ 
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Figure 5.   The employed LabVIEW routine 
Measurements of the chest deflection were conducted using a custom V-shaped (compression 
depth) sensor placed inside the thorax. The sensor uses a potentiometer to measure voltage 
corresponding to the length of the base of an isosceles triangle, the legs of which are attached to the 
sternum and thoracic vertebrae (both at the level of the impactor), respectively, while the potentiometer 
is placed at the vertex angle (see Figure 6). Dynamical force of the impactor was found by capturing 
the data from a piezoelectric Dytran® 3220B accelerometer installed at the impactor and paired to a 
SVAN 912AE vibration analyser. To obtain velocity of the impactor at the time of its impact to the 
thorax, a Sensopart® FT 50 RLA-40 laser distance meter was employed. 
 
Figure 6.   Custom chest deflection sensor 
Attached to sternum 
Attached to vertebrae 
Potentiometer  
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The signal processing procedure started with separation of signals of the above-mentioned sensors 
from one array containing all the data into three arrays. Then, as the signals contain a wide range of 
frequencies and it is known that components of higher frequencies (caused, for instance, by linear 
bearings of impactor guides) play no significant role in the study and mainly introduce noise to the 
signals, the signals presented in “Results” section were filtered with a Butterworth low-pass filter with 
a cutoff frequency of 100 Hz (deflection) and 400 Hz (acceleration/dynamical force), respectively. In 
the next step, all data presented in terms of time-varying voltage were transformed into units of 
acceleration, displacement and deflection, respectively, by adequate linear transformations. Then, 
signal from the distance meter was differentiated with respect to time.  
The processed data were eventually used to construct deflection-time, acceleration-time and 
velocity-time plots, which present the response of the thorax to the given impact conditions. 
3. Results 
3.1. Experimental results  
This section comprises the plots presenting the dependence of thorax deflection, acceleration of the 
impactor as well as displacement and velocity of the impactor on time. All signals considered in the 
present paper (Figures 7-12) were measured at the sampling rate of 3 kHz. The trial numbers given in 
plot titles correspond to different loading conditions. Namely, trial 1 was conducted for spring 
compression corresponding to the impactor motion at 1 m/s, trial 2 - at 2 m/s and trial 3 - at 3 m/s (at 
the moment of impact to the thorax). 
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Figure 7.   Chest deflection (dashed curve) and impactor acceleration (solid) vs. time for trial 1 
 
Figure 8.   Impactor position (dashed) and impactor velocity (solid) vs. time for trial 1 
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Figure 9.   Chest deflection (dashed curve) and impactor acceleration (solid) vs. time for trial 2 
 
Figure 10.   Impactor position (dashed) and impactor velocity (solid) vs. time for trial 2 
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Figure 11.   Chest deflection (dashed curve) and impactor acceleration (solid) vs. time for trial 3 
 
Figure 12.   Impactor position (dashed) and impactor velocity (solid) vs. time for trial 3 
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4. Discussion and conclusions 
Nowadays the Finite Element Modelling methods are widely used for vehicle crash simulation. Despite 
the ever-growing precision of the above-mentioned models, the numerical data must be compared with 
a practical experiment. Often the artificial ATD are replaced with real human corpses what raises many 
problems, partly due to ethical aspects of such a procedure.  
With this in mind, the need for an apparatus resembling as closely as possible the real thoracic 
cage becomes apparent. The laboratory stand presented in this work provides coincident parameters 
with much more expensive, professional ADT’s.  
The study does not regard the influence of seatbelts and airbags during the impact. Those devices 
are planned to be incorporated to the laboratory stand during course of future work. 
With the increase in the impact strength (which is dependent on the impact velocity and initial 
spring deflection), a larger deflection of the thoracic cage is observed as well as is the increase in time 
needed for the cage to return to its initial dimensions. In spite of incorporating a low-pass filter, the 
accurate value of acceleration at the moment of impact cannot be read reliably. Due to this issue, the 
real value of impact force and its evolution was not studied. 
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Distributed Multi-population Genetic Algorithm 
to improve driver’s comfort 
 
 
Szymon Tengler, Kornel Warwas 
Abstract: A solution of the task how to select the optimal parameters of a sub-
assembly of a driver’s seat of a special vehicle with a high gravity center will be 
presented in this paper. In the analyzed vehicle there were twelve sub-assemblies. The 
vehicle was modeled with use of joint coordinates, and homogenous transformations. 
Equations of motion were derived from Lagrange equations of the second kind. An 
aim of optimization is to select appropriate values of damping factors of a driver’s 
seat sub-assembly to provide the best possible driving comfort. The optimization aim 
is to minimize a functional determining vertical acceleration of a driver’s seat. There 
was made own implementation of an algorithm called Distributed Multi-Population 
Genetic Algorithm, based on genetic algorithms with floating coding of genes in the 
chromosome of the client-server architecture. The proposed method is based on a 
possibility of processing lots of populations at the same time within formation 
exchange between the populations. A particular iteration of the procedure consists of 
standard genetic operators: a natural selection, one-point crossing, uniform mutation 
and a data exchange in the grid. Results of numerical calculations for a vehicle driving 
at a different velocity through an obstacle in a form of a bump will be presented in the 
paper. 
1. Introduction 
At a time of the automobile race aiming at procuring both new clients and maintaining current ones 
there are important elements which have a direct impact on feelings of passengers of a vehicle. 
Driving comfort of a driver is one of the key elements in this scope. A comfort improvement can have 
a significant influence on both effective time of vehicle use and a level of operator tiredness. It is 
particularly important in the case of articulated and special vehicles in which an operator spends daily 
on average from a few to over a dozen hours [21]. A lot of research deals with human-seat interaction 
[8, 17]. In these works authors focus on accurate modelling of human body with the seat contact. The 
presented research deals with truck drivers considering travel time factor and designing best possible 
alternatives of driver’s seat shape. In order to achieve this objective they used the aid of ergonomics 
and advanced design tools like CAD CAE and FEM. As it is shown in [13, 20] the comfort 
improvement of a driver and passengers is frequently identified with modifications of the vehicle sub-
assemblies. In this case researchers do not include the human body interaction but they focus on 
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changes and improvements in the vehicle elements such as suspension, and those systems are 
commonly called an active or semi-active suspension [20, 22]. Works in this scope usually deal with 
reducing the vibrations present in those sub-assemblies. It can be achieved in different ways, and use 
of a supporting system is one of them. Those systems have to be calibrated properly to operate 
correctly. Constructing a test stand is usually connected with high costs and in the first stage of tests it 
is not justified. An application of virtual models and computer modeling allow reducing the costs and 
verifying basic assumptions. Optimization is particularly useful in this scope [6, 15, 28]. A virtual 
model and optimization results are grounds for use of the dedicated drivers of the existing systems or 
implementing new active elements into the standard equipment of a vehicle in a next stage. It is 
difficult to select an appropriate optimization method for a specific issue and it usually requires 
knowledge of a domain expert. The classical optimization methods result in the local optima and in 
the case of a vehicle, that is a multi-component system with open kinematic chains of a tree structure, 
they are often replaced with the methods originating from computational intelligence [1, 5, 26]. 
Evolutionary algorithms of different varieties are normally used [2, 12, 24]. These methods are less 
susceptible to the local minima and a selection of a start point, although their weak point is that they 
indicate only an approximate optimum value [18]. An application of the hybrid methods which join 
the selected features of the classical and evolutionary methods seems to be justified [27]. Then, we 
obtain the results which meet the basic assumptions of the defined problem. Another approach 
consisting in use of the evolutionary methods solving a problem at the same time an exchanging 
information about the best adapted individuals, was used in this paper. In such a way the populations 
growing independently can exchange the genetic material which is kept in the main store. In the 
literature this method is known as Multi-Population Genetic Algorithm [4, 10, 14] and it is used in 
different scientific disciplines. As an example in the work [23] the authors used the Multi-Population 
Genetic Algorithm for Unmanned Aerial Vehicles Path Planning. In paper [29] this method was used 
for optimizing the Train-Set Circulation Plan Problem, and in [7] for solving Dynamic Shortest Path 
Routing Problems in Mobile Ad Hoc Networks. Regardless of a field authors agree that use of many 
populations with emigration of the best individuals after each generation, contributes significantly to 
productivity growth and it enables to obtain better matching of the resultant population. In this paper 
use of this method for solving the issue of selecting the optimum values of damping of a special 
vehicle seat while driving through the obstacle in a form of a speed bump on basis of proprietary 
computer programs in the heterogeneous environment (C++/C# Microsoft .NET), is presented. 
Fundamentals of the mathematical model of the object in question are presented, the optimization task 
is defined and the computation results are presented for a different number of individuals in the 
population. The computation results were compared with the results obtained by the classical genetic 
algorithm.  
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2. Model of investigation 
An object of testing is a rescue fire-fighting vehicle being an example of a special vehicle with a high 
gravity center. In the analyzed vehicle there were ten sub-assemblies identified such as: a frame, a 
cabin, a driver’s seat, a body, an engine, a front and rear axle and wheels (fig. 1). 
 
Cabin 
Frame 
Body 
Front axle Wheel with tire 
Engine 
Stub axle 
Rear axle 
 
 zc )(td z
)3(Xˆ
)3(Zˆ}3{
)3(Yˆsz
Driver’s 
seat 
 
Figure 1.   Parts of the rescue fire-fighting vehicle. 
Joint coordinates and homogenous transformations were used to determine a position and orientation 
of these bodies in the three-dimensional space [25]. At such a way of modeling motion of each body 
(except for the base body), is determined in relation to a preceding body, and this motion is described 
by the generalized coordinates assumed appropriately. The vector of the generalized coordinates of 
vehicle has the following form: 
𝐪 = [𝐪𝑓
𝑇 𝐪𝑐
𝑇 𝐪𝑠
𝑇 𝐪𝑏
𝑇 𝐪𝑎,1
𝑇 𝐪𝑎,2
𝑇 𝐪𝑤,1
𝑇 𝐪𝑤,2
𝑇 𝐪𝑤,3
𝑇 𝐪𝑤,4
𝑇 ], (1) 
where: 
 𝐪𝑓 = [𝑥𝑓 𝑦𝑓 𝑧𝑓 𝜓𝑓 𝜃𝑓 𝜑𝑓]
𝑇 -vector of generalized coordinates of frame, 
 𝐪𝑐 = [𝜃𝑐] - vector of generalized coordinates of cabin, 
 𝐪𝑠 = [𝑧𝑠] - vector of generalized coordinates of driver’s seat, 
 𝐪𝑏 = [∅] - vector of generalized coordinates of vehicle body fixed to frame, 
 𝐪𝑎,𝑖 = [𝑧𝑎,𝑖 𝜑𝑎,𝑖]
𝑇 - vector of generalized coordinates of front and rear axles, 
 𝐪𝑤,𝑖 = [𝜓𝑤,𝑖 𝜃𝑤,𝑖]
𝑇 - vector of generalized coordinates of front wheels (𝑖 = 1,2), 
 𝐪𝑤,𝑖 = [𝜃𝑤,𝑖] - vector of generalized coordinates of rear wheels (𝑖 = 3,4), 
 𝑥𝑖, 𝑦𝑖, 𝑧𝑖 - mass center coordinates of i-th body, 
 𝜓𝑖, 𝜃𝑖, 𝜑𝑖 - rotation angles of the i-th body. 
Equations of vehicle motion have been formulated using Lagrange equations of the second kind [3, 
25, 26]. After transformations dynamic equations of motion of the i-th sub-system of the vehicle can 
be written in the general form: 
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𝐀(𝑖)?̈?(𝑖) = 𝐟(𝑖) (2) 
where:  
 𝐀(𝑖) - mass matrix, 
𝐟(𝑖)  - vector of external, Coriolis, centrifugal and gravity forces. 
Therefore, equations of motion of the particular sub-system of the vehicle can be described as 
follows: 
 - sub-system 1 (frame - F, front axle - AF, stub axle - SA, front wheels - WF) 
𝐀(1) =
[
 
 
 
 
 𝐀𝐹,𝐹
(1) 𝐀𝐹,𝐴𝐹
(1) 𝐀𝐹,𝑆𝐴
(1) 𝐀𝐹,𝑊𝐹
(1)
𝐀𝐴𝐹,𝐹
(1) 𝐀𝐴𝐹,𝐴𝐹
(1) 𝐀𝐴𝐹,𝑆𝐴
(1) 𝐀𝐴𝐹,𝑊𝐹
(1)
𝐀𝑆𝐴,𝐹
(1) 𝐀𝑆𝐴,𝐴𝐹
(1) 𝐀𝑆𝐴,𝑆𝐴
(1) 𝐀𝑆𝐴,𝑊𝐹
(1)
𝐀𝑊𝐹,𝐹
(1) 𝐀𝑊𝐹,𝐴𝐹
(1) 𝐀𝑊𝐹,𝑆𝐴
(1) 𝐀𝑊𝐹,𝑊𝐹
(1)
]
 
 
 
 
 
, 𝐪(1) =
[
 
 
 
 ?̃?
(1)
?̃?
(4)
?̃?
𝑆𝐴
(1)
?̃?
𝑊𝐹
(1)
]
 
 
 
 
, 𝐟(1) =
[
 
 
 
 𝐟𝐹
(1)
𝐟𝐴𝐹
(1)
𝐟𝑆𝐴
(1)
𝐟𝑊𝐹
(1)
]
 
 
 
 
, 
where:?̃?𝑆𝐴
(1) = [
?̃?(6)
?̃?(7)
], ?̃?𝑊𝐹
(1) = [𝜃
(1)
𝜃(2)
], 
 - sub-system 2 (frame - F, rear axle - AR, rear wheel - WR) 
𝐀(2) =
[
 
 
 𝐀𝐹,𝐹
(2) 𝐀𝐹,𝐴𝑅
(2) 𝐀𝐹,𝑊𝑅
(2)
𝐀𝐴𝑅,𝐹
(2) 𝐀𝐴𝑅,𝐴𝑅
(2) 𝐀𝐴𝑅,𝑊𝑅
(2)
𝐀𝑊𝑅,𝐹
(2) 𝐀𝑊𝑅,𝐴𝑅
(2) 𝐀𝑊𝑅,𝑊𝑅
(2)
]
 
 
 
, 𝐪(2) = [
?̃?(1)
?̃?(5)
?̃?𝑊𝑅
(2)
], 𝐟(2) = [
𝐟𝐹
(2)
𝐟𝐴𝑅
(2)
𝐟𝑊𝑅
(2)
], 
where?̃?𝑊𝑅
(2) = [𝜃
(3)
𝜃(4)
], 
 - sub-system 3 (frame - F, cabin - C, driver seat - S) 
𝐀(3) =
[
 
 
 𝐀𝐹,𝐹
(3) 𝐀𝐹,𝐶
(3) 𝐀𝐹,𝑆
(3)
𝐀𝐶,𝐹
(3) 𝐀𝐶,𝐶
(3) 𝐀𝐶,𝑆
(3)
𝐀𝑆,𝐹
(3) 𝐀𝑆,𝐶
(3) 𝐀𝑆,𝑆
(3)
]
 
 
 
, 𝐪(2) = [
?̃?(1)
?̃?(2)
?̃?(3)
], 𝐟(2) = [
𝐟𝐹
(3)
𝐟𝐶
(3)
𝐟𝑆
(3)
]. 
In papers [11, 25, 26] there is a detailed description of mathematical modeling which results in a 
calculation model and dynamic equations of motion in a matrix form written as: 
{
𝐀?̈? − 𝚽𝐫 = 𝐟
𝚽𝐓?̈? = 𝐰 
 (3) 
where:  
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𝐀 =
[
 
 
 
 
 
 
 
 
 
 
 𝐀𝐹,𝐹
(1) + 𝐀𝐹,𝐹
(2) + 𝐀𝐹,𝐹
(3) 𝐀𝐹,𝐴𝐹
(1) 𝐀𝐹,𝑆𝐴
(1) 𝐀𝐹,𝑊𝐹
(1) 𝐀𝐹,𝐴𝑅
(2) 𝐀𝐹,𝑊𝑅
(2) 𝐀𝐹,𝐶
(3) 𝐀𝐹,𝑆
(3)
𝐀𝐴𝐹,𝐹
(1) 𝐀𝐴𝐹,𝐴𝐹
(1) 𝐀𝐴𝐹,𝑆𝐴
(1) 𝐀𝐴𝐹,𝑊𝐹
(1) 𝟎 𝟎 𝟎 𝟎
𝐀𝑆𝐴,𝐹
(1) 𝐀𝑆𝐴,𝐴𝐹
(1) 𝐀𝑆𝐴,𝑆𝐴
(1) 𝐀𝑆𝐴,𝑊𝐹
(1) 𝟎 𝟎 𝟎 𝟎
𝐀𝑊𝐹,𝐹
(1) 𝐀𝑊𝐹,𝐴𝐹
(1) 𝐀𝑊𝐹,𝑆𝐴
(1) 𝐀𝑊𝐹,𝑊𝐹
(1) 𝟎 𝟎 𝟎 𝟎
𝐀𝐴𝑅,𝐹
(2) 𝟎 𝟎 𝟎 𝐀𝐴𝑅,𝐴𝑅
(2) 𝐀𝐴𝑅,𝑊𝑅
(2) 𝟎 𝟎
𝐀𝑊𝑅,𝐹
(2) 𝟎 𝟎 𝟎 𝐀𝑊𝑅,𝐴𝑅
(2) 𝐀𝑊𝑅,𝑊𝑅
(2) 𝟎 𝟎
𝐀𝐶,𝐹
(3) 𝟎 𝟎 𝟎 𝟎 𝟎 𝐀𝐶,𝐶
(3) 𝐀𝐶,𝑆
(3)
𝐀𝑆,𝐹
(3) 𝟎 𝟎 𝟎 𝟎 𝟎 𝐀𝑆,𝐶
(3) 𝐀𝑆,𝑆
(3)
]
 
 
 
 
 
 
 
 
 
 
 
 - 
mass matrix, 
𝐪 = [?̃?(1) ?̃?(4) ?̃?𝑆𝐴
(1) ?̃?𝑊𝐹
(1) ?̃?(5) ?̃?𝑊𝑅
(2) ?̃?(2) ?̃?(3)]
𝑇
 - vector of generalized coordinates of 
the system, 
𝚽 = [
𝟎 𝟎 0 1 𝟎 𝟎 𝟎 𝟎 𝟎
𝟎 𝟎 1 0 𝟎 𝟎 𝟎 𝟎 𝟎
]
𝑇
 - constraints matrix, 
𝐟 = [𝐟𝐹
(1) + 𝐟𝐹
(2) + 𝐟𝐹
(3) 𝐟𝐴𝐹
(1) 𝐟𝑆𝐴
(1) 𝐟𝑊𝐹
(1) 𝐟𝐴𝑅
(2) 𝐟𝑊𝑅
(2) 𝐟𝐶
(3) 𝐟𝑆
(3)]
𝑇
 - vector of external, 
Coriolis and centrifugal forces, 
𝐫 = [𝑟1 𝑟2]𝑇 - vector of unknown constraint reactions corresponding to torques acting on stub 
axles connected with the wheels, 
𝐰 = [?̈?𝑤,1 ?̈?𝑤,2]
𝑇
- vector of right sides of constraint equations, 
𝜓𝑤,𝑖 - steering angle of the 𝑖-th front wheels. 
The details of the procedure which lead to form equation (3) with description of elements in matrix 
𝐀and vector 𝐟are presented in [25]. The dedicated models of road surface and own authors algorithms 
to determine position of contact point of tire with road surface where acting reaction forces, have 
been used [25]. To obtain these reactions tire model Fiala was used [9]. 
3. Optimization task 
The main aim of optimization is to select proper vehicle parameters to provide the best possible 
driving comfort. In the issue in question the decisive variables determine the damping coefficients of 
the driver’s seat sub-assembly in the discrete time moments: 
𝐝 = [𝑑1 … 𝑑1 … 𝑑𝑛𝑑]
𝑇 (4) 
where: 
 𝑑𝑖- value of driver’s seat damping coefficient, 
 𝑛𝑑- number of the discrete timestamps. 
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Spline functions of the first degree were used to obtain a continuous function of the decisive 
variables. Additionally, inequality constraints determining the minimum and maximum values of the 
damping coefficients were considered: 
𝑑𝑚𝑖𝑛 ≤ 𝑑𝑖 ≤ 𝑑𝑚𝑎𝑥 (5) 
These constraints were taken into account in the optimization task by the external penalty function 
[18, 19], of which value was added to the objective function minimized: 
𝜁𝑖(𝐝) = {
0 for 𝑔𝑖(𝐝) ≤ 0
𝐶1,𝑖𝑒
𝐶2,𝑖𝑔𝑖(𝐝) for 𝑔𝑖(𝐝) > 0
 (6) 
where:  
 𝑔𝑖(𝐝) ≤ 0 dla 𝑖 = 1,… , 𝑛𝑔 -the inequality constraint defined on basis of (5), 
𝑛𝑔 -a number of the inequality constraints, 
𝐶1,𝑖, 𝐶2,𝑖- weights selected empirically. 
In the optimization process there were separate analyses made in which the following Root Mean 
Quad (RMQ) of the driver seat acceleration were minimized: 
Ω(𝐝, ?̈?) =
𝐶
𝑡𝑒
√∫ [?̈̃?(3)(𝑡)]
4
𝑑𝑡
𝑡𝑒
0
4
+ ∑ 𝜁𝑖(𝐝)
𝑛𝑔
𝑖=1
→ min (7) 
where:  
𝐶- weight selected empirically, 
𝑡𝑒- simulation duration. 
The problem was solved by the Genetic Algorithm (GA) and Distributed Multi-population Genetic 
Algorithm (DMPGA). In both method the real-value representation of genes in the chromosome was 
used [16]. Additional selection, one-point crossover and uniform mutation have been used as genetic 
operators [16, 27]. The domain of the evolution methods is to find the global extreme in the state 
space. The classical methods are characterized by determining the extremum in a more precise way, 
however, they are prone to local extrema and strongly depend on a starting point. An important 
element deciding about the selection of the specific optimization method is its convergence. Since 
pseudo-random numbers are used the computational intelligence methods should be executed a few 
times to achieve the desired solution accuracy. It is connected with prolongation of computation time 
which in the case of the dynamic optimization where in each step of the optimization procedure the 
dynamic equations of motion should be integrated in the entire time interval, is usually long. Use of 
parallel and distributed computing is one of the possibilities to shorten computing time. Since there is 
an easy access to the computing units having the multi-core processors the parallel computing can be 
made on the common use units without using the dedicated computing centers. The discussed method 
of the modification of the classic genetic algorithm consists in using resources of a single unit for 
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parallel computing in which calculations of lots of populations making parallel computing are made. 
The populations after each generation exchange the data with each other in a form of the best 
individuals (fig. 2a).  
 
 a)  b) 
Figure 2.   DMPGA a) general architecture, b) flowchart. 
Such an approach allows better matching of population to be obtained in each computing node and is 
an additional form of entering a new genetic material into the population. From the genetic point of 
view the presented method can be called a new additional genetic operator being a complement of the 
classical operators (fig. 2b). In the presented approach the computations can be moved to the 
additional computing units being the nodes of the computing luster using possibilities of distributed 
computing. In this article a comparison of the genetic algorithm in the classical form and its variation 
(DMPGA) activated on one computing unit with use of lots of instances of the computing application. 
The results of the numerical simulations performed for the selected road case and a comparison of the 
results obtained while conducting the numerical simulations for an objective function and the decisive 
variables are presented further in the article. 
4. Calculation results 
A case in which a vehicle driving with a constant velocity drives over an obstacle in a form of speed 
bumps of 0.06 m height is presented in fig. 3. 
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m06,0h
m25,2r
m25,2r
 
Figure 3.   The profile of the analyzed speed bump. 
An object of the investigation was to determine the optimal coefficients providing a reduction of the 
driver’s seat vibrations while performing the maneuver. In the numerical simulations it has been 
assumed that the maneuver lasted 3 sec. in which the vehicle drove over the obstacle (the speed 
bump) with the front and rear wheels. Constant velocity equal to 10 km/h, provided by controlling the 
driving torque moments using PID regulator [25], was assumed. The physical parameters of the 
vehicle necessary to perform the simulation were taken from work [25]. The driver model was 
accounted in the calculations and dynamic equations of motion as additional mass of 80 kg weight 
joined with the driver’s seat. The constant step Runge-Kutta method of 4-th order [19] was used to 
integrate equations of motion in each optimization step. The minimal and maximal values of the 
damping coefficients being inequality constraints were taken 𝑑𝑧,𝑚𝑖𝑛 = 10 Ns/m and 𝑑𝑧,𝑚𝑎𝑥 = 4000 
Ns/m, respectively. The mathematical model, the mechanism of generating dynamic equations of 
motion, appropriate integration methods and optimization algorithms were recorded in the proprietary 
computer program in C++ using the techniques of object-oriented programming. The server was also 
storage of the data made in technology ASP.NET Web API with use of language C#. The calculations 
were made on one computing cluster node with use of two parallel activated instances of an 
application performing optimization computing and sending the results to the global store. The 
calculations were made for a variable number of the individuals in the population (from 10 to 50). 
The DMPGA computing results were compared with the results obtained by the classical genetic 
algorithm [27].  
 
Figure 4.   Values of the objective function for both GA and DMPGA. 
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In fig. 4 values of the objective function are presented for the calculations by methods GA, DMPGA, 
including the reference value without optimization. The following conclusions can be drawn by 
analyzing fig. 4: 
- optimization with use of the DMPGA method allowed obtaining a lower value of the objective 
function than in the case of GA use , 
- in majority of cases the value obtained of the objective function is lower than while using the 
classical optimization method (e.g. Variable Metric Method), including the hybrid methods [27], 
- An application of the DMPGA method even on the single node of the computing cluster, due to 
use of the parallel computing, does not cause computing time prolongation.  
Furthermore, owing to the genetic material exchange between the parallel populations the 
computations by the DMPGA method: 
- are characterized by a great repeatability,  
- are less susceptible to a number of individuals in the population, 
- enable to obtain better results in the case of a single activation of calculations than an 
equivalent number of separate activations of the classical genetic algorithm.  
 Courses of the decisive variables for (a) the best and the worst (b) computing result are presented in 
fig. 5. 
 
 a)  b) 
Figure 5.   Courses of the decisive variables (damping) of the driver’s seat  
obtained in the optimization process. 
Big differences between the courses of the decisive variables can be noticed in the show examples.  In 
spite of the differences in the values and the decisive variable courses the subsequent figures show 
that their usage in the sub-assembly of an active suspension of the seat driver yields desirable effects. 
Courses of the driver’s seat acceleration for the best (a) and the worst (b) result of the minimized 
functional are presented in fig 6. 
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 a)  b) 
Figure 6.   Courses of the driver’s seat acceleration of the optimization. 
The courses presented in fig. 6 confirm that the results obtained by the DMPGA method casus an 
increase in comfort of a driver while performing a maneuver. In the case of the best result a 
significant difference can be noticed comparing to the course with use of the GA classical method.  
5. Conclusions 
The article presents a solution of selecting the parameters of active damping of the driver’s seat using 
the dynamic optimization, by integrating an equation of motion of the vehicle in each iteration. The 
DMPGA method, consisting in combining the results obtained from the evolution method with 
sharing best chromosomes with other populations was used in the calculations. It facilitated to find 
the global minimum of the objective function by using features of these optimization methods. The 
results indicate that use of the distributed method enabled to obtain better results than use of the 
presented GA methods run separately one by one. According to the authors any improvement is 
important in this type of issues due to their complexity and has a direct influence on driver’s feeling 
of comfort. The calculations were made for the selected road maneuver with the obstacle in a form of 
the speed bump. The numerical analyses also indicate that with an increase in the acceleration caused 
by road unevenness, the dynamical optimization conducted properly can improve significantly driving 
comfort of a driver. The use of the method in question does not have an impact on worsening of the 
optimization process efficiency, it leads to acceptable results, even in the case of using a few 
individuals in the population. Furthermore, it can be implemented even on personal computers 
without using the dedicated computing clusters. It should be emphasized that the performed studies 
deal with one road maneuver and a shape of the speed bump. However, authors conducted a number 
of other simulations taking into account the different types of road unevenness and speed. The 
presented procedure algorithm is universal and can be applied in other vehicle sub-assemblies and 
multi-body systems. In this article the presented algorithm improves significantly driving comfort of a 
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special vehicle driver, although due to long time of calculations it can be used only to verify the 
existing controllers. 
References 
[1] Abbas W., Abouelatta O., El-Azab M., M. El-Saidy, Megahed A., Genetic algorithms for the 
optimal vehicle’s driver-seat suspension design, Journal of Mechanics Engineering and Automation 
1, 2011, 44-52. 
[2] Abbas W., Abouelatta O., El-Azab M., Megahed A.Genetic algorithms for the optimal vehicle’s 
driver-seat suspension design, Ain Shams Journal of Engineering Physics and Mathematics, Vol. 2, 
2009, pp. 17-29. 
[3] Adamiec-Wójcik I., Awrajcewicz J., Grzegożek G., Wojciech S., Dynamics of articulated 
vehicles by means of multibody methods, Dynamical systems : mathematical and numerical 
approaches, 2015, pp. 11-20. 
[4] Alshraideh M., Tahat L.Multiple-Population Genetic Algorithm for Solving Min-Max 
Optimization Problems, International Review on Computers and Software (I.RE.CO.S.), Vol. 10, N. 
1, 2015, pp. 9-19. 
[5] Augustynek K., Warwas K., An application of PSO method in a motion optimization of a 
passenger car, Modelowanie Inżynierskie, Vol. 27 No. 58, 2016, pp. 5-12. 
[6] Augustynek K., Warwas K. Real-time drive functions optimisation of the satellite by using MLP 
and RBF neural network, Dynamical systems : control and stability, 2015, pp. 53-64. 
[7] Cheng H., Yang S. Multi-population Genetic Algorithms with Immigrants Scheme for Dynamic 
Shortest Path Routing Problems in Mobile Ad Hoc Networks, EvoApplications 2010: Applications of 
Evolutionary Computation, 2010, pp. 562-571. 
[8] Chimote K., Gupta M.Integrated Approach Of Ergonomics And Fem Into Truck Drivers Seat 
Comfort, 1st International and 16th National Conference on Machines and Mechanisms, IIT Roorkee, 
2013, pp. 183-188. 
[9] Fiala E.Leteral forces at the rolling pneumatic tire, Technische Hochschule, 1954. 
[10] Gong D., Zhou Y., Multi-population Genetic Algorithms with Space Partition forMulti-objective 
Optimization Problems, IJCSNS International Journal of Computer Science and Network Security, 
VOL.6 No.2A, 2006, pp. 52-57. 
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Dynamics and control of a truck-mounted crane with flexible jib 
 
 
Andrzej Urbaś, Adam Jabłoński, Jacek Kłosiński, Krzysztof Augustynek 
Abstract  The load oscillations carried by crane devices have a significant influence on 
their work. Especially oscillations which remain  after working motion of the crane are 
undesirable. The mathematical model for dynamics analysis of a truck-mounted crane 
is presented in the paper. The proposed model is used to control problem of a crane. 
The dynamics equations of motion are derived from the Lagrange equations using the 
formalism joint coordinates, homogeneous transformation matrices. The flexibility of 
a jib and friction in joints are taken into account in the dynamics model. The rigid finite 
element method is applied to modeling of the flexible links of the crane. Friction in the 
joints are modelled by means of the LuGre friction model. The numerical results 
obtained from following control system of a selected working motion of the crane are 
presented in the paper. The working motion assures the minimization of the tangent 
component of the load oscillations. In proposed control model this component is 
compared with assumed set point value. The obtained controlling error is used to 
compensate driving torques. 
Nomenclature 
g  – acceleration of gravity 
( , )c pm  – mass of link p  
( )lm  – mass of load l  
dofn  – number of generalised coordinates describing the motion of the 
crane 
( )l
dofn  
– number of generalised coordinates describing the motion of link 
l  with respect to reference system  
drn  – number of drives 
ln  – number of links 
sn  – number of supports 
( , ) ( , ),d p d ps d  – stiffness and damping coefficient of drive p  
( ) ( ),r rs d  – stiffness and damping coefficient of the hoist rope 
( , ) ( , ),s i s iα αs d  – stiffness and damping coefficient of support i  in α  direction 
( , )d p
drt  – driving torque of link p  
( , )d p
ft  – friction torque in revolute joint 
( , )c p
Pr  – 
vector of position of point P  defined in the local coordinate 
system of link ,c p  
( , )c p
H  – pseudo-inertia matrix of link ,c p  
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( , )c p
T  – 
homogeneous transformation matrix from the local coordinate 
system of link p  to reference system  
  
( , )
( , )
( , )
c p
c p
i c p
iq
T
T , 
2 ( , )( , )
( , )
, ( , ) ( , ) ( , )
c pc p
c p i
i j c p c p c p
j i jq q q
TT
T  
Friction parameters 
( , ) ( , ) ( , )
0 1 2, ,
d i d i d iσ σ σ  – stiffness, damping and viscous friction coefficients 
( , ) ( , ),d i d is kμ μ  – static and kinetic friction coefficients 
( , )d iz  – 
deflections of bristles which model the flexibility of the contact 
surfaces 
γ  – coefficient which describes the geometry of the contact surfaces 
PID controller parameters 
( , ) ( , ) ( , ), ,d p d p d pp i dk k k  – proportional, integral, and derivative coefficients 
( ) ( ),l lt nc c  – tangent and normal component of the load swing 
( ) ( ),l lT ω  – period and natural circular frequency of the load swing 
1. Introduction 
The sway angle of the transferred load during and after the crane’s movement is a major hindrance to 
work, as it can also pose a danger to persons standing in its vicinity. Furthermore, the residual sway at 
the end of the working motion lengthens the waiting period for the positioning or foundation of the load 
and can cause damage to the crane or nearby machinery, installation and/or other cargo. 
In cranes in which the load is moved in plane motion, e.g. gantries, a properly chosen control 
method provides limitation to the sway angle during motion and allows to stop the load at the point of 
destination. Such a control method consists of three phases: the first phase of acceleration, during which 
the crane load gains speed through movement – the phase ends when both the load and the point of its 
suspension move in the same direction at the same speed; the second phase, in which the load, along 
with the entire crane, are moving uniformly; and the third phase, which is a reversal of the first phase 
(Kłosiński 2005, Sorensen et al. 2007, Kuo and Kang 2014). A method providing a small positional 
error in the absence of external interference, such as a strong wind burst, can also be used to control the 
movements, which are a combination of plane motions, e.g. the associated movements of the bridge 
and the trolley of the crane. 
Other methods of motion control of cranes are also used Lee et al. (2006), e.g. using both closed 
and open control systems (Singhose et al. 2006), taking into account the changing load weight (Lew 
and Halder 2003), and other parameters of the model (Moradi and Vossoughi 2015, Zhang et al. 2016, 
Ermidoro et al. 2016) also using control formulas based on fuzzy logic (Trabia et al. 2008, Janusz and 
Kłosiński 2008, Wu et al. 2016) and neural networks (Toxqui and Li 2006). In control systems, an 
important role is played by full identification of the crane’s mathematical model and the correct 
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selection of the controller settings; for the fuzzy controller (FLC), a properly formulated rulebase and 
membership functions have been adopted.  
However, the issue is more complicated in the case of a crane’s rotation motion, e.g. in slewing 
crane control, as additional restrictions occur during various stages of movement or to control the crane 
(Kłosiński 2005, Uchiyama et al. 2013). It is often impossible to completely eliminate the sway angle 
at the end of the movement as a result of the centrifugal forces and the Coriolis force. 
A mathematical model of a truck-mounted crane is presented in this paper, in which the load 
movements are done by using the slewing motion of the jib, luffing motion and lifting/lowering motion. 
The flexibility of the truck chassis and the friction in the joints are both taken into account. Numerical 
studies were conducted to demonstrate the impact of different control strategies and different model 
parameters on the size of the sway angle, both during movement and after its completion. Identifying 
the model is the starting point to select a controller and the movement control strategy. 
The paper is a continuation of the authors’ work (Urbaś 2017, Urbaś et al. 2016) in modeling the 
dynamics of truck-mounted and grab cranes when taking into account the flexibility of the crane’s 
support, drives and hoist system. The effect of friction on the dynamics of the crane by using different 
models of friction, including Dahl and LuGre, is also analysed (Awrejcewicz and Olejnik 2005). 
2. Mathematical model of the system 
Fig.1 shows a simplified model of a crane built of three links ( 3ln ). The truck-mounted crane’s 
chassis ( link1 ) is fixed to the ground via four flexible supports ( 4)sn . It is assumed that the crane’s 
links are driven directly by two flexible motors placed in the joints ( 2drn ), modelled as driving 
torques 
( , )
2,3
d p
dr
p
t . Friction in the joints is taken into account by using the LuGre model (Åström and 
Canudas-de-Witt 2008). 
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Fig. 1. Model of flexible supported crane 
 
The mathematical model allows to take into account the flexibility of the crane’s jib ( link ,3c ). 
Discretisation of the link was made by using the rigid finite element method (Kruszewski et al. 1999) 
in a modified formula (Wittbrodt et al. 2013) – Fig. 2. In the first stage (primary division), the link is 
divided into five sections 
( ,3)
( 4)
c
divn  of equal length 
( ,3)
( ,3)
( ,3)
c
c
c
div
l
d
n
. The spring-damping features 
of the link are concentrated in the middle of each segment in the form of a rotational spring-damping 
element (
( ,3)
4
c
sden ). As a result of the second stage of discretisation (secondary division), six rigid 
elements (
( ,3)
5
c
rfen ) of length 
( ,3)
( ,3)
( ,3)
1, , 2
( ,3, )
( ,3)
{0, 1}
0.5
c
rfe
c
rfe
c
i n
c i
c
i n
d
l
d
 interconnected by means of spring-
damping elements were obtained. 
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The formalism of the joint coordinates and homogeneous transformation matrices (Craig 1989) is 
used to describe the crane’s link motions. 
The vector of the generalised (joint) coordinates is defined in the following form: 
( )
( )
c
l
q
q
q
, (1) 
where:  
( )c
q  – vector of generalised coordinates describing the motion of the crane’s links, 
( )
( ) ( ) ( ) ( ) ( )
1, ,
l
dof
T
l l l l l
j
j n
q x y zq  – vector of generalised coordinates describing the 
load’s motion. 
The motion of link p  is defined by vector: 
 
( , 1)
( , )
( , )
( , 1)
( , 1)
1, ,
( , ) ( , )
( , ) ( , )1, , 1, ,
1, ,
c p
dof
c p
l dof
c p
dof
c p
jc p
j n
c p c p
j c p c pp n j n
j
j n
q
q
q
q
q
q
, (2) 
where:  
( ,0)c
q ,
( ,1) ( ,1) ( ,1) ( ,1) ( ,1) ( ,1) ( ,1)
T
c c c c c c cx y z ψ θ φq , 
( ,2) ( ,2)c cψq ,  
(c,3)
( ,3, )( ,3) ( ,3,0) ( ,3, )
TT T
rfe
T
c nc c c i
q q q q , 
( ,3,0) ( ,3,0)c cψq , 
( ,3, ) ( ,3, ) ( ,3, ) ( ,3, )
T
c i c i c i c iψ θ φq . 
The homogeneous transformation matrix from the local coordinate system of link p  to the 
reference system is determined according to the relationship: 
( , ) ( , 1) ( , )
1, , l
c p c p c p
p n
T T T , (3) 
where: 
( ,0)c
T I , 
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The equations of motion were derived by using the Lagrange equations of the second kind and 
algorithms presented in monographs (Jurevič 1984, Wittbrodt et al. 2013): 
( ), , ,
,
c
s dr f
tz LuGre q z
Mq e f t t
 (4) 
where:  
558
  
( , 1) ( , 1) ( )
0( )
1,2
( )
( , 1) ( , 1)( , 1)
( )
,
sgn
1 ,
exp
d i d i c
jc
i ji γ
c
jd i d id i
sk k c
S j
σ z q
q
q
μ μ μ
q
LuGre  
( , 1) ( , 1) ( , 1) ( , 1) ( , 1)( , 1) ( )
0 1 2 ,
d i d i d i d i d id i c
jμ σ z σ z σ q  
( )
( )
,
c
l
M 0
M
0 M
 
( ) ( ) ( )
1,1 1, 1,
( ) ( )( )( )
,,1 ,
( ) ( ) ( )
,1 ,1 ,
,
l
l
l l l l
c c c
j n
c ccc
i ji i n
c c c
n n n n
M M M
M M MM
M M M
 
( ) ( ) ( ) ( )diag , , ,l l l lm m mM  
( , )( , 1) ( , 1)
( , )
( , )( ) ( , ) ( , )
, , , 1,...,,, 1,...,
max{ , }
1,..,
( , ) ( , ) ( , ) ( , )
,
, ,
tr ,
l
c ic i c j
dofdof dof
c j
dof
n
c pc c p c p
i j i j i j k nn k n li j p
p i j
l n
T
c p c p c p c p
i j i j
m
m
M M M
T H T
  
( )
1
( )
( )( ) ( ) ( ) ( , ) ( , )
( )
( )
( )
0
, , 0 ,
l
l
c
c n
cc l c c p c p
i i i il
p il
c
n
m g
e
e
ee e e e h g
e
e
, 
( , 1)
( , )
( , ) ( , )
( , )( , )
1,...,
1,...,
( , ) ( , ) ( , ) ( , ) ( ) ( )
,
1 1
,
tr ,
c i
c idof
dof
c p c p
dof dof
c pc p
i n ki p
k n
n n
T
c p c p c p c p c c
i i m n m n
m n
h
h q q
h
T H T
 
( , 1) ( , )
( , )
( , ) ( , )( , ) ( , ) ( , ) ( , )
3
1,...,
1, ,
,    ,c i c p
c idof
dof
c p c pc p c p c p c p
i i i Cn ki p
k n
g g m gg j T r  
559
  
( )( ) ( )
( , ) ,( ) ( , ) ( , ) ( , )
( ,1) ( ,1)( )
,  ,  ,  f
T
T
sc s
c l p ss c c s c r c s
s s s s s s c cl
s
E Rf
f f f f f f 0
q qf
 
( ) ( )
( , ) ,
( ,3) ( ,3)
( ) ( )( ) ( )
, ,( , ) ( )
( ) ( ) ( ) ( )
,
, ,
f f
f
T
T
l l
c l p s
s c c
T T
r rr r
p s p sc r l
s sc c l l
E R
E ER R
f 0 0
q q
f f
q q q q
 
( ) ( )
, ( , ) ( , )( , ) ( , ) ( ,1) ( , ) ( , ) ( ,1)
( ,1) ( ,1)
1
s
s ns T Tp s s i s is i s i c s i s i c
c c
i
E R
U S U q U D U q
q q
, 
( , ) ( , )
( , ) ( , ) ( , )
( , ) ( , )
1 0 0 0
0 1 0 0 ,
0 0 1 0
s i s i
s i s i s i
s i s i
z y
z x
y x
U
( , ) ( , ) ( , ) ( , ) ( , ) ( , ) ( , ) ( , )diag , , , diag , , ,s i s i s i s i s i s i s i s ix y z x y zs s s d d dS D  
( ,3)
( ,3)
( ) ( )
, (c,3) ( ,3) ( ,3) ( ,3)
( ,3) ( ,3)
( ,3, ) ( ,3, )( ,3) ( ,3,1) ( ,3, ) ( ,3, ) ( ,3, )
( ,3, )( ,3) ( ,3,1)
,
diag , , , diag , , ,
diag , , ,
f f
c
rfe
c
rfe
l l
p s c c c
c c
c n c ic c c i c i c i
ψ φθ
c nc c
E R
s s s
S q D q
q q
S S S S
D D D
( ,3, )( ,3, ) ( ,3, ) ( ,3, )diag , , ,
c ic i c i c i
ψ φθd d dD
  
( ) ( ) ( )
, ( ,3)( ) ( ) ( ) ( ,3)
( ) ( ) ( )
( ) ( ) ( )
, ( ) ( ) ( )
( ) ( ) ( )
,
,
r r r
p s cr r T r T c
KL KL j Kc c r
j j
r r r
p s r r T r T
KL KL jl l r
j j
E R e
δ s d
q q l
E R e
δ s d
q q l
r r JT r
r r j
 
(0) (0) ( ), ,r TKL KL KLK L lr J r r r r
( )
( )( ) ( ) ( )
0 ( )
1, 0
, ,
0, 0
r
rr r r
r
e
e l l δ
e
 
1
2
3
1 0 0 0
0 1 0 0
0 0 1 0
j
J j
j
, 
( ,2) ( ,2) ( ,3) ( ,3)
T
d d d d
dr dr dr dr drt δt t δtt 0 0 ,  
560
  
( , ) ( , )
,( , ) ( , ) ( ) ( , ) ( )( ) ( )
, ,( ) ( )
d p d p
p sd p d p c d p cc c
j jdr dr j dr jc c
j j
E R
t s q q d q q
q q
,  
3 4 5
( , ) ( , )
, ( , ) 3 ( , ) 4 ( , ) 5( , )
,
( ) ( , )
,
15 6
, for
( ) ( ) ( )
, for
c p c p
in j c p c p c pc p
dr j
c c p
fin j
at at at
q t T
T T Tq
q t T
, 
( , ) ( , )
,, ,
c p c p
in jfin ja q q  
( )
( , ) ( , )( , ) ( ) ( , ) ( )
0
d
d
d
t l
d p d pd p l d p l α
p α i αdr d
e
δt k e k e t k
t
, 
( ) ( ) ( )
,
( )l l lα α α
α t n
e w t c , 
( ) ( ) ( )
( ) ( )
( )
( ) ( ) ( ) ( ) ( )
( )
sin , 0.5
0, 0.5 1.5
( )
sin 1.5 , 1.5 2
0, 2
l l l
α
l l
l
α l l l l l
α
l
A ω t t T
T t T
w t
A ω t T T t T
t T
 
( )
( ) 2
r
l lT π
g
, 
( )
( )
2l
l
π
ω
T
, 
( ,2) ( ,3)
T
d d
f f ft tt 0 0 . 
Dynamics equations of motion have been integrated using constant step-size Runge-Kutta 4th 
order method. 
3. Numerical results 
The parameters of the drives, supports and PID controller settings are presented in Tables 1,2 and 3 
respectively. 
Table 1. Parameters of the drives and friction 
dr p   
 2  3  
 
( , ) 1[Nmrad ]d ps  510  
( , ) 1[Nmsrad ]d pd  27 10  
( , ) o
, [ ]
c p
in jq  0  30  
( , ) o
, [ ]
c p
fin jq  90  60  
( , )d p
sμ  0.2  
( , )d p
kμ  0.1  
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( ) 1
, [rads ]
c
S jq  
310  
( , ) 1
0 [Nmrad ]
d pσ  310  
( , ) 1
1 [Nmsrad ]
d pσ  5  
( , ) 1
2 [Nmsrad ]
d pσ  0  
γ  2  
Table 2. Parameters of the supports 
supi  1  2  3  4  
 ( , )[m]s ix  0.35  0.35  0.35  0.35  
( , )[m]s iy  0.325  0.625  0.625  0.325  
( , )[m]s iz  0.23  
( , )
,0
, ,
[m]s iα
α x y z
l  
0  
( , ) 1
,
[N m ]s iα
α x y
s  410  
( , ) 1[Nm ]s izs  610  
( , ) 1
,
[Ns m ]s iα
α x y
d  210  
( , ) 1[Nsm ]s izd  310  
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Table 3. Parameters of the PID controller 
jib  friction  symbol  ( ,2)dpk  
( ,2)d
ik  
( ,2)d
dk  
( )[m]ltA  
rigid  
omitted  rig  510  10  310  
0.06  included  rig f  710  0  310  
flexible  omitted  flex  210  210  410  
 
In simulations dynamics of the crane with rigid links without friction ( rig ) and with friction in 
joints ( rig f ) are analysed. In the case when jib’s flexibility is taken into account friction in joints is 
omitted ( flex ). Time courses of tangent and normal components of the load position obtained for all 
analysed cases are presented in Fig. 2. Fig. 3 presents time courses of driving torques realizing assumed 
time course of the tangent component of the load position. The driving torque of the second link (
( ,2)d
drt
) contains correction of torque (
( ,2)d
drδt ) resulting from PID controller. 
 
Fig. 2. Time courses of tangent and normal component of the load position 
563
  
 
 
Fig. 3. Time courses of driving torques 
The numerical calculations show that PID controller can be used in order to compensate influence 
of friction in joints and jib’s flexibility on load motion. It can be observed significant impulses in time 
courses of driving torques when friction is taken into account. Better results of control are obtained 
when jib’s flexibility is omitted. 
4. Conclusions 
The paper presents a mathematical model of a truck-mounted crane which was designed for dynamics 
analysis. The model takes into account the flexibility of the crane’s support, one of the links, the drives 
and friction in the joints. The rigid finite element method was used for discretisation in order to take 
into account the flexibility of the link. The friction coefficients were determined by using the LuGre 
model. The results of the numerical calculations show that PID controller can be applied to control load 
motion for different crane’s models. The control of crane with rigid links and friction in joints gives 
better results than those with flexible links. According to the authors, the model presented here of a 
truck-mounted crane and the results of the numerical simulations can aid in the design process of these 
devices, especially in the selection of drive systems and control methods.  
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Features of low-channel sEMG and FMG control systems for the 
biomechatronic solution of human fingers replacement 
 
 
Kostiantyn Vonsevych, Mikhail Bezuglyi, Jerzy Mrozowski, Jan Awrejcewicz 
Abstract: An important role in construction of human hand plays the presence of 
fingers, which provides the most precise and delicate tasks. As consequence, in the case 
of their loss, even partial replacement of some function needs the application of multiple 
biomechatronic systems. The most modern solution that can be implemented as natural 
analogue is a bionic prosthesis. It usually consists of few individual modules such as 
electronic feedback and controlling units, mechanical parts etc. Construction of such 
prosthesis should have a biomimetic size, view and as more as possible amount of DoF. 
When the controlling unit, which is actually the “artificial brain” of the system, should 
be portable and have an appropriate level of accuracy. In general, a successful 
implementation of these modules needs a cumbersome or multi-channel hardware that 
makes a final device expensive or large and non-mobile. The one-channel sEMG and 
three-channels FMG controlling units based on ANN method of signal classification 
could be a possible partial solution to the described problem. ANN with well-organised 
structure and correctly selected TDF parameters of measured EMG signal can allow to 
produce a unit with classification rate more than 87% and 96% even with 6 types of 
provided movements. Joint use of such “artificial brain” in prostheses with 
microcontrollers based hardware can make it an enough portable for artificial fingers 
and now is studing in the research provided by authors. 
1. Introduction 
Everyday human makes a big amount of actions and activities, in a significant amount of which a 
presence of hand, wrist and fingers plays the key role. There are a lot of grips, grasp and individual 
finger movements that are frequently used in a daily activity and rehabilitation exercises [1]. They 
include full movements of the hand, digit flexion and extension, some combination of the finger 
movement etc. For example, such tasks like drinking, or some gestures from sign language that can be 
used in activities of daily living (ADL) includes various types of hands movement [2; 3]. According to 
the literature, there are several hand grasps and movements which is using more frequently in ADL [4-
6], but anyway it is obvious that the loss of a limb has a significant negative impact on the person. 
The possible decision that can help to partially replace the function of the health hand is the using 
of different types of modern bionic prostheses devices. The technology of upper extremity bionic 
devices, robotic multi-dexterous hands such as Bebionic3, Touch Bionics i-Limb, Otto Bock’s 
Michelangelo hand, and others which are commercially available in the last decade [6], makes this task 
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more realistic. However, despite the fact of advances in prosthesis technologies, the significant 
challenges remains in prosthetic design and control for them to be well accepted and integrated into 
daily life [7]. One of the difficulty is that the increased complexity of prosthesis also makes the new 
challenge of effectively controlling these devices, their reliability and integrated user-friendly control 
interfaces without misclassification of the user’s intentions and unplanned movements [6-7]. 
Nowadays, the technology for recognizing hand and finger gestures is significantly improved and 
except of the prosthetic control have an active implementation as a subject of research in various fields, 
such as robotic telemanipulation of rehabilitation, assistive devices, virtual reality or human–computers 
interaction [4; 8]. One of the common challenges in all of these fields is to develop the control interface 
of an automated assistive device for providing an operation in a more precise human-like manner as 
also as improving the wearability of such devices for monitoring. In addition to efficiency, the 
realization of these purposes allows to decrease the discomfort and embarrassment of the patient that 
has to take a rehabilitation procedure for long periods [4; 9]. 
In modern prosthetic control, there are various interfacing devices and techniques for controlling 
prostheses with various efficiencies of control which is usually can be categorized into vision devices, 
inertial sensors, data gloves, and muscle or neural activities sensor based technologies [[7;8]]. Each of 
these categories has some features. For example in a case of tasks like prosthesis control, where motor 
control is needed, the using of internal sensors or data gloves is not always possible and largely relies 
on the position of the sensors, accelerometers and gyroscopes attached to a user’s wrist and fingers. So, 
as a consequence, in many prosthesis applications the using of direct biological control, i.e., utilizing a 
human physiological signal, is more desirable and natural [4; 9].  
The most established noninvasive technique to record and analyze body part movements is by 
measuring the electrical activities of the corresponding skeletal muscles. This technique is called 
surface electromyography (sEMG) and in general, before its next implementation, requires of 
amplifying and filtering, rectification and smoothening of the signal, measured at the time of procedure 
for making it useful for the next calculations and for the possibility of their using in classification units 
of prosthetic devices. The technique of surface electromyography has been extensively investigated in 
decipher of hand gestures and it classified the different types of grasp and actively used for movement 
pattern recognition and classification of some complex hand movements as also as individual finger 
movements [8-11]. However, despite the fact that this technique has been widely used for hand and 
finger movement prediction, there are some disadvantages that is limiting their practical use in medical 
applications and creates a large inconsistency between laboratory results and those observed in realistic 
clinical setting [7; 9; 15].  As an example of such disadvantages can be highlighted: 1) Sensitivity of 
sEMG signals to noise caused by electrode displacement, poor contact, sweat or skin impedance; 2) 
Decline of performance of sEMGs due to change of user's hand position or muscle fatigue; 3) Necessity 
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of placement of the sEMG electrodes on a specific muscles, which requires work preparation and 
previous knowledge of the muscle anatomy; 4) Necessity of feature extraction in order to achieve 
optimal training results, which can be a challenging and time-consuming procedure [4; 6; 7; 9]. 
That is why there is a recent interest in the development of more easy-to-use approaches to classify 
and predict the finger and hand movements. One of such approaches is using a less researched method 
of Force Myography (FMG). FMG, which is also referred to as residual kinetic imaging (RKI), 
Topographic force mapping (TFM), or muscle pressure mapping (MPM), is a technique which utilizes 
force resisting sensors surrounding a limb to register the volumetric changes of the underlying 
musculotendinous during muscle activities and according to, [6] can be effectively used for real 
prosthesis implementation even with commercial devices [1; 6; 7; 9; 10; 12].  
As a sensitive element in the FMG methods can be used Force Sensing Resisters (FSR) [2; 7; 10; 
12], Filament Strain Sensors (FSS) [4] or Resistance strain gages (RSG) [3] with different shapes and 
amount of sensors in a measurement array. In this case, FSR is a polymer thick film (PTF), which 
exhibits decreasing resistance as increasing force, is applied to the active area. [1; 8; 9]. An FSS it is a 
sensors, fabricated by using a mixture of thermoplastic and nano-conductive particles; this blend is 
extruded into small filaments of diameter 0.7 mm and length of 1.5 cm [4]. And an RSG are based on 
electrical resistance sensors which usually embedded in a transparent flexible wristband, covering the 
entire measuring zone [7]. Amount of pressure sensors depends from each specific research and in 
general varying from 8 to 128 channels (for so-called high-density force myography (HD-FMG) [7; 
13]. 
Studies show that FMG similarly to the sEMG, are able to successfully classify different grasps 
types, predict the strength of a grip, detect some positions of the wrist and elbow related movements, 
have a possibility to predict the different finger gestures, or for example, to detect upper-extremity 
movements in a task as drinking a glass of water. It can be effectively utilized for rehabilitation 
applications, to control prosthetic devices as also as in the creation of human-machine interfaces and 
industrial robots, as well as the creation of monitoring systems for some rehabilitation programs [5; 7; 
9; 10; 12].  
Compared to sEMG, FMG technique is relatively unexplored and less standardized, but has several 
potential advantages as 1) Insensibility to external electrical interference or sweating; 2) It does not 
require the same level of signal processing required in EMG datasets; 3) It is  more easy-to-use, 
affordable alternative to other muscle activity tracking methods, an experimental prototype for which 
can costs less than US $50 [1; 12; 14]. 
However, it is also should be taken into account some limitations of this method, among which 
can be highlighted: 1) The measurement efficiency depends on the type of used sensor; 2) In the most 
of situations, systems based on FSRs requires a close contact with the skin of a user to ensure that the 
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movements can be detected. [4; 12]; 3) According to the literature, on the accuracy of FMG based hand 
and finger movements recognition have an influence such factor, as: position of the hand in a space 
during the measurement [7; 14], the placement of measurement sensors on forearm region [12], the 
force exertion level while measurement procedure, as also as providing the minimum grasping force 
needed for a grasp classification with an acceptable accuracy [8]. 
In the field of work with sEMG signal it is usually calculating some Features of sEMG signal 
which in general can divide into four main categories for achieving of signal classification good results: 
time domain features (TDF), time-series domain (TSD), frequently of the spectral domain (FD) and 
time-frequency domain (TFD) [15; 16]. One of the most popular categories of characteristics is a time 
domain features that can give a high classification ability without using complex mathematical 
equations. A set of TDF-features can include different characteristics and in general, takes into account 
mean absolute value (MAV), integral absolute value (IAV), standard deviation (SD), variance (VAR), 
wavelength (WL), root mean square (RMS) or Willison amplitude (WAMP). In the case of FMG in 
order to determine the state of a hand, most of the research has focused on the classification of the raw 
FMG signal (i.e. instantaneous FMG samples). However, given the temporal nature of force generation 
during grasping, the use of temporal feature extraction techniques may yield an increased accuracy of 
measured signals classification [5]. TDF-features which are using for classification of sEMG signal can 
be also implemented in this method simultaneously with features like an RMS, waveform length, 
autoregressive coefficient, linear fit (LF), parabolic fit (PF) etc [6; 10]. 
Usually, feature extraction of FMG and sEMG signals carried out on time intervals with define 
lengths that depend on the type of provided movement and in general takes values from 32 to 300ms. 
Besides, the data movement is usually normalized before the feature extraction and classification of the 
measured signal. For data normalization can be used different methods such as scaling, based on 
minimum and maximum values, standardization using standard deviation (z-score normalization), and 
normalization by maximum value of some label parameter [1; 4; 7; 14] 
There are many machine-learning methods, which can be used for classification of FMG or sEMG 
signals with the purpose of their next implementation for gesture recognition in control units of bionic 
prosthetic devices. The most popular methods used to the classification of hand movements are Support 
Vector Machines (SVM), Fuzzy and Neuro-Fuzzy Systems, Artificial Neural Networks (ANN) and 
Linear Discriminant Analysis (LDA) [1; 2; 7; 10; 17; 18]. Each of these methods can give a different 
level of classification accuracy depending on the number and quality of input parameters and usually 
depends on specific research.  
As it was said earlier, there are many factors that influents on the classification of hands and finger 
movements and accuracy of user-friendly algorithms of prosthesis control. In the most of situations for 
the achievement of a high results, the classification systems requires different parameters, as also a big 
570
  
amount of measuring channels in the devices, which can vary from 2 to 8 for sEMG and from 8 to 128 
for FMG controlling devices. Despite the fact that increasing of measuring channels increases an 
accuracy of controlling module of prosthesis devices, it also makes the final devices more complex and 
expensive. That fact also can make a final system cumbersome and not portative, which is very 
significant for prosthesis implementation (especially for wrist and fingers prosthesis). In this study, we 
propose two methods of finger movements classification based on low-channels sEMG and FMG 
measured systems and machine learning technologies. 
2. Methods 
For providing an experiment in that research the control group of 10 healthy volunteers (in age from 10 
to 50 years old) were invited to provide the set of 6 gestures. The gender of the measured subject 
includes Male and Female persons. All invited volunteers were informed about the process of research 
and signed the contest form with the questionnaire before an experiment. The form in questionnaire 
includes questions about some anthropometric data (mass, weight and body structure etc.) and 
clarifying questions about the state of the skin and availability of previous trauma in a zone of providing 
measurement. Each volunteer was comfortably sat on a chair in front of a desk, both of standard height 
and depth, and was informed by experimenter about the process of measurement and types of providing 
gestures, with sufficient time to practice in it, if it was needed. 
As the set of researched movements in this article have been proposed different types of fingers 
flexion and extension. It consists of four individual finger movements (pinky, ring, middle and index), 
in which only one finger is activated and causes muscle activity in a muscle group related to this finger, 
called A1-A4. An activated finger moved from starting position (relaxed hand laying on a table with an 
open palm facing up) to the point of reaching the inner surface of the palm and the same way back. And 
two combined finger movements B1 and B2, which activated multiple muscles and include the 
simultaneous movement of three fingers (pinky, ring and middle) for a gesture of B1 and four fingers 
(pinky, ring, middle and index) for a gesture of B2 according to the principle described for A1-A4 
gestures above. Each of provided movements repeated 5 times in the same time interval. 
For providing a research two types of measurement devices were used by authors. The first one is 
the device for measuring sEMG signal based on MyoWare sEMG module from Advancer technologies. 
This is one-channel sEMG module created especially for the possibility of it direct use with ADC of 
microcontroller, which gives the possibility to work with RAW sEMG signal as also as with already 
rectified and integrated sEMG signal. 
Myoware has embedded electrode snaps right on the sensor board itself, replacing the need for 
advanced cables and having a wide supply voltage range from 2.9 to 5.7V that makes it very 
comfortable for portative use. In the scheme of the sEMG measurement device were also included 
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Microcontroller Atmega 16 (Atmel Corporation) and HC-12 SI446 UART-RF module. The short 
sEMG device work algorithm has as follows: after the power supplying and turning the device on, the 
sEMG signal is measuring by MyoWare module and goes to an analogue-digital converter (ADC) of 
microcontroller Atmega 16. 
In a microcontroller, the received signal is transformed to the appropriate level of voltage 
amplitude based on the reference voltage of microcontroller and MyoWare module. On the next step, 
the certain level of amplitude is transferred to UART-RF module for their next use in a special 
customized visual software on PC. Herewith, the delay between transferring of each portion of 
information is 1ms, a Baud Rate of UART is 9600 bod and the working frequency of microcontroller 
and ADC is 2 MHz and 500 kHz respectively. As measuring sensors for the MyoWare module were 
used F-55 surface Ag-AgCl electrodes from the SkinTact Company.  
The second device (Fig. 1a) used in this research is FMG measuring bracelet based on three FSR 
400 Short force-sensing resistors by Interlink Electronics, microcontroller Atmega 16 and HC-12 SI446 
UART-RF module. FSR 400 are polymer thick, film based sensors with large sensitivity range (0.2N–
40N), which exhibits resistance in the result of the force applied to the active area and have an almost 
linear transfer function for small forces (0N–15N) [19]. Three sensors FSRs (included in an electric 
circuit of amplifying taken from the datasheet) were placed on 2 cm apart from each other supported 
by two soft and one firm thin layers of soft tape and plastic sheet respectively (Fig.1.b,c). The total 
length of the strap was approximately 30 cm. The FMG bracelet device work algorithm was the same 
as in sEMG device, with the same parameters of Microcontroller, ADC and Baud Rate of UART 
described above, however with the different amount of input ADC channels, which was equal to three.  
The principle of sEMG and FMG measuring devices placement shown in Fig.2. Both devices 
placed simultaneously on the left forearm of the volunteer. Where measuring electrodes for sEMG 
placed on Flexor Digitorum Superficial muscle (on the same distance N from the elbow joint in 
alignment with the length of a forearm) and the ground electrode was placed on the elbow bone of the 
same hand. 
 
Figure 1.   FMG bracelet and the principle of three FSR 400 sensors placement. 
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In the case of FMG measuring devices, based on works [4; 14], authors proposed hypotheses that 
FSR sensors can be implemented for measuring a pressure, caused by movement of muscle tendons 
which responsible for moving the respective fingers. As consequences, FMG bracelet with FSR 
measuring sensors was placed on the anterior wrist zone of a forearm on the distance that equal 
approximately 2 cm respectively for the length of forearm (Fig. 2). 
 
Figure 2.   sEMG and FMG measuring devices placement principles  
Both types of signals from the FSRs and sEMG sensors were synchronized and recorded using 
special created visual software (Fig.3) on the working laptop. The created software gives a possibility 
to show the measured signals in a real-time mode and to show the type of provided movement and 
create a short-form database (with a sequence number of subject, his name, age and gender) which 
include text files with received measured data. 
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Figure 3.   Visual software and example of measured sEMG and FMG signals received by them 
3. Features and methods of classification 
       For both the sEMG and FMG approach methods of feature extraction were the same. The measured 
data were firstly normalized and only after that, the relevant features of signals were extracted. For 
FMG signal was used the method of Min-Max normalization [20], and sEMG data were normalized by 
maximum amplitude value of B1 movement. The dataset has been divided into five time-windows. 
These time-windows includes data from each trial for a selected type of movements which were 
described before. The width of the window consisting of 50 points and was equal to 50ms. 
As empirical parameters of sEMG signals were used four-time domain features: Integral (Int), Peak 
(P), Variance (VAR) and Mean Absolute Deviation (MAD) [21]. For FMG signals parameters were the 
same, instead of the value of Peak (P) which was not included like an input of the model.  In this case, 
the integral – it is a trapezoidal integration of chosen sample that allows to calculate the area under the 
measured signal. The peak – it is a maximum value of measuring amplitude for the sample in a chosen 
window. The variance and mean absolute deviation – that is the features, which allows to measure of 
by how much the value in the sample are likely to differ from their mean.  
In this study was used the ANN method of sEMG and FMG signals classification to identify 6 
different types of movement described above. ANN model was designed using Matlab’s Neural 
Network Toolbox, for estimation the No/Yes confirmation category (0 or 1, respectively) for each type 
of movement based on the empirical parameters (inputs) listed above. For the possibility of the correct 
comparing of proposed low-channel measurement systems in this work, ANN classification model was 
used for classification of two types of input data: data from one-channel sEMG and three-channel FMG 
systems. The set of input data used for classification of signals consist of 765 samples for training and 
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135 for testing in the case of one-channel sEMG and 2295 samples for training and 405 for testing for 
three-channels FMG. 
For this study were tested different ANN models with different amount of hidden units and training 
error goals. The final testing ANN structures were feed-forward ANN’s, with layers and scaled error 
correction conducted via the Levenberg–Marquardt back-propagation algorithm. The first layer 
consisted of a set of independent variables, which included 4 input units for sEMG signals and 9 input 
units for FMG signals. The second layer of a proposed model called hidden layer (HL) and consisted 
of 40 hidden units (HU) for sEMG and 30 HU for FMG. The last layer consisted of 6 output units, 
representing the estimated decision about confirmation category to each type of movement. The hidden 
and output units summed incoming weighted connections and processed an outgoing activation signal 
with a sigmoidal transfer function in the hidden units and a pure linear transfer function in the output 
units. Back-propagated error correction of the synaptic weights and biases was also conducted using 
the Levenberg–Marquardt algorithm. In this study, the networks were trained using a training error goal 
(E) of 0.001 and the training continued until the error goal was met, or until the network had run for 
1000 epochs. The training proportion was set at 0.85 and the remaining data (15 %) were used to test 
the ANN performance with data that were different from those used in the training. 
4. Results and discussion 
This study sought to demonstrate the ability of an ANN model to accurately recognize types of finger 
movements based on TDF-features of signals measured by low-channel sEMG and FMG systems. The 
results of provided a classification of one-channel sEMG and three-channel FMG systems by using a 
proposed (and described above) ANN classification models are shown in Fig. 4. The effectiveness of 
categorization was measured by the ROC (receiver operating characteristic) value calculated for each 
system. Specifically, the ROC value is calculated as the area under a curve, which is generated from 
the specificity and sensitivity results of multiple diagnostic testing sessions. Specificity is defined as 
the proportion of false-positives (movements categorized to one finger, when they are in fact of another 
finger). Sensitivity is defined as the proportion of true positives (movements appropriately categorized). 
Comparing with the results achieved in authors study in the articles [10] have shown that 8 
measuring channels for both sEMG and FMG methods can successfully predict elbow, forearm and 
wrist positions with accuracies of 84.3%, 82.4% and 71.0% using FMG and 75.4%, 83.4% and 92.4% 
accuracies for predicting the same respective positions using sEMG. In a study [7] authors used 16 x 8 
(128 FSR sensors) to recognize eight gestures: wrist flexion, wrist extension, supination, pronation, 
open hand, power grip, pinch grip and rest. Each performed from nine different positions ranging from 
[-90°, 90°] and classified with an accuracy of 90% using ANN model. Also, in the research [9] thumb 
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and middle and index fingers movements prediction were studied using an array of 8 FSRs with 
resulting correlation coefficient of 0,96. 
 
Figure 4.   ROC curves of sEMG and FMG data classification accuracy 
The methods proposed by author instead of used microcontroller, were based on measuring one-
channel sEMG and three-channel FMG measuring devices simultaneously with simple ANN model of 
classification. The classification accuracy is relatively high and ranged from 96,60% for sEMG signals 
and 96.74% FMG respectively. As a continuation of this research the sample set and pattern of 
recognized motions should be increased as also as the one-channel FMG-system with the different 
bigger type of measuring sensor should be tested. Moreover, the achievement results should be tested 
in accordance with the spatial arrangement of measuring systems and the forces of fingertip 
compression during research [7; 8] as described in the related articles discussed above in the text. 
5. Conclusions 
In this article have been proposed two types of low-channels measurement devices of biological signals, 
which together with relatively simple ANN model of classification could allow to recognize different 
finger movements and can be implemented as control units in biomechatronic solution for human 
fingers replacement. Reviewed devices based on sEMG and FMG signals measurement techniques and 
with one and three measurement channels respectively. The ANN model used in this research were 
trained with error goals of E=0.001 and consisted of the HL=1 hidden layer and HU=40 hidden units 
for sEMG signals and HU=30 for FMG respectively. According to the results described in section 4, 
we can observe that ROC values of classification accuracy for multi-channel FMG measurement system 
576
  
are higher approximately on 8% in comparing with the single sEMG system. Despite the fact that multi-
channel FMG system has a higher accuracy, both systems can be equally effectively used for 
measurement and next classification of different single and complex movements of human fingers and 
can be implemented into high mobility fingers prostheses for the creation of low-cost and effective 
bionic and biomechatronic systems. 
Moreover, the hypothesis about using the FMG device for measuring of tendons movements was 
also confirmed by authors and the increase of training data samples for classification sample can 
improve the further classification accuracy of proposed technologies. 
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Energy based composite damping modelling
Mario Wuehrl, Matthias Klaerner, Lothar Kroll
Abstract: Both, composite materials with either anisotropic layers, like fibre-
reinforced polymers, or isotropic layers like metal or simple polymer layers
offer a high potential in lightweight design applications. However, the thin
structures react delicately to vibrations due to their high stiffness to mass
ratio. In general, the damping of these composite materials is estimated using
volumetric based averaging. However, thin structures show primary out of
plane loads, for which the main strain energy is stored in the outer layers. As
the damping of a material is a dissipation of strain energy under cyclic load,
we assume that the outer layers contribute more to the complete composite
damping making a volumetric mean value insufficient. In detail, the strain
energy is varying not only by thickness but locally distributed among the whole
part. The presented approach uses the FEA-based strain energy distribution
to estimate the overall damping of the composite. This leads to an energetic
averaged damping for each specific deformation state. The new model can be
applied for modal damping of different mode shapes or amplitude dependent
damping for nonlinear materials. As an example, the damping of a hybrid
composite with steel face sheets and a very thin shear sensitive plastic core
is estimated for different stress states. Furthermore, the applicability of this
modelling approach is discussed for composites with anisotropic layers.
1. Introduction
Composite structures such as fibre reinforced plastics (frp) or metal plastic composites (mpc)
tend to be sensitive to vibrations and thus to structure borne sound radiation. Especially frp
offer a unique range of adjustable material properties by numerous influencing parameters
such as fibre and matrix material, fibre volume content, textile structure of fabrics, fibre
orientation and layup. Moreover, mpc offer the possibility of a highly shear sensitive core,
in which the vibration energy dissipates [3]. For anisotropic frp materials the damping
prediction by basic assumptions as the rule of mixture or micro mechanics is not suitable
due to the missing fibre-matrix interactions. Thus, damping in such materials can not only
be described as a material property and has to be treated as complex relation between
material properties, the layup and the deformation characteristics including all boundary
conditions [2].
579
Laminate properties are usually based on the classic laminate theory and hence imply
perfect bonding between all plies, no strains or stresses out of plane, linear elastic behaviour
and small deformations. The notation used here is number subscripts (1, 2, or 12) for the
principal material directions of a lamina as well as letter subscripts (x, y, or xy) for the
global laminate coordinates. Hence, the normal direction of the laminate is equally 3 and
z. For anisotropic materials the characterisation of the elastic and damping properties of
multi-layered composite beams is done by three basic deformation modes: longitudinal - fibre
direction, transverse to the fibre direction and transverse shear deformations (Adams et al.
1994), resulting in three specific damping capacities (ψ1, ψ2, ψ12), which is the basis for the
well-known Adams Bacon model [1]. Moreover, it is based on identical elastic behaviour for
tension and compression for low stress amplitudes. The damping capacity can be described
as
ψ = Ediss
Epot
(1)
with the total energy dissipated per vibration cycle
∆Ediss =
∫
V
ψσdV . (2)
While frp damping is predicted with an anisotropic model already based on strain energy, for
isotropic materials a volumetric average for the damping is used. This volumetric average
damping is often referred as structural damping. This structural damping is based on the
assumption that damping forces are proportional to the forces caused by stressing the struc-
ture and opposed to the velocity [5]. Structural damping is intended to represent frictional
effects in the material such as viscous behaviour. For different stress states, this structural
damping remains the same and is assumed equal for all elements of a material. Especially for
multi-material-systems, such as mpc, the different materials are not stressed equally. Under
dynamic tension for example, the main stress occurs in the face sheets. Therefore, the new
approach averages the damping of the materials of a mpc by their strain energy density
distribution for a specific load case or mode shape.
2. Strain energy based damping modelling
The strain energy E can be calculated using the strain , the stress σ and the Volume V of
any element in a material.
Epot =
1
2V σ (3)
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Both load case depended values in 3 have six independent components and thus, the strain
energy as well as the strain energy density U
U = Epot
V
= 12σ (4)
are expressed in six components [4]:
U = 12(σ1111 + σ2222 + σ3333 + σ1212 + σ2323 + σ1313)
= 12(U11 + U22 + U33 + U12 + U23 + U13)
(5)
With the Youngs modulus E and Hooke’s Law
E = σ

(6)
the quadratic increase of the strain energy density with increasing load can be pointed out:
U = 12E
2 = 12
σ2
E
. (7)
We further use the mean strain energy density
U = Epot
V
= U11 + U22 + U33 + U12 + U13 + U23. (8)
In figure 1 the stress, strain and strain energy in x-direction are shown for a specimen
under tension.
Figure 1. Strain, stress and strain energy in x-direction for a specimen under tension
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3. Comparison for a metal-plastic composite
For the presented study the strain energy based damping approach is compared to the
conventional volumetric averaging. The mpc consists of three layers, two face sheets with
0.75 mm thickness and a 0.05 mm thick polymer core. Assuming a damping of 0.1 for the
core and 0.001 for the face sheets the volumetric mean value for the mpc can be calculated
with:
Dvol =
Vcore
Vtot
Dcore +
Vfacesheets
Vtot
Dfacesheets (9)
This damping is conventionally assumed for all load cases in static simulations or mode
shapes in steady state dynamics.
The strain energy approach is shown for two different static load cases. First a specimen
under pure longitudinal tension is shown in figure 2. In this case, the main strain energy
occurs in the face sheet and the U11 component is dominant.
Figure 2. Strain energy distribution for longitudinal tension (facesheet in line 1 and 2, core
in line 3 and 4
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Figure 3. Mean strain energy density for tension
Figure 4. Strain energy distribution for a cantilever beam(facesheet in line 1 and 2, core
in line 3 and 4
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Figure 5. Mean strain energy density for a cantilever beam
The second static load case is a cantilever beam, for which the strain energy distributions
are shown in fig. 4. For the face sheets, the dominant strain energy occurs in the x-direction,
while for the core the main energy component is shear in the xy-plane (s. figure 5). For the
mean strain energy density, this means that 89.411% of it occur in the core material.
So, different load cases result in a different strain energy and strain energy density
distribution and thus, not all components of the mpc store and dissipate the same amount of
energy, making the volumetric average insufficient. The strain energy density based average
of the damping can be calculated using the following formulation:
DSE =
Ucore
Utotal
Dcore +
Ufacesheet
Utotal
Dfacesheet (10)
Using the shown strain energy damping modelling, the damping for the tension load
case is 0.001 and 0.089 for the cantilever beam, making it a more realistic approach than
the conventional volumetric average damping with 0.004 for all load cases. For steady state
dynamics, this strain energy based damping has to be evaluated for each mode shape and
thus different mode shapes will have different damping.
Regarding the mean strain energy densities over all elements, 99.997% occur in the face
sheets (s. fig. 3)
4. Damping modelling of different types of composites
To discuss the damping modelling of different composite materials an overview of the ma-
terials is given in fig. 6. For a single isotropic material system the damping has only one
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value.
ψ = ψ1 = ψ2 = ψ12 (11)
Materials such as mpc consist of more than one material and thus, for each isotropic
material one damping value is needed. For a symmetric isotropic composite like discussed
in chapter 3 two damping values have to be determined. However, it is often not possible
to characterize the core material itself due to its low thickness and low strength. Therefore,
special test methods have to be used in which the main fraction of the load occurs in the
core material. Hence, a material with N isotropic components needs N specific damping
capacities.
Composites with orthotropic properties such as frp materials offer different stiffness lon-
gitudinal and transverse to the fiber direction. With the assumption that all shear damping
components are equal and that the laminate is thin, so no damping in normal direction is
present, the damping of such materials is described by three values (ψ1, ψ2, ψ12).
If the composite consists of more than one material and an anisotropy is present, the
damping of such a composite gets even more complex with three components for anisotropic
layers and one for the isotropic layer. The presented strain energy density based damping
modelling for isotropic materials offers the potential to model the isotropic layers with a
similar approach as the anisotropic layers modelled with the Adams Bacon model.
Figure 6. Scheme for the increasing complexity of damping models
5. Conclusions
Conventional approaches for the damping of isotropic materials are different to anisotropic
materials . While anisotropic materials are described by taking the strain energy of the ma-
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terial into account, isotropic materials are normally averaged using the volumetric average.
Thus, for isotropic materials the damping is independent of the energy distribution. Espe-
cially for steady state dynamic simulation with different mode shapes the energy distribution
between the materials of the composite changes significantly, making a volumetric average
insufficient for damping modelling.
The strain energy density based modelling presented, also offers the ability to model
nonlinear material properties such as amplitude depended damping, therefore further studies
address the layer-wise strain energy related experimental characterisation. An FEA-based
design of experiment will be further implied using the mean strain energy per component as
a criterion rating the amplitudes for the description of an amplitude dependent behaviour.
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Nonlinear acoustic metamaterials: Editable dynamics
Tianzhi Yang, Zhiguang Song
Abstract: Acoustic metamaterials with specifically designed lattices can manip-
ulate acoustic/elastic waves in unprecedented ways. Whereas there are many
studies that focus on passive linear lattice, with non-reconfigurable structures.
In this letter, we present the design, theory and experimental demonstration
of an active nonlinear acoustic metamaterial, the dynamic properties of which
can be modified instantaneously with reversibility. By incorporating active and
nonlinear elements in a single unit cell, a real-time tunability and switchability
of the band gap is achieved. In addition, we demonstrate a dynamic editing
capability for shaping transmission spectra, which can be used to create the de-
sired band gap and resonance. This feature is impossible to achieve in passive
metamaterials. These advantages demonstrate the versatility of the proposed
device, paving the way toward smart acoustic devices, such as logic elements,
diode and transistor.
1. Introduction
Metamaterials are man-made composites that control waves in ways that are not available in
nature materials, resulting in exotic behavior [16, 21]. The acoustic metamaterials can ma-
nipulate waves with wavelengths much larger than the structure features of the system and
have been successfully applied for acoustic wave cloaking [5, 22, 35], imaging [30], wavefront
modulation [31,32], and vibration control [14,15,18,20,28,34]. The extraordinary ability of
acoustic metamaterials is bestowed by band gaps, within which elastic/acoustic waves ex-
perience strong attenuation. Band gaps are typically generated from two main mechanisms,
namely Bragg scattering [23] and local resonance [17]. In most acoustic metamaterials, local
resonance is the main mechanism. However, most acoustic metamaterials comprise passive
building blocks, such as internal resonator, which limits the tunability during operation.
As once fabricated, their structures modification is generally difficult, making it hard to be
reconfigured beyond their design.
Soft metamaterials are very promising for overcoming this difficulty, which have recently
received increased attention due to their unusual properties [4,26,27]. When these structures
are subjected to external load, remarkable phase transitions can be switched in a sudden
but controlled manner. It is expected that such media can offer new opportunities for the
manipulation of elastic wave and sound in a smart manner. Nevertheless, as local instability
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(buckling) is required in this strategy, the large plastic deformation may occur, leading to
an irreversible, relatively slow tunability. Moreover, this strategy often requires additional
facilities to apply continuous external pressure during operation, inherently limiting their
practical application. In this letter, we demonstrate an acoustic metamaterial that has a
real-time reconfiguration ability. On the other hand, some active acoustic metamaterials have
been presented to circumvent these limitation [1–3, 9–11, 24, 29, 33]. Nevertheless, most of
the active acoustic metamaterials are based on linear internal resonator [1,2,9–11,24,29,33],
which exhibits relatively narrow operation frequency range. Although a nonlinear acoustic
metamaterial device was theoretically presented in Reference [19], there is no experimental
demonstration in the literature known to the authors. In this letter, we combine both
active and nonlinear elements in a single metamaterial device. Specially, some unexplored
phenomena like real-time, programmable, reconfigurable band gaps, and transition dynamics,
are unveiled.An electric-controlled programmable acoustic metamaterial. (a) The device
comprises 10 unit cells and fabricated using 3D-printer and. Each cell is connected by an
independent switch and the whole acoustic materials is controlled by a digital controller.
(b) Close-up of a single unit cell comprising a square frame, two curved beam and a pair of
electromagnets
Figure 1. An electric-controlled programmable acoustic metamaterial. (a) The device
comprises 10 unit cells and fabricated using 3D-printer and. Each cell is connected by an
independent switch and the whole acoustic materials is controlled by a digital controller.
(b) Close-up of a single unit cell comprising a square frame, two curved beam and a pair of
electromagnets
Figure 1 (a) shows a 1D acoustic metamaterial with ten periodic unit cells is fabricated
out of Polylactic Acid (PLA, with Youngs modulus is Es=3.5 Gpa, Poisson ratio µs = 0.36,
mass density ρs = 1250 kg/m
3) using a 3D-printer (Replicator 2X, MakerBot). Each unit
cell comprises of two nonlinear internal resonators fixed in a 3D-printed square frame with
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a lattice constant a = 65.1 mm, wall thickness ts = 2.2 mm and height h=20 mm. Figure
1 (b) shows a typical implementation of a unit cell. A pair of cylindrical electromagnets
(radius R=10 mm, height hc=15 mm and mass m =20 g) are arranged with a gap of 1.1
mm and mounted on the two curved beams, acting as two independent nonlinear internal
resonators. Each unit cell is connected to a switch and powered by a DC current supply.
Therefore, each internal resonators can be controlled individually and continuously.
2. Device Design
The curved beam is the key element to support nonlinear stiffness. In the undeformed
configuration, it has width wb = 20 mm, thickness tb=1 mm and height hb=16 mm. In
Figure 2(a) we report experimental measurements of deformation to displacement relation
of a single curved beam. The stiffness value can be calculated through the slope in this figure
i.e. k = dF/dx. It is seen that the stiffness value monotonically increases with the applied
force, exhibiting a strongly hardening nonlinear property. Moreover, the stiffness value
significantly alters at 0.32 mm. To rapidly switch between high and low stiffness, electrically
switched electromagnets are adopted to generate the required deformation in a instants way.
When the circuit is turned off, the two electromagnets are separated and the undeformed
stiffness is measured as kun ≈ 7900 N/m. In contrast, when the circuit is turned on, the
two electromagnets are attached and each nonlinear curved beam has a displacement 0.55
mm, yielding a significantly large stiffness value: kde ≈ 59000 N/m. Here we use ON and
OFF to denote the deformed and undeformed configurations, behaving as coding elements
of 0 and 1, as shown in Figure 2(b). By coding the elements as 0000., 1100, and 1111.,
some interesting dynamical behavior may be achieved. Next, we numerically investigate the
propagation of acoustic wave through the acoustic metamaterial. With a long wavelength
assumption, the proposed 1D acoustic metamaterial could be modeled as a sandwich beam
with internal resonators. Therefore, the Timoshenko beam theory with internal resonators
is used to analysis wave propagation. The equation of motion for transverse vibration for
OFF state can be expressed as [6–8]
GA(w′′ + ϕ′)− ρAw¨ + kun
a
(v1 − 2w − v2) = 0
EIϕ′′ −GA(w′ + ϕ)− ρIϕ¨ = 0
−m1
a
v¨1 − kun
a
(v1 − w) = 0
−m2
a
v¨2+
kun
a
(w − v2)=0)
(1)
in which the EI, GA, I, A are bending rigidity, transverse shear rigidity, rotary inertia,
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Figure 2. Simulated dispersion and measured frequency-dependent transmission for the
samples. Both numerical Fig. 3 (a) and (c) and experimental Fig. 3 (b) and (d) results are
shown. The gray regions in in each subplot highlight the band gap
and mass of the beam per unit length, respectively. w denotes the transverse displacement of
the beam, denotes the rotation of the cross section, v1 and v2 are the oscillating displacement
of the mass m1 and m2, respectively. (v3 denotes the oscillating displacement of the attached
resonator). In our case presented here, m1 = m2 = 20 g. The effective material parameters
of the acoustic metamaterial can be analyzed based on cellular solids theory [12, 25]:E =
Es(ts/a), = 2s(ts/a), µ = µs(ts/a), G = E/2(1 + µ). For the ON state, the equation of
motion for the deformed internal resonator becomes
GA(w′′ + ϕ′)− ρAw¨ + 2kde
a
(v3 − w) = 0
EIϕ′′ −GA(w′ + ϕ)− ρIϕ¨ = 0
m1+m2
a
v¨3 +
2kde
a
(v3 − w) = 0
(2)
in which v3 is the displacement of the two attached electromagnets, which behaviors like
a single resonator. The displacement function can be assumed as
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w(x, t) = wˆei(qx−ωt)
ϕ(x, t) = ϕˆei(qx−ωt)
vn(x, t) = vˆne
i(qx−ωt)
(3)
in which n = 1, 2, 3. in which wˆ, ψˆ, and vˆn are coefficients of displacement amplitude. The
dispersion relation between the wave number q and frequency can be obtained by substitut-
ing Eq. (3) into Eqs. (1) and (2), respectively. Figure 3 (a) shows the simulated dispersion
relation between the first-three frequency branches. The dimensionless wave number is de-
fined as q¯ = aq. It is seen that a band gap appears between f=67-250 Hz in OFF state,
within which strong elastic wave attenuation takes place. Differently, for the ON state, the
acoustic wave in this range are allowed to propagate through the metamaterial, as seen in
Figure 3(c).
Figure 3. A 3D-printed unit cell.aMeasured force-displacement relation of a curved beam.
The effective stiffness can be calculated from the slope of the curve. Inset shows the curved
beam is subjected to an applied force F. bThe attached and detached configuration of a
single unit cell
To validate the numerical simulation, we experimentally test the dynamic response of
the fabricated sample. To measure the transmission response, elastic wave is harmonically
excited through the metamaterial using an electrodynamic shaker (ETS type MPA409). Two
tri-axial accelerometers (Bru¨el & Kjær type 4528-B) are adhesive-bonded to the bottom and
top surfaces of the beam. Both the input and output signal are recorded by a dynamic
591
signal analyzer (LMS SCADAS), which also provides input signal to the shaker. Figure 3
(b) shows the experimentally measured normalized transmission spectra for the OFF state.
It shows in Figure 3(c) that the transmission is characterized by a drop of 25 dB for f=75-80
Hz, which is in close agreement with the numerical simulation. In contrast, the measured
results in Figure 3(d) shows the acoustic wave can propagate through the metamaterials in
this frequency range, indicating that the proposed device can be used as an acoustic switch,
whose response is rapidly controlled.
We next demonstrate the real-time programmable response of the acoustic metamaterial
device. We note that the programmable, static mechanical metamaterials were presented in
Reference [13], our purpose is to force the metamaterial to generate a dynamic programmable
response during operation.
Figure 4. Real-time programmable dynamics during operation: (a) Programmable band
gap. The dark-blue line denotes the transmission of the metamaterial with ten switched on
unit cells. The orange line denotes the transmission with a dynamic switching process. The
switching regime is shown in the dashed rectangle. (b) Programmable resonance. The dark
blue and red lines indicate the first resonance when switched on and off, respectively. The
yellow line denotes the dynamic switching during operation between the two states
As shown in Figure 4(a), we first switch on all the ten unit cells and then start to
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shake the metamaterial, sweeping from 5 Hz to 350 Hz. Then we gradually switch off the
ten units during the sweeping process (within frequency f=5-100 Hz). The orange line in
Figure 4(a) shows the corresponding programmable transmission spectra with a sequence of
impulse, which are induced by detaching of the electromagnets. The continuous switching
shapes the metamaterial to generate a remarkably different transmission spectra, as shown
in blue line. Eventually, a band gap appears between f=105-260 Hz, suggesting that the
band gap is switchable during operation. Bides band gap switching, we next demonstrate the
dynamic editing ability for resonance behavior. For reference, we measure the transmission
spectra between 5-20 Hz, within which the first resonance occurs, as shown in Figure 4(b).
The blue and red lines denote the ON and OFF resonance, respectively. Starting from
ON state, we shake the metamaterial and sweep the frequency from 5 Hz. At 8.3 Hz,
the spectra reach a peak value (the first nature frequency). At this value, we turn off
all the unit cells gradually. Eventually, we found that an intermediate resonance (orange
line) is created, which is different from either the ON and OFF states. Furthermore, this
new resonance curve has a wider frequency range and bridges the two states. This feature
is impossible to achieve in passive metamaterial devices, providing an interesting feature
of our metamaterial: the ability to edit transmission spectra as desired, which was not
reported before. By controlling and designing more complex logic operation, more interesting
functionalities may be achieved. We expect this finding can inspire new applications such as
broad band vibration/noise isolation or energy harvesting.
3. Conclusions
In conclusion, we report on the design, fabrication and experimental demonstration of the
first nonlinear acoustic metamaterial, which has the ability to reversibly, and rapidly ma-
nipulate acoustic waves. The proposed acoustic metamaterial can switch on and off the
propagation of acoustic waves. Our results show the electrically triggered deformation can
control the nonlinear stiffness of internal resonators in an easier way, offering an alternative
solution to implement nonlinear acoustic metamaterial. We expect that it can find appli-
cations including low-frequency vibration isolation, sound filter, and digital programmable
materials.
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 Experimental verification of modeling contact phenomena in 
living structures using example of an implant-bone system 
 
 
Marcin Zaczyk, Ph.D. Eng., Prof. Danuta Jasińska-Choromańska, D.Sc. Ph.D. Eng. 
Abstract: The work presents modeling of contact phenomena in living structures. Selected ways 
of numerical modeling of phenomena at the boundary of two materials by means of FEM methods are 
discussed. The work focuses on phenomena related to living structures and their mutual interactions. 
Using an example of an implant-bone system, various techniques of modeling contact phenomena are 
compared and referred to experimental results. The study reveals the main features of the selected 
modeling techniques, e.g. complexity of creating the model, time-consumption of computation, 
reliability of the obtained results. The obtained results proved that the most advantageous method is 
the one that makes it possible to regard interactions as numerical values, without an excessive 
generation of the finite elements (the grid) at the materials boundary. 
 
 
1. Introduction 
 Modern medicine relies on engineering solutions in order to create procedures of a healing process in 
a more precise way. The engineering solutions can be found first of all while planning a 
reconstruction of an injured human motor system. The related works generate a lot of biomechanical 
phenomena that are to be modeled in an engineering manner in order to make it possible to analyze  
phenomena, which occur within the considered system as well as related phenomena taking place 
even before the surgery [1,2,3,4,5,6]. Results of experiments related to biomechanical properties of 
living structures having an artificial material implanted inside, are widely used in research pertaining 
to surgical fixation of bone fractures as well as in processes of repairing damaged joints using bone 
implants [10,11,12]. Accuracy of the obtained results is of a crucial importance with regard to a future 
surgery. In order to eliminate risks connected with a failure of a surgery, an initial study is performed 
by the way of launching computer simulation, mainly based on FEM techniques. The form and 
complexity of the created model directly influence accuracy of the obtained results. It is striven for a 
simplicity of creating the computer model of the biomechanical phenomena that occur in living 
structures, including the contact phenomena; yet, at the same time, the obtained results should 
reconstruct the real phenomena that occur in the living structures, making it possible to 
simultaneously analyze particular medical cases. Currently, there are available many techniques of 
modeling the contact problems for bodies deformable over a large range and slides. The fist approach 
to modeling a contact of deformable bodies was undertaken by Hallquist in 1985 and then by 
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Wriggers in 1990, due to convective coordinates connected with the contact surface, after 
regularization of the boundary conditions by a method of enhanced Lagrangian multipliers [9]. 
Among the problems that are of crucial importance for the development of medicine and related 
sciences, the contact problems belong to a group of difficult problems [7,8,9]. A high degree of 
complication of the contact problems in the case of systems containing a living structure, results from 
many factors, including nonlinearity (both geometrical as well as of constitutive models), material 
properties of a living structure (featuring orthotropism or materials regarded viscoelastic), problems 
that occur at the discretisation level [13,14,15]. The present increase of computing power and 
development of such computer techniques as FEM results in the fact that solving these difficult 
problems became more effective and is used more and more often while dealing with biomechanical 
problems. It was attempted to show a practical application of computer FEM methods, using a 
simplified modeling of contact problems in simulations that yield results comparable with outputs of 
simulations based on complicated contact models regarding most of the contact conditions related to 
the real object, among which we can name kinematics of the contact, friction occurring between the 
bodies, measure of elasticity of the bodies, constitutive connections, magnitude of deformation of 
these bodies. 
 
2. Materials  
The presented considerations are related to simplified techniques of modeling contact 
phenomena in a medium consisting of two different materials; one of them has traits of a living 
structure (it is able to grow, to remodel and to adapt due to the surrounding conditions, it is able to 
regenerate) and the other is an artificial material in quasi-static study. An example of such medium is 
an implant-bone system, where the bone has traits of the living structure and the implant corresponds 
to the artificial material. 
 
Figure 1.   Image of the contact geometry at the boundary of a living structure and an artificial 
material: a steel rod mounted within a bone  magnification of 200x 
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Another example may be a connecting element mounted within a tree, where the tree has traits 
of the living structure and the connecting element in a form of a screw or a nail plays the role of the 
artificial material.  
 
Figure 2.   Image of the contact geometry at the boundary of the living structure and the artificial 
material: a steel screw mounted within a tree  magnification of 200x 
In the considered medium, at the boundary of two materials, there take place a lot of phenomena 
of mechanical and biological character. Some of them are as follows: 
- phenomena taking place at the boundary between an isotropic and orthotropic body, at a 
considerable spread of the material properties, 
- phenomenon of occurrence of large displacements within the medium at the boundary of 
different materials, 
- phenomenon of occurrence of large displacements, accompanied by deformation of the surface 
that is more deformable – in the considered case, it is the surface of the material that is mechanically 
weaker,  
- occurrence of friction phenomenon (Coulomb) at the boundary of two materials - one isotropic 
and the other of a orthotropic character, 
- interaction of a living structure with an artificial material on the border line between static and 
kinetic friction, 
- possibility of destruction of the weaker element, 
- possibility of delamination of the medium at the boundary of two materials, 
- possibility of dynamic strain and adaptation of the living structure in a biological way to 
interactions of the external conditions. 
The aforementioned phenomena illustrate complexity of the mutual interaction of living 
structures with an artificial material. Despite many options while modeling contact phenomena by 
means of engineering tools for FEM simulation, it is difficult to find a technique, which would make 
it possible to precisely, yet in a simple way, regard all these phenomena taking place within the 
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considered medium. Limitations due to the accepted technique of solving the task may generate some 
problems connected with the following: 
- large disproportion in values of so-called material constants describing strength of particular 
materials, the medium is composed of, 
- possibility of occurrence of large displacements at the boundary of finite elements and breaking 
continuity of the model structure, what makes it necessary to introduce a continuity index of the 
model in order to ensure appropriate discretisation of the whole model, 
- possibility of a degradation of the weaker element - in case of a contact, where the finite 
elements of the weaker material overlap each other, 
- possibility of occurrence of a local interpenetration of finite elements within the medium, 
- possibility of delamination of an element - in case of a contact, where a local breaking of the 
continuity of the model takes place, what results in appearance of a clearance, a gap between elements 
describing the living structure and elements describing the artificial material. 
A limitation in FEM techniques is also a contact algorithm, in which both contact surfaces are 
treated equally despite the fact that in computations one of them plays the role of the inferior surface 
and the other the superior surface. A contact that takes place between the living structure and the 
artificial material is a problem, where inequality conditions appear both at the level of geometry, 
material properties, as well as the structure of the contact surfaces. Because of searching for the most 
simple form of modeling the contact between living structures and an artificial material, it was 
accepted that the most convenient form was a contact realized between the surfaces, disregarding at 
the same time a contact at the nodes level. Creation of the contact at the level of the nodes requires to 
perform a toilsome work that consists in isolation of the boundary nodes and assigning for them 
appropriate mating parameters. The following table presents selected techniques of modeling the 
contact that were analyzed. 
 
Table 1. Selected techniques of modeling the contact in the case of living structures mating with 
an artificial material  
Description 
of the contact 
type  
Schematic of contact 
operation 
Advantages Disadvantages 
Contact 
employing 
damping-
elastic 
elements  
 
- implemented 
algorithms in FEM 
software, 
- no need to define the 
superior and inferior 
- necessity of 
experimental 
determination of the 
damping and elasticity 
constants in the 
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 surface  medium at the 
boundary of two 
materials, 
- necessity of 
appropriate 
compression of the grid 
at the border of two 
different materials in 
the medium  
Contact based 
on so-called 
slide lines  
 
- implemented 
algorithms in FEM 
software, 
- simple discretisation 
of the model, 
- necessity of 
determining the 
superior and inferior 
surface, 
- necessity of 
appropriate 
compression of the grid 
at the border of two 
materials in the 
medium 
Contact based 
on so-called 
bio-layer with 
Gaussian 
point 
 
- elimination of 
problems related to 
disproportion of 
material properties in 
the contact, 
- no need to 
appropriately compress 
the grid at the border of 
two materials in the 
medium 
- necessity of 
formulating an 
algorithm for the bio-
layer 
Contact based 
on contact 
index  
 
- simple discretisation 
of the model, 
- no need to 
appropriately compress 
the grid at the border of 
two materials in the 
- necessity of 
experimental 
determination of the 
contact index, which 
defines correlation of 
the interaction 
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medium, 
- no need to define the 
superior and inferior 
surface. 
 
3. Method 
 
An analysis related to capabilities of a simplified modeling of contact phenomena for living structures 
being in contact with an artificial material is presented. An aspect of the analysis concerning the 
modeling techniques was complication of proceedings while modeling as correlated to quality and 
reliability of the obtained results. The analysis consisted in a qualitative evaluation of realization of 
the proceedings versus amount of the necessary input data. A complement of the performed 
simulations was an experiment on real objects, where the considered contact took place. The analyses 
and the experimental study were performed for contact phenomena taking place at the boundary 
between the implant mandrel and the bone, accepting that the bone is the living structure and the 
implant is the artificial material. Accepting the contact at the boundary between the implant mandrel 
and the bone seems to be justified since it is one of the most difficult to be modeled. The difficulties 
result from an asymmetry of the osseous structure, diversified material traits and the related biological 
phenomena. The works consisted in elaboration of a geometry of a 3D model in a form of a "solid", 
having a structure of the cortical and trabecular bone specified, and in simplification of the implant 
structure. Then, a grid of finite elements of "hibrid" type was generated over the model prepared in 
this way. Such approach eliminates many errors while creating the grid in objects featuring a complex 
geometry. The boundary conditions as well as material properties for the models were the same in all 
the considered cases. 
Table 2. Material properties used in the model for the first object obtained experimentally  
Component of the 3D 
model 
Kind of the material Material properties used in the model  
Part representing the 
artificial material  
Isotropic (cobalt alloy 
according to ISO 
5832_12) 
Modulus of elasticity 200 GPa 
Poisson ratio 0.3 
Part representing the 
living structure - the 
cortical bone  
Orthotropic Modulus of elasticity 
Z 
16 GPa 
Modulus of elasticity 
XY 
9.5 GPa 
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Poisson ratio 0.4 
Part representing the 
living structure - the 
trabecular bone 
Orthotropic Modulus of elasticity 
Z 
1.3 GPa 
Modulus of elasticity 
XY 
1.1 GPa 
Modulus of elasticity 
XY 
0.5 
 
A lot of computer simulations were launched for the model created in such way, where only the 
technique of modeling the contact at the boundary of the living structure and the artificial material 
was changed, applying a modeling technique according to Table 1. 
4. Results 
The performed computer FEM simulations as well as experimental study were focused on 
determining value of displacement of the artificial material (i.e. fragment of the mandrel) with respect 
to an adjacent fragment of the living structure (i.e. bone). Such decision resulted from the fact that it 
was possible to determine this parameter directly, both in the computer simulations as well as in the 
experimental study. Such approach made it possible to eliminate errors resulting from determination 
of parameters indirectly. The following table presents values of displacements obtained owing to 
simulations based on models implementing different techniques of modeling the contact phenomena 
at the boundary between a living structure and an artificial material. 
 
Table 3. Values of the strain obtained for particular types of shape of the implant mandrel 
 
Applied 
load 
Contact employing 
damping-elastic 
elements 
Contact 
based on 
so-called 
slide lines 
Contact 
based on 
so-called 
bio-layer 
Contact 
based on 
contact index  
Data obtained 
experimentally 
using a real 
model  
Pa The obtained displacements between materials in the object 
[mm] 
707 0.470 0.564 0.613 0.632 0.613 
848 0.564 0.620 0.615 0.634 0.618 
990 0.658 0.645 0.617 0.636 0.619 
1131 0.752 0.729 0.626 0.6386 0.622 
1273 0.846 0.817 0.628 0.641 0.625 
 
5. Statistical analysis 
603
All the simulation studies were launched using the same object featuring the same number of finite 
elements within the model, being equal to 5.552, and number of nodes of 12.508. The original contact 
surface at the boundary of the living structure and the artificial material was the same in each model. 
For each of the created models, a number of simulation was launched, changing only value of the load 
in the boundary conditions and recording displacements of the elements describing the living 
structure with respect the artificial material. Parameters accepted in the model (described in Table 1) 
were determined experimentally, investigating properties of the bone structure on the basis of density 
of the osseous tissue. 
In order to determine properties of the living structures, 18 real objects were studied for this purpose. 
The real density of the cortical bone was of ca. 1.9 g/cm3, and density of the trabecular bone from 
0.14 to 1.1 g/cm3. On the basis of the determined real density of the osseous tissue, an equivalent 
Young modulus was determined during the experiment. The equivalent Young modulus of the 
osseous preparation was determined using Keller equation. A basis for determination of the other 
properties of the bone structure were experiments performed by M. Nordin. For particular measured 
quantities, their standard deviations were scaled down/up. Results of these measurements were 
processed using the Mann-Whitney U test, in order to determine the absolute value of 
parameters, which were used for determination of material conditions while creating the 
simulation models. 
 
6. Conclusions 
The performed analyses and experimental study prove that despite the fact that there are so many 
possibilities of modeling the contact phenomena, yet universal tools implemented in the software for 
FEM simulation do not reconstruct in a satisfactory  way the phenomena that take place in the real 
objects. The considered description of the contact at the boundary of a living structure and an 
artificial material is connected with significant spread of results, whereas universal models reveal an 
increasing spread with respect to the reference point, created for the models. It turned out that among 
the analyzed contact models, the most convenient one was the model based on bio-layer and the 
model with an assigned value of the contact index of a living structure and an artificial material. 
Models based on elastic elements and so-called slide lines revealed the biggest deviations with respect 
to reference values obtained experimentally. 
7. Discussion 
One attempted to find a simplified method of modeling the contact phenomena at the boundary of a 
living structure mating with an artificial material, concluding that it is possible to use the existing 
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algorithms implemented in the software designed for modeling the contact. However, only such 
algorithms should be selected, which implement such description of the contact that is the closest to 
the phenomena taking place within the real object. Living structures themselves are problematic while 
modeled because of their complex geometry, variable local biomechanical properties and a possibility 
of manifold reaction to the conditions of external interactions [9,10,13,15] The accepted 
simplifications in the geometry result in smaller errors than in the case of an inappropriate contact 
model. Thus, a key issue is description of the contact itself. As results from the performed analyses 
and experiments, dedicated techniques of modeling the contact in the case of living structures mating 
with an artificial material, by means of such methods as bio-layers algorithm or the contact index 
determining interactions of the material, increase reliability of the obtained results. A hardship related 
to this modeling method is a necessity of experimental determination of parameters describing mutual 
interaction in order to determine contact indexes or a relevant algorithm. Despite the difficulty, an 
advantage of the methods is a possibility of eliminating a compression of the grid at the boundary of 
the contact and thus shortening the computation time, while the process of creating the model is 
aimed at reconstruction of the geometry and setting simplified boundary conditions. Despite the 
simplification while modeling many phenomena of a biomechanical character related to living 
structures, it is still possible to obtain correct results using universal tools for modeling the contact.  
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Bionic movement algorithms implemented in mechatronic robots 
 
Bartłomiej Zagrodny, Cezary Miśkiewicz, Krystian Polczyński, Jan Awrejcewicz 
Abstract: This paper addresses the problem of bionic movement algorithms of two 
types of limbless species: serpentes and geometridae. Bionic aspects seem to play 
important role in the processes of designing and development of new mechatronic 
systems and in modeling of their movement patterns. Evolution of the biological 
systems and resulting benefits cannot be neglected as the nature has created a lot of very 
complicated but specialized and effective systems. This gives an opportunity to 
observe, examine, modeling, and design via adjustable mechatronical systems. In this 
work we are presenting a way of implementation undulatory and inch-worm like 
movement locomotion algorithms based on examples of the manufactured two different 
robots. 
1. Introduction 
Bionics is a relatively new branch of science, however mankind has a tendency to mimic or copy the 
biological solutions probably at the beginning of our civilization development. This trend is visible in 
all fields of our life and we are in habit of looking for solutions to complex problems from different 
fields of science, engineering and daily life in the surrounding us nature [1]. It is quite popular to 
introduce naturally occurring behaviors in designing, construction and control of new mechatronics 
devices [2, 3]. In this work we are focusing on construction and implementation of the bionic movement 
algorithms in two types of robots. They are inspired by snake and inchworm and can serve as examples 
of transfer of living organisms structure and movement algorithms to the mechatronic structures. The 
movement patterns applied in this study were created on the basis of Hirose [4] and Saito et al. [5] 
results with assumption, that generated control signals can be treated as simplified Central Pattern 
Generator signals [6]. 
We begin with a short introduction to a biological aspect of the snake motion. Among the limbless 
animals there is a wide diversity of the movement patterns but, in general, the possibility of movement 
is caused by friction force created between the body and the ground. One of the examples of the limbless 
animals are serpents. Different movements patterns are not only caused by their structure (size), but 
also by environment, way of hunting, available space for movement and types of barriers they have to 
overcome [10]. Therefore, in the case of snakes, we can differentiate the following types of motion: 
serpenoid, concertina, rectilinear or sidewinding (see Fig. 1) [7].  The belly scales occurring in varied 
shapes depending on the natural animals natural environment [9] stand for useful tools helping with 
increasing the friction force (friction coefficient) in an intended direction of movement [8]. 
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 Figure 1. Snake appearance and main gaits of snakes. I – Belly scales of snake, 
II – Types of movement: a) Concertina, b) Serpentine, c) Rectilinear, d) Side-winding [7]  
 
The inchworms also known as Geometridae caterpillars belong to a multispecies group [11]. 
Dimension of their body length is rather small and fluctuates from 10 to 50 mm. Significant role in 
caterpillar movement play prolegs, thanks to them the inchworms can attach to the ground [12]. Fig. 2 
presents four phases of inchworm movement. 
 
Figure 2. Four phases of inchworm movement [14]: a) Thorax part with head is attached to the ground 
by prolegs; b) Thorax part with tail is lifted upward and attracted to head; c) Thorax part with tail is 
attached to the ground by prolegs; d) Thorax part with head is lifted and shifted to forward direction. 
a b 
c d 
PROLEGS 
HEAD TAIL 
I II 
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When inchworm wants to change the direction of motion, it stops in the position shown in Fig. 2c and 
turns thorax part with head to new direction. It should be pointed out that the angle of turning is limited, 
as a result this type of species cannot turn back in one step. 
2. Mechanical structure of biology inspired robots 
This subsection includes examples of the snake robot and the inch-worm robot. Presented in this study 
snake-robot (Fig. 3) was designed and constructed by authors. It consists of eleven segments printed at 
3D printer from durable acrylonitrile butadiene styrene (ABS) material. Six of them are able to move 
in vertical and five in horizontal plane. They are placed alternately, what allowed to achieve the rotation 
angle up to 40˚ for each of the joints. This construction of  0.97 m length and 1.7 kg weight is powered 
by servomotors with maximum torque of 1.32 Nm placed in each of the segments. Its remote control is 
realized by means of the microcontroller (programmable Arduino M0) located in the tail-segment of 
the robot. 
Figure 3. Horizontal view of the designed snake robot 
 
The designed inch-worm robot (Fig. 4) consists of four segments printed on the 3D printer from 
ABS material with total length of 0.32 m and total weight of 0.53 kg. Its first (head) and last (tail) 
segments are additionally equipped with suction cups acting as the prolegs. Suction cups are connected 
to ejectors which using compressed air to produce vacuum pressure, allowing robot to attach to the 
ground. Two middle segments allow lifting non-attached segment and attracting/repulsing it. In the tail 
there is located stepper motor which can rotate the robot and change its motion direction. Servomotors 
are used for drive. The main simplifications of the proposed model, in comparison to the real inch-
worms are exhibited by its much bigger size and significantly decreased number of the segments. 
HEAD 
TAIL 
JOINTS SEGMENTS 
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 Figure 4. Horizontal view of the inchworm robot 
 
3. Motion algorithm of two designed mechatronic robots 
3.1 Snake robot algorithm 
One of the most popular mathematical models of snake motion, describing its kinematics, has been 
created by Hirose [4]. The model assumes that the snake body is represented by continues curve and 
the coordinates are expressed by the following two equations: 
𝑥(𝑠) = ∫ cos[𝑎 ⋅ cos(𝑏𝜎) + 𝑐𝜎] 𝑑𝜎
𝑠
0
,  
𝑦(𝑠) = ∫ sin[𝑎 ⋅ cos(𝑏𝜎) + 𝑐𝜎] 𝑑𝜎
𝑠
0
, (1) 
where: 𝑠 – length from start of the curve, 𝑎 – parameter describing an undulation, 𝑏 – parameter 
describing a frequency, 𝑐 – parameter describing a deflection of curve.  
The curve governed by two parametric equations (1) is called serpenoid curve. Fig. 5 presents influence 
of parameters a, b and c for the shape of serpenoid curve. 
HEAD 
TAIL 
SUCTION CUPS 
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 Figure 5. Shape of serpenoid curve for different parameters, (black dot denotes head of the snake). 
 
Increasing of the parameter a implies increase of curvature of the serpenoid, while the parameter b is 
responsible for the period of the serpenoid and parameter c for the direction of the curve propagation. 
To enable application in a microcontroller, the algorithm (1) can be simplified to achieve a sinusoid 
function [8]. Equations of angles in joints for the snake robot are as follows 
i. Motion in a vertical plane (see Fig. 6) is described by the function 
𝜉𝑖(𝑡) = 𝐴𝜉 sin (
2𝜋
𝑇
⋅ 𝑡 + 𝜓𝑖) + 𝛾, (2) 
ii. Motion in a horizontal plane is governed by the following formula 
Ω𝑖(𝑡) = 𝐴Ω sin (
2𝜋
𝑇
⋅ 𝑡 + 𝜔𝑖) + 𝛿, (3) 
where: 𝑖 – number of joint, 𝜉𝑖, Ω𝑖 – angles of rotation in i-th joint for each segment, 𝑡 – time, 𝐴𝜉, 𝐴Ω – 
amplitudes, 𝑇 – period, 𝜓𝑖, 𝜔𝑖 – phase shift for next link, γ, δ – vertical shift. 
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Scheme model of the snake robot in vertical plane is shown in Fig. 6. 
 
Figure 6. Model of the snake robot in vertical plane 
 
In Fig. 7 examples of the changing angles in joints during snake-robot horizontal motion are presented. 
As it can be observed, signals have the same amplitudes and periods but they are shifted in phase for 
different segments, what creates a proper intersegmental coordination during their movement. 
 
Figure 7.  Control signals for serpentine motion for i-th segment 
 
3.2 Inch-worm robot 
Inchworm robot can move only in a vertical plane but the scheme model of the movement pattern is 
generated in the same way as for the snake robot in vertical plane (Fig. 6). The main difference is that 
a number of segments is limited to four. In contrary to the previous case, the algorithm is not continuous 
function but discrete changing sequence of the values of the angles in joints [13]. These sequences of 
angle values are shown in Fig 8. One can see that the values have sinusoid trend and oscillate above 
zero, the periods and phase shifts are the same for all of them but the amplitudes are different. It also 
creates a proper intersegmental coordination. Because the discrete algorithm of angle in joint has the 
𝜉𝑖 
𝜉𝑖+1 
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sinusoid trend, it can be replaced by a continuous function expressed by modified Eq. 2 with a positive 
vertical shift. Fig. 9 shows sinusoidal wave fitting to angle values generated during the robot motion. 
 
Figure 8. Discrete angle values in joints for the inchworm robot for the i–th segment 
 
Figure 9. Curve fitting to discrete algorithm of the inchworm motion. 
 
The angle signals are generated by microcontroller and send to servomotors located in rotation nods 
(joints). 
4. Implementation of discrete algorithm 
The results of the motion algorithms implementation are presented in a form of comparison of the real 
pictures which were done during motion recording versus the corresponding theoretical computation of 
the robots behavior. Coordinates of joint points for snake-robot have been obtained according to 
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equations 2, 3, while for inch-worm robot according to Eq. 2 with the parameters chosen after curve 
fitting (Fig. 10). Theoretical results were plotted in global coordinates. Table 1 contains parameters of 
implemented algorithm for both robots. In case of snake robot the parameters have been defined 
experimentally. 
Table 1. Motion parameters of discrete algorithm implemented in control algorithms 
Differences between theoretical and experimental results are caused mainly by a lack of precision 
in the servomotors, friction and dynamic processes. Also a control unit does not have a positive 
coupling, what yields lack of repeatability of movement cycles and what generates it differences 
between experimental and theoretical results. Implementation results are shown in Fig. 10 and Fig. 11 
for the snake robot and in Fig. 12 for the inchworm robot. 
 
Figure 10. Snake robot motion – vertical plane 
Snake robot Inchworm robot 
Vertical plane Horizontal plane Vertical plane 
𝐴𝜉 = 30°, 𝑇 = 1.5 𝑠, 𝜓1 =
160°, 𝜓2 = 210°, 𝜓3 =
320°, 𝜓4 = 410°, 𝜓5 =
500°, 𝛾 = 0° 
𝐴Ω = 30°, 𝑇 = 1.5 𝑠, 𝜔1 =
100°, 𝜔2 = 150°, 𝜔3 =
200°, 𝜔4 = 250°, 𝛿 = 0° 
𝐴𝜉1 = 32°, 𝐴𝜉2 = 58.5°,  
𝐴𝜉1 = 27. °, 𝑇 = 4.5 𝑠, 
𝜓1 = 270°, 𝜓2 = 270°, 
𝜓3 = 270°,  𝛾1 = 35°, 
 𝛾2 = 58.5°,  𝛾3 = 30° 
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 Figure 11. Snake robot motion – horizontal plane 
  
Figure 12. Inchworm robot motion – vertical plane 
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It was observed that for the uneven surfaces, decrease in the amplitude 𝐴𝜉 results in shifting the 
mass center closer to the ground which implies stabilization of the robot. Main problem which occurred 
during realization of the motion of the snake robot is a sliding phenomenon appearing for the serpentine 
movement. In order to eliminate this harmful effect it is possible to apply material with directed friction 
force and/or increase the weight of segments.  
The main disadvantage of the inchworm robot is its requirement of the smooth ground surface, as 
in other case the suction cups cannot create an underpressure, and hence a further motion is not possible. 
However, the robot can climb even on perpendicular wall if the surface of the ground is enough smooth 
and the vacuum pressure is high enough (see Fig. 13). There is also an option for replacing the suction 
cups by electromagnets, which allows the robot to move on ferromagnetic surfaces.  
 
Figure 13. Climbing of inch-worm robot on the glass plate 
 
5. Concluding remarks 
Two unique bionic robots with which are able to imitate limbless animals: a snake and an 
inchworm are presented. Moreover, a control algorithm with proper parameter was implemented. 
Theoretical results were verified with experiments. It is assumed, that these robots can be useful as an 
inspection robots there, where is no room for wheeled or tracked vehicles.  The main contribution of 
this paper is: 
1. Presentation of movement algorithms creation for specific mechanisms. 
2. Implementation of created algorithms to the robots control unit. 
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3. Comparison of theoretical results with robots behavior 
4. Verification of the robots movement and its comparison to the biological structures movement 
abilities. 
Moreover, it can be observed, that the robots dynamics have to be taken under consideration and 
this will be the subject of further study. Also some improvements in construction is necessary for a 
better imitation of the living animals like segments range of motion or stability control. 
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Effects of mild hallux valgus on forefoot biomechanics during 
walking: a finite element analysis 
 
 
Yan Zhang, Jan Awrejcewicz 
Abstract: Hallux valgus (HV) is a common foot deformity characterized by progressive 
lateral deviation of the hallux with medial deviation of the first metatarsal. In this study, 
foot models of a normal subject and a mild HV hallux valgus patient were developed 
to evaluate the effects of mild HV on forefoot biomechanics during walking. Three-
dimensional finite element model of a normal foot and a mild HV foot were constructed. 
Finite element analysis was conducted in ANSYS Workbench 17.0. The biomechanical 
performances were compared at three gait instants, first-peak, mid-stance, and second-
peak. The equivalent stress on five metatarsals increased while the resultant joint force 
and the contact pressure of the first metatarsophalangeal joint (MTP) decreased in mild 
HV foot in comparison of normal foot. At push-off instant, the normal foot presented a 
concentrated pressure under the more distal portion of the metatarsal and the hallux, 
while the HV foot exhibited a more evenly distributed pattern with concentrated 
pressure under more proximal location of the metatarsal and the hallux. The predicted 
alternations in joint loading and plantar pressure distribution pattern of the HV foot 
indicated that HV feet may have deficient capability of body weight transfer at the first 
MTP during walking. 
1. Introduction  
Hallux valgus (HV) is one of the most common foot deformities with the high prevalence of 23% 
in adult and 35.7% in elderly population [1]. It is characterized by the progressive subluxation and 
valgus angulation of the first metatarsophalangeal joint in combination with pronation of the proximal 
phalanx. Increasing HV severity often induces problems of foot pain [2], metatarsalgia [3], and balance 
defects [4]. More and more elderly people complain instability and risk of falling, particularly when 
walking on irregular terrain [2]. In addition, the deformity of foot structure is very likely to impair these 
biomechanical functions. The fact is that there is no scientific data so far to evidence this speculation 
and to completely explain the painful phenomenon in HV feet. Research on biomechanical behaviour 
of the deformed foot should be carried out to provide fundamental and systematic knowledge for the 
development of podiatrics and orthopaedics. 
The metatarsal bones act as a unit in the forefoot to provide a broad plantar surface for load bearing. 
Various in vivo studies that evaluated risks at metatarsals regarding to HV have focused on potential 
overloading and altered weigh bearing pattern by plantar pressure measurements. Increased forefoot 
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plantar pressure has been evidenced in HV feet; however, debate remains in the forefoot regions where 
the alternation occurs. Bryant et al. [5] suggested that peak pressure of HV foot increased significantly 
under the first, second and third metatarsal heads compared with normal foot. Plank [6] also observed 
a medial shift of peak pressure in HV patients. On the contrary, there is research reporting increased 
load on lateral metatarsals [7]. Koller et al. [8] assessed the plantar pressure of HV feet of different 
grades and concluded a positive correlation between HV grade and peak pressure of the fifth metatarsal 
head. 
FE model is capable of simulating complicated boundary and loading conditions and predicting 
the internal stress/strain in the foot complex. As the deformities of the complex foot structures increase 
the challenge in the modeling process, few studies concern FE models of deformed foot. It is of high 
significance to take insight into the biomechanical behavior of HV foot which is an increasingly 
prevalent foot deformity, particularly in the elderly population. Using FE method to develop numerical 
models of the deformed feet is an important step in the investigation of foot kinematical and mechanical 
manifestation during locomotion. This study aimed to establish an enhanced approach to predicting 
injury risk and evaluating biomechanical function efficiency of HV deformed foot. Knowledge of this 
project could improve the understanding of the underlying mechanisms of structural mechanical 
problems and abnormal gait pattern of mild HV feet. 
2. Method 
The three-dimensional models of the normal foot and the HV foot were reconstructed from 
computer tomography (CT) images of a 26-year old female (height: 165cm; weight: 51kg) and a 29-
year old female (height: 163cm; weight: 54kg) respectively. Both participants had no other 
musculoskeletal pathology, pain, or lower limb injury or surgery within the past 12 months. 
The coronal CT images were obtained with a space interval of 2 mm without weight-bearing. The 
images were segmented using MIMICS 16.0 (Materialise, Leuven, Belgium) to obtain the boundaries 
of the skeleton and the soft tissue. The geometry of the skeletal components and the soft tissue were 
processed using Geomagic Studio 2013 (Geomagic, Inc., Research Triangle Park, NC, USA) to smooth 
the uneven surface caused by the stacking of the medical images. Each surface component was then 
imported into Solidworks 2016 (SolidWorks Corporation, Massachusetts, USA) individually to form 
solid parts. To ensure the alignment of the exterior surfaces of the assembled model, cartilages were 
created using Boolean operations by subtracting one bony object with the adjacent one to connect the 
two bones and fill the cartilaginous spaces. The encapsulated soft tissue was subtracted from the whole 
foot volume by the bony and cartilaginous structures. The whole foot model consisted of 28 foot bony 
segments, including tibia, fibula, talus, calcaneus, cuboid, navicular, three cuneiforms, five metatarsals 
and 14 phalanges. Link elements that have only tension function capability were used to simulate 
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ligaments bearing the tension load. A total number of 76 ligaments and five plantar fascia were included 
and defined by connecting corresponding anatomical locations on the bones by reference to an anatomy 
book [9]. HyperMesh 13.0 (Altair Engineering Inc., Hyperworks, America) was used for mesh 
generation. Each bony and cartilaginous component and the soft tissue were partitioned based on the 
anatomical structure and were meshed as Hexahedral dominant elements. The FE package ANSYS 
Workbench 17.0 (ANSYS, Inc., Canonsburg, USA) was used for subsequent analysis. Automated 
surface-to-surface contact algorithm in ANSYS Workbench was used to simulate the interaction of the 
surfaces of the cartilaginous and bony structures. All the bones and cartilages were bonded to the 
encapsulated soft tissue. 
 
 
Figure 1.   The three-dimensional finite element model and the application of boundary and loading 
conditions. 
All the materials except for the soft tissue were considered isotropic and linearly elastic with 
material properties obtained from previous literature [10, 11]. The two material constants of Young’s 
modulus E and Poisson’s ratio ν were given to describe the elasticity. The encapsulated soft tissue was 
set as nonlinear hyperelastic material which was defined as Moonley-Rivlin model. The element types 
and material properties used are listed in Table 1 and Table 2. 
 
Table 1 Material properties and mesh element types for the foot model components. 
Component Element Type 
Young’s Modulus 
(MPa) 
Poisson’s 
Ratio 
Cross-section Area 
(mm2) 
Bone  
Hexahedral 
solid 
7300 0.3 - 
Cartilage  
Hexahedral 
solid 
1 0.4 - 
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Ligaments  
Tension-only 
spar 
260 0.4 18.4 
Plantar Fascia  
Tension-only 
spar 
350 0.4 58.6 
Plate 
Hexahedral 
solid 
17000 0.4 - 
 
Table 2 The element type and coefficients of the hyperelastic material used for the encapsulated soft 
tissue. 
Element 
Type 
C10 C01 C20 C11 C02 
 
D1 
 
D2 
 
Hexahedral 
solid 
0.08556 -0.05841 0.03900 -0.02319 0.00851 3.65273 0.00000 
 
Stance phase was simulated by applying GRF and tibial inclination. The input data were originated 
from the gait experiment of the same participant. Three instants were extracted in the following 
percentage stance phase: 0% (heel-strike), 27% (GRF first peak), and 75% (GRF second peak). The 
percent-age maximum voluntary contraction of muscles corresponding to these instants were adopted 
[12] and multiplied by their maxi-mum force [13] for the calculation of muscle forces at the selected 
instants. The superior surfaces of the encapsulated soft tissue, distal tibia and distal fibula were fixed. 
The foot-ground interaction was simulated as a foot-plate system (Fig. 1). The plate was assigned with 
an elastic property to simulate the concrete ground support. The interaction between the foot plantar 
surface and the superior surface of the plate was simulated as contact with friction. The coefficient of 
friction was set to 0.6 [14]. Five equivalent force vectors representing the Achilles tendon force were 
applied over the area of the posterior extreme of the calcaneus.  
The numerical model was validated by comparing plantar pressure obtained from computational 
simulation in FE software and experimental measurement by a Novel emed pressure platform (Novel, 
Munich, Germany) in standing position. For FE simulation of balanced standing, vertical GRF of half-
body weight was applied at the inferior surface of the plate; and the force of Achilles tendon force was 
estimated as 50% of the force acting on the foot [11]. The validated models were then used for FE 
analysis on forefoot biomechanics. 
3. Results 
Three-dimensional FE models were validated by plantar pressure measurement. This method was 
commonly used in the validation of finite element foot model [11]. Fig. 2 shows the comparison of 
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predicted plantar pressure of the normal foot with experimental results. The predicted peak pressure 
and the pressure distribution pattern were generally agreeable with those from measurement. The peak 
pressure from numerical models and experimental measurement was 0.141MPa and 0.135MPa 
respectively, and both located at the heel region.  
 
Figure 2.   Comparison of the plantar pressure between experimental measurement and computational 
prediction in balanced standing position. 
Previous experimental results advocated medial or lateral shift of forefoot plantar pressure due to 
HV deformity. As to von-Mises stress at the five metatarsals, stress distribution remains unchanged. 
The metatarsals of the HV foot sustained higher von-Mises stress (Fig. 3). It is possible to speculate 
that the increased metatarsal stress may cause metatarsalgia while weight bearing. The most obvious 
increasing of von-Mises stress at the first metatarsal indicates that this metatarsal is more susceptible 
to injury, such as stress fractures [15] and pain. The first metatarsal should be expected to avoid 
sustaining high stress during weight bearing in view of the first ray deformity. This is very likely to be 
associated with medial arch collapse which is often thought to supervene with hallux valgus [16]. 
 
 
Figure 3.   Comparison of von-Mises stress at five metatarsals between normal and hallux valgus foot. 
623
Contact pressure of MTP joints was lower in HV foot (Fig. 4). Also, the resultant joint force of the 
first MTP showed lower magnitude compared to that of normal foot (Fig. 5). The decreased joint 
loading may imply the impairment of load bearing and transfer function of the first MTP joint in gait. 
In agreement with this speculation, Zhang et al. [17] found weakened windlass mechanism in HV foot 
during initial push-off. In contrast to the location of central bottom on the cartilage for the normal foot, 
it shifts to medial bottom for the HV foot, which may aggravate the symptom of “painful bunion” which 
is one of the most common complaints among HV patients [18]. Moreover, the component joint force 
in the medial-lateral direction presented to be opposite between HV and normal foot. The HV foot 
shows lateral reaction force at the first MTP joint during balanced standing, suggesting that loading of 
body weight alone could predispose the patient to the risk of developing HV deformity. 
 
 
Figure 4.   Comparison of contact pressure at the first metatarsophalangeal joint between normal and 
hallux valgus foot. 
 
Figure 5.   Comparison of joint force at the first metatarsophalangeal joint between normal and hallux 
valgus foot. 
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The ratio of peak plantar pressure between the hallux and the first MTP indicates different plantar 
pressure pattern between normal foot and mild HV foot. The ratio is 1.8 and 2.1 for the normal foot and 
HV foot respectively, which suggests that the normal foot exhibited a concentrated pressure closer to 
distal portion of the metatarsal, by contrast, the HV foot presented a more evenly distributed pattern 
with concentrated pressure at a more proximal location. This reinforces the notion of impaired windlass 
function in gait due to hallux valgus. 
The FE models in this study were based on some simplifications and assumptions. First, cortical 
and cancellous bone was considered as a single homogeneous component with linear elastic properties. 
Second, this study created a representative single-subject model of a mild hallux valgus foot. The foot 
structure, such as arch height and toe deformity, may vary among hallux valgus feet; therefore, the 
presented data should be considered as a first rough approximation. Third, although hallux valgus is 
prominently characterized by skeletal deformity, it is also thought to be associated with ligamentous 
laxity and hypermobility of the first metatarsophalangeal joint [19]. For further study, the material 
properties of soft tissues should be assumed based on patient-specific model. 
4. Conclusions 
The first initiative of this project is to develop deformed FE models of a mild HV foot and a HV 
foot. Furthermore, since hexahedral elements were indicated to provide a more accurate and efficient 
foundation in structural analysis, all solid parts in this research will be initially meshed into hexahedral 
elements rather than tetrahedral elements that are commonly relied on in mesh generation of human 
foot models so far. Moreover, instead of simulating the main bone interactions as contacting deformable 
bodies, this research will initially create cartilaginous volumes using Boolean operations by subtracting 
the adjacent bones to fill the spaces between the bones. 
Generally, the equivalent stress on five metatarsals increased while the resultant joint force of the 
first MTP decreased in HV foot in comparison of normal foot. At push-off instant, the normal foot 
presented a concentrated pressure under the more distal portion of the metatarsal and the hallux, while 
the HV foot exhibited a more evenly distributed pattern with concentrated pressure under more 
proximal location of the metatarsal and the hallux. The predicted alternations in joint loading and 
plantar pressure distribution pattern of the HV foot indicated that HV feet may have deficient capability 
of body weight transfer at the first MTP during walking. 
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