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A MAXIMAL Lp-REGULARITY THEORY TO INITIAL VALUE
PROBLEMS WITH TIME MEASURABLE NONLOCAL OPERATORS
GENERATED BY ADDITIVE PROCESSES
JAE-HWAN CHOI AND ILDOO KIM
Abstract. Let Z = (Zt)t≥0 be an additive process with a bounded triplet (0, 0,Λt)t≥0.
Then the infinitesimal generators of Z is given by time dependent nonlocal operators as
follws:
AZ(t)u(t, x) = lim
h↓0
E[u(t, x+ Zt+h − Zt)− u(t, x)]
h
=
ˆ
Rd
(u(t, x+ y)− u(t, x)− y · ∇u(t, x)1|y|≤1)Λt(dy).
Suppose that Le´vy measures Λt have a lower bound (Assumption 2.10) and satisfy a weak-
scaling property (Assumption 2.11). We emphasize that there is no regularity condition
on Le´vy measures Λt and they do not have to be symmetric. In this paper, we establish
the Lp-solvability to initial value problem
∂u
∂t
(t, x) = AZ(t)u(t, x), u(0, ·) = u0, (t, x) ∈ (0, T )× R
d
, (0.1)
where u0 is contained in a scaled Besov space B
s;γ− 2
q
p,q (R
d) (see Definition 2.8) with a scaling
function s, exponent p ∈ (1,∞), q ∈ [1,∞), and order γ ∈ [0,∞). We show that equation
(0.1) is uniquely solvable and the solution u obtains full-regularity gain from the diffusion
generated by a stochastic process Z. In other words, there exists a unique solution u to
equation (0.1) in Lq((0, T );H
µ;γ
p (R
d)), where Hµ;γp (R
d) is a generalized Bessel potential
space (see Definition 2.3). Moreover, the solution u satisfies
‖u‖Lq((0,T );Hµ;γp (Rd)) ≤ N(1 + T
2)‖u0‖
B
s;γ− 2
q
p,q (Rd)
,
where N is independent of u, u0, and T . In particular, we prove that for all p ∈ (1,∞),
q ∈ (1,∞), α ∈ (0, 2), T ∈ (0,∞), γ ∈ R, and u0 ∈ B
γ−α
q
p,q (R
d), the initial value problem{
∂u
∂t
(t, x) = −
∑d
j=1 cj(t)(−∆)
α/2
xj
u(t, x), (t, x) ∈ (0, T )× Rd,
u(0, x) = u0(x), x ∈ R
d,
(0.2)
has a unique solution u ∈ Lp((0, T );H
γ
p (R
d)) with the estimate
‖u‖Lq((0,T );Hγp (Rd)) ≤ N(1 + T )‖u0‖
B
γ−α
q
p,q (Rd)
,
where cj(t) is bounded both below and above (j = 1, . . . , d), B
γ−α
q
p,q (R
d) and Hγp (R
d) are
the classical Besov space and the classical Bessel potential space, respectively, (−∆)
α/2
xj
is
the fractional Laplacian operator whose order is α with respect to j-th component of the
space variable, and N is independent of u, u0, and T .
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1. Introduction
The diffusion processes and their infinitesimal generators containing various nonlocal op-
erators are used to describe natural phenomena. For example, α-stable processes and the
fractional Laplacian operators describe the motion of particles in inhomogeneous environ-
ments (See e.g. [1, 24]). A time inhomgeneous Le´vy process which is one of the kinds of
additive process and its infinitesimal generators are used in mathematical finance to pre-
dict behavior of time varying financial objects (see e.g. [20, 21, 36]). Accordingly, there has
been growing interest about time inhomogeneous diffusion processes and their infinitesimal
generators such as time dependent nonlocal operators. However, there are not many results
handling the solvability of equations with these operators in a mathematically rigorous level.
In this paper, we mainly discuss the Lp-solvability of Partial Diffrential Equations (PDEs)
with nonlocal operators, and introduce related preceding results first. For elliptic and par-
abolic PDEs with nonlocal operators, see e.g. [5, 9, 10, 11, 12, 25, 26, 27, 28, 37, 38]. Fur-
thermore, for parabolic stochastic PDEs with nonlocal operators, see e.g. [8, 13, 16, 29, 34].
We should also mention that there are many considerable regularity results with nonlocal
operators (Harnack inequality, Ho¨lder estimates, ABP type estimates and Littlewood-Paley
type inequality etc.). See e.g. [2, 6, 7, 17, 18, 19, 22, 23, 30, 31, 32].
Our main results are inspired by [12, 25, 26, 27, 28, 37, 38]. Our main tasks are to
consider time varying generalizations and find general assumptions which are weaker than
those given in all previous results. In [37], the author considered the inhomogeneous problem
in the classical Bessel-potential space with a nonlocal operator
Lνf(x) =
ˆ
Rd
(f(x+ y)− f(x)− y(α) · ∇f(x))ν(dy), (1.1)
where y(α) := y(1α=11|y|≤1 + 1α∈(1,2)), the Le´vy measure ν(dy) satisfying for α ∈ (0, 2),
να1 (dy) ≤ ν(dy) ≤ ν
α
2 (dy), 1α=1
ˆ
r<|y|≤R
yν(dy) = 0, ∀0 < r < R <∞,
and ναi (i = 1, 2) are Le´vy measures of two α-stable processes taking the form
ναi (B) :=
ˆ
Sd−1
ˆ ∞
0
1B(rθ)
r1+α
drΣi(dθ).
Here Sd−1 is the unit sphere centered at the origin in Rd and Σi is a non-degenerate finite
measure on Sd−1. The operator Lν given in (1.1) has a nice scaling property since the two
Le´vy measures να1 and ν
α
2 satisfy
ναi (cB) = c
−αναi (B) (i = 1, 2).
This result is obtained on the basis of the scaling property. However, it is not expected
that nonlocal operators have scaling properties in general. Thus it is natural to consider
problems with non-scalable or weak-scalable operators. Note that to discuss an optimal
regularity of solutions to equation with these operators, a variant of classical Bessel-potential
spaces are required since the classical Bessel-potential space only fit to strongly scalable
operators. Similarly, the classical Besov space is not appropriate to handle the initial data
from a point of view of optimal regularity. Recently, there appeared to be a few results
handling weak-scaling nonlocal operators in variants of Bessel-potential spaces and Besove
spaces. For instance, in [27, 28], authors considered the solvability of the problem with
nonlocal operators in different frequency scaled Bessel-potential space (so called ψ-potential
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space) and Besov space. More precisely, under certain conditions on Le´vy measures so called
assumptions A0(σ), D(κ, l) and B(κ, l) (see Remark 2.14), they obtained the maximal Lp-
regularity result to the Cauchy problem{
∂u
∂t (t, x) = Lu(t, x)− λu(t, x) + f(t, x), (t, x) ∈ (0, T ) × R
d,
u(0, x) = u0(x), x ∈ R
d,
where L is a nonlocal operator of the form of (1.1), and f and u0 are in a ψ-Bessel potential
space and a scaled Besov space, respectively. However, they did not consider time-varying
nonlocal operators.
There are also some results handling time dependent weak-scaling nonlocal operators.
One of the simplest form of time dependent nonlocal operators is a stable-like operator,
defined by
L(r, z)f(x) :=
ˆ
Rd
(f(x+ y)− f(x)− y(α) · ∇f(x))a(r, z, y)|y|−d−αdy,
where α ∈ (0, 2), a is a nonnegative measurable function and y(α) := y(1α=11|y|≤1+1α∈(1,2)).
One can consider the related Cauchy problem{
∂u
∂t (t, x) = L(t, x)u(t, x) + f(t, x), (t, x) ∈ (0, T ) × R
d,
u(0, x) = u0(x), x ∈ R
d.
If a is Ho¨lder continuous in x, smooth and 0-homogeneous in y, then Lp-estimates for zero
initial problem were obtained in [25]. In [26], the authors improved the result in [25] by
assuming
a0(t, x, y) ≤ a(t, x, y) ≤ K, ∀(t, x, y) ∈ [0,∞) × R
d × Rd.
Here, a0 is smooth, homogeneous in y and nondegenerate. In [38], the author provided Lp-
solvability results for bounded and Dini continuous with respect to x, y by perturbing the
result in [37].
In [12], the authors deal with time-varying nonlocal operators beyond the stable-like
operators and they also provided the Lp-solvability of the Dirichlet problem{
∂u
∂t (t, x) = AX(t)u(t, x) + f(t, x), (t, x) ∈ (0, T ) × R
d,
u(0, x) = 0, x ∈ Rd,
where
AX(t)ϕ(x) := lim
h↓0
E[ϕ(x+Xt+h −Xt)− ϕ(x)]
h
,
and X is an additive process satisfying certain assumptions. Note that the infinitesimal
generators of the stochastic process Xt, AX(t), contain the operators L of the form of
(1.1) (see Lemma 3.4). However, they only considered zero initial conditions and naturally
initiated us to consider non-zero initial value problems.
The aim of this article is to investigate the maximal Lp-regularity of solutions to the
homogeneous Initial Value Problems (IVPs){
∂u
∂t (t, x) = AZ(t)u(t, x), (t, x) ∈ (0, T )× R
d,
u(0, x) = u0(x), x ∈ R
d,
(1.2)
where Z is an additive process with (locally) bounded triplet (a(t), 0,Λt)t≥0 (see Definition
2.1). We emphasize that operators depend on time without any regularity condition with
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respect to the time variable and Le´vy measures are not symmetric in general. Moreover, our
assumptions are weaker than all previous results mentioned above. To the best of our knowl-
edge, we assert that our assumptions are the weakest conditions in Lp-maximal regularity
theories for nonlocal operators even though time independent operators are considered.
Here is a list of our assumptions given on a locally bounded triplet (a(t), 0,Λt)t≥0. For an
additive process Z with a bounded triplet (a(t), 0,Λt)t≥0, we assume that there exists a
non-zero Le´vy measure ν such that ν is concentrated on a closed ball and for nonnegative
Borel measurable function f ,
s(r)
ˆ
Rd
f(y)Λt(r dy) := s(r)
ˆ
Rd
f
(y
r
)
Λt(dy) ≥
ˆ
Rd
f(y)ν(dy), ∀r > 0, (1.3)
where s is a scaling function (see Definition 2.4). We also assume that there exists a Le´vy
measure µ satisfying
sup
r>0
s(r)
ˆ
Rd
min{1, |r−1y|2}µ(dy) <∞, (1.4)
where s is the same scaling function in (1.3). Our main result Theorem 2.12 says that, under
these assumptions, for any given γ ∈ [0,∞), T ∈ (0,∞) and
u0 ∈ B
s;γ− 2
q
p,q (R
d), p ∈ (1,∞), q ∈ [1,∞),
there exists a unique solution u ∈ Lq((0, T );H
µ;γ
p (Rd)) to IVP (1.2) with the estimate
‖u‖Lq((0,T );Hµ;γp (Rd)) ≈
(ˆ T
0
‖u(t, ·)‖q
Lp(Rd)
dt+
ˆ T
0
‖(−ψµ˜(D))γ/2u(t, ·)‖q
Lp(Rd)
dt
)1/q
≤ N(1 + T 2)‖u0‖
B
s;γ− 2q
p,q (Rd)
,
(1.5)
where N is independent of u, u0, and T . Here
µ˜(dy) :=
1
2
(µ(dy) + µ(−dy)), ψµ˜(ξ) :=
ˆ
Rd
(eiy·ξ − 1− iy · ξ1|y|≤1)µ˜(dy),
and (−ψµ˜(D))γ/2 is a pseudo-differential operator with the symbol (−ψµ˜(ξ))γ/2.
The main tools used in the proof of our main theorems are probabilistic and analytic
representations of a solution and a modified version of the Littlewood-Paley theory. First,
in Theorem 3.5, we prove that for a smooth initial data u0, IVP (1.2) has a unique strong
solution u, and u can be represented by
u(t, x) = E[u0(x+ Zt)] =
ˆ
Rd
p(0, t, y)u0(x+ y)dy, (1.6)
where p(s, t, y) is the transition probability density function of an additive process Z with
a bounded triplet (a(t), 0,Λt)t≥0, i.e.
ΨZ(r, ξ) := ia(r) · ξ +
ˆ
Rd
(eiy·ξ − 1− iy · ξ1|y|≤1)Λr(dy)
and
p(s, t, x) := 10≤s<tF
−1
[
exp
(ˆ t
s
ΨZ(r, ·)dr
)]
(x).
Note that the symbol of Z and the operator ψµ˜(D) are not scalable in general. Thus one
cannot adapt the classical Littlewood-Paley theory to (1.6). However, (1.3) allows us to es-
timate the probability density function of Z without strong scaling properties (see Theorem
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5.6). In this estimate, probabilistic representation plays a crucial role by using a decom-
position of Z = Z1 + Z2 with two different additive stochastic processes corresponding to
Le´vy measures Λt − ν and ν, respectively. Additionally, (1.4) enables us to control the lack
of scalability of the operator ψµ˜(D), that is, this assumption gives a weak-scaling property
on our main operators. With the help of these two facts, by applying a modified verision of
Littlewood-Paley theory to (1.6), we finally obtain (1.5).
The reason why we only deal with the homogeneous IVPs is because we figure out that
assumptions can be considerably weaken if there is no inhomogeneous term in the equation.
In particular, we found out that Assumptions A0(σ), D(κ, l) and B(κ, l) in [27, 28] are
strongly given to ensure that the kernel satisfies Ho¨rmander’s condition. In other words, if we
only consider the homogeneous case, then the kernel does not have to satisfy Ho¨rmander’s
condition and thus assumptions in previous results can be strongly weaken (see Remark
2.14 for more details). Due to these weakened assumptions, our operators contain a certain
pseudo-differential operator AZ(t) whose symbols are not smooth. For example, consider
the one parameter family of Le´vy measures (Λt)t≥0 given by
Λt(dy) :=
d∑
j=1
Λj,t(dy), Λj,t(dy) :=
cj(t, y)
|yj|1+α
dyjǫ0(dy
1, · · · , dyj−1, dyj+1, · · · , dyd),
where α ∈ (0, 2), cj(t, y) are measurable functions on [0,∞) × R
d satisfying
0 < C−1 ≤ cj(t, y) ≤ C, ∀(j, t, y) ∈ {1, 2, · · · , d} × [0,∞)× R
d,
and ǫ0 is the centered Dirac measure on R
d−1. If cj are independent of y, i.e. cj(t, y) = cj(t)
for all j, t, and y, then for any Schwartz function ϕ on Rd,
AZ(t)ϕ(x) = −
d∑
j=1
cj(t)
1
(2π)d/2
ˆ
Rd
(
|ξj |αF [ϕ](ξ)eiξ·x
)
dξ
= −
d∑
j=1
cj(t)(−∆)
α/2
xj
ϕ(x).
If we put
µ(dy) :=
1
|y|d+α
dy, s(r) := rα,
then it is easy to check that (1.3) and (1.4) hold. Therefore, (0.2) has a unique solution
u ∈ Lq((0, T );H
γ
p (Rd)) for initial data u0 ∈ B
γ−α
q
p,q (Rd) by our main theorem. For more
detail, see Example 2.15 and Corollary 2.16.
This article is organized as follows. In Section 2, we provide our main results with defi-
nitions of function spaces and solutions. In Section 3, the solvability results to the Cauchy
problem for smooth data are presented. In Section 4, the properties of function spaces are
introduced. In Section 5, we estimate the probability density functions of additive processes.
In Section 6, we prove a priori estimate and main Theorem 2.12. In Appendix, we give the
proof of propositions in Section 4.
We finish this section with the notations used in the article.
• Let N and Z denote the natural number system and the integer number system,
respectively. As usual Rd, d ∈ N, stands for the Euclidean space of points x =
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(x1, ..., xd). For i = 1, ..., d, a multi-index α = (α1, ..., αd) with αi ∈ {0, 1, 2, ...}, and
function f , we set
fxi =
∂f
∂xi
= Dif, D
αf = Dα11 · ... ·D
αd
d f, |α| :=
d∑
i=1
αi
For αi = 0, we define D
αi
i f = f .
• The gradient of a function f is denoted by
∇f = (D1f,D2f, · · · ,Ddf).
where Dif =
∂f
∂xi
for i = 1, ..., d.
• Let C∞(Rd) denote the space of infinitely differentiable functions on Rd. Let S(Rd)
be the Schwartz space consisting of infinitely differentiable and rapidly decreasing
functions on Rd and S ′(Rd) be the space of tempered distributions on Rd. We say
that fn → f in S(R
d) as n→∞ if for all multi-indices α and β
sup
x∈Rd
|xα(Dβ(fn − f))(x)| → 0 as n→∞. (1.7)
• For p ∈ [1,∞), a normed space F , and a measure space (X,M, µ), we denote by
Lp(X,M, µ;F ) the space of allM
µ-measurable functions u : X → F with the norm
‖u‖Lp(X,M,µ;F ) :=
(ˆ
X
‖u(x)‖pF µ(dx)
)1/p
<∞
where Mµ denotes the completion of M with respect to the measure µ. We also
denote by L∞(X,M, µ;F ) the space of all M
µ-measurable functions u : X → F
with the norm
‖u‖L∞(X,M,µ;F ) := inf {r ≥ 0 : µ({x ∈ X : ‖u(x)‖F ≥ r}) = 0} <∞.
If there is no confusion for the given measure and σ-algebra, we usually omit them.
• For O ⊆ Rd, we denote by B(O) the set of all Borel sets contained in O.
• For O ⊂ Rd and a normed space F , we denote by C(O;F ) the space of all F -valued
continuous functions u : O → F with the norm
|u|C := sup
x∈O
|u(x)|F <∞.
• We denote the d-dimensional Fourier transform of f by
F [f ](ξ) :=
1
(2π)d/2
ˆ
Rd
e−iξ·xf(x)dx
and the d-dimensional inverse Fourier transform of f by
F−1[f ](x) :=
1
(2π)d/2
ˆ
Rd
eix·ξf(ξ)dξ.
• If we write N = N(a, b, · · · ), this means that the constant N depends only on
a, b, · · · .
• For a, b ∈ R,
a ∧ b := min{a, b}, a ∨ b := max{a, b}, ⌊a⌋ := max{n ∈ Z : n ≤ a}.
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• For a nonnegative Borel measure ν and a constant c > 0, we denote
ν˜(dy) =
1
2
(ν(dy) + ν(−dy)),
νc(dy) := ν(c dy), i.e. νc(A) = ν(cA) for all Borel sets A.
2. Main results
Fix a complete probability space (Ω,F ,P) with a filtration (Ft)t≥0 satisfying the usual
conditions. Denote the expectation with respect to P by E. Every stochastic process con-
sidered in this article is Ft-adapted, R
d-valued, and zero at the initial time.
Recall that a nonnegative Borel measure µ on Rd is called a Le´vy measure if
µ({0}) = 0 and L(µ) :=
ˆ
Rd
(1 ∧ |y|2)µ(dy) <∞.
We denote by Ld the set of all Le´vy measures on R
d. For a Le´vy process X, by the Le´vy-
Khintchine representation (e.g. [15, Theorem 8.1]), there exists a Le´vy triplet (a,A, µ) such
that
E[eiξ·Xt] = etΨX(ξ),
ΨX(ξ) := ia · ξ −
1
2
(Aξ · ξ) +
ˆ
Rd
(eiy·ξ − 1− iy · ξ1|y|≤1)µ(dy),
where t ∈ [0,∞), ξ ∈ Rd, a ∈ Rd, µ ∈ Ld, and A is a nonnegative definite d × d matrix. It
is well-known that the infinitesimal generators of a Le´vy process,
AXtf(x) = lim
h↓0
E[f(x+Xt+h −Xt)− f(x)]
h
,
is independent of the time variable since the distributions of the increments of a Le´vy process
are stationary. On the other hand, the distributions of the increments of additive processes
are not stationary. Therefore, the infinitesimal generators of the additive processes are time
dependent in general.
Definition 2.1. We say that Z = (Zt)t≥0 is an additive process with a (locally in time)
bounded triplet (a(t), A(t),Λt)t≥0 if and only if
(i) Z is a stochastic process with independent increments with respect to the filtration
(Ft)t≥0, i.e. for all t > s ≥ 0, Zt − Zs and Fs are independent.
(ii) a(t) : [0,∞)→ Rd is B([0,∞))-measurable.
(iii) A(t) is a nonnegative definite d× d matrix-valued B([0,∞))-measurable function.
(iv) (Λt)t≥0 is one parameter measurable family of Le´vy measures on R
d, i.e. Λt ∈ Ld for
all t ≥ 0, and the mapping
t 7→
ˆ
Rd
f(y)Λt(dy) is measurable for any integrable function f.
In particular,
t 7→ L(t; Λ) :=
ˆ
Rd
(1 ∧ |y|2)Λt(dy) and (t, ξ) 7→
ˆ
Rd
(eiy·ξ − 1− iy · ξ1|y|≤1)Λt(dy)
are B([0,∞)) and B([0,∞) ×Rd)-measurable, respectively.
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(v) For 0 ≤ s ≤ t and ξ ∈ Rd,
E[eiξ·(Zt−Zs)] = e
´ t
s ΨZ(r,ξ)dr,
ΨZ(r, ξ) := ia(r) · ξ −
1
2
(A(r)ξ · ξ) +
ˆ
Rd
(eiy·ξ − 1− iy · ξ1|y|≤1)Λr(dy).
(vi) For each T ∈ (0,∞),
‖a‖L∞([0,T ]) + ‖A‖L∞([0,T ]) + ‖L(·; Λ)‖L∞([0,T ]) <∞.
Remark 2.2. It is easy to check that Definition 2.1 includes Le´vy processes. Indeed, if the
triplet (a(t), A(t),Λt)t≥0 is independent of t, i.e. (a(0), A(0),Λ0) = (a(t), A(t),Λt) for all
t > 0, then Z becomes a Le´vy process with the triplet (a(0), A(0),Λ0). There are many
results characterizing additive processes as a generalization of Le´vy processes. For details
on properties of additive processes, we refer to [15].
Let Z be an additive process with a bounded triplet (a(t), 0,Λt)t≥0 and define
AZ(t)u(t, x) := lim
h↓0
E[u(t, x+ Zt+h − Zt)− u(t, x)]
h
.
We consider the following Cauchy problem{
∂u
∂t (t, x) = AZ(t)u(t, x), (t, x) ∈ (0, T )× R
d,
u(0, x) = u0(x), x ∈ R
d.
(2.1)
We introduce definitions of function spaces handling initial data u0 and solutions u to
equation (2.1), first.
Definition 2.3 (ψ-Bessel potential space). For p ∈ [1,∞), and γ ∈ R, Hµ;γp (Rd) denote the
class of all tempered distribution f on Rd such that
‖f‖Hµ;γp (Rd) := ‖(1− ψ(D))
γ/2f‖Lp(Rd) := ‖F
−1[(1− ψ)γ/2F [f ]]‖Lp(Rd) <∞.
where ψ is a complex-valued locally integrable function defined on Rd. In particular, if
ψ(ξ) = |ξ|2, then Hµ;γp (Rd) becomes the classical Bessel potential space with the exponent
p and order γ. For this classical one, we use the simpler notation Hγp (Rd). Moreover, we can
consider a ψ-potential spaces related to a Le´vy measure µ ∈ Ld. Denote
µ˜(dy) :=
1
2
(µ(dy) + µ(−dy)) and ψµ˜(ξ) :=
ˆ
Rd
(eiy·ξ − 1− iy · ξ1|y|≤1)µ˜(dy).
In this case we prefer to use ψµ˜(ξ) instead of ψ to emphasize the related Le´vy measure.
It is a common way to classify Le´vy measures based on ratios of their characteristic
exponents (cf. [7, 23, 28]). If there is a control on ratios of characteristic exponents, we
simply say that they satisfies a weak-scaling property. This type weak-scaling property can
be classified by two factor functions called a upper bound and a lower bound functions. Here
is a definition of scaling functions which control the Le´vy measures of additive processes.
Definition 2.4. For measurable functions s, sL, sU , : (0,∞) → (0,∞), we say that s :=
(s, sL, sU ) is a scaling triple if the triple satisfies followings :
• sL and sU are non-decreasing functions with
lim
r→0
sL(r) = lim
r→0
sU (r) = 0, lim
R→∞
sL(R) = lim
R→∞
sU (R) =∞.
A MAXIMAL Lp-REGULARITY THEORY WITH TIME MEASURABLE NONLOCAL OPERATORS 9
• For all 0 < r ≤ R <∞,
sL
(
R
r
)
≤
s(R)
s(r)
≤ sU
(
R
r
)
. (2.2)
Separately, s is called a scaling function and sL (resp. sU) is called a lower (resp. upper)
scaling factor of s. For a scaling triple s = (s, sL, sU ), denote
ms := min{m ∈ N : sL(2
m) > 1} and cs := 2
ms ≥ 2. (2.3)
Remark 2.5. Recall [27, Definition 1] : A continuous function κ : (0,∞) → (0,∞) is a
scaling function with scaling factor l if
(i) limr→0 κ(r) = 0 and limR→∞ κ(R) =∞.
(ii) l is a nondecreasing continuous function such that limε→0 l(ε) = 0 and
κ(εr) ≤ l(ε)κ(r), ∀ε, r > 0.
We claim that [27, Definition 1] implies Definition 2.4 but the converse does not hold in
general. Suppose that a scaling function κ with scaling factor l is given. One can observe
that for 0 < r ≤ R, (
l
( r
R
))−1
≤
κ(R)
κ(r)
≤ l
(
R
r
)
.
Therefore, κ = (κ, κL, κU ) is a scaling triple in the sense of Definition 2.4, where
κL(r) :=
(
l
(
r−1
))−1
, κU (r) := l(r).
On the other hand, recall that s can be discontinuous in a scaling triple s = (s, sL, sU ).
Therefore, our scaling function s is not contained in a class of scaling functions in [27,
Definition 1]. However if there is the extra assumption that all s, sL and sU are continuous,
then κ and l can be chosen by
κ := s, l(ε) :=
{
1∨(sL(1)sU (1))
sL(ε−1)
, ε ≥ 1,
sU (ε)
1∧(sL(1)sU (1))
, 0 < ε < 1.
Then it is obvious that
κ(εr) ≤ l(ε)κ(r), ∀ε, r > 0.
In the whole space, the Besov spaces can be characterized completely by Littlewood-Paley
functions (cf. [14]). Since we need a variant of the Besove space whose orders are given in
different scales, we present different scaled Littlewood-Paley functions.
Definition 2.6 (Littlewood-Paley function). For an integer n ≥ 2, let Φn(R
d) denote the
subset of S(Rd) with the following properties ; ζ ∈ Φn(R
d) if and only if
(i) F [ζ] > 0 on {ξ ∈ Rd : n−1 < |ξ| < n}.
(ii) supp(F [ζ]) = {ξ ∈ Rd : n−1 ≤ |ξ| ≤ n}.
(iii) For ξ ∈ Rd \ {0},
∞∑
j=−∞
F [ζ](n−jξ) = 1.
For ζ ∈ Φn(R
d), we put ζ = (ζ0, ζ1, · · · ), where
ζ0 := F
−1

1− ∞∑
j=1
F [ζ](n−j·)


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and ζj := n
jdζ(nj·) for all j ≥ 1.
The existence of Littlewood-Paley functions is guaranteed by [14, Lemma 6.1.7].
Remark 2.7. Let n ≥ 2 be an integer and ζ, ι ∈ Φn(R
d). Then ζ and ι enjoy the almost
orthogonality in the following sense:
F [ζ0](ξ) = F [ζ0](ξ){F [ι0](ξ) + F [ι](n
−1ξ)}
F [ζ](n−jξ) = F [ζ](n−jξ){F [ι](n−j+1ξ) + F [ι](n−jξ) + F [ι](n−j−1ξ)}, j ≥ 1.
(2.4)
Definition 2.8 (A scaled Besov space). For p ∈ [1,∞), q ∈ (0,∞), γ ∈ R, a scaling triple
s = (s, sL, sU ), and ϕ ∈ Φcs(R
d), Bs,ϕ;γp,q (Rd) denote the class of all tempered distribution f
on Rd such that
‖f‖Bs,ϕ;γp,q (Rd) := ‖f ∗ ϕ0‖Lp(Rd) +

 ∞∑
j=1
s(c−js )
− γq
2 ‖f ∗ ϕj‖
q
Lp(Rd)


1/q
<∞.
Moreover Bs.ϕ;γp,∞ (Rd) denotes the class of all tempered distribution f on Rd such that
‖f‖Bs,ϕ;γp,∞ (Rd) := ‖f ∗ ϕ0‖Lp(Rd) + sup
j∈N
s(c−js )
− γ
2 ‖f ∗ ϕj‖Lp(Rd) <∞.
In particular, if s(x) = x and ϕ ∈ Φ2(R
d), then Bs,ϕ;γp,q (Rd) becomes the classical Besov
space and we use the simpler notation Bγp,q(Rd).
Properties of the ψ-Bessel potential spaces and the scaled Besov spaces are given in
Section 4. In particular, we prove that C∞c (R
d) is dense in both Hµ;γp (Rd) and B
s.ϕ;γ
p,q (Rd).
We finally introduce the definition of a (strong) solution u in these ψ-Bessel potential and
scaled Besov spaces.
Definition 2.9 (Solution). Let T ∈ (0,∞), p ∈ [1,∞), q ∈ (0,∞), γ ∈ R, µ ∈ Ld, Z be
an additive process with a bounded triplet (a(t), 0,Λt)t≥0, and s = (s, sL, sU ) be a scaling
triple. For given
f ∈ Lq((0, T );H
µ;γ
p (R
d)), u0 ∈ B
s,ϕ;γ+2− 2
q
p,q (R
d),
we say that u ∈ Lq((0, T );H
µ;γ+2
p (Rd)) is a solution to the Cauchy problem{
∂u
∂t (t, x) = AZ(t)u(t, x) + f(t, x), (t, x) ∈ (0, T )× R
d,
u(0, x) = u0(x), x ∈ R
d,
if there exists a sequence of smooth functions un ∈ C˜
1,∞([0, T ] × Rd) (see Definition 3.1)
such that un(0, ·) ∈ C
∞
c (R
d),
∂un
∂t
−AZ(t)un → f in Lq((0, T );H
µ;γ
p (R
d)),
un(0, ·)→ u0 in B
s,ϕ;γ+2− 2
q
p,q (R
d),
and
un → u in Lq((0, T );H
µ;γ+2
p (R
d))
as n→∞.
Next we introduce our main assumptions that Le´vy measures have a lower bound and
satisfies a weak-scaling property.
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Assumption 2.10 (Lower bound). For a scaling triple s = (s, sL, sU ) and Z be an additive
process with a bounded triplet (a(t), 0,Λt)t≥0, we say that the additive process Z has a lower
bound ν if there exists a Le´vy measure ν such that for any t ≥ 0, r > 0 and nonnegative
B(Rd)-measurable function f ,
s(r)
ˆ
Rd
f(y)Λt(r dy) := s(r)
ˆ
Rd
f
(y
r
)
Λt(dy) ≥
ˆ
Rd
f(y)ν(dy), (2.5)
where ν(dy) = 1|y|≤c−2s ν(dy) satisfies
inf
|ξ|=1
ˆ
|y|≤c−2s
|y · ξ|2ν(dy) ≥ N1 > 0.
We simply put s(r)Λt(r dy) ≥ ν(dy) to denote (2.5).
Assumption 2.11 (Weak scaling property). For a scaling triple s = (s, sL, sU ) and µ ∈ Ld,
we say that µ satisfies a weak scaling property with respect to s if
L(r; s, µ) := s(r)
ˆ
Rd
(1 ∧ |r−1y|2)µ(dy) = s(r)
ˆ
Rd
(1 ∧ |y|2)µ(r dy),
is uniformly bounded on (0,∞), that is,
sup
r>0
L(r; s, µ) =: N2 <∞.
Now, we state the main result of this article and the proof is given in Section 6.
Theorem 2.12. Let s = (s, sL, sU ) be a scaling triple, Z be an additive process with a
bounded triplet (a(t), 0,Λt)t≥0 which has a lower bound ν (Assumption 2.10), and µ be a
Le´vy measure on Rd satisfying a weak-scaling property with respect to s (Assumption 2.11).
Then for all p ∈ (1,∞), q ∈ [1,∞), T ∈ (0,∞), γ ∈ [0,∞) and u0 ∈ B
s,ϕ;γ− 2
q
p,q (Rd), the
initial value problem{
∂u
∂t (t, x) = AZ(t)u(t, x), (t, x) ∈ (0, T ) × R
d,
u(0, x) = u0(x), x ∈ R
d,
has a unique solution u ∈ Lq((0, T );H
µ;γ
p (Rd)) with
‖u‖Lq((0,T );Hµ;γp (Rd)) ≤ N(1 + T
2)‖u0‖
B
s,ϕ;γ− 2q
p,q (Rd)
, (2.6)
where N is independent of u, u0, and T .
Remark 2.13. Note that B
s,ϕ;γ− 2
q
p,q (Rd) is a quasi Banach space and a priori estimate (2.6)
holds (see Lemma 6) even for q ∈ (0, 1) and p ∈ [1,∞). However, Caldero´n’s complex
interpolation does not work on B
s,ϕ;γ−2/q
p,q (Rd) if q ∈ (0, 1) since this interpolation heavily
depends on the duality property. Nevertheless, if there is the additional assumption that γ is
an even nonnegative integer, Theorem 2.12 still holds even though q ∈ (0, 1) and p ∈ [1,∞).
Remark 2.14. We compare our main assumpetions to those introduced in [27, 28]. Reccall
that Assumptions A0(σ), D(κ, l), and B(κ, l) in [27, 28]:
• (Assumption A0(σ)) Let µ0(dy) = 1|y|≤1µ0(dy) andˆ
|y|≤1
|y|2µ0(dy) +
ˆ
Rd
|ξ|4[1 + λ(ξ)]d+3 exp(ψµ˜0(ξ))dξ ≤ n0 <∞, (2.7)
12 J.-H. CHOI AND I. KIM
where
λ(ξ) =
ˆ
|y|≤1
χσ(y)|y|(|ξ||y| ∧ 1)ν(dy), χσ(y) = 1σ=11|y|≤1(y) + 1σ∈(1,2),
ψµ˜0(ξ) =
ˆ
Rd
(cos(y · ξ)− 1)µ˜0(dy), µ˜0(dy) =
1
2
(µ0(dy) + µ0(−dy)).
In addition, for any ξ ∈ {ξ ∈ Rd : |ξ| = 1},ˆ
|y|≤1
|y · ξ|2ν(dy) ≥ c1 > 0.
• (Assumption D(κ, l)) Let κ be a scaling function with a scaling factor l (see Remark
2.5). For every R > 0,
π˜R(dy) := κ(R)π(Rdy) ≥ µ0(dy)
with µ0 satisfying Assumption A0(σ). In addition,ˆ
R<|y|≤R′
yµ0(dy) = 0, ∀0 < R ≤ R
′ ≤ 1,
if σ = 1.
• (Assumption B(κ, l)) Let κ be a scaling function with a scaling factor l. There exist
α1, α2, and a constant N0 > 0 such thatˆ
|y|≤1
|y|α1 π˜R(dy) +
ˆ
|y|>1
|y|α2 π˜R(dy) ≤ N0, ∀R > 0,
where α1, α2 ∈ (0, 1] if σ ∈ (0, 1); α1, α2 ∈ (1, 2] if σ ∈ (1, 2); α1 ∈ (1, 2] and
α2 ∈ [0, 1) if σ = 1.
It is obvious that Assumptions A0(σ) and D(κ, l) imply Assumption 2.10. However, the
integrability condition on the symbol (2.7) is not necessary in our assumptions. Moreover,
elementary computations show that assumption B(κ, l) (in [27, 28]) implies Assumption
2.11 since
1 ∧ |y|2 ≤ |y|α11|y|≤1 + |y|
α21|y|>1, ∀y ∈ R
d
for all α1, α2 ∈ [0, 2].
Next, we specify an interesting example which cannot be covered by previous results.
Example 2.15. With the help of the characteristic expoent ΨZ(r, ξ) of an additive process
Z, one can understand the infinitesimal generators AZ(t) as the following time dependent
pseudo-differential operators (see Lemma 3.4):
AZ(r)u(t, x) = F
−1 [ΨZ(r, ·)F [u(t, ·)]] (x).
We remark that the symbol ΨZ(r, ξ) does not have to be smooth on the whole space. Here
is a more concrete example. Let α ∈ (0, 2) and cj(t, y) (j = 1, 2, · · · , d) be a measurable
function on [0,∞) × Rd such that
0 < C−1 ≤ cj(t, y) ≤ C, ∀(t, y) ∈ [0,∞) × R
d, j = 1, 2, · · · , d.
For each t > 0 and j = 1, 2, · · · , d, define Le´vy measures
Λj,t(dy) :=
cj(t, y)
|yj |1+α
dyjǫ0(dy
1, · · · , dyj−1, dyj+1, · · · , dyd), Λt(dy) :=
d∑
j=1
Λj,t(dy),
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where ǫ0 is the centered Dirac measure on R
d−1. One can observe that for r > 0,
Λj,t(r dy) =
cj(t, ry)
rα|yj |1+α
dyjǫ0(dy
1, · · · , dyj−1, dyj+1, · · · , dyd). (2.8)
One can easily check that s = (s, sL, sU ) defined by
s(r) = sL(r) = sU (r) := r
α
is a scaling triple with cs = 2. Put
νj(dy) := 1Rd(y)
1
C|yj |1+α
dyjǫ0(dy
1, · · · , dyj−1, dyj+1, · · · , dyd), ν(dy) :=
d∑
j=1
νj(dy)
µ(dy) :=
1
|y|d+α
dy,
where
Rd := (−r0, r0)× · · · (−r0, r0) ⊆ {y ∈ R
d : |y| < 4−1}.
By (2.8),
s(r)Λj,t(r dy) ≥ νj(dy).
Furthermore, for ξ ∈ {ξ ∈ Rd : |ξ| = 1},
ˆ
Rd
|y · ξ|2ν(dy) =
d∑
j=1
2|ξj |2
C
ˆ r0
0
x2x−1−αdx =
2|ξ|2
C(2− α)
r2−α0 =
2r2−α0
C(2− α)
> 0.
Therefore, Assumption 2.10 holds.
Next we check Assumption 2.11. By the change of variable formula, for r > 0,
N(d)
ˆ
Rd
(1 ∧ |r−1y|2)µ(dy) = r−2
ˆ r
0
x1−αdx+
ˆ ∞
r
1
x1+α
dx
=
r−α
2− α
+
r−α
α
.
Therefore, Assumption 2.11 also holds. This example leads to the following corollary.
Before stating the corollary, recall the fractional Laplacian operator with respect to the
j-th component. For j = 1, . . . , d, define
(−∆)
α/2
xj
ϕ(x) :=
1
(2π)d/2
ˆ
Rd
|ξj |αF [ϕ](ξ)eix·ξdξ.
Note that |ξj|α is not smooth on the line {ξ ∈ Rd : ξj = 0}.
Corollary 2.16. Let α ∈ (0, 2) and cj(t) (j = 1, . . . , d) be a measurable function on [0,∞)
and assume that there exists a positive constant C ≥ 1 such that
0 < C−1 ≤ cj(t) ≤ C, ∀t ∈ [0,∞).
Then for all p ∈ (1,∞), q ∈ [1,∞), T ∈ (0,∞), γ ∈ R, and u0 ∈ B
γ−α
q
p,q (Rd), the initial
value problem{
∂u
∂t (t, x) = −
∑d
j=1 cj(t)(−∆)
α/2
xj
u(t, x), (t, x) ∈ (0, T ) × Rd,
u(0, x) = u0(x), x ∈ R
d,
(2.9)
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has a unique solution u ∈ Lq((0, T );H
γ
p (Rd)). Moreover if q ∈ (1,∞), then the solution u
satisfies
‖u‖Lq((0,T );Hγp (Rd)) ≤ N(1 + T )‖u0‖B
γ− αq
p,q (Rd)
, (2.10)
where N is independent of u, u0 and T .
Proof. It is an easy consequence of Theorem 2.12 and Example 2.15 if we consider the
estimate
‖u‖Lq((0,T );Hγp (Rd)) ≤ N(1 + T
2)‖u0‖
B
γ− αq
p,q (Rd)
, (2.11)
instead of (2.10). To obtain the better time bound given in (2.10), we use a scaling argument.
Without loss of generality, we assume that T ∈ (1,∞).
Step 1. First we assume that γ ∈ (q−1α,α). By Theorem 2.12 and Example 2.15, we
have the solution u to (2.9) with T . Put
v(t, x) := u(T t, T 1/αx).
Since u is a solution of (2.9) with T ,
∂v
∂t
(t, x) = T
∂u
∂t
(T t, T 1/αx) = T
d∑
j=1
cj(T t)(−∆)
α/2
xj
u(T t, T 1/αx)
=
d∑
j=1
cj(T t)(−∆)
α/2
xj
v(t, x).
Therefore, v is a solution of{
∂v
∂t (t, x) = −
∑d
j=1 cj(T t)(−∆)
α/2
xj
v(t, x), (t, x) ∈ (0, 1) × Rd,
v(0, x) = u0(T
1/αx), x ∈ Rd.
(2.12)
Applying Theorem 2.12 to (2.12),
‖u‖q
Lq((0,T );H
γ
p (Rd))
≈
ˆ T
0
‖u(t, ·)‖q
Lp(Rd)
dt+
ˆ T
0
‖(−∆)γ/2u(t, ·)‖q
Lp(Rd)
dt
= T
1+ qd
pα
ˆ 1
0
‖v(t, ·)‖q
Lp(Rd)
dt+ T
1+ q(d−pγ)
pα
ˆ 1
0
‖(−∆)γ/2v(t, ·)‖q
Lp(Rd)
dt
≤ N
(
T 1+
qd
pα + T 1+
q(d−pγ)
pα
)
‖v(0, ·)‖q
B
γ− αq
p,q (Rd)
,
(2.13)
where N is independent of v, u0 and T . Since qγ > α, by [14, Theorem 6.3.2.], the norm
‖ · ‖
B
γ− αq
p,q (Rd)
is equivalent to ‖ · ‖Lp(Rd) + ‖ · ‖
B˙
γ− αq
p,q (Rd)
, where B˙γp,q(Rd) is the homogeneous
Besov space with the norm
‖f‖q
B˙γp,q(Rd)
=
∞∑
j=−∞
2γqj‖∆jf‖
q
Lp(Rd)
,
where
∆jf(x) := F
−1
[
F [ζ](2−j ·)F [f ]
]
(x), ζ ∈ Φ2(R
d).
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Since ‖f(c·)‖B˙γp,q(Rd) ≈ c
γ− d
p ‖f‖B˙γp,q(Rd), we have
‖v(0, ·)‖q
B
γ− αq
p,q (Rd)
≈ ‖v(0, ·)‖q
Lp(Rd)
+ ‖v(0, ·)‖q
B˙
γ− αq
p,q (Rd)
≈ T
− qd
pα ‖u0‖
q
Lp(Rd)
+ T
−1− q(d−pγ)
pα ‖u0‖
q
B˙
γ− αq
p,q (Rd)
.
(2.14)
Since q, T > 1 and γ ∈ (q−1α,α), by (2.13) and (2.14),
‖u‖q
Lq((0,T );H
γ
p (Rd))
≤ N(T + T 1−
qγ
α )‖u0‖
q
Lp(Rd)
+N(T
qγ
α + 1)‖u0‖
q
B˙
γ− αq
p,q (Rd)
≤ N(T + 1)‖u0‖
q
Lp(Rd)
+N(T q + 1)‖u0‖
q
B˙
γ− αq
p,q (Rd)
,
where N is independent of u, u0 and T . Therefore,
‖u‖Lq((0,T );Hγp (Rd)) ≤ N(1 + T )‖u0‖B
γ− αq
p,q (Rd)
.
Step 2 (General case). Let γ ∈ R. Then there exists a γ0 > 0 such that q(γ +
γ0) > α. If u ∈ Lq((0, T0);H
γ
p (Rd)) is a solution of (2.9), then v := (1 − ∆)−γ0/2u ∈
Lq((0, T0);H
γ+γ0
p (Rd)) is a solution of{
∂v
∂t (t, x) = −
∑d
j=1 cj(t)(−∆)
α/2
xj
v(t, x), (t, x) ∈ (0, T ) × Rd,
v(0, x) = (1−∆)−γ0/2u0(x), x ∈ R
d,
where (1 −∆)−γ0/2u0 ∈ B
γ+γ0−
α
q
p,q (Rd). It is well-known that (cf. ([39, Theorem 2.2])) (1−
∆)−γ0/2 is a bijective quasi-isometry from B
γ−α
q
p,q (Rd) to B
γ+γ0−
α
q
p,q (Rd). Therefore, applying
this bijective quasi-isometry and the result of Step 1, we have
‖u‖Lq((0,T );Hγp (Rd)) = ‖(1 −∆)
−γ0/2u‖
Lq((0,T );H
γ+γ0
p (Rd))
= ‖v‖
Lq((0,T );H
γ+γ0
p (Rd))
≤ N(1 + T )‖(1 −∆)−γ0/2u0‖
B
γ+γ0−
α
q
p,q (Rd)
≈ N(1 + T )‖u0‖
B
γ− αq
p,q (Rd)
.
The corollary is proved. 
3. The Cauchy problems with smooth functions
For a Le´vy process X, then the generator AX does not map S(R
d) into S(Rd) itself (see
[35, Remark 2.1.10] ). It naturally raises necessities of smooth function spaces larger than
S(Rd) which control the range of AX on S(R
d). It is enough to consider a set of functions
whose derivatives are contained in Lp-spaces and it is provided in [27, 28] previously. We
consider a subspace of this space to avoid a trace issue with respect to the time variable.
Here are the definitions of the function space which play important roles in approximations
of smooth functions which fit to infinitesimal generators of additive processes.
Definition 3.1. Let T ∈ (0,∞) and p ∈ [1,∞).
(i) C∞p (R
d) denotes the set of all infinitely differentiable functions f on Rd such that for
any multi-index α, their derivatives
Dαxf ∈ Lp(R
d).
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Define
C˜∞(Rd) :=
⋂
p∈[1.∞)
C∞p (R
d).
(ii) C∞p ([0, T ]×R
d) denotes the set of all B([0, T ]×Rd)-measurable functions f on [0, T ]×Rd
such that for any multi-index α with respect to the space variable, their derivatives
Dαxf ∈ L∞([0, T ];Lp(R
d)).
Define
C˜∞([0, T ] × Rd) :=
⋂
p∈[1,∞)
C∞p ([0, T ] ×R
d).
(iii) C1,∞p ([0, T ] × Rd) denotes the set of all f ∈ C∞p ([0, T ] × R
d) such that for any multi-
index α, their derivatives
Dαxf ∈ C([0, T ]× R
d),
and
∂f
∂t
∈ C∞p ([0, T ]× R
d).
Define
C˜1,∞([0, T ] × Rd) :=
⋂
p∈[1,∞)
C1,∞p ([0, T ]× R
d).
Due to Sobolev’s embedding theorem, for all f ∈ C∞p (R
d) and multi-index α,
Dαxf ∈ C(R
d).
Here are specific examples contained in C˜∞([0, T ]× Rd) and C˜1,∞([0, T ] ×Rd).
Example 3.2. (i) Obviously, C∞c ((0, T ) ×R
d) ( C˜∞([0, T ] × Rd).
(ii) Let f be a infinitely differentiable function on [0, T ]×Rd such that for any multi-indices
α and β,
sup
t∈[0,T ]
sup
x∈Rd
|xβDαt,xf(t, x)| <∞. (3.1)
Then f ∈ C˜∞([0, T ]× Rd).
(iii) Let
f(t, x) :=
t
(1 + |x|2)d
.
Then f is not in C∞c ((0, T ) × R
d) and does not satisfy (3.1). However, it is easy to
check that f ∈ C˜∞([0, T ] × Rd).
(iv) For u0 ∈ C˜
∞(Rd) and f ∈ C˜∞([0, T ] × Rd), put
g(t, x) := u0(x) +
ˆ t
0
f(s, x)ds.
Then it is obvious that Dαxg ∈ C([0, T ]×R
d) for all multi-index α with respect to the
space variable. Additionally, by the fundamental theorem of calculus,
∂g
∂t
= f ∈ C˜∞([0, T ]× Rd).
Therefore, g ∈ C˜1,∞([0, T ] ×Rd).
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Example 3.2 (iii) shows that C˜∞([0, T ] × Rd) contains some smooth functions with
polynomial decays. Thus one cannot expect that the Fourier transform operator maps
C˜∞([0, T ]×Rd) into some smooth function spaces. However, fortunately, the Fourier inver-
sion theorem still works on the set of all Fourier transforms of C˜∞([0, T ]×Rd) with respect
to the space variable.
Lemma 3.3. Let T ∈ (0,∞) and f ∈ C˜∞([0, T ]× Rd). Then for almost every 0 ≤ t ≤ T ,
F [f(t, ·)] ∈ L1(R
d) ∩ C(Rd).
In particular, the Fourier inversion theorem holds, i.e. for almost every 0 ≤ t ≤ T ,
F−1[F [f(t, ·)]](x) = f(t, x), ∀x ∈ Rd.
Proof. Since f(t, ·) ∈ L1(R
d),
F [f(t, ·)] ∈ C(Rd).
Let d0 = ⌊d/4⌋ + 1. By the definition of C˜
∞([0, T ] × Rd),
(1−∆)d0f(t, ·) ∈ L2(R
d).
By Plancherel’s theorem,
(1 + | · |2)d0F [f(t, ·)] ∈ L2(R
d).
Therefore, by virtue of Ho¨lder’s inequality,
ˆ
Rd
|F [f ](t, ξ)|dξ ≤
(ˆ
Rd
1
(1 + |ξ|2)2d0
dξ
)1/2(ˆ
Rd
(1 + |ξ|2)2d0 |F [f ](t, ξ)|2dξ
)1/2
<∞.
The lemma is proved. 
Next we show that an infinitesimal generator of an additive process Z can be represented
as a pseudo-differential operator or a nonlocal operator.
Lemma 3.4. Let Z be an additive process with a bounded triplet (a(t), 0,Λt)t≥0. Then
AZ(t) is a linear operator on C˜
∞([0, T ] × Rd), i.e. AZ(t)f ∈ C˜
∞([0, T ] × Rd) for all f ∈
C˜∞([0, T ] × Rd). Moreover, for almost all t,
AZ(t)f(t, x) := lim
h↓0
E[f(t, x+ Zt+h − Zt)− f(t, x)]
h
= F−1[ΨZ(t, ·)F [f(t, ·)]](x)
= a(t) · ∇f(t, x) +
ˆ
Rd
(f(t, x+ y)− f(t, x)− y · ∇f(t, x)1|y|≤1)Λt(dy)
for all x ∈ Rd, where
ΨZ(t, ξ) := ia(t) · ξ +
ˆ
Rd
(eiy·ξ − 1− iy · ξ1|y|≤1)Λt(dy).
Proof. Let f ∈ C˜∞([0, T ]×Rd). Then applying Lemma 3.3, Fubini’s theorem, the Lebesgue
dominated convergence theorem, and elementary properties of the Fourier transform, we
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have
AZ(t)f(t, x) := lim
h↓0
E[f(t, x+ Zt+h − Zt)− f(t, x)]
h
= lim
h↓0
F−1[(e
´ t+h
t ΨZ (r,·)dr − 1)F [f ](t, ·)](x)
h
= F−1[ΨZ(t, ·)F [f ](t, ·)](x)
= a(t) · ∇f(t, x) +
ˆ
Rd
(f(t, x+ y)− f(t, x)− y · ∇f(t, x)1|y|≤1)Λt(dy).
Since a(t) · ∇f ∈ C˜∞([0, T ] × Rd), it suffices to show that
IΛf(t, x) :=
ˆ
Rd
(f(t, x+ y)− f(t, x)− y · ∇f(t, x)1|y|≤1)Λt(dy)
is in C˜∞([0, T ]×Rd). By Taylor’s theorem and the Lebesgue dominated convergence theo-
rem,
Dαx I
Λf(t, x) = IΛDαxf(t, x), (3.2)
for any multi-index α with respect to the space variable. Due to Minkowski’s inequality and
Taylor’s theorem,
‖IΛf(t, ·)‖Lp(Rd) ≤ 4L(t; Λ)
∑
|α|≤2
‖Dαxf(t, ·)‖Lp(Rd), ∀p ∈ [1,∞] (3.3)
where
L(t; Λ) =
ˆ
Rd
(1 ∧ |y|2)Λt(dy).
Therefore, combining two relations (3.2) and (3.3), we have AZ(t)f ∈ C˜
∞([0, T ]×Rd). The
lemma is proved. 
Next we show that if data f and u0 are smooth, then the following Cauchy problem{
∂u
∂t (t, x) = AZ(t)u(t, x) + f(t, x), (t, x) ∈ (0, T ) × R
d,
u(0, x) = u0(x), x ∈ R
d
(3.4)
has a unique strong solution. Note that the existence and uniqueness of a solution to (3.4)
is guarnteed without our main assumptions unless we consider a regularity improvement on
a solution.
Theorem 3.5. Let Z be an additive process with bounded triplet (a(t), 0,Λt)t≥0, T ∈
(0,∞), u0 ∈ C˜
∞(Rd), and f ∈ C˜∞([0, T ] × Rd). Then there exists a unique solution
u ∈ C˜1,∞([0, T ]×Rd) to the Cauchy problem (3.4). Moreover, the solution u has the follow-
ing probabilsitic representation :
u(t, x) = E[u0(x+ Zt)] +
ˆ t
0
E[f(s, x+ Zt − Zs)]ds, ∀(t, x) ∈ [0, T ]× R
d.
Proof. (Uniqueness) We prove the uniqueness first. Suppose that u ∈ C˜1,∞([0, T ]×Rd) is
a solution of the Cauchy problem{
∂u
∂t (t, x) = AZ(t)u(t, x), (t, x) ∈ (0, T ) × R
d,
u(0, x) = 0, x ∈ Rd.
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Taking the Fourier transform to the above equation with respect to the space variable and
integration with respect to the time variable, we have
F [u(t, ·)](ξ) =
ˆ t
0
ΨZ(s, ξ)F [u(s, ·)](ξ)ds, ∀0 ≤ t < T, ∀ξ ∈ R
d.
Note that due to Taylor’s theorem and (locally) bounded assumptions on the triplet,
|ΨZ(t, ξ)| ≤ 4L(t; Λ)(1 + |ξ|
2) + |a(t)||ξ|.
Since a(t) and L(t; Λ) are in L∞([0, T ]), for each ξ ∈ R
d,
ΨZ(·, ξ) ∈ L∞([0, T ]).
Hence, Gronwall’s inequality yields that u = 0. Therefore by the linarity of equation (3.4),
the uniqueness is proved
(Existence) Next we prove the existence of a solution. Define
u(t, x) := IZ(u0)(t, x) + FZ(f)(t, x),
where
IZ(u0)(t, x) := E[u0(x+ Zt)], ∀(t, x) ∈ [0, T ]× R
d,
and
FZ(f)(t, x) :=
ˆ t
0
E[f(s, x+ Zt − Zs)]ds, ∀(t, x) ∈ [0, T ]× R
d.
It is an easy application of the Lebesgue dominated convergence theorem that for multi-
index α with respect to the space variable and (t, x) ∈ [0, T ]× Rd,
Dαx IZ(u0)(t, x) = IZ(D
α
xu0)(t, x), D
α
xFZ(f)(t, x) = FZ(D
α
xf)(t, x). (3.5)
Therefore u ∈ C˜∞([0, T ] × Rd) since u0 ∈ C˜
∞(Rd), and f ∈ C˜∞([0, T ] × Rd). By Fubini’s
theorem, for (t, ξ) ∈ (0, T ] × Rd,
F [IZ(u0)(t, ·) + FZ(f)(t, ·)](ξ) = E[F [u0](ξ)e
iξ·Zt ] +
ˆ t
0
E[F [f(s, ·)](ξ)eiξ·(Zt−Zs)]ds
= F [u0](ξ)e
´ t
0
ΨZ(r,ξ)dr +
ˆ t
0
F [f(s, ·)](ξ)e
´ t
s
ΨZ(r,ξ)drds.
Since | exp(
´ t
s ΨZ(r, ·)dr)| ≤ 1, we have∣∣∣∣F [u0](ξ)e´ t0 ΨZ(r,ξ)dr +
ˆ t
0
F [f(s, ξ)]e
´ t
s ΨZ(r,ξ)drds
∣∣∣∣ ≤ |F [u0](ξ)|+
ˆ t
0
|F [f(s, ξ)]|ds.
Moreover, as a result of Lemma 3.3, for each t ∈ [0, T ],
|F [u0]|+
ˆ t
0
|F [f(s, ·)]|ds ∈ L1(R
d).
Using Fubini’s theorem again, for (t, ξ) ∈ (0, T ] × Rd, we have
IZ(u0)(t, x) + FZ(f)(t, x)
= F−1[F [u0]e
´ t
0 ΨZ (r,·)dr](x) +
ˆ t
0
F−1[F [f(s, ·)]e
´ t
s ΨZ(r,·)dr](x)ds.
(3.6)
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The Lebesgue dominated convergence theorem, (3.6) and (3.5) yield that for any multi-index
α with respect to the space variable,
Dαxu ∈ C([0, T ]× R
d).
Next, define
v(t, x) := u0(x) +
ˆ t
0
(AZ(s)u(s, x) + f(s, x))ds.
By Lemma 3.4 and Example 3.2 (iv), v ∈ C˜1,∞([0, T ] × Rd). We claim that
u(t, x) = v(t, x), ∀(t, x) ∈ [0, T ] × Rd,
which obviously completes the proof. For (t, x) ∈ [0, T ]×Rd, applying Lemma 3.3, 3.4, (3.6)
and Fubini’s theorem, we have
v(t, x) − u0(x)−
ˆ t
0
f(s, x)ds
=
ˆ t
0
F−1
[
ΨZ(s, ·)
(
F [u0]e
´ s
0
ΨZ (r,·)dr +
ˆ s
0
F [f(l, ·)]e
´ s
l
ΨZ(r,·)drdl
)]
(x)ds
= F−1
[
F [u0](e
´ t
0
ΨZ(r,·)dr − 1)
]
(x) +
ˆ t
0
F−1
[
F [f(l, ·)](e
´ t
l
ΨZ(r,·)dr − 1)
]
(x)dl
= IZ(u0)(t, x) + FZ(f)(t, x) − u0(x)−
ˆ t
0
f(s, x)ds = u(t, x)− u0(x)−
ˆ t
0
f(s, x)ds.
The theorem is proved. 
In the next corollary, we show that a solution to (3.4) is unique in the sense of Definition
2.9 even for general data. The proof is based on the probabilistic solution representation
and uniqueness of a solution for smooth data in Theorem 3.5.
Corollary 3.6. Let Z be an additive process with a bounded triplet (a(t), 0,Λt)t≥0. Then
the Cauchy problem (3.4) has at most one solution in the sense of Definition 2.9.
Proof. Let u, v ∈ Lq((0, T );H
µ;γ+2
p (Rd)) be solutions to Cauchy problem (3.4). Then by the
definition of solution, one can find un, vn ∈ C˜
1,∞([0, T ] × Rd) such that un(0, ·), vn(0, ·) ∈
C∞c (R
d) and
∂un
∂t
−AZ(t)un,
∂vn
∂t
−AZ(t)vn → f in Lq((0, T );H
µ;γ
p (R
d)),
un(0, ·), vn(0, ·)→ u0 in B
s.ϕ;γ+2− 2
q
p,q (R
d)
un → u in Lq((0, T );H
µ;γ+2
p (R
d)),
vn → v in Lq((0, T );H
µ;γ+2
p (R
d)).
Let
fn :=
∂un
∂t
−AZ(t)un ∈ C˜
∞([0, T ]× Rd),
gn :=
∂vn
∂t
−AZ(t)vn ∈ C˜
∞([0, T ] × Rd).
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Then by Proposition 3.5,
un(t, x) = E[un(0, x+ Zt)] +
ˆ t
0
E[fn(s, x+ Zt − Zs)]ds,
vn(t, x) = E[vn(0, x + Zt)] +
ˆ t
0
E[gn(s, x+ Zt − Zs)]ds.
Since both fn and gn converge to f in Lq((0, T );H
µ;γ
p (Rd)) and both un(0, ·) and vn(0, ·)
converge to u(0, ·) in B
s,ϕ;γ+2− 2
q
p,q (Rd), we conclude that u = v as a tempered distribution
valued functions. Finally, we have u = v in Lq((0, T );H
µ;γ+2
p (Rd)) since both u and v are
in the class Lq((0, T );H
µ;γ+2
p (Rd)). The corollary is proved. 
4. Properties of function spaces
There are many well-known interesting properties for the classical Bessel potential and
Besov spaces such as the denseness of smooth functions, the duality property, and interpola-
tion properties (cf. [3, 4]). In this section, we provide that lots of useful properties still hold
even for ψ-Bessel potential spaces and scaled Besov spaces. For the readers’ convenience,
the detailed proofs of the following results are attached in the appendix (Section 7). Recall
that Ld denotes the set of all Le´vy measures on R
d.
Proposition 4.1. Let µ ∈ Ld and denote
µ˜(dy) :=
1
2
(µ(dy) + µ(−dy)), ψµ˜(ξ) :=
ˆ
Rd
(eiy·ξ − 1− iy · ξ1|y|≤1)µ˜(dy).
For α ∈ R and λ ≥ 0, we define the pseudo-differential operator(
λ− ψµ˜(D)
)α/2
f(x) := F−1[
(
λ− ψµ˜
)α/2
F [f ]](x) x ∈ Rd
and
ψµ˜(D)f(x) := F−1[ψµ˜F [f ]](x).
Then the following statements hold:
(i) If φn → φ in S(R
d), then φn → φ in H
µ;γ
p (Rd).
(ii) For p ∈ [1,∞), γ ∈ R, and f ∈ Lp(R
d), (1− ψµ˜(D))γ/2f ∈ Hµ;−γp (Rd).
(iii) For p ∈ [1,∞) and γ ∈ R, Hµ;γp (Rd) is a Banach space equipped with the norm
‖ · ‖Hµ;γp (Rd).
(iv) For p ∈ [1,∞) and γ ∈ R,
C˜∞(Rd) ⊆ Hµ;γp (R
d).
Moreover, C∞c (R
d) is dense in Hµ;γp (Rd).
(v) For p ∈ [1,∞) and γ ≥ 0, the norm ‖·‖Hµ;γp (Rd) is equivalent to ‖·‖Lp(Rd)+‖·‖H˙µ;γp (Rd),
where
‖f‖H˙µ;γp (Rd) := ‖(−ψ
µ˜(D))γ/2f‖Lp(Rd).
(vi) For p ∈ [1,∞) and γ1, γ2 ∈ R, the operator
(1− ψµ˜(D))−γ2/2 : Hµ;γ1p (R
d)→ Hµ;γ1+γ2p (R
d)
is a bijective isometry.
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(vii) For p ∈ (1,∞) and γ ∈ R,(
Hµ;γp (R
d)
)∗
= Hµ;−γp′ (R
d),
where
(
Hµ;γp (Rd)
)∗
is the topological dual space of Hµ;γp (Rd) and
1
p +
1
p′ = 1.
(viii) For p ∈ (1,∞) and γ1 ≤ γ2, H
µ;γ2
p (Rd) is continuously embedded into H
µ;γ1
p (Rd), i.e.
there exists a positive constant N such that
‖f‖Hµ;γ1p (Rd) ≤ N‖f‖H
µ;γ2
p (Rd)
,
for all f ∈ S(Rd). Moreover, for 0 ≤ γ1 ≤ γ2, H
µ;γ2
1 (R
d) is continuously embedded
into Hµ;γ11 (R
d).
(ix) For p0, p1 ∈ (1,∞), γ0, γ1 ∈ R, and 0 < θ < 1,
[Hµ;γ0p0 (R
d),Hµ;γ1p1 (R
d)]θ = H
µ;γ
p (R
d),
where
γ = (1− θ)γ0 + θγ1,
1
p
=
1− θ
p0
+
θ
p1
,
and [B0, B1]θ is a complex interpolation space between Banach spaces B0 and B1.
To state properties of a scaled Besov space, we need a definition of a Banach space valued
sequence space.
Definition 4.2. For q ∈ (0,∞), γ ∈ R, scaling triple s = (s, sL.sU ), and Banach space B,
ls;γq (B) denote the set of all sequences x = (x0, x1 · · · ) in B such that
‖x‖ls;γp (B) := ‖x0‖B +

 ∞∑
j=1
s(c−js )
− qγ
2 ‖xj‖
q
B


1/q
<∞.
We also denote ls;γ∞ (B) denote the set of all sequences x = (x0, x1 · · · ) in B such that
‖x‖ls;γ∞ (B) := ‖x0‖B + sup
j∈N
s(c−js )
− γ
2 ‖xj‖B <∞.
We connect the above Banach space-valued sequence to the scaled Besov space Bs,ϕ;γp,q (Rd)
considering the mapping
f ∈ S ′(Rd) 7→ I(f) := (f ∗ ϕ0, f ∗ ϕ1, · · · ).
In particular, it is easy to check that
‖I(f)‖ls;γq (Lp(Rd)) = ‖f‖Bs,ϕ;γp,q (Rd).
Recall that
ms := min{m ∈ N : sL(2
m) > 1}, cs := 2
ms > 1,
and Φn(R
d) denotes a set of Littlewood-Paley functions whose frequency support is within
{ξ ∈ Rd : n−1 ≤ |ξ| ≤ n} (Definition 2.6).
Proposition 4.3. Let γ ∈ R, s = (s, sL, sU ) be a scaling triple, and ϕ ∈ Φcs(R
d).
(i) For p ∈ [1,∞], q ∈ (0,∞], there exist a positive constant N such that
N−1‖f‖
B
msθ0γ
p,q (Rd)
≤ ‖I(f)‖ls;γq (Lp(Rd)) = ‖f‖Bs,ϕ;γp,q (Rd) ≤ N‖f‖Bmsθ1γp,q (Rd)
,
for all f ∈ S ′(Rd), where θ0 = logcs(sL(cs)), θ1 = logcs(sU (cs)) and N is independent
of f .
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(ii) For p ∈ [1,∞], q ∈ (0,∞], Bs,ϕ;γp,q (Rd) is a quasi-Banach space equipped with the
quasi-norm ‖ · ‖Bs,ϕ;γp,q (Rd). In particular, B
s,ϕ;γ
p,q (Rd) is a Banach space if p, q ≥ 1.
(iii) For p ∈ [1,∞] and q ∈ (0,∞],
C˜∞(Rd) ⊆ Bs,ϕ;γp,q (R
d).
Moreover, if p ∈ [1,∞) and q ∈ (0,∞), then C∞c (R
d) is dense in Bs,ϕ;γp,q (Rd).
(iv) For p ∈ [1,∞], q ∈ (0,∞], ϑ ∈ Φcs(R
d), the two quasi-norms ‖ · ‖Bs,ϕ;γp,q (Rd) and
‖ · ‖
Bs,ϑ;γp,q (Rd)
are equivalent.
(v) For p ∈ [1,∞) and f ∈ S ′(Rd),
‖f‖Bs,ϕ;γ1p,q (Rd) ≤ ‖f‖B
s,ϕ;γ2
p,q (Rd)
, q ∈ (0,∞], −∞ < γ1 ≤ γ2 <∞,
‖f‖Bs,ϕ;γp,q2 (Rd)
≤ ‖f‖Bs,ϕ;γp,q1 (Rd)
, γ ∈ R, 0 < q1 ≤ q2 ≤ ∞.
(4.1)
(vi) For p ∈ [1,∞) and q ∈ [1,∞), the topological dual space of Bs,ϕ;γp,q (Rd) is a subspace of
tempered distribution space S ′(Rd).
(vii) Let q0, q1 ∈ [1,∞), γ0, γ1 ∈ R, and B be a Banach space. Then for θ ∈ [0, 1],
[ls;γ0q0 (B), l
s;γ1
q1 (B)]θ = l
s;γ
q (B),
where
1
q
=
1− θ
q0
+
θ
q1
, γ = (1− θ)γ0 + θγ1.
(viii) Let p ∈ [1,∞], q0, q1 ∈ [1,∞), and γ0, γ1 ∈ R. Then for θ ∈ [0, 1],
[Bs,ϕ;γ0p,q0 (R
d), Bs,ϕ;γ1p,q1 (R
d)]θ = B
s;γ
p,q (R
d),
where [B0, B1]θ denotes a complex interpolation space between B0 and B1 and
1
q
=
1− θ
q0
+
θ
q1
, γ = (1− θ)γ0 + θγ1.
By Proposition 4.3 (iv), the choice of ϕ ∈ Φcs(R
d) is not crucial. Hence, we write Bs;γp,q (Rd)
instead of Bs,ϕ;γp,q (Rd) for the simplicity of the notation.
5. Estimates of probability density function
In this section, we estimate a probability density function of an additive process Z with a
bounded triplet (a(t), 0,Λt)t≥0 under Assumption 2.10. First we prove that Le´vy measures
are closed under a scaling. Recall that Ld is a set of Le´vy measures on R
d and for µ ∈ Ld
and c > 0,
µc(dy) := µ(c dy) and L(µ) :=
ˆ
Rd
(1 ∧ |y|2)µ(dy).
Proposition 5.1. If µ ∈ Ld and c > 0, then µ
c ∈ Ld.
Proof. If suffices to show that L(µc) is finite.
L(µc) =
ˆ
Rd
(
1 ∧
|x|2
c2
)
µ(dx)
≤
ˆ
Rd
(1 ∧ |x|2)1c≥1 +
[
|x|2
c2
1|x|<1 + 1|x|≥1
]
10<c<1µ(dx)
≤ L(µ)
(
1c≥1 +
1 + c2
c2
10<c<1
)
<∞.
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The proposition is proved. 
Recall that for an additive process Z with a bounded triplet (a(t), A(t),Λt)t≥0,
ΨZ(t, ξ) := ia(t) · ξ −
1
2
(A(t)ξ · ξ) +
ˆ
Rd
(eiy·ξ − 1− iy · ξ1|y|≤1)Λt(dy).
On the other hand, if a bounded triplet (a(t), A(t),Λt)t≥0 is given, then there exists a an
additive process Z ([15, Theorem 9.8]) such that
E[eiξ·(Zt−Zs)] = e
´ t
s ΨZ(r,ξ)dr,
for all 0 ≤ s < t <∞ and ξ ∈ Rd.
Proposition 5.2. Let Z be an additive process with a bounded triplet (a(t), A(t),Λt)t≥0.
For each c > 0, define
acΛ(t) :=
1
c
(
a(t)−
ˆ
Rd
y(10<c<|y|≤1 − 11<|y|≤c)Λt(dy)
)
, and Ac(t) :=
1
c2
A(t). (5.1)
Then there exists an additive process Zc with the bounded triplet (acΛ(t), A
c(t),Λct)t≥0. More-
over, for all t ≥ 0 and ξ ∈ Rd,
ΨZ(t, ξ/c) = ΨZc(t, ξ).
Proof. By proposition 5.1, Λct is a Le´vy measure on R
d for all t ≥ 0 and c > 0. Thus [15,
Theorem 9.8] guarantees the existence of an additive process Zc with bounded the triplet
(acΛ(t), A
c(t),Λct)t≥0. Moreover, by (5.1), it is easy to check that
ΨZc(t, ξ) = ia
c
Λ(t) · ξ −
1
2
(Ac(t)ξ · ξ) +
ˆ
Rd
(eiy·ξ − 1− iy · ξ1|y|≤1)Λ
c
t(dy)
=
i
c
(
a(t)−
ˆ
Rd
y(10<c<|y|≤1 − 11<|y|≤c)Λt(dy)
)
· ξ −
1
2c2
(A(t)ξ · ξ)
+
ˆ
Rd
(eiy·ξ/c − 1− iy · ξ/c1|y|≤1)Λt(dy) +
i
c
(ˆ
Rd
y(10<c<|y|≤1 − 11<|y|≤c)Λt(dy)
)
· ξ
= ia(t) ·
ξ
c
−
1
2
(
A(t)
ξ
c
)
·
ξ
c
+
ˆ
Rd
(
eiy·
ξ
c − 1− iy ·
ξ
c
1|y|≤1
)
Λt(dy) = ΨZ(t, ξ/c).
The proposition is proved. 
Lemma 5.3. Let Z be an additive process with a bounded triplet (a(t), 0,Λt)t≥0 and s =
(s, sL, sU ) be a scaling triple. If Assumption 2.10 holds, then
(i) for all 0 ≤ |ξ| ≤ c2s, ˆ
|y|≤c−2s
(1− cos(y · ξ))ν(dy) ≥
N1
4
|ξ|2,
(ii) for all ξ ∈ Rd and t ≥ 0,ˆ
Rd
(1− cos(y · ξ))Λt(dy) ≥
N1
4
s(|ξ|−1)−1,
where ν ∈ Ld and N1 are taken from Assumption 2.10 and s(|ξ|
−1)−1 := 0 if ξ = 0.
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Proof. Note that if −1 ≤ λ ≤ 1, then
1− cos(λ) ≥
1
4
λ2. (5.2)
(i) If 0 < |ξ| ≤ c2s and |y| ≤ c
−2
s , then we have
|y · ξ| ≤ 1.
Thus by (5.2),ˆ
|y|≤c−2s
(1− cos(y · ξ))ν(dy) ≥
1
4
ˆ
|y|≤c−2s
|y · ξ|2ν(dy) ≥
N1
4
|ξ|2.
(ii) By Assumption 2.10,ˆ
Rd
(1− cos(y · ξ))Λt(dy) =
ˆ
Rd
(1− cos(y · ξ/|ξ|))Λt(|ξ|
−1 dy)
≥ s(|ξ|−1)−1
ˆ
Rd
(1− cos(y · ξ/|ξ|))ν(dy).
Note that |y · ξ|/|ξ| ≤ |y| ≤ c−2s ≤ 1 (0/0 := 0). Therefore, by (5.2),ˆ
Rd
(1−cos(y ·ξ/|ξ|))ν(dy) =
ˆ
|y|≤c−2s
(1−cos(y ·ξ/|ξ|))ν(dy) ≥
1
4
ˆ
|y|≤c−2s
|y · ξ|2
|ξ|2
ν(dy) ≥
N1
4
.
The lemma is proved. 
Lemma 5.4. Let µ ∈ Ld and R > 0.
(i) The function
hR(ξ) :=
ˆ
|y|≤R
(eiy·ξ − 1− iy · ξ1|y|≤1)µ(dy)
is infinitely differentiable for all ξ ∈ Rd. Furthermore, for any multi-index α,
|DαhR(ξ)| ≤ N(1|α|=1(1 + |ξ|) + 1|α|≥2),
where N = N(L(µ), R).
(ii) The function
gR(ξ) :=
ˆ
|y|>R
(eiy·ξ − 1− iy · ξ1|y|≤1)µ(dy)
is uniformly continuous and bounded for all ξ ∈ Rd.
Proof. (i) Denote
f(λ) := eiλ − 1− iλ.
Then, obviously, f is infinitely differentiable. Thus by the fundamental theorem of calculus,
f(y · (ξ1 + ξ2))− f(y · ξ1) =
ˆ 1
0
f ′(y · (ξ1 + θξ2))(y · ξ2)dθ (5.3)
for all ξ1, ξ2, y ∈ R
d. Moreover, by Taylor’s theorem,
|Dnf(λ)| ≤
λ2
2
1n=0 + λ1n=1 + 1n≥2 (5.4)
for all λ ∈ R and nonnegative integer n. It is obvious that
hR(ξ) =
ˆ
|y|≤R
f(y · ξ)µ(dy) + 1R>1i
ˆ
1<|y|≤R
(y · ξ)µ(dy)
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and the function 1R>1i
´
1<|y|≤R(y · ξ)µ(dy) is infinitely differentiable for all ξ. Thus it only
remains to prove that the mapping ˆ
|y|≤R
f(y · ξ)µ(dy)
is infinitely differentiable for all ξ. By (5.3) and (5.4),∣∣∣∣f(y · (ξ + εej))− f(y · ξ)ε
∣∣∣∣ ≤ |y|
ˆ 1
0
|Df(y · (ξ + θεej))|dθ ≤ (|ξ|+ |ε|)|y|
2
for all ε > 0 and ξ, y ∈ Rd. Since µ is a Le´vy measure on Rd, we haveˆ
|y|≤R
|y|2µ(dy) <∞.
Thus the Lebesgue dominated convergence theorem yields
|DξjhR(ξ)| ≤ |ξ|
ˆ
|y|≤R
|y|2µ(dy) +
ˆ
1<|y|≤R
|y|µ(dy)1R>1 ≤ N(L(µ), R)(1 + |ξ|).
Repeating the above argument for all n ≥ 2, the assertion (i) is proved.
(ii) Note that for all ξ2 ∈ R
d
sup
ξ1∈Rd
|gR(ξ1 + ξ2)− gR(ξ1)| ≤
ˆ
|y|>R
(
|eiy·ξ2 − 1|+ |ξ2||y|1|y|≤1
)
µ(dy).
Therefore, by the Lebesgue dominated convergence theorem, we have
sup
ξ1∈Rd
|gR(ξ1 + ξ2)− gR(ξ1)| → 0 as ξ2 → 0.
The lemma is proved. 
For an additive process Z with a bounded triplet (a(t), 0,Λt)t≥0 and a scaling triple
s = (s, sL, sU ), we denote
sj(Λt)(dy) := s(c
−j
s )Λt(c
−j
s dy), ∀t ≥ 0, j ∈ N.
Then by Proposition 5.2, there exists an additive process sj(Z) with the bounded triplet
(sj(a(t)), 0, sj(Λt)), where
sj(a(t)) :=
s(c−js )
c−js
(
a(t)−
ˆ
c−js <|y|≤1
yΛt(dy)
)
∈ Rd.
Moreover, for ξ ∈ Rd and j ∈ N,
ΨZ(t, ξ) = s(c
−j
s )
−1Ψsj(Z)(t, c
−j
s ξ). (5.5)
The following result yields that all scaling functions have a polynomial growth.
Proposition 5.5. Let s = (s, sL, sU ) be a scaling triple and
θ0 := logcs(sL(cs)), θ1 := logcs(sU (cs)).
Then 0 < θ0 ≤ θ1 and there exists a positive constant C0 such that for all 0 < r <∞,
C−10 (r
θ110<r≤1 + r
θ01r>1) ≤ s(r) ≤ C0(r
θ010<r≤1 + r
θ11r>1), (5.6)
where C0 depends only on s(1), sL(1), sU (1), sL(c
−1
s ), and sU (cs).
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Proof. Recalling the definition of cs ((2.3)), we have
1 < sL(cs) ≤
s(c2s)
s(cs)
≤ sU(cs).
Thus the first assertion 0 < θ0 ≤ θ1 is easily proved. To prove (5.6), observe that for each
j ∈ N,
1
s(c−js )
=
1
s(1)
j−1∏
k=0
s(c−j+k+1s )
s(c−j+ks )
and s(cjs) = s(1)
j−1∏
k=0
s(cj−ks )
s(cj−k−1s )
.
Applying (2.2) to the above products, we have
s(1) (sU (cs))
−j ≤ s(c−js ) ≤ s(1) (sL(cs))
−j (5.7)
and
s(1) (sL(cs))
j ≤ s(cjs) ≤ s(1) (sU(cs))
j . (5.8)
Note that
(0, 1] =
∞⋃
j=1
(c−js , c
−j+1
s ] and (1,∞) =
∞⋃
j=1
(cj−1s , c
j
s].
We separate the computations into two cases r ∈ (0, 1] and r ∈ (1,∞).
Case 1. Assume r ∈ (0, 1]. Then there exists a unique j ∈ N such that r ∈ (c−js , c
−j+1
s ].
By (2.2) and (5.7),
s(r) ≤ sU (rc
j
s)s(c
−j
s ) ≤ sU (cs)s(1) (sL(cs))
−j = sU(cs)s(1)
(
c−js
)logcs(sL(cs))
≤ sU (cs)s(1)r
logcs(sL(cs)) = sU (cs)s(1)r
θ0
and
s(r) ≥ sL(rc
j
s)s(c
−j
s ) ≥ sL(1)s(1) (sU (cs))
−j = sL(1)s(1)sU (cs)
−1
(
c−j+1s
)logcs(sU (cs))
≥ sL(1)s(1)sU (cs)
−1rlogcs(sU (cs)) =: sL(1)s(1)sU (cs)
−1rθ1 .
Case 2. Assume r ∈ (1,∞). Then there exists a unique j ∈ N such that r ∈ (cj−1s , c
j
s].
By (2.2) and (5.8),
s(r) ≤ sU (rc
−j
s )s(c
j
s) ≤ sU (1)s(1) (sU (cs))
j = sU(1)s(1)sU (cs)
(
cj−1s
)logc(sU (cs))
≤ sU (1)s(1)sU (cs)r
logc(sU (cs)) = sU(1)s(1)sU (cs)r
θ1
and
s(r) ≥ sL(rc
−j
s )s(c
j
s) ≥ sL(c
−1
s )s(1) (sL(cs))
j = sL(c
−1
s )s(1)
(
cjs
)logc(sL(cs))
≥ sL(c
−1
s )s(1)r
logc(sL(cs)) = sL(c
−1
s )s(1)r
θ0 .
The proposition is proved. 
Now, we estimate the probability density function of sj(Z).
Theorem 5.6. Let Z be an additive process with a bounded triplet (a(t), 0,Λt)t≥0, s =
(s, sL, sU ) be a scaling triple, and ϕ˜ ∈ Φc2s(R
d). If Assumption 2.10 holds, then
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(i) for all 0 ≤ t0 < t1,
p(t0, t1, x) := 10≤t0<t1F
−1
[
exp
(ˆ t1
t0
ΨZ(r, ·)dr
)]
(x)
is infinitely differentiable with respect to x on Rd.
(ii) there exist positive constants C1, C2, and C3 such that for all t, k1, k2 ∈ (0,∞),
sup
j≥1
ˆ
Rd
∣∣∣∣F−1
[
e
´ k2t
0 Ψsj(Z)(k1r,·)drF [ϕ˜]
]
(x)
∣∣∣∣ dx ≤ C1e−k2C2t,
ˆ
Rd
∣∣∣F−1 [e´ k2t0 ΨZ(k1r,·)drF [ϕ˜0]] (x)∣∣∣ dx ≤ C3 (1 ∨ (k2t)d0− d4) ,
where R+ denotes the set of all positive numbers and d0 := ⌊d/4⌋ + 1.
Proof. First, we prove (i). By Lemma 5.3(ii) and Proposition 5.5,
∣∣∣∣exp
(ˆ t1
t0
ΨZ(r, ξ)dr
)∣∣∣∣ = exp
(
−
ˆ t1
t0
ˆ
Rd
(1− cos(y · ξ))Λr(dy)dr
)
≤ exp
(
−
N1(t1 − t0)
4
s(|ξ|−1)−1
)
≤ exp
(
−
N1C0(t1 − t0)
4
(|ξ|θ11|ξ|≥1 + |ξ|
θ010<|ξ|≤1)
)
.
Observe that for each n ≥ 0,
ˆ
Rd
exp
(
−
N1C0(t1 − t0)
4
(|ξ|θ11|ξ|≥1 + |ξ|
θ010<|ξ|≤1)
)
|ξ|ndξ <∞,
Thus by [15, Proposition 28.1], p(t0, t1, ·) ∈ C
∞(Rd).
Next, we prove (ii). Due to Assumption 2.10, for all j ∈ N and t ≥ 0,
νj,t :=
1
k1
(sj(Λt)− ν) and ν0,t :=
1
k1
(Λt − ν)
are Le´vy measures on Rd, where ν ∈ Ld is taken from Assumption 2.10. By Proposition 5.2,
there exist an additive process Y j (resp. Y 0) with the bounded triplet (sj(a(t)), 0, νj,t)t≥0
(resp. (a(t), 0, ν0,t)t≥0). Let η
j
t (resp. η
0
t ) be the probability distribution of Y
j
t (resp. η
0
t ).
Observe that for all r ≥ 0 and ξ ∈ R,
ˆ
Rd
(eiy·ξ − 1− iy · ξ1|y|≤1)ν(dy) =: ψ
ν(ξ) = Ψsj(Z)(r, ξ) −ΨY j (r, ξ) = ΨZ(r, ξ) −ΨY 0(r, ξ).
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Applying Fubini’s theorem, for j ∈ N, we have∣∣∣∣F−1
[
e
´ k2t
0 Ψsj(Z)(k1r,·)drF [ϕ˜]
]
(x)
∣∣∣∣
= (2π)−d/2
∣∣∣∣
ˆ
Rd
e−ix·ξ exp
(ˆ k2t
0
Ψsj(Z)(k1r, ξ)dr
)
F [ϕ˜](ξ)dξ
∣∣∣∣
= (2π)−d/2
∣∣∣∣
ˆ
Rd
e−ix·ξek2tψ
ν(ξ)F [ϕ˜](ξ)E[eiY
j
kt·ξ]dξ
∣∣∣∣
= (2π)−d/2
∣∣∣∣
ˆ
Rd
e−ix·ξek2tψ
ν(ξ)F [ϕ˜](ξ)
ˆ
Rd
eiy·ξηjkt(dy)dξ
∣∣∣∣
≤
ˆ
Rd
|F−1[ek2tψ
ν
F [ϕ˜]](x+ y)|ηjkt(dy),
where k := k2/k1. Similarly,∣∣∣F−1 [e´ k2t0 ΨZ(k1r,·)drF [ϕ˜0]] (x)∣∣∣ ≤
ˆ
Rd
|F−1[ek2tψ
ν
F [ϕ˜0]](x+ y)|η
0
kt(dy).
By virtue of Minkowski’s inequality, it suffices to prove that there exist constants C1, C2
and C3 such that ˆ
Rd
|F−1[etψ
ν
F [ϕ˜]](x)|dx ≤ C1e
−C2t,
ˆ
Rd
|F−1[etψ
ν
F [ϕ˜0]](x)|dx ≤ C3
(
1 ∨ td0−
d
4
)
.
(5.9)
Since ν satisfies assumptions of Lemma 5.3 and 5.4, for any multi-index α with respect to
the space variable, we have
|Dα(etψ
ν (ξ)F [ϕ˜](ξ))|2 ≤ A1(1 + t
2|α|)e−A2t|ξ|
2
1c−2s ≤|ξ|≤c2s
,
|Dα(etψ
ν (ξ)F [ϕ˜0](ξ))|
2 ≤ A1(1 + t
2|α|)e−A2t|ξ|
2
10<|ξ|≤c2s ,
where A1 and A2 depend only on d, α, cs, L(ν), and N1. Recalling d0 = ⌊d/4⌋ + 1 and
applying Ho¨lder’s inequality and Plancherel’s theorem, we have(ˆ
Rd
|F−1[etψ
ν
F [ϕ˜]](x)|dx
)2
≤
(ˆ
Rd
1
(1 + |x|2)2d0
dx
)ˆ
Rd
(1 + |x|2)2d0 |F−1[etψ
ν
F [ϕ˜]](x)|2dx
= N(d)
ˆ
c−2s ≤|ξ|≤c2s
|(1 −∆)d0(etψ
ν
F [ϕ˜])(ξ)|2dξ
≤ N(d,A1)(1 + t
2d0)
ˆ
c−2s ≤|ξ|≤c2s
e−A2t|ξ|
2
dξ.
Since
t2d0e−A2t|ξ|
2
1c−2s ≤|ξ|2≤c2s
≤ N(d)|ξ|−4d0e−A2t|ξ|
2/21c−2s ≤|ξ|2≤c2s
≤ N(d, cs)e
−A2t|ξ|2/21c−2s ≤|ξ|2≤c2s
,
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we finally obtain the first inequality in (5.9). Similarly,(ˆ
Rd
|F−1[etψ
ν
F [ϕ˜0]](x)|dx
)2
≤ N(d,A1)(1 + t
2d0)
ˆ
0<|ξ|≤c2s
e−A2t|ξ|
2
dξ.
Observe that ˆ
0<|ξ|≤c2s
e−A2t|ξ|
2
dξ ≤ N(d, cs)
and ˆ
0<|ξ|≤c2s
e−A2t|ξ|
2
dξ ≤
ˆ
Rd
e−A2t|ξ|
2
dξ =
1
A
d/2
2 t
d/2
ˆ
Rd
e−|ξ|
2
dξ =
N(d,A2)
td/2
.
Therefore the second inequality in (5.9) is obtained, which completes the proof of the the-
orem. 
6. Proof of Theorem 2.12
Recall that for an additive process Z with bounded triplet (a(t), 0,Λt)t≥0, sj(Z) is an
additive process with the bounded triplet
(sj(a(t)), 0, sj(Λt))t≥0,
where
sj(a(t)) :=
s(c−js )
c−js
(
a(t)−
ˆ
c−js <|y|≤1
yΛt(dy)
)
, sj(Λt)(dy) := s(c
−j
s )Λt(c
−j
s dy).
We first prove a priori estimate for a smooth function in nonnegative even integer order
spaces, which is the most crucial part of the proof of our main theorem. For convenience,
we write c instead of cs.
Lemma 6.1 (A priori estimate). Let p ∈ [1,∞), q ∈ (0,∞), T ∈ (0,∞), n ∈ N ∪ {0},
µ ∈ Ld, s = (s, sL, sU ) be a scaling triple, and Z be an additive process with a bounded triplet
(a(t), 0,Λt)t≥0. If Assumptions 2.10 and 2.11 hold, then there exists a positive constant N
such that N is independent of u0, T and for all u0 ∈ C
∞
c (R
d),
‖(−ψµ˜(D))nIZ(u0)‖Lq((0,T );Lp(Rd)) ≤ N(1 + T
2)‖u0‖
B
s;2n− 2q
p,q (Rd)
, (6.1)
where
IZ(u0)(t, x) := E[u0(x+ Zt)].
Proof. By Theorem 3.5,
u(t, x) := IZ(u0)(t, x) ∈ C˜
1,∞([0, T ]× Rd)
is a unique solution to the Cauchy problem{
∂u
∂t (t, x) = AZ(t)u(t, x), (t, x) ∈ (0, T ) × R
d,
u(0, x) = u0(x), x ∈ R
d.
One can easily check that for each ϕ ∈ Φc(R
d),
ϕ˜ := F−1[F [ϕ](c−1·) + F [ϕ] + F [ϕ](c·)] ∈ Φc2(R
d),
and
F [ϕ](c−j ·) = F [ϕ](c−j ·)F [ϕ˜](c−j ·), ∀j ∈ N.
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Recall
µ˜(dy) =
1
2
(µ(dy) + µ(−dy)) and ψµ˜(ξ) =
ˆ
Rd
(eiy·ξ − 1− iy · ξ1|y|≤1)µ˜(dy)
and note that ψµ˜(ξ) is real-valued since µ˜(dy) is a symmetric measure. Due to (5.5), for
n ∈ N ∪ {0} and j ∈ N,
F [(−ψµ˜(D))nu(t, ·) ∗ ϕj ]
= (−ψµ˜)n exp
(ˆ t
0
ΨZ(r, ·)dr
)
F [u0]F [ϕ](c
−j ·)
= s(c−j)−n(−ψsj(µ˜)(c−j ·))n exp
(
s(c−j)−1
ˆ t
0
Ψsj(Z)(r, c
−j ·)dr
)
F [u0]F [ϕ](c
−j ·)
= s(c−j)−n(F [Ij1 ])
nF [Ij2 ](s(c
−j)−1t, ·)F [u0]F [ϕ](c
−j ·),
where
Ij1(x) := −F
−1[ψsj(µ˜)(c−j ·)F [ϕ˜](c−j ·)](x) = −cjdF−1[ψsj(µ˜)F [ϕ˜]](cjx)
and
Ij2(t, x) := F
−1
[
exp
(ˆ t
0
Ψsj(Z)(s(c
−j)r, c−j ·)dr
)
F [ϕ˜](c−j ·)
]
(x)
= cjdF−1
[
exp
(ˆ t
0
Ψsj(Z)(s(c
−j)r, ·)dr
)
F [ϕ˜]
]
(cjx).
By (3.3) and Assumption 2.11,ˆ
Rd
|Ij1(x)|dx =
ˆ
Rd
|F−1[ψsj(µ˜)F [ϕ˜]](x)|dx ≤ 4
∑
|α|≤2
L(c−j ; s, µ)‖Dαϕ˜‖L1(Rd)
≤ 4N2
∑
|α|≤2
‖Dαϕ˜‖L1(Rd).
Moreover, by Theorem 5.6,ˆ
Rd
|Ij2(s(c
−j)−1t, x)|dx =
ˆ
Rd
∣∣∣∣∣F−1
[
exp
(ˆ s(c−j)−1t
0
Ψsj(Z)(s(c
−j)r, ·)dr
)
F [ϕ˜]
]
(x)
∣∣∣∣∣ dx
≤ C1e
−C2s(c−j)−1t.
Similarly,
F [(−ψµ˜(D))nu(t, ·) ∗ ϕ0] = (ψ
µ˜)n exp
(ˆ t
0
ΨZ(r, ·)dr
)
F [u0]F [ϕ0]
= (−ψµ˜F [ϕ˜0])
n exp
(ˆ t
0
ΨZ(r, ·)dr
)
F [ϕ˜0]F [u0]F [ϕ0] = (F [I
0
1 ])
nF [I02 ](t, ·)F [u0]F [ϕ0],
where
I01 (x) := −F
−1[ψµ˜F [ϕ˜0]](x) and I
0
2 (t, x) := F
−1
[
exp
(ˆ t
0
ΨZ(r, ·)dr
)
F [ϕ˜0]
]
(x).
By (3.3), Assumption 2.11 and Theorem 5.6,ˆ
Rd
|I01 (x)|dx ≤ 4N2
∑
|α|≤2
‖Dαϕ˜0‖L1(Rd) and
ˆ
Rd
|I02 (t, x)|dx ≤ C3
(
1 ∨ td0−
d
4
)
.
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Hence, by Young’s convolution inequality, there exists a positive constant N such that for
all n ∈ N ∪ {0},
‖(−ψµ˜(D))nu(t, ·) ∗ ϕj‖Lp(Rd)
≤ N
(
s(c−j)−ne−C2s(c
−j)−1t1j∈N +
(
1 ∨ td0−
d
4
)
1j=0
)
‖u0 ∗ ϕj‖Lp(Rd),
where N depends only on d, n, s, ϕ˜, ϕ˜0 and constants in Assumptions 2.10, 2.11, Proposition
5.5, and Theorem 5.6. In addition, by Minkowski’s inequality,
ˆ T
0
‖(−ψµ˜(D))nu(t, ·)‖q
Lp(Rd)
dt =
ˆ T
0
∥∥∥∥∥∥
∞∑
j=0
(−ψµ˜(D))n(u(t, ·) ∗ ϕj)
∥∥∥∥∥∥
q
Lp(Rd)
dt
≤ N
ˆ T
0

 ∞∑
j=0
‖(−ψµ˜(D))nu(t, ·) ∗ ϕj‖Lp(Rd)


q
dt
≤ N‖u0 ∗ ϕ0‖
q
Lp(Rd)
ˆ T
0
(
1 ∨ tqd0−
qd
4
)
dt+NI(q)
≤ N(1 + T 2q)‖u0‖
q
B
s;2n− 2q
p,q
+NI(q),
where
I(q) =
ˆ T
0

 ∞∑
j=1
s(c−j)−ne−C2s(c
−j)−1t‖u0 ∗ ϕj‖Lp(Rd)


q
dt
and N is independent of u, u0, and T . Recalling (5.6) in Proposition 5.5, we have
Ncjθ0 ≤ s(c−j)−1 ≤ N−1cjθ1 ∀j ≥ 1. (6.2)
Thus if 0 < q ≤ 1, then by (6.2) and Fubini’s theorem,
I(q) ≤
∞∑
j=1
s(c−j)−nq‖u0 ∗ ϕj‖
q
Lp(Rd)
ˆ T
0
e−qC2s(c
−j)−1tdt
≤ N‖u0‖
B
2n− 2q
p,q (Rd)
,
where N is independent of u0, and T . On the other hand, if q > 1 then we divide the
computations into three parts. Recalling θ0 = logc(sL(c)), θ1 = logc(sU (c)), we set
I1(q) :=
ˆ 1
0

 ∑
j∈J1(t)
s(c−j)−ne−C2s(c
−j)−1t‖u0 ∗ ϕj‖Lp(Rd)


q
dt,
I2(q) :=
ˆ 1
0

 ∑
j∈J2(t)
s(c−j)−ne−C2s(c
−j)−1t‖u0 ∗ ϕj‖Lp(Rd)


q
dt,
I3(q) := 1T>1
ˆ T
1

 ∞∑
j=1
s(c−j)−ne−C2s(c
−j)−1t‖u0 ∗ ϕj‖Lp(Rd)


q
dt,
where
J1(t) := {j ∈ N : c
jθ1t ≤ 1} and J2(t) := {j ∈ N : c
jθ1t ≥ 1}.
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Then it is obvious that
J1(t) ∪ J2(t) = N ∀t > 0
and
I(q) ≤ N(I1(q) + I2(q) + I3(q))
with a positive constant N depending only on q. First, we estimate I1(q). Applying Ho¨lder’s
inequality to I1(q) with a a ∈ (0, 1), we have
I1(q) =
ˆ 1
0

 ∑
j∈J1(t)
s(c−j)−ne−C2s(c
−j)−1t‖u0 ∗ ϕj‖Lp(Rd)


q
dt
=
ˆ 1
0

 ∑
j∈J1(t)
cjθ1a/qc−jθ1a/qs(c−j)−ne−C2s(c
−j)−1t‖u0 ∗ ϕj‖Lp(Rd)


q
dt
≤
ˆ 1
0
U1(t)
q−1U2(t)dt,
where
U1(t) :=
∑
j∈J1(t)
c
jθ1a
q−1 and U2(t) :=
∑
j∈J1(t)
s(c−j)−nq‖u0 ∗ ϕj‖
q
Lp(Rd)
c−jθ1a.
For each t > 0, put j1(t) = supJ1(t) and note that j1(t) ∈ J1(t) ⊂ N since J1(t) is a finite
set. Then since all terms are nonnegative in the summation and cj1(t)θ1 ≤ t−1, we have
U1(t) =
∑
j∈J1(t)
c
jθ1a
q−1 ≤
j1(t)∑
j=−∞
c
jθ1a
q−1 =
c
j1(t)θ1a
q−1
1− c
−θ1a
q−1
≤ N(q, c, a, θ1)t
− a
q−1 .
Moreover, by Fubini’s theorem and (6.2),
I1(q) ≤
ˆ 1
0
U1(t)
q−1U2(t)dt ≤ N
ˆ 1
0
∑
j∈J1(t)
s(c−j)−nq‖u0 ∗ ϕj‖
q
Lp(Rd)
c−jθ1at−adt
≤ N
∞∑
j=1
s(c−j)−nq‖u0 ∗ ϕj‖
q
Lp(Rd)
c−ajθ1
ˆ c−jθ1
0
t−adt
= N
∞∑
j=1
s(c−j)−nq‖u0 ∗ ϕj‖
q
Lp(Rd)
c−jθ1
≤ N
∞∑
j=1
s(c−j)−nq+1‖u0 ∗ ϕj‖
p
Lp(Rd)
≤ N‖u0‖
q
B
s;2n− 2q
p,q
,
where N is independent of u0 and T . In particular, we can take a = 1/2 in the above
estimates. Second, we estimate I2(q). Using Ho¨lder’s inequality to I2(q) with a b ∈ (0, 1),
we obtain
I2(q) =
ˆ 1
0

 ∑
j∈J2(t)
s(c−j)−ne−C2s(c
−j)−1t‖u0 ∗ ϕj‖Lp(Rd)


q
dt ≤
ˆ 1
0
U3(t)
q−1U4(t)dt,
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where
U3(t) :=
∑
j∈J2(t)
c
jθ0b
q−1 exp(−C2(q − 1)
−1s(c−j)−1t),
U4(t) :=
∑
j∈J2(t)
s(c−j)−nqe−qC2s(c
−j)−1t‖u0 ∗ ϕj‖
q
Lp(Rd)
c−jθ0b.
For all t ∈ (0, 1), applying (6.2) and changing variables, we have
U3(t) ≤
∑
j∈J2(t)
c
jθ0b
q−1 exp(−Ncjθ0t) ≤ N ′
ˆ ∞
0
1tcλθ1>1c
λθ0b
q−1 exp(−Ncλθ0t)dλ
= N ′
ˆ ∞
t−θ0/θ1
λ
b
q−1 e−Nλtλ−1dλ = N ′t
− b
q−1
ˆ ∞
t
1−
θ0
θ1
λ
b
q−1
−1
e−Nλdλ
≤ N ′t
− b
q−1 ,
where N and N ′ are independent of t. By Fubini’s theorem,
I2(q) ≤
ˆ 1
0
U3(t)
q−1U4(t)dt ≤ N
ˆ 1
0
∞∑
j=1
s(c−j)−nqt−be−qC2s(c
−j)−1t‖u0 ∗ ϕj‖
q
Lp(Rd)
dt
≤ N
∞∑
j=1
s(c−j)−nqs(c−j)1+b‖u0 ∗ ϕj‖
q
Lp(Rd)
ˆ ∞
0
t−be−Ntdt
≤ N
∞∑
j=1
s(c−j)−
(2n)q
2 s(c−j)−
(−2/q)·q
2 ‖u0 ∗ ϕj‖
q
Lp(Rd)
ˆ ∞
0
t−be−Ntdt
≤ N‖u0‖
q
B
s;2n− 2q
p,q (Rd)
,
where N is independent of u0 and T . Particularly, we can take b = 1/2 in the above
estimates. Finally, it only remains to compute the last term I3(q). If T > 1, then I3(q) 6= 0.
Moreover, by Ho¨lder’s inequality,
I3(q) =
ˆ T
1

 ∞∑
j=1
s(c−j)−ne−C2s(c
−j)−1t‖u0 ∗ ϕj‖Lp(Rd)


q
dt
≤
∞∑
j=1
s(c−j)−nq‖u0 ∗ ϕj‖
q
Lp(Rd)
ˆ T
1
U5(t)
q−1 · e−C2s(c
−j)−1tdt, (6.3)
where
U5(t) =
∞∑
j=1
exp
(
−C2s(c
−j
s )
−1t
)
.
Note that by (6.2),
U5(t) ≤
∞∑
j=1
exp
(
−C2c
jθ
)
<∞ ∀t ≥ 1.
and thus ˆ T
1
U5(t)
q−1 · e−C2s(c
−j)−1tdt ≤ Ns(c−j). (6.4)
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Putting (6.4) in (6.3), we have
I3(q) ≤ N
∞∑
j=1
s(c−j)−nq+1‖u0 ∗ ϕj‖
q
Lp(Rd)
= N‖u0‖
q
B
s;2n− 2q
p,q (Rd)
.
Therefore, combining all estimates above, we obtain
‖(−ψµ˜(D))nu‖Lq((0,T );Lp(Rd)) ≤ N(1 + T
2)‖u0‖
B
s;2n− 2q
p,q (Rd)
, ∀n ∈ N ∪ {0},
where N is independent of u0 and T . In particular,
‖u‖Lq((0,T );Lp(Rd)) + ‖(−ψ
µ˜(D))nu‖Lq((0,T );Lp(Rd))
≤ N(1 + T 2)
(
‖u0‖
B
s;− 2q
p,q (Rd)
+ ‖u0‖
B
s;2n− 2q
p,q (Rd)
)
, ∀n ∈ N ∪ {0},
Finally, applying Propositions 4.1(v) and 4.3(v), we conclude that
u = IZ(u0) ∈ Lq((0, T );H
µ;2n
p (R
d))
and
‖u‖
Lq((0,T );H
µ;2n
p (Rd))
≤ N(1 + T 2)‖u0‖
B
s;2n− 2q
p,q (Rd)
,
where N is independent of u, u0 and T . The lemma is proved. 
Next we consider a general order by applying a complex interpolation theorem. Since
Caldero´n’s complex interpolation theorem is based on a duality property of Lq-spaces, the
range of q is restricted to q ∈ [1,∞).
Corollary 6.2 (A priori estimate). Let p ∈ (1,∞), q ∈ [1,∞), T ∈ (0,∞), γ ∈ (1,∞),
µ ∈ Ld, s = (s, sL, sU ) be a scaling triple, and Z be an additive process with a bounded
triplet (a(t), 0,Λt)t≥0. If Assumptions 2.10 and 2.11 hold, then for any u0 ∈ C
∞
c (R
d),
‖(ψµ˜(D))γ/2IZ(u0)‖Lq((0,T );Lp(Rd)) ≤ N(1 + T
2)‖u0‖
B
s;γ− 2q
p,q (Rd)
, (6.5)
where N is independent of u0, T and
IZ(u0)(t, x) := E[u0(x+ Zt)].
Proof. We apply a complex interpolation theorem to Lemma 6.1. For γ ∈ (0,∞) \N, there
exists a m ∈ N ∪ {0} and θ ∈ (0, 1) such that
γ = 2m(1− θ) + (2m+ 2)θ.
Therefore by Proposition 4.1 (ix), [14, Theorem 5.1.2], [3, Theore 1.9.3], and Proposition
4.3 (viii),
‖IZ(u0)‖Lq((0,T );Hµ;γp (Rd)) := ‖u‖Lq((0,T );Hµ;γp (Rd))
≈ ‖u‖Lq((0,T );[Hµ;2mp (Rd),Hµ;2m+2p (Rd)]θ)
≤ N(1 + T 2)‖u0‖
[B
s;2m− 2q
p,q (Rd),B
s;2m+2− 2q
p,q (Rd)]θ
≈ N(1 + T 2)‖u0‖
B
s;γ− 2q
p,q (Rd)
,
where N is independent of u, u0 and T . The corollary is proved. 
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Proof of Theorem 2.12. Due to Corollary 3.6, it is sufficient to prove the existence
of a solution and the a priori estimate (2.6). By Proposition 4.3 (iii), there exist sequence
hl ∈ C
∞
c (R
d) such that
hl → u0, in B
s;γ− 2
q
p,q (R
d),
as l→∞. By Theorem 3.5, for each l, the IVP{
∂ul
∂t (t, x) = AZ(t)ul(t, x), (t, x) ∈ (0, T )× R
d,
ul(0, x) = hl(x), x ∈ R
d,
(6.6)
has a unique solution ul = IZ(hl) ∈ C˜
1,∞([0, T ] × Rd), where
IZ(u0)(t, x) = E[hl(x+ Zt)].
By Corollary 6.2, we have
‖ul‖Lq((0,T );Hµ;γp (Rd)) ≤ N(1 + T
2)‖hl‖
B
s;γ− 2q
p,q (Rd)
, (6.7)
where N is independent of l and T . By the linearity of (6.6) and (6.7), {ul}
∞
l=1 is a Cauchy
sequence in Lq((0, T );H
µ;γ
p (Rd)). Thus as a result of Proposition 4.1 (iii), there exists a
u ∈ Lq((0, T );H
µ;γ
p (Rd)) such that
ul → u, in Lq((0, T );H
µ;γ
p (R
d))
as l→∞. Taking l →∞ in (6.7), we have
‖u‖Lq((0,T );Hµ;γp (Rd)) ≤ N(1 + T
2)‖u0‖
B
s;γ− 2q
p,q (Rd)
.
Moreover, by Definition 2.9, one can easily check that u becomes a solution to the Cauchy
problem {
∂u
∂t (t, x) = AZ(t)u(t, x), (t, x) ∈ (0, T ) × R
d,
u(0, x) = u0(x), x ∈ R
d.
The theorem is proved.
7. Appendix
In this section we prove Proposition 4.1 and Proposition 4.3 handling various properties
of the spaces Hµ;γp (Rd) and B
s,ϕ;γ
p,q (Rd). We split the proofs into two subsections.
7.1. Proof of Proposition 4.1. First, we provide the proof of Proposition 4.1. Recall the
space C˜∞(Rd) of functions whose Lp-norms of all derivatives are finite and we prove that
the operator (λ− ψµ˜(D))α/2 is bijective on C˜∞(Rd) for all α ∈ R and λ > 0
Lemma 7.1. For α ∈ R and λ > 0, the operator
(λ− ψµ˜(D))α/2 : C˜∞(Rd)→ C˜∞(Rd)
is bijective. In particular,
C˜∞(Rd) ⊂ Hµ;γp (R
d)
for all p ∈ [1,∞) and γ ∈ R.
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Proof. For each α ∈ R, there exists an integer n such that
α ∈ [2n, 2n + 2).
Due to basis properties of the Fourier transform and inverse transform, it is obvious that
(λ− ψµ˜(D))α/2 = (λ− ψµ˜(D))(α−2n)/2(λ− ψµ˜(D))n
= (λ− ψµ˜(D))(α−2n)/2(λ− ψµ˜(D)) · · · (λ− ψµ˜(D)).
Thus it suffices to prove the lemma for α ∈ (0, 2]. We consider the simplest case α = 2 first.
(Step 1). Assume α = 2 and let f ∈ C˜∞(Rd). By Lemma 3.3 and elementary properties
of the Fourier transform, for x ∈ Rd
ψµ˜(D)f(x) =
ˆ
Rd
(f(x+ y)− f(x)− y · ∇f(x)1|y|≤1)µ˜(dy). (7.1)
The Lebesgue dominated convergence theorem easily implies that for any multi-index α,
Dαψµ˜(D)f(x) = ψµ˜(D)Dαf(x).
Thus applying Taylor’s theorem and the Lebesgue dominated convergence theorem again,
we have
‖Dαψµ˜(D)f‖Lp(Rd) ≤ 4L(µ)
∑
|β|≤|α|+2
‖Dβf‖Lp(Rd), ∀p ∈ [1,∞]. (7.2)
In other words, we conclude that(
λ− ψµ˜(D)
)
f ∈ C˜∞(Rd). (7.3)
By [15, Theorem 9.8], there exists a Le´vy process Z with triplet (0, 0, µ˜) such that
E[eiξ·Zt] = etψ
µ˜(ξ) ∀t ∈ [0,∞), ξ ∈ Rd, (7.4)
By Fubini’s theorem and Lemma 3.3,
(λ− ψµ˜(D))−1f(x) =
ˆ ∞
0
e−λtE[f(x+ Zt)]dt. (7.5)
Indeed, ˆ ∞
0
e−λtE[f(x+ Zt)]dt = F
−1
[ˆ ∞
0
e−λtE
[
F [f ](ξ)eiξ·Zt
]
dt
]
(x)
= F−1
[ˆ ∞
0
e−λtetψ
µ˜(ξ)dtF [f ](ξ)
]
(x)
= F−1
[(
λ− ψµ˜(ξ)
)
F [f ](ξ)
]
(x).
The right-hand side of (7.5) implies that
(λ− ψµ˜(D))−1f(x) ∈ C˜∞(Rd). (7.6)
Finally combining (7.3) and (7.6), we complete the proof of the lemma for the case α = 2.
(Step 2). Assume α ∈ (0, 2), let f ∈ C˜∞(Rd), and denote φ(λ) := λα/2. Then φ is a
Bernstein function and has the representation (cf. [33])
φ(λ) = N(α)
ˆ ∞
0
(1− eλt)t−1−
α
2 dt.
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Due to this representation and Fubini’s theorem,
(λ− ψµ˜(D))α/2f(x) = F−1[(λ− ψµ˜)α/2F [f ]](x) = F−1[φ(λ− ψµ˜)F [f ]](x)
= N(α)F−1
[ˆ ∞
0
(1− e−λtetψ
µ˜
)F [f ]t−1−
α
2 dt
]
(x)
= N(α)
ˆ ∞
0
(f(x)− e−λtE[f(x+ Zt)])t
−1−α
2 dt,
where Z is a Le´vy process satisfying (7.4). Note that
d
dr
e−λrE[f(x+ Zr)] = −λe
−λrE[f(x+ Zr)] + e
−λrψµ˜(D)E[f(x+ Zr)]
Thus by the fundamental theorem of calculus and Fubini’s theorem,
(λ− ψµ˜(D))α/2f(x) = N(α)
ˆ ∞
0
t−1−
α
2
ˆ t
0
e−λrE[(λ− ψµ˜(D))f(x+ Zr)]drdt. (7.7)
Since (λ− ψµ˜(D))f ∈ C˜∞(Rd) by Step 1, we conclude that
(λ− ψµ˜(D))α/2f ∈ C˜∞(Rd).
Finally using the above fact and Step 1 again, we have
(λ− ψµ˜(D))−α/2f = (λ− ψµ˜(D))
2−α
2 (λ− ψµ˜(D))−1f ∈ C˜∞(Rd).
The lemma is proved. 
Proof of Proposition 4.1 (i) Recall (1.7) and thus if φn → φ in S(R
d), then for any
multi-index α, ‖Dαφn −D
αφ‖Lp(Rd) converges to 0. Following (7.2), we have
‖φn − φ‖Hµ;γp (Rd) ≤ N
∑
|α|≤|γ|+2
‖Dαφn −D
αφ‖Lp(Rd)
and obtain the result.
(ii) It suffices to prove that (1− ψµ˜(D))γ/2f is a tempered distribution. For φ ∈ S(Rd),
|(1− ψµ˜(D))γ/2f, φ)| ≤ ‖f‖Lp(Rd)‖φ‖Hµ;γp (Rd).
By (i), (1− ψµ˜(D))γ/2f is a tempered distribution.
(iii) It suffice to prove the completeness. Let {fn}
∞
n=1 ⊆ H
µ;γ
p (Rd) be a Cauchy sequence.
Then by the completeness of the space Lp(R
d), there exists a g ∈ Lp(R
d) such that
(1− ψµ˜(D))γ/2fn → g, in Lp(R
d).
Put f := (1 − ψµ˜(D))−γ/2g. Then by (ii), f ∈ Hµ;γp (Rd). Therefore, H
µ;γ
p (Rd) is a Banach
space.
(iv) Recall that C∞c (R
d) is dense in Lp(R
d) and
C∞c (R
d) ⊆ C˜∞(Rd) ⊂ Hµ;γp (R
d).
First we show that C˜∞(Rd) is dense in Hµ;γp (Rd). For f ∈ H
µ;γ
p (Rd), there exists a sequence
gn ∈ C
∞
c (R
d) such that
‖(1− ψµ˜(D))γ/2f − gn‖Lp(Rd) → 0 as n→∞.
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By Lemma 7.1, hn := (1 − ψ
µ˜(D))−γ/2gn ∈ C˜
∞(Rd). Thus it is sufficient to show that
C∞c (R
d) is dense in C˜∞(Rd) under the norm in Hµ;γp (Rd). Let f ∈ C˜∞(Rd) and choose a
nonnegative η ∈ C∞c (R
d) such that η(0) = 1. Denote ηn(x) = η(x/n). Then due to Leibniz’s
product rule, it is easy to check that for any multi-index α
‖Dα(ηnf)−D
αf‖Lp(Rd) → 0 as n→∞. (7.8)
Recalling nonlocal representations (7.1) and (7.7), one can easily check that (7.8) implies
ηnf → f ∈ H
µ;γ
p (R
d) as n→∞.
The remained statements are well-known. For instance, the proof of (v)-(ix) can be found
in [35] ; for (v), see Theorem 1.5.10 ; for (vi), see Corollary 2.2.3 ; for (vii), see Theorem
2.2.10 ; for (viii), see Theorem 2.3.1 ; for (ix), see Theorem 2.4.6. The proposition is proved.
7.2. Proof of Proposition 4.3. In this subsection, we complete the proof of properties of
the scaled Besov spaces. To apply a well-known theory in functional analysis, we recall an
abstract definition related to quasi-Banach space-valued operators.
Definition 7.2. Let A and B be quasi-Banach spaces. We say that B is retract of A if
there exist linear transformation I : B → A and P : A → B such that PI is an identity
operator in B.
Lemma 7.3. Let p ∈ [1,∞], q ∈ (0,∞] and γ ∈ R. Then the scaled Besov space Bs,ϕ;γp,q (Rd)
is a retract of ls;γq (Lp(R
d)).
Proof. Consider two maps ;
f ∈ Bs,ϕ;γp,q (R
d) 7→ I(f) := (f ∗ ϕ0, f ∗ ϕ1, · · · )
and
f = (f0, f1, · · · ) ∈ l
s;γ
q (Lp(R
d)) 7→ P (f) :=
∞∑
j=0
1∑
l=−1
fj ∗ ϕj+l,
where ϕj = fj = 0 if j < 0. It is obvious that PI is an identity operator in B
s,ϕ;γ
p,q (Rd),
‖f‖Bs,ϕ;γp,q (Rd) = ‖I(f)‖ls;γq (Lp(Rd)),
and I is a linear transformation from Bs,ϕ;γp,q (Rd) to l
s;γ
q (Lp(R
d)). By (2.4), for r ∈ N ∪ {0},
‖P (f) ∗ ϕr‖Lp(Rd) ≤ N
r+2∑
j=r−2
‖fj‖Lp(Rd),
where N depends only on ϕ and ϕ0. Moreover, by (2.2),
s(c−rs )
− γ
2 ‖P (f) ∗ ϕr‖Lp(Rd) ≤ N
r+2∑
j=r−2
s(c−js )
− γ
2 ‖fj‖Lp(Rd), (7.9)
where N = N(‖ϕ‖L1(Rd), ‖ϕ0‖L1(Rd), γ, sU (c
2
s), sU (cs), sL(c
2
s), sL(cs)). By (7.9),
‖P (f)‖Bs,ϕ;γp,q (Rd) ≤ N‖f‖ls;γq (Lp(Rd)), q ∈ (0,∞],
where N is independent of f . The above inequality implies that P is a linear transformation
from ls;γq (Lp(R
d)) to Bs,ϕ;γp,q (Rd). The proposition is proved. 
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Proof of Proposition 4.3 (i) By Proposition 5.5, for j ≥ 0,
C−10 2
jmsθ0 = C−10 c
jθ0
s ≤ s(c
−j
s )
−1 ≤ C0c
jθ1
s = C02
jmsθ1 , (7.10)
where C0 = C0(s(1), sL(1), sU (1), sL(c
−1
s ), sU (cs)). For ζ ∈ Φ2(R
d), we have
F [f ]F [ϕj ] =
{
F [f ](F [ζ0] + F [ζ1] + · · ·+ F [ζms ])F [ϕ0], if j = 0,
F [f ](F [ζms(j−1)] + · · ·+ F [ζms(j+1)])F [ϕj ], if j ≥ 1.
(7.11)
Similarly, for l ∈ N ∪ {0}, we have
F [f ]F [ζj ] =
{
F [f ]{F [ϕl−1] + F [ϕl] + F [ϕl+1]}F [ζj ], if j = msl,
F [f ]{F [ϕl] +F [ϕl+1]}F [ζj ], if msl + 1 ≤ j ≤ ms(l + 1)− 1.
(7.12)
Recalling Definition 2.8 and using (7.10), (7.11) and (7.12), we obtain the result.
(ii) It suffices to prove the completeness. Let {fn}
∞
n=1 ⊆ B
s,ϕ;γ
p,q (Rd) be a Cauchy sequence.
Then there exists a f := (f1, f2, · · · ) ∈ ls;γq (Lp(R
d)) such that
I(fn) = (fn ∗ ϕ0, fn ∗ ϕ1, · · · )→ f , in l
s;γ
q (Lp(R
d)).
Since fn ∗ ϕj → f
j in Lp(R
d) as n→∞, we observe that for φ ∈ S(Rd),
(f j, φ) = lim
n→∞
(fn ∗ ϕj , φ) = lim
n→∞
(fn ∗ ϕj ∗ (ϕj−1 + ϕj + ϕj+1), φ)
= (f j ∗ (ϕj−1 + ϕj + ϕj+1), φ),
(7.13)
where ϕj = 0 if j < 0. Let
f := P (f) =
∞∑
j=0
1∑
l=−1
f j ∗ ϕj+l =
∞∑
j=0
f j.
By Lemma 7.3,
‖f‖Bs,ϕ;γp,q (Rd) ≤ N‖f‖ls;γq (Lp(Rd)) <∞,
and this also implies fn converges to f in B
s,ϕ;γ
p,q (Rd).
(iii) It is well-known that the Schwartz class is dense in the classical Besov spaces (e.g.
[4, Theorem 2.3.3]), i.e.
S(Rd) ⊆ Bγ
′
p,q(R
d)
for all γ′ ∈ R. Thus by (i),
S(Rd) ⊆ Bs,ϕ;γp,q (R
d).
Next, we claim that
C˜∞(Rd) ⊆ Bγp,q(R
d), ∀γ ∈ R.
First, assume γ ∈ (0, 1). We use an equivalent norm of the classical Besov spaces. By [4,
Remark 2 in p.113],
‖f‖Bγp,q(Rd) ≈ ‖f‖Lp(Rd) +
(ˆ
Rd
|h|−d−γq‖∆2hf‖
q
Lp(Rd)
dh
)1/q
, (7.14)
where ∆2hf(x) := f(x+ 2h)− 2f(x+ h) + f(x). For f ∈ C˜
∞(Rd),
‖∆2hf‖Lp(Rd) ≤ |h|
2
∑
|α|=2
‖Dαf‖Lp(Rd)1|h|≤1 + 3‖f‖Lp(Rd)1|h|>1 ≤ N(|h|
21|h|≤1 + 1|h|>1),
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where N depends only on ‖f‖Lp(Rd) and
∑
|α|=2 ‖D
αf‖Lp(Rd). Thus, the right-hand side of
(7.14) is finite and it implies that
C˜∞(Rd) ⊆ Bγp,q(R
d), ∀γ ∈ (0, 1). (7.15)
For n ∈ N and f ∈ C˜∞(Rd), we have
(1−∆)n/2f, (1−∆)−n/2f ∈ C˜∞(Rd).
Thus for each γ ∈ R, finding n ∈ Z such that γ = n + γ′ with γ′ ∈ (0, 1) and recalling
(7.15), we have
C˜∞(Rd) ⊆ Bγp,q(R
d).
Due to (i), we finally obtain
C˜∞(Rd) ⊆ Bmsθ1γp,q (R
d) ⊆ Bs,ϕ;γp,q (R
d), ∀γ ∈ R.
To prove the denseness of C∞c (R
d), choose a Littlewood-Paley function ϕ ∈ Φcs(R
d) and
define
ηk(x) :=
k∑
j=0
ϕj(x) ∀k ≥ 2.
Then obviously ηk ∈ S(R
d). Observe that for all ξ ∈ Rd,
F [ϕj ](ξ) = F [ϕj ](ξ)F [ηk](ξ) ∀j = {0, 1, . . . , k − 1} (7.16)
and
F [ϕj ](ξ)F [ηk ](ξ) = 0 ∀j = {k + 2, k + 3, . . .}. (7.17)
Thus for each f ∈ Bs,ϕ;γp,q (Rd), applying (7.16) we have
‖f − ηk ∗ f‖
q
Bs,ϕ;γp,q (Rd)
≤ N
∞∑
j=k
s(c−js )
− qγ
2 ‖f ∗ ϕj‖
q
Lp(Rd)
,
and ‖f − ηk ∗ f‖Bs,ϕ;γp,q (Rd) goes to zero as k →∞, where N is independent of k. Moreover,
it is obvious that ηk ∗ f ∈ B
γ′
p,q(Rd) for all γ′ ∈ R and it is well-known that C∞c (R
d) is dense
in the classical Besov spaces Bγ
′
p,q(Rd) for all γ′ ∈ R. Therefore, there exists a sequence
fn ∈ C
∞
c (R
d) such that
fn → ηk ∗ f in B
msθ1γ
p,q (R
d).
Finally applying (i), we conclude that C∞c (R
d) is dense in Bs,ϕ;γp,q (Rd).
(iv) It is an easy consequence of the almost orthogonal properties of Littlewood-Paley
functions (cf. Remark 2.7).
(v) For j ≥ 1, −∞ < γ1 ≤ γ2 <∞
s(c−js )
−
γ1
2 ≤ s(c−js )
−
γ2
2 .
This implies the first inequality in (4.1). For q1 ∈ (0,∞),
sup
j∈N
s(c−js )
−
q1γ
2 ‖f ∗ ϕj‖
q1
Lp(Rd)
≤
∞∑
j=1
s(c−js )
−
q1γ
2 ‖f ∗ ϕj‖
q1
Lp(Rd)
. (7.18)
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For 0 < q1 ≤ q2 <∞,
 ∞∑
j=1
s(c−js )
−
q2γ
2 ‖f ∗ ϕj‖
q2
Lp(Rd)


q1
q2
≤
∞∑
j=1
s(c−js )
−
q1γ
2 ‖f ∗ ϕj‖
q1
Lp(Rd)
. (7.19)
By (7.18) and (7.19), we obtain the second inequality in (4.1).
(vi) By (i) and properties of classical Besov space [3, Theorem 2.6.1],
B−msθ0γp′,q′ (R
d) ⊆
(
Bs,ϕ;γp,q (R
d)
)∗
⊆ B−msθ1γp′,q′ (R
d) ⊆ S ′(Rd),
where
(
Bs,ϕ;γp,q (Rd)
)∗
is a topological dual space of Bs,ϕ;γp,q (Rd).
(vii) Note that (
s(c−js )
−
q0γ0
2
) q(1−θ)
q0
(
s(c−js )
−
q1γ1
2
) qθ
q1 = s(c−js )
− qγ
2 .
Then by Theorem [14, Theorem 5.5.3], we obtain the result.
(viii) By (vi) and [14, Theorem 6.4.2],
[Bs;γ0p,q0 (R
d), Bs;γ1p,q1 (R
d)]θ
is a retract of ls;γq (Lp(R
d)) with the mappings I and P defined in Lemma 7.3. The proposition
is proved.
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