In this paper we use the cross-entropy method for noisy optimisation for fitting generalised linear multilevel models through maximum likelihood. We propose specifications of the instrumental distributions for positive and bounded parameters that improve the computational performance. We also introduce a new stopping criterion, which has the advantage of being problem-independent. In a second step we find, by means of extensive Monte Carlo experiments, the most suitable values of the input parameters of the algorithm. Finally, we compare the method to benchmark estimation technique based on numerical integration. The cross-entropy approach turns out to be preferable from both the statistical and the computational point of view. In the last part of the paper, the method is used to model death probability of firms in the healthcare industry in Italy.
INTRODUCTION
The hierarchical structure of data may be neglected, and it would be possible to fit a model based only on the first level, but this would result in a loss of information. An early famous example in this regard is given by Aitkin, Anderson and Hinde (1981) : a previous study of the teaching styles used with elementary school children (Bennett 1976) concluded that children exposed to so-called "formal" styles of teaching exhibited more progress than those who were not. The analysis was carried out with standard multiple regression techniques based only on the individual children as the units of analysis. Their groupings within teachers and into classes were ignored, and the results showed statistically significant di erences. Later on, Aitkin, Anderson and Hinde (1981) performed a similar analysis accounting for the grouping of children into classes: the significant di erences disappeared and the "formally" taught children turned out to be not di erent from the others. In other words, the statistical significance observed by Bennett (1976) was just the result of a misspecified model.
In the last three decades, multilevel models have become more and more important, with plenty of applications mostly in the social, biological and medical literature; a comprehensive overview can be found, for example, in Goldstein (2011) . The basic instance is the linear multilevel model, of which the Aitkin, Anderson and Hinde (1981) analysis cited above is one of the first applications. In linear multilevel models, estimation is not overly di cult: even though OLS cannot be applied because lead, in general, to incorrect inference, maximum likelihood estimators (MLEs) can be obtained via iterative generalised least squares (see Goldstein 2011, ch. 2) . This approach is relatively simple and robust, as the estimators are consistent even when the normality assumption is violated.
The extension to generalised linear multilevel models (GLMMs) is straightforward: as in the classical single-level case, one models a discrete (often, but not necessarily, binary) response variable. However, estimation procedures become more complicated. The likelihood function of GLMMs is derived from the probability density function of the model marginalized with respect to the unobserved random e ects. Hence, the point values of the likelihood function result from an integration which, in general, cannot be handled analytically.
This problem has been addressed in several ways. The basic solution employs numerical integration techniques for computing the likelihood and standard optimization routines for maximizing it. However, numerical integration methods become imprecise or even computationally prohibitive when the dimensionality of the problem gets larger, so that the performance of the estimation process quickly deteriorates as the dimension increases. Another possibility consists in evaluating the likelihood by means of simulation. In particular, simulated MLE for GLMMs can be carried out by combining Monte Carlo techniques for evaluating the likelihood and numerical grid search methods for maximizing it (Goldstein 2011, Sec. 4.2.1) . Although the estimates can be made arbitrarily precise (paying a price in terms of computational resources), they are always non-degenerate random variables. This implies that the objective function is known up to a noise component which may hinder the proper functioning of the optimisation procedures.
The cross-entropy method is a simulation-based technique for combinatorial and continuous optimization. It has first been proposed by Rubinstein (1997) in a rare-event simulation setup; Rubinstein (1999) introduces a simple extension that permits to use it for optimization purposes. Rubinstein and Kroese (2004) give a comprehensive description of both theory and applications. The method can be considered a special case of importance sampling, where the instrumental distribution is chosen so as to minimise the cross-entropy (also known as KullbackLeibler divergence) with respect to the theoretically optimal distribution. The instrumental distribution is repeatedly updated such that it gets closer to the optimal sampling distribution, which usually depends on the parameters to be estimated.
In this paper we develop a cross-entropy approach for MLE of GLMMs and investigate how the parameters of the algorithm a ect the statistical properties of the estimators as well as the computational e ciency of the procedure. The goal consists in overcoming the main drawback of the approach based on numerical integration, that is the poor performance in presence of large-dimensional random e ects. The performance does not su er from the "curse of dimensionality" and allows one to obtain both a good approximation and a computationally e cient procedure for maximizing the likelihood. Although the method can be successfully applied to fit any GLMM via MLE, here we focus on the logistic multilevel model, as it is one of the most relevant GLMMs in econometrics.
The cross-entropy approach has a crucial advantage with respect to Monte Carlo simulation: it simultaneously evaluates and optimises the objective function in case of both deterministic and noisy objective functions. The implication of this property is twofold. First, there is no need of a two-step (evaluation and optimisation) procedure. In principle, this should guarantee a computationally more e cient estimation process. Second, the maximisation of the likelihood does not rely on numerical algorithms for deterministic optimisation. This feature bypasses the problems originating from an approximate evaluation of the objective function. In fact, both numerical and Monte Carlo integration provide an estimation of the likelihood: if the approximation error is not small enough, the numerical optimisation procedures may not work properly.
With respect to the implementation of the cross-entropy method for noisy optimization, in this paper we introduce two major novelties. First, we suggest to use lognormal instrumental distributions for positive parameters (variances) and logit-normal distributions for bounded parameters (correlations) in order to improve the computational performance of the algorithm. Second, we develop a new, problem independent, stopping criterion based on the Geweke's test (Geweke 1992) .
The evidence of the simulation-based analysis supports these remarks, as the cross-entropy method outperforms the approaches based on both numerical and Monte Carlo integration from the computational as well as the statistical point of view.
The rest of the paper is organized as follows. Section 2 gives a formal definition of logistic multilevel models and derives the associated likelihood function. Section 3 describes and analyses in depth the cross-entropy approach to MLE of logistic multilevel models. In Section 4 the cross-entropy method is compared via Monte Carlo simulation to the estimation approach based on numerical integration. In Section 5 an application to real data is provided. Finally, Section 6 concludes. 
The model and the likelihood
In this paper we focus on the logit multilevel model with random intercept and slopes. Formally, the 2-level model is defined as follows:
where
ij is the i-th observation (i = 1, . . . , n j ) of the s-th fixed-level explanatory variable in the j-th level 2 group (j = 1, . . . , G), G is the number of level 2 groups, k 1 is the number of fixed-level explanatory variables and k 2 AE k 1 is the number of random e ects. Analogously, the 3-level model is given by:
where now k 2 and k 3 are respectively the number of level 2 and level 3 random e ects. An important feature of the 2-level model (1) is that the random e ects u (s)
are unobserved, so that they do not provide any information on the parameters of the model. This means that they should not appear in the likelihood: the marginalisation of the joint density f (Y,U) over the random e ects u (s) j permits to derive a likelihood function which is consistent with model (1) and depends only on the observed variables. Hence, the likelihood function of (1) is:
where oe R Gk2◊Gk2 is the covariance matrix of the random e ects U oe R G◊k2 , i.e. vec(U ) ≥ N Gk2 (0, ). The likelihood function (3) can be rewritten as follows:
where:
and f U is the probability density function of the matrix of random e ects U oe R G◊k2 .
Note that the expectation (4) is computed with respect to the matrix of random e ects, so that it depends on through the probability density function f U used to compute the expectation. The maximisation of (4) cannot be handled analytically, and even the expected value cannot be derived in closed form, except for trivial models. It follows that MLE of model (1) requires a (typically not straightforward) estimation of the likelihood and its maximisation.
The Cross-Entropy Method

The Cross-Entropy Method for Noisy Optimisation
The original version of the cross-entropy method for estimating the tailprobabilities iteratively samples from an instrumental distribution whose parameters are adjusted at each step, so as to make the sampling distribution closer to the optimal importance distribution. The name of the method derives from the fact that the "distance" between the two distributions is measured by the Kullback-Leibler divergence (also known as cross-entropy).
The noisy version of the cross-entropy method for optimisation is suitable for tackling the problem of maximising the likelihood (4). As illustrated in Rubinstein and Kroese (2004, pp. 204-205) , the cross-entropy method for noisy optimisation aims at solving problems that can be stated as:
where S is a real function, x is the vector with respect to which the function S has to be maximised, D is the domain of S and U is the random vector which generates the noise on S. We slightly generalise the definition of the noise component U given in Rubinstein and Kroese (2004) , and assume that U is distributed according to the distribution function G which, in general, may depend on the point where S is evaluated. Hence, U can be defined as a spatial process {U x } over D, where U x0 ≥ G(x 0 ), for any x 0 oe D. For notational simplicity, in the rest of the paper we will just write U instead of U x . Finally, F (· ; v) and f (· ; v) are respectively the distribution function and the density of the instrumental random variable that generates the points where S should be evaluated.
Following Rubinstein and Kroese (2004, p. 205) , a pseudo-code of the crossentropy method for noisy optimisation is as follows.
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Algorithm 1 (Cross-Entropy Method for Noisy Optimisation). 1. Choose a starting value v 0 for the parameter vector v, N for the sample size, the rarity parameter fl for the quantile estimation, and set t := 1; 
and determine the new vector v t ; 6. If the stopping criterion is satisfied, stop; otherwise, set t := t + 1 and go back to step 2.
The idea at the basis of Algorithm 1 is rather intuitive:
Step 1 initialises the parameters of the procedure;
Steps 2 and 3 draw from . . . , N) where the objective function S should be evaluated, and the noise
Steps 4 and 5 uses the best performers points X j , that is, the ÂflN Ê points associated with the ÂflN Ê highestŜ j , for updating the parameters v of the distribution F . The solution of (7) is the parameter vector v that minimises the Kullback-Leibler divergence (i.e. the cross-entropy) between the distribution function F (v) and the optimal importance distribution. By so doing, at the next iteration, the algorithm will look for maximising points in the area of the domain where the highest values ofŜ j were recorded;
Step 6 checks whether the algorithm has converged or not, according to some stopping criterion.
In the deterministic version of Algorithm 1 (see Rubinstein and Kroese 2004, pp. 134-135) each marginal of F converges to the Dirac delta distribution as the number of iterations grows, whilst the point where the density mass is concentrated represents the solution of the optimisation problem. It can be proved that, under certain conditions, the cross-entropy algorithm almost surely converges to the maximum (Rubinstein and Kroese 2004, pp. 181-185) . However, in the case of noisy optimisation, the convergence is not guaranteed. We discuss this point in the next section.
Before detailing Algorithm 1 for MLE of logistic multilevel models, note that the solution of (7) is the MLE of the parameters v based on a sample formed by the points X j such thatŜ j Ø" t . As stressed in Rubinstein and Kroese (2004, p. 38) , when F belongs to the natural exponential family (Morris 1982) , it is always possible to solve (7) in closed form. Hence, since the family of F can be chosen by the researcher, it may be convenient to pick it out from the natural exponential family.
MLE through the Cross-Entropy Method
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MLE through the Cross-Entropy Method
For the sake of simplicity, in the rest of the paper the condition = ‡ 2 I is taken as the reference case. Possible extensions to the estimation of models with " = ‡
2
I are discussed where necessary. To apply the cross-entropy method for maximising the likelihood (4) when = ‡ 2 I, note that the function S in (6) corresponds to the conditional density function (5), whilst the expected value is computed with respect to U and maximised with respect to ◊ © [-
Note, however, that L c is not a likelihood function. An important element in the implementation of Algorithm 1 for MLE is the choice of the family of distribution functions F = {F (v), v oe F } to which the sampling distribution F belongs. As mentioned above, F can be any family of distributions, provided that the support of F oe F is consistent with . This means that any point of can virtually be visited by the algorithm, and no points can be generated outside . These conditions, for ™ R m , can be formally stated as follows. The family of distribution functions F is compatible with problem (8) if the probability measure induced by ◊ and the restriction on of the Lebesgue measure on R m are equivalent for any v oe F (that is, they are mutually absolutely continuous for any v oe F ).
The restrictions of Definition 1 are not particularly binding, and the choice amongst the plenty of compatible families F is just a matter of convenience. Theorem 1 provides a su cient condition for compatibility of a family of distributions.
Theorem 1 (Su cient condition for compatibility). Given the notation of Definition 1, the family of distribution functions 
THE CROSS-ENTROPY METHOD
where c is the complement set of in R m , and the last equality follows from the assumption that Q v << ⁄. Hence, we conclude that Q v (A) = 0, and thus
We prove that⁄ << Q v through a reductio ad absurdum argument. Assume that there exists a non-empty set A ™ R m such that Q v (A) = 0 and⁄(A) > 0. Since⁄ is the restriction of ⁄ on , we can assume that A ™ without loss of generality, as for any A ™ c we always have⁄(A) = 0.
We note that both Q v and⁄ are bounded over R m , and thus the RadonNikodym theorem implies that there exists an almost unique density function f of Q v with respect to⁄, that is:
for any A oe B, being dQ v /d⁄ the Radon-Nikodym derivative of Q v with respect to⁄.
Since for every neighbour U ™ R m of any point ◊ belonging to the minimum closed support of Q v we have that Q v (U ) > 0, we conclude that integral (9) is zero only if⁄(A) = 0.
As noted by Rubinstein and Kroese (2004, p. 187) , the easiest way to generate the vectors
is to draw their components independently from 2-parameter distributions. This implies that the family F should be parametrized by a vector v oe F ™ R 2m .
In the rest of this section we discuss how the marginal instrumental distributions can be chosen, and how their parameters should be updated. All the distributions we propose comply with the requirements of Theorem 1 as their support is independent of their parameters, and the closure of their supports correspond to the domain of each parameter ◊ j .
The instrumental distribution for real parameters
The Gaussian distribution is the most natural choice when a component ◊ j of ◊ has a real unbounded domain. Their parameters can be easily updated according to (7) as the MLEs are available in closed form. It is worth noting that the convergence of a Gaussian distribution
is achieved when µ t ae ◊ j and ‡ 2 t ae 0 as t ae OE. It follows that the point estimate of ◊ j according to the cross-entropy method should be◊ j = µ t .
The instrumental distribution for positive parameters
When a real parameter ◊ j is constrained to be positive, we suggest to choose the log-normal distribution, as it shares the advantages of the Gaussian distribution. For an iid sample X 1 , . . . X n drawn from logN (µ, ‡ 2 ), the closedform MLEs are:
and the convergence to the Dirac delta distribution "(x ≠ ◊ j ) is reached for µ t ae log ◊ j and ‡ 2 t ae 0 as t ae OE. As for the Gaussian distribution, the 3.2 MLE through the Cross-Entropy Method 9 cross-entropy point estimator corresponds to the estimated expected value, thus for the log-normal distribution we have◊
The instrumental distribution for bounded parameters
I is a too restrictive condition, it is necessary to adopt a more general (and flexible) parametrisation of the covariance matrix . We may distinguish two possible cases.
First, the elements of U are independent, but heteroskedastic, that is
In this case, the only di erence with respect to the method illustrated in the previous subsection is that there are more parameters to be estimated and s of them (instead of only one) should be positive.
Second, is not diagonal. In this case it is necessary to estimate both variances and covariances, and the estimates should be consistent with the requirement of positive definiteness of . In this setting is more convenient to reparametrise such that we estimate its diagonal elements (that is, the variances) and the correlation coe cients. In this way we have two homogeneous sets of parameters: the positive ones (variances) and the ones taking values in
Most of the families of probability distributions with bounded support are defined on [0, 1]. Nevertheless, by means of the a ne transformation f (x) = 2x ≠ 1, their support changes to [≠1, 1]. Hence, the instrumental distribution for the correlation parameters in ◊ can be one of the numerous distributions defined on [0, 1]. The beta distribution is often used in similar cases (see Rubinstein and Kroese 2004) . However, the MLEs of its parameters cannot be obtained in closed form, so that numerical procedures are necessary in order to solve the problem (7) and update the parameters.
A feasible alternative to the beta is represented by the logit-normal distribution (Frederic and Lad 2008) , whose support is
and it can be verified that its probability density function is:
where µ oe R and ‡ oe R + .
Although the expected value and the variance of the logit-normal distribution cannot be derived analytically, the MLEs are available in closed form. Given an iid sample W 1 , . . . , W n from logit N (µ, ‡ 2 ), the MLEs are:
The density of X © 2W ≠ 1 is:
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and the MLEs of µ and ‡ 2 for an iid sample X 1 , . . . , X n from (10) are:
The random variable X with probability density function (10) converges to the Dirac delta distribution "(x ≠ ◊ j ) whenμ t ae log 1+◊j 1≠◊j and ‡ 2 t ae 0 as t ae OE. Unlike the normal and the log-normal distribution, we cannot express the cross-entropy point estimator in closed form, since the expected value of the logit-normal distribution cannot be derived analytically. Still, it can be estimated numerically, once the algorithm has converged.
The advantage in using the logit-normal instead of the beta distribution is computational, as the latter requires to update numerically the parameters at each iteration of Algorithm 1, whilst in the former the numerical estimation of the expected value is performed only once, when the algorithm has converged. Moreover, sampling the instrumental distribution for the correlation coe cients is straightforward, since the random variable X is distributed according to (10) when its stochastic representation is given by:
The estimation procedure just described for non-diagonal matrices guarantees that the variances are positive and that the covariances are singularly consistent with the Cauchy-Schwarz inequality. Nevertheless, there is the possibility of obtaining estimated matricesˆ that are not positive definite because of estimation errors. A possible solution consists in finding the closest positivedefinite matrix with respect to some matrix norm, according to the method suggested by Higham (2002) and implemented in the function nearPD of the 
Updating the parameters of the instrumental distributions
The last issue analysed in this section is the update rule of the vector v t . Point 5 of Algorithm 1 does not prescribe that the solution of (7) be automatically taken as the new value v t for the parameter vector of F , because in some circumstances it is advisable to smooth out the sequence {v t }. Rubinstein and Kroese (2004, p. 189) note that, if the convergence of the sampling distribution F is too quick, the algorithm may converge to a local maximum, especially if the likelihood function is particularly noisy or irregular. In order to avoid this problem, it may be useful to smooth out the sequence {v t }, in particular the components that a ect the dispersion of the sampling distribution. According to Rubinstein and Kroese (2004) , the smoothing rules for the location and scale parameters in v t are: The values of -, -and q a ect the performances of the algorithm and the properties of the estimators. In general, as -gets closer to 1 the components of v t are less smooth and the algorithm is free to explore the whole parameter space ; as -lowers, the smoothness is higher and the convergence is expected to be faster. When -decreases and/or q increases the sequence of dispersion parameters in v t get smoother, and this typically results in a slower reduction of the region of explored by the algorithm. On the contrary, high values ofand small values of q increase the speed of convergence of the algorithm.
The Stopping Criterion
Unlike deterministic optimisation problems, when the objective function is noisy the convergence of the optimisation procedures cannot be assessed with respect to a fixed value of either the objective function or the solution. In particular, the stopping rule of the algorithm must verify whether the process of either the estimated solutions {x ú t } or of the estimated maximum {Ŝ(x ú t )} has become stationary.
Since stationarity is more easily assessed for a univariate than a multivariate process, Rubinstein and Kroese (2004, p. 206) suggest to test the convergence of the sample quantile process {" t }. From the statistical point of view, this stopping criterion is equivalent to testing the stationarity of the estimated maximum of the likelihoodÊ(L c (-t , U)). However, working with the series {" t } is more convenient, as it is a by-product of Point 4 of Algorithm 1.
In this paper we formally test the convergence of the cross-entropy algorithm by means of the Geweke's test (Geweke 1992) often used for testing the convergence of Markov chains in Monte Carlo Markov Chain (MCMC) methods. According to this approach, the stationarity of a Markov chain is tested by comparing the spectra of the first and the last portion of the chain: when they are not statistically di erent, the null hypothesis of stationarity is not rejected. The outcome of the test considers the e ect of the size of each portion of the chain as well as their distance.
In the MCMC literature, where the chains usually consist of several thousands of observations, the Geweke's test is applied to the whole chain, and compares the first 10% and the last 50% of the observations. In the cross-entropy method, we typically rely on a much smaller sample, so that some modifications are needed.
We compute the test on a sliding window of {" t } defined as follows:
where n b determines the minimum sample size (i.e. the test is performed only after n b iterations of the algorithm), and v b oe (0, 1] measures how rapidly the sample size grows. This may be clarified by noting that the number of elements in (14) is approximately
. In our setup, the comparison of the test is carried out on the first 30% and the last 40% of the window (14), and the algorithm stops when the p-value is smaller than a specified threshold.
The sliding window allows to discard the first observations, which are far from the solution, whilst its growing size guarantees that the test is asymptotically valid. The percentages are modified so as to use more observations of the sample (70% instead of 60%) and consider the updating e ect of the sliding window (the first portion is 30% rather than 10%).
Setting the Parameters of the Algorithm
The implementation of Algorithm 1 requires to set several parameters and distributions, some of which may be problem specific. Algorithm 2 details Algorithm 1 for MLE of 2-level logistic models. We assume that the covariance matrix is parametrised by s variance parameters ‡ 
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for h = k 1 + 1, . . . , k 1 + s, and finally: The generalisation of Algorithm 2 to k-level models is straightforward, as the integrand L c in (8) would depend on k ≠ 1 matrices of random e ects (one for each level but the lower), and problem (8) would be:
, . . . , U
" 2 .
It follows that Point 2 of Algorithm 2 would require one to to simulate k ≠ 1 matrices of random e ects for each of the N multilevel models, and it would be necessary to parametrise k ≠ 1 covariance matrices
The parameters of Algorithm 2 a ect its performance and the precision of the estimators. In the remaining part of this section we illustrate the e ect of each parameter and suggest how they should be set.
Number of points N and rarity parameter fl
N is the number of points of where the function L c is evaluated at each iteration. The larger is the value of N , the better is the exploration of and the smaller id the probability that the algorithm converges to a local maximum. On the other hand, a large N implies a heavier computational burden.
The rarity parameter fl determines the fraction of the N evaluations of the likelihood function E(L c (-, U )) used for updating the parameters of the instrumental distribution. In particular, ÂflN Ê is the number of best-performers points on used at Point 5 of Algorithm 2.
Typical values of fl are between 0.01 (for large sample sizes) and log(N )/N for N < 100 (Rubinstein and Kroese 2004, p. 45) . In general, as the rarity parameter gets closer to zero, the probability that the algorithm converges to a local maximum increases. However, the e ect of fl on the statistical properties of the estimators and the computational performance of the algorithm is strictly related to the value of N and the characteristics of the optimisation problem. When N is relatively large, a value of fl close to zero can speed up the convergence of the algorithm, as it reduces more rapidly the region of where the solution is sought. On the other hand, as fl gets larger, the probability that the algorithm converges to a local maximum is smaller. This is especially important if the objective function is very noisy. Accordingly, the relevance of the numerical value of fl is particularly marked when N is not large (say, about less than 1000), because, as already noticed, a small value of N implies a poor exploration of the parameter space . Although a higher value of fl may reduce the probability of convergence to a local maximum, for fl close to or greater than 0.1 this probability gets larger again. This happens because a small value of N along with a high value of fl results in a slow convergence of the algorithm and a high variance of {" t }. Intuitively, in this case, the stopping criterion may consider this high variance as the stationary variance of the process {" t } and stop the algorithm too early. To investigate the impact of N and fl we have performed a Monte Carlo experiment. The 2-level simulated models are of type (1), with n = q , RAM 8 GB, operating system Debian 7.9 (Wheezy, old-stable). The hardware and software features of the machine guarantee that the actual computational capacity is stable over time (e.g. it is not a ected by energy-saving devices implemented on all personal computers), and this makes it possible to obtain reliable measures of computing times.
Complete results are reported in Tables 1-6 , and basically confirm the remarks above about the relationship of N and fl with the performance of the algorithm. Table 1 . It can be noticed that the RMSE of-1 decreases as the number of evaluations of the objective function increases, but the reduction is small for N Ø 1000, especially when fl AE 0.7. Figure 2 displays the relation between fl and the RMSE of-1 for some values of N . As expected, the RMSE tends to get larger when fl is close either to zero or to 0.1: in the former case the algorithm converges (too rapidly) to a sub-optimal point, whereas in the latter the convergence is not complete, as the stopping criterion is triggered too early. This remark explains the shape of the curves in Figure 2 , yet it is interesting to notice that the estimates worsen more markedly as fl approaches 0.1 than when fl is close to zero.
The shapes of the curves in Figures 1 and 2 describe the qualitative behaviour of the estimators of all the parameters singularly considered (including ‡). Similar results were obtained through some pilot simulations performed with di erent values of -.
The results of Tables 1-6 suggest to choose a value of N equal to 1000 or 1800, and the rarity parameter fl oe (0.05, 0.025). This conclusion is substantiated also by the analysis of the minimum, maximum, median and standard deviation of the RMSE of the parameters and the computing times. All of them are characterised by the behaviour depicted in Figures 1 and 2 . Table 6 reports the computing times of the estimation procedure. Unsurprisingly, they are heavily a ected by N and grow as it diverges. However, they increase faster as fl gets larger: the slope of the curve between N and the average computing times for fl = 0.1 is about six times larger than the slope for fl = 0.01. On the other hand, as N gets smaller, the e ect of fl is weaker. This pattern results from a positive asymmetry in the distribution of the computing times which gets stronger as N and fl increase.
In conclusion, setting N = 1000 and fl oe (0.05, 0.025) seems to represent a reasonably e cient choice also from a computational point of view.
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Smoothness parameter -
According to (11), -regulates the smoothness of the location and correlation parameters in v t . Some pilot simulations, whose outcomes are not shown here, suggest that the estimation of logistic multilevel models is rather insensitive to this parameter, which can therefore be set to 1 (no smoothing). In general, asgets closer to 1 the components of v t are less smooth and the algorithm is free to explore the whole parameter space . On the other hand, as -lowers, the smoothness is higher and the convergence should be faster.
Smoothness parameters -and q
The parameters -and q regulate the smoothness of the sequence of the scale parameters in v t . As -decreases and/or q increases, the sequence gets smoother, and this tipically results in a slower reduction of the region of explored by the algorithm. On the contrary, high values of -and small q increase the speed of convergence of the algorithm.
Both parameters have a remarkable e ect on the convergence of the algorithm, and therefore on the statistical properties of the estimators. This is the reason why we have run some ad hoc simulations aimed at analysing the e ects of -and q on the estimates as well as the computing times. The experiment is structured in the same way as in Section 3.4.1. The only di erence is that here N and fl are fixed, -oe {0.90, 0.91, 0.92, . . . , 0.99} and q take several values, and the number of replications is 250 (instead of 50). As in Rubinstein and Kroese (2004) , we set N = 1000 and fl = 0.04, whilst -oe {0.90, 0.91, 0.92, . . . , 0.99} and q oe {5, 6, . . . , 10}.
The RMSE of the parameters and the computing times are reported in Tables 7-12 . According to the outcomes, the computing times linearly grow as q increases and/or -decreases. On the other hand, the RMSEs of the parameters improve as q increases and -gets smaller. Nevertheless, the e ect of -on the RMSEs weakens as q increases, and becomes negligible when q = 10. It follows that it is possible to set q = 10 in order to minimise the RMSE, and choose an high value of -so as to reduce the computational burden. An accurate analysis of the results suggests that, given q = 10, -= 0.975 is a suitable value for minimising the computing times. It should be stressed that (-, q) = (0.975, 10) is not optimal for both computing times and bias, as there is a trade-o between the accuracy of the estimators and the computational e ciency.
Parameters of the stopping criterion (v
The stopping criterion depends on a parameter that directly triggers the stopping rule (pvalue), and two parameters that select the sample (14) used to compute the Geweke's test (n b , v b ). The higher the threshold pvalue, the stricter the stopping criterion and the longer the computing times. The simulations illustrated in this paper use pvalue = 0.1, in order to study the performance of the cross-entropy algorithm under stringent conditions. Nevertheless, we have verified that if we had stopped the algorithm when pvalue = 0.05, the statistical properties of the estimators would not have worsen significantly, and in some cases they would have been even better. On the other hand, the computing times would have been dramatically shorter, as the number of iterations would have been substantially reduced (up to 90% for the highest values of fl and N ).
As the parameter n b increases, the outcome of the Geweke's test becomes more reliable. On the other hand, n b determines the minimum number of iterations of the algorithm, and this may tend to increase the computing times. In the simulations we set n b = 20, but the algorithm always requires at leas 30 iterations to converge. It follows that n b is not binding. 
A Comparison to Other Estimation Methods
In this section the cross-entropy approach to MLE of logit multilevel models is compared to the estimation approach based on numerical quadrature.
The numerical integration of L c is based on the Gauss-Hermite quadrature (Davis and Rabinowitz 1984) . Since this method belongs to the family of Gauss methods, the estimated integralÎ GH has the form:
where m is the number of nodes and w j (j = 1, . . . , m) are the weights associated to each node x j (j = 1, . . . , m). The d-variate version requires the computation of the weights w j for a ddimensional grid of nodes x j oe R d . Typically, one sets a number of nodes per dimension m such that the overall number of nodes equals m d . For a given dimension d, as the number of nodes gets larger, the accuracy of the approximation improves, but the computational resources needed to perform the calculations increase.
The maximisation is performed by means of the Nelder-Mead algorithm (Nelder and Mead 1965) . This algorithm belongs to the family of simplex methods and does not rely on the evaluation (or the estimation) of the gradient of the objective function. This makes it suitable for optimising non-di erentiable functions such as noisy functions.
As in We simulate and fit 10 di erent multilevel logistic models resulting from the combination of various values of ‡ 2 and G. In particular, ‡ takes values in {0.01, 0.1, 0.2, 0.5, 1} whilst G is equal to either 2 or 3. As in the previous Monte Carlo experiments, the 2-level logistic simulated models are of type (1), with n = q G j=1 n j = 250 observations randomly clustered into G groups. The number of regressors k 1 is four (including a constant), thus X oe R n◊4 , the vector of coe cients is -= [1, 2, 3, 4] T , and there is a random e ect on each component of -, that is, k 2 = k 1 = 4. Both X and the grouping of the observations are the same in all models with the same value of G. The matrix of random e ects U is distributed as vec(U ) ≥ N 4G (0, ‡ 2 I), whilst the elements of X are iid standard Gaussian. Finally, the number of replications is equal to 100.
The estimation based on Gauss-Hermite quadrature uses m = 2 nodes per dimension. As a consequence, when G = 2 the expected value Tables 13 and 14 report the results for G = 2 and G = 3 respectively. According to the outcomes, the cross-entropy method is superior n terms of both computational and statistical properties. Rather surprisingly, both the RMSEs of the parameters and the computing times are approximately independent from ‡.
As Tables 13 and 14 show, the three cross-entropy specifications produce estimators with basically the same value of the RMSEs: the improvement in RMSE is negligible as N gets larger. On the other hand, from a computational point of view, a larger N results in a proportional increase of the computing times. It follows that the most convenient setting for the cross-entropy algorithm is again N = 1000.
The estimates obtained through the Gauss-Hermite quadrature are particularly good if we consider that they are based on just two nodes per dimension. However, their RMSEs are larger with respect to the cross-entropy method. A better approximation of the likelihood function can be obtained by increasing the number of nodes per dimension, but in this case the computational cost grows dramatically. Consider, for example, that if the nodes per dimension are increased from 2 to 3, the overall number of nodes grows from 2 8 = 256 to (about 130 times) when G = 3. These larger numbers of nodes correspond to more evaluations of the objective function, and this results, ceteris paribus, in a proportional increase of the computing times. The Gauss-Hermite method has poor computational performances, especially when the dimension of the integral goes from 8 (G = 2) to 12 (G = 3). The computing time of the estimation procedure based on the Gauss-Hermite algorithm is respectively more than 6 times and 140 times longer than the computing time of the best performer estimation method (i.e. the cross-entropy method with N = 1000). These results confirm the well-known fact that the performances of numerical integration methods rapidly deteriorate as the dimension of the integration space increases. On the other hand, the computing times of the other estimation methods are not a ected by the dimension of the integration space (i.e. by G).
Application
In this section a 2-level logistic model is used to analyse a sample of 1909 startup companies founded between 2004 and 2007 in the healthcare industry in Italy. The dependent variable is the status of the firms one year after the foundation: 0 if the company is still operating, 1 if it is out of business. Thus, we model the one-year death probability.
The highest level of local governments in Italy is represented by 20 regions (Regioni). We take them as the 2nd-level units. As regressors, we consider the average number of employees of each firm (avemp), the real regional GDP growth rate (gdp) and the percentage of graduates in the region where the firms are located (degree). All data are provided by the Italian National Institute of Statistics (ISTAT).
The variable avemp is a proxy for the size of the company. If the death probability is related to the firm size, this should result in a significant coe cient for avemp.
The variable gdp is related to the economic activity of the context where the firms operate. This variable is expected to have a negative and significant coe cient, since, as the economy of the region grows, the firms in that region should benefit from it, and this is expected to reduce their default risk.
The variable degree has been selected as it is positively correlated with the birth rate of startups, but not directly related to the probability of bankruptcy. If follows that degree may be an indirect measure of the dynamism of the social and economic environment where the firms operate. Hence, it is expected to have a positive and significant sign.
We estimate both the logit and the 2-level logit models. The latter is specified with a random e ect for each variable, and it is estimated through the cross-entropy method for N = 1000 and N = 10000. As Table 15 shows, the random e ects are all significant at the 0.1% level. This reflects the heterogeneity of the functional relation between the dependent and the independent variables. In spite of this, the signs and the significance of the coe cients of degree and gdp agree with their expected e ect on the death probability, whilst the variable avemp seems to be irrelevant.
Conclusion
In this paper we have studied the application of the cross-entropy algorithm to MLE of GLMM and to the logistic model in particular. The outcomes of the Monte Carlo simulations provide convincing evidence of the superiority of the cross-entropy method with respect to estimation techniques based on numerical and Monte Carlo integration, from both the statistical and the computational point of view.
The computational e ciency of the cross-entropy method developed in this paper also results from one of the main novelties of this work, i.e. the sampling distributions employed for positive and bounded parameters, which allow to update the parameters of the instrumental distribution in closed form.
The use of a formal test of stationarity as a stopping criterion simplifies the application of the cross-entropy method to data generated by processes based on di erent values of the parameters and various probability distributions of the random e ects. Moreover, since the algorithm is stopped according to the p-value of the Geweke's test of stationarity, the stopping criterion is problem-independent.
A further feature of the cross-entropy method highlighted by the simulations is the independence of the computing times from the dimensionality of the integral E(L c (-, U ) ). This property makes the cross-entropy method well-suited for fitting complicated multilevel models where the hierarchy of data is particularly
