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Centralizers of reflections and
reflection-independence of Coxeter groups
Koji Nuida
Abstract
A Coxeter groupW is called reflection independent if its reflections
are uniquely determined by W only, independently on the choice of
the generating set. We give a new sufficient condition for the reflec-
tion independence, and examine this condition for Coxeter groups in
certain classes, possibly of infinite ranks. We also determine the finite
irreducible components of another Coxeter group, that is a subgroup
of W generated by the reflections centralizing a given generator of W .
Determining such a subgroup makes our criterion efficient.
1 Introduction
Let (W,S) be a Coxeter system, namely W is a Coxeter group with corre-
sponding generating set S. In this paper, we do not place any restriction
on W or S unless otherwise noticed; for example, the cardinality of W or
of S may be infinite. An element of W conjugate to some element of S is
called a reflection in W . This definition of reflections seems to depend on
the choice of the generating set S; and it actually does, as shown by a well-
known example provided by the symmetric group S6 of degree 6. Following
Patrick Bahls [1], a Coxeter group W is called reflection independent if the
notion of reflections in W is independent of the generating set S. The aim of
the present paper is to investigate the notion of reflections in W , obtaining
some sufficient conditions for reflection independence and revealing Coxeter
groups in certain classes to be reflection independent.
As the name suggests, reflections in Coxeter groups are of not only group-
theoretical, but also geometrical importance. Any Coxeter group W is real-
ized as a reflection group in a vector space V equipped with a (not necessarily
nondegenerate) symmetric bilinear form, where an element of W is a reflec-
tion in the above sense if and only if it is geometrically a reflection in V .
However, this realization does depend on the set of reflections in W in the
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above sense. This phenomenon would exhibit the importance of reflection
independence of Coxeter groups. Another aspect exhibiting the importance
is a relationship with the isomorphism problem of Coxeter groups. This is
the problem of deciding which Coxeter groups are isomorphic as abstract
groups; the Weyl group of type G2, which is isomorphic to another Weyl
group S2 × S3, implies that the problem is not so obvious. It is conjectured
in [3, Conjecture 8.1] that any two generating sets of a Coxeter group would
be related via “diagram twistings” if these sets define the same set of reflec-
tions. Assuming this conjecture, the variation of generating sets of a Coxeter
group will be apparent if it is reflection independent.
Here we introduce some preceding results on this topic. Although some
stronger results on certain Coxeter groups yielding their reflection indepen-
dence had been given (e.g. [7, Main theorem]), the notion of reflection inde-
pendence itself had not attracted attention until recently. The main strategy
of preceding studies is to examine maximal finite subgroups of given Coxeter
groups; the key property is given in [10, Lemma 1.6]. Reflection indepen-
dence of Coxeter groups in some classes have been investigated along this
line; see e.g. [1, 13, 16]. However, the strategy based on maximal finite sub-
groups would not work in a study of general Coxeter groups of infinite ranks,
since it may happen that the group possesses no maximal finite subgroups.
On the other hand, the strategy of the present paper is different and basi-
cally applicable to an arbitrary case, including the case of infinite ranks. For
example, we prove in Theorem 6.11 that, if a Coxeter group W is infinite,
irreducible, and the product of any pair of two generators has finite order
(i.e. “2-spherical”), then W is reflection independent even if it has infinite
rank.
A key ingredient of our strategy established below is the subgroup W⊥x
of W associated to each x ∈ S. The subgroup W⊥x is generated by the
reflections in W other than x itself which commute with x. This is a Cox-
eter group, due to a result of Vinay V. Deodhar [8] or Matthew Dyer [9].
Let (W⊥x)fin denote the product of all finite irreducible components of W
(Definition 2.6). Roughly speaking, our sufficient condition says that W is
reflection independent whenever the group (W⊥x)fin is sufficiently small for
every x ∈ S (Theorem 6.8). To make the strategy efficient, we determine the
structure of the subgroups (W⊥x)fin completely, as summarized in Section 5.
Note that the group (W⊥x)fin is a part of the centralizer ZW (x) of x, so our
description of (W⊥x)fin is based on the results on the centralizers given by
Brigitte Brink [5] and by the author [18].
The present paper is organized as follows. In Section 2, we summarize
basics of Coxeter groups and some further definitions and properties, and fix
some notations and terminology for graphs, posets and groupoids. Section
2
3 introduces the preceding results on the centralizers mentioned above, and
prepares some further observations. In Section 4, we study the subgroups
(W⊥x)fin for some special cases. These results are not only parts of the re-
sults for general cases, but also crucial ingredients of the following arguments
proceeded inductively. Section 5 determines the structure of (W⊥x)fin com-
pletely; this description is divided into six special cases (Theorems 5.4, 5.5,
5.6, 5.9, 5.10, 5.12) and a ‘generic’ case (Theorem 5.16). Finally, in Section
6, we give a new sufficient condition for reflection independence mentioned
above, and verify the condition for Coxeter groups in certain classes (includ-
ing “2-spherical” cases), owing to the description of (W⊥x)fin given in the
preceding sections.
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2 Preliminaries
In this paper, we often denote a set {x} with one element also by x for
simplicity, unless some ambiguity occurs.
2.1 On graphs, posets and groupoids
In this subsection, we briefly summarize the notion of groupoids, and fix
some notations and convention for graphs, groupoids and posets.
In this paper, a graph G signifies an edge-unoriented graph with no loops,
where it may possess edge-labels or parallel edges. The vertex set of G is
denoted by V (G). Let ~E(G) denote the set of the edges of G with some
orientation, and for x, y ∈ V (G), let ~Ex,y(G) be the set of the edges of G
from y to x (this convention, chosen here for technical reason, is reverse
what is usual). For x ∈ V (G), let G∼x denote the connected component of
G containing x. If G has no parallel edges, let (xn, . . . , x1, x0) denote the
unique path in G which starts from a vertex x0, visits vertices x1, . . . , xn−1 in
this order and ends at a vertex xn. For example, the (closed) path of length
0 starting from x is denoted by (x).
A groupoid is a small category whose morphisms are all invertible; namely
a family of sets G = {Gx,y}x,y∈V (G) with some index set (or vertex set) V (G)
endowed with (1) multiplications Gx,y×Gy,z → Gx,z satisfying the associativity
law, (2) an identity element 1 = 1x in each Gx,x, and (3) an inverse g
−1 ∈ Gy,x
for every g ∈ Gx,y. Each Gx,x is a group, called a vertex group of G and
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denoted by Gx. We write g ∈ G to signify g ∈
⊔
x,y∈V (G) Gx,y, and X ⊆ G
for X ⊆
⊔
x,y∈V (G) Gx,y. A homomorphism between groupoids is a covariant
functor between them regarded as categories. Notions such as isomorphisms
and subgroupoids are defined as usual.
The fundamental groupoid of a graph G, denoted here by π1(G; ∗, ∗), is
a groupoid with vertex set V (G). The elements of ~Ex,y(G) define elements
of π1(G; x, y) = π1(G; ∗, ∗)x,y, and π1(G; ∗, ∗) is freely generated by these
elements. Note that the same edge endowed with two opposite orientations
give inverse elements to each other. A vertex group π1(G; x) = π1(G; x, x)
is the fundamental group of G at x, which is a free group. For technical
reasons, a path in a graph is written from right to left in this paper, hence a
path en · · · e2e1, where ei ∈ ~Exi,xi−1 for 1 ≤ i ≤ n, determines an element of
π1(G; xn, x0).
Let P be a poset (partially ordered set), with partial order denoted by .
Here the notation x  y includes the case x = y; we write x ≺ y to signify
“x  y and x 6= y”. Two element x, y ∈ P are called comparable if x  y or
y  x, and incomparable otherwise. An element x ∈ P covers y ∈ P if y ≺ x
and there is no element z ∈ P with y ≺ z ≺ x. If P has a unique minimal
element 0P , then the elements of P which cover 0P are called atoms of P . A
chain y0 ≺ y1 ≺ · · · ≺ yn in P from y0 ∈ P to yn ∈ P is called saturated if yi
covers yi−1 for 1 ≤ i ≤ n. A subset Q ⊆ P is an order ideal of P if y  x ∈ Q
yields y ∈ Q. For x ∈ P , let ∧x = {y ∈ P | y  x} denote the principal order
ideal generated by x. Dually, a subset Q ⊆ P is a filter of P if Q ∋ x  y
yields y ∈ Q; let ∨x = {y ∈ P | x  y} denote the principal filter generated
by x ∈ P . A unique maximal element of the intersection ∧x ∩∧y is called (if
exists) the meet of x, y and denoted by x∧ y. If x∧ y exists for all x, y ∈ P ,
then P is called a meet-semilattice.
An example of posets is the tree order on a tree T . This order depends on
a specified vertex (root vertex ) x0 of T . We define x  y in T if the unique
non-backtracking path in T from x0 to y contains x. Since T is a tree, this is
a partial order and makes T a meet-semilattice with unique minimal element
x0. For y ∈ T , the subset ∧
y is a finite saturated chain from x0 to y, which
is the non-backtracking path from x0 to y. Thus each ∧
x ∩∧y is also a finite
chain, yielding the existence of x ∧ y. Two distinct vertices of the tree T
are adjacent if and only if one of them covers the other in the poset T ; in
particular, the atoms of the poset T are the neighbors of x0 in the tree T .
Remark 2.1. For any connected graph G, let K be a connected, nonempty
subset of V (G) which contains the vertices of all simple closed paths in G.
Then it is straightforward to show that the graph G is the union of its full
subgraph G|K with vertex set K and mutually disjoint trees Tx indexed by
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x ∈ K, with Tx∩K = {x}. (A vertex y ∈ V (G)rK belongs to Tx where x is
the unique vertex in K nearest from y.) In this case, each Tx is equipped with
the tree order with root vertex x, denoted by x. Decompositions of graphs
of this type will play an important role in later sections.
The following graph-theoretic lemma will be needed later.
Lemma 2.2. Let T be a tree, containing finitely many nonempty subtree Ti
with 1 ≤ i ≤ n. If any two subtrees Ti and Tj intersect with each other, then
the intersection of all the subtrees Ti is also a nonempty subtree of T .
Proof. First, note that the intersection T ′ =
⋂n
i=1 Ti is also connected. In-
deed, if x, y ∈ T ′, then every tree Ti contains x and y, so it also contains the
unique path P between x and y in T , therefore P ⊆ T ′.
Thus it suffices to show that T ′ 6= ∅. We proceed the proof by induction
on n, the case n = 1 being obvious. The result in the previous paragraph
proves the case n = 2. Moreover, once the case n = 3 is proved, the claim
for the case n ≥ 4 will follow inductively. Indeed, the induction assumption
implies that the three subtrees T1, T2 and
⋂n
i=3 Ti satisfy the hypothesis, so
the claim follows.
So suppose that n = 3. We denote by  the tree order on T with fixed
root vertex x0 (see above for terminology). Let yij be a minimal element of
T ′ij = Ti ∩ Tj with respect to . Now observe that, for any z, z
′ ∈ T , the
unique path P (z, z′) in T between z and z′ is the union of the two paths
P (z, z ∧ z′) and P (z′, z ∧ z′).
We show that either y23  y12 or y23  y13. If y23 6 y12 and y23 6 y13,
then we have y23 ∧ y1i ≺ y23 for any i ∈ {2, 3}, so z ∈ P (y23, y1i) where
z is the unique element of the poset T which is covered by y23 (note that
y23 ∧ y1i  z). Now P (y23, y1i) ⊆ Ti since Ti is connected and y23, y1i ∈ Ti, so
z ∈ T2 ∩ T3 = T
′
23, contradicting the minimality of y23.
Thus we have shown that y23  y12 or y23  y13. Assume by symmetry
that y23  y12. Then the claim follows if y23 = y12 (namely y23 = y12 ∈ T
′);
so suppose that y23 ≺ y12. Let z be the unique element of T which is
covered by y12. Then we have y23  z ≺ y12, so z ∈ P (y12, y23) ⊆ T2. Thus
the minimality of y12 implies that z 6∈ T1. Now if y12 ∧ y13 ≺ y12, then
y12∧ y13  z ≺ y12 and so z ∈ P (y12, y13) ⊆ T1, a contradiction. This implies
that y12 ∧ y13 = y12, so y23 ≺ y12  y13, therefore y12 ∈ P (y23, y13) ⊆ T3.
Hence we have y12 ∈ T
′, concluding the proof.
2.2 Coxeter groups
The basic definitions and facts summarized in this subsection are found in
[15] unless otherwise specified.
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A pair (W,S) of a group W and its generating set S, possibly of infinite
cardinality, is called a Coxeter system ifW admits the following presentation
W = 〈S | (st)ms,t = 1 for all s, t ∈ S such that ms,t <∞〉,
where the ms,t ∈ {1, 2, . . . } ⊔ {∞} are symmetric in s, t ∈ S, and ms,t = 1
if and only if s = t. A group W is a Coxeter group if some S ⊆ W makes
(W,S) a Coxeter system. The cardinality of S is called the rank of (W,S),
or of W if the set S is obvious from the context. An isomorphism of Coxeter
systems f : (W,S) → (W ′, S ′) is a group isomorphism f : W → W ′ which
maps S onto S ′. It is well known that m(s, t) is precisely the order of st in
W ; so every generator s ∈ S has order 2. Thus the pair (W,S) determines
uniquely the data m(s, t), so the Coxeter systems (W,S) are in one-to-one
correspondence with the Coxeter graphs Γ (up to isomorphism); Γ is a graph
with vertex set S, and s, t ∈ S are joined by a unique edge with label ms,t if
and only if ms,t ≥ 3 (by convention, the label ‘3’ is omitted when drawing a
picture). On the other hand, it is not true that two Coxeter systems (W,S)
and (W ′, S ′) have isomorphic Coxeter graphs whenever W ≃W ′ as abstract
groups. An aim of this paper is to study some aspects of the correspondence
between Coxeter groups and Coxeter graphs.
For w ∈ W , let ℓ(w) = ℓS(w) denote the length of w with respect to S,
that is the minimal number r such that w = s1s2 · · · sr for some si ∈ S. We
have ℓ(1) = 0, ℓ(w−1) = ℓ(w) and ℓ(ws) = ℓ(w) ± 1 for s ∈ S. Such an
expression w = s1s2 · · · sr with r = ℓ(w) is called a reduced expression of w
(with respect to S).
Definition 2.3. Define the support supp(w) of w ∈ W by
supp(w) = {s1, . . . , sr} ⊆ S if w = s1 · · · sr is a reduced expression.
It is well known that this definition is independent of the reduced expres-
sion. This yields the following fact:
Lemma 2.4. Let w1, . . . , wn ∈ W such that ℓ(w1 · · ·wn) =
∑n
i=1 ℓ(wi). Then
we have supp(w1 · · ·wn) =
⋃n
i=1 supp(wi).
For a subset I ⊆ S, let WI = 〈I〉 denote the standard parabolic subgroup
of W generated by I. A subgroup of W conjugate to some WI is called a
parabolic subgroup. (In some context, the term “parabolic subgroup” signifies
a subgroup of the form WI only.) Then (WI , I) is also a Coxeter system; its
length function ℓI is the restriction of ℓ toWI , and its Coxeter graph ΓI is the
full subgraph of Γ with vertex set I. It is well known thatWI∩WJ = WI∩J for
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I, J ⊆ S; for w ∈ W , the subgroup Wsupp(w) is the unique minimal standard
parabolic subgroup of W containing w.
The following theorem of Jacques Tits is useful. Its proof is found in
several books and papers; see e.g. [2, Lemma 1.2]. Note that the assumption
on the finiteness of ranks in the original version is not necessary, since the
finite subgroup in the statement is always contained in a standard parabolic
subgroup of finite rank.
Theorem 2.5 (Tits). Any finite subgroup of a Coxeter groupW is contained
in a finite parabolic subgroup.
If a subset I of S is (the vertex set of) a connected component of the
Coxeter graph Γ, then WI is called an irreducible component of W (with
respect to S) or of (W,S); in this case, the subset I is referred to an irreducible
component of S. Then W is the (restricted) direct product of all irreducible
components. If Γ is connected, then W , S or (W,S) is called irreducible.
Definition 2.6. Let Wfin be the product of all finite irreducible components
of W , called the finite part of W .
Although the decomposition of W into irreducible components depends
on the set S, the subset Wfin of W (not only its group structure) is uniquely
determined by W only, independent of S (see [19, Theorem 3.4] or [17, Ex-
ample 3.3]). The finite part of a Coxeter group will play a central role in our
argument below.
For a Coxeter system (W,S), let V denote the geometric representation
space (over R) endowed with basis Π = {αs | s ∈ S} and symmetric bilinear
form 〈 , 〉 determined by
〈αs, αt〉 =
{
− cos(π/m(s, t)) if m(s, t) <∞;
−1 if m(s, t) =∞.
Then 〈 , 〉 is W -invariant, where W acts on V by s · v = v − 2〈αs, v〉αs for
s ∈ S and v ∈ V . Let Φ = W · Π, Φ+ = Φ ∩ R≥0Π and Φ
− = −Φ+
denote the root system, the set of positive roots and the set of negative roots,
respectively. Each element of Φ (a root) is a unit vector with respect to 〈 , 〉,
and Φ = Φ+ ⊔ Φ−. The set Π is called a simple system, and its elements are
called simple roots. For any subset Ψ ⊆ Φ and w ∈ W , write
Ψ+ = Ψ ∩ Φ+, Ψ− = Ψ ∩ Φ− and Ψ [w] = {γ ∈ Ψ+ | w · γ ∈ Φ−}.
Then the length ℓ(w) of w ∈ W coincides with the cardinality of Φ [w].
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For a vector v =
∑
s∈S csαs ∈ V , put
[αs] v = cs and supp(v) = {s ∈ S | cs 6= 0} (the support of v). (2.1)
For a subset I ⊆ S, let VI denote the subspace of V spanned by the set
ΠI = {αs | s ∈ I}, and put ΦI = Φ ∩ VI . Then it is known that
ΦI = WI · ΠI ,
the root system of (WI , I) (see e.g. [12, Lemma 4]). This implies that the
support supp(γ) of any root γ is irreducible (see e.g. [19, Section 2.3]).
For a root γ = w · αs ∈ Φ, let sγ denote the reflection wsw
−1 ∈ W along
the root γ acting on V by sγ · v = v − 2〈γ, v〉γ for v ∈ V . Note that sαs = s
for all s ∈ S. It is well known that, for β, γ ∈ Φ, we have sβ = sγ if and only
if β = ±γ, and sβsγ = sγsβ if and only if either β = ±γ or β is orthogonal
to γ. Write
SW =
⋃
w∈W
wSw−1,
the set of reflections in W with respect to S. It is known that
SW ∩WI = I
WI for I ⊆ S
(see [15, Section 5.8, Exercise 4]), so since ΦI = WI · ΠI , we have
supp(γ) = supp(sγ) for γ ∈ Φ.
The following lemma will be used later.
Lemma 2.7 ([17, Lemma 2.7]). Let 1 6= w ∈ W , I = supp(w), γ ∈ Φ+
and J = supp(γ). Suppose that I ∩ J = ∅ and J is adjacent to I in the
Coxeter graph Γ. Then w · γ ∈ Φ+I∪J r ΦJ , hence w · γ 6= γ.
The following subgraph of a Coxeter graph is introduced.
Definition 2.8. For a subset I ⊆ S, we define the odd Coxeter graph ΓoddI
to be the subgraph of the Coxeter graph ΓI of (WI , I) obtained by removing
all edges with labels either even or ∞. Moreover, for s ∈ I, let Iodd∼s denote
the vertex set of the connected component (ΓoddI )∼s of Γ
odd
I containing s.
Then we have the following well-known property:
Proposition 2.9 (See [15, Section 5.3, Exercise]). For I ⊆ S and
s, t ∈ I, the following three conditions are equivalent: (1) s is conjugate
to t in WI ; (2) αs ∈ WI · αt; (3) s ∈ I
odd
∼t .
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A∞
❡ ❡ ❡ ❡
1 2 3 4
· · ·
A±∞
❡ ❡ ❡ ❡
−1 0 1 2
· · · · · ·
B∞
❡ ❡ ❡ ❡
0 1 2 3
· · ·
4
D∞❡
❡
❡ ❡ ❡
0′
0′′ 1 2 3
❍❍
❍
✟✟✟
· · ·
Figure 1: Four Coxeter groups of infinite rank
Let WI be a standard parabolic subgroup of W . We say that (WI , I),
WI , I or ΓI is of finite type if WI is a finite group. As is summarized in [15,
Chapter 2], the finite irreducible Coxeter groups are completely classified,
into the following seven families; a standard parabolic subgroup WI of finite
rank (or (WI , I), I or ΓI) is of type X if, under a labelling I = {s1, s2, . . . , sn}
of elements of I, the data mi,j = msi,sj satisfy the following condition:
mi,i+1 = 3 (1 ≤ i ≤ n− 1) if X = An, n ≥ 1
mi,i+1 = 3 (1 ≤ i ≤ n− 2), mn−1,n = 4 if X = Bn, n ≥ 2
mi,i+1 = mn−2,n = 3 (1 ≤ i ≤ n− 2) if X = Dn, n ≥ 4
m1,3 = m2,4 = mi,i+1 = 3 (3 ≤ i ≤ n− 1) if X = En, 6 ≤ n ≤ 8
m1,2 = m3,4 = 3, m2,3 = 4 if X = F4, n = 4
mi,i+1 = 3 (1 ≤ i ≤ n− 2), mn−1,n = 5 if X = Hn, n = 3, 4
m1,2 = m <∞ if X = I2(m), n = 2
(2.2)
and mi,j = 2 if i 6= j and mi,j is not determined by the above list. When
we emphasize the chosen labelling of elements of I as well as the type of I,
we say that a sequence (s1, s2, . . . , sn) is of type X . Let W (X) denote the
unique Coxeter group (up to isomorphism) of type X .
On the other hand, the four Coxeter groups of infinite (countable) ranks
in Figure 1 will play an important role in our argument below. We also adopt
the above terminology; for example, an infinite sequence (s′0, s
′′
0, s1, s2, . . . ) of
elements of S is of type D∞ if ms′
0
,s1 = ms′′0 ,s1 = msi,si+1 = 3 for all i ≥ 1,
and the value of the m is 2 for any other pair of distinct elements of S.
If (WI , I) is of finite type, let w0(I) denote the longest element of WI
(with respect to S), which is an involution and maps ΠI onto −ΠI ; this
induces a graph automorphism σI ∈ Aut ΓI such that
w0(I)sw0(I) = σI(s) and w0(I) · αs = −ασI (s) for all s ∈ I.
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The following fact is well known.
Proposition 2.10. Let (W,S) be an irreducible Coxeter system.
1. The center Z(W ) of W is nontrivial if and only if (W,S) is of type A1,
Bn (with 2 ≤ n <∞), Dn (with 4 ≤ n < ∞ and n even), E7, E8, F4,
H3, H4 or I2(m) (with m even). In particular, (W,S) is of finite type
if Z(W ) 6= 1.
2. If Z(W ) 6= 1, then Z(W ) has order two and is generated by w0(S), and
σS is the identity map on Γ.
3. If Z(W ) = 1 and |W | <∞, namely (W,S) is of type An (with 2 ≤ n <
∞), Dn (with 4 ≤ n <∞ and n odd), E6 or I2(m) (with m odd), then
σS is the unique non-identity automorphism of Γ.
Moreover, we will use the following result later.
Proposition 2.11 (See [19, Corollary 2.22 (3)]). Suppose that (W,S) is
irreducible and not of finite type. Then for s ∈ S, the only elements of W
which normalizes WI (where I = Sr s) are the elements of WI . Hence there
does not exist a root γ ∈ Φ which is orthogonal to ΠI .
Proof. The former part is [19, Corollary 2.22 (3)] (note that this is also an
easy consequence of the main result of [6]). For the latter part, observe
that such a root γ cannot belong to ΦI , so sγ 6∈ I
WI ; while sγ normalizes
(actually, centralizes) WI , so sγ ∈ S
W ∩WI = I
WI by the former part. This
contradiction proves the claim.
3 Notes on centralizers of reflections
In this section, we summarize some preceding results on the structure of
the centralizer ZW (x) of a generator x ∈ S in an arbitrary Coxeter group
W , which play a central role of this paper, together with some additional
remarks. Descriptions of the centralizer ZW (x) are found in several papers;
namely, in [14] by Robert B. Howlett for finite W ; in [5] by Brink; in [4] by
Richard E. Borcherds; in [6] by Brink and Howlett; and in [18] by the author.
Note that the centralizer of a reflection in W is conjugate to some ZW (x)
since the reflection is (by definition) conjugate to some x ∈ S.
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3.1 Structure of the centralizers
The first uniform description of ZW (x) for general W and x ∈ S was given
by Brink [5] (note that the general result in [18] agrees with hers when
specializing to this case; see [18, Example 4.12]). Her result shows that, if
x ∈ I ⊆ S, then the centralizer ZWI (x) of x in WI admits the following
decomposition:
ZWI(x) = (〈x〉 ×W
⊥x
I )⋊ Y
(I)
x = 〈x〉 × (W
⊥x
I ⋊ Y
(I)
x ).
(In what follows, we omit the subscripts or superscripts ‘S’ when I = S.)
Here we denote byW⊥xI the subgroup ofW generated by the reflections along
roots in the set Φ⊥xI defined by
Φ⊥xI = {γ ∈ ΦI | 〈γ, αx〉 = 0}.
On the other hand, we put
Y (I)y,z = {w ∈ WI | αy = w · αz and Φ
⊥z
I [w] = ∅} for y, z ∈ I.
Since (Φ⊥yI )
+ = w · (Φ⊥zI )
+ for any w ∈ Y (I)y,z , the family Y (I) = {Y
(I)
y,z }y,z∈I
forms a groupoid (see Section 2.1 for notion of groupoids) with vertex set I,
and the third factor Y
(I)
x of ZWI (x) is the vertex group of Y
(I) at x ∈ I.
This group Y
(I)
x is described in terms of the odd Coxeter graph ΓoddI of
WI (see Definition 2.8). Brink gave an isomorphism π
(I) : F(I) → Y (I) from
the fundamental groupoid
F
(I) = π1(Γ
odd
I ; ∗, ∗)
of the graph ΓoddI (see Section 2.1 for definition) to Y
(I) in the following
manner:
Theorem 3.1 ([5]). The groupoid isomorphism π(I) : F(I) → Y (I) is defined
by π(I)(y) = y for vertices y ∈ I,
π(I)(y, z) = (zy)(m−1)/2 ∈ Y (I)y,z for distinct y, z ∈ I with m = my,z odd
and extending it multiplicatively to the whole F(I). Moreover, if a path
(y0, y1, . . . , yn) ∈ F
(I)
y0,yn is non-backtracking, i.e. yi+2 6= yi for 0 ≤ i ≤ n− 2,
then ℓ(π(I)(y0, y1, . . . , yn)) =
∑n−1
i=0 ℓ(π
(I)(yi, yi+1)).
Corollary 3.2. If a path (y0, y1, . . . , yn) ∈ F
(I)
y0,yn is nontrivial (i.e. n ≥ 1)
and non-backtracking, then supp(π(I)(y0, y1, . . . , yn)) = {y0, y1, . . . , yn}.
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Proof. By Theorem 3.1 and Lemma 2.4, we have
supp(π(I)(y0, y1, . . . , yn)) =
n−1⋃
i=0
supp(π(I)(yi, yi+1)),
while supp(π(I)(yi, yi+1)) = {yi, yi+1} by definition, proving the claim.
This π(I) induces a group isomorphism from the fundamental group F
(I)
x =
π1(Γ
odd
I ; x) of Γ
odd
I at x ∈ I to the group Y
(I)
x . Note that, for distinct y, z ∈ I
with my,z odd, we have
π(I)(y, z) = w0({y, z})z = sα˜y,zz
where α˜y,z denotes the highest root of a Coxeter group W{y,z}; that is
α˜y,z =
1
2 sin(π/(2m))
(αy + αz) with m = my,z odd. (3.3)
We consider the second factor W⊥xI of ZWI(x). As is mentioned in [5], a
general theorem of Deodhar [8] or of Dyer [9] implies that W⊥xI is a Coxeter
group with the set Φ⊥xI playing a role of the root system. More precisely,
let Π
(I)
x be the set of the roots in (Φ⊥xI )
+ which cannot be a positive linear
combination of other roots in (Φ⊥xI )
+; in other words, Π
(I)
x is the “simple
system” in Φ⊥xI . Define
R(I)x = {sγ | γ ∈ Π
(I)
x }.
Theorem 3.3. Let I ⊆ J ⊆ S and x, y ∈ I.
1. ([8]; see also [18, Theorem 2.3]) The pair (W⊥xI , R
(I)
x ) is a Coxeter
system. For w ∈ W⊥xI , the length ℓ˜I,x(w) of w with respect to R
(I)
x
coincides with the cardinality of Φ⊥xI [w]. Moreover, for γ ∈ (Φ
⊥x
I )
+,
we have ℓ˜I,x(wsγ) < ℓ˜I,x(w) if and only if w · γ ∈ Φ
−.
2. ([9, Theorem 4.4]) Let β, γ ∈ Π
(I)
x , and m the order of sβsγ ∈ W .
Then we have {
〈β, γ〉 = − cos(π/m) if m <∞;
〈β, γ〉 ≤ −1 if m =∞.
In particular, we have 〈β, γ〉 ≤ 0 for distinct β, γ ∈ Π
(I)
x .
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3. ([18, Theorem 4.6 (4)]) If w ∈ Y
(I)
x,y , then Π
(I)
x = w · Π
(I)
y , hence
the map u 7→ wuw−1 is an isomorphism of Coxeter systems from
(W⊥yI , R
(I)
y ) to (W⊥xI , R
(I)
x ).
4. We have W⊥xI =W
⊥x
J ∩WI , Π
(I)
x = Π
(J)
x ∩ ΦI and R
(I)
x = R
(J)
x ∩WI .
Proof. We prove Claim 4. For the second equality, if γ ∈ (Φ⊥xI )
+ is expressed
as a positive linear combination of some β ∈ (Φ⊥xJ )
+ different from γ, then
supp(γ) is the union of all the sets supp(β), deducing that β ∈ Φ⊥xI . Thus
Π
(I)
x ⊆ Π
(J)
x ∩ ΦI , while Π
(J)
x ∩ ΦI ⊆ Π
(I)
x by definition, therefore Π
(I)
x =
Π
(J)
x ∩ ΦI . Now the third equality also follows, since J
WJ ∩WI = I
WI .
Finally, we prove the first equality. It suffices to show that w ∈ W⊥xI
for all w ∈ W⊥xJ ∩WI ; we proceed the proof by induction on n = ℓ˜J,x(w),
the case n = 0 being obvious. So suppose that n ≥ 1, and take a reduced
expression w = sγ1sγ2 · · · sγn with respect to R
(J)
x , where γi ∈ Π
(J)
x . Then
we have ℓ˜J,x(wsγn) < ℓ˜J,x(w), so w · γn ∈ Φ
− by Claim 1, therefore γn ∈ ΦI
since w ∈ WI . Thus sγn ∈ R
(J)
x ∩WI = R
(I)
x , so wsγn ∈ W
⊥x
J ∩WI . Now the
induction assumption implies that wsγn ∈ W
⊥x
I , while sγn ∈ R
(I)
x as above,
hence w ∈ W⊥xI as desired.
The result in the author’s papar [18] describes the Coxeter group W⊥xI
more precisely. We prepare some further notations. Choose and fix a maxi-
mal tree T in the connected component (ΓoddI )∼x of Γ
odd
I containing x, and
for y, z ∈ Iodd∼x (see Definition 2.8 for notation), let p
(I)
y,z ∈ F
(I)
y,z denote the
unique non-backtracking path in T from z to y. Define
E (I)x = {(y, s) | y ∈ I
odd
∼x , s ∈ I and my,s is even},
and put
α˜y,s =
1
sin(π/my,s)
(cos(π/my,s)αy + αs) ∈ Φ
+
{y,s} for (y, s) ∈ E
(I)
x . (3.4)
Note that this α˜y,s is the unique root in (Φ
⊥y
{y,s})
+ (see [18, Lemma 4.1]), so
we have α˜y,s ∈ Π
(I)
y . Note also that α˜y,s = αs if my,s = 2, while supp(α˜y,s) =
{y, s} if my,s 6= 2. Now define
γ(I)x (c; y, s) = π
(I)(cp(I)x,y) · α˜y,s for c ∈ F
(I)
x and (y, s) ∈ E
(I)
x .
Since cp
(I)
x,y ∈ F
(I)
x,y and α˜y,s ∈ Π
(I)
y , it follows from Theorems 3.1 and 3.3 (3)
that γ
(I)
x (c; y, s) ∈ Π
(I)
x . Let r
(I)
x (c; y, s) denote the reflection along the root
γ
(I)
x (c; y, s), so r
(I)
x (c; y, s) ∈ R
(I)
x . For simplicity, we abbreviate γ
(I)
x (1; y, s)
to γ
(I)
x (y, s) and r
(I)
x (1; y, s) to r
(I)
x (y, s).
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Example 3.4. Suppose that I = {x, y, s}, mx,y is odd, my,s is even and
mx,s 6= 2. Put β = α˜x,y and β
′ = α˜y,s. Then we have (y, s) ∈ E
(I)
x and
γ(I)x (y, s) = π
(I)(x, y) · β ′ = sβy · β
′ = sβ · β
′ = β ′ − 2〈β, β ′〉β
since 〈β ′, αy〉 = 0. Moreover, we have
〈β, β ′〉 = ([αx]β)〈αx, β
′〉 = ([αx] β)
(
([αy] β
′)〈αx, αy〉+ ([αs]β
′)〈αx, αs〉
)
< 0
since [αx] β > 0, [αy] β
′ ≥ 0, [αs]β
′ > 0, 〈αx, αy〉 < 0 and 〈αx, αs〉 < 0. Thus
we have supp(γ
(I)
x (y, s)) = supp(β) ∪ supp(β ′) = I.
Example 3.5. Suppose that I = {x, y, z, s}, mx,y and my,z are odd, mx,z,
mx,s and mz,s are even, and my,s 6= 2. Then we have (z, s) ∈ E
(I)
x and
γ
(I)
x (z, s) = π(I)(x, y, z) · α˜z,s. Now we have β = π
(I)(y, z) · α˜z,s ∈ Π
(I)
y and
supp(β) = I r x by Example 3.4; so 〈α˜x,y, β〉 < 0 by a similar argument to
Example 3.4 (since 〈αx, αy〉 < 0). Hence we have
γ(I)x (z, s) = π
(I)(x, y) · β = sα˜x,y · β = β − 2〈α˜x,y, β〉α˜x,y
and so supp(γ
(I)
x (z, s)) = supp(β) ∪ supp(α˜x,y) = I.
By generalizing the arguments in Examples 3.4 and 3.5, we obtain the
following observation.
Lemma 3.6. Let β, γ ∈ Π(I)x , and suppose that (supp(β) r x) ∩ supp(γ) =
∅, and supp(β) r x is adjacent to supp(γ) in the Coxeter graph ΓI . Then
〈β, γ〉 < 0; hence (by Theorem 3.3 (2)) two generators sβ and sγ of W
⊥x
I do
not commute.
For an integer k ≥ 1, we define relations
k
∼I on E
(I)
x and on F
(I)
x ×E
(I)
x , as
follows. For a path q ∈ F
(I)
y,z in (ΓoddI )∼x, put q(x) = p
(I)
x,yqp
(I)
z,x ∈ F
(I)
x . Then for
(y, s), (z, t) ∈ E
(I)
x and c ∈ F
(I)
x , we define (c; y, s)
k
∼I (cq(x); z, t) if (Γ
odd
I )∼x
possesses a subgraph (with three vertices) of one of the eleven forms in Figure
2 (where the path q and the integer k are determined in the figure); in this
case, we also define (y, s)
k
∼I (z, t). Observe that all of them are symmetric
relations. Moreover, let ∼I denote the transitive closure of
1
∼I , which is an
equivalence relation. The next theorem describes the structure of W⊥xI in
terms of these relations.
Theorem 3.7 ([18, Theorems 4.13 and 4.14]). We have
Π(I)x = {γ
(I)
x (c; y, s) | c ∈ F
(I)
x and (y, s) ∈ E
(I)
x }.
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For c, c′ ∈ F
(I)
x and (y, s), (y′, s′) ∈ E
(I)
x , we have r
(I)
x (c; y, s) = r
(I)
x (c′; y′, s′)
if and only if (c; y, s) ∼I (c
′; y′, s′). Moreover, for 2 ≤ k < ∞, the product
r
(I)
x (c; y, s)r
(I)
x (c′; y′, s′) has order k if and only if there exist d, d′ ∈ F
(I)
x and
(z, t), (z′, t′) ∈ E
(I)
x such that (c; y, s) ∼I (d; z, t)
k
∼I (d
′; z′, t′) ∼I (c
′; y′, s′).
For (y, s) ∈ E
(I)
x , let [y, s]I denote the ∼I -equivalence class of (y, s) in
E
(I)
x . For subsets X, Y ⊆ E
(I)
x and 1 ≤ k <∞, write X
k
∼I Y to signify that
ξ
k
∼I ζ for some ξ ∈ X and ζ ∈ Y . Moreover, write X
∞
∼I Y to signify that
X 6
k
∼I Y for any k <∞. Then Theorem 3.7 implies that
r(I)x (c; y, s)r
(I)
x (d; z, t) has infinite order if (z, t) 6∈ [y, s]I and [y, s]I
∞
∼I [z, t]I .
We define an auxiliary graph I
(I)
x with vertex set E
(I)
x , introduced in [18,
Section 4.4]. Let (y, s), (z, t) ∈ E
(I)
x . Then for each subgraph of (ΓoddI )∼x
of type IV or V in Figure 2 (which are the ones with k = 1), we draw an
edge e˜ ∈ ~E(y,s),(z,t)(I
(I)
x ) of I
(I)
x ; we denote the specified path q ∈ F
(I)
y,z by
ι(e˜). Now the same edge with opposite orientation (denoted by e˜−1) is also
drawn. We identify every e˜−1 with e˜; this identification turn I
(I)
x into an
edge-unoriented graph. Note that the vertex set of the connected component
(I
(I)
x )∼(y,s) is the ∼I-equivalence class [y, s]I . Now [18, Remark 4.15] says
that ι extends to an injective groupoid homomorphism from the fundamental
groupoid π1(I
(I)
x ; ∗, ∗) of I
(I)
x to F(I), with ι(y, s) = y for (y, s) ∈ E
(I)
x .
Now a part of Theorem 3.7 can be restated as follows:
Corollary 3.8. Let c, d ∈ F(I)x and (y, s), (z, t) ∈ E
(I)
x . Then r
(I)
x (c; y, s) =
r
(I)
x (d; z, t) if and only if there is a path q˜ ∈ π1(I
(I)
x ; (y, s), (z, t)) such that
c−1d = ι(q˜)(x). Hence, specializing to the case (y, s) = (z, t), we have
r
(I)
x (c; y, s) = r
(I)
x (d; y, s) if and only if (c−1d)(y) ∈ ι(π1(I
(I)
x ; (y, s))).
Example 3.9. Let (y, s) ∈ E
(I)
x such that my,s ≥ 4. Then (y, s) has no
neighbor in I
(I)
x (see Figure 2), so [y, s]I = {(y, s)} and ι(π1(I
(I)
x ; (y, s))) = 1.
Hence, if in addition s ∈ Iodd∼x , then we have (s, y) ∈ E
(I)
x and [s, y]I = {(s, y)}
as well, so [y, s]I
∞
∼I [s, y]I (see Figure 2).
Example 3.10. Let (y, s) ∈ E
(I)
x such that my,s = 2 and s 6∈ O = I
odd
∼x . Then
by Figure 2, the neighbors of (y, s) in the graph I
(I)
x are the vertices (z, s)
with z ∈ O r y, my,z odd and mz,s = 2, where the edge joining them is of
type IV in Figure 2. Thus it follows inductively that all edges of (I
(I)
x )∼(y,s)
are of type IV, and we have
[y, s]I = {(z, s) | z ∈ J
odd
∼y } and ι(π1(I
(I)
x ; (y, s))) = F
(K)
y ⊆ F
(I)
y ,
where J = {z ∈ O | mz,s = 2} and K = J
odd
∼y .
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(I)
❡
y = z
❡
s
❡ t
✟✟
✟✟
✟✟
m
q = (z), k = m
2 ≤ m <∞
(II)
❡
y = z
❡
s
❡ t
❍❍❍❍❍❍
m
q = (z), k = 2
m even
(III)
❡
y = z
❡
s
❡ t
❍❍❍❍❍❍
4
✟✟
✟✟
✟✟
q = (z), k = 4
(IV)
❡
y
❡
s = t
❡ z
❍❍❍❍❍❍
m
q = (y, z), k = 1
m odd
(V)
❡
y = t
❡
s = z
❡ y′
❍❍❍❍❍❍
✟✟
✟✟
✟✟
q = (y, y′, z), k = 1
(VI)
❡
y = t
❡
s = z
❡ y′
❍❍❍❍❍❍
✟✟
✟✟
✟✟
5
q = (y, y′, z), k = 2
(VII)
❡
y = t
❡
s = z
❡ y′
❍❍❍❍❍❍
5
✟✟
✟✟
✟✟
q = (y, y′, z), k = 2
(VIII)
❡
y
❡
s = t
❡ z
❍❍❍❍❍❍
✟✟
✟✟
✟✟
4
q = (y, z), k = 2
(IX)
❡
y = z
❡
s
❡ tm
q = (z), k = 2
m even
(X)
❡
y = z
❡
s
❡ t4
✟✟
✟✟
✟✟
q = (z), k = 4
(XI)
❡
y
❡
s = t
❡ z4
❍❍❍❍❍❍
q = (y, z), k = 2
Figure 2: The eleven subgraphs of (ΓoddI )∼x
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3.2 Finite irreducible components of W⊥x
I
To determine the structure of the finite part (W⊥xI )fin (see Definition 2.6) in
later sections, here we give some preliminary observations. First, let (Π
(I)
x )fin
be the set of all γ ∈ Π
(I)
x such that the corresponding generator sγ ∈ R
(I)
x
belongs to (W⊥xI )fin. The following property is shown in [18].
Theorem 3.11 ([18, Theorem 7.1]). Any element of Y
(I)
x fixes the set
(Π
(I)
x )fin pointwise.
Secondly, by definition, we have
γ(I)x (d; y, s) = π
(I)(dc−1) · γ(I)x (c; y, s) for c, d ∈ F
(I)
x and (y, s) ∈ E
(I)
x ,
so r
(I)
x (d; y, s) is the conjugate of r
(I)
x (c; y, s) by π(I)(dc−1) ∈ Y
(I)
x . Thus by
Theorem 3.3 (3), we have γ
(I)
x (c; y, s) ∈ (Π
(I)
x )fin if and only if γ
(I)
x (d; y, s) ∈
(Π
(I)
x )fin. Let (E
(I)
x )fin be the set of all (y, s) ∈ E
(I)
x such that γ
(I)
x (c; y, s) ∈
(Π
(I)
x )fin for some (or equivalently, all) c ∈ F
(I)
x .
Remark 3.12. Although the definition of γ
(I)
x (c; y, s) depends on the choice
of the maximal tree T , the set (E (I)x )fin does not. Indeed, in the expression
γ
(I)
x (c; y, s) of an element of Π
(I)
x , any change of the tree T gives rise to a
change of c ∈ F
(I)
x only, leaving (y, s) ∈ E
(I)
x unchanged.
Remark 3.13. By definition, if y ∈ Iodd∼x , then we have E
(I)
y = E
(I)
x ; and
the isomorphism W⊥xI → W
⊥y
I , induced by the conjugation by an element
π(I)(p
(I)
y,x) of Y
(I)
y,x , maps r
(I)
x (z, s) ∈ R
(I)
x to r
(I)
y (z, s) ∈ R
(I)
y (see Theorem 3.3
(3)). Thus we have r
(I)
x (z, s) ∈ (W⊥xI )fin if and only if r
(I)
y (z, s) ∈ (W
⊥y
I )fin,
hence (E
(I)
y )fin = (E
(I)
x )fin.
Since π(I)(c) ∈ Y
(I)
x for all c ∈ F
(I)
x , Theorem 3.11 yields the following:
Proposition 3.14. If (y, s) ∈ (E
(I)
x )fin, then γ
(I)
x (c; y, s) = γ
(I)
x (y, s) for all
c ∈ F
(I)
x . Moreover, by Corollary 3.8, the conclusion is equivalent to the
following:
the homomorphism ι : π1(I
(I)
x ; (y, s))→ F
(I)
y is surjective. (3.5)
For example, (3.5) is satisfied if (ΓoddI )∼x is acyclic (since now F
(I)
x = 1).
In the case of (3.5), we have the following lemma.
Lemma 3.15. Suppose that (y, s) ∈ E
(I)
x satisfies the condition (3.5). Let
c′ ∈ F
(I)
x and (y′, s′) ∈ E
(I)
x .
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1. We have r
(I)
x (c′; y′, s′) = r
(I)
x (y, s) if and only if (y′, s′) ∈ [y, s]I . Hence
(by Proposition 3.14) (y′, s′) also satisfies (3.5) if (y′, s′) ∈ [y, s]I.
2. For 2 ≤ k < ∞, the product r
(I)
x (y, s)r
(I)
x (c′; y′, s′) has order k if and
only if [y′, s′]I
k
∼I [y, s]I .
Proof. (1) The “only if” part follows immediately from Theorem 3.7. For
the other part, we can take a path q˜ ∈ ~E(y′,s′),(y,s)(I
(I)
x ). Then Corollary
3.8 shows that r
(I)
x (c′; y′, s′) = r
(I)
x (c′ι(q˜)(x); y, s), while (3.5) implies that
r
(I)
x (c′ι(q˜)(x); y, s) = r
(I)
x (y, s) (see Proposition 3.14), proving the claim.
(2) The “only if” part also follows from Theorem 3.7. For the other part,
take (z, t) ∈ [y, s]I and (z
′, t′) ∈ [y′, s′]I such that (z, t)
k
∼I (z
′, t′). Then
by an argument similar to (1), we have r
(I)
x (c′; y′, s′) = r
(I)
x (d1; z
′, t′) for some
d1 ∈ F
(I)
x , the product r
(I)
x (d1; z
′, t′)r
(I)
x (d2; z, t) has order k for some d2 ∈ F
(I)
x ,
and r
(I)
x (d2; z, t) = r
(I)
x (d3; y, s) for some d3 ∈ F
(I)
x (see Theorem 3.7). This
yields the conclusion, since now r
(I)
x (y, s) = r
(I)
x (d3; y, s).
Corollary 3.16. Let (y, s) ∈ (E
(I)
x )fin. Then (y, s) satisfies (3.5), and for
any (z, t) ∈ E
(I)
x , we have either (z, t) ∈ [y, s]I or [z, t]I
k
∼I [y, s]I for some
2 ≤ k <∞.
Proof. The former claim is shown in Proposition 3.14. For the latter, since
r
(I)
x (y, s) belongs to a finite irreducible component of W⊥xI , we have either
r
(I)
x (z, t) = r
(I)
x (y, s), or r
(I)
x (z, t)r
(I)
x (y, s) has finite order. Thus the claim
follows from Lemma 3.15.
Corollary 3.17. Let (y, s), (z, t) ∈ E
(I)
x , and suppose that either [y, s]I =
[z, t]I or [y, s]I
k
∼I [z, t]I for some 3 ≤ k < ∞. Then (y, s) ∈ (E
(I)
x )fin if and
only if (z, t) ∈ (E
(I)
x )fin.
Proof. Suppose that (y, s) ∈ (E
(I)
x )fin, so (y, s) satisfies (3.5) by Proposition
3.14. Then by the hypothesis, Lemma 3.15 implies that either r
(I)
x (z, t) =
r
(I)
x (y, s), or r
(I)
x (z, t)r
(I)
x (y, s) has order k. In any case, r
(I)
x (z, t) and r
(I)
x (y, s)
belong to the same irreducible component of W⊥xI , showing that (z, t) ∈
(E
(I)
x )fin. Thus the claim follows by symmetry.
Corollary 3.18. Let (y, s) ∈ (E
(I)
x )fin, and put O = I
odd
∼x . If my,s ≥ 4, then
s 6∈ O and ΓoddO is acyclic.
Proof. Note that (y, s) satisfies (3.5) by Proposition 3.14. Thus the claim
follows from Example 3.9 and Corollary 3.16.
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Example 3.19. Let I = (x1, x2, . . . ) be a (finite or infinite) sequence of
type An, with 3 ≤ n ≤ ∞ (see (2.2) and Figure 1 for terminology). Put
ξi,j = (xi, xj) for simplicity. Then for every xi, all elements of the set E
(I)
xi
satisfy the condition (3.5), and E
(I)
xi consists of distinct ∼I-equivalence classes
[ξ1,j]I with 3 ≤ j ≤ n (or 3 ≤ j < ∞ if n = ∞); indeed, the relations
1
∼I in
E
(I)
xi are precisely the followings:
• ξj,k
1
∼I ξj+1,k, with k ≤ j − 2 or k ≥ j + 3; and
• ξj,j+2
1
∼I ξj+2,j
(see Figure 2), so we have
ξ1,j
1
∼I ξ2,j
1
∼I · · ·
1
∼I ξj−2,j
1
∼I ξj,j−2
1
∼I ξj+1,j−2
1
∼I · · · .
Moreover, we have [ξ1,j]I
3
∼I [ξ1,j+1]I for all j ≥ 3, since ξ1,j
3
∼I ξ1,j+1; while
[ξ1,j]I
2
∼I [ξ1,k]I if |j − k| ≥ 2, since ξ1,j
2
∼I ξ1,k (see also Figure 2). Thus by
Lemma 3.15, the Coxeter group W⊥xiI is generated by the distinct generators
r
(I)
xi (ξ1,j) with 3 ≤ j ≤ n, and W
⊥xi
I is of type An−2 (or A∞ if n =∞).
Example 3.20. Let I = (x1, x2, x3, x4) be a sequence of type H4 (see (2.2)).
Put ξi,j = (xi, xj). Then for every xi, we have
E (I)xi = [ξ4,2]I ⊔ [ξ1,3]I ⊔ [ξ1,4]I , [ξ4,2]I = {ξ4,2}, [ξ1,3]I = {ξ1,3, ξ3,1, ξ4,1},
[ξ1,4]I = {ξ1,4, ξ2,4}, [ξ4,2]I
3
∼I [ξ1,3]I
5
∼I [ξ1,4]I and [ξ4,2]I
2
∼I [ξ1,4]I
(note that ξ4,2
3
∼I ξ4,1, ξ1,3
5
∼I ξ1,4 and ξ4,2
2
∼I ξ2,4 by Figure 2). Thus, by a
similar argument to Example 3.19, the Coxeter group W⊥xiI is generated by
three generators r
(I)
xi (ξ4,2), r
(I)
xi (ξ1,3) and r
(I)
xi (ξ1,4), and W
⊥xi
I is of type H3.
Example 3.21. We say that a sequence (x1, x2, x3, x4) of distinct elements
of S is of type P (m) (with m odd) if m1,2 = m, m2,3 = m3,4 = 3, m1,3 =∞
and m1,4 = m2,4 = 2, where mi,j = mxi,xj (see Figure 3). In this case, we
also say that I = {x1, . . . , x4}, WI , (WI , I) or ΓI is of type P (m).
Now let I = (x1, x2, x3, x4) be a sequence of type P (m), and put ξi,j =
(xi, xj). Then for every xi, all elements of E
(I)
xi satisfy (3.5), and we have
E (I)xi = {ξ1,4, ξ2,4, ξ4,1, ξ4,2} = [ξ1,4]I ⊔ [ξ4,1]I ,
[ξ1,4]I = {ξ1,4, ξ2,4, ξ4,1}, [ξ4,2]I = {ξ4,2} and [ξ1,4]I
m
∼I [ξ4,1]I
(note that ξ4,2
m
∼I ξ4,1 by Figure 2). ThusW
⊥xi
I is generated by two generators
r
(I)
xi (ξ1,4) and r
(I)
xi (ξ4,1), and W
⊥xi
I is of type I2(m) (so it is finite).
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Figure 3: Coxeter group of type P (m)
In our argument below, we often derive some information on the set
(E
(I)
x )fin from that on another set (E
(J)
x )fin with x ∈ J ⊆ I. This is based
on the following observation; note that E
(J)
x ⊆ E
(I)
x whenever x ∈ J ⊆ I.
Lemma 3.22. If x ∈ J ⊆ I ⊆ S, then (E (I)x )fin ∩ E
(J)
x ⊆ (E
(J)
x )fin; hence
E
(J)
x r (E
(J)
x )fin ⊆ E
(I)
x r (E
(I)
x )fin.
Proof. By Remark 3.12, we may choose the maximal tree T in (ΓoddI )∼x such
that its full subgraph with vertex set Jodd∼x is also a maximal tree in (Γ
odd
J )∼x.
Now if (y, s) ∈ (E (I)x )fin ∩ E
(J)
x , then we have γ
(I)
x (y, s) = γ
(J)
x (y, s) (since
p
(I)
y,x = p
(J)
y,x by the choice of T ), so γ
(J)
x (y, s) ∈ (Π
(I)
x )fin ∩ Π
(J)
x . Moreover,
since R
(J)
x ⊆ R
(I)
x (by Theorem 3.3 (4)), the irreducible component of W⊥xJ
containing the generator r
(J)
x (y, s) is contained in that of W⊥xI containing
the same r
(J)
x (y, s). Now the latter irreducible component is finite (since
γ
(J)
x (y, s) ∈ (Π
(I)
x )fin), so the former one is also finite, showing that r
(J)
x (y, s) ∈
(W⊥xJ )fin and (y, s) ∈ (E
(J)
x )fin. Hence the claim holds.
Finally, we prepare the following lemma.
Lemma 3.23. Suppose that (y, s) ∈ (E
(I)
x )fin. Then there does not exist an
element t ∈ I such that my,t is even and ms,t =∞.
Proof. We may assume that y = x (see Remark 3.13). Assume contrary
that such t exists, and put J = {y, s, t}. Then E
(J)
y = {(y, s), (y, t)}; and by
Figure 2, we have (y, s)
∞
∼J (y, t), so [y, s]J = {(y, s)}, [y, t]J = {(y, t)} and
[y, s]J
∞
∼J [y, t]J . This contradicts Corollary 3.16, so the claim follows.
4 The structure of (W⊥x)fin for special cases
In this section, we determine the structure of the finite part (W⊥xI )fin of the
Coxeter group W⊥xI for certain special cases. The results in this section
are of independent interest, and also important steps for the general cases
considered in Section 5.
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4.1 The 2-spherical case
We start with the following lemma. We say that a subset I of S is 2-spherical
if ms,t < ∞ for all s, t ∈ I. Recall the graph-theoretic fact that, if ΓI is
connected and its subgraph ΓoddI is acyclic, then ΓI possesses a maximal tree
which contains ΓoddI . Recall also the definition of the tree order on a tree,
introduced in Section 2.1.
Lemma 4.1. Let I be an irreducible, 2-spherical subset of S with at least three
elements, such that ΓoddI is acyclic (so (3.5) is satisfied by any (y, s) ∈ E
(I)
x ).
Let T be a maximal tree of ΓI containing Γ
odd
I , x a vertex of T with degree
1, and x′ the unique neighbor of x in T .
1. If (y, s) ∈ E
(I)
x and x′ 6∈ supp(γ
(I)
x (y, s)), then (y, s) ∈ [x, t]I for some
t ∈ I r {x, x′}. Hence if Π
(I)
x ⊆ ΦIrx′, then E
(I)
x =
⋃
t∈Ir{x,x′} [x, t]I .
2. If E
(I)
x =
⋃
t∈Ir{x,x′} [x, t]I , then I is of type An with 3 ≤ n ≤ ∞ (see
Figure 1 for definition of type A∞).
Proof. (1) The second claim follows from the first one. For the first claim,
the hypothesis means that γ
(I)
x (y, s) ∈ Π
(I)
x ∩ ΦJ = Π
(J)
x where J = I r x′
(see Theorem 3.3 (4)). Now we have Jodd∼x = {x} by the choice of x
′, so
E
(J)
x = {(x, t) | t ∈ J r x} (since I is 2-spherical) and γ
(I)
x (y, s) = γ
(J)
x (x, t)
for some t ∈ J r x. Since γ
(J)
x (x, t) = α˜x,t = γ
(I)
x (x, t), Theorem 3.7 implies
that (y, s) ∼I (x, t) and (y, s) ∈ [x, t]I , as desired.
(2) First, we show that my,z is odd if y and z are adjacent vertices of the
tree T , yielding T = ΓoddI . Assume contrary that my,z is even (recall that
I is 2-spherical); by symmetry, we may assume further that y ≺ z where 
denote the tree order on T with root vertex x. Moreover, by taking such a
pair y, z with y as minimal (with respect to ) as possible, we may assume
in addition that the path in T from x to y consists of edges with odd labels,
namely y ∈ Iodd∼x . This implies that (y, z) ∈ E
(I)
x , while my,z 6= 2, so we
have [y, z]I = {(y, z)} (see Example 3.9). However, now (y, z) cannot belong
to any [x, t]I with t ∈ I r {x, x
′}, since y = x implies that z = x′. This
contradiction proves the claim.
Secondly, we show that my,z is odd or 2 for any y, z ∈ I, yielding ΓI =
ΓoddI . If my,z is even and my,z 6= 2, and we assume by symmetry that y 6= x,
then we have (y, z) ∈ E
(I)
x (since y ∈ Iodd∼x as above) and [(y, z)]I = {(y, z)}
(see Example 3.9), contradicting the hypothesis. Thus this claim follows.
We show that any pair of elements of the poset T are comparable, there-
fore T is a (finite or infinite) chain x0 ≺ x1 ≺ x2 ≺ · · · , with x0 = x and
x1 = x
′. If this claim fails, then T possesses two incomparable elements y, z
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both of which cover their meet y ∧ z. Note that (y, z) ∈ E
(I)
x . Now by Figure
2, it is straightforward to verify that the set
{(y′, z) | y′ ∈ ∨y} ∪ {(z
′, y) | z′ ∈ ∨z}
is a nonempty subset of E
(I)
x which is closed under the relation
1
∼I . This means
that the subset is the union of at least one ∼I -equivalence classes; however,
this contradicts the hypothesis, since the subset contains no element of the
form (x, t). Thus this claim holds.
Finally, we show that mxi−1,xi = 3 for any i with xi−1, xi ∈ T , concluding
the proof. To see this, put j = 2 if i = 1, and j = i if i ≥ 2. Note
that (xj, xj−2) ∈ E
(I)
x (since |I| ≥ 3). Now if mxi−1,xi 6= 3, then it is also
straightforward to verify that
[xj , xj−2]I = {(xk, xj−2) | k ≥ j and xk ∈ T},
which contains no element of the form (x, t), contradicting the hypothesis.
Hence we have mxi−1,xi = 3 as desired.
The main result in this subsection is the following.
Theorem 4.2. Let x ∈ I ⊆ S, and suppose that I is irreducible, 2-spherical
and not of finite type, with ΓoddI acyclic. Then (W
⊥x
I )fin 6= 1 if and only if
one of the following two conditions is satisfied (up to labelling of elements):
1. I = (x0, x1, . . . ) is of type B∞ and x 6= x0 (see Figure 1); in this case,
we have W⊥xI ≃W (A1)×W (B∞), (E
(I)
x )fin = [x1, x0]I = {(x1, x0)} and
(W⊥xI )fin is generated by a single generator
r(I)x (x1, x0) = wr
(I)
x1
(x1, x0)w
−1 = wx0x1x0w
−1 where w = π(I)(p(I)x,x1).
2. I = (x′0, x
′′
0, x1, . . . ) is of type D∞ (see Figure 1); in this case, we have
W⊥xI ≃W (A1)×W (D∞), (E
(I)
x )fin = [x
′
0, x
′′
0]I = {(x
′
0, x
′′
0), (x
′′
0, x
′
0)} and
(W⊥xI )fin is generated by a single generator
r(I)x (x
′
0, x
′′
0) = wr
(I)
x′
0
(x′0, x
′′
0)w
−1 = wx′′0w
−1 where w = π(I)(p
(I)
x,x′
0
).
Proof. The ‘if’ part is verified by direct computation. In the case 1, we have
E (I)x = [x1, x0]I ⊔ [x2, x0]I ⊔
∞⊔
i=3
[x1, xi]I and [x1, x0]I = {(x1, x0)},
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while [x2, x0]I
4
∼I [x1, x3]I , [x1, xi]I
3
∼I [x1, xi+1]I (for i ≥ 3), and any other
pair is related via
2
∼I . This yields the description of W
⊥x
I . On the other
hand, in the case 2, we have
E (I)x = [x
′
0, x
′′
0]I ⊔ [x
′
0, x2]I ⊔ [x
′′
0, x2]I ⊔
∞⊔
i=3
[x′0, xi]I
and [x′0, x
′′
0]I = {(x
′
0, x
′′
0), (x
′′
0, x
′
0)}, while [x
′
0, xi]I
3
∼I [x
′
0, xi+1]I (for i ≥ 2),
[x′′0, x2]I
3
∼I [x
′
0, x3]I , and any other pair is related via
2
∼I . This yields the
description of W⊥xI . Hence the ‘if’ part is proved.
From now, we show the “only if” part. Fix a finite irreducible component
Gx of W
⊥x
I . For each y ∈ I
odd
∼x , put wy = π
(I)(p
(I)
y,x) ∈ Y
(I)
y,x , where p
(I)
y,x ∈ F
(I)
y,x
denotes the unique non-backtracking path between x and y in the acyclic
graph ΓoddI . Write Gy = wyGxw
−1
y and Ky = supp(〈y〉 × Gy), so |Ky| < ∞
and (by Theorem 3.3 (3)) Gy is a finite irreducible component of W
⊥y
I .
First we show the following lemma:
Lemma 4.3. In this setting, there is an element y ∈ Iodd∼x such that Ky is of
finite type and Kz = Ky for all z ∈ (Ky)
odd
∼y .
Proof of Lemma 4.3. Put G′y = 〈y〉 × Gy. Since G
′
x is a finite subgroup of
WI , Theorem 2.5 implies that there are some u ∈ WI and a subset J ⊆ I
of finite type such that uG′xu
−1 ⊆ WJ . Now uxu
−1 ∈ WJ ∩ S
W = JWJ , so
u′ux(u′u)−1 ∈ J for some u′ ∈ WJ , and u
′uG′x(u
′u)−1 ⊆ WJ . By replacing u
with u′u, we may assume that uG′xu
−1 ⊆WJ and uxu
−1 ∈ J .
Put y = uxu−1, so y ∈ Iodd∼x (by Proposition 2.9) and w
−1
y u ∈ ZWI (x).
Now F
(I)
x = 1 since ΓoddI is acyclic, so we have Y
(I)
x = 1 (by Theorem 3.1)
and w−1y u ∈ 〈x〉×W
⊥x
I , therefore w
−1
y uG
′
x(w
−1
y u)
−1 = G′x since G
′
x is a direct
factor of 〈x〉 ×W⊥xI . Thus WJ ⊇ uG
′
xu
−1 = wyG
′
xw
−1
y = G
′
y, so Ky ⊆ J by
definition, therefore Ky is of finite type.
Moreover, we have G′z = wzw
−1
y G
′
y(wzw
−1
y )
−1 ⊆ WKy for z ∈ (Ky)
odd
∼y
(indeed, wzw
−1
y = π
(I)(p
(I)
z,y) ∈ WKy since the path p
(I)
z,y is contained in ΓoddKy ),
so Kz ⊆ Ky by definition. Thus if Kz 6= Ky for some z, then we can replace
y with z, making Kz smaller. Since |Ky| <∞, this process must terminate,
with resulting element of (Ky)
odd
∼y ⊆ I
odd
∼x having the desired property.
So we may assume that K = Kx is of finite type and Ky = K for all
y ∈ Kodd∼x . Note that K 6= I since I is not of finite type. Now put
Ψ = {γ ∈ Π(I)x | sγ ∈ Gx} and Ψ
′ = Ψ ∪ {αx},
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so by definition of K, we have Ψ′ ⊆ Φ+K and Ψ
′ cannot be contained in ΦJ
for a proper subset J ⊂ K. Moreover, since Gx is an irreducible component
of W⊥xI , we have
γ ∈ Ψ whenever β ∈ Ψ, γ ∈ Π(I)x and 〈β, γ〉 < 0 (4.6)
(the last inequality means that sβ and sγ do not commute). Now we have
the following:
Lemma 4.4. In this setting, if y ∈ K r x is not contained in but adjacent
(in ΓI) to the support supp(γ) of γ ∈ Π
(I)
x , then (K r x) ∩ supp(γ) 6= ∅.
Proof of Lemma 4.4. Since Ψ′ 6⊆ ΦKry, there is a root β ∈ Ψ with y ∈
supp(β). Now if we assume contrary that (K r x) ∩ supp(γ) = ∅, then
the choice of β implies that (supp(β) r x) ∩ supp(γ) = ∅ (since Ψ ⊆ ΦK)
and supp(β)r x is adjecent to supp(γ) in ΓI . Thus Lemma 3.6 shows that
〈β, γ〉 < 0, so γ ∈ Ψ ⊆ ΦK by (4.6), while supp(γ) 6⊆ K by our assumption
(note that supp(γ) must contain an element other than x). This contradiction
proves the claim.
Take a maximal tree T in the connected graph ΓI containing Γ
odd
I . Let
 denote the tree order on T with root vertex x, Λ the set of atoms of the
poset T and Ωy (for each y ∈ Λ) the set of the elements of T covering y.
Note that Λ 6= ∅ since I 6= {x}. Now we have the following observations:
Lemma 4.5. In this setting, we have the followings.
1. If s ∈ T r (x ∪ Λ) is adjacent to some y ∈ K in T , then s ∈ K.
2. For y ∈ Λ and z ∈ Ωy, we have ∨z ⊆ K or ∨z ∩K = ∅.
3. If y ∈ Λ ∩K, then ∨y ⊆ K.
4. If y ∈ Λ and mx,y is even, then ∨y ⊆ K or ∨y ∩K = ∅.
5. If y ∈ Λ and mx,y is odd, then y 6∈ K.
6. We have (x, s) ∈ (E
(I)
x )fin and γ
(I)
x (x, s) ∈ Ψ for all s ∈ K r x.
Proof of Lemma 4.5. (1) Since the tree T contains ΓoddI and I is 2-spherical,
we have (x, s) ∈ E
(I)
x , y 6= x and s ∈ supp(γ
(I)
x (x, s)) ⊆ {x, s} (recall that
α˜x,s). Thus (K r x) ∩ {x, s} 6= ∅ and s ∈ K by Lemma 4.4.
(2) If ∨z ∩K 6= ∅, then repeated use of Claim 1 implies that ∨z ⊆ K, since
∨z ∩ (x ∪ Λ) = ∅ and ∨z is connected in T .
(3) Now Claim 1 implies that Ωy ⊆ K, so Claim 2 proves the claim.
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(4) Suppose that ∨y ∩K 6= ∅. If y ∈ K, then ∨y ⊆ K by Claim 3. On the
other hand, if s ∈ ∨y∩K and s 6= y, then z ∈ K by Claim 2, where z ∈ Ωy and
z  s. Now (x, y) ∈ E
(I)
x and z ∈ K is adjacent to supp(γ
(I)
x (x, y)) = {x, y},
so y ∈ K by Lemma 4.4, therefore ∨y ⊆ K as above.
(5) Assume contrary that y ∈ K, and deduce a contradiction K = I as
follows. By Claim 3, it suffices to show that y′ ∈ K for all y′ ∈ Λr y. Now
since Ky = K, we have x ∈ Ky, while y
′ is adjacent to x but not adjacent to
y in T . Thus we have y′ ∈ Ky = K as desired, by applying Claim 3 to the
new root vertex y of T instead of x.
(6) Since T contains ΓoddI , Claim 5 implies that K
odd
∼x = {x}, so (since I is
2-spherical) we have E
(K)
x = {(x, s) | s ∈ K r x}. Thus for s ∈ K r x, the
root γ
(I)
x (x, s) = γ
(K)
x (x, s) is the unique element of Π
(I)
x ∩ ΦK = Π
(K)
x (see
Theorem 3.3 (4)) whose support contains s. Since Ψ ⊆ ΦK and Ψ 6⊆ ΦKrs,
the set Ψ must contain γ
(I)
x (x, s), so r
(I)
x (x, s) ∈ Gx ⊆ (W
⊥x
I )fin, concluding
the proof.
We divide the remaining proof of Theorem 4.2 into two cases.
Case 1: |Λ| ≥ 2.
In this case, we verify the condition 1 of the statement.
Step 1-1: mx,y is even and y ∈ K for some y ∈ Λ.
Take some s ∈ K r x. If s ∈ Λ, then Lemma 4.5 (5) shows that s is
the desired element. So suppose that s 6∈ Λ, and take y ∈ Λ and z ∈ Ωy
such that z  s. Lemma 4.5 (4) implies that y is the desired element if
mx,y is even (since now s ∈ ∨y ⊆ K); so assume contrary that mx,y is odd.
Then z ∈ K and y 6∈ K by Lemma 4.5 (2) and (5), so γ
(I)
x (x, z) ∈ Ψ by
Lemma 4.5 (6). However, by taking y′ ∈ Λ r y, we have (y, y′) ∈ E
(I)
x and
supp(γ
(I)
x (y, y′)) = {x, y, y′} (see Example 3.4), so γ
(I)
x (y, y′) 6∈ Ψ ⊆ ΦK and
〈γ
(I)
x (x, z), γ
(I)
x (y, y′)〉 < 0 (by Lemma 3.6). This contradicts (4.6), so Step
1-1 is concluded.
Step 1-2: mx,y′ is odd for all y
′ ∈ Λry. Hence Λ∩K = {y} by Lemma
4.5 (5) and Step 1-1.
If mx,y′ is even, then Example 3.9 and Figure 2 show that
[x, y]I = {(x, y)}
∞
∼I {(x, y
′)} = [x, y′]I
(since mx,y 6= 2 and mx,y′ 6= 2), while (x, y) ∈ (E
(I)
x )fin by Lemma 4.5 (6).
This contradicts Corollary 3.16, so Step 1-2 is concluded.
Step 1-3: We have Ωy = ∅, so ∨y = {y}.
Take y′ ∈ Λry, so mx,y′ is odd and y
′ 6∈ K by Step 1-2. Assume contrary
that some z ∈ Ωy exists. Then, since y ∈ K, Lemma 4.5 (4) shows that
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z ∈ K, so γ
(I)
x (x, z) ∈ Ψ by Lemma 4.5 (6). Now we have (y′, y) ∈ E
(I)
x ,
supp(γ
(I)
x (y′, y)) = {x, y, y′} (see Example 3.4) and 〈γ
(I)
x (x, z), γ
(I)
x (y′, y)〉 < 0
(by Lemma 3.6), while γ
(I)
x (y′, y) 6∈ Ψ since y′ 6∈ K. This contradicts (4.6),
so Step 1-3 is concluded.
Step 1-4: If γ ∈ Π
(I)
x and y 6∈ supp(γ), then Λ∩ supp(γ) = ∅. Hence we
have Π
(Iry)
x ⊆ ΦIrΛ.
Assume contrary that y′ ∈ Λ ∩ supp(γ) (so y′ 6= y). Then y′ 6∈ K (by
Step 1-2) and γ 6∈ Ψ; while γ
(I)
x (x, y) ∈ Ψ by Lemma 4.5 (6), y′ is adjacent to
supp(γ
(I)
x (x, y)) = {x, y} and so 〈γ
(I)
x , γ〉 < 0 by Lemma 3.6. This contradicts
(4.6), so Step 1-4 is concluded.
Step 1-5: We have |Λ| = 2.
If Λ r y contains two distinct elements y′, y′′, then mx,y′ is odd by Step
1-2, so (y′, y′′) ∈ E
(I)
x ; however, by Example 3.4, the root γ
(I)
x (y′, y′′) ∈ Π
(I)
x
contradicts Step 1-4. Thus Step 1-5 is concluded.
Owing to Step 1-5, put Λ = {y, y′}. Note that mx,y′ is odd by Step 1-2.
Step 1-6: I r y is of type An for some 3 ≤ n ≤ ∞.
First, we show that Ωy′ 6= ∅. If Ωy′ = ∅, then I = {x, y, y
′} and E
(I)
x =
{(x, y), (y′, y)}, while (x, y) ∈ (E
(I)
x )fin by Lemma 4.5 (6). Now Corollary 3.16
implies that (x, y)
m
∼I (y
′, y) for some m <∞; since mx,y 6= 2, this is possible
only if mx,y = 4, my′,y = 2 and mx,y′ = 3 (see Figure 2), namely I is of type
B3. This contradicts the hypothesis, so we have Ωy′ 6= ∅ and |I r y| ≥ 3.
Thus by Step 1-4 and Lemma 4.1 (1), the set I r y, the full subgraph of T
with vertex set I r y, and the two elements x and y′ satisfy the hypothesis
of Lemma 4.1 (2). Hence the lemma proves the claim.
Step 1-7: mx,y = 4 and ms,y = 2 for all s ∈ I r {x, y}; hence I is of
type Bn+1 (if n <∞) or B∞.
First, since (x, y) ∈ (E
(I)
x )fin ∩ E
(J)
x ⊆ (E
(J)
x )fin (where J = {x, y, y
′}) and
E
(J)
x = {(x, y), (y′, y)}, we have mx,y = 4 by a similar argument to Step 1-6.
Moreover, if we assume contrary that ms,y 6= 2 for some s ∈ I r {x, y}, then
we have (s, y) ∈ E (I)x and
[x, y]I = {(x, y)}
∞
∼I {(s, y)} = [s, y]I .
This contradicts Corollary 3.16, since (x, y) ∈ (E
(I)
x )fin by Lemma 4.5 (6).
Hence we have ms,y = 2 for all s ∈ I r {x, y}, concluding the proof.
Since I is not of finite type, Step 1-7 actually shows that I is of type B∞.
Hence the condition 1 in the statement is satisfied.
Case 2: |Λ| = 1.
Put Λ = {y}, so I = x∪∨y. In this case, we verify the condition 2 of the
statement. Since ∅ 6= K 6= I, we have y 6∈ K by Lemma 4.5 (3), so s ∈ K for
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some s ∈ I r {x, y}. Take z ∈ Ωy with z  s, so ∨z ⊆ K by Lemma 4.5 (2).
Step 2-1: We have |Ωy| ≥ 2, so |I r ∨z| ≥ 3.
Assume contrary that Ωy = {z}, so I = {x, y} ∪ ∨z and K = I r y.
Note that |I| = |K| + 1 < ∞ since K is of finite type. First, we show
that y 6∈ supp(γ) for any γ ∈ Π
(I)
x . If y ∈ supp(γ), then γ 6∈ Ψ ⊆ ΦK , so
〈γ
(I)
x (x, s), γ〉 = 0 for all s ∈ K r x (since γ
(I)
x (x, s) ∈ Ψ by Lemma 4.5 (6);
see also (4.6) and Theorem 3.3 (2)). Since s ∈ supp(γ
(I)
x (x, s)) ⊆ {x, s}, this
means that 〈αs, γ〉 = 0 for s ∈ Krx, while 〈αx, γ〉 = 0. Thus 〈αs, γ〉 = 0 for
all s ∈ K = I r y, contradicting Proposition 2.11 since I is irreducible and
not of finite type. Hence y 6∈ supp(γ) for any γ ∈ Π
(I)
x , so Π
(I)
x ⊆ ΦIry.
Now Lemma 4.1 (1) shows that I, T , x and y satisfy the hypothesis of
Lemma 4.1 (2), so it follows that I is of type An with 3 ≤ n < ∞ (recall
that |I| <∞ as above). This is a contradiction, since I is not of finite type.
Hence Step 2-1 is concluded.
Step 2-2: I r ∨z is of type An for some 3 ≤ n ≤ ∞.
Put J = I r ∨z , so |J | ≥ 3 by Step 2-1. As well as Step 2-1, owing to
Lemma 4.1, it suffices to show that y 6∈ supp(γ) for all γ ∈ Π
(J)
x ⊆ Π
(I)
x .
Now if γ ∈ Π
(J)
x and y ∈ supp(γ), then we have γ 6∈ Ψ (since y 6∈ K); while
γ
(I)
x (x, z) ∈ Ψ (by Lemma 4.5 (6)) and 〈γ
(I)
x (x, z), γ〉 < 0 (by Lemma 3.6),
contradicting (4.6). Hence Step 2-2 is concluded.
In particular, we have |Ωy| = 2. Put Ωy = {z, z
′}.
Step 2-3: We have ∨z = {z}.
Assume contrary that ∨z 6= {z}, and take an element s of ∨z covering z
in T . Now s ∈ K and γ
(I)
x (x, s) ∈ Ψ (by Lemma 4.5 (6)); while z′ ∈ Iodd∼x (by
Step 2-2), supp(γ
(I)
x (z′, z)) = {x, y, z, z′} (see Example 3.5), γ
(I)
x (z′, z) 6∈ Ψ
(since y 6∈ K) and 〈γ(I)x (x, s), γ
(I)
x (z′, z)〉 < 0 (by Lemma 3.6). This contra-
dicts (4.6), so Step 2-3 is concluded.
Step 2-4: mx,z = 2, my,z = 3 and ms,z = 2 for s ∈ ∨z′; hence I is of
type Dn+1 (if n <∞) or D∞.
Note that (x, z) ∈ (E
(I)
x )fin by Lemma 4.5 (6). First, we show that mx,z =
2 and my,z = 3. If this fails, then we have [x, z]I = {(x, z)}, while (z
′, z) ∈
E
(I)
x and so the subset
E ′ = {(z, z′)} ∪ {(s, z) | s ∈ ∨z′}
of E
(I)
x contains (z′, z) and is closed under
1
∼I , therefore [z
′, z]I ⊆ E
′. However,
now we have (x, z) 6∈ E ′ and (x, z)
∞
∼I E
′ (indeed, if (x, z)
m
∼I (t, t
′) for some
m < ∞, then either (t, t′) = (z, x) or (t, t′) = (x, t′′) with t′′ ∈ ∨z′); so
(x, z) 6∈ [z′, z]I and [x, z]I
∞
∼I [z
′, z]I , contradicting Corollary 3.16. Thus we
have mx,z = 2 and my,z = 3, so it follows that [x, z]I = {(x, z), (z, x)}.
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Finally, we show that ms,z = 2 for all s ∈ ∨z′, concluding Step 2-4.
Note that (s, z) ∈ E
(I)
x . Now if ms,z 6= 2, then we have [s, z]I = {(s, z)}
(see Example 3.9), so [x, z]I
∞
∼I [s, z]I (see Figure 2), contradicting Corollary
3.16. Thus ms,z = 2 for all s ∈ ∨z′ , as desired.
Since I is not of finite type, Step 2-4 actually shows that I is of type D∞.
Hence the condition 2 in the statement is satisfied.
Now the proof of Theorem 4.2 is concluded.
Corollary 4.6. Suppose that x ∈ J ⊆ S and (y, s) ∈ (E
(J)
x )fin. Then there
does not exist a finite, irreducible, 2-spherical subset I ⊆ J such that y, s ∈ I,
the graph ΓoddI is acyclic and I is not of finite type.
Proof. If such a subset I exists, then we have (y, s) ∈ (E
(J)
y )fin ∩ E
(I)
y by
Theorem 3.3 (3), so (y, s) ∈ (E
(I)
y )fin by Lemma 3.22, while (E
(I)
y )fin = ∅ by
Theorem 4.2. This contradiction proves the claim.
4.2 The case with Γodd a path
This subsection treats the case that the odd Coxeter graph ΓoddI is a simple
non-closed path. Namely, we show the following result.
Theorem 4.7. Let I ⊆ S and n = |I|. Suppose that 3 ≤ n <∞ and ΓoddI is
a simple non-closed path (x1, x2, . . . , xn) with mx1,xn <∞. Let 1 ≤ i ≤ n.
1. If type I = H3 (with n = 3), then W
⊥xi
I is finite and generated by two
commuting generators (namely W⊥xiI is of type A1 × A1).
2. If type I = An, H4 or P (m), with n = 4 in the latter two cases (see Ex-
ample 3.21 for definition of type P (m)), then W⊥xiI is finite, irreducible
and of type An−2, H3 or I2(m), respectively. Hence for I ⊆ J ⊆ S, all
elements of R
(I)
xi belong to the same irreducible component of W
⊥xi
J (see
Theorem 3.3 (4)); thus for (y, s), (z, t) ∈ E
(I)
xi , we have (y, s) ∈ (E
(J)
xi )fin
if and only if (z, t) ∈ (E
(J)
xi )fin.
3. Otherwise, we have (E
(I)
xi )fin = ∅ and (W
⊥xi
I )fin = 1. Hence for I ⊆ J ⊆
S, we have (E
(J)
xi )fin ∩ E
(I)
xi = ∅ (see Lemma 3.22).
Proof. Put mi,j = mxi,xj and ξi,j = (xi, xj). We proceed the proof by in-
duction on n. Note that, since ΓoddI is connected, Remark 3.13 shows that it
suffices to prove the claim for only one xi. Moreover, since Γ
odd
I is acyclic,
any element of E
(I)
xi satisfies the condition (3.5).
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First, suppose that n = 3. Then E
(I)
x1 = {ξ1,3, ξ3,1} since m1,3 < ∞. Now
a direct computation shows that ξ1,3 ∼I ξ3,1 if type I = A3; ξ1,3
2
∼I ξ3,1 if
type I = H3; and ξ1,3 6∼I ξ3,1 and ξ1,3
∞
∼I ξ3,1 otherwise. Thus the claim
follows from Lemma 3.15 (note that r
(I)
xi (ξ1,3)r
(I)
xi (ξ3,1) has infinite order in
the third case).
So suppose that n ≥ 4. If I satisfies the hypothesis of Claim 2, then
the claim follows from Examples 3.19, 3.20 and 3.21. So suppose that the
hypothesis of Claim 2 is not satisfied. This is the case of Claim 3, so our aim
is to show that (E
(I)
xi )fin = ∅. We divide the proof into three cases.
Case 1: m1,n−1 6= 2 and m2,n 6= 2.
Since n ≥ 4, this assumption implies by a direct computation that
[ξ1,n]I = {ξ1,n}, [ξn,1]I = {ξn,1} and ξ1,n
∞
∼I ξn,1. Thus ξ1,n, ξn,1 6∈ (E
(I)
xi )fin
by Corollary 3.16. On the other hand, if m1,n−1 < ∞, then Corollary 3.18
implies that ξ1,n−1, ξn−1,1 6∈ (E
(I)
xi )fin (since m1,n−1 6= 2 and I
odd
∼xi
= I). By
symmetry, a similar result follows for ξ2,n and ξn,2.
By these and symmetry, it suffices to show that ξj,k 6∈ (E
(I)
xi )fin for indices
j < k such that ξj,k ∈ E
(I)
xi r {ξ1,n, ξ1,n−1, ξ2,n}. Assume contrary that ξj,k ∈
(E
(I)
xi )fin. Then, since [ξn,1]I = {ξn,1}, Corollary 3.16 implies that [ξj,k]I
m
∼I ξn,1
for some 2 ≤ m < ∞; so a direct computation shows that [ξj,k]I contains
either ξn,ℓ (with 2 ≤ ℓ ≤ n − 2) or ξn−1,1. Since ξn−1,1 6∈ (E
(I)
xi )fin, Corollary
3.17 denies the latter possibility, so [ξj,k]I contains some ξn,ℓ. This is possible
only if all mp,k (with j ≤ p ≤ k − 2) and mk−2,p (with k ≤ p ≤ n) are 2 and
mk−2,k−1 = mk−1,k = 3. (Indeed, by a similar argument to Example 3.19,
the connected component (I
(I)
xi )∼ξj,k of the graph I
(I)
xi containing ξj,k is a full
subgraph of the path
(ξ1,k, ξ2,k, . . . , ξj,k, . . . , ξk−2,k, ξk,k−2, ξk+1,k−2, . . . , ξn,k−2);
and if some of these conditions fails, then some of the above edges between
ξj,k and ξn,k−2 does not exist and so (I
(I)
xi )∼ξj,k cannot achieve to ξn,k−2.)
These conditions and the assumption of Case 1 imply that k − 2 6= 1, 2,
so k ≥ 5. Now by these conditions, a direct computation shows that
[ξj,k]I ∋ ξk−2,k
mk,k+1
∼ I ξk−2,k+1
mk+1,k+2
∼ I · · ·
mn−1,n
∼ I ξk−2,n,
so ξk−2,n ∈ (E
(I)
xi )fin by Corollary 3.17. Since [ξ1,n]I = {ξ1,n}, Corollary 3.16
implies that [ξk−2,n]I
m′
∼I ξ1,n for some 2 ≤ m
′ < ∞, forcing [ξk−2,n]I to
contain either ξ1,ℓ′ (with 3 ≤ ℓ
′ ≤ n−1) or ξ2,n. However, since k−2 ≥ 3 and
m2,n 6= 2, this is impossible by a similar argument to the previous paragraph.
This contradiction proves the claim in Case 1.
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Case 2: m1,n−1 6= 2 and m2,n = 2. (By symmetry, the case that
m1,n−1 = 2 and m2,n 6= 2 is similarly observed.)
This case is divided into the following two subcases.
Case 2-1: m1,k <∞ for some 3 ≤ k ≤ n− 2.
Now n ≥ 5. Let k be the largest index with this property. First, for any
3 ≤ j ≤ k with m1,j < ∞ (e.g. j = k), a similar argument to the second
paragraph of Case 1 shows that [ξn,1]I = {ξn,1}
∞
∼I [ξj,1]I (since m1,n−1 6= 2).
Thus ξn,1, ξj,1 6∈ (E
(I)
xi )fin by Corollary 3.16.
Secondly, we show that ξ1,j 6∈ (E
(I)
xi )fin for such j. By the first remark of
the proof, we may assume that i = 1. If J = {x1, . . . , xk} is of type Ak, H4
or P (m), then since ξj,1 6∈ (E
(I)
x1 )fin and m1,k <∞, the induction assumption
(applied to J) proves the claim. If J is of type H3 (so j = k = 3), then we
have [ξ1,j]I = {ξ1,j}, [ξn,1]I = {ξn,1} and ξ1,j
∞
∼I ξn,1 by a direct computation,
proving the claim (by Corollary 3.16). In the other cases, the claim follows
from the induction assumption (applied to J).
Moreover, since m1,n−1 6= 2, Corollary 3.18 implies that ξ1,n−1, ξn−1,1 6∈
(E
(I)
xi )fin whenever m1,n−1 < ∞. Similarly, we have ξ1,n, ξn,1 6∈ (E
(I)
xi )fin if
m1,n 6= 2, while ξ1,n
1
∼I ξ2,n if m1,n = 2 (note that m2,n = 2). Thus by
Corollary 3.17 and the first remark of the proof, our remaining task is to
show that (E
(I)
xn )fin ∩ E
(K)
xn = ∅ where K = I r x1.
Note that now m2,n < ∞ and |K| ≥ 4; so K does not satisfy the hy-
pothesis of Claim 1. On the other hand, if K satisfies the hypothesis of
Claim 3, then the claim follows from the induction assumption (applied to
K). Finally, suppose that K satisfies the hypothesis of Claim 2. Note that
ξn,2 ∈ E
(I)
xn . Then by the induction assumption (applied to K), it suffices to
show that ξn,2 6∈ (E
(I)
xn )fin. Now Lemma 3.6 implies that r
(I)
xn (ξn,2) does not
commute with r
(I)
xn (ξn,1) (since x1 and x2 are adjacent); while ξn,1 6∈ (E
(I)
xn )fin
as above, so r
(I)
xn (ξn,1) 6∈ (W
⊥xn
I )fin. Thus we have r
(I)
xn (ξn,2) 6∈ (W
⊥xn
I )fin and
ξn,2 6∈ (E
(I)
xn )fin, as desired.
Hence the claim holds in Case 2-1.
Case 2-2: m1,k =∞ for all 3 ≤ k ≤ n− 2.
In the first two paragraph, we show that ξ1,n−1, ξ1,n, ξn−1,1, ξn,1 6∈ (E
(I)
xn )fin.
Note that [ξn,1]I = {ξn,1} (since m1,n−1 6= 2), n ≥ 4 and
[ξ1,n]I ⊆ E
′ where E ′ = {ξ1,n, ξ2,n, . . . , ξn−2,n, ξn,n−2}.
First, suppose that m1,n−1 <∞. Then, since m1,n−1 6= 2, we have [ξ1,n−1]I =
{ξ1,n−1}, [ξn−1,1]I = {ξn−1,1} and ξ1,n−1, ξn−1,1 6∈ (E
(I)
xn )fin (see Corollary 3.18).
Similarly, we have [ξn,1]I
∞
∼I [ξ1,n−1]I (since ξn,1
∞
∼I ξ1,n−1 by a direct compu-
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tation) and so ξn,1 6∈ (E
(I)
xn )fin. Moreover, we have [ξ1,n]I
∞
∼I [ξn−1,1]I (since
ξn−1,1
∞
∼I E
′ by a direct computation) and so ξ1,n 6∈ (E
(I)
xn )fin as desired.
Secondly, suppose that m1,n−1 = ∞, so ξ1,n−1, ξn−1,1 6∈ E
(I)
xn . Now it
suffices to show that [ξ1,n]I
∞
∼I ξn,1 (note that [ξn,1]I = {ξn,1}). If this fails,
then we have ξn,n−2 ∈ [ξ1,n]I and ξn,n−2
m
∼I ξn,1 for some m < ∞, since now
we have ξn,1
∞
∼I (E
′
r ξn,n−2). The latter relation implies that m1,n−2 < ∞,
so n = 4 by the assumption of Case 2-2. Moreover, by a similar argument
to the second paragraph of Case 1, the property ξ4,2 ∈ [ξ1,4]I implies that
ξ1,4
1
∼I ξ2,4
1
∼I ξ4,2, therefore m1,4 = m2,4 = 2 and m2,3 = m3,4 = 3; namely,
(x1, . . . , x4) is of type P (m1,2). However, this is a contradiction, since we are
assuming that the hypothesis of Claim 2 is not satisfied.
Thus we have shown that ξ1,n−1, ξ1,n, ξn−1,1, ξn,1 6∈ (E
(I)
xn )fin. By the as-
sumption of Case 2-2, it now suffices to show that (E
(I)
xn )fin ∩ E
(J)
xn = ∅ where
J = I r {x1}. Now by the induction assumption (applied to J), the claim
follows immediately if J satisfies the hypothesis of Claim 3; similarly, if J
satisfies the hypothesis of Claim 2, then we have ξn,2 6∈ (E
(I)
xn )fin by a similar
argument to Case 2-1 (since ξn,1 6∈ (E
(I)
xn )fin as above), so the claim also fol-
lows. Finally, if J is of typeH3 (so n = 4), then E
(J)
x4 = {ξ2,4, ξ4,2} and we have
ξ4,2 6∈ (E
(I)
x4 )fin similarly; while we have [ξ2,4]I ⊆ {ξ1,4, ξ2,4}
∞
∼I {ξ4,1} = [ξ4,1]I ,
so [ξ2,4]I
∞
∼I [ξ4,1]I and ξ2,4 6∈ (E
(I)
x4 )fin.
Hence the claim holds in Case 2-2.
Case 3: m1,n−1 = m2,n = 2.
Put J = I r xn and K = I r x1. This case is divided into the following
two subcases.
Case 3-1: m1,n 6= 2.
Note that m1,n < ∞ by the hypothesis, so we have [ξ1,n]I = {ξ1,n},
[ξn,1]I = {ξn,1} and ξ1,n, ξn,1 6∈ (E
(I)
xi )fin (see Corollary 3.18). Thus by symme-
try, it suffices to show that (E
(I)
x1 )fin∩E
(J)
x1 = ∅. Now we have ξ1,n−1 6∈ (E
(I)
x1 )fin
by a similar argument to Case 2-1 (since ξ1,n 6∈ (E
(I)
x1 )fin); so the claim
follows from the induction assumption (applied to J) whenever J satisfies
the hypothesis of Claims 2 or 3. On the other hand, if type J = H3 (so
n = 4), then a direct computation shows that [ξ3,1]I = {ξ3,1} (since m1,4 6= 2)
and ξ3,1
∞
∼I ξ1,4, therefore [ξ3,1]I
∞
∼I [ξ1,4]I (since [ξ1,4]I = {ξ1,4}) and so
ξ3,1 6∈ (E
(I)
x1 )fin. Hence the claim holds in Case 3-1.
Case 3-2: m1,n = 2.
Observe that ξ1,n−1
mn−1,n
∼ I ξ1,n
1
∼I ξ2,n and ξn,2
m1,2
∼ I ξn,1
1
∼I ξn−1,1, so it
suffices to show that (E
(I)
x2 )fin ∩ E
(J)
x2 = ∅ and (E
(I)
x2 )fin ∩ E
(K)
x2 = ∅ (since then
it follows from Corollary 3.17 that ξ1,n, ξn,1 6∈ (E
(I)
x2 )fin).
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If J satisfies the hypothesis of Claim 3, then the induction assumption
(applied to J) yields the former claim, particularly ξ1,n−1, ξn−1,1 6∈ (E
(I)
x2 )fin.
Now the above observation and Corollary 3.17 imply that ξ2,n, ξn,2 6∈ (E
(I)
x2 )fin.
Thus the other claim follows immediately if typeK = H3 (since now n = 4
and E (K)x2 = {ξ2,4, ξ4,2}), while this claim follows from the induction assump-
tion (applied to K) if K satisfies the hypothesis of Claims 2 or 3. Thus the
claim holds in this case; and it holds similarly if K satisfies the hypothesis
of Claim 3.
Finally, we consider the case that each of J and K satisfies the hypothesis
of Claims 1 or 2. Note that |J | = |K|. Now we are assuming that I satisfies
the hypothesis of Claim 3, so I is not of finite type. Thus by Theorem 4.2,
the claim holds whenever I is 2-spherical. So assume contrary that I is not
2-spherical. Now by the above assumption on J and K, at least one of J
and K is of type P (m), so n = 5 and there are the four possibilities (up
to symmetry) listed in Figure 4. In the list, the vertices x1, . . . , x5 of the
Coxeter graph ΓI , depicted in the top rows, are ordered from left to right,
and m, m1, m2 are odd numbers. Graphs in the middle rows signify the
elements of E
(I)
xi (where we abbreviate ξp,q to pq) and their relations
k
∼I ; the
relations
1
∼I are denoted by duplicated (vertical) lines. Thus by Lemma 3.15,
the Coxeter graph of the Coxeter system (W⊥xiI , R
(I)
xi ) is as depicted in the
bottom rows; so it is connected and not of finite type, therefore (E
(I)
xi )fin = ∅
as desired.
Hence the proof of Theorem 4.7 is concluded.
4.3 The case with Γodd connected
In this and the next two cases, we determine the structure of the Coxeter
group (W⊥xO )fin where O = S
odd
∼x . Recall that V (G) denotes the vertex set of
a graph G. First we prepare some preliminary observations.
Lemma 4.8. Let (y, s) ∈ E
(I)
x , and suppose that the graph ΓoddI contains
a non-backtracking nontrivial closed path P = (zn, . . . , z1, z0) starting from
z0 = zn = y such that s is not contained in but adjacent to V (P ) in the
Coxeter graph ΓI . Then (y, s) 6∈ (E
(I)
x )fin.
Proof. By Remark 3.13, we may assume without loss of generality that x = y.
Put w = π(I)(P ) ∈ Y
(I)
x , so w · αx = αx. Then the hypothesis implies
that supp(w) = V (P ) (by Corollary 3.2) and w · αs 6= αs (by Lemma 2.7),
so we have w · γ
(I)
x (x, s) 6= γ
(I)
x (x, s) since s ∈ supp(α˜x,s) ⊆ {x, s}. Thus
(x, s) 6∈ (E
(I)
x )fin by Theorem 3.11.
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Figure 4: List for the proof of Theorem 4.7
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Lemma 4.9. Let (y, s) ∈ E
(I)
x , and suppose that s ∈ Iodd∼x and there is a
simple closed path P = (yn, . . . , y1, y0) (with n ≥ 3 and yn = y0) in Γ
odd
I
which contains y but does not contain s. Then (y, s) 6∈ (E
(I)
x )fin.
Proof. By Remark 3.13 and symmetry, we may assume that x = y = y0.
Then the claim follows immediately from Lemma 4.8 if s is adjacent to V (P )
in ΓI ; so suppose not. Let P
′ = (zr, . . . , z1, z0) be the shortest path in Γ
odd
I
from z0 = s to V (P ) (such a path indeed exists since s ∈ I
odd
∼x ), so P
′ is
simple, non-closed, non-backtracking and satisfies that P ′ ∩ P = {zr}. Since
s is not adjacent to V (P ) in ΓI , we have (yi, s) ∈ [x, s]I for 0 ≤ i ≤ n (see
Figure 2), so Corollary 3.17 allows us to assume that x is adjacent to zr in
P , namely zr = y1.
Now if mx,zi is odd for some 1 ≤ i ≤ r − 1, then the graph Γ
odd
J (where
J = {x, zr, . . . , z1, s}) contains a simple closed path which contains x, does
not contain s and is closer (in ΓoddI ) to s than P . Thus the claim follows by
induction on the distance r in ΓoddI between P and s.
On the other hand, suppose that mx,zi is even or ∞ for 1 ≤ i ≤ r − 1.
Note that mx,s is even and r ≥ 2 (since s is not adjacent to V (P )). Now the
graph ΓoddJ is a simple non-closed path (x, zr, . . . , z1, s) with |J | = r+ 2 ≥ 4.
Thus by Theorem 4.7 (applied to J), our claim holds unless J is of type Ar+2,
H4 or P (m); so suppose that J is of one of these types. Now if mx,zr−1 <∞,
then we have (x, zr−1) ∈ E
(I)
x and (x, zr−1) 6∈ (E
(I)
x )fin by the first argument
of the proof, so (x, s) 6∈ (E
(I)
x )fin by Theorem 4.7 (2). On the other hand,
suppose that mx,zr−1 = ∞, so type J = P (m) and r = 2. Then z1 is the
unique neighbor of s in ΓoddK (where K = V (P ) ∪ J) and mx,z1 = ∞, so we
have [s, x]K = {(s, x)}, while F
(K)
s 6= 1. Thus Proposition 3.14 implies that
(s, x) 6∈ (E
(K)
x )fin, so (s, x) 6∈ (E
(I)
x )fin (by Lemma 3.22) and (x, s) 6∈ (E
(I)
x )fin
(by Theorem 4.7 (2) applied to J). Hence the proof is concluded.
Lemma 4.10. Let (y, s) ∈ E
(I)
x , and suppose that s ∈ Iodd∼x and there is a
simple closed path P = (yn, . . . , y1, y0) (with n ≥ 3 and y0 = yn) in (Γ
odd
I )∼x
which does not contain y. Then (y, s) 6∈ (E (I)x )fin.
Proof. By Remark 3.13, we may assume that x = y. Moreover, we may
assume without loss of generality that the graph ΓoddV (P ) itself is a simple
closed path, i.e. ΓoddV (P ) possesses no extra edges other than those of P . Take
one of the shortest paths P ′ = (zr, . . . , z1, z0) in Γ
odd
I from z0 = x to V (P ),
so the path P ′ is simple, r ≥ 1 and P ′ ∩ P = {zr}. By symmetry, we may
assume that zr = y0 = yr.
First, we prove the claim in the case that s 6∈ P ∪ P ′. If s is adjacent to
V (P ′) in ΓI , then the claim follows from Lemma 4.8 (applied to the closed
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path P ′−1PP ′). Otherwise, we have (zi, s) ∈ [x, s]I for all i, while (zr, s) 6∈
(E
(I)
x )fin by Lemma 4.9 (since s 6∈ P ), so the claim follows from Corollary
3.17.
So suppose that s ∈ P ∪ P ′. Note that myi,zj is even or ∞ for any i and
j ≤ r − 2, by the choice of P ′. We divide the proof into two cases.
Case 1: r = 1.
Note that s ∈ P since s ∈ P ∪ P ′ = P ∪ x. Let yi0, yi1 , . . . , yik−1 (where
0 = i0 < i1 < · · · < ik−1 ≤ n − 1) be the vertices yj of P such that mx,yj is
odd, and put ik = n. Note that s 6= yij for 0 ≤ j ≤ k, since mx,s is even.
Now if k ≥ 2, then there is some 1 ≤ j ≤ k such that the simple closed path
(x, yij , yij−1, . . . , yij−1+1, yij−1 , x) in Γ
odd
I does not contain s. Thus the claim
follows from Lemma 4.9.
So suppose that k = 1, namely mx,yj is even or ∞ for 1 ≤ j ≤ n −
1. By symmetry, we may assume that s = yi with 1 ≤ i ≤ n − 2. Put
J = {x, y0, y1, . . . , yi}, so the graph Γ
odd
J is a simple non-closed path Q =
(s, yi−1, . . . , y0, x) with i + 2 vertices. Note that mx,s < ∞. Now the claim
follows from Theorem 4.7 if Q satisfies the hypothesis of Claim 3 of the
theorem. If Q satisfies the hypothesis of Claim 2 of the theorem, then we
have (s, x) 6∈ (E (I)x )fin by Lemma 4.9, so the claim follows from the theorem.
Finally, suppose that Q is of type H3, so i = 1 and s = y1. Then, since
y0 is the unique neighbor of x in Γ
odd
K (where K = V (P ) ∪ x) and F
(K)
x 6= 1,
we have [x, s]K = {(x, s)} (see Figure 2) and (x, s) 6∈ (E
(K)
x )fin by Proposition
3.14, so the claim follows from Lemma 3.22.
Case 2: r ≥ 2.
First, if mzr−1,yi is odd for some 1 ≤ i ≤ n − 1, then the graph Γ
odd
J
(where J = V (P )∪V (P ′)) contains a simple closed path (with at least three
vertices) which does not contain x and is closer to x than P in ΓoddI . Thus
the claim is deduced by induction on the distance r from x to P in ΓoddI .
So suppose that mzr−1,yi is even or ∞ for 1 ≤ i ≤ n − 1, namely Γ
odd
J is
precisely the union of the path P ′ and the closed path P . Now if the shortest
path Q in ΓoddJ from x to s satisfies the hypothesis of Theorem 4.7 (3), then
the claim follows from the theorem. If Q satisfies the hypothesis of Theorem
4.7 (2), then we have (s, x) ∈ (E
(I)
x )fin by either Lemma 4.9 (if s ∈ P ) or
induction on the distance r from x to P in ΓoddI (if s ∈ P
′
r zr); so the claim
follows from the theorem. Finally, if Q is of type H3, then z1 is the unique
neighbor of x in ΓoddJ , and s = z2; so we have [x, s]J = {(x, s)} (see Figure
2) and (x, s) 6∈ (E
(J)
x )fin by Proposition 3.14 (since F
(J)
x 6= 1), therefore the
claim follows from Lemma 3.22. Hence the proof is concluded.
Lemma 4.11. Let (y, s) ∈ E
(I)
x and J ⊆ Iodd∼x , and suppose that Γ
odd
J is a
simple closed path (yn, . . . , y1, y0) with n ≥ 4, y0 = yn = y and s ∈ J . Put
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Figure 5: Coxeter graph in Lemma 4.11
mi,j = myi,yj . If (y, s) ∈ (E
(I)
x )fin, then we have n = 4, s = y2, m0,1 = m1,2 =
m2,3 = m3,0 = 3, m0,2 = 2 and m1,3 =∞ (see Figure 5).
Proof. By Remark 3.13, we may assume that x = y. Put s = yk (so 2 ≤ k ≤
n − 2) and Pj,i = (yj, yj−1, . . . , yi+1, yi) for 0 ≤ i ≤ j ≤ n. First, we show
that k = 2 and V (P2,0) is of type A3. Since (x, s) ∈ (E
(I)
x )fin, Theorem 4.7
implies that V (Pk,0) (containing x and s) satisfies the hypothesis of Claim 1
or 2 of the theorem. If V (Pk,0) is of type Ak+1 (with k+1 ≥ 4), H4 or P (m),
then a direct computation shows that yk−2 ∈ supp(γ) where
γ = π(I)(Pk−1,0) · γ
(I)
x (x, s) = π
(I)(Pk−1,0) · αyk .
Since yk−2 6∈ supp(π
(I)(Pn,k−1)), we have yk−2 ∈ supp(β) where
β = π(I)(Pn,k−1) · γ = π
(I)(Pn,0) · γ
(I)
x (x, s),
so β 6= αyk = γ
(I)
x (x, s). However, this contradicts Theorem 3.11, since
π(I)(Pn,0) ∈ Y
(I)
x and (x, s) ∈ (E
(I)
x )fin. Moreover, if V (Pk,0) is of type H3 (so
k = 2), then a direct computation also shows that
y1 ∈ supp(π
(I)(P2,0) · γ
(I)
x (x, s)) and y1 6∈ supp(π
(I)(Pn,2)),
so π(I)(Pn,0) · γ
(I)
x (x, s) 6= αy2 = γ
(I)
x (x, s) similarly, contradicting Theorem
3.11 as well. Thus we have k = 2 and V (P2,0) is of type A3. By symmetry,
it also follows that n = 4 and V (P4,2) is also of type A3.
Now our remaining task is to show that m1,3 = ∞. Note that (x, s) ∈
(E
(J)
x )fin by Lemma 3.22. If m1,3 < ∞, then (y1, y3) ∈ E
(J)
x , and a direct
computation shows that [x, s]J = {(y0, y2), (y2, y0)} and (y1, y3)
∞
∼J [x, s]J ;
this contradicts Corollary 3.16. Hence the claim follows.
Now we state the main results in this subsection, whose proofs are given
in the next two subsections. Recall notations and terminology for posets
summarized in Section 2.1.
36
Theorem 4.12. Put O = Sodd∼x , and suppose that the graph Γ
odd
O contains a
cycle. Then we have (W⊥xO )fin 6= 1 if and only if the following five conditions
are satisfied:
1. There exists a subset K ⊆ O with |K| ≥ 4 and x1, x2 ∈ K such that
mx1,x2 = 2, mx1,y = mx2,y = 3 for y ∈ K
− = K r {x1, x2}, and
my,y′ =∞ for any distinct y, y
′ ∈ K−.
2. The graph ΓoddK contains all simple closed paths in Γ
odd
O . Hence Γ
odd
O
admits a decomposition ΓoddO = Γ
odd
K ∪
⋃
y∈K Ty as in Remark 2.1.
3. For distinct s, t ∈ O, the order ms,t of st is 2, odd or ∞. Moreover, if
ms,t = 2, then one of the following three conditions is satisfied:
• {s, t} = {x1, x2};
• one of s, t is xi with i ∈ {1, 2}, and the other is an element of
Ty r y with y ∈ K
−;
• s, t are comparable elements of the same poset Ty with y ∈ K
−.
4. For i ∈ {1, 2} and y ∈ K−, the set
T (i)y = y ∪ {s ∈ Ty r y | mxi,s = 2}
is an order ideal of Ty. We have T
(1)
y = T
(2)
y , which we denote by T oy .
Moreover, we have my,s = 3 if s ∈ T
o
y is an atom of Ty.
5. Suppose that s, t ∈ Ty with y ∈ K
−, s ≺y t and ms,t = 2. Then
t ∈ T oy ry, and for distinct s
′, t′ ∈ Ty, we have ms′,t′ = 2 if s
′ ≺y t
′ y t,
s′ y s and two vertices s
′, t′ of Ty are not adjacent. Moreover, if t
covers some z and this z covers s in Ty, then ms,z = mz,t = 3.
Moreover, if these conditions are satisfied, then we have
(E (O)x )fin = {(x1, x2), (x2, x1)}, (x1, x2)
1
∼O (x2, x1)
and (W⊥xO )fin is generated by a single generator r
(O)
x (x1, x2) = r
(O)
x (x2, x1).
Theorem 4.13. Put O = Sodd∼x , and suppose that Γ
odd
O is acyclic and there
exists a subset K ⊆ O of type An (n ≥ 3), Dn (n ≥ 4), E6, E7, E8, H3, H4
or P (m) (recall from Example 3.21 the definition of type P (m)) such that
if s, t ∈ O and ms,t is even, then s, t ∈ K. (4.7)
Then for any x′ ∈ K, we have W⊥x
′
O = W
⊥x′
K , R
(O)
x′ = R
(K)
x′ , (E
(O)
x′ )fin =
E
(O)
x′ = E
(K)
x′ and |W
⊥x′
K | <∞. Hence |W
⊥x
O | <∞ by Theorem 3.3 (3).
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Theorem 4.14. Put O = Sodd∼x , and suppose that Γ
odd
O is acyclic and there
exists a subset K = {x1, x2, x3} ⊆ O satisfying the following four conditions:
1. We have mx1,x3 = 2 and mx1,x2 = mx2,x3 = 3. Hence K induces a
decomposition ΓoddO = Γ
odd
K ∪
⋃3
i=1 Txi as in Remark 2.1.
2. For distinct s, t ∈ O, the order ms,t of st is 2, odd or ∞. Moreover, if
ms,t = 2, then one of the following three conditions is satisfied:
• {s, t} = {x1, x3};
• one of s, t is xi with i ∈ {1, 3}, and the other belongs to Tx2 r x2;
• s, t are comparable elements of Tx2.
3. For i ∈ {1, 3}, the set
T (i)x2 = x2 ∪ {s ∈ Tx2 r x2 | mxi,s = 2}
is an order ideal of Tx2. We have T
(1)
x2 = T
(3)
x2 , which we denote by T
o
x2
.
Moreover, we have mx2,s = 3 if s ∈ T
o
x2
is an atom of Tx2.
4. Suppose that s, t ∈ Tx2, s ≺x2 t and ms,t = 2. Then t ∈ T
o
x2 r x2, and
for distinct s′, t′ ∈ Tx2, we have ms′,t′ = 2 if s
′ ≺x2 t
′ x2 t, s
′ x2 s
and two vertices s′, t′ of Tx2 are not adjacent. Moreover, if t covers
some z and this z covers s, then ms,z = mz,t = 3.
If K ′ = K ∪ V (T ox2) is of type A3 or Dn (n ≥ 4), then the hypothesis of
Theorem 4.13 is satisfied (with K ′ playing the role of K there). Otherwise,
we have (E
(O)
x )fin = {(x1, x3), (x3, x1)}, (x1, x3)
1
∼O (x3, x1) and (W
⊥x
O )fin is
generated by a single generator r
(O)
x (x1, x3) = r
(O)
x (x3, x1).
Theorem 4.15. Put O = Sodd∼x , and suppose that Γ
odd
O is acyclic. Then we
have (W⊥xO )fin 6= 1 if and only if the hypothesis of one of Theorems 4.13 and
4.14 is satisfied.
4.4 Proof of Theorem 4.12
This subsection is devoted to the proof of Theorem 4.12. First, we prove the
“only if” part. Suppose that (W⊥xO )fin 6= 1, and let (x
′, x′′) ∈ (E
(O)
x )fin. Then
by Lemmas 4.9–4.11, any simple closed path in ΓoddO contains both x
′ and
x′′, and is as in the conclusion of Lemma 4.11. This implies that the union
K of the vertex sets of all simple closed paths in ΓoddO satisfies Conditions 1
and 2 of Theorem 4.12, where (x1, x2) = (x
′, x′′). This condition also implies
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that (x1, x2), (x2, x1) ∈ [x
′, x′′]O, so (x1, x2), (x2, x1) ∈ (E
(O)
x )fin (see Corollary
3.17).
From now, we verify the remaining three conditions.
Step 1: For any i ∈ {1, 2}, we have mz,xi =∞ if z is an atom of Tx3−i.
Note that mz,xi is not odd. Assume contrary that mz,xi is even. Then
two generators r
(O)
x (xi, x3−i) and r
(O)
x (xi, z) of W
⊥x
O do not commute, since
their conjugates r
(O)
xi (xi, x3−i) and r
(O)
xi (xi, z) do not commute by Lemma 3.6
(note that z is adjacent to x3−i in Γ
odd
O ); while (xi, z) 6∈ (E
(O)
x )fin by Lemma
4.9 and (xi, x3−i) ∈ (E
(O)
x )fin. This is a contradiction, so Step 1 is concluded.
By Conditions 1 and 2, any neighbor z of xi in Γ
odd
O satisfies either z ∈
K−, or z ∈ Txi and mz,x3−i = ∞ (by Step 1). Thus a direct computation
shows that [x1, x2]O = {(x1, x2), (x2, x1)}; and if (z, z
′)
2
∼O [x1, x2]O, then
we have z = xi with i ∈ {1, 2}, z
′ ∈ O r K and mx3−i,z′ = 2. Moreover,
Lemmas 4.9 and 4.10 imply that (E (O)x )fin = [x1, x2]O (by Condition 2). Thus
by Corollaries 3.16 and 3.17, any ∼O-equivalence class in E
(O)
x other than
[x1, x2]O must be related to [x1, x2]O via the relation
2
∼O, hence
it contains some (xi, z) with i ∈ {1, 2}, z ∈ O rK and mx3−i,z = 2. (4.8)
This yields the following observation:
if a subset E ′ of E (O)x r [x1, x2]O is closed under the relation
1
∼O and contains no element as in (4.8), then E
′ = ∅. (4.9)
Step 2: For any distinct s, t ∈ O, the order ms,t is 2, odd or ∞.
Assume contrary that ms,t is even and ms,t 6= 2. Then, since mx1,x2 = 2,
one of s and t is not in {x1, x2}. Say, s 6∈ {x1, x2}. Then [s, t]O = {(s, t)} by
Example 3.9, so E ′ = {(s, t)} contradicts (4.9).
Step 3: For any i ∈ {1, 2}, we have mz,xi =∞ if z ∈ Tx3−i r x3−i.
By Step 1 (and Figure 2), it is straightforward to show that the set
E ′ = {(t, xi) | t ∈ Tx3−i r x3−i and mt,xi <∞}
satisfies the hypothesis of (4.9), so E ′ = ∅, proving the claim.
Step 4: For any i ∈ {1, 2}, we have mz,z′ = ∞ if z ∈ Txi and z
′ ∈
Tx3−i r x3−i.
By Step 3, we may assume that z 6= xi. Then by Step 3 again, the set
E ′ = {(t, z) | t ∈ Tx3−i r x3−i and mt,z <∞}
satisfies the hypothesis of (4.9), so E ′ = ∅, proving the claim.
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Step 5: For any i ∈ {1, 2} and y ∈ K−, we have mz,z′ =∞ if z ∈ Txirxi
and z′ ∈ Ty.
In the case z′ = y, Step 1 and Condition 1 imply that the union E ′ of the
two sets
{(t, y) | t ∈ Txi r xi and mt,y <∞}
and
{(t, t′) | t ∈ Ty, t
′ is an atom of Txi and mt,t′ <∞}
satisfies the hypothesis of (4.9), so E ′ = ∅, proving the claim. Now the claim
for general z′ follows in the same way as Step 4 following from Step 3.
Step 6: For any i ∈ {1, 2}, we have mz,z′ =∞ if z, z
′ are distinct, non-
adjacent vertices of the tree Txi. (Hence by Steps 4–6, if z, z
′ ∈ O
and mz,z′ = 2, then we have z, z
′ 6∈ Txi r xi.)
Steps 3, 5 and Condition 1 imply that the set
E ′ = {(t, t′) | t, t′ ∈ Txi and mt,t′ is even} = E
(V (Txi ))
xi
satisfies the hypothesis of (4.9); indeed, by Step 3, no element (t, t′) of E ′
satisfies that t′ 6= xi and mt′,x3−i = 2. Thus E
′ = ∅, proving the claim.
Step 7: For any distinct y, y′ ∈ K−, we have mz,z′ = ∞ if z ∈ Ty and
z′ ∈ Ty′.
Since my,y′ =∞ (see Condition 1), the set
E ′ = {(t, y) | t ∈ Ty′ and mt,y <∞}
satisfies the hypothesis of (4.9), so E ′ = ∅, proving the claim in the case
z = y. For a general case, since my,z′ =∞ as above, the set
E ′′ = {(t, z′) | t ∈ Ty and mt,z′ <∞}
satisfies the hypothesis of (4.9), so E ′′ = ∅, proving the claim.
Step 8: For any y ∈ K−, we have mz,z′ =∞ if z, z
′ are incomparable
elements of the poset Ty. (Hence by Steps 2, 6, 7 and 8, Condition
3 of the theorem is satisfied.)
Recall that the meet z ∧ z′ of z and z′ in the poset Ty exists. Let
z ∧ z′ = s0 ≺y s1 ≺y · · · ≺y sk = z and z ∧ z
′ = t0 ≺y t1 ≺y · · · ≺y tℓ = z
′
be the unique saturated chains in Ty from z ∧ z
′ to z and z′, respectively.
Note that k, ℓ ≥ 1 since z and z′ are incomparable. Now if k = 1, then the
union E ′ of the two sets
{(t, s1) | t1 y t ∈ Ty and mt,s1 <∞}
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and
{(s, t1) | s1 y s ∈ Ty and ms,t1 <∞}
satisfies the hypothesis of (4.9), so E ′ = ∅, proving mz′,s1 = ∞ as desired.
Moreover, if k ≥ 2, then ms1,z′ =∞ as above, so the set
E ′′ = {(s, z′) | s1 ≺y s ∈ Ty and ms,z′ <∞}
satisfies the hypothesis of (4.9); thus E ′′ = ∅, proving the claim.
Step 9: Condition 4 of the theorem is satisfied.
First, if s ∈ T
(i)
y r y, then we have mx3−i,s < ∞ by Lemma 3.23 (since
(xi, x3−i) ∈ (E
(O)
x )fin and mxi,s = 2), so mx3−i,s = 2 by Condition 3. Thus we
have T
(1)
y = T
(2)
y by symmetry.
For the remaining claims of this step, let y = y0 ≺y y1 ≺y · · · ≺y yk = s
be the unique saturated chain in Ty from y to s ∈ T
o
y r y, so k ≥ 1. Now if
k = 1 and my,y1 6= 3, then the nonempty set
{(t, xi) | y1 y t ∈ Ty and mt,xi <∞}
satisfies the hypothesis of (4.9), a contradiction. Thus we have my,s = 3
whenever k = 1 (namely s is an atom of Ty). Moreover, if k ≥ 2 and
mxi,yk−1 6= 2, then the nonempty set
{(t, xi) | yk y t ∈ Ty and mt,xi <∞}
satisfies the hypothesis of (4.9), a contradiction. Thus we have mxi,yk−1 = 2
whenever k ≥ 2; so we have mxi,yj = 2 inductively for 1 ≤ j ≤ k. Hence the
claim follows.
Step 10: Condition 5 of the theorem is satisfied.
Let y = y0 ≺y y1 ≺y · · · ≺y yk = t be the unique saturated chain in Ty
from y to t, and s = yℓ, so k ≥ ℓ + 2 ≥ 2. First, we show that t ∈ T
o
y r y.
If this fails, then mx1,t = mx2,t =∞ by Conditions 3 and 4; so Conditions 1
and 3 imply that the union of the two sets
{(yi, yk) | i ≤ k − 2 and myi,yk = 2}
and
{(z, yk−2) | t y z ∈ Ty and mz,yk−2 = 2}
is nonempty and satisfies the hypothesis of (4.9), a contradiction. Thus
t ∈ T oy r y as desired.
Secondly, we show that ms,z = mz,t = 3 if ℓ = k − 2, where z = yk−1. If
this fails, then the nonempty set
{(z′, yk−2) | yk y z
′ ∈ Ty and mz′,yk−2 = 2}
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satisfies the hypothesis of (4.9), a contradiction. Thus ms,z = mz,t = 3 as
desired.
Finally, we show that myi,yj = 2 if 0 ≤ i ≤ ℓ, j ≤ k and i ≤ j − 2,
concluding the proof of Step 10. By induction, it suffices to consider the
following two cases; (i, j) = (ℓ − 1, k), or ℓ < k − 2 and (i, j) = (ℓ, k − 1).
Now for the first case, if myℓ−1,yk 6= 2, then Condition 3 implies that the
union of the two sets
{(yp, yk) | ℓ ≤ p ≤ k − 2 and myp,yk = 2}
and
{(z, yk−2) | yk y z ∈ Ty and mz,yk−2 = 2}
is nonempty and satisfies the hypothesis of (4.9), a contradiction. Thus
myℓ−1,yk = 2 as desired. On the other hand, for the second case, if ℓ < k − 2
and myℓ,yk−1 6= 2, then the nonempty set
{(z, yℓ) | yk y z ∈ Ty and mz,yℓ = 2}
satisfies the hypothesis of (4.9), a contradiction. Thusmyℓ,yk−1 = 2 as desired.
Hence Step 10 is concluded.
By Steps 8–10, the proof of the “only if” part is concluded.
From now, we prove the ‘if’ part, and verify the description of (E
(O)
x )fin
given in the statement. By Remark 3.13, we may assume that x = x1. First,
Conditions 1–3 imply that
[x1, x2]O = {(x1, x2), (x2, x1)} = E
(K)
x , (E
(O)
x )fin ⊆ E
(K)
x
(see Lemmas 4.9 and 4.10 for the latter inclusion), and the elements (x1, x2)
and (x2, x1) of E
(O)
x satisfy the condition (3.5) in Proposition 3.14. Indeed,
we have F
(O)
xi = F
(K)
xi by the shape of Γ
odd
O ; while for any y ∈ K
−, the path
(x3−i, y, xi) in Γ
odd
O is the image of the edge of I
(O)
x from (xi, x3−i) to (x3−i, xi),
induced by the subgraph ΓI of ΓO (where I = {x1, x2, y}), by the map ι (see
Figure 2).
Thus it suffices to show that (x1, x2) ∈ (E
(O)
x )fin, or [s, t]O
2
∼O [x1, x2]O for
all (s, t) ∈ E
(O)
x r [x1, x2]O (see Lemma 3.15 (2)). By Condition 3, we have
ms,t = 2, and we can divide the proof into the following four cases:
Case 1: s = xi with i ∈ {1, 2}, and t ∈ Ty r y with y ∈ K
−.
Now we have mx3−i,t = 2 by Condition 4, so the claim follows since
(xi, t)
2
∼O (xi, x3−i) ∈ [x1, x2]O.
Case 2: t = xi with i ∈ {1, 2}, and s ∈ Ty r y with y ∈ K
−.
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Let y = y0 ≺y y1 ≺y · · · ≺y yk = s be the unique saturated chain in
Ty from y to s (so k ≥ 1). Then by Conditions 1 and 4, we have mx1,yj =
mx2,yj = 2 for 1 ≤ j ≤ k, and mxi,y = my,y1 = 3. This implies that
(s, t) = (yk, xi)
1
∼O (yk−1, xi)
1
∼O · · ·
1
∼O (y1, xi)
1
∼O (xi, y1)
2
∼O (xi, x3−i),
proving the claim.
Case 3: s, t ∈ Ty with y ∈ K
−, and s ≺y t.
Let y = y0 ≺y y1 ≺y · · · ≺y yk = t be the unique saturated chain in
Ty from y to t, and s = yℓ with ℓ ≤ k − 2. Then by Condition 5, we have
myi,yk = 2 for 0 ≤ i ≤ ℓ, and mx1,yk = mx2,yk = 2. This implies that
(s, t) = (yℓ, yk)
1
∼O (yℓ−1, yk)
1
∼O · · ·
1
∼O (y0, yk)
1
∼O (x1, yk)
2
∼O (x1, x2),
proving the claim.
Case 4: s, t ∈ Ty with y ∈ K
−, and t ≺y s.
Let y = y0 ≺y y1 ≺y · · · ≺y yk = s be the unique saturated chain in
Ty from y to s, and t = yℓ with ℓ ≤ k − 2. Then by Condition 5, we have
myℓ,yi = 2 for ℓ + 2 ≤ i ≤ k, myℓ,yℓ+1 = myℓ+1,yℓ+2 = 3, myi,yℓ+2 = 2 for
0 ≤ i ≤ ℓ, and mx1,yℓ+2 = mx2,yℓ+2 = 2. This implies that
(s, t) = (yk, yℓ)
1
∼O (yk−1, yℓ)
1
∼O · · ·
1
∼O (yℓ+2, yℓ)
1
∼O (yℓ, yℓ+2)
1
∼O (yℓ−1, yℓ+2)
1
∼O · · ·
1
∼O (y0, yℓ+2)
1
∼O (x1, yℓ+2)
2
∼O (x1, x2),
proving the claim.
Hence the proof of Theorem 4.12 is concluded.
4.5 Proofs of Theorems 4.13–4.15
In this subsection, we suppose that ΓoddO is acyclic, so every element of E
(O)
x
satisfies the condition (3.5) in Proposition 3.14 (where I = O).
Proof of Theorem 4.13. We may assume that x′ = x. Since ΓoddO and Γ
odd
K
are trees, we have r
(O)
x (y, s) = r
(K)
x (y, s) for (y, s) ∈ E
(K)
x ; so the condition
(4.7) implies that E
(O)
x = E
(K)
x , R
(O)
x = R
(K)
x and so W⊥xO = W
⊥x
K . Moreover,
the hypothesis means that W⊥xK is finite (see Theorem 4.7 for type P (m)).
Hence the claim follows.
Proof of Theorem 4.14. The proof is similar to the ‘if’ part of Theorem 4.12,
but slightly more complicated, since now ΓoddO is acyclic and so Lemmas 4.9
and 4.10 do not work.
43
First, we consider the case that K ′ is of type A3 or Dn. Our aim is
to verify the condition (4.7), namely s, t ∈ K ′ whenever s, t ∈ O and ms,t
is even. This holds if s, t ∈ K; so suppose not. Then Condition 2 of the
theorem shows that ms,t = 2, and we have (up to symmetry) either s = xi
with i ∈ {1, 3} and t ∈ Tx2 r x2, or s, t ∈ Tx2 and s ≺x2 t. In the first case,
we have t ∈ T ox2 ⊆ K
′ by definition (see Condition 3); while in the second
case, we have t ∈ T ox2 (by Condition 4) and s ∈ T
o
x2
(by Condition 3). Hence
the claim follows in any case.
So suppose that K ′ is not of type A3 or Dn. As well as Theorem 4.12,
we have [x1, x3]O = {(x1, x3), (x3, x1)} by Conditions 1 and 2. Moreover, the
same argument as the proof of the ‘if’ part of Theorem 4.12 proves that, for
any (s, t) ∈ E
(O)
x r [x1, x3]O, the set [s, t]O contains an element (xi, s
′) with
i ∈ {1, 3} and s′ ∈ T ox2 r x2; so [s, t]O
2
∼O [x1, x3]O since (xi, s
′)
2
∼O (xi, x4−i).
Thus by Lemma 3.15, the element r
(O)
x (x1, x3) = r
(O)
x (x3, x1) generates a
(finite) irreducible component of W⊥xO , proving that [x1, x3]O ⊆ (E
(O)
x )fin.
Now our remaining task is to show that (E
(O)
x )fin ⊆ [x1, x3]O. By the above
argument and Corollary 3.17, it suffices to verify that (xi, s) 6∈ (E
(O)
x )fin for
any i ∈ {1, 3} and s ∈ T ox2 r x2. Assume contrary that (xi, s) ∈ (E
(O)
x )fin.
First, we show that there is an element t of T ox2 maximal subject to the
condition s x2 t. If t is some element of T
o
x2
with s x2 t, and s = z0 ≺x2
z1 ≺x2 · · · ≺x2 zk = t is the saturated chain from s to t, then zj ∈ T
o
x2
and (xi, zj−1)
mj
∼O (xi, zj) (where mj = mzj−1,zj 6= 2) for 1 ≤ j ≤ k (see
Condition 3). This implies that all the distinct generators r
(O)
x (xi, zj) ofW
⊥x
O
belong to the irreducible component of W⊥xO containing r
(O)
x (xi, s). Since the
component is finite and independent of k, the number k+1 of those generators
must be bounded above, yielding such a maximal element.
Moreover, the above argument also shows that (xi, t) ∈ (E
(O)
x )fin. Now
Lemma 3.23 implies that mt,t′ < ∞ for all t
′ ∈ T ox2 r x2, so t
′ x2 t by
Condition 2 and maximality of t. Thus T ox2 = ∧
t and it is the saturated
chain from x2 to t, say x2 = z0 ≺x2 z1 ≺x2 · · · ≺x2 zk = t with k ≥ 1.
Put mp,q = mzp,zq . Then (xi, zj)
mj,j+1
∼ O (xi, zj+1) and (xi, zj) ∈ (E
(O)
x )fin for
1 ≤ j ≤ k − 1 by a similar argument to the previous paragraph.
We show that (z0, z1, . . . , zk) is of type Ak+1 (see (2.2) for terminology).
Note that m0,1 = 3 by Condition 3; so the claim holds if k = 1. Sec-
ondly, if k ≥ 2 and m0,2 6= 2, then we have (by Condition 2) [x1, z2]O =
{(x1, z2)}, [x3, z2]O = {(x3, z2)} and [x1, z2]O
∞
∼O [x3, z2]O, contradicting the
fact (xi, z2) ∈ (E
(O)
x )fin. Thus we have m0,2 = 2 whenever k = 2, so m1,2 = 3
(by Condition 4), proving the claim if k = 2. Moreover, if k ≥ 3, then
(xi, zk) ∈ (E
(O)
x )fin and mxi,zk = mxi,zk−2 = 2, so Lemma 3.23 implies that
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mk−2,k < ∞, therefore mk−2,k = 2 by Condition 2. Thus the claim follows
from Condition 4.
Hence we have shown that T ox2 is of type Ak+1, which means that K
′ is
of type Dk+3, contradicting the above assumption on K
′. Thus the proof is
concluded.
The rest of this subsection is devoted to the proof of Theorem 4.15. The
‘if’ part has been proved, so we show the “only if” part. First we prepare
the following two lemmas.
Lemma 4.16. Under the hypothesis of Theorem 4.15, let I = {x1, x2, . . . , xn}
be a subset of O such that (x1, x2, . . . , xn) is of type An, H3, H4 or P (m)
(see (2.2) and Example 3.21 for terminology). Suppose that x ∈ I and
(E
(O)
x )fin ∩ E
(I)
x 6= ∅ (so n ≥ 3). Let x0 ∈ O r I be a neighbor of xi with
2 ≤ i ≤ n− 1 in the tree ΓoddO .
1. If (x1, . . . , xn) is of type An, then one of the following two conditions
is satisfied:
• mx0,xj = 2 for 1 ≤ j ≤ n with j 6= i, and mx0,xi = 3;
• mx0,xj =∞ for 1 ≤ j ≤ n with j 6= i.
Moreover, in the former case, we have either i ∈ {2, n− 1} (so I ∪ x0
is of type Dn+1), or 5 ≤ n ≤ 7 and i ∈ {3, n− 2} (so I ∪ x0 is of type
En+1).
2. If (x1, . . . , xn) is of type H3, H4 or P (m), then mx0,xj =∞ for 1 ≤ j ≤
n with j 6= i.
Proof. Put J = I ∪ x0, mj,k = mxj ,xk and ξj,k = (xj , xk). Note that m0,j is
even or ∞ for 1 ≤ j ≤ n with j 6= i, since ΓoddO is acyclic.
First, we consider the case that (x1, . . . , xn) is of type An or H4. In this
case, Theorem 4.7 (2) implies that E
(I)
x ⊆ (E
(O)
x )fin. Now if m0,j < ∞ for all
j, then ΓoddJ is acyclic and J is irreducible and 2-spherical; so Corollary 4.6
implies that J is of finite type, which means that (x1, . . . , xn) is of type An
and J is as in the statement of Claim 1. So suppose that m0,j =∞ for some
j 6= i. Assume that j < i, since the other case j > i is similar. Then for
i+1 ≤ k ≤ n, since ξk,j ∈ (E
(O)
x )fin, Lemma 3.23 implies thatmk,0 is not even,
so mk,0 = ∞. Similarly, for 1 ≤ k ≤ i − 1, we have mk,0 = ∞ by Lemma
3.23 since ξk,i+1 ∈ (E
(O)
x )fin and m0,i+1 =∞ as above. Thus the claim follows
in this case.
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Secondly, we consider the case that (x1, . . . , xn) is of type H3, so n = 3.
Then E
(I)
x = {ξ1,3, ξ3,1} and so ξj,k ∈ (E
(O)
x )fin where {j, k} = {1, 3}. Now if
m0,k <∞, then a direct computation shows that
[ξj,k]J = {ξj,k}
∞
∼J {ξ0,k, ξk,0} ⊇ [ξ0,k]J and so [ξj,k]J
∞
∼J [ξ0,k]J ,
contradicting the fact ξj,k ∈ (E
(J)
x )fin (see Lemma 3.22). Thus we have m0,k =
∞, so Lemma 3.23 implies that mj,0 is not even, namely mj,0 = ∞. Hence
the claim holds.
Finally, we consider the case that (x1, . . . , xn) is of type P (m), so n = 4.
Note that ξ4,1 ∈ (E
(O)
x )fin (by Theorem 4.7 (2)) and [ξ4,1]J = {ξ4,1} (since
m3,1 =∞). Now if 1 ≤ j ≤ i− 1 and m0,j <∞, then we have
[ξj,0]J ⊆ {ξ1,0, . . . , ξi−1,0, ξ0,i−1}
∞
∼J ξ4,1 and so [ξ4,1]J
∞
∼J [ξj,0]J ,
a contradiction (see Lemma 3.22). Thus m0,j =∞ for 1 ≤ j ≤ i− 1, so m0,4
is not even by Lemma 3.23 (since m0,1 =∞), therefore m0,4 =∞. Moreover,
if i = 2, then m0,3 =∞; otherwise, we have
[ξ0,3]J ⊆ {ξ0,3, ξ3,0}
∞
∼J ξ4,1 and so [ξ4,1]J
∞
∼J [ξ0,3]J ,
a contradiction. Hence the proof is concluded.
Lemma 4.17. Under the hypothesis of Theorem 4.15, let K be a subset of O
connected in the tree ΓoddO . Suppose further that x ∈ K, (E
(O)
x )fin ∩ E
(K)
x 6= ∅
(so K 6= ∅) and
if y ∈ O rK is adjacent to z ∈ K in ΓoddO , then my,s =∞ for s ∈ K r z.
(4.10)
Then K satisfies the condition (4.7) in Theorem 4.13.
Proof. Let ΓoddO = Γ
odd
K ∪
⋃
y∈K Ty be the decomposition of Γ
odd
O as in Remark
2.1, and ξ ∈ (E
(O)
x )fin∩E
(K)
x . Then (4.10) implies that the subset E
(K)
x of E
(O)
x
is closed under the relation
1
∼O, so [ξ]O ⊆ E
(K)
x and (by Corollary 3.16)
for any (s, t) ∈ E (O)x r E
(K)
x , we have [s, t]O
k
∼O E
(K)
x for some 2 ≤ k <∞.
(4.11)
First, we show that ms,t =∞ for s ∈ K and t ∈ OrK unless s and t are
adjacent in ΓoddO . Let y ∈ K such that t ∈ Ty r y. The claim follows from
(4.10) if t is an atom of Ty; so suppose not. Let z0 ≺y z1 ≺y · · · ≺y zk be
the saturated chain from z0 = y to zk = t (so k ≥ 2). If k = 2, s 6= y and
ms,t <∞, then it follows from (4.10) that
[t, s]O ⊆ {(t
′, s) | t′ ∈ ∨t and ms,t′ <∞}
∞
∼O E
(K)
x and so [t, s]O
∞
∼O E
(K)
x ,
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contradicting (4.11). Thus ms,t = ∞ whenever k = 2 and s 6= y. Moreover,
if k = 2, s = y and ms,t <∞, then mt,z =∞ for all z ∈ K r y; so we have
[s, t]O ⊆ {(y, t)} ∪ {(t
′, y) | t′ ∈ ∨t and my,t′ <∞}
∞
∼O E
(K)
x
and [s, t]O
∞
∼O E
(K)
x , contradicting (4.11). Thus ms,t = ∞ whenever k = 2.
Finally, if k ≥ 3 and ms,t <∞, then (since ms,z2 =∞ as above) we have
[t, s]O ⊆ {(t
′, s) | t′ ∈ ∨z3 and ms,t′ <∞}
∞
∼O E
(K)
x and so [t, s]O
∞
∼O E
(K)
x ,
contradicting (4.11). Thus the claim holds for any s, t.
Now our remaining task is to show that ms,t = ∞ for any distinct s, t ∈
O rK which are not adjacent in ΓoddO . However, the result in the previous
paragraph shows that the subset E
(K)
x of E
(O)
x is closed under all the relations
k
∼O with k < ∞, so we have E
(O)
x r E
(K)
x = ∅ by (4.11), proving the claim.
Hence the proof is concluded.
We come back to the proof of Theorem 4.15. Fix a finite irreducible
component G of W⊥xO . We divide the proof into two cases.
Case 1: There does not exist a path (x1, x2, . . . , xn) in Γ
odd
O of type
An such that r
(O)
x (xj , xk) ∈ G for some j, k ∈ {1, 2, . . . , n}.
Take a generator r
(O)
x (x′, x′′) of G, so (x′, x′′) ∈ (E
(O)
x )fin. Then Theorem
4.7 implies that the non-backtracking path P in the tree ΓoddO between x
′ and
x′′ is of type An (with n ≥ 3), H3, H4 or P (m) (otherwise (E
(V (P ))
x′ )fin = ∅,
while (x′, x′′) ∈ (E
(O)
x′ )fin ∩ E
(V (P ))
x′ by Remark 3.13, contradicting Lemma
3.22). However, the same theorem implies further that, unless P is of type
H3, any subpath of P of type A3 contradicts the hypothesis of Case 1. Thus
P is of type H3, say P = (x1, x2, x3) with mx1,x2 = 3, mx2,x3 = 5, mx1,x3 = 2
and {x′, x′′} = {x1, x3}.
We show thatK = V (P ) satisfies the hypothesis of Theorem 4.13, proving
Theorem 4.15 in this case. By Lemma 4.17, it suffices to verify the condition
(4.10). This follows immediately from Lemma 4.16 (2) in the case z = x2.
Secondly, suppose that z = x1, and we show that my,x2 = my,x3 = ∞.
If my,x3 < ∞, then since (x
′, x′′) ∈ (E
(O)
x )fin, Theorem 4.7 (applied to K
′ =
K ∪ y) implies that K ′ is of type H4 (note that K
′ cannot be of type A4 or
P (m)). However, now the same theorem also shows that r
(O)
x (y, x2) ∈ G, so
the path (y, z, x2) of type A3 contradicts the hypothesis of Case 1. Thus we
have my,x3 =∞. Moreover, if my,x2 <∞, then we have
[y, x2]K ′ ⊆ {(y, x2), (x2, y)}
∞
∼K ′ {(x
′, x′′)} = [x′, x′′]K ′
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and [x′, x′′]K ′
∞
∼K ′ [y, x2]K ′, contradicting the fact (x
′, x′′) ∈ (E
(O)
x )fin. Thus
we have my,x2 =∞ as desired.
Finally, the proof of the remaining case z = x3 is similar to the previous
paragraph; indeed, now Theorem 4.7 implies immediately that mx1,y = ∞
(note that now K ′ = K∪y cannot be of type A4, H4 or P (m)), so mx2,y =∞
(otherwise we have [x′, x′′]K ′
∞
∼K ′ [x2, y]K ′, a contradiction). Hence we have
verified the condition (4.10), proving the claim in this case.
Case 2: There exists a path (x1, x2, . . . , xn) in Γ
odd
O of type An such
that r
(O)
x (xj , xk) ∈ G for some j, k ∈ {1, 2, . . . , n} (so n ≥ 3).
Now by Theorem 4.7 (2), all elements r
(O)
x (xj , xk) with j, k ∈ {1, 2, . . . , n}
belong to the finite G, so the total number n−2 of those generators (without
repetitions) is bounded above. We may assume without loss of generality
that the quantity n now attains the upper bound, so the path is maximal
subject to the condition. Owing to Theorem 3.3 (3), we suppose further that
x ∈ I = {x1, . . . , xn}. Note that E
(I)
x ⊆ (E
(O)
x )fin as above.
First we prepare the following lemma.
Lemma 4.18. In this case, suppose further that y ∈ Or I is adjacent to xn
in ΓoddO . Then one of the following three conditions is satisfied:
1. n = 3 and (x1, x2, x3, y) is of type H4;
2. n = 3 and (y, x3, x2, x1) is of type P (m);
3. mxi,y =∞ for 1 ≤ i ≤ n− 1.
Proof. It suffices to verify Condition 3 under the assumtion that J = I ∪ y
is not of type H4 or P (m). Now J cannot be of type An+1 by maximality
of n, while (x1, xn) ∈ (E
(O)
x )fin; so Theorem 4.7 (applied to J) implies that
mx1,y = ∞. Moreover, if 3 ≤ i ≤ n − 1, then (xi, x1) ∈ (E
(O)
x )fin and
mx1,y =∞, so we have mxi,y =∞ by Lemma 3.23.
Finally, assume contrary that mx2,y < ∞. Then we have [x2, y]J =
{(x2, y)} if n ≥ 4, and [x2, y]J ⊆ {(x2, y), (y, x2)} if n = 3; while
[x1, x3]J = {(x1, x3), (x3, x1), (x4, x1), . . . , (xn, x1)}
∞
∼J {(x2, y), (y, x2)}.
This implies that [x1, x3]J
∞
∼J [x2, y]J , contradicting the fact (x1, x3) ∈
(E
(O)
x )fin. Hence mx2,y =∞, so the proof is concluded.
Now we divide the remaining proof of Case 2 into the following four cases.
Case 2-1: n ≥ 4.
First, we consider the case that, for any y ∈ O r I adjacent to xi with
2 ≤ i ≤ n − 1 in ΓoddO , we have my,xj = ∞ for 1 ≤ j ≤ n with j 6= i. Now
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Lemma 4.18 implies that the set K = I satisfies the condition (4.10), so the
claim follows from Lemma 4.17.
So suppose that a vertex x0 ∈ O r I is adjacent to xi with 2 ≤ i ≤ n− 1
in ΓoddO , and mx0,xj <∞ for some 1 ≤ j ≤ n with j 6= i. In this case, Lemma
4.16 (1) implies (up to symmetry) that K = I ∪ x0 is either of type Dn+1
(with i = 2) or of type En+1 (with 5 ≤ n ≤ 7 and i = 3). We verify the
condition (4.10) for this K, proving the claim by Lemma 4.17. So take z ∈ K
and y ∈ O rK adjacent in ΓoddO with each other. Put K
′ = K ∪ y.
Step 1: If z = x0, then mxj ,y =∞ for 1 ≤ j ≤ n.
If K is of type Dn+1, then the path (xn, . . . , x3, x2, x0) (with n vertices)
also satisfies the hypothesis of Case 2, and is maximal subject to the condition
as well as the original path (x1, . . . , xn). Thus Lemma 4.18 can also be
applied to the path, proving that mxj ,y =∞ for 2 ≤ j ≤ n. Moreover, since
(x1, x3) ∈ (E
(O)
x )fin andmx3,y =∞, we have mx1,y =∞ by Lemma 3.23. Thus
the claim follows.
So suppose that K is of type En+1 (with 5 ≤ n ≤ 7 and i = 3). First,
we show that either mx1,y = ∞ or mxn,y = ∞. If both of them fail,
then since (x1, x3), (xn, x3) ∈ (E
(O)
x )fin, Theorem 4.7 (applied to the paths
(x1, x2, x3, x0, y) and (xn, xn−1, . . . , x3, x0, y) which cannot be of type H3, H4
or P (m)) implies that these two paths are of type Ak for some k. However,
this means that the set K ′ is irreducible, 2-spherical and not of finite type,
and ΓoddK ′ is acyclic; while (E
(K)
x )fin 6= ∅ (see Lemma 3.22). This contradicts
Corollary 4.6, so we have either mx1,y =∞ or mxn,y =∞.
We may assume that mx1,y =∞, since the other case is similar. Now for
3 ≤ j ≤ n, since (xj , x1) ∈ (E
(O)
x )fin, we have mxj ,y = ∞ by Lemma 3.23.
Moreover, since mx4,y = ∞ and (x2, x4) ∈ (E
(O)
x )fin, we have mx2,y = ∞ by
Lemma 3.23. Thus the proof of Step 1 is concluded.
Step 2: If z = xj with 2 ≤ j ≤ n − 1, then mxk,y = ∞ for 0 ≤ k ≤ n
with k 6= j.
Assume contrary that the conclusion of Step 2 fails. Then by Lemma
4.16 (1) applied to I and y, we have my,xj = 3, and my,xk = 2 for 1 ≤ k ≤ n
with k 6= j. Now if mx0,y < ∞, then the set K
′ is irreducible, 2-spherical
and not of finite type, and ΓoddK ′ is acyclic. This contradicts Corollary 4.6
(since (E
(K)
x )fin 6= ∅), so we have mx0,y = ∞. Moreover, since i ≤ n − 2,
(xn, xi) ∈ (E
(O)
x )fin and (xn, xi)
3
∼O (xn, x0), we have (xn, x0) ∈ (E
(O)
x )fin by
Corollary 3.17; while mxn,y = 2 as above. This contradicts Lemma 3.23, so
the proof of Step 2 is concluded.
Step 3: If z = xj with j ∈ {1, n}, then mxk ,y = ∞ for 0 ≤ k ≤ n with
k 6= j.
By Lemma 4.18 (applied to I and y) and symmetry, we have mxk,y =∞
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for 1 ≤ k ≤ n with k 6= j. This implies that
[xi−1, xi+1]K ′ = {(x1, xi+1), . . . , (xi−1, xi+1), (xi+1, xi−1), . . . , (xn, xi−1)}.
Now if mx0,y < ∞, then we have [x0, y]K ′ = {(x0, y)} (since mxi,y = ∞ as
above) and so [x0, y]K ′
∞
∼K ′ [xi−1, xi+1]K ′, contradicting the fact (xi−1, xi+1) ∈
(E
(O)
x )fin. Thus we have mx0,y =∞, concluding the proof of Step 3.
Hence we have verified the condition (4.10), concluding Case 2-1.
Case 2-2: n = 3, and there exists an element x4 ∈ O r I such that
K = I ∪ x4 is of type H4.
By symmetry, we may assume that mx3,x4 = 5. Since (x1, x3) ∈ (E
(O)
x )fin,
we have E
(K)
x ⊆ (E
(O)
x )fin by Theorem 4.7 (2). We verify the condition (4.10)
for K, which proves the claim similarly. So take a vertex y ∈ OrK adjacent
to xi ∈ K in Γ
odd
O . First, Lemma 4.16 (2) implies that, if i ∈ {2, 3}, then
mxj ,y =∞ for 1 ≤ j ≤ 4 with j 6= i.
Secondly, suppose that i = 1. Then Theorem 4.7 (applied to the path
(y, x1, . . . , x4)) implies that mx4,y = ∞, since this path cannot be of type
Ak, H3, H4 or P (m). On the other hand, since (x2, x4) ∈ (E
(O)
x )fin, we have
mx2,y = ∞ by Lemma 3.23. Moreover, we have mx3,y = ∞, since otherwise
(by putting K ′ = K ∪ y) we have
[x3, y]K ′ = {(x3, y)}
∞
∼K ′ {(x4, x2)} = [x4, x2]K ′ ,
contradicting the fact (x4, x2) ∈ (E
(O)
x )fin.
Finally, suppose that i = 4. Then Theorem 4.7 (applied to the paths
(x1, . . . , x4, y) and (x2, x3, x4, y)) implies that mx1,y = mx2,y = ∞, since
(x2, x4) ∈ (E
(O)
x )fin and any of these two paths cannot be of type Ak, H3, H4
or P (m). Moreover, we have mx3,y =∞, since otherwise we have
[x3, y]K ′ = {(x3, y)}
∞
∼K ′ {(x4, x2)} = [x4, x2]K ′
similarly, contradicting the fact (x4, x2) ∈ (E
(O)
x )fin. Hence the condition
(4.10) has been verified.
Case 2-3: n = 3, and there exists an element x0 ∈ O r I such that
K = I ∪ x0 is of type P (m).
By symmetry, we may assume that mx0,x1 = m and mx0,x2 = ∞. The
proof is similar to Case 2-2; we have E
(K)
x ⊆ (E
(O)
x )fin, and it suffices to verify
the condition (4.10) for K. So take y ∈ O rK adjacent to xi ∈ K in Γ
odd
O .
The proof follows immediately from Lemma 4.16 (2) if i ∈ {1, 2}.
Secondly, suppose that i = 3. Then Theorem 4.7 (applied to the path
(x0, . . . , x3, y)) implies that mx0,y = ∞. Moreover, we have mxj ,y = ∞ for
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j ∈ {1, 2}, since otherwise (by putting K ′ = K ∪ y) we have
[xj , y]K ′ ⊆ {(x1, y), (x2, y), (y, x2)}
∞
∼K ′ {(x3, x0)} = [x3, x0]K ′ ,
contradicting the fact (x3, x0) ∈ (E
(O)
x )fin.
Finally, suppose that i = 0. Then Theorem 4.7 (applied to (y, x0, . . . , x3))
implies that mx3,y = ∞. Moreover, we have mxj ,y = ∞ for j ∈ {1, 2}, since
otherwise we have
[xj , y]K ′ ⊆ {(y, x1), (x1, y), (x2, y)}
∞
∼K ′ {(x3, x0)} = [x3, x0]K ′ ,
contradicting the fact (x3, x0) ∈ (E
(O)
x )fin. Hence (4.10) has been verified.
Case 2-4: n = 3, and the hypothesis of Case 2-2 or Case 2-3 is not
satisfied.
Our aim here is to show that K = I satisfies the hypothesis of Theorem
4.14. Our proof traces the proof of the “only if” part of Theorem 4.12 (given
in Section 4.4), with slight modification. For instance, the elements x1 and
x3 here play a role of elements x1 and x2 in the proof of Theorem 4.12. On
the other hand, the analogue (Step 7’) of Step 7 in the proof of Theorem 4.12
is trivial (since the set K− = K r {x1, x3} now consists of only one element
x2), so Step 7’ will be skipped in the following proof.
We start the proof. Note that Condition 1 of Theorem 4.14 holds by the
choice of K. Decompose ΓoddO as Γ
odd
K ∪
⋃3
i=1 Txi (see Remark 2.1). Note that
(x1, x3), (x3, x1) ∈ (E
(O)
x )fin since now (x1, x3)
1
∼O (x3, x1).
Step 1’: For any i ∈ {1, 3}, we have mz,x2 = mz,x4−i = ∞ if z is an
atom of Txi.
By the hypothesis of Case 2-4 and symmetry, the claim follows immedi-
ately from Lemma 4.18.
By Step 1’, we have [x1, x3]O = {(x1, x3), (x3, x1)}; and if (z, z
′) ∈ E
(O)
x
and (z, z′)
m
∼O [x1, x3]O for some 2 ≤ m < ∞, then we have z = xi with
i ∈ {1, 3}, z′ ∈ O rK and mx4−i,z′ < ∞. Thus (since [x1, x3]O ⊆ (E
(O)
x )fin)
Corollary 3.16 implies that any ∼O-equivalence class in E
(O)
x other than
[x1, x3]O must be related to [x1, x3]O via some
m
∼O with 2 ≤ m <∞, hence
it contains some (xi, z) with i ∈ {1, 3}, z ∈ OrK and mx4−i,z <∞. (4.12)
This yields the following observation:
if a subset E ′ of E (O)x r [x1, x3]O is closed under the relation
1
∼O and contains no element as in (4.12), then E
′ = ∅. (4.13)
Step 2’: For any distinct s, t ∈ O, the order ms,t is 2, odd or ∞.
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Step 3’: For any i ∈ {1, 3}, we have mz,xi =∞ if z ∈ Tx4−i r x4−i.
Step 4’: For any i ∈ {1, 3}, we have mz,z′ = ∞ if z ∈ Txi and z
′ ∈
Tx4−i r x4−i.
The proofs of Steps 2’–4’ are the same as Steps 2–4, respectively, in the
proof of Theorem 4.12.
Step 5’: For any i ∈ {1, 3}, we have mz,z′ = ∞ if z ∈ Txi r xi and
z′ ∈ Tx2.
In the case z′ = x2, Step 1’ implies that the set
E ′ = {(t, x2) | t ∈ Txi r xi and mt,x2 <∞}
satisfies the hypothesis of (4.13), so E ′ = ∅, proving the claim. The remaining
proof is the same as Step 5 in the proof of Theorem 4.12.
Step 6’: For any i ∈ {1, 3}, we have mz,z′ =∞ if z, z
′ are distinct, non-
adjacent vertices of the tree Txi. (Hence by Steps 4’–6’, if z, z
′ ∈ O
and mz,z′ = 2, then we have z, z
′ 6∈ Txi r xi.)
Step 8’: We have mz,z′ =∞ if z, z
′ are incomparable elements of the
poset Tx2. (Hence by Steps 2’, 6’ and 8’, Condition 2 of Theorem
4.14 is satisfied.)
Step 9’: Condition 3 of Theorem 4.14 is satisfied.
Step 10’: Condition 4 of Theorem 4.14 is satisfied.
The proofs of Steps 6’–10’ are the same as Steps 6–10, respectively, in the
proof of Theorem 4.12.
By Steps 8’–10’, the hypothesis of Theorem 4.14 is satisfied, concluding
Case 2-4.
Hence Case 2, therefore the proof of Theorem 4.15, is concluded.
5 The structure of (W⊥x)fin
This section completes our description of the finite part (W⊥x)fin of the Cox-
eter group W⊥x. Throughout this section, we put
O = Sodd∼x and E = {y ∈ S rO | my,z <∞ for some z ∈ O}
(see Definition 2.8 for notation). For I ⊆ S and s ∈ S, write
Ik(s) = {t ∈ I | ms,t = k} for 2 ≤ k ≤ ∞
and
Ik1,k2,...(s) = Ik1(s) ∪ Ik2(s) ∪ · · · and Ieven(s) =
⋃
k even
Ik(s).
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Note that O = Oeven(s) ∪ O∞(s) 6= O∞(s) for s ∈ E, while O = O∞(s) for
s ∈ S r (O ∪ E). For simplicity, the symbol ‘S’ in some notations will be
omitted unless some ambiguity occurs. For instance, the set E
(O)
x is a subset
of Ex = E
(S)
x closed under the relation
1
∼=
1
∼S. Note also that s ∈ E if
(y, s) ∈ Ex r E
(O)
x .
5.1 Lemmas for main theorems
Here we prepare some lemmas, summarizing preliminary observations.
Lemma 5.1. Let (y1, s1), (y2, s2) ∈ Ex r E
(O)
x , so s1, s2 ∈ E.
1. If my1,s1 ≥ 4, then [y1, s1] = {(y1, s1)}. If my1,s1 = 2, then [y1, s1] =
{(z, s1) | z ∈ I} and ι(π1(Ix; (y1, s1))) = F
(I)
y1 where I = O2(s1)
odd
∼y1.
2. Suppose that s1 = s2 and y1 6= y2. Then
(y1, s1)
1
∼ (y2, s2) if my1,s1 = my2,s1 = 2 and my1,y2 is odd;
(y1, s1)
2
∼ (y2, s2) if my1,y2 = 3 and {my1,s1, my2,s1} = {2, 4};
(y1, s1)
∞
∼ (y2, s2) otherwise.
3. Suppose that y1 = y2 and s1 6= s2. Then
(y1, s1)
m
∼ (y2, s2) if my1,s1 = my1,s2 = 2 and ms1,s2 = m <∞;
(y1, s1)
2
∼ (y2, s2) if ms1,s2 = 2 and my1,si = 2 for some i ∈ {1, 2};
(y1, s1)
4
∼ (y2, s2) if ms1,s2 = 3 and {my1,s1, my1,s2} = {2, 4};
(y1, s1)
∞
∼ (y2, s2) otherwise.
4. Suppose that s1 = s2 and [y1, s1] 6= [y2, s2]. Then
[y1, s1]
2
∼ [y2, s2] if myi,s1 = 2, my3−i,s1 = 4 and mz,y3−i = 3
for some i ∈ {1, 2} and z ∈ O2(s1)
odd
∼yi
;
[y1, s1]
∞
∼ [y2, s2] otherwise.
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5. Suppose that s1 6= s2. Then [y1, s1] 6= [y2, s2], and
[y1, s1]
m
∼ [y2, s2] if my1,s1 = my2,s2 = 2, ms1,s2 = m <∞
and O2(s1)
odd
∼y1
∩ O2(s2)
odd
∼y2
6= ∅;
[y1, s1]
2
∼ [y2, s2] if ms1,s2 = myi,si = 2, my3−i,s3−i 6= 2
and y3−i ∈ O2(si)
odd
∼yi
for some i ∈ {1, 2};
[y1, s1]
4
∼ [y2, s2] if ms1,s2 = 3, myi,si = 2, my3−i,s3−i = 4
and y3−i ∈ O2(si)
odd
∼yi
for some i ∈ {1, 2};
[y1, s1]
∞
∼ [y2, s2] otherwise.
Proof. Claim 1 follows from Examples 3.9 and 3.10, while Claims 2 and 3
follow from definition (see Figure 2). Claims 4 and 5 are deduced from the
previous claims by straightforward observations.
Lemma 5.2. Let E ′ be an irreducible subset of E with |E ′| ≥ 2. Then the
set {rx(c; y, s) ∈ Rx | s ∈ E
′} is an irreducible subset of the generating set
Rx = R
(S)
x of the Coxeter group W⊥x.
Proof. By the hypothesis, it suffices to show that two generators rx(c; y, s)
and rx(c
′; y′, s′) do not commute whenever s, s′ ∈ E ′ and ms,s′ ≥ 3. Now by
Lemma 5.1 (5), we have [y, s] 6= [y′, s′], and the relation [y, s]
2
∼ [y′, s′] does
not hold. Thus the claim follows from Theorem 3.7.
Lemma 5.3. Let (y, s) ∈ (Ex)fin r E
(O)
x , so s ∈ E.
1. Suppose that my,s = 2. Then we have O = O2,4,∞(s), and in the graph
ΓoddO , the set O2(s) is connected and contains all simple closed paths.
If z ∈ O4(s), then mz,z′ = 3 for some z
′ ∈ O2(s). Moreover, for any
t ∈ E r s, we have ms,t < ∞, every connected component of Γ
odd
O2(t)
intersects O2(s), and we have
O = O2,∞(t) if ms,t ≥ 4;
O = O2,4,∞(t) and O4(t) ⊆ O2(s) if ms,t = 3;
Oeven(t)r O2(t) ⊆ O2(s) if ms,t = 2.
2. Suppose that my,s = 4. Then we have O = O2,∞(s) ∪ y, the graph Γ
odd
O
is acyclic, and every connected component of ΓoddO2(s) contains a vertex
z with mz,y = 3. Moreover, for any t ∈ E r s, we have O = O2,∞(t),
my,t = 2, ms,t ∈ {2, 3} and Γ
odd
O2(t)
is connected.
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3. Suppose that my,s ≥ 6. Then O = O∞(s) ∪ y and Γ
odd
O is acyclic.
Moreover, for any t ∈ E r s, we have O = O2,∞(t), my,t = ms,t = 2
and ΓoddO2(t) is connected.
Proof. Here we use Corollary 3.16 several times, without references.
(1) First, Proposition 3.14 and Lemma 5.1 (1) imply that
Fy = ι(π1(Ix; (y, s))) = F
(I)
y where I = O2(s)
odd
∼y ,
which means that ΓoddI = (Γ
odd
O2(s)
)∼y contains all simple closed paths in Γ
odd
O .
Let z ∈ Oeven(s). Then, since (y, s) ∈ (Ex)fin, we have (z, s) ∈ [y, s] or [z, s]
m
∼
[y, s] for some 2 ≤ m < ∞. Now if mz,s = 2, then we have [z, s] = [y, s]
and z ∈ I (by Lemma 5.1 (1) and (4)); so O2(s) = I, therefore Γ
odd
O2(s)
is
connected. On the other hand, if mz,s 6= 2, then (by Lemma 5.1 (1) and (4))
we have [z, s] 6= [y, s] and [z, s]
2
∼ [y, s]; so z ∈ O4(s) and mz,z′ = 3 for some
z′ ∈ I = O2(s), therefore O = O2,4,∞(s).
Finally, suppose that t ∈ E r s, and let z′ ∈ Oeven(t). We use Lemma
5.1 (5) several times. Then, since (y, s) ∈ (Ex)fin, we have [y, s] 6= [z
′, t] and
so [z′, t]
m
∼ [y, s] for some 2 ≤ m < ∞. This implies that ms,t < ∞; and we
have O2(s)∩O2(t)
odd
∼z′ 6= ∅ whenever z
′ ∈ O2(t), proving that every connected
component of ΓoddO2(t) intersects O2(s). Moreover, if ms,t ≥ 4, then we have
z′ ∈ O2(t) and [y, s]
ms,t
∼ [z′, t]; so O = O2,∞(t). If ms,t = 3 and z
′ 6∈ O2(t),
then we have [y, s]
4
∼ [z′, t], z′ ∈ O4(t) and z
′ ∈ O2(s); so O = O2,4,∞(t) and
O4(t) ⊆ O2(s). Finally, if ms,t = 2 and mz′,t 6= 2, then we have [y, s]
2
∼ [z′, t]
and z′ ∈ I = O2(s); so Oeven(t)r O2(t) ⊆ O2(s). Hence the claim holds.
(2) First, since (y, s) ∈ (Ex)fin, Corollary 3.18 implies that Γ
odd
O is acyclic.
Moreover, for any y′ ∈ Oeven(s) r y, we have [y, s] 6= [y
′, s] (by Lemma 5.1
(1)) and so [y′, s]
m
∼ [y, s] for some 2 ≤ m <∞. Thus Lemma 5.1 (4) implies
that y′ ∈ O2(s) and mz,y = 3 for some z ∈ O2(s)
odd
∼y′ ; therefore O = O2,∞ ∪ y.
Finally, suppose that t ∈ Er s, and let z ∈ Oeven(t). Then, since (y, s) ∈
(Ex)fin, we have [z, t]
m
∼ [y, s] for some 2 ≤ m < ∞ (note that [y, s] 6=
[z, t]). Now by Lemma 5.1 (5), we have either ms,t = 2, z ∈ O2(t) and
y ∈ O2(t)
odd
∼z (now [y, s]
2
∼ [z, t]); or ms,t = 3, z ∈ O2(t) and y ∈ O2(t)
odd
∼z
(now [y, s]
4
∼ [z, t]). Thus we have Oeven(t) = O2(t) (so O = O2,∞(t)),
my,t = 2, ms,t ∈ {2, 3}, and every connected component of Γ
odd
O2(t)
contains
the common vertex y (so ΓoddO2(t) is connected). Hence the claim holds.
(3) The graph ΓoddO is acyclic as well as Claim 2. Now if y
′ ∈ Oeven(s) r y,
then (since (y, s) ∈ (Ex)fin) we have either [y, s] = [y
′, s] or [y′, s]
m
∼ [y, s]
for some 2 ≤ m < ∞. However, Lemma 5.1 (1) and (4) show that this is
impossible. Thus we have Oeven(s) = {y} and so O = O∞(s) ∪ y.
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Finally, suppose that t ∈ E r s, and let z ∈ Oeven(t). Then we have
[z, t] = [y, s] or [z, t]
m
∼ [y, s] for some 2 ≤ m <∞; so Lemma 5.1 (5) implies
that z ∈ O2(t), ms,t = 2 and y ∈ O2(t)
odd
∼z . Thus we have O = O2,∞(t),
y ∈ O2(t) and every connected component of Γ
odd
O2(t)
contains y, which means
that ΓoddO2(t) is connected. Hence the claim holds.
5.2 Main theorems
Our description of (W⊥x)fin is divided into some parts. First, we consider
the case that (W⊥x)fin ∩W
⊥x
O 6= 1, or equivalently, (Ex)fin ∩ E
(O)
x 6= ∅.
Theorem 5.4. Suppose that S contains a sequence (x1, x2, . . . , xn, s0) of type
Bn+1 (see (2.2) for terminology) with n ≥ 3, satisfying the following three
conditions:
1. The graph ΓoddO is acyclic, s0 ∈ E, and K = {x1, . . . , xn} is a subset of
O (of type An) satisfying the condition (4.7).
2. The set {s0} is an irreducible component of E, O = O2,∞(s0)∪xn, and
ΓoddO2(s0) is connected.
3. For any s ∈ Ers0, we have O = O2,∞(s), and the set O2(s) is connected
in ΓoddO and contains K.
Then W⊥xi = W⊥xiK∪s0 ×WErs0 for any xi ∈ K. Hence (W
⊥xi)fin = W
⊥xi
K∪s0
×
(WErs0)fin and (W
⊥xi)fin ∩W
⊥xi
O = W
⊥xi
K 6= 1.
Proof. Condition 1 implies that any element of Exi satisfies (3.5), and E
(O)
xi =
E
(K)
xi =
⊔n
j=3 [x1, xj] (see Example 3.19). On the other hand, owing to Lemma
5.1, Conditions 2 and 3 imply that
Exi r E
(O)
xi
= [x1, s0] ⊔ [xn, s0] ⊔
⊔
s∈Ers0
[x1, s] .
Now by Lemma 5.1, for s ∈ E r s0, we have (x1, xj)
2
∼ (x1, s) for 3 ≤ j ≤
n (since K ⊆ O2(s) by Condition 3), (x1, s0)
2
∼ (x1, s) (since ms0,s = 2
by Condition 2) and (xn, s0)
2
∼ (xn, s) ∈ [x1, s] (since xn ∈ O2(s)
odd
∼x1 by
Condition 3). This means that W⊥xi is the direct product of two subgroups
WErs0 and W
⊥xi
K∪s0
, generated by
{rxi(x1, s) | s ∈ E r s0} = E r s0
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(note that K ⊆ O2(s) for any s ∈ E r s0) and
{rxi(x1, xj) | 3 ≤ j ≤ n} ∪ {rxi(x1, s0), rxi(xn, s0)} = R
(K∪s0)
xi
,
respectively. Hence the claim holds.
Theorem 5.5. Suppose that the hypothesis of Theorem 4.13 is satisfied, and
for any s ∈ E, we have O = O2,∞(s), and O2(s) is connected in Γ
odd
O and
contains K. Then for any x′ ∈ K, we have W⊥x
′
= W⊥x
′
K ×WE. Hence
(W⊥x
′
)fin = W
⊥x′
K × (WE)fin and (W
⊥x′)fin ∩W
⊥x′
O = W
⊥x′
K 6= 1.
Proof. In this case, the graph ΓoddO is acyclic, while |W
⊥x′
K | <∞ by Theorem
4.13. Now by Lemma 5.1, we have E
(O)
x′ = E
(K)
x′ (see Theorem 4.13), Ex′ r
E
(O)
x′ =
⊔
s∈E [x
′, s] (since ΓoddO2(s) is connected and K ⊆ O2(s)), and [x
′, s]
2
∼
[y, y′] for any s ∈ E and (y, y′) ∈ E
(K)
x′ (since (y, s) ∈ [x
′, s] and y, y′ ∈ O2(s)).
Hence the claim follows, since {rx′(x
′, s) | s ∈ E} = E.
Theorem 5.6. Assume the conditions in one of Theorems 4.12 or 4.14. Put
(x′1, x
′
2) = (x1, x2) in the case of Theorem 4.12, and (x
′
1, x
′
2) = (x1, x3) in the
case of Theorem 4.14, respectively. Suppose further that, for any s ∈ E, we
have O = O2,∞(s), x
′
1, x
′
2 ∈ O2(s) and every connected component of Γ
odd
O2(s)
contains x′1 or x
′
2 (so Γ
odd
O2(s)
consists of at most two connected components).
Put x′ = x′1, K
− = K r {x′1, x
′
2} and K
′ = K ∪
⋃
y∈K− V (T
o
y ).
1. Suppose that the hypothesis of Theorem 4.14 is satisfied, K ′ is of type
A3 or Dn (with n ≥ 4), and for any s ∈ E, the set O2(s) is connected in
ΓoddO and contains K
′. Then the hypothesis of Theorem 5.5 is satisfied,
with the set K ′ playing the role of K.
2. Otherwise, we have (W⊥x
′
)fin = 〈x
′
2〉 ×WE′ and (W
⊥x′)fin ∩ W
⊥x′
O =
〈x′2〉 6= 1, where E
′ is the union of the irreducible components I of E
of finite type such that K ′ ⊆ O2(s) for all s ∈ I.
Proof. Claim 1 follows from Theorem 4.14 and direct verification. For Claim
2, first we show the following lemma.
Lemma 5.7. Under the hypothesis of Theorem 5.6, suppose further that
(Ex′)fin ∩ E
(O)
x′ 6⊆ {(x
′
1, x
′
2), (x
′
2, x
′
1)}. Then Condition 1 of the theorem is
satisfied.
Proof of Lemma 5.7. Now we have (E
(O)
x′ )fin 6⊆ {(x
′
1, x
′
2), (x
′
2, x
′
1)} by Lemma
3.22. Thus by Theorems 4.12 and 4.14, the condition in Theorem 4.12 is not
satisfied, and the hypothesis of Theorem 4.14 is satisfied, with K ′ of type
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A3 or Dn (where n ≥ 4). So it follows that the hypothesis of Theorem 4.13
is satisfied (with K ′ playing the role of K). Note that K ′ is not of type A3
(since otherwise (E
(O)
x′ )fin = {(x
′
1, x
′
2), (x
′
2, x
′
1)}, a contradiction), so the order
ideal T ox2 of Tx2 is a finite chain y1 ≺x2 y2 ≺x2 · · · ≺x2 yk, where k = n−2 ≥ 2,
y1 = x2, and (y1, . . . , yk) is of type Ak.
Our remaining task is to show that, for any s ∈ E, the set O2(s) is
connected in the tree ΓoddO and contains K
′. Now it suffices to verify that
yk ∈ O2(s). Indeed, if this holds, then by the hypothesis and the shape of
ΓoddO , the connected component (Γ
odd
O2(s)
)∼yk containing either x
′
1 or x
′
2 must
contain the whole K ′ (note that x′1, x
′
2 ∈ O2(s)). Thus every connected
component of ΓoddO2(s) also contains K
′, so ΓoddO2(s) is connected, as desired.
Now let s ∈ E, and take an element (z, z′) ∈ (Ex′)fin ∩ E
(O)
x′ with (z, z
′) 6∈
{(x′1, x
′
2), (x
′
2, x
′
1)}. Then z, z
′ ∈ K ′ r x′3−i for some i ∈ {1, 2}; so we have
(x′i, yj) ∈ [z, z
′] for some 2 ≤ j ≤ k (see Example 3.19), while [x′i, yj]
3
∼
[x′i, yj+1]
3
∼ · · ·
3
∼ [x′i, yk], therefore (x
′
i, yk) ∈ (Ex′)fin by Corollary 3.17. Since
x′i ∈ O2(s) by the hypothesis, we have myk,s < ∞ by Lemma 3.23, so yk ∈
O2(s) by the hypothesis O = O2,∞(s). Hence the claim holds.
We come back to the proof of Claim 2. Now we have (Ex′)fin ∩ E
(O)
x′ ⊆
{(x′1, x
′
2), (x
′
2, x
′
1)} by Lemma 5.7. On the other hand, by Theorems 4.12
and 4.14, we have [x′1, x
′
2] = {(x
′
1, x
′
2), (x
′
2, x
′
1)}, and (x
′
1, x
′
2) satisfies (3.5).
Moreover, it is also shown in the proofs of Theorems 4.12 and 4.14 that
for any (y, y′) ∈ E
(O)
x′ r [x
′
1, x
′
2] , we have (x
′
i, s) ∈ [y, y
′]
for some i ∈ {1, 2} and s ∈ K ′ rK (so ms,x′
3−i
= 2). (5.14)
We divide the proof into two steps.
Step 1: (W⊥x
′
)fin ⊆ 〈x
′
2〉 ×WE′.
By Proposition 3.14, any generator of (W⊥x
′
)fin is of the form rx′(y1, y2)
with (y1, y2) ∈ (Ex′)fin satisfying (3.5). Since (Ex′)fin∩E
(O)
x′ ⊆ [x
′
1, x
′
2], we have
rx′(y1, y2) = rx′(x
′
1, x
′
2) = x
′
2 if (y1, y2) ∈ E
(O)
x′ .
We show that rx′(y1, y2) ∈ E
′ if (y1, y2) 6∈ E
(O)
x′ , concluding Step 1. By
the hypothesis, we have O = O2,∞(y2), so my1,y2 = 2. Now Lemma 5.3 (1)
shows that the graph ΓoddO2(y2) is connected and contains all simple closed paths
in ΓoddO . In the case of Theorem 4.12, this implies that K ⊆ O2(y2), since
K is the union of vertex sets of simple closed paths in ΓoddO . In the case
of Theorem 4.14, the connectedness implies that O2(y2) contains the unique
vertex x2 between two vertices x
′
1 and x
′
2 in O2(y2) (see the hypothesis), so
K ⊆ O2(y2). In any case, we have K ⊆ O2(y2), so (x
′
1, y2) ∈ [y1, y2] (see
Lemma 5.1 (1)), therefore (x′1, y2) ∈ (Ex′)fin and rx′(y1, y2) = rx′(x
′
1, y2) = y2.
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Now Lemma 3.23 implies that mz,y2 < ∞ for z ∈ K
′
rK (since mx′
1
,z = 2),
so K ′ rK ⊆ O2(y2) (since O = O2,∞(y2)) and K
′ ⊆ O2(y2).
Let I be the irreducible component of E containing y2. If I = {y2}, then
I ⊆ E ′ by the above result, proving the claim. So suppose that |I| ≥ 2.
Then for s ∈ I r y2 and z ∈ Oeven(y2) (note that Oeven(y2) 6= ∅ since z ∈ E),
Lemma 5.2 shows that the generator rx′(z, s) belongs to the same (finite)
irreducible component of W⊥x
′
as rx′(y1, y2), therefore (z, s) ∈ (Ex′)fin. Thus
we have K ′ ⊆ O2(s) by applying the argument in the previous paragraph to
(z, s). Finally, by replacing z with x′1, the above argument implies that all
generators rx′(x
′
1, s) = s (with s ∈ I) belong to the same finite irreducible
component of W⊥x
′
, proving that I is of finite type. Hence we have I ⊆ E ′,
so Step 1 is concluded.
Step 2: 〈x′2〉 ×WE′ ⊆ (W
⊥x′)fin.
Recall that (x′1, x
′
2) satisfies (3.5). First, we show that rx′(x
′
1, x
′
2) = x
′
2
commutes with all generators of W⊥x
′
, proving that 〈x′2〉 is an irreducible
component of (W⊥x
′
)fin. It suffices to show that [x
′
1, x
′
2]
2
∼ [y, y′] for all
(y, y′) ∈ Ex′ r [x
′
1, x
′
2]. This follows from (5.14) if (y, y
′) ∈ E
(O)
x′ , since now
(x′i, s)
2
∼ (x′i, x
′
3−i). So suppose that (y, y
′) 6∈ E
(O)
x′ (note that y ∈ O2(y
′)
since O = O2,∞(y
′)). Then O2(y
′)odd∼y contains x
′
i for some i ∈ {1, 2}, and
x′3−i ∈ O2(y
′), by the hypothesis. Thus we have (x′i, x
′
3−i)
2
∼ (x′i, y
′) ∈ [y, y′]
(see Lemma 5.1), as desired.
On the other hand, let I ⊆ E ′ be an irreducible component of E (of finite
type) as in the statement of Claim 2. We show that WI is an irreducible
component ofW⊥x
′
, implying thatWI ⊆ (W
⊥x′)fin and concluding the proof.
Now for s ∈ I, every connected component of ΓoddO2(s) contains either x
′
1 or x
′
2
(by the hypothesis), so it contains the wholeK ′ in common (sinceK ′ ⊆ O2(s)
by the choice of I). This means that ΓoddO2(s) is connected and contains Γ
odd
K ′ ,
so (x′1, s) ∈ Ex′ satisfies the condition (3.5) by the shape of Γ
odd
O . Thus we
have {rx′(x
′
1, s) | s ∈ I} = I; so it suffices to show that, for any (y, y
′) ∈ Ex′,
we have either [y, y′] = [x′1, s] for some s ∈ I, or [y, y
′]
2
∼ [x′1, s] for all s ∈ I.
If [y, y′] = [x′1, x
′
2], then (x
′
1, x
′
2)
2
∼ (x′1, s) for all s ∈ I (since x
′
2 ∈ O2(s)),
so the claim follows. If (y, y′) ∈ E
(O)
x′ r [x
′
1, x
′
2], then (5.14) shows that
(x′i, t) ∈ [y, y
′] for some i ∈ {1, 2} and t ∈ K ′ r K, while (x′i, s) ∈ [x
′
1, s]
and (x′i, s)
2
∼ (x′i, t) for all s ∈ I (since K
′ ⊆ O2(s)). Thus the claim follows
in this case. Finally, suppose that (y, y′) ∈ Ex′ r E
(O)
x′ . If y
′ ∈ I, then
y ∈ O2(y
′)odd∼x′
1
as above, so [y, y′] = [x′1, y
′]. On the other hand, if y′ ∈ E r I,
then O2(y
′)odd∼y contains x
′
i for some i ∈ {1, 2}. Now for s ∈ I, we have
my′,s = 2 since I is an irreducible component of E, while (x
′
i, y
′) ∈ [y, y′] and
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(x′i, y
′)
2
∼ (x′i, s) ∈ [x1, s] (since K
′ ⊆ O2(s)). Thus the claim holds for any
(y, y′), concluding Step 2.
Hence the proof of Theorem 5.6 is concluded.
The next theorem is our first main result in this paper. The proof will be
given in Section 5.3.
Theorem 5.8. We have (Ex)fin ∩ E
(O)
x 6= ∅ if and only if the hypothesis of
one of Theorems 5.4, 5.5 and 5.6 is satisfied.
From now, we consider the case that (Ex)fin ∩ E
(O)
x = ∅.
Theorem 5.9. Suppose the following conditions:
1. The graph ΓoddO is acyclic, and my,z is odd or ∞ for any y, z ∈ O.
2. There is a sequence (y′, y, s0, s1) in S of type F4 (see (2.2) for termi-
nology) such that y, y′ ∈ O, {s0, s1} is an irreducible component of E,
O = O2,∞(s0) ∪ y and Γ
odd
O2(s0)
is connected.
3. For any s ∈ E r s0, we have O = O2,∞(s), and Γ
odd
O2(s)
is connected and
contains y and y′.
Then we have W⊥y = W⊥yJ ×WErJ where J = {y
′, y, s0, s1}. Hence we have
(W⊥y)fin = W
⊥y
J × (WErJ)fin, so my,s0 = 4 and (y, s0) ∈ (Ey)fin.
Proof. By Condition 1, we have E (O)y = ∅, and any element of Ey satisfies
(3.5). Thus by Conditions 2, 3 and Lemma 5.1 (1), we have
Ey = [y, s0] ⊔ [y
′, s0] ⊔ [y, s1] ⊔
⊔
s∈ErJ
[y, s] .
Moreover, three generators ry(y, s0), ry(y
′, s0) and ry(y, s1) generate W
⊥y
J ,
and ry(y, s) = s for any s ∈ E r J . Thus our remaining task is to show
that every s ∈ E r J commutes with the first three generators. Now we
have ms0,s = ms1,s = 2 since {s0, s1} is an irreducible component of E by
Condition 2; while y, y′ ∈ O2(s) by Condition 3. Thus we have J = J2(s),
proving the claim. Hence the proof is concluded.
Theorem 5.10. Suppose the following conditions:
1. The graph ΓoddO is acyclic, and my,z is odd or ∞ for any y, z ∈ O.
2. There is either a sequence (sn, sn−1, . . . , s0, y) in S of type Bn+2, or a
sequence (s0, y) in S of type I2(m) with m even and m 6= 2 where we
put n = 0 and I2(4) = B2 (see (2.2) for terminology), such that y ∈ O,
{s0, . . . , sn} is an irreducible component of E and O = O∞(s0) ∪ y.
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3. For any s ∈ E r s0, we have O = O2,∞(s), and Γ
odd
O2(s)
is connected and
contains y.
Then we have W⊥y = W⊥yJ × WErJ where J = {y, s0, . . . , sn}. Hence
(W⊥y)fin = W
⊥y
J × (WErJ)fin, so my,s0 6= 2 and (y, s0) ∈ (Ey)fin.
Proof. The proof is similar to Theorem 5.9. By Condition 1, we have E
(O)
y =
∅, and any element of Ey satisfies (3.5). Thus we have Ey =
⊔
s∈E [y, s] by
Conditions 2, 3 and Lemma 5.1 (1). Moreover, the generators ry(y, si) with
0 ≤ i ≤ n generate W⊥yJ , and ry(y, s) = s for any s ∈ E r J . Thus our
remaining task is to show that every s ∈ E r J commutes with the former
generators. Now we have msi,s = 2 for 0 ≤ i ≤ n by Condition 2, while
y ∈ O2(s) by Condition 3. Thus we have J = J2(s), proving the claim.
Hence the proof is concluded.
Theorem 5.11. Suppose the following conditions:
1. The graph ΓoddO is acyclic.
2. There is a sequence (y, s0) in S of type B2 (see (2.2) for terminology)
such that y ∈ O, {s0} is an irreducible component of E, O = O2,∞(s0)∪
y, O2(s0) 6= ∅ and the set T = O2(s0)∪y is connected in the graph Γ
odd
O .
Thus ΓoddT is a tree, so T admits the tree order  with root vertex y.
3. For any y1, y2 ∈ O, the order my1,y2 is 2, odd or ∞. Moreover, if
my1,y2 = 2, then y1, y2 are comparable elements of the poset T .
4. We have my,y′ = 3 for any atom y
′ of T .
5. Suppose that y1, y2 ∈ T , my1,y2 = 2 and y1 ≺ y2. Then we have mz1,z2 =
2 if two vertices z1, z2 of T are not adjacent, z1 ≺ z2  y2 and z1  y1.
Moreover, if y2 covers some z and this z covers y1 in T , then my1,z =
mz,y2 = 3.
6. For s ∈ E r s0, we have O = O2,∞(s), and Γ
odd
O2(s)
is connected and
contains y.
Put
T o = {y′ ∈ O | my,y′ <∞} (so y ∈ T
o).
Suppose further that T o is a finite chain y = y0 ≺ y1 ≺ · · · ≺ yn with n ≥ 2,
myn−2,yn = 2, and yn ∈ O2(s) for all s ∈ Er s0. Then the hypothesis of The-
orem 5.4 is satisfied, where (yn, . . . , y1, y, s0) plays the role of (x1, . . . , xn, s0).
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Proof. By definition, all atoms of T are contained in T o. Conditions 3 and
5 imply that T o is an order ideal of T ; namely, for any z ∈ T o r y which is
not an atom of T , we have y ≺ z, and my,z = 2 by Condition 3, so Condition
5 shows that my,z′ = 2 for any z
′ ∈ ∧z r y which is not an atom of T .
Moreover, Condition 3 can be strengthened by replacing T with T o; indeed,
if y1, y2 ∈ T , my1,y2 = 2 and y1 ≺ y2, then Condition 5 implies that my,y2 = 2
since y ≺ y2, so y2 ∈ T
o, therefore y1 ∈ T
o since T o is an order ideal. In
particular, the set K = T o satisfies the condition (4.7).
Now the chain T o is saturated since it is an order ideal of T . Since
myn−2,yn = 2, Conditions 4 and 5 imply that (y0, . . . , yn) is of type An+1,
while my0,s0 = 4 and T
o
r y0 ⊆ T r y0 = O2(s0) by Condition 2. Thus
(yn, . . . , y1, y, s) is of type Bn+2. Put K = T
o, which satisfies (4.7) as above.
We verify the three conditions in Theorem 5.4, with (yn, . . . , y1, y, s0) playing
the role of (x1, . . . , xn, s0). The condition 1 in Theorem 5.4 is already verified.
Secondly, now T possesses a unique atom y1 since T
o does; this means that
O2(s0) = Try is connected in Γ
odd
O , so Condition 2 here verifies the condition
2 in Theorem 5.4. Finally, the condition 3 in Theorem 5.4 is verified by
Conditions 1 and 6 here; namely, for any s ∈ Ers0, the connected subgraph
ΓoddO2(s) in the tree Γ
odd
O containing y = y0 and yn also contains all the vertices
y1, . . . , yn−1 between them. Hence the claim holds.
Theorem 5.12. Suppose that the conditions 1–6 in Theorem 5.11 are satis-
fied.
1. Suppose further that my1,y2 is odd or ∞ for any y1, y2 ∈ O, T has a
unique atom y′ and y′ ∈ O2(s) for all s ∈ E r s0. Then J = {y, y
′, s0}
is of type B3, and we have W
⊥y = W⊥yJ ×WErs0. Hence (W
⊥y)fin =
W⊥yJ × (WErs0)fin, so my,s0 = 4 and (y, s0) ∈ (Ey)fin.
2. Suppose further that the hypothesis of Theorem 5.11 or Claim 1 is not
satisfied. Then (W⊥y)fin = 〈ry(y, s0)〉×WE′, so my,s0 = 4 and (y, s0) ∈
(Ey)fin, where E
′ is the union of the irreducible components K of Ers0
of finite type such that T o ⊆ O2(s) for any s ∈ K.
Proof. First we prepare two lemmas.
Lemma 5.13. Suppose that the conditions 1–6 in Theorem 5.11 are satisfied,
and (Ex)fin ∩ E
(O)
x 6= ∅. Then the hypothesis of Theorem 5.11 is satisfied.
Proof of Lemma 5.13. By Theorem 5.8, the hypothesis of one of Theorems
5.4, 5.5 and 5.6 is satisfied. Moreover, now O 6= O2,∞(s0) by Condition 2; so
the latter two possibilities are denied, and the hypothesis of Theorem 5.4 is
satisfied. The element s0 here plays the role of s0 in Theorem 5.4, since this
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is the unique element s of E with O 6= O2,∞(s), by Condition 6 here and the
condition 3 in Theorem 5.4. Similarly, Condition 2 here and the condition
2 imply that xn = y. The condition 1 in Theorem 5.4 shows that K is a
saturated chain y = xn ≺ xn−1 ≺ · · · ≺ x1, K ⊆ T
o and mx3,x1 = 2; while
x1 ∈ O2(s) for all s ∈ E r s0 by the condition 3 in Theorem 5.4.
Finally, we show that T o ⊆ K, concluding the proof. By the condition 2
in Theorem 5.4, the set O2(s0) = T r y is connected in Γ
odd
O (see Condition
2 here), which means that T possesses a unique atom, namely zn−1 ∈ K.
Moreover, if z ∈ T or y is not an atom, then my,z = 2 and so z ∈ K, since K
satisfies (4.7) by the condition 1 in Theorem 5.4. Hence the claim holds.
Lemma 5.14. Suppose that the conditions 1–6 in Theorem 5.11 are satisfied,
we have (Ex)fin ∩ E
(O)
x = ∅, and (z, s0) ∈ (Ex)fin for some z ∈ O2(s0). Then
the hypothesis of Theorem 5.12 (1) is satisfied.
Proof of Lemma 5.14. By Lemma 5.3 (1), the nonempty set O2(s0) = T r y
is connected in ΓoddO (see Condition 2). Thus T possesses at most one atom,
while T 6= {y}; therefore T has a unique atom, say y′. Since ΓoddO2(s0) is
connected, Lemma 5.1 (1) implies that (y′, s0) ∈ [z, s0], so (y
′, s0) ∈ (Ex)fin.
Now for s ∈ E r s0, some z
′ ∈ O2(s) exists by Condition 2, so we have
[y′, s0] = [z
′, s] or [y′, s0]
m
∼ [z′, s] for some 2 ≤ m <∞. Thus Lemma 5.1 (5)
implies that some z′′ ∈ O2(s)∩O2(s0) exists. By Condition 6, the connected
subgraph ΓoddO2(s) of Γ
odd
O contains all vertices between z
′′ ∈ O2(s0) = T r y
and y, so an atom of T , which is y′ as above.
Thus our remaining task is to show that my1,y2 is odd or ∞ for any
y1, y2 ∈ O. Assume contrary that my1,y2 = 2, y1, y2 ∈ T and y1 ≺ y2 (see
Condition 3). Then by the first paragraph of the proof of Theorem 5.11, we
have y1, y2 ∈ T
o and T o is an order ideal of T . Since y2 cannot be the unique
atom y′ of T , some element y3 of T
o covers y′ in T . Now if y3 ∈ O2(s0),
then we have (y3, y)
4
∼ (y3, s0) ∼ (y
′, s0) and so (y3, y) ∈ (Ex)fin; however,
this contradicts the hypothesis (Ex)fin ∩ E
(O)
x = ∅. On the other hand, if
y3 6∈ O2(s0), then Lemma 5.1 (1) implies that
[y′, s0] ⊆ {(t, s0) | t ∈ ∨y′ r ∨y3 and mt,s0 = 2},
while Condition 3 implies that
[y, y3] ⊆ {(y, y3)} ∪ {(t, y) | t ∈ ∨y3 and mt,y = 2}.
Thus we have [y′, s0]
∞
∼ [y, y3], contradicting the fact (y
′, s0) ∈ (Ex)fin. In any
case, we have a contradiction, concluding the proof.
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Now we come back to the proof of Theorem 5.12. First, Condition 1
implies that any element of Ey satisfies (3.5).
(1) Since T has a unique atom y′ by the hypothesis, Condition 2 implies that
the set O2(s0) = T r y contains y
′ and is connected in ΓoddO . Thus by the
hypothesis, Conditions 2 and 6 and Lemma 5.1, we have E
(O)
x = ∅,
Ex = [y, s0] ⊔ [y
′, s0] ⊔
⊔
s∈Ers0
[y, s] ,
and for any s ∈ E r s0, we have y, y
′ ∈ O2(s), (y
′, s) ∈ [y, s] and ms,s0 = 2.
Moreover, Condition 4 shows that my,y′ = 3, so J is of type B3.
Now two generators ry(y, s0) and ry(y
′, s0) generateW
⊥y
J , while ry(y, s) =
s for all s ∈ Ers0. Moreover, the above properties show that (y, s0)
2
∼ (y, s)
and (y′, s0)
2
∼ (y′, s) ∈ [y, s] for all s ∈ E r s0. Thus for all s ∈ E r s0,
the generator ry(y, s) = s commutes with ry(y, s0) and ry(y
′, s0). Hence the
claim follows.
(2) In this case, Lemmas 5.13 and 5.14 implies that (Ey)fin ∩ E
(O)
y = ∅ and
(z, s0) 6∈ (Ey)fin for any z ∈ O2(s0) (see Remark 3.13). We divide the proof
into two steps.
Step 1: (W⊥y)fin ⊆ 〈ry(y, s0)〉 ×WE′.
By the above remark and Conditions 2 and 6, Lemma 5.1 (1) implies that
any element of (Ey)fin belongs to either [y, s0] or [y, s] for some s ∈ E r s0.
Thus it suffices to show that ry(y, s) ∈ E
′ for all s ∈ E r s0 such that
(y, s) ∈ (Ey)fin. Note that ry(y, t) = t for all t ∈ E r s0 by Condition 6.
So suppose that s ∈ Ers0 and (y, s) ∈ (Ey)fin, and letK be the irreducible
component of E r s0 containing s. We show that K ⊆ E
′, which yields
ry(y, s) = s ∈ E
′ and concluding Step 1. Now by the choice of K, all
generators ry(y, t) = t with t ∈ K belong to the same (finite) irreducible
component of W⊥y as ry(y, s) = s; therefore K is also of finite type. On the
other hand, let t ∈ K, so (y, t) ∈ (Ey)fin as above. Then we have z ∈ O2(t) if
z ∈ T o r y and z is not an atom of T ; indeed, now my,z = 2, (y, t) ∈ (Ey)fin
and O = O2,∞(t) by Condition 6, so z ∈ O2(t) by Lemma 3.23. Moreover, if
z is an atom of T and z 6∈ O2(t), then y 6∈ O2(s0) and z ∈ T r y = O2(s0)
by Condition 2, so we have O2(t)
odd
∼y ⊆ T r ∨z and O2(s0)
odd
∼z ⊆ ∨z. Now
Lemma 5.1 implies that [y, t] 6= [z, s0] and [y, t]
∞
∼ [z, s0], contradicting the
fact (y, t) ∈ (Ey)fin. Thus O2(t) contains all atoms of T , so T
o ⊆ O2(t). Hence
we have K ⊆ E ′ as desired.
Step 2: 〈ry(y, s0)〉 ×WE′ ⊆ (W
⊥y)fin.
Note that, by Condition 2, we have O2(s0) = T r y and every connected
component of ΓoddO2(s0) contains an atom of T . Let Λ be the set of the atoms
of T , so Λ ⊆ O2(s0). Then by Conditions 2, 3 and 6, and Lemma 5.1 (1),
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any generator ofW⊥y is of one of the following five forms: ry(y, s0); ry(y
′, s0)
with y′ ∈ Λ; ry(y, s) = s with s ∈ E r s0; ry(y1, y2) with y1, y2 ∈ T , y1 ≺ y2
and my1,y2 = 2; and ry(y2, y1) with y1, y2 ∈ T , y1 ≺ y2 and my1,y2 = 2.
We show that any generator of one of the last two forms coincides with
some ry(y, y
′) such that y′ ∈ T o. Suppose that y1, y2 ∈ T , y1 ≺ y2 and
my1,y2 = 2. Then, as shown in the first paragraph of the proof of Theorem
5.11, we have y1, y2 ∈ T
o, and T o is an order ideal of T . Take the saturated
chain z0 ≺ z1 ≺ · · · ≺ zk in T
o from zo = y to zk = y2, and let y1 = zℓ with ℓ ≤
k − 2. Now Condition 5 implies that mzi,zk = 2 for all 0 ≤ i ≤ ℓ, so we have
(z0, zk) ∈ [y1, y2] and ry(y1, y2) = ry(y, zk). On the other hand, Condition 5
also shows that mzℓ,zi = 2 for all ℓ + 2 ≤ i ≤ k, mzℓ,zℓ+1 = mzℓ+1,zℓ+2 = 3,
and mzi,zℓ+2 = 2 for all 0 ≤ i ≤ ℓ. Thus we have (z0, zℓ+2) ∈ [zk, zℓ] and
ry(y2, y1) = ry(y, zℓ+2), as desired.
By using Lemma 5.1, we show that ry(y, s0) commutes with all generators
ofW⊥y, proving that ry(y, s0) ∈ (W
⊥y)fin. First, for y
′ ∈ Λ, we havemy,y′ = 3
by Condition 4, my,s0 = 4 andmy′,s0 = 2; therefore [y, s0]
2
∼ [y′, s0]. Secondly,
Condition 2 shows that {s0} is an irreducible component of E, so ms,s0 = 2
and [y, s0]
2
∼ [y, s] for any s ∈ E r s0. Moreover, if y
′ ∈ T o and (y, y′) ∈ Ey,
then y′ ∈ T r y = O2(s0), while y
′ 6∈ Λ and so my,y′ = 2. Thus we have
[y, s0]
2
∼ [y, y′], so the claim holds.
Let K be an irreducible component of Ers0 such that K ⊆ E
′; so K is of
finite type and T o ⊆ O2(s) for any s ∈ K. Then the generators ry(y, s) = s
with s ∈ K generate a finite group. We show that, for any s ∈ K, the
generator ry(y, s) commutes with all generators of W
⊥y other than ry(y, t)
with t ∈ K. Once this is shown, the generators ry(y, s) = s with s ∈ K
generate a finite irreducible component of W⊥y, so K ⊆ (W⊥y)fin and Step 2
is concluded. The generator ry(y, s) commutes with ry(y, s0) as shown above.
We have (y′, s0)
2
∼ (y′, s) ∈ [y, s] for any y′ ∈ Λ, since y′ ∈ T o ⊆ O2(s) as
above and ms,s0 = 2 by Condition 2. For any t ∈ E r (K ∪ s0), we have
ms,t = 2 by the choice of K, so [y, s]
2
∼ [y, t]. Moreover, if y′ ∈ T o and
(y, y′) ∈ Ey, then we have my,y′ = 2 and y
′ ∈ O2(s), so [y, s]
2
∼ [y, y′]. Hence
the claim follows.
Our second main result is the following, proved in Section 5.4.
Theorem 5.15. Suppose that (Ex)fin∩E
(O)
x = ∅. Then we have my,s0 6= 2 for
some (y, s0) ∈ (Ex)fin if and only if the hypothesis of one of Theorems 5.9,
5.10 and 5.12 is satisfied.
Finally, the next theorem concludes our description of (W⊥x)fin. The
proof will be given in Section 5.5.
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Theorem 5.16. Suppose that the hypothesis of Theorem 5.4, 5.5, 5.6, 5.9,
5.10 or 5.12 is not satisfied. Let K1 be the family of the irreducible compo-
nents K of E of finite type satisfying the following conditions:
1. For any s ∈ K, we have O = O2,∞(s), the graph Γ
odd
O2(s)
is connected
and contains all simple closed paths in ΓoddO , and
if y1, y2 ∈ O and my1,y2 is even, then y1, y2 ∈ O2(s). (5.15)
2. We have
⋂
s∈K O2(s) 6= ∅.
3. If s ∈ K and t ∈ E rK, then
Oeven(t)r O2(t) ⊆ O2(s), and every connected
component of ΓoddO2(t) intersects the set O2(s). (5.16)
Let K2 be the family of the irreducible components of E of the form {s}
satisfying the following conditions:
1. The graph ΓoddO2(s) is connected and contains all simple closed paths in
ΓoddO , and s satisfies the condition (5.15).
2. We have O = O2,4,∞(s), O4(s) 6= ∅, and for any y ∈ O4(s), we have
my,y′ = 3 for some y
′ ∈ O2(s). (Hence O2(s) 6= ∅.)
3. The condition (5.16) is satisfied for s and any t ∈ E r s.
Fix an element yK ∈
⋂
s∈K O2(s) for each K ∈ K1 ∪ K2, and let GK be
the subgroup of W⊥x generated by {rx(yK , s) | s ∈ K}. Then (W
⊥x)fin is
the (restricted) direct product of all GK with K ∈ K1 ∪ K2, and each GK is
isomorphic to WK.
5.3 Proof of Theorem 5.8
This subsection is devoted to the proof of Theorem 5.8. Indeed, here we only
prove the “only if” part, since the ‘if’ part has been verified in Theorems 5.4,
5.5 and 5.6. Before starting the proof, we give some preliminary observations.
Lemma 5.17. Let (y, y′) ∈ (Ex)fin ∩ E
(O)
x and I ⊆ O, and suppose that
z, z′ ∈ I for all (z, z′) ∈ [y, y′]. Let s ∈ E.
1. If O 6= O2,∞(s), then ∅ 6= Oeven(s)r O2(s) ⊆ I and I2(s) 6= ∅.
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2. If O = O2,∞(s), then |I2(s)| ≥ 2, and every connected component of
ΓoddO2(s) intersects I.
Proof. (1) The hypothesis means that Oeven(s) r O2(s) 6= ∅. Let y
′′ ∈
Oeven(s) r O2(s). Then we have [y
′′, s]
m
∼ [y, y′] for some 2 ≤ m < ∞
(by Corollary 3.16), while [y′′, s] = {(y′′, s)} (see Lemma 5.1 (1)). Thus
(y′′, s)
m
∼ (z, z′) for some (z, z′) ∈ [y, y′]; so z = y′′ and z′ ∈ O2(s) since
my′′,s 6= 2 (see Figure 2), while z, z
′ ∈ I by the hypothesis. Hence y′′ ∈ I and
z′ ∈ I2(s), proving the claim.
(2) Note that O2(s) 6= ∅ since O 6= O∞(s). Now for y
′′ ∈ O2(s), a similar
argument to Claim 1 shows that (z, z′)
m
∼ [y′′, s] for some 2 ≤ m < ∞ and
(z, z′) ∈ [y, y′]; so z, z′ ∈ I, z ∈ O2(s)
odd
∼y′′ and (z, z
′)
m
∼ (z, s) (see Lemma
5.1 (1)), therefore mz′,s < ∞ and so mz′,s = 2 (since O = O2,∞(s)). Thus
z, z′ ∈ I2(s), and the connected component of Γ
odd
O2(s)
containing y′′ intersects
I (at z). hence the claim holds.
Lemma 5.18. Suppose that (Ex)fin ∩ E
(O)
x 6= ∅, and let K be a subset of O
satisfying (4.7). Then |Keven(s)| ≥ 2 for all s ∈ E.
Proof. Take an element (y, y′) ∈ (Ex)fin ∩ E
(O)
x . Then the condition (4.7)
implies that E
(O)
x = E
(K)
x , so (y, y′) and I = K satisfy the hypothesis of
Lemma 5.17. Now the claim follows from Lemma 5.17.
Lemma 5.19. Suppose that there is an element (y, y′) ∈ (Ex)fin ∩ E
(O)
x such
that [y, y′] = {(y, y′)}. Then for s ∈ E, we have O = O2,∞(s), and the set
O2(s) is connected in Γ
odd
O and contains both y and y
′.
Proof. Note that (y, y′) and I = {y, y′} satisfy the hypothesis of Lemma
5.17. Let s ∈ E. First, assume contrary that O 6= O2,∞(s). Then by Lemma
5.17 (2), we have either y ∈ Oeven(s) r O2(s) and y
′ ∈ O2(s), or y ∈ O2(s)
and y′ ∈ Oeven(s) r O2(s). However, in any case, Lemma 5.1 (1) implies
that (y, s) 6∈ [y′, s], so we have [y, y′] = {(y, y′)}
∞
∼ (y′, s) (see Figure 2),
contradicting the hypothesis (y, y′) ∈ (Ex)fin.
Thus we have shown that O = O2,∞(s), so Lemma 5.17 (2) implies that
I ⊆ O2(s) (since |I| = 2), and every connected component of Γ
odd
O2(s)
contains
y or y′. Moreover, that component containing y′ also contains y; otherwise,
we have (y, s) 6∈ [y′, s] (see Lemma 5.1 (1)), so [y′, s]
∞
∼ {(y, y′)} = [y, y′], con-
tradicting the hypothesis (y, y′) ∈ (Ex)fin. This means that every connected
component of ΓoddO2(s) contains y, namely Γ
odd
O2(s)
is connected. Hence the claim
holds.
Here we prepare a definition. The complement G of a graph G is the
simple graph with vertex set V (G) in which two distinct vertices are joined
if and only if these are not adjacent in G.
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Lemma 5.20. Let I be a subset of O such that (y, y′) ∈ (Ex)fin whenever
(y, y′) ∈ Ex and y, y
′ ∈ I. Then for s ∈ E and y ∈ Ieven(s), the set Ieven(s)
contains all vertices of the connected component of ΓI containing y.
Proof. It suffices to show that y′ ∈ Ieven(s) if y
′ is a neighbor of y in ΓI ,
namely if y′ ∈ I and my,y′ = 2. Now we have (y, y
′) ∈ (Ex)fin by the hypoth-
esis, while my,s is even; so the claim follows from Lemma 3.23.
Now we start the proof of Theorem 5.8. Suppose that (x′, x′′) ∈ (Ex)fin ∩
E
(O)
x . Then we have (x′, x′′) ∈ (E
(O)
x )fin by Lemma 3.22, so it follows from
Theorems 4.12 and 4.15 that the conditions in one of Theorems 4.12, 4.13
and 4.14 are now satisfied. Note that the case of Theorem 4.13 with K of
type A3 or Dn is actually included in the case of Theorem 4.14 (with the set
K suitably chosen). By Remark 3.13, we may assume that x belongs to the
set K. Now the situation is divided into the following five cases.
Case 1: The conditions in Theorem 4.13 are satisfied, with K of
type E6, E7, E8 or H4.
We verify the hypothesis of Theorem 5.5. Now Theorem 4.13 implies that
E
(O)
x = E
(K)
x , so (x′, x′′) ∈ (Ex)fin ∩ E
(K)
x ; while a direct computation shows
that W⊥xK is irreducible (see Theorem 4.7 for the case of type H4). Thus we
have E
(K)
x ⊆ (Ex)fin.
Now ΓK is connected, so for s ∈ E, the combination of Lemmas 5.18 and
5.20 implies that K ⊆ Oeven(s). Moreover, we have K ⊆ O2(s), since other-
wise K ∪ s is a finite, irreducible, 2-spherical subset of O with ΓoddK∪s acyclic,
contradicting Corollary 4.6. Thus Lemma 5.17 (1) implies that O = O2,∞(s),
so every connected component of ΓoddO2(s), which intersects K by Lemma 5.17
(2), must contain the whole K in common (since ΓoddK is connected). This
means that ΓoddO2(s) is connected. Hence the hypothesis of Theorem 5.5 is
satisfied, concluding Case 1.
Case 2: The conditions in Theorem 4.13 are satisfied, with K of
type H3 or P (m).
We verify the hypothesis of Theorem 5.5. Put K = {x1, . . . , xn} (with
n = |K|), where the path (x1, . . . , xn) is of type H3 or P (m) (see (2.2)
and Example 3.21 for terminology). Now E
(O)
x = E
(K)
x by Theorem 4.13, so
(Ex)fin ∩ E
(K)
x 6= ∅.
In the case of type H3, we have E
(K)
x = {(x1, x3), (x3, x1)}, so (xi, xj) ∈
(Ex)fin for some (i, j) ∈ {(1, 3), (3, 1)}. Now we have [xi, xj] = [xi, xj ]K =
{(xi, xj)}, so for s ∈ E, Lemma 5.19 implies that O = O2,∞(s), and Γ
odd
O2(s)
is
connected and contains both xi and xj ; therefore it also contains the vertex
x2 of Γ
odd
O between xi and xj . Hence the claim holds.
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The case of type P (m) is similar; we have E
(K)
x ⊆ (Ex)fin by Theorem 4.7,
so (x4, x1) ∈ (Ex)fin, while [x4, x1] = {(x4, x1)}. Thus the claim is deduced
by the same argument, since x2 and x3 are all the vertices of Γ
odd
O between
x1 and x4. Hence Case 2 is concluded.
Case 3: The conditions in Theorem 4.13 are satisfied, with K of
type An and n ≥ 4.
Put K = {x1, . . . , xn}, where (x1, . . . , xn) is of type An (see (2.2) for
terminology). Note that E
(O)
x = E
(K)
x by Theorem 4.13, so (x′, x′′) and K
satisfy the hypothesis of Lemma 5.17. Now since W⊥xK is irreducible (see
Theorem 4.7) and ΓK is connected, we have E
(K)
x ⊆ (Ex)fin and K ⊆ Oeven(s)
for all s ∈ E by the same argument as Case 1. Moreover, the same argument
as Case 1 shows further that, if K ⊆ O2(s), then O = O2,∞(s) and the graph
ΓoddO2(s) is connected and contains K. Thus the hypothesis of Theorem 5.5 is
satisfied if K ⊆ O2(s) for all s ∈ E.
So suppose that K 6⊆ O2(s0) for some s0 ∈ E. We verify the hypothesis
of Theorem 5.4; the condition 1 is already satisfied. Now since K ⊆ Oeven(s0)
and (E
(K)
x )fin 6= ∅, we have (up to symmetry) Krxn ⊆ O2(s0) and mxn,s0 = 4
(so (x1, . . . , xn, s0) is of type Bn+1); otherwise K ∪ s0 is finite, irreducible, 2-
spherical and not of finite type, and ΓoddK∪s0 is acyclic, contradicting Corollary
4.6. On the other hand, Lemma 5.17 (1) implies that Oeven(s0)rO2(s0) ⊆ K;
thus we have O = O2,∞(s0) ∪ xn. Moreover, we have (x1, s0) ∈ (Ex)fin since
(x1, s0)
4
∼ (x1, xn) ∈ (Ex)fin; so Lemma 5.3 (1) shows that Γ
odd
O2(s0)
is connected.
Finally, let s ∈ Er s0. Since (x1, s0) ∈ (Ex)fin and K ⊆ Oeven(s), we have
ms,s0 < ∞ by Lemma 3.23. Moreover, we have K ⊆ O2(s) and ms,s0 = 2,
since otherwise the 2-spherical set K ∪ {s, s0} is not of finite type and so
contradicts Corollary 4.6. Thus {s0} is an irreducible component of E, so
the condition 2 is satisfied. On the other hand, the condition 3 is also satisfied
by the argument in the first paragraph of Case 3. Hence the hypothesis of
Theorem 5.4 has been verified, concluding Case 3.
Case 4: The conditions in one of Theorems 4.12 and 4.14 are sat-
isfied, and (Ex)fin ∩ E
(K)
x 6= ∅.
Put (x′1, x
′
2) = (x1, x2) in the case of Theorem 4.12, and (x
′
1, x
′
2) = (x1, x3)
in the case of Theorem 4.14. Then we have E
(K)
x ⊆ (Ex)fin, since the set E
(K)
x
forms a single ∼-equivalence class [x′1, x
′
2] (see Theorems 4.12 and 4.14). Now
(x′1, x
′
2) and I = {x
′
1, x
′
2} satisfy the hypothesis of Lemma 5.17. Thus for
s ∈ E, Lemma 5.17 shows that Oeven(s)rO2(s) = {x
′
i} (so O = O2,∞(s)∪x
′
i)
and x′3−i ∈ O2(s) for some i ∈ {1, 2} if O 6= O2,∞(s); while x
′
1, x
′
2 ∈ O2(s) and
every connected component of ΓoddO2(s) contains either x
′
1 or x
′
2 if O = O2,∞(s).
This means that the hypothesis of Theorem 5.6 is satisfied if O = O2,∞(s)
for all s ∈ E.
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So suppose that O 6= O2,∞(s0) for some s0 ∈ E. By symmetry, we may
assume that x′1 ∈ O2(s0) and x
′
2 ∈ Oeven(s0) r O2(s0). This implies that
(x′1, s0)
m
∼ (x′1, x
′
2) ∈ (Ex)fin (where m = mx′2,s0 6= 2), so (x
′
1, s0) ∈ (Ex)fin.
Now in the case of Theorem 4.12, the graph ΓoddO has a simple closed path
containing x′2 6∈ O2(s0); this contradicts Lemma 5.3 (1) applied to (x
′
1, s0).
Thus this is the case of Theorem 4.14, so (x′1, x
′
2) = (x1, x3).
By applying Lemma 5.3 (1) to (x1, s0), we have O = O2,4,∞(s0), and
ΓoddO2(s0) is connected. The former property implies that x3 ∈ O4(s0), so we
have mz,x3 = 3 for some z ∈ O2(s0) by Lemma 5.3 (1) again. Since Γ
odd
O is
a tree, the connectedness of ΓoddO2(s0) implies that x3 does not exist between
x1 and z; therefore z = x2. Thus (x1, x2, x3, s0) is of type B4; while O =
O2,∞(s0) ∪ x3 as shown in the first paragraph of Case 4.
We show that T ox2 = {x2}. If this fails, then by Condition 3 in Theorem
4.14, some y ∈ T ox2 is an atom of Tx2 . Since (x1, s0) ∈ (Ex)fin and mx1,y = 2,
Lemma 3.23 shows that my,s0 < ∞. However, now the set K ∪ {s0, y} is
irreducible, 2-spherical and not of finite type, contradicting Corollary 4.6.
Thus we have T ox2 = {x2}, so K
′ = K; this implies (by Theorem 4.14) that
K satisfies the condition (4.7).
We show that the hypothesis of Theorem 5.4 is satisfied. The condition
1 has been verified. For s ∈ E r s0, we have x1 ∈ Oeven(s) as shown in
the first paragraph of Case 4, so Lemma 3.23 implies that ms,s0 < ∞ since
(x1, s0) ∈ (Ex)fin. Now if O 6= O2,∞(s), then the above argument applied to s0
also works for s, proving that K ∪ s is of type B4. However, now K ∪ {s, s0}
is irreducible, 2-spherical and not of finite type, contradicting 4.6. Thus we
have O = O2,∞(s), so as shown in the first paragraph of Case 4, we have
x1, x3 ∈ O2(s) and every connected component of Γ
odd
O2(s)
contains x1 or x3.
Now if x2 6∈ O2(s), then since x3 6∈ O2(s0), two sets O2(s0)
odd
∼x1
and O2(s)
odd
∼x3
do not intersect; so [x1, s0]
∞
∼ [x3, s] by Lemma 5.1 (5), contradicting the
fact (x1, s0) ∈ (Ex)fin. Thus we have x2 ∈ O2(s), so Γ
odd
O2(s)
is connected and
K ⊆ O2(s); therefore the condition 3 is satisfied. Finally, if ms,s0 6= 2, then
K∪{s, s0} is irreducible, 2-spherical and not of finite type, contradicting 4.6.
Thus we have ms,s0 = 2, so {s0} is an irreducible component of E; therefore
the condition 2 is satisfied. Hence the hypothesis of Theorem 5.4 is satisfied,
concluding Case 4.
Case 5: The conditions in one of Theorems 4.12 and 4.14 are sat-
isfied, and (Ex)fin ∩ E
(K)
x = ∅.
In this case, we have (Ex)fin ∩ (E
(O)
x r E
(K)
x ) 6= ∅, so (E
(O)
x )fin 6⊆ E
(K)
x by
Lemma 3.22. By Theorems 4.12 and 4.14, this happens only if the hypothesis
of Theorem 4.14 is satisfied and K ′ is of type A3 or Dn (with n ≥ 4);
so the hypothesis of Theorem 4.13 is satisfied, where K ′ plays the role of
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K in Theorem 4.13. Note that E
(O)
x = E
(K ′)
x . The possibility of type A3
is also denied, since K ′ = K and so E
(O)
x = E
(K)
x in the case of type A3.
Thus K ′ is of type Dn; so T
o
x2
is a chain, say y0 ≺x2 y1 ≺x2 · · · ≺x2 yn−3,
such that (y0, . . . , yn−3) is of type An−2. Moreover, if n = 4, then E
(O)
x =
[x1, x3] ⊔ [x1, y1] ⊔ [x3, y1] and so (xi, y1) ∈ (Ex)fin for some i ∈ {1, 3}. Now
by the first remark of the proof, the hypothesis of Theorem 4.14 is satisfied,
where the set {xi, x2, y1} plays the role of K; therefore the proof is reduced
to Case 4. Thus we may assume that n ≥ 5.
By Remark 3.13, we may assume that x = x2. Then by putting I
′ =
K ′ r x3 and I
′′ = K ′ r x1, we have E
(O)
x = E
(K ′)
x = E
(K)
x ∪ E
(I′)
x ∪ E
(I′′)
x ,
while E
(I′)
x ∩ E
(I′′)
x 6= ∅. Now we show that E
(I′)
x ∪ E
(I′′)
x ⊆ (Ex)fin. Recall that
(Ex)fin ∩ (E
(O)
x r E
(K)
x ) 6= ∅, so we may assume by symmetry that (Ex)fin ∩
E (I
′)
x 6= ∅. Then we have E
(I′)
x ⊆ (Ex)fin by Theorem 4.7 (2) applied to I
′, so
(Ex)fin ∩ E
(I′′)
x 6= ∅, therefore E
(I′′)
x ⊆ (Ex)fin similarly.
We show that the hypothesis of Theorem 5.5 is satisfied. Let s ∈ E. Then
Lemma 5.18 implies that (K ′)even(s) 6= ∅; by symmetry, we may assume that
(I ′)even(s) 6= ∅ (note that K
′ = I ′∪I ′′). Now both ΓI′ and ΓI′′ are connected,
so Lemma 5.20 implies that I ′ ⊆ Oeven(s), and further that I
′′ ⊆ Oeven(s)
(since I ′ ∩ I ′′ 6= ∅), therefore K ′ ⊆ Oeven(s). Moreover, we have K
′ ⊆
O2(s), since otherwise K
′∪s is irreducible, 2-spherical and not of finite type,
contradicting Corollary 4.6. Finally, Lemma 5.17 (applied to (x′, x′′) and
K ′) denies the possibility O 6= O2,∞(s) and implies that every connected
component of ΓoddO2(s) intersects K
′. Since K ′ ⊆ O2(s) and Γ
odd
K ′ is connected,
these components contain K ′ in common, forcing ΓoddO2(s) to be connected.
Hence the hypothesis of Theorem 5.5 is satisfied, concluding Case 5.
Thus the proof of Theorem 5.8 is concluded.
5.4 Proof of Theorem 5.15
This subsection is devoted to the proof of Theorem 5.15. The ‘if’ part has
been verified in Theorems 5.9, 5.10 and 5.12; so we show the “only if” part.
Moreover, to verify the hypothesis of Theorem 5.12, it suffices to check the
conditions 1–6 in Theorem 5.11 only. Indeed, now the hypothesis of one of
Theorems 5.11 and 5.12 is satisfied; while the hypothesis (Ex)fin ∩ E
(O)
x = ∅
denies the former possibility, since Theorem 5.8 shows that the hypothesis of
Theorem 5.4 cannot be satisfied.
We divide the proof into four cases. Note that [y, s0] = {(y, s0)}.
Case 1: O = O∞(s0) ∪ y and {s0} is an irreducible component of E.
We verify the three conditions in Theorem 5.10, with n = 0 and m =
my,s0 . By applying Lemma 5.3 (2) or (3) to (y, s0) ∈ (Ex)fin, it follows that
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ΓoddO is acyclic, and for all s ∈ E r s0, we have O = O2,∞(s) and the graph
ΓoddO2(s) is connected and contains y. Thus Conditions 2 and 3 have been
verified. Now our remaining task is to show that mz,z′ is odd or ∞ for any
z, z′ ∈ O. We have (t, t′)
∞
∼ (y, s0) for any (t, t
′) ∈ E
(O)
x ; otherwise either
ms0,t or ms0,t′ must be finite, but this is impossible since O = O∞(s0) ∪ y.
Thus if mz,z′ is even, then [z, z
′] ⊆ E
(O)
x and so [y, s0] = {(y, s0)}
∞
∼ [z, z′],
contradicting the hypothesis (y, s0) ∈ (Ex)fin. Hence the claim follows, so
Case 1 is concluded.
Case 2: O 6= O∞(s0) ∪ y and {s0} is an irreducible component of E.
In this case, Lemma 5.3 (3) denies the possibility my,s0 ≥ 6, so my,s0 = 4.
We verify the conditions 1–6 in Theorem 5.11. Conditions 1 and 6 follow
from Lemma 5.3 (2) applied to (y, s0). Now Γ
odd
O is a tree; we denote by 
the tree order on O with root vertex y.
Lemma 5.3 (2) also implies that O = O2,∞(s0) ∪ y (so O2(s0) 6= ∅ by the
hypothesis of Case 2), and every connected component of ΓoddO2(s0) contains a
vertex z with mz,y. This z is a neighbor of y in Γ
odd
O ; so it follows that the
set T = O2(s0)∪ y is connected in Γ
odd
O . Thus Condition 2 has been verified.
Note that the poset T is now an order ideal of O, by connectedness of ΓoddT .
Moreover, if this connected component of ΓoddO2(s0) contains an atom y
′ of T ,
then this z must be y′; thus Condition 4 has been verified.
From now, we verify Conditions 3 and 5. We prepare some preliminary
observations. If (z1, z2) ∈ E
(O)
x , then [z1, z2] 6= [y, s0] and so we have [z1, z2]
m
∼
[y, s0] = {(y, s0)} for some 2 ≤ m < ∞, since (y, s0) ∈ (Ex)fin. This implies
that (z′1, z
′
2)
m
∼ (y, s0) for some (z
′
1, z
′
2) ∈ [z1, z2], which means that z
′
1 = y
and mz′
2
,s0 <∞, therefore z
′
2 ∈ O2(s0)r y = T since O = O2,∞(s0)∪ y. Thus
we have the following:
every ∼-equivalence class in E (O)x contains some (y, t) with t ∈ T. (5.17)
First, we show that my1,y2 is 2, odd or ∞ for any y1, y2 ∈ O. If my1,y2 is
even and my1,y2 6= 2, then yi 6= y for some i ∈ {1, 2}, so the set [yi, y3−i] =
{(yi, y3−i)} contradicts (5.17). Thus the claim follows.
We show that, if y1, y2 ∈ O and my1,y2 = 2, then y1 and y2 are comparable
in O. Assume contrary that y1 and y2 are incomparable, and let z0 ≺ z1 ≺
· · · ≺ zk and z
′
0 ≺ z
′
1 ≺ · · · ≺ z
′
ℓ be the saturated chains in O from y1 ∧ y2 to
y1 = zk and y2 = z
′
ℓ, respectively, with k, ℓ 6= 0. If k = 1, then we have
[y2, y1] ⊆ {(t, z1) | t ∈ ∨z′
1
} ∪ {(t, z′1) | t ∈ ∨z1},
so [y2, y1] contradicts (5.17). If k ≥ 2, then the above argument shows that
mz1,y2 6= 2, so we have
[y1, y2] ⊆ {(t, y2) | t ∈ ∨z2},
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therefore [y1, y2] contradicts (5.17). Thus the claim follows.
Take any y1, y2 ∈ O such that my1,y2 = 2 and y1 ≺ y2. Let z0 ≺ z1 ≺
· · · ≺ zk be the saturated chain in O from z0 = y to zk = y2, and y1 = zℓ
with 0 ≤ ℓ ≤ k − 2. We show that mzi,zk = 2 for all 0 ≤ i < ℓ, and zk ∈ T .
If mzi,zk 6= 2 for some 0 ≤ i < ℓ, then we have
[zℓ, zk] ⊆ {(t, zk) | t ∈ ∨zi+1 r ∨zk−1} ∪ {(t, zk−2) | t ∈ ∨zk},
so [zℓ, zk] contradicts (5.17). Thus the former claim follows. Moreover, since
my,zk = 2 and (y, s0) ∈ (Ex)fin, Lemma 3.23 implies that mzk ,s0 < ∞, so
zk ∈ O2(s0) ⊆ T since O = O2,∞(s0) ∪ y, as desired. Note that zi ∈ T for all
0 ≤ i ≤ k, since T is an order ideal. Thus we have y1, y2 ∈ T , so Condition
3 has been verified.
We show that mzk−2,zk−1 = mzk−1,zk = 3 whenever ℓ = k − 2. If this fails,
then we have
[zk, zk−2] ⊆ {(t, zk−2) | t ∈ ∨zk},
so [zk, zk−2] contradicts (5.17). Thus the claim follows.
Finally, we show that mzi,zj = 2 whenever 0 ≤ i ≤ ℓ and i + 2 ≤ j ≤ k.
Note that mzi,zk = 2 as above, so we may assume that j < k. Now if
mzi,zj 6= 2, then we have
[zk, zi] ⊆ {(t, zi) | t ∈ ∨zj+1},
so [zk, zi] contradicts (5.17). Thus mzi,zj = 2 as desired.
Hence Condition 5 has been verified, so Case 2 is concluded.
Case 3: O = O∞(s0) ∪ y and {s0} is not an irreducible component of
E.
We verify the hypothesis of Theorem 5.10 with n ≥ 1. By Remark 3.13,
we may assume that x = y. Let K be the irreducible component of E
containing s0, so K 6= {s0}. Now ms,s0 6= 2 for some s ∈ K r s0; so Lemma
5.3 (3) denies the possibility my,s0 ≥ 6, therefore my,s0 = 4. Condition 3
follows from Lemma 5.3 (2) applied to (y, s0). Lemma 5.3 (2) also shows
that ΓoddO is acyclic. Moreover, since O = O∞(s0) ∪ y, the same argument as
Case 1 implies that Condition 1 is satisfied.
Finally, we verify Condition 2, concluding Case 3. Note that ry(y, s) = s
for any s ∈ E r s0 by Condition 3. By Lemma 5.2, all the generators
ry(y, s) = s with s ∈ Krs0 belong to the same (finite) irreducible component
of W⊥y as ry(y, s0); so K r s0 is of finite type. On the other hand, we have
ms,s0 ∈ {2, 3} for all s ∈ E r s0, by Lemma 5.3 (2). Now if s0 has two
neighbors s, s′ in ΓK , then ms0,s = ms0,s′ = 3 and my,s = my,s′ = 2, so we
have (y, s)
4
∼ (y, s0)
4
∼ (y, s′). This means that the three generators ry(y, s),
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ry(y, s0) and ry(y, s
′), which belong to the same finite irreducible component
of W⊥y as above, generate an infinite group. This contradiction implies that
s0 has a unique neighbor in ΓK , say s1. SinceKrs0 is of finite type, the graph
ΓKrs0 is acyclic, and Krs0 is finite and 2-spherical, so ΓK is also acyclic and
K is also finite and 2-spherical. Now by Condition 3, the set K ∪ y is finite,
irreducible and 2-spherical, and ΓoddK∪y is acyclic. Thus Corollary 4.6 implies
that K ∪ y must be of finite type, since (y, s0) ∈ (Ey)fin. Since my,s0 = 4 and
my,s = 2 for all s ∈ K r s0, this is possible only if K ∪ y is of type Bn with
3 ≤ n <∞. Hence Condition 2 has been verified, so Case 3 is concluded.
Case 4: O 6= O∞(s0) ∪ y and {s0} is not an irreducible component of
E.
We verify the hypothesis of Theorem 5.9. We may assume that x = y.
Let K be the irreducible component of E containing s0. Since K 6= {s0},
the same argument as the first paragraph of Case 3 implies that my,s0 = 4,
the graph ΓoddO is acyclic, and for any s ∈ E r s0, we have O = O2,∞(s)
and the graph ΓoddO2(s) is connected and contains y. Moreover, the same ar-
gument as the second paragraph of Case 3 implies that the set K ∪ y is of
type Bn+1 with 2 ≤ n = |K| < ∞. Write K = {s0, s1, . . . , sn}, where the
sequence (sn, . . . , s1, s0, y) is of type Bn+1 (see (2.2) for terminology). Note
that (y, si) ∈ (Ey)fin for 1 ≤ i ≤ n, since ry(y, si) and ry(y, s0) belong to the
same finite irreducible component of W⊥y, by Lemma 5.2.
Lemma 5.3 (2) implies that O = O2,∞(s0) ∪ y, so O2(s0) 6= ∅ by the
hypothesis of Case 4. This lemma also shows that a connected component
of ΓoddO2(s0) contains a neighbor y
′ of y in ΓoddO . Now since y 6∈ O2(s0) and
ΓoddO is acyclic, if y
′ 6∈ O2(si) for some 1 ≤ i ≤ n, then O2(s0)
odd
∼y′ and
O2(si)
odd
∼y cannot intersect with each other, so [y
′, s0]
∞
∼ [y, si] by Lemma 5.1
(5). This contradicts the fact (y, si) ∈ (Ey)fin, so we have y
′ ∈ O2(si) for
all 1 ≤ i ≤ n. In particular, the set K ∪ {y, y′} is finite, irreducible and
2-spherical, and ΓoddK∪{y,y′} is acyclic; so Corollary 4.6 implies that K ∪ {y, y
′}
is of finite type, therefore n = 2 and (y′, y, s0, s1) is of type F4 (see (2.2) for
terminology). Note that (y′, s0), (y
′, s1) ∈ (Ey)fin, since Lemma 5.2 implies
that the two generators ry(y
′, s0) and ry(y
′, s1) belong to the same finite
irreducible component of W⊥y.
To verify Condition 2, the remaining task is to show that ΓoddO2(s0) is con-
nected. Since y′ ∈ O2(s0) and (y
′, s0) ∈ (Ey)fin as above, this follows from
Lemma 5.3 (1) applied to (y′, s0). Thus Condition 2 is satisfied.
To verify Condition 3, the remaining task is to show that y′ ∈ O2(s)
for any s ∈ E r {s0, s1}. If this fails, then O2(s)
odd
∼y cannot intersect with
O2(s0)
odd
∼y′ , since y 6∈ O2(s0). Thus [y, s]
∞
∼ [y′, s0] by Lemma 5.1 (5), contra-
dicting the fact (y′, s0) ∈ (Ey)fin. Hence Condition 3 is satisfied.
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Finally, to verify Condition 1, the remaining task is to show that mz,z′
is odd or ∞ for any z, z′ ∈ O. Assume contrary that mz,z′ is even. Since
(y, s0) ∈ (Ey)fin and [y, s0] = {(y, s0)}, we have (y, s0)
m
∼ [z, z′] for some
2 ≤ m < ∞, so (y, s0)
m
∼ (t, t′) for some (t, t′) ∈ [z, z′] ⊆ E
(O)
y . Since
my,s0 = 4, mt,t′ is even and ms0,t′ is not odd, this implies that t = y and
my,t′ = ms0,t′ = 2. Since Γ
odd
O2(s0)
is connected and y′, t′ ∈ O2(s0), we have
(t′, s0) ∈ [y
′, s0] and (t
′, s0)
4
∼ (t′, y), so (t′, y) ∈ (Ey)fin ∩ E
(O)
y since (y′, s0) ∈
(Ey)fin. However, this contradicts the hypothesis of Theorem 5.15. Hence
Condition 1 is satisfied, so Case 4 is concluded.
Thus the proof of Theorem 5.15 is concluded.
5.5 Proof of Theorem 5.16
This subsection is devoted to the proof of Theorem 5.16. By Theorems 5.8
and 5.15, and the hypothesis of Theorem 5.16, we have (Ex)fin∩E
(O)
x = ∅ and
my,s = 2 for any (y, s) ∈ (Ex)fin. First, we show that GK is isomorphic toWK
for every K ∈ K1 ∪ K2. Indeed, by definition, all the generators rx(yK , s) of
GK are mapped to ryK (yK, s), respectively, by taking the conjugation by a
common element. Since yK ∈ O2(s), we have ryK (yK, s) = s, so this map is
the desired isomorphism from GK to WK .
We divide the remaining proof into two steps.
Step 1: Every generator of (W⊥x)fin belongs to some GK with K ∈
K1 ∪ K2.
Let rx(c; y0, s0) be a generator of (W
⊥x)fin. Then (y0, s0) ∈ (Ex)fin, so
(y0, s0) 6∈ E
(O)
x and my0,s0 = 2 as above. Now Lemma 5.3 (1) shows that
ΓoddO2(s0) is connected and contains all simple closed paths in Γ
odd
O . This implies
that (y0, s0) satisfies the condition (3.5), so we have rx(c; y0, s0) = rx(y0, s0).
Let K be the irreducible component of E containing s0. Now it suffices to
show that K ∈ K1∪K2; indeed, if this holds, then Lemma 5.1 (1) shows that
(yK , s0) ∈ [y0, s0], so rx(y0, s0) = rx(yK , s0) ∈ GK . We divide the proof into
two cases.
Case 1-1: O 6= O2,∞(s
′
0) for some s
′
0 ∈ K.
First, we show that K = {s0}, so O 6= O2,∞(s0). Assume contrary that
K 6= {s0}, and take y ∈ Oeven(s
′
0)rO2(s
′
0). Then Lemma 5.2 implies that two
generators rx(y, s
′
0) and rx(y0, s0) belong to the same irreducible component
ofW⊥x, so rx(y, s
′
0) ∈ (W
⊥x)fin since rx(y0, s0) ∈ (W
⊥x)fin, therefore (y, s
′
0) ∈
(Ex)fin. However, this contradicts the remark in the first paragraph of the
proof. Thus we have K = {s0}.
We show that K ∈ K2. Note that ms0,t = 2 for all t ∈ E r s0, and it will
follow that O4(s0) 6= ∅ once we have O = O2,4,∞(s0), since O 6= O2,∞(s0).
75
Thus Conditions 2 and 3 in the definition of K2 follow immediately from
Lemma 5.3 (1) applied to (y0, s0). Now the remaining task is to show that
s0 satisfies the condition (5.15). Note that, since Γ
odd
O2(s0)
is connected and
contains all simple closed paths in ΓoddO as shown above, the graph Γ
odd
O
admits a decomposition ΓoddO2(s0) ∪
⋃
y∈O2(s0)
Ty as in Remark 2.1.
First, assume contrary that mz,z′ is even for some z ∈ O2(s0) and z
′ ∈
O r O2(s0) = O4,∞(s0). Then we have (z, s0) ∈ [y0, s0] by Lemma 5.1 (1),
so (z, s0) ∈ (Ex)fin, therefore mz′,s0 < ∞ by Lemma 3.23, and z
′ ∈ O4(s0).
Moreover, we have mz,z′ = 2, since otherwise the set {z, z
′, s0} is irreducible,
2-spherical and not of finite type, and Γodd{z,z′,s0} is acyclic, contradicting Corol-
lary 4.6. Thus we have (z, s0)
4
∼ (z, z′), so (z, z′) ∈ (Ex)fin ∩ E
(O)
x . This
contradicts the remark in the first paragraph of the proof.
Secondly, assume contrary that mz,z′ is even for some z ∈ Ty r y and
z′ ∈ Ty′ r y
′ such that y, y′ ∈ O2(s0) and y 6= y
′. Note that my,z′ is not odd,
so my,z′ =∞ by the previous paragraph. Now we have
[z, z′] ⊆ {(t, z′) | t ∈ Ty r y} and [y0, s0] ⊆ {(t
′, s0) | t
′ ∈ O2(s0)},
so [z, z′]
∞
∼ [y0, s0] since (Ty r y) ∩ O2(s0) = ∅. This contradicts the fact
(y0, s0) ∈ (Ex)fin.
Finally, assume contrary that mz,z′ is even for some z, z
′ ∈ Ty r y with
y ∈ O2(s0). Then my,t is odd or ∞ for any t ∈ Ty r y as shown above, so we
have
[z, z′] ⊆ {(t, t′) | t, t′ ∈ Ty r y}.
Thus we have [z, z′]
∞
∼ [y0, s0] by a similar argument to the previous para-
graph. This contradicts the fact (y0, s0) ∈ (Ex)fin.
Hence the condition (5.15) for s0 has been verified, concluding Case 1-1.
Case 1-2: O = O2,∞(s) for all s ∈ K.
We show that K ∈ K1. Choose an element ys ∈ O2(s) for each s ∈ K,
where ys0 = y0. First, we show that |K| < ∞ and (ys, s) ∈ (Ex)fin for any
s ∈ K. This is obvious if K = {s0}; so suppose that K 6= {s0}. Then, since
(y0, s0) ∈ (Ex)fin, Lemmas 5.2 and 5.1 (5) imply that all generators rx(ys, s)
with s ∈ K are distinct and belong to the same finite irreducible component
of W⊥x. Thus the claim follows.
By applying Lemma 5.3 (1) to (ys, s) for each s ∈ K, it follows that Γ
odd
O2(s)
is connected and contains all simple closed paths in ΓoddO , every connected
component of ΓoddO2(t) intersects O2(s) for any t ∈ Ers, and Oeven(t)rO2(t) ⊆
O2(s) for any t ∈ E rK (since ms,t = 2 by the choice of K). In particular,
Condition 3 in the definition of K1 is satisfied, and we have O2(s)∩O2(t) 6= ∅
for any s, t ∈ K.
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We show that Condition 2 is satisfied. If ΓoddO has a simple closed path,
then it is contained in every ΓoddO2(s) with s ∈ K as shown above, so all the
ΓoddO2(s) have a common vertex. On the other hand, if Γ
odd
O is acyclic, then
all ΓoddO2(s) with s ∈ K are nonempty subtrees of the tree Γ
odd
O , any two of
which intersect with each other. Thus all the ΓoddO2(s) have a common vertex
by Lemma 2.2, since |K| <∞. Hence Condition 2 has been verified. More-
over, now Lemma 5.2 implies that GK is contained in the finite irreducible
component of W⊥x containing rx(y0, s0) = rx(yK , s0). Since GK ≃ WK as
above, this means that K is of finite type.
Finally, we verify Condition 1. The remaining task is to show that any
s ∈ K satisfies (5.15). Now since ΓoddO2(s) is connected and contains all simple
closed paths, and (ys, s) ∈ (Ex)fin, the same argument as that verifying the
condition (5.15) for s0 in Case 1-1 also implies that any s ∈ K satisfies (5.15).
Thus Condition 1 has been verified, so Case 1-2 is concluded.
Hence Step 1 is concluded.
Step 2: For K ∈ K1 ∪ K2, the subgroup GK is a finite irreducible
component of W⊥x.
Recall that GK ≃ WK as above, while WK is of finite type by definition
of K1 and K2. Thus the finiteness of GK follows. Now it suffices to show that
any generator rx(yK , s) with s ∈ K commutes with all generators of W
⊥x
other than those of GK .
First, Condition 1 in definition of K1 and Condition 1 in definition of
K2 imply that, for any s ∈ K, the graph Γ
odd
O2(s)
is connected and contains
all simple closed paths in ΓoddO . Thus (3.5) is satisfied for any element of
Ex of the form (y, s) with s ∈ K and y ∈ O2(s). Now the two conditions
also imply that, for every s ∈ K, the generator rx(yK , s) commutes with any
generator rx(c; z, z
′) with z, z′ ∈ O. Indeed, the condition (5.15) shows that
z, z′ ∈ O2(s), so (z, z
′)
2
∼ (z, s) ∈ [yK , s] by Lemma 5.1 (1) since Γ
odd
O2(s)
is
connected, therefore the claim follows from Lemma 3.15.
We show that rx(yK, s) commutes with any generator of the form rx(c; z, t)
such that t ∈ E r K and z ∈ Oeven(t). Note that ms,t = 2. By condition
(5.16), if z ∈ Oeven(t) r O2(t), then we have z ∈ O2(s) and so (z, t)
2
∼
(z, s) ∈ [yK , s], since Γ
odd
O2(s)
is connected. Thus rx(yK, s) commutes with
rx(c; z, t) by Lemma 3.15. On the other hand, if z ∈ O2(t), then we have
O2(t)
odd
∼z ∩O2(s) 6= ∅, so [z, t]
2
∼ [yK , s] by Lemma 5.1 (5), therefore rx(yK , s)
commutes with rx(c; z, t) by Lemma 3.15.
Now if K ∈ K1, then by Condition 1, the generators of W
⊥x are either
those already considered, or those of GK . Thus GK is an irreducible compo-
nent of W⊥x, as desired. Similarly, if K ∈ K2, then the generators of W
⊥x,
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which are not already considered above and not those of GK , are of the form
rx(y, s) with y ∈ O4(s) (see Condition 2 in definition of K2). Now we have
my,y′ = 3 for some y
′ ∈ O2(s) by Condition 2, so Lemma 5.1 (4) implies that
[y, s]
2
∼ [yK , s], therefore rx(yK , s) commutes with rx(y, s). Thus GK is an
irreducible component of W⊥x, so Step 2 is concluded.
Hence the proof of Theorem 5.16 is concluded.
6 On Reflection-independent Coxeter groups
In a paper [1], Bahls introduced the notion of reflection independence of
Coxeter groups. Namely, a Coxeter group W is reflection independent if the
set SW of reflections in W is independent of the choice of the generating set
S of W . This condition is equivalent to that f(SW ) = S ′W
′
for any Coxeter
system (W ′, S ′) and any group isomorphism f : W
∼
→ W ′. Not all Coxeter
groups are reflection independent; it is well known that the symmetric group
of degree 6, which is a Coxeter group of type A5 with the five adjacent
transpositions as generators, admits another generating set whose member
is not a transposition. Reflection independence for Coxeter groups in several
classes have been examined.
In a preceding paper [17], the author gave a new sufficient condition for
a Coxeter group (possibly of infinite rank) to be reflection independent, in
terms of the structure of the finite parts (W⊥x)fin of the Coxeter groups
W⊥x studied in the previous sections. Owing to this result, we give some
new classes of reflection-independent Coxeter groups. Let (W,S) denote a
Coxeter system throughout this section.
6.1 Key lemmas
This subsection summarizes some preliminary observations. The following
fact is fundamental in a study of reflection independence of Coxeter groups.
Proposition 6.1 ([3, Lemma 3.7]). Let (W ′, S ′) be another Coxeter sys-
tem, and f : W
∼
→ W ′ a group isomorphism. If f(S) ⊆ S ′W
′
, then f(SW ) =
S ′W
′
.
Hence W is reflection independent if and only if, for any group isomor-
phism f from W to another Coxeter group W ′, the image f(x) of every
generator x ∈ S is a reflection in W ′.
Note that, in the statement, it suffices to check the condition for only one
x in every conjugacy class of S, namely in every connected component of the
odd Coxeter graph Γodd of W (see Proposition 2.9).
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In preceding papers, several observations based on properties of maximal
finite subgroups of Coxeter groups have been given. The following facts are
important in the strategy.
Lemma 6.2 ([11, Corollary 7]). The intersection of two (hence finitely
many) parabolic subgroups of W is also parabolic.
Lemma 6.3 ([11, Lemma 8]). If WI is a maximal finite standard parabolic
subgroup of W , then it is a maximal finite subgroup of W .
On the other hand, Theorem 2.5 yields the following immediately.
Lemma 6.4. Any maximal finite subgroup ofW is a maximal finite parabolic
subgroup.
The following theorem of Roger W. Richardson is also required.
Theorem 6.5 ([20, Theorem A]). Let W be a Coxeter group.
1. Any involution in W is conjugate to the longest element w0(I) of a
finite standard parabolic subgroup WI of W such that w0(I) ∈ Z(WI).
2. Let WI and WJ be two finite standard parabolic subgroups of W , and
suppose that w0(I) ∈ Z(WI) and w0(J) ∈ Z(WJ). Then w0(I) and
w0(J) are conjugate in W if and only if I and J are conjugate in W .
Now we obtain the following key fact, which improves [10, Lemma 1.6].
Theorem 6.6. Suppose that a subset I ⊆ S consists of at most three mutually
commuting generators which are conjugate in W , and WI is the intersection
of finitely many maximal finite subgroups ofW . Then for any Coxeter system
(W ′, S ′) and any group isomorphism f : W
∼
→ W ′, there is an element
w ∈ W ′ such that f(I) ⊆ wS ′w−1. In particular, we have f(I) ⊆ S ′W
′
.
Proof. Put I = {xi | 1 ≤ i ≤ n} with n = |I| ≤ 3. Since WI is the
intersection of finitely many maximal finite subgroups, its image f(WI) has
the same property in W ′. Lemma 6.4 implies further that f(WI) is the
intersection of finitely many parabolic subgroups of W ′, so f(WI) is also
parabolic by Lemma 6.2. We may assume that f(WI) is a standard parabolic
subgroup W ′J of W
′. Moreover, since WI is an elementary abelian 2-group
with n generators, its image W ′J has the same property, so J also consists of
n mutually commuting generators, say yi ∈ S
′ (1 ≤ i ≤ n).
By the hypothesis, all xi are conjugate, so all f(xi) are also conjugate. Let
Ki be the subset of J such that f(xi) =
∏
yj∈Ki
yj. Then f(xi) is the longest
element of W ′Ki, so Theorem 6.5 (2) shows that all Ki are conjugate in W
′,
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therefore their cardinality k are equal. Regarding W ′J as an n-dimensional
vector space over F2 with basis y1, . . . , yn, the property that all the f(xi)
generate W ′J is interpreted as that the corresponding n vectors spans W
′
J ; so
we obtain a nonsingular n×n matrix over F2 each of whose columns contains
precisely k 1’s. Now since n ≤ 3, a straightforward observation shows that
this is possible only if k = 1, namely f(xi) ∈ J . Hence the claim holds.
On the other hand, the author gave some observations for the reflection
independence in a preceding paper [17], by a different approach. Here we
summarize them with slight modification. We start with a wider setting; let
(W,S) and (W ′, S ′) be Coxeter systems, f : W
∼
→W ′ a group isomorphism,
and I a subset of S of finite type such that w0(I) ∈ Z(WI) and the Cox-
eter graph ΓI of WI admits no nontrivial automorphisms. Let W
⊥I be the
subgroup of W generated by the reflections which fix the subset ΠI ⊆ Π
pointwise; so W⊥I =W⊥x in the above notations whenever I = {x}. A gen-
eral theorem of Deodhar [8] or Dyer [9] proves that W⊥I is a Coxeter group,
so it admits the finite part (W⊥I)fin (see Definition 2.6). Now f(w0(I)) is an
involution as well as w0(I), so Theorem 6.5 (1) shows that it is conjugate to
the longest element w0(J) of some finite standard parabolic subgroup W
′
J of
W ′ such that w0(J) ∈ Z(W
′
J). The subgroup W
′⊥J of W ′, which is also a
Coxeter group, is similarly defined.
In the setting, the argument in [17, Section 3.3] yields the following:
Proposition 6.7 ([17, Equation (3.6)]). There is a finite subgroup Gρ′
of W ′ such that the image of the subgroup WI × (W
⊥I)fin of W under f is
conjugate to W ′J ⋊ ((W
′⊥J)fin ⋊Gρ′).
The result in another papar [18] of the author describes the structure
of the group W⊥I . This proposition suggests that, even if |I| 6= 1, studying
semidirect product decompositions of the Coxeter groupsWI×(W
⊥I)fin would
yield some information on the set J , namely on the image f(w0(I)).
In particular, for the case that |I| = 1 in which we are interested, Propo-
sition 6.7 yields the following observation.
Theorem 6.8 ([17, Theorem 3.7]). Let x ∈ S, and suppose that the finite
part (W⊥x)fin of W
⊥x is either trivial, or generated by a single element which
is conjugate to x in W . Then f(x) is a reflection in W ′ for any Coxeter
system (W ′, S ′) and any group isomorphism f : W
∼
→W ′.
Note that by Proposition 6.1, a Coxeter groupW is reflection independent
if every x ∈ S satisfies the condition in this theorem. Since the structure
of (W⊥x)fin has been completely determined in the previous sections, this
theorem actually gives rise to a sufficient condition for W to be reflection
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independent, which is efficiently verifiable. Moreover, in some sense, our
description of (W⊥x)fin would suggest that the group (W
⊥x)fin is trivial in a
‘generic’ case, so W is reflection independent in that case.
6.2 Some reflection-independent Coxeter groups
The aim of this subsection is to examine the reflection independence of Cox-
eter groups in certain classes. Some further properties of isomorphisms be-
tween Coxeter groups in those classes will be investigated.
6.2.1 2-spherical Coxeter groups
Recall that W is called 2-spherical if ms,t < ∞ for any s, t ∈ S. Then
the description of the groups (W⊥x)fin given in Sections 4 and 5 yield the
following, generalizing Theorem 4.2.
Proposition 6.9. Let W be an infinite, irreducible, 2-spherical Coxeter
group, and x ∈ S. Then we have (W⊥x)fin 6= 1 if and only if one of the
conditions 1 and 2 in Theorem 4.2 is satisfied. Moreover, in this case, the
group (W⊥x)fin is generated by a single element conjugate to x.
Proof. The ‘if’ part and the latter claim are deduced by Theorem 4.2 and
Proposition 2.9. For the “only if” part, put O and E as in Section 5. Note
that O 6= ∅ and S = O ∪ E since W is 2-spherical. First, we give some
preliminary observations.
Lemma 6.10. In this case, we have the followings:
1. There is no irreducible component K of E such that O = O2,∞(s) for
all s ∈ K.
2. If K ⊆ O satisfies (4.7), and ΓoddK is nonempty, connected and contains
all simple closed paths in ΓoddO , then either K = O, or |K| = 1 and
|O| = 2.
3. If ΓoddO is acyclic, and my,z is odd or ∞ for any y, z ∈ O, then |O| ≤ 2.
Proof of Lemma 6.10. (1) Since W is 2-spherical, such K satisfies that O =
O2(s) for all s ∈ K, so K is an irreducible component of S = O ∪ E,
contradicting the irreducibleness of S.
(2) The condition (4.7) now implies that my,z is odd for any y, z ∈ O with
{y, z} 6⊆ K. Now since ΓoddK is connected, if K 6= O and |K| ≥ 2, then
two adjacent vertices of ΓoddK and a vertex of O r K form a simple closed
path, contradicting the assumption on K. Similarly, if |OrK| ≥ 2, then two
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vertices of OrK and a vertex ofK form a simple closed path, a contradiction.
Thus the claim follows.
(3) This follows from Claim 2, since now K = {x} ⊆ O satisfies the hypoth-
esis of Claim 2.
Now we come back to the proof of the proposition. In this case, the
hypothesis of Theorem 5.4 cannot be satisfied. Indeed, if this is satisfied,
then Lemma 6.10 (1) and Conditions 2 and 3 imply that E = {s0}, while
Lemma 6.10 (2) and Condition 1 show that O = K since |K| ≥ 3. Thus
S = O ∪ E is of type Bn+1, contradicting the infiniteness of W .
Similarly, in the case of Theorem 5.5, Lemma 6.10 implies that K = O
and E = ∅, while K now cannot be of type P (m), therefore S = K is of
finite type, a contradiction. In the case of Theorem 5.9, Lemma 6.10 implies
that |O| ≤ 2, so O = {y, y′}, and E = {s0, s1}, therefore S = J is of type F4,
a contradiction. In the case of Theorem 5.10, we have O = O∞(s0)∪y = {y}
by Condition 2, and E = {s0, . . . , sn} by Lemma 6.10, so S = J is of type
Bn+2 or I2(m), a contradiction.
Suppose that the hypothesis of Theorem 5.16 is satisfied. Now Lemma
6.10 and Condition 1 in definition of K1 imply that K1 = ∅. We show that
K2 = ∅. If {s} ∈ K2, then ∅ 6= O2(s) 6= O by Condition 2, so |O2(s)| = 1
and |O| = 2 by Condition 1 and Lemma 6.10 (2) applied to O2(s) ⊆ O. Put
O2(s) = {y} and O = {y, y
′}, so y′ ∈ O4(s) and my,y′ = 3 by Condition 2.
Now for any t ∈ Ers, Condition 3 implies thatOeven(t)rO2(t) = ∅; otherwise
we have Oeven(t)rO2(t) = {y}, so O2(t) = {y
′} since O = Oeven(t), therefore
ΓoddO2(t) does not intersect O2(t), a contradiction. Thus E = {s} by Lemma
6.10 (1), so S = {y, y′, s} which is of type B3 as above, a contradiction.
Hence we have shown that K1 ∪ K2 = ∅, therefore (W
⊥x)fin = 1.
The remaining cases are now two cases; Theorems 5.6 and 5.12. In the
case of Theorem 5.6, we have E = ∅ by Lemma 6.10 (1). Now Condition 1
in Theorem 4.12 cannot be satisfied; so this is the case of Theorem 4.14. We
have Tx1 = {x1}, since otherwise Condition 2 in Theorem 4.14 implies that
mz,x3 =∞ for any z ∈ Tx1rx1, a contradiction. We also have Tx3 = {x3} by
symmetry. Condition 2 also implies that any two elements of the poset Tx2
are comparable; so Tx2 is a (possibly infinite) chain x2 = y0 ≺x2 y1 ≺x2 · · · .
It also follows that T ox2 = Tx2 , my0,y1 = 3 by Condition 3, and myi,yj = 2 for
any i, j ≥ 0 with i ≤ j − 2; so Condition 4 implies that myi−1,yi for i ≥ 1.
Thus we have shown that S = O = K ′ is of type A3, Dn with 4 ≤ n < ∞,
or D∞; the former two cases are denied by infiniteness of W . Hence now
Condition 2 in Theorem 4.2 is satisfied.
Finally, suppose that the hypothesis of Theorem 5.12 is satisfied. Lemma
6.10 (1) implies that E = {s0} by Conditions 2 and 6. By Conditions 2 and
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3, we have O = O2(s0) ∪ y = T and any two elements of T are comparable,
so O is a chain y = y0 ≺ y1 ≺ · · · . Now as well as the previous paragraph,
Conditions 4 and 5 imply that O is of type An with n <∞ or type A∞. Thus
by Condition 2, S = O ∪ s0 is of type Bn+1 or B∞; the former possibility is
denied since |W | = ∞. Hence now Condition 1 in Theorem 4.2 is satisfied,
concluding the proof.
Hence by Theorem 6.8 and Proposition 6.1, we have the following result.
Theorem 6.11. Let W be an infinite, irreducible and 2-spherical Coxeter
group, possibly of infinite rank. Then W is reflection independent.
6.2.2 Odd-connected Coxeter groups
In this paper, we say that a Coxeter group W is odd-connected if the odd
Coxeter graph Γodd of W is connected. Owing to Proposition 2.9, this con-
dition is equivalent to that all generators x ∈ S, hence all reflections in W ,
are conjugate with each other. Moreover, an observation shows further that,
this is also equivalent to that W possesses a unique subgroup of index two.
Thus it follows that the odd-connectedness of W is actually independent of
the choice of the set S. For such a Coxeter group W , we have the following
results. Note that O = Sodd∼x = S in this case, so the result in Section 4.3
now works.
Proposition 6.12. Let W be an infinite odd-connected Coxeter group, and
x ∈ S. Suppose that (W⊥x)fin is neither trivial nor generated by a single
reflection. Then the hypothesis of Theorem 4.13 is satisfied, with O = S.
Moreover, we have K 6= S unless K is of type P (m).
Proof. If (W⊥x)fin 6= 1, then by Theorems 4.12 and 4.15, the condition in one
of Theorems 4.12, 4.13 and 4.14 is satisfied. Now in the case of Theorem 4.12
or 4.14, it follows that (W⊥x)fin is generated by a single generator, which is
a reflection. Thus the hypothesis of Theorem 4.13 is now satisfied. Now the
last claim in the statement follows from the infiniteness of W .
Theorem 6.13. Let W be an infinite odd-connected Coxeter group, possibly
of infinite rank. Then W is reflection independent.
Proof. Let x ∈ S. Note that now all reflections in W are conjugate; so
by Proposition 6.1, it suffices to show that f(x) ∈ S ′W
′
for any Coxeter
system (W ′, S ′) and any group isomorphism f : W
∼
→ W ′. By Theorem 6.8
and Proposition 6.12, it suffices to consider the case that the hypothesis of
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Theorem 4.13 is satisfied, and K 6= S unless K is of type P (m). Now the
condition (4.7) implies that
if s ∈ S rK, then ms,t <∞ for at most one t ∈ K. (6.18)
Indeed, since Γodd is acyclic and ΓoddK is connected, this s is adjacent in Γ
odd
to at most one vertex in K.
First, suppose that K is not of type P (m), and take some y ∈ K and
z ∈ S rK which are adjacent in the connected graph Γodd. Put I = {y, z}.
We show that WK and WI are maximal finite standard parabolic subgroups
of W . By (6.18), this holds for WK since |K| ≥ 2. Let s ∈ S r I. Then
(6.18) implies that ms,z =∞ if s ∈ K. Moreover, if s 6∈ K, then at most one
of ms,z and ms,t is odd, since Γ
odd is acyclic. Thus (4.7) implies that one of
them is ∞. Hence the claim holds for WI . Now Lemma 6.3 shows that WK
and WI are maximal finite subgroups of W , so the set I ∩K = {y} satisfies
the hypothesis of Theorem 6.6. Thus we have f(y) ∈ S ′W
′
, so f(x) ∈ S ′W
′
since x is conjugate to y, as desired.
Secondly, suppose thatK is of type P (m). WriteK = {x1, x2, x3, x4} such
that mx1,x2 = m, mx2,x3 = mx3,x4 = 3, mx1,x3 = ∞ and mx1,x4 = mx2,x4 = 2.
Put I = K r x1 and J = K r x3. We show that WI and WJ are maximal
finite standard parabolic subgroups of W . Now if s ∈ S r K, then (6.18)
implies that WI∪s and WJ∪s are infinite, since |I| ≥ 2 and |J | ≥ 2. Thus the
claim holds, since |K r I| = |K r J | = 1 and |WK | =∞. Now I ∩ J consists
of two commuting generators x2 and x4 which are conjugate, so Lemma 6.3
and Theorem 6.6 prove that f(I∩J) ⊆ S ′W
′
, therefore f(x) ∈ S ′W
′
similarly.
Hence the proof is concluded.
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