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Distributed PID Control for Consensus of
Homogeneous and Heterogeneous Networks
Daniel Burbano, Student, IEEE, and Mario di Bernardo, Fellow, IEEE
Abstract—We investigate the use of distributed PID actions to
achieve consensus in networks of homogeneous and heteroge-
neous linear systems. Convergence of the strategy is proved
for both cases using appropriate state transformations and
Lyapunov functions. The effectiveness of the theoretical results
is illustrated via its application to a representative power grid
model recently presented in the literature.
I. INTRODUCTION
THe problem of driving a network of interconnected dy-namical agents asymptotically towards the same state is
relevant to many applications. Examples include the design
of heating, ventilation and air conditioning (HVAC) systems
to obtain a constant temperature throughout a smart build-
ing [1]; distributed formation control in robotics [2], [3];
platooning of vehicles in intelligent transportation systems
[4], [5]; and frequency synchronization [6], [7] in power
grids and microgrids. (For a more comprehensive list of
applications see [8], [9] and references therein.)
From the early work reported in [10], achieving con-
sensus in multi-agent systems and networks has become
a fundamental problem in Control. The classical paradigm
involves networks of simple or higher-order integrators com-
municating via linear diffusive coupling on an undirected
network. Extensions were also presented to a number of
different cases; for example those where the communication
protocol is time-varying, nonlinear, or affected by switching
and delays [11], [12], [13], [9], the network graph is directed,
and the node dynamics is nonlinear (for a review see [14],
[15]).
Typically, it is assumed that the agent dynamics is either
trivial or identical across the network. Thus, many of the
available strategies only apply to networks of homogeneous
systems in the absence of disturbances and noise. Unfortu-
nately, in many applications this is not the case. Take for
instance a network of power generators, as those considered
in [16]. Multiple unavoidable disturbances such as error
measurements, sudden load variations, and communication
failures between generators make the network highly hetero-
geneous.
Some recent work addresses the problem of achieving
consensus in networks with some degree of heterogeneity.
For instance, in [17], the problem studied is of driving
all the linear nodes in a homogeneous network towards
a common reference trajectory (leader-follower networks)
in the presence of time-varying, yet bounded, disturbances.
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Also, the case of heterogeneous networks has been studied
in the absence of disturbances or noise both for linear [18],
[19], [20], [21] and nonlinear node dynamics [22], [23].
The pressing open problem still remains of designing
strategies able to guarantee convergence of all agents to-
wards the same solution in the presence of heterogeneity
among their dynamics together with disturbances and noise.
In this case, diffusive linear coupling is in general only able
to guarantee bounded steady-state error as the coupling gain
is increased [24].
To overcome some of these problems, the use of a
distributed integral action to achieve consensus was proposed
in the literature. For instance, PI coupling is used in [25]
to achieve clock synchronization in networks of discrete-
time integrators. Also, distributed PI actions are exploited in
[26] to achieve consensus in networks of simple and double
integrators affected by constant disturbances.
The aim of this paper is to present a notable extension
of results in [25], [26] by proposing the use of a distributed
PID protocol as a simple yet effective solution to achieve
consensus in networks of linear systems despite the presence
of both heterogeneous node dynamics and constant distur-
bances.
A proof of convergence is obtained for both the homo-
geneous and heterogeneous cases. Specifically, novel con-
ditions are derived for tuning the gains of the distributed
PID strategy that depend on the node dynamics and the
network structure. The theoretical derivations are based on
linear algebra and the use of appropriate Lyapunov functions.
The results are illustrated on the representative example of a
linearized power system model which was also investigated
in [27].
II. MATHEMATICAL PRELIMINARIES
We denote by IN the identity matrix of dimension N×N ;
by 0M×N a matrix of zeros of dimension M ×N , and by
1N a N × 1 vector with unitary elements. The Frobenius
norm of a matrix or a vector is denoted by ‖·‖ while the
spectral norm of a matrix by |||·|||. A diagonal matrix, say
D, with diagonal elements λ1, . . . , λN is indicated by D =
diag{λ1, . . . , λN}. The determinant of a matrix is denoted
by det(.). Given two vectors ζ1, ζ2 ∈ Rn×1 and a matrix
Q ∈ Rn×n, from linear algebra one has [28]
2ζT1 Q
T ζ2 ≤ σζT1 QTQζ1 +
1
σ
ζT2 ζ2, ∀σ > 0 (1)
An undirected graph G is a pair defined by G = (N , E)
whereN = {1, 2, · · · , N} is the finite set of N node indices;
E ⊂ N × N is the set containing the M edges among
nodes. Furthermore, we assume each edge has an associated
weight denoted by wij ∈ R+. The Laplacian matrix L(G) ∈
2R
N×N is defined as the matrix whose elements Lij(G) =∑N
j=1,j 6=i wij if i = j and −wij otherwise.
Lemma II.1. [29], [30] Given a symmetric matrix A ∈
R
n×n
, then
λmin(A)ζ
T ζ ≤ ζTAζ ≤ λmax(A)ζT ζ, ∀ζ ∈ Rn×1
where λmin(A) and λmax(A) denote the smallest
and largest eigenvalues of A. Moreover, |||A||| =
max
k
{|λk(A)|} ≤ ‖A‖; λk denoting the k-th eigenvalue
of A.
Definition II.1. [31] We say that an N ×N matrix M =
[Mij ], ∀i, j ∈ N belongs to the set Ω if it verifies the
following properties:
1) Mij ≥ 0, i 6= j, and Mii = −
N∑
j=1,j 6=i
Mij ,
2) its eigenvalues in ascending order are such that
λ1(M) = 0 while all the others, λk(M), k ∈
{2, · · · , N}, are real and positive.
Lemma II.2. [32] Let G be a connected undirected graph.
Then, its corresponding Laplacian matrix L ∈ Ω and its
eigenvalues can be sorted in ascending order as 0 = λ1 <
λ2 ≤ · · · ≤ λN .
A. Block decomposition of L
Next, we present a decomposition of the Laplacian matrix
that will be crucial for the derivations reported in the rest of
the paper. Note that such a decomposition can be avoided
sometimes when proving consensus in homogeneous net-
works, but it is particularly useful to prove convergence in
the presence of heterogeneous nodes.
As the Laplacian matrix is symmetric (the graph is
undirected), according to Schur’s lemma, there exists an
orthogonal matrix, say V := (1/
√
N)U such that L =
VΛV−1 = UΛU−1, where Λ = diag {0, λ2, · · · , λN}.
Note that the eigenvectors of L are column vectors of V
(or equivalently row vectors of V−1). As suggested in [24],
without loss of generality, we can express the orthogonal
matrix U and its inverse in the following block form
U =
[
1 Q12
1N−1 Q22
]
, U−1 =
[
r11 R12
R21 R22
]
, (2)
where Q12 ∈ R1×(N−1), Q22 ∈ R(N−1)×(N−1), r11 ∈ R,
R12 ∈ R1×(N−1), R21 ∈ R(N−1)×1, R22 ∈ R(N−1)×(N−1)
are blocks of appropriate dimensions and
r11 =
1
N
, R12 =
1
N
1
T
N−1, (3)
Moreover, as V−1 = VT , it follows that R21 = (1/N)QT12
and R22 = (1/N)QT22. Thus, we can recast U as
U =
[
1 NRT21
1N−1 NRT22
]
, (4)
Also, since U−1U = IN , the blocks in the definition of U
and U−1 must fulfill the following conditions:
R21 +R221N−1 = 0(N−1)×1 (5)
R21R
T
21 +R22R
T
22 =
1
N
IN−1 (6)
r11R
T
21 +R12R
T
22 = 01×(N−1) (7)
Note that, solving (5) for R21 and (7) for RT21, using (3),
we can also write
R21R
T
21 = R221N−11
T
N−1R
T
22 (8)
Moreover,
∣∣∣∣∣∣V−1∣∣∣∣∣∣ = √λmax((V−1)TV−1). Also, as
V−1 = VT and VVT = IN one has
∣∣∣∣∣∣U−1∣∣∣∣∣∣ = 1√
N
and therefore its block R22 is such that
|||R22||| ≤
∣∣∣∣∣∣U−1∣∣∣∣∣∣ = 1/√N (9)
Finally, ‖R221N−1‖ ≤
√
N − 1|||R22||| (see Theorem 5.6.2
of [30]), then expressing R21 from (5) and using (9), we
find that
‖R21‖ ≤
√
N − 1|||R22||| ≤
√
(N − 1)/N (10)
Proposition II.1. The matrix R22 has full rank.
Proof: From the definition,U is full rank and det(U) 6=
0. Then, from (4) one has (see Prop. 2.8.3 in [33])
det(U) = det(NRT22 −N1N−1RT21)
Now, from (5), RT21 = −1TN−1RT22. Therefore,
det(U) = N det(IN−1 + 1N−11TN−1) det(R
T
22) 6= 0
which implies that the rank of R22 is full.
Next, we investigate some properties of the matrix L˜
defined as L˜ := IN + γL, where γ ≥ 0 will be used
to denote the derivative gain in the next section. From the
definition and the properties of L, we immediately have that
L˜ is invertible and its eigenvalues are λ˜i = 1+γλi, ∀i ∈ N .
B. Properties of L˜
We can prove the following Lemma that will be useful
for the convergence analysis reported in Section IV.
Lemma II.3. If L ∈ Ω, then L˜−1 has positive real
eigenvalues that can be given in descending order as 1 ≥
1/(γλ2 + 1) ≥ · · · ≥ 1/(γλN + 1). Moreover, the product
L˜
−1
L is itself in Ω and can be expressed as
L˜
−1
L = UΓU−1, Γ =
[
0 01×(N−1)
0(N−1)×1 Γ̂
]
(11)
with
Γ̂ = diag {λ2/(γλ2 + 1) , · · · , λN/(γλN + 1)} (12)
Proof: From the definition of L˜ we can write
L˜ = UU−1 + γUΛU−1, and letting Σ :=
diag {1, γλ2 + 1, · · · , γλN + 1} yields L˜ = UΣU−1. Note
that this is the eigen-decomposition of a symmetric matrix
and L˜−1 = UΣ−1U−1 where
Σ−1 := diag{1, 1/(γλ2 + 1) , · · · , 1/(γλN + 1)} (13)
Thus, we obtain L˜−1L = UΓU−1 with Γ := ΣΛ and the
proof is complete.
3Also, rewriting L˜−1 in block form, we have
L˜
−1
=
[
l̂11 L̂12
L̂21 L̂22
]
(14)
where l̂11 ∈ R, L̂12 ∈ R1×N−1, L̂21 ∈ RN−1×1, and L̂22 ∈
R
N−1×N−1 are blocks of appropriate dimension. Moreover,
from Def. II.1, L1N = 0N×1; therefore, L˜1N = 1N .
Hence, multiplying both sides by L˜−1 we have L˜−1L˜1N =
L˜
−1
1N so that L˜
−1
1N = 1N . Therefore, the blocks in (14)
must satisfy the conditions:
L̂121N−1 = L̂
T
211N−1 = 1− l̂11 (15)
L̂221N−1 = 1N−1 − L̂21 (16)
1N−11TN−1L̂22 = 1N−11
T
N−1 − 1N−1L̂12 (17)
Ĥ1N−1 = l̂111N−1 − L̂21 (18)
where
Ĥ := L̂22 − 1N−1L̂12 (19)
From Lemma II.3 we have that U−1L˜−1U = Σ−1, then
applying some block operations and using properties (5)-(7)
and (15)-(17) one also has (see Appendix A)
1
N
Σ̂−1 = R22
(
Ĥ+ (l̂111N−1 − L̂21)1TN−1
)
RT22 (20)
where
Σ̂−1 := diag {1/(γλ2 + 1), · · · , 1/(γλN + 1)} (21)
III. PROBLEM FORMULATION
We consider a group of N nodes governed by heteroge-
neous first-order linear dynamics of the form
x˙i(t) = ρixi(t) + δi + ui(t), i ∈ N (22)
where xi(t) ∈ R represents the state of the i-th agent,
ρi ∈ R is the agent pole determining its uncoupled dynamics,
δi ∈ R is some constant disturbance (or constant external
input) acting on each node, and ui(t) ∈ R is the distributed
control input through which agent i communicates with its
neighboring agents. Note that without any control input, the
node dynamics can either be stable (ρi < 0) or unstable
(ρi > 0), while the constant term δi can be used to
represent different quantities in applications. For example,
it can model constant power injections in power grids [7] or
noise in minimal models of flocks of birds [34].
Let x(t) = [x1(t), . . . , xN (t)]T be the stack vector of all
node states and define C as the consensus manifold
C :=
{
x ∈ RN ∣∣ |xj(t)− xi(t)| = 0 , ∀i, j ∈ N , i 6= j}
Definition III.1. (Admissible consensus) The network of N
heterogeneous agents described by (22) is said to reach
admissible consensus if, for any set of initial conditions
xi(0) = xi0,
lim
t→∞x(t) ∈ C, |ui(t)| < +∞, ∀t ≥ 0, i ∈ N
If, instead limt→∞ |xj(t)− xi(t)| ≤ ε for ε > 0 and
|ui(t)| < +∞, ∀t ≥ 0, ∀i, j ∈ N , the network is said
to achieve ε-admissible consensus.
In this paper we study the case where, rather than com-
municating via a classical proportional (diffusive) coupling,
agents in the network are coupled via the PID consensus
protocol given by
ui(t) = −
N∑
j=1
Lij
αxj(t) + β t∫
0
xj(τ)dτ + γx˙j(t)

(23)
where Lij are the elements of the network Laplacian
and α > 0, β ≥ 0, γ ≥ 0 are the gains determining
the strength of the proportional, integral and derivative
actions, respectively. Defining P := diag {ρ1, · · · , ρN},
∆ := [δ1, · · · , δN ]T , and the stack vector of integral states
z(t) = [z1(t), . . . , zN(t)]
T
:= −βL˜−1L
∫ t
0
x(τ)dτ (24)
the overall dynamics of the closed-loop network can be
written as (using the notation introduced in Sec. II)[
x˙(t)
z˙(t)
]
=
[
A1 IN
A2 0
]
︸ ︷︷ ︸
A
[
x(t)
z(t)
]
+
[
L˜
−1
∆
0
]
(25)
where A1 := L˜
−1
(P− αL) and A2 := −βL˜−1L. Then,
the problem is finding conditions on the control gains α, β
and γ, the network structure and node dynamics such that
the closed-loop network (25) achieves admissible consensus.
Proposition III.1. Network (25) has a unique equilibrium
given by x∗ := x∞1N with x∞ := −
∑N
k=1 δk/
∑N
k=1 ρk,
and z∗ := −L˜−1(Px∗ +∆).
Proof: The proof follows immediately by setting the
left-hand side of (25) to zero and noticing that L˜−1L ∈ Ω
(see Lemma II.3) so that x∗ = a1N , ∀a ∈ R and z∗ =
−L˜−1 (aP1N +∆). By definition (24), and from the fact
that L˜−1L ∈ Ω, we also have 1TNz(t) = 0, then 1TNz∗ = 0
and we obtain
a = −1TN∆/1TNP1N = −
(∑N
k=1
δk
)(∑N
k=1
ρk
)−1
Hence, setting x∞ = a completes the proof.
Note that, results presented in this paper significantly
extend previous ones in the literature where all nodes are
simple integrators,P = 0N×N , [25] or share identical stable
dynamics, P = pIN , p < 0 [26]. Specifically, we prove that
there exists an α such that A1 is Hurwitz if P is a generic
diagonal matrix with negative trace, i.e. even if nodes have
heterogeneous dynamics and some are possibly unstable.
IV. CONVERGENCE ANALYSIS
To prove convergence of the closed-loop network (25), we
choose to analyse the transverse stability of the consensus
manifold C. We split the proof into two stages. Firstly, the
system describing the transverse dynamics to the consensus
manifold is derived and some of its generic properties
are described. Secondly, the two cases of homogeneous
and heterogeneous nodes are treated separately in order to
complete the proof of convergence. It is shown that the
4distributed integral action can be effectively used to reject
constant disturbances, while the distributed derivative action
decreases bounds on the integral terms.
A. Step 1: Transverse Dynamics
To study convergence to the consensus manifold, we
consider the state transformation x⊥(t) = U−1x(t). Indeed,
using the block representation of U−1 in (2) and letting
x¯⊥(t) =
[
x⊥2 (t), . . . , x
⊥
N (t)
]
, x¯(t) = [x2(t), . . . , xN (t)] we
obtain
x⊥1 (t) = r11x1(t) +R12x¯(t) (26a)
x¯⊥(t) = R21x1(t) +R22x¯(t) (26b)
Note that by adding and subtracting the termR22x1(t)1N−1
to (26b), and using property (5), one has
x¯⊥(t) = R22 (x¯(t)− x1(t)1N−1)
It is important to highlight that x¯⊥(t) = 0 if and only
if x¯(t)− x1(t)1N−1 = 0 since R22 is full rank (Propo-
sition II.1). Then, admissible consensus is achieved if
limt→∞ x¯⊥(t) = 0 and ‖z(t)‖ < +∞, ∀t > 0.
Now, recasting (25), in the new coordinates x⊥(t) and
z⊥(t) = U−1z(t), and using Lemma II.3, we get
x˙⊥(t) =
(
Ψ−
[
0 0
0 αΓ̂
])
x⊥(t) + z⊥(t) + ∆˜ (27a)
˙¯z⊥(t) = −βΓ̂x¯⊥(t) (27b)
where z¯⊥(t) =
[
z⊥2 (t), . . . , z
⊥
N (t)
]
and Ψ := U−1L˜−1PU.
(Note that the equation for z⊥1 (t) can be neglected as it has
trivial dynamics with null initial conditions and represents
an uncontrollable and unobservable state.) Furthermore,
∆˜ := U−1L˜
−1
∆ = [qT R̂T ]T∆, where q ∈ R1×N ,
R̂ ∈ R(N−1)×N are given by[
q
R̂
]
=
[
r11 l̂11 +R12L̂21 r11L̂12 +R12L̂22
R21 l̂11 +R22L̂21 R21L̂12 +R22L̂22
]
From the definition of R12 in (3) and using (15) we obtain
q = [r11 R12] =
1
N
1
T
N (28)
Also, it follows from (5) that R21 = −R221N−1 and again
using (15) one has R̂ = [R22(L̂21− l̂111N−1) R22(L̂22−
1N−1L̂12)]. Thus, using (18) we obtain
R̂ = R22Ĥ[−1N−1 IN−1] (29)
Moreover, the matrix Ψ is a block matrix that can be
expressed as
Ψ = U−1L˜
−1
PU =
[
ψ11 Ψ12
Ψ21 Ψ22
]
= U−1
[
l̂11 L̂12
L̂21 L̂22
] [
ρ1 01×(N−1)
0(N−1)×1 P̂
]
U
(30)
with P̂ := diag {ρ2, · · · , ρN}.
Using properties (5)-(8) and (15)-(17), some algebraic
manipulation yields [see Appendix B for the derivation]
ψ11 := (1/N)
∑N
k=1
ρk (31)
Ψ12 := ρ¯R
T
22 (32)
Ψ21 := R22Ĥρ¯
T (33)
Ψ22 := NR22Ĥ
(
P¯+ ρ11N−11TN−1
)
RT22 (34)
where
ρ¯ := [ρ2 − ρ1, · · · , ρN − ρ1] (35)
Finally, shifting the origin of (27) via the further state
transformation[
xˆ1(t)
xˆ(t)
zˆ(t)
]
=
 x⊥1 (t)x¯⊥(t)
z¯⊥(t)
+
 (1/ψ11)qT0N−1×N
R̂− (1/ψ11)Ψ21qT
∆
(36)
we obtain ˙ˆx1(t)˙ˆx(t)
˙ˆz(t)
 =
 ψ11 Ψ12 0Ψ21 Ψ22 − αΓ̂ IN−1
0 −βΓ̂ 0
[ xˆ1(t)xˆ(t)
zˆ(t)
]
(37)
Now, we can address the admissible consensus problem for
(25) in terms of finding conditions on α, β and γ that render
the origin a stable equilibrium point of (37).
Before studying this problem in the two cases of homo-
geneous or heterogeneous nodes, we first obtain an upper
bound on the integral states that apply to both. By definition
we have that z(t) = Uz⊥(t), thus
z1(t) = z
⊥
1 (t) +NR
T
21z¯
⊥(t) (38a)
z¯(t) = 1N−1z⊥1 (t) +NR
T
22z¯
⊥(t) (38b)
where z¯(t) = [z2(t), . . . , zN (t)]. Neglecting z⊥1 (t) for the
same reason given above and using (10), we find from
(38) that ‖z1(t)‖ ≤
√
N(N − 1)∥∥z¯⊥(t)∥∥ and ‖z¯(t)‖ ≤√
N
∥∥z¯⊥(t)∥∥. Hence, we can conclude that the integral ac-
tion remains bounded and ‖z(t)‖ ≤ √N(N − 1)∥∥z¯⊥(t)∥∥.
Therefore, asymptotically, we have
z∞ := lim
t→∞
‖z(t)‖ ≤
√
N(N − 1) lim
t→∞
∥∥z¯⊥(t)∥∥ (39)
An upper bound for z∞ can be obtained by noticing that, if
the origin of (37) is stable, then
lim
t→∞ z¯
⊥(t) = (1/ψ11Ψ21qT − R̂)∆ (40)
so that
lim
t→∞
∥∥z¯⊥(t)∥∥ ≤ (1/|ψ11| ‖Ψ21‖ ‖q‖+ ∣∣∣∣∣∣∣∣∣R̂∣∣∣∣∣∣∣∣∣) ‖∆‖ (41)
Then, using (29) and (9) yields
(42)
∣∣∣∣∣∣∣∣∣R̂∣∣∣∣∣∣∣∣∣ ≤ |||R22|||∣∣∣∣∣∣∣∣∣Ĥ∣∣∣∣∣∣∣∣∣|||[−1N−1 IN−1]|||
≤
√
N |||R22|||
∣∣∣∣∣∣∣∣∣Ĥ∣∣∣∣∣∣∣∣∣
≤
∣∣∣∣∣∣∣∣∣Ĥ∣∣∣∣∣∣∣∣∣
5Also, from (33) we have that ‖Ψ21‖ ≤ |||R22||| ‖ρ¯‖
∣∣∣∣∣∣∣∣∣Ĥ∣∣∣∣∣∣∣∣∣.
Then, using property (9) again, from (41), we can write
lim
t→∞
∥∥z¯⊥(t)∥∥ ≤ ∣∣∣∣∣∣∣∣∣Ĥ∣∣∣∣∣∣∣∣∣ (1 + ‖ρ¯‖N |ψ11|) ‖∆‖ (43)
Finally, combining (43) with (39) yields
z∞ ≤
√
N(N − 1)
∣∣∣∣∣∣∣∣∣Ĥ∣∣∣∣∣∣∣∣∣ (1 + ‖ρ¯‖
N |ψ11|
)
‖∆‖ (44)
Note that
∣∣∣∣∣∣∣∣∣Ĥ∣∣∣∣∣∣∣∣∣ is a function of γ and therefore varying γ
controls the upper bound on z(t) and consequently can be
used to reduce the control effort. Specifically, we can prove
the following result.
Proposition IV.1. The spectral norm of Ĥ can be upper
bounded as ∣∣∣∣∣∣∣∣∣Ĥ∣∣∣∣∣∣∣∣∣ ≤ N
γλ2 + 1
(45)
Proof: From Lemma II.3 we have that L˜−1 =
UΣ−1U−1. Then, using for each matrix its block repre-
sentation as shown in Appendix A, we have
l̂11 = r11 +NR
T
21Σ̂
−1R21 (46)
L̂12 = R12 +NR
T
21Σ̂
−1R22 (47)
L̂21 = r111N−1 +NRT22Σ̂
−1R21 (48)
L̂22 = 1N−1R12 +NRT22Σ̂
−1R22 (49)
Replacing (47), (49) in (19) and taking into account that
R12 = 1/N1
T
N−1 and RT21 = −1TN−1RT22 [from (5)], we
have
(50)
Ĥ = NRT22Σ̂
−1R22 −N1N−1RT21Σ̂−1R22
= NRT22Σ̂
−1R22 +N1N−11TN−1R
T
22Σ̂
−1R22
= N(IN−1 + 1N−11TN−1)R
T
22Σ̂
−1R22
From (21) we have that
∣∣∣∣∣∣∣∣∣Σ̂−1∣∣∣∣∣∣∣∣∣ = 1/(γλ2+1) and ∣∣∣∣∣∣∣∣∣Ĥ∣∣∣∣∣∣∣∣∣ ≤
N2|||R22|||2(1/(γλ2 + 1)). Therefore, using (9) we obtain
(45) and the proof is complete.
B. Step 2a: Homogeneous Node Dynamics
We first complete the proof of convergence for the ho-
mogeneous case, that is we assume all nodes share identical
uncoupled dynamics.
Theorem IV.1. The closed-loop network (25) with ρi =
−ρ∗, ρ∗ ∈ R+ ∀i ∈ N achieves admissible consensus for
any positive value of α, β and γ. Moreover, all node states
converge asymptotically to x∞ = (1/N)
∑N
k=1 δk/ρ
∗ with
z∞ ≤
√
N3(N − 1)
γλ2 + 1
‖∆‖ (51)
Proof: Firstly, note that when all nodes share the same
dynamics we have ρ¯ = 01×(N−1) in (35). Consequently,
Ψ12 and Ψ21 as defined by (32) and (33) are both null
vectors so that the dynamics of xˆ1 in (37) is independent
from all the other variables, and converges to zero.
We can then study independently, the dynamics of xˆ(t)
and zˆ(t) by considering the transverse candidate Lyapunov
function
V (xˆ, zˆ) = (β/2)xˆT Γ̂xˆ+ (1/2) zˆT zˆ (52)
which is positive definite and radially unbounded for any
β, γ > 0. Then differentiating V along the trajectories of
(37) one has V˙ = −βxˆT Γ̂
(
αΓ̂ −Ψ22
)
xˆ. As all poles are
identical, P̂ = −ρ∗IN−1; hence, expression (34) can be
written as
Ψ22 = −ρ∗N(R22ĤRT22 +R22Ĥ1N−11TN−1RT22)(53)
and, using properties (18) and (20), we obtain Ψ22 =
−ρ∗Σ̂−1. Then V˙ = −βxˆT Γ̂
{
αΓ̂ + ρ∗Σ̂−1
}
xˆ, which is
negative definite for any positive value of α, β and γ.
Therefore, (25) achieves admissible consensus. Moreover,
all nodes will converge to x∞ as defined in Prop. III.1 with∑N
k=1 ρk = −Nρ∗. To estimate the upper bound on the
integral states, we consider (44) with ρ¯ = 01×(N−1) and
using Proposition IV.1 we obtain expression (51).
Remark IV.1. Note that:
• Network (25) still achieves admissible consensus if
the nodes are unstable (ρ∗ ∈ R−), since a suitable α
can be chosen such that αΓ̂+ ρ∗Σ̂−1 remains positive
definite; however, the average trajectory xˆ1(t) will be
unstable and the system will exhibit unbounded admis-
sible consensus; that is, limt→∞(xi(t)− xj(t)) = 0
but limt→∞xi(t)→∞ for all i, j ∈ N .
• The advantage of the distributed PI action is to
guarantee that all nodes converge towards the same
asymptotic value at steady-state despite the presence
of the disturbances. Therefore it should not be surpris-
ing that when these are present, consensus is indeed
achieved but on a value that is dependent upon their
magnitude.
We study next the distributed PI scheme obtained by
setting γ = 0 in (23). This case was already studied in the
literature and a stability proof can also be found in [35] and
[26] for identical and nonidentical disturbances, respectively.
Nevertheless, for the sake of completeness, we report below
an alternative proof based on our approach.
Corollary IV.1. Under the action of the distributed
proportional-integral (PI) control obtained by setting γ = 0
in (23), a homogeneous network of N linear systems (22)
achieves admissible consensus for any positive value of α,
and β. Moreover, all node states converge asymptotically to
x∞ := (1/N)
∑N
k=1 δk/ρ
∗ and z∞ ≤
√
N(N − 1) ‖∆‖ as
t approaches infinity.
Proof: Setting γ = 0 in (25), yields L˜ = IN ;
therefore, L˜
−1
= IN and their blocks in (14) are l̂11 = 1,
L̂12 = 0, L̂21 = 0 and L̂22 = IN−1. Then,
∣∣∣∣∣∣∣∣∣Ĥ∣∣∣∣∣∣∣∣∣ = 1 in
(19) and Ψ22 = NR22
(
ρ11N−11TN−1 + P̂
)
RT22 in (34).
Since P̂ = −ρ∗IN−1 and, using properties (6) and (8),
Ψ22 = −ρ∗IN−1. Furthermore, setting γ = 0 in (12) we
6have Γ̂
∣∣∣
γ=0
= Λ̂ where
Λ̂ = diag {λ2, · · · , λN} (54)
It follows from the proof of Theorem IV.1 that the Lyapunov
function (52) is still a positive, and globally unbounded,
function. Thus, V˙ = −βxˆT Λ̂
(
αΛ̂+ ρ∗IN−1
)
xˆ, which
is negative definite for any positive value of the control
parameters α, and β. Finally, we can conclude that the
closed-loop network (25) achieves admissible consensus to
x∞ := (1/N)
∑N
k=1 δk/ρ
∗ and substituting
∣∣∣∣∣∣∣∣∣Ĥ∣∣∣∣∣∣∣∣∣ = 1 and
ρ¯ = 01×(N−1) in (44) concludes the proof.
By comparing the PID and PI strategies discussed above,
we observe that the most notable difference is the presence
of the factor N/(γλ2 + 1) in the expression of the upper
bound of the integral term when PID is used instead of PI.
Such a factor can be varied by selecting the gain of the
derivative action. This can be done by taking into account
the size (N ) and structure of the network encoded by λ2,
in order to avoid possible saturation of those integral terms
and avoid the need for anti-windup strategies that can be
difficult to implement across the network.
Theorem IV.2. (Convergence Rate) The closed-loop net-
work (25) with homogeneous node dynamics (ρi = −ρ∗),
reaches admissible consensus with a convergence rate, say
µ, that can be estimated as
µ =
∣∣∣∣∣∣ max2≤k≤N
Re
− b
2
+
√
b2 − 4βλk
γλk+1
2
∣∣∣∣∣∣ (55)
where b = (αλk + ρ∗)/(γλk + 1)
Proof: The proof is based on straightforward linear
algebra [15]. Indeed, as all poles are identical, we have from
(53) that Ψ22 = −ρ∗Σ̂−1. Thus, one has from (37) that[
˙ˆx(t)
˙ˆz(t)
]
=
[
−
(
ρ∗Σ̂−1 + αΓ̂
)
IN−1
−βΓ̂ 0
]
︸ ︷︷ ︸
A˜
[
xˆ(t)
zˆ(t)
]
The rate of convergence can be estimated by computing
the dominant eigenvalue(s) of the dynamic matrix A˜ defined
above. Specifically, say η a generic eigenvalue of A˜ and v =
[vx vz]
T its corresponding eigenvector such that A˜v = ηv.
Then, using the definition of A˜ we obtain
−(ρ∗Σ̂−1 + αΓ̂)vx + vz =ηvx (56a)
−βΓ̂vx =ηvz (56b)
Thus combining (56b) and (56a), we get
−
(
αη + β
η
)
Γ̂vx =
(
ηIN−1 + ρ∗Σ̂−1
)
vx
From their definitions, it is easy to see that all matrices on
both sides are diagonal; hence, component-wise we obtain
− (αη + β) λk
γλk + 1
= η
(
η +
ρ∗
γλk + 1
)
, k ∈ {2, · · · , N}
Therefore, the eigenvalues of matrix A˜ are the 2(N − 1)
solutions of the equations
η2k + ηk
(αλk + ρ∗)
γλk + 1
+
βλk
γλk + 1
= 0, k ∈ {2, · · · , N}
Finally, letting µ := |ηmax| =
∣∣∣∣maxk {Re (η±k )}
∣∣∣∣ we
obtain (55).
Remark IV.2. Note that
• The convergence rate depends on the network struc-
ture (via λ2) as in the case of classical consensus
problems, e.g. [13], but also on the node dynamics
(ρ∗), and the controller gains (α, β and γ).
• In general, increasing the value of γ yields lower
values of b in (55) and therefore the convergence rate
may become slower. This indicates the presence of a
trade-off between speed of convergence and bounds on
the integral action that needs to be taken into account
during the design stage.
We conclude our investigation of the homogeneous case
by studying the distributed proportional-derivative (PD)
strategy obtained by setting β = 0 in (23).
Theorem IV.3. Network (25) with homogeneous node dy-
namics, controlled by the distributed PD protocol obtained
by selecting α > 0, β = 0 and γ > 0 in (23) achieves
ε-admissible consensus with
ε =
γλN + 1
γλ2 + 1
N
αλN + ρ∗
‖∆‖ (57)
Proof: Equation (27a) without the integral action (β =
0) and homogeneous nodes can be written as the two
uncoupled equations
x˙⊥1 (t) = ψ11x
⊥
1 (t) + q∆ (58a)
˙¯x⊥(t) = Dx¯⊥ + R̂∆ (58b)
where D =
(
Ψ22 − αΓ̂
)
. Note that, ψ11 = −ρ∗ and, using
property (20) as done in the proof of Theorem IV.1, we
have Ψ22 = −ρ∗Σ̂−1 and D = −(αΓ̂+ρ∗Σ̂−1) which is a
negative definite, invertible matrix. Thus, limt→∞x¯⊥(t) =
−D−1R̂∆. To get an expression for the upper bound, we
notice that, using (42), we can write∣∣∣∣∣∣∣∣∣−D−1R̂∆∣∣∣∣∣∣∣∣∣ ≤ ∣∣∣∣∣∣∣∣∣Ĥ∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣(αΓ̂+ ρ∗Σ̂−1)−1∣∣∣∣∣∣∣∣∣ ‖∆‖
From (12) and (21), we know that Γ̂ and Σ̂−1 are di-
agonal matrices and so is the matrix αΓ̂ + ρ∗Σ̂−1 with
entries (αλk + ρ∗)/(γλk +1), ∀k ∈ {2, · · · , N}. Therefore,
the diagonal elements of
(
αΓ̂ + ρ∗Σ̂−1
)−1
are given by
(γλk+1)/(αλk+ρ
∗). From Lemma II.1, we then have that∣∣∣∣∣∣∣∣∣∣∣∣(αΓ̂+ ρ∗Σ̂−1)−1∣∣∣∣∣∣∣∣∣∣∣∣ = (γλN + 1)/(αλN + ρ∗) since λN
is the maximum eigenvalue of L. Finally, using Prop. IV.1,
we obtain (57).
As expected, the bound ε on the consensus error can
be considerably reduced by increasing the gain of the
proportional action (α) while it might be adversely affected
7by the gain of the derivative action. Indeed as for classical
PID control, the presence of a distributed derivative action
has little or no beneficial effect on the magnitude of the
steady-state error. Also, it is clear that the network structure
encoded by λ2 and λN has an effect on the overall error
bound.
C. Step 2b: Heterogeneous Node Dynamics
Next we consider the case where at least one pole ρi in
(25) is different from the others, and the disturbances δi are
generically nonidentical.
Theorem IV.4. The heterogeneous group of agents (22)
controlled by the distributed PID strategy (23), achieves
admissible consensus for any β > 0 and γ ≥ 0 if the
following conditions hold
ψ11 = (1/N)
∑N
k=1
ρk < 0, (59a)
α
λ2
γλ2 + 1
>
1
N
(
max
i
{|ρi|}+ ρ¯ρ¯
T
4 |ψ11| |||H1|||
2
)
(59b)
where H1 := IN−1+Ĥ. Moreover, all node states converge
to x∞ as defined in Prop. III.1, and the integral actions
remain bounded by z∞ given in (44).
Proof: Consider the following candidate Lyapunov
function:
V =
1
2
(
xˆ21 + xˆ
T xˆ+
1
β
zˆT Γ̂−1zˆ
)
(60)
where Γ̂−1 := diag{(γλ2 + 1)/λ2, · · · , (γλN + 1)/λN}.
Differentiating V along the trajectories of (37) yields
V˙ = ψ11xˆ
2
1 + xˆ
TΨ22xˆ− αxˆT Γ̂xˆ+ xˆ1xˆT
(
ΨT12 +Ψ21
)
and, using (32) and (33), we get
V˙ = ψ11xˆ
2
1 + xˆ
TΨ22xˆ− αxˆT Γ̂xˆ+ xˆ1xˆTR22H1ρ¯T︸ ︷︷ ︸
g(xˆ1,xˆ)
(61)
Now, by setting QT = R22H1, ζT1 = xˆT , and ζ2 = xˆ1ρ¯T
in (1), we can upper-bound g(xˆ1, xˆ) as follows
g(xˆ1, xˆ) ≤ σ
2
xˆTQTQxˆ+
ρ¯ρ¯T
2σ
xˆ21
This yields that from (61) we get
V˙ ≤
(
ψ11 +
ρ¯ρ¯
T
2σ
)
xˆ21 + xˆ
TΨ22xˆ− αxˆT Γ̂xˆ+ σ2 xˆTQTQxˆ
(62)
From (30), we obtain
∣∣∣∣∣∣Ψ+ΨT ∣∣∣∣∣∣ ≤ 2|||U|||2|||P|||∣∣∣∣∣∣∣∣∣L˜−1∣∣∣∣∣∣∣∣∣.
Moreover, we have
∣∣∣∣∣∣∣∣∣L˜−1∣∣∣∣∣∣∣∣∣ = ∣∣∣λmax (L˜−1)∣∣∣ = 1,
|||P||| = maxi{|ρi|} and, from (9), |||U|||2 = (1/N). Then,∣∣∣∣∣∣Ψ+ΨT ∣∣∣∣∣∣ ≤ (2/N)maxi {|ρi|}.
Using Theorem 8.4.5 in [33] we then find that
λmax(Ψ22 + Ψ
T
22) ≤ λmax(Ψ +ΨT ) so that xˆTΨ22xˆ =
(1/2)xˆT
(
Ψ22 +Ψ
T
22
)
xˆ ≤ (1/N)maxi{|ρi|}xˆT xˆ. Also, as
−xˆT Γ̂xˆ ≤ −λ2/(γλ2 + 1)xˆT xˆ, we obtain
V˙ ≤
(
ψ11 +
ρ¯ρ¯
T
2σ
)
xˆ21 +
(
1
N
maxi{|ρi|}
−α λ2
γλ2+1
+ σ2N |||H1|||2
)
xˆT xˆ
(63)
Now, V˙ is negative definite if the terms ξ1 := ψ11 +
ρ¯ρ¯T /(2σ) and ξ2 := (1/N)maxi{|ρi|}−αλ2/(γλ2 + 1)+
(σ/2N)|||H1|||2 are both negative.
From the assumptions, we have that ψ11 < 0, therefore
ξ1 < 0 is ensured if we choose σ > ρ¯ρ¯T /(2 |ψ11|) [this is
always possible as σ is an arbitrary positive constant in (1)].
Then the condition ξ2 < 0 can be fulfilled by selecting the
control gains so as to satisfy (59b). Therefore, all agents in
(22) achieves admissible consensus to x∞ as defined in Prop.
III.1, and the integral actions remain bounded by (44) with
ˆ|||H||| being bounded by (45) which completes the proof.
V. EXAMPLE
As a representative example, we consider the problem of
achieving consensus in the network of N linearized droop-
controlled inverters which was studied in [27]. The network
equations are
θ˙i(t) = P
∗
i − Pi(t) + vi(t), i ∈ {1, · · · , N} (64a)
Pi(t) =
N∑
j=1,j 6=i
EiEj |Yij | (θi − θj) (64b)
where θi represents the phase of each inverter, vi(t) is the
exogenous control signal, Ei > 0 the nodal voltage, Yij
is the admittance between inverter i and j. P ∗i and Pi(t)
represent the normalized nominal active power injection and
the active electrical power exchanged with the other nodes,
respectively.
To achieve consensus we propose to use a combination of
local and distributed control actions as also done in [26], [35]
with the notable difference that we now consider the case
of heterogeneous local state-feedback actions characterized
by different gains which are deployed together with the
distributed PID strategy proposed in this paper. In particular,
we set
vi(t) = kiθi(t) + ui(t) (65)
with ki being the local feedback gains and ui(t) the dis-
tributed PID action. Then, letting ωij := EiEj |Yij | being
the weights on the edges of the generator network and L
the associated Laplacian matrix, the problem becomes that
of proving convergence in the heterogeneous network given
by
θ˙(t) = L˜
−1
(K− α˜L)θ(t) + z(t) + L˜−1∆ (66a)
z˙(t) = −βL˜−1Lθ(t) (66b)
where θ(t) = [θ1(t), · · · , θN (t)], L˜ = IN + γL, α˜ = 1 +
α, and K = diag{k1, · · · , kN}, ∆ := diag{P ∗1 , · · · , P ∗N}.
System (66) has the same structure as (25). Then, Theorem
IV.4 can be used to tune the control gains and guarantee
convergence in the case of a fixed network structure.
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Fig. 1. (a) Schematic of a micro-grid of six inverters where all link
weights are equal to 5. The red self-links represent local controllers acting
on the node. Time response of the closed-loop network (66) controlled by
just a distributed proportional controller (β = 0, γ = 0) for (b) α = 10,
(e) α = 30. (c),(f), and (d),(g) are the time evolution of the nodes and
integral states for PID and PI respectively. The blue dash-dot line represent
the theoretical convergence value θ∞, and the black dash-dot line the time
evolution of ‖z(t)‖. Self-loops in red represent the presence of a local
feedback action.
As an illustration, consider the network shown in Fig.
1(a) and assume the following nominal power injections
in each node ∆ = [150, 80, 120, 100, 100, 50]. According
to what was reported in [24], purely proportional coupling
leads to ε-admissible consensus. For example, in Figures
1(b), 1(e), we show the time response of the node dynamics
in a heterogeneous network for two different values of
α (with β = γ = 0). We observe that in both cases
a residual error is present that can only be reduced by
increasing α. To overcome these limitations, we consider
now the same network controlled via our strategy with K =
diag {−2, 0, 0,−4, 0,−6} and the gains of the distributed
PID actions selected using Theorem IV.4.
Specifically, from the Laplacian matrix in Fig. 1(a) we
obtain λ2 = 5. Also, we have ψ11 = −2 so that the first
condition of Theorem IV.4 is fulfilled. Moreover, ρ¯ρ¯T = 32
and selecting γ = 1 we obtain α > 5.92. Without loss of
generality, we choose α = 6, and β = 5. The resulting evo-
lution of the node states and integral actions is shown in Fig.
1(c), 1(f), where admissible consensus is reached as expected
to the predicted value θ∞ := −
∑N
i=1 δi/
∑N
i=1 ki = 50.
For the sake of comparison, the performance of a purely
distributed proportional and integral action obtained by
switching off the derivative actions in the previous example
(γ = 0) is depicted in Fig. 1(d), 1(g). We observe that the
distributed PID strategy presented in this paper is indeed able
to guarantee better performance since when PID is used the
bounds on the integral terms are smaller than those when
controlled by a distributed PI strategy.
VI. CONCLUSIONS AND FUTURE WORK
We have investigated the use of a distributed PID protocol
to achieve consensus in homogeneous and heterogeneous
multi-agent networks. Convergence of the strategy in both
cases was obtained by using appropriate state transfor-
mations, linear algebra and Lyapunov functions. Explicit
expressions for the consensus values were obtained together
with analytical estimates of the upper bound for all integral
actions. Also, some estimates of the rate of convergence
were obtained as functions of the gains of the distributed
control actions and the network structure. It was found
that the network architecture, the nodal dynamics and the
control gains all contribute to determine the stability and
performance of the closed-loop network.
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APPENDIX A
DERIVATION OF EXPRESSION (20)
From Lemma II.3 we have that U−1L˜−1U = Σ−1. Then
Using the block representation we have
[
r11 R12
R21 R22
] [
l̂11 L̂12
L̂21 L̂22
] [
1 NRT21
1N−1 NRT22
]
= Σ−1
Letting M := U−1L˜U, some straightforward algebra
yields[
M11 M12
M21 M22
]
=
[
1 01×(N−1)
0(N−1)×1 Σ̂−1
]
where
M11 = r11
(
l̂11 + L̂121N−1
)
+R12
(
L̂21 + L̂221N−1
)
M12 = Nr11
(
l̂11R
T
21 + L̂12R
T
22
)
+NR12
(
L̂21R
T
21 + L̂22R
T
22
)
M21 = R21
(
l̂11 + L̂121N−1
)
+R22
(
L̂21 + L̂221N−1
)
M22 = NR21
(
l̂11R
T
21 + L̂12R
T
22
)
+NR22
(
L̂21R
T
21 + L̂22R
T
22
)
Equating the blocks we have that M22 = Σ̂−1, and
some algebraic manipulations yield R21 l̂11RT21 +
R21L̂12R
T
22 + R22L̂21R
T
21 + R22L̂22R
T
22 =
1
N
Σ̂−1.
Now, adding and subtracting l̂11R211TN−1RT22 one
gets l̂11R21
(
RT21 + 1
T
N−1R
T
22
) − l̂11R211TN−1RT22 +
R21L̂12R
T
22 +R22L̂21R
T
21 +R22L̂22R
T
22 =
1
N
Σ̂−1. From
property (7) one has that RT21 + 1N−1RT22 = 0. Also,
using (5), we have R21 = −R221N−1 so that the equation
above can be recast as R22L̂22RT22 −R221N−1L̂12RT22 −
R22L̂211
T
N−1R
T
22 + l̂11R221
T
N−11N−1R
T
22 =
1
N
Σ̂−1.
Finally regrouping terms we obtain (20).
APPENDIX B
COMPUTATION OF Ψ MATRIX
We know that Ψ = U−1L˜−1PU, and[
ψ11 Ψ12
Ψ12 Ψ22
]
= U−1L˜
−1
[
1 01×(N−1)
0(N−1)×1 P̂
]
U
Next, we simplify the expression of each block in the
matrix. Specifically, from (3) we have that R12 = r111TN−1
and the first block can be expressed as
ψ11 = r11
(
l̂11ρ1 + L̂12P̂1N−1
)
+R12
(
L̂21ρ1 + L̂22P̂1N−1
)
= r11 l̂11ρ1 + r111
T
N−1L̂21ρ1 + r11L̂12P̂1N−1
+R12L̂22P̂1N−1
10
From (15) one has 1TN−1L̂21 = 1− l̂11, where L̂12 = L̂
T
21.
Thus, using (16) yields
ψ11 = r11ρ1 + r11L̂12P̂1N−1 + r111TN−1L̂22P̂1N−1
= r11ρ1 + r11L̂12P̂1N−1 + r11(1TN−1 − L̂12)P̂1N−1
= r11ρ1 + r111
T
N−1P̂1N−1
= (1/N)
∑N
k=1
ρk
We move next to the second block given
by Ψ12 = Nr11(l̂11ρ1RT21 + L̂12P̂RT22) +
NR12(ρ1L̂21R
T
21 + L̂22P̂R
T
22). From (3) we have
that R12 = r111TN−1. Some algebraic manipulation
yields (1/N)Ψ12 = r11ρ1 l̂11RT21 + ρ1r111TN−1L̂21RT21 +
r11L̂12P̂R
T
22 + R12L̂22P̂R
T
22. Using (15) the right-hand
side of this expression can be rewritten so as to get
1
N
Ψ12 = r11ρ1 l̂11R
T
21 + ρ1r11(1 − l̂11)RT21
+ r11L̂12P̂R
T
22 +R12L̂22P̂R
T
22
1
N
Ψ12 = r11ρ1R
T
21 + r11L̂12P̂R
T
22 + r111
T
N−1L̂22P̂R
T
22
1
N
Ψ12 = r11ρ1R
T
21
+ r11L̂12P̂R
T
22 + r11(1
T
N−1 − L̂12)P̂RT22
1
N
Ψ12 = r11ρ1R
T
21 +R12P̂R
T
22
Finally, adding and subtracting ρ1R12RT22 and applying
property (7) yields
(1/N)Ψ12 = −ρ1R12RT22 +R12P̂RT22
(1/N)Ψ12 = R12
(
P̂− ρ1IN−1
)
RT22
(1/N)Ψ12 = r111
T
N−1
(
P̂− ρ1IN−1
)
RT22
Ψ12 = [ρ2 − ρ1, · · · , ρN − ρ1]RT22 = ρ¯RT22
The third block of the matrix has an expression given
by Ψ21 = R21 l̂11ρ1 + R22L̂21ρ1 + R21L̂12P̂1N−1 +
R22L̂22P̂1N−1. Using (5) we get
Ψ21 = −R221N−1 l̂11ρ1 +R22L̂21ρ1
+R22L̂22P̂1N−1 −R221N−1L̂12P̂1N−1
Ψ21 = R22((L̂22 − 1N−1L̂12)P̂1N−1
+ ρ1(L̂21 − 1N−1 l̂11))
Then, using (18), one finally has Ψ21 =
R22(L̂22 − 1N−1L̂12)(P̂− ρ1IN−1)1N−1 and (33) is
then obtained. Finally, the last block of Ψ matrix is
expressed as
(1/N)Ψ22 = R21 l̂11ρ1R
T
21 +R22ρ1L̂21R
T
21
+R22L̂22P̂R
T
22 +R21L̂12P̂R
T
22
Using (5) and (15) one gets
(1/N)Ψ22 = ρ1R22(L̂21 − l̂111N−1)RT21
+R22(L̂22 − 1N−1L̂21)P̂RT22
= R22(L̂22 − 1N−1L̂12)P̂RT22
− ρ1R22(L̂21 − l̂111N−1)1TN−1RT22
then, applying (18) one has
(1/N)Ψ22 = R22(L̂22 − 1N−1L̂12)P̂RT22
+ ρ1R22(L̂22 − 1N−1L̂12)1N−11TN−1RT22
and we obtain (34)
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