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Abstrat
Transmit beamforming is a tehnique used in MIMO systems to inrease diversity
in the ommuniation. We onsider a broadast senario (downlink) with several
antennas at the transmitter and one antenna at eah reeiver. In this thesis
we propose tehniques that determine power alloation and beamformers in an
OFDM senario.
In Chapter 2 we make the senario desription and present some previous
works in the single hannel ase. We desribe two optimal transmit beamforming
algorithms, and present one solution for the ognitive radio ase.
In Chapter 3 we introdue the problemati of the OFDM optimization and
justify the motivation behind it. We explain the interest in developing algorithms
that alloate resoures in a femtoell and onsider the ognitive radio ase. Within
this sope we formulate two dierent approahes to our problem: one onsiders
power minimization while having spei onstraints on every subarrier of eah
user, and the seond minimizes power while onsidering only one onstraint per
user.
In Chapter 4 we develop two algorithms that suboptimally solve the problem
with spei onstraints on every subarrier. For feedbak signaling reasons, the
users are imposed to use a single beamformer for all their subarriers. Again, one
of these solutions is extended to the ognitive radio ase.
In Chapter 5 we propose a new algorithm that onverges towards a feasible
solution in the ase we use Exponential Eetive SINR Mapping (EESM) on-
straints on every user. We also disuss its optimality and extend it again to the
ognitive ase.
Finally, in Chapter 6 we present some simulations and results for these algo-
rithms.
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Chapter 1
Introdution
Wireless ommuniations have evolved in the past years to serve many of the
human neessities to transmit information in all kind of appliations. From the
long range distanes suh as satellite broadasting servies, to mobile networks or
shorter range distanes, they serve for many purposes and appear in all kind of
devies. A great development in the use of these tehnologies has ourred, and
more is expeted due to the appearane of new appliations and more demanding
requirements. Higher transmission rates, wireless networks of sensors, or RFIDs
(Radio Frequeny Identiation) are some of the very ative researh areas that
will have greater presene in the near future.
To solve many of these hallenges, new tehniques and methods have been pro-
posed and studied. Transmission and reeption with several antennas, generally
known as MIMO ommuniations, are now being widely used in many dierent
senarios and appliations. These tehniques allow to satisfy the QoS by reating
diversity and inreasing the transmission rate of the system (ompared to a unique
antenna for transmission and reeption). New standards suh as IEEE 802.11n,
or the Long Term Evolution of UMTS (LTE) are some examples of ommerial
produts whih will appear in the oming years.
With the searh of higher rates and to extend mobile overage, the use of
femtoells to over indoor senarios will probably grow in importane. These
base stations provide wireless aess in residential areas or small businesses in
the liensed spetrum, and is of great interest in the 3G network and LTE. This
interest lies in providing a better servie to end-users, while reduing the apital
expenditure and operating osts that would otherwise be required.
A new tehnology to transmit over the liensed spetrum without reating
unneessary interferene appeared in the last years, known as ognitive radio.
This approah is speially appropriate in femtoell senarios, where it would help
to redue the frequeny planning osts of mobile networks. It involves the usage of
transmit beamforming in a MIMO transmission sheme, by knowing the hannel,
and adjusting the transmission beams to the users of interest.
The development of this thesis is based on this last senario, where we study
1
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the implementation of algorithms that alloate resoures (power and beamform-
ers) on a broadasting hannel using OFDM modulation. In Chapter 2 we present
the senario desription and introdue previous works in the topi. In Chapter
3 we explain the motivation and formulate the problems to solve. In Chapters
4 and 5 we present the algorithms we developed to solve these problems, and in
Chapter 6 we present some simulations and results of their performane.
Chapter 2
Transmit beamforming overview
In this hapter we would like to present some bakground in the topi we are going
to develop throughout the thesis, and introdue some previous works in whih
we based our work. This Chapter will mainly onsider systems with only one
hannel, and we will extend these results in the subsequent Chapters to several
transmission hannels.
In the rst setion of this hapter we will introdue the senario desription,
and in the following ones we present the algorithms that solve the beamforming
problem in the single hannel ase.
2.1 Senario desription
In wireless ommuniations, Multiple-Input-Multiple-Output (MIMO) is the use
of multiple antennas at both the transmitter and reeiver to improve ommunia-
tion performane. This tehnology oers signiant inreases in data throughput
and link range without additional bandwidth or transmit power. It ahieves
this by having higher spetral eieny (more bits per seond per hertz of band-
width) and link reliability or diversity (redued fading). During this whole thesis,
we will onsider a multiuser Multiple-Input-Single-Output (MISO) system, where
the base station (or transmitter) will have several antennas, and the user equip-
ments (or reeivers) will only have one. Please, refer to the bibliography in [1℄
for an introdution on MIMO ommuniations.
Beamforming is one of the possible strategies to use when we have a MIMO
system and we want to prioritize diversity over transmission rate. This strategy
tries to reate a user spei beam that will help the reeiver to aquire suient
Quality of Servie (QoS) by anelling the interferene produed to other users
while maintaining the signal of interest. These beams are formed by plugging
some power distribution in the antenna array, and transmitting the same sym-
bol in all antennas. This tehnique together with some signal proessing at the
reeiver will help satisfy a ertain QoS level and minimize the interferene. It
is important to note that all users transmit in the same frequeny or hannel,
3
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reating interferene to eah other. The purpose of this thesis is to design the
algorithms that determine the beamformers and power alloation at the base
station for the orret transmission of information.
A dierent approah in a MIMO system to reate diversity would be to use
spae-time odes. The idea behind this strategy is to introdue some redundany
in the transmitted signal, both over time and spae, and is mainly used when the
transmitter has no knowledge of the propagation onditions. We will not over
this approah in the thesis, and would only like to mention it to the reader, for
him to onsider its use in other kind of senarios. Again, you may refer to [1℄ for
a further expansion on this topi.
Beamforming strategy varies if we onsider transmission or reeption in the
network, and so, dierent problems arise in these two ases. The design of the
beamformer at the reeiver side will have to onsider the signal quality for that
spei user, whereas the design at the transmitter will have to deal with the
overall system performane. We will deal with both approahes during the sope
of the thesis, but will try to solve mainly the transmit beamforming strategy,
whih will all from now on downlink problem. The strategy from the reeiver
side, or uplink problem, will not be solved and presented as a separate problem,
but will be inluded as part of the solution to the downlink one. Nevertheless,
it will be easy to draw spei onlusions for the uplink formulation, sometimes
beause it will be solved as a middle step by means of duality, and others beause
the algorithm an easily be extended to over both problems.
In this Chapter we will onsider narrow-band systems, although some of these
onlusions an be extended to wide-band systems [3℄. It is not the purpose of this
hapter to present those solutions, sine the oming hapters will deal with wide-
band hannels by means of Orthogonal Frequeny-Division Multiplex (OFDM).
As an additional requirement, the algorithms here presented will require om-
plete knowledge of the hannels at the transmitter, although approahes exist
where the hannel is partially known [6℄. The hannel haraterizations an be
estimated in several ways, depending on the strategy used for the downlink and
uplink hannels. For example, if both uplink and downlink use a Time Division
Duplex (TDD), sharing the same frequeny but dierent time slots, the base
station ould estimate the hannels from the information transmitted by the re-
eivers and extrapolate that information to the downlink. On the other hand,
if a Frequeny Division Duplex (FDD) sheme is used and the duplex distane
is larger than the oherene bandwidth, the uplink and downlink hannels will
fade independently and the former approah would not work. In those ases a
dierent solution an be used, simple but resoure onsuming mobile feedbak,
or hardware onsuming alternatives suh as mathed arrays or spatial spetra
estimation. For a deeper explanation of these alternatives, please refer to [3℄.
From now on, we will assume we only have one base station and the han-
nels are perfetly known at the transmitter and reeivers. We will also onsider
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that the noise is white with power σ2 = E
[|ni (t)|2], the transmitted signals are
narrow-band and the time dispersion of the radio link is small. The signal ve-
tor transmitted at the base station for user k will be xk (t) = wksk (t), and the
baseband reeived signal if we have a system with K dierent users and one base
station will be:
ri (t) =
K∑
k=1
hHi xk (t) + ni (t) =
K∑
k=1
hHi wksk (t) + ni (t) (2.1)
Here we present some of the variables and notation that will be used through
the thesis:
hi Channel vetor from the base station to the user i, inluding the
hannel gain.
hi,s Channel vetor from the base station to the user i, in subarrier s.
Ri Channel orrelation matrix from the base station to the user i, in-
luding the hannel gain.
Ri,s Channel orrelation matrix from the base station to the user i, in
subarrier s.
ri (t) Signal reeived at user i.
σ2i Noise level at user i.
wi Beamforming vetor for transmission from the base station to user i.
wi,s Beamforming vetor for transmission from the base station to user i,
in subarrier s.
si (t) Signal intended for user i.
xk (t) Signal vetor transmitted at the base station.
K Total number of users.
N Total number of subarriers.
It is diult to obtain good estimates for the instantaneous downlink hannel
vetors hi, but it is reasonable to have aess to the hannel orrelation matrix,
estimated as an average over the fast fading Ri = E
[
hih
H
i
]
. Therefore, in our
algorithms we will deal with this parameter, rather than the hannel vetors.
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2.2 Optimal transmit beamforming
There are many ways on how to dene optimal beamforming, but we will deal with
the one that tries to minimize power while satisfying some user QoS requirements.
We will express the QoS requirement as a lower threshold γi on the reeived Signal
to Interferene plus Noise Ratio (SINR) at eah user. Our problem an then be
formulated as
min Total transmitted power
s.t. Reeived signal power at user i
Reeived interferene+noise
≥ γi
Other tehniques onsider the maximization of the worst SINR, while satisfy-
ing some power onstraint. This approah an be heked in [13, 7℄, but we will
not deal with it along the thesis. In addition to that, we would like to mention
that the information presented in this setion has been gathered from [3℄.
With our previous formulation, in order to represent it with mathematial
terms, we an express (2.1) in this way:
ri (t) = h
H
i wisi (t)︸ ︷︷ ︸
desired signal
+
∑
n 6=i
hHi wnsn (t)︸ ︷︷ ︸
interference
+ni (t)︸ ︷︷ ︸
noise
(2.2)
It is straightforward, that with this formulation the SINR at the reeiver is
then
SINRi =
wHi Riwi∑
n 6=i w
H
n Riwn + σ
2
i
(2.3)
where we used the hannel orrelation matrix, instead of the instantaneous han-
nel vetor.
The transmitted power at the base station is E
[‖wisi (t)‖2] = wHi wi, and
the overall beamforming an be presented as
min
K∑
i=1
wHi wi (2.4)
s.t.
wHi Riwi∑
n 6=i w
H
n Riwn + σ
2
i
≥ γi
This is a quadrati optimization problem with non-onvex onstraints, whih
as it stays is NP-omplete and not solvable in reasonable time. However, it an
be transformed and expressed in an equivalent way that will allow us to solve it
eiently. We present two algorithms in the oming subsetions that will solve
it.
Note from this formulation that for the optimal wi all onstraints will hold
with equality. To understand this, suppose the optimal solution fullls one of
the onstraints with strit inequality. Then we ould diminish the power of that
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beamformer until the onstraint is satised with equality, and that would redue
the interferene produed to other users. However the new found solution uses
less power than the starting one, and therefore states a ontradition. From this
we an establish that all onstraints are satised with equality at the optimum.
Additionally to that statement, we should notie that sine all the beamformers
are involved in all the onstraints, the solution must be alulated entrally.
This formulation (2.4) is used for the downlink problem, when we want to
determine the beamformer at the base station to transmit to the dierent mo-
biles/users. Now, we will onsider the uplink problem, where all the users trans-
mit simultaneously and the base station wants to deode the dierent user signals.
Sine the users only have one antenna, the reeived vetor signal at the base sta-
tion in the uplink is
ri (t) =
K∑
i=1
hULi si (t) + ni (t) (2.5)
When we multiply by the beamformer to deode the signal, we get
yi (t) = r
H
i (t) ·wi =
(
hULi
)H ·wisi (t)︸ ︷︷ ︸
desired signal
+
∑
n 6=i
(
hULn
)H ·wisn (t)︸ ︷︷ ︸
interference
+ni (t) ·wi︸ ︷︷ ︸
noise
(2.6)
Finally, the SINR obtained for that user will be
SINRi =
wHi R
UL
i wi
wHi
(∑
n 6=i R
UL
n + σ
2
i I
)
wi
(2.7)
As before, we will onsider the SINR as a measure of the QoS provided to
the spei user. Note in these last expressions, that the hannel vetors and
orrelation matries do not neessarily have to be the same as in the downlink
ase. In the future setions we will omit the spei referene UL (uplink) for
notation simpliity.
2.2.1 An algorithm based on power ontrol
The idea followed in this algorithm is to reformulate the downlink problem as an
equivalent uplink problem, and then solve the last one iteratively. This result is
based on the following lemma:
Lemma 1. If {wi} are the optimal beamformers for the downlink beamform-
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ing problem (2.4) and {ui} is the optimal solution for the following problem
min
K∑
i=1
ρi
s.t.
uHi ρiRiui
uHi
(∑
n 6=i ρnγnRn + I
)
ui
≥ 1 (2.8)
‖ui‖2 = 1
then for all the beamformers, wi =
√
piui for some positive onstants pi.
We will not show proof of this result now, although it an be heked in
referene [3℄. Later in Setion 4.2 we make use of a similar result that extends
the lemma, and we will prove both.
The reformulated problem in (2.8) has the same struture as an uplink SINR
(2.7), where we have unity norm {ui} beamformers, and power minimization {ρi}
at the mobiles. Note, that this reformulated problem is dierent to the true uplink
problem, and therefore we will all it equivalent uplink problem.
The algorithm is based on an iterative proess where the beamformer that
maximizes the SINR is determined, and then the power that minimizes the total
power for that beamformer is updated. These steps are repeated until the vari-
ables do not hange above a given error. Convergene is guaranteed if a feasible
solution exists, and proof of it an be heked in [11, 16℄. We present in table 2.1
the steps of the algorithm.
Finally, note that the maximum beamformer ui that maximizes µi is given by
the maximum eigenvetor of the generalized eigenvalue problem
ρi (t)Riui = µi
(∑
k 6=i
ρn (t) γnRn + I
)
ui (2.12)
We will make use of this result in Setion 4.2 to present another version of
the algorithm to over a dierent formulation of the problem.
2.2.2 An algorithm based on semidenite optimization
The next approah, derived in [2, 3℄, will onsider time-varying beamform-
ers, taken from some distribution that will have orrelation matries Wi =
E
[
wi (t)w
H
i (t)
]
. This will add more degrees of freedom in the searh of the beam-
formers, and beause of the irularity property of the trae Tr {AB} = Tr {BA}
we may transform the initial quadrati onstraints from problem (2.4) to linear
ones. It follows wHRw = Tr
{
RwwH
}
= Tr {RW}, and by expressing all on-
straints in linear terms, we get
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Algorithm 2.1 Based on power ontrol
1. Initialize ρi = 1 for i = 1, 2, . . .K.
2. For t = 1, 2, . . . until onvergene, iterate the following steps
Beamformer update: nd
µi = max
‖ui‖=1
ρi (t)u
H
i Riui
uHi
(∑
n 6=i ρn (t) γnRn + I
)
ui
(2.9)
and the orresponding vetor ui for i = 1, 2, . . .K.
Power ontrol update:
ρi (t + 1) =
1
µi
ρi (t) (2.10)
3. After onvergene,
η =
[
γ1σ
2
1, . . . , γKσ
2
K
]
[F]i,n =
{
uHi Riui i = n
−γiuHn Riun i 6= n
(2.11)
p = F−1η
wi =
√
piui
min
K∑
i=1
Tr {Wi}
s.t.Tr {RiWi} − γi
∑
n 6=i
Tr {RiWn} ≥ γi (2.13)
Wi = W
H
i
Wi  0
We made expliit statement that matries W remain hermitian and positive
semidenite, sine they are onsidered orrelation matries. The notation Wi  0
means that W is positive semidenite. The problem (2.13) as it stays is onvex,
and then solvable with onvex optimization tools. For this thesis we used CVX to
solve them [10℄.
When introduing time-varying beamfomers and their orrelation matrix W,
we hanged our original problem to a dierent one. The problem ould have
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stayed equivalent, if we fored W to have rank one. However, the rank {W} = 1
onstraint is nononvex, but by relaxing the onstraint we get a onvex problem.
The surprising thing in this ase is that this omission is no relaxation at all, be-
ause the onvex problem we obtain is in fat equivalent to (2.4), and the solution
we get from (2.13) will probably have rank one. For proof of this statement refer
to [3℄.
Finally, to obtain the beamformers we need to span the vetors that form
the orrelation matries Wi, where we hoose the one with highest assoiated
eigenvalue. To nd the powers, we use the same proedure as in (2.11).
It is important to note that this algorithm allows the inlusion of other on-
straints, suh as power limits as long the onstraint an be expressed within the
formulation of onvex problems. In these ases, there is no further guarantee
that W will hold rank one and suh a solution ould be interpreted as a non-
obtainable solution with x-time beamformers. In oming setions and Chapters
we will also use this relaxation, and we will note that there is no guarantee that
rank {W} = 1 will hold.
2.3 Cognitive Radio
Cognitive radio is a new paradigm for wireless ommuniation in whih either a
network or a wireless node hanges its transmission or reeption parameters to
ommuniate eiently avoiding interferene with liensed or unliensed users.
It supports exploitation of the spetrum by the unliensed users (also known as
seondary users) to ommuniate in the liensed bands when they are unoupied
by the liensed holders (or primary users). It is the objetive of this thesis to
provide solutions to the problem of ognitive radio in the dierent formulations
we will enounter in the oming Chapters. For this reason, we inlude this setion
as introdution towards what we will develop in oming algorithms. See [6, 7℄ for
some referenes on the topi of ognitive radio.
Transmit beamformers an be designed by setting onstraints on the inter-
ferene level of the liensed users and SINRs on the seondary users. We will
onsider an approah where we have L primary users and K seondary users.
The base station will be equipped with N antennas, while both the primary and
seondary users will have only one. We will assume the same notation as in
Setion (2.1), and the same SINRs on seondary users as in equation (2.3).
Sine the ognitive users (seondary users) share the same frequeny band,
they may ause interferene to the primary users. The interferene signal at the
l th primary user an be written as,
rl =
K∑
i=1
hHl wisi (t) (2.14)
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where hl represents the hannel from the base station to the primary user.
The maximum interferene power allowed to the primary user, named ǫl for
l = 1, 2 . . . L, will be
Pl =
K∑
i=1
wHi Rlwi ≤ ǫl (2.15)
where we used the hannel ovariane matrix Rl instead of the instantaneous
hannel vetor.
The problem formulation with all the onstraints will be,
min
K∑
i=1
wHi wi (2.16)
s.t.
wHi Riwi∑
n 6=i w
H
n Riwn + σ
2
i
≥ γi, i = 1, 2 . . .K
K∑
i=1
wHi hlh
H
l wi ≤ ǫl, l = 1, 2 . . . L
To solve the problem, a similar approah to the one in Setion 2.2.2 an be
followed, onverting the original quadrati problem into a onvex one,
min
K∑
i=1
Tr {Wi} (2.17)
s.t.Tr {RiWi} − γi
∑
n 6=i
Tr {RiWn} ≥ γi, i = 1, 2 . . .K
K∑
i=1
Tr {HlWi} ≤ ǫl l = 1, 2 . . . L
Wi = W
H
i
Wi  0
The obtained orrelation matrix Wi is also guaranteed to have rank one, and
the same onlusions as in Setion 2.2.2 apply. The beamformer wi will again be
found as the eigenvetor that expand the matrix Wi.
Chapter 3
Problem statement
In this hapter we explain the motivation and purpose of the thesis, and ite
the mathematial formulations we try to solve. In the rst setion, we establish
the interest to investigate our problem in a femtoell senario, and within the
ognitive radio tehnology. In the next setion, we disuss the validity of the
mathematial formulations we use, and the alternatives we deal with.
3.1 Motivation and purpose
A femtoell is a small ellular base station, typially designed for use in a home or
small business. It onnets to the servie provider's network via broadband (suh
as DSL or able) and allows servie providers to extend servie overage indoors.
It enables apaity equivalent to a full 3G network setor at very low transmit
powers, dramatially inreasing battery life of existing phones, without needing to
introdue WiFi enabled handsets. It operates in liensed spetrum, so the deploy-
ment of equipment must meet the strit requirements of the lienses. Therefore,
it has impliations in frequeny and ellular planning, sine an unexpetedly lo-
ated aess point base station ould interfere with other losely-loated base
stations.
Figure 3.1: Diagram of a Femtoell senario
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In order to avoid interferene aused to maroell users or base stations, the
ognitive radio approah ould provide a liable solution to the problemati of
frequeny planning. As explained in Setion 2.1, the base station transmits to
the unliensed users (or seondary users) without ausing interferene to the
maroell users (primary users). What the base station does is to onform the
transmit beam to reah the user of interest, while minimizing the interferene
aused to the primary users, and satisfying some QoS to the rest of seondary
users. In Figure 3.2 we see the downlink senario that represents the interferene
aused to these users.
Secondary user
Primary user
Primary user
Primary user
Secondary user
Secondary
user
Figure 3.2: Interferene aused to PU and SU
OFDM is a frequeny-division multiplexing sheme utilized as a digital multi-
arrier modulation method, where a large number of losely-spaed orthogonal
sub-arriers are used to arry data. Eah sub-arrier is modulated with a onven-
tional modulation sheme (suh as quadrature amplitude modulation or phase-
shift keying) at a low symbol rate, maintaining total data rates similar to on-
ventional single-arrier modulation shemes in the same bandwidth. Please refer
to [1, 8℄ for a desription of its mathematial haraterization.
OFDM has developed into a popular sheme for wideband digital ommuni-
ations, being adopted in many standards suh as in the Long Term Evolution
of UMTS. Therefore, a growing interest in ombining the MIMO tehniques and
OFDM modulation sheme has aroused in the past years (also dealing with the
ognitive radio approah). In Figure 3.3 we see the transmission and reeption
sheme used in a MIMO-OFDM system with a beamforming strategy. Every
symbol will rst be saled by the beamforming vetor, and eah output will enter
the dierent OFDM modulators. Note, that in general the beamformer will be
dierent at eah subarrier. At the reeiver side, the user will only have one
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antenna, although the Figure shows the general ase.
Figure 3.3: MIMO-OFDM transmission and reeiver sheme
The purpose of this thesis is to investigate the use of algorithms that will
determine the power alloation and beamformers in a MIMO-OFDM system,
also with the problemati on how to alloate these resoures on the spetrum.
The previous works presented in Chapter 2 onsidered the single hannel ase,
and we will propose an extension to those algorithms on the OFDM ase, where
we have multiple subarriers. We will disuss their suboptimality, run simulations
and present our onlusions. For this thesis, we will assume that the yli prex
of the OFDM system is larger than the hannel dispersion, so that orthogonality
between symbols is preserved.
As mentioned before in the MIMO-OFDM sheme, dierent beamformers
ould be used in every subarrier to onform the beam to the hannel behavior
in dierent frequenies. However, for signaling purposes it is of great interest to
use known beamformers at the reeiver side, although they may not have optimal
behavior. Several possibilities have been proposed, suh as using beamformers
from a odebook [14℄, using one beamformer at eah luster of subarriers [5℄,
or using a tehnique alled smooth-beamforming that does not deorrelate the
beamformed hannels [12℄. The interest in using one of these tehniques is to as-
sure that the subarriers at the reeiver will maintain orrelation, allowing easy
hannel estimation on the nearby subarriers. Otherwise, the subarriers would
deorrelate by using independent beamformers, inreasing the neessity of more
pilot signals to estimate the hannels.
As an additional objetive to extend the algorithms to the OFDM ase, we
deided to study the use of xed beamformers on lusters of beamformers. In
previous approahes they used one beamformer per luster, where the subarriers
were orrelated. In our study, we will deal with independent frequeny lusters,
and searh for a good beamformer that works on several lusters, satisfying the
given onstraints.
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3.2 Problem formulation in the OFDM ase
When deiding how to formulate the problem in the OFDM ase we onsidered
several alternatives. The rst one was to minimize power using the algorithms
from setions 2.2.1 and 2.2.2. These algorithms would be applied independently to
the dierent subarriers, nding the optimal beamformers and power alloation
to eah of them. This approah has several drawbaks. The rst one is that
these beamformers would deorrelate the hannels, inreasing the number of pilot
signals neessary to estimate the hannels at the reeiver. The seond one is that
we would need to set individual onstraints on every user and every subarrier to
nd the beamformers, and do the spetrum planning somehow.
To avoid the rst drawbak, we need to nd beamformers that work in a wide
band of the spetrum. By inluding the subarriers in lusters, we try to nd the
beamformers that work on several of them. This justies that we onsider the
lusters independent from eah other, as they represent sets of subarriers wide
apart from eah other in the transmit spetrum.
The seond drawbak about speifying individual SINR onstraints to eah
user and subarrier, opens the question on how to represent the desired QoS to
the dierent users. We deided that apaity onstraints, and eetive SINR
onstraints ould represent globally the QoS of the users. In the next setion
we present some initial approahes we had to rejet, that help understand the
problemati. In Setion 3.2.3 we explain the onepts we nally use in the rest
of the thesis.
3.2.1 Initial approahes
The rst idea on how to represent a user general onstraint was to make an
averaged SINR over all subarriers, making it greater than a given lower bound
1
N
N∑
s=1
SINRi,s ≥ γi i ∈ {1, 2 . . .K} (3.1)
where the index i represents the user i out of K total users, the index s the
dierent subarriers of the total N , and the SINR is dened as in Setion 2.2.
The reason for not being valid, is that satisfying that the average SINR is above
some value does not desribe the performane of an OFDM system and also,
does not represent the intended QoS provided to the user. However, this idea is
somehow exploited in the eetive SINR mapping method, whih we will later
introdue.
A seond idea we investigated, was to have a onstraint on the total signal
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power of all subarriers, divided by all interferene and noise,∑N
s=1 power on subarriers∑N
s=1 interferen on subarriers + noise
(3.2)∑N
s=1 w
H
i Ri,swi∑N
s=1
(∑
n 6=i w
H
n Ri,swn + σ
2
i,s
) ≥ γi (3.3)
where Ri,s represents the hannel ovariane matrix of user i on subarrier s, wi
represents the beamformer used by user i (note that there is only one beamformer
per user), and σ2i,s represents Additive White Gaussian Noise (AWGN). This
approah an easily be solved by summing the subarrier ovariane matries
of the users, and using the algorithms of setions 2.2.1 and 2.2.2 to nd the
beamformers.
What this approah implies, is that we transmit a xed amount of power on
all subarriers of user i, and we expet that the total amount of reeived power is
above the total interferene and noise saled by γi. What we notied, is that with
this approah the problem quikly turns unfeasible, being bounded the number
of subarriers that an be handled by one beamformer. After this, we deided to
separate the alloation of power from the beamformer strategy, so that the power
is not distributed equally on all subarriers. Here,∑N
s=1 pi,su
H
i Ri,sui∑N
s=1
(∑
n 6=i pn,su
H
n Ri,sun + σ
2
i,s
) ≥ γi (3.4)
uHi ui = 1
the variables pi,s indiate the power of user i to transmit in subarrier s, and ui
is a unity norm vetor.
However, this formulation is inappropriate, and we will show it with a ounter-
example. Suppose the senario of two subarriers (or two lusters, using the ter-
minology from before) and two users. The optimal strategy in this ase would
be that both users transmit in dierent subarriers, without ausing any interfer-
ene to eah other, and without needing a spei beamformer that anels any
interferene. Nevertheless, the formula from above will assume there is interfer-
ene and it will onsider the noise from both subarriers, although the user does
not transmit on the seond hannel. This is enough reason to deviate from the
optimum, sine the formula tries some interferene minimization, where there is
none. You may hek this explanation on table 3.1.
3.2.2 Formulation with individual onstraints
In this setion we onsider the mathematial formulation to nd the resoure
alloation of power and beamformers, when the beamformers are kept xed in all
subarriers. For this problem, we will assume that SINR onstraints are given
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POWERS User 1 User 2
Subarrier 1 p1,1 0
Subarrier 2 0 p2,2
(a)
User 1
p1,1u
H
1 R1,1u1
p2,2u
H
2 R1,2u2+σ
2
User 2
p2,2u
H
2 R2,2u2
p1,1u
H
1 R2,1u1+σ
2
(b)
Table 3.1: Counter-example
on every user and on every subarrier, and we will all this formulation ase with
individual onstraints. In the next setion we will speify the problem giving only
one onstraint per user, and we will all it ase with general onstraints.
Having said all this, and knowing our starting point is to minimize power, the
problem to solve reads
min
K∑
i=1
N∑
s=1
pi,s (3.5)
s.t.
pi,su
H
i Ri,sui∑
n 6=i pn,su
H
n Ri,sun + σ
2
i,s
≥ γi,s i ∈ {1, 2 . . .K}
uHi ui = 1 s ∈ {1, 2 . . .N}
pi,s ≥ 0
where pi,s is the power of user i on subarrier s, γi,s represents the individual
onstraint on the subarrier s, and ui are unity norm vetors. Note there is
only one beamformer per user, and K · S SINR onstraints. Table 3.2 shows the
aforementioned onstraints.
User 1 User 2 . . . User K
Subarrier 1 γ1,1 γ2,1 γK,1
Subarrier 2 γ1,2
.
.
.
.
.
.
. . .
.
.
.
Subarrier N γ1,N γK,N
Table 3.2: Individual onstraints
In Chapter 4 we will propose two algorithms that solve this problem subop-
timally. One of them will be based on semidenite optimization, while the other
will be an iterative algorithm based on eigenvalue deomposition approahes. To
solve this seond algorithm we will look into an equivalent uplink formulation.
3.2.3 Formulation with general onstraints
In the single hannel ase, SINR is a good measure of QoS, sine it an be related
to a Bit Error Rate (BER), or to a apaity value. For this reason, a similar
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parameter that ould represent the performane of the OFDM hannel was re-
quired. The eetive SINR mapping method [15℄ turned out to represent the
harateristis of multiple sub-arrier SINR, and therefore we deided to repre-
sent the general onstraints with this measure. A dierent approah was to use
apaity onstraints on eah user, but this method presented some diulties
that made it more diult to solve.
3.2.3.1 Eetive SINR Mapping method
The eetive SINR measure is a mapping method that helps represent the har-
ateristis of multiple sub-arrier SINR [15℄. This onept aroused beause of
the neessity to evaluate an OFDM system performane with only one parame-
ter, due to the high load simulations would require, with all possible subarrier
states. The main objetive of ESM is to nd a value that is able to go from an
instantaneous SINR at every subarrier, to a orresponding blok error proba-
bility (BLEP). This mapping will use either a look-up table, or an approximate
analytial expression. This proedure is shown in Figure 3.4.
Figure 3.4: Priniple of the eetive SINR mapping
Currently, there are two approahes in the literature, namely Exponential Ef-
fetive SINR Mapping (EESM) and Mutual Information based SINR Mapping
(MI-ESM). The rst one is appropriate when all subarriers on the mobile ter-
minal have to use the same modulation and oding sheme (MCS). The seond
method is more advaned, and is suitable for adaptive modulation and oding
shemes in the dierent subarriers. We will only explain EESM, as it is the
one we are going to use in our problem, due to the omplexity the other method
involves. The exponential eetive SINR is represented by equation 3.6, where β
is a saling fator used to adjust the ompression funtion to adapt the mismath
between the predited BLEP and the real one.
SINReff = −β ln
[
1
N
N∑
s=1
exp
(
− 1
β
SINRs
)]
(3.6)
Note again that EESM is used only for xed modulation and oding sheme
on all subarriers, and β is a xed parameter that will only depend on them. For
a set of values of β depending on these parameters, you should hek [15℄. Finally,
observe this expression involves the inverse funtion (logarithm) of an average of
negative exponentials, whose arguments are the SINRs where the index s indiates
the dierent subarriers.
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3.2.3.2 Problem formulation with EESM onstraints
The problem with EESM onstraints then reads
min
K∑
i=1
N∑
s=1
wHi,swi,s (3.7)
s.t. − β ln
[
1
N
N∑
s=1
exp
(
− 1
β
wHi,sRi,swi,s∑
n 6=i w
H
n,sRi,swn,s + σ
2
i,s
)]
≥ γi
i ∈ {1, 2 . . .K}
where we have K onstraints (total number of users). Note β is a xed parameter
that depends only on the MCS. Again, γi represents the eetive SINR onstraint
eah seondary user must ahieve.
3.2.3.3 Problem formulation with apaity onstraints
The hannel apaity formula for eah user is the sum of the subarrier apaities,
being a funtion of the SINR on the dierent subarriers (indiated by index s).
Ci =
N∑
s=1
1
2
log (1 + SINRs) (3.8)
The problem with apaity onstraints is then
min
K∑
i=1
N∑
s=1
wHi,swi,s (3.9)
s.t.
1
2
N∑
s=1
log
(
1 +
wHi,sRi,swi,s∑
n 6=i w
H
n,sRi,swn,s + σ
2
i,s
)
≥ γi
i ∈ {1, 2 . . .K}
where we onsidered one beamformer per subarrier and user.
However, we did not nd a solution to this problem and it remains unsolved.
In Setion 5.3 we explain briey the approah we followed, and the reason why
it did not onverge.
Chapter 4
Algorithms with individual
onstraints
In this hapter we present two suboptimal algorithms that solve 3.5. The rst one
is based on semidenite programming, and an be easily extended to solve the
ognitive radio ase as in Setion 2.3. The seond one is formulated as an equiv-
alent uplink problem, and then solved iteratively until onversion. In Chapter 6
we present some simulations and results. The minimization problem is
min
K∑
i=1
N∑
s=1
pi,s
s.t.
pi,su
H
i Ri,sui∑
n 6=i pn,su
H
n Ri,sun + σ
2
i,s
≥ γi,s i ∈ {1, 2 . . .K} (4.1)
uHi ui = 1 s ∈ {1, 2 . . .N}
pi,s ≥ 0
We observe the problem is nononvex, with quadrati onstraints in the nu-
merator and denominator, and variables pi,s and ui,s multiplying to eah other.
This fat makes it uneasy to searh for a global solution of the problem, and
prevents to use an approah like the one in Setion 2.2. These variables relate
as wi,s = pi,sui where eah user has a single beamformer and dierent power
alloation on eah subarrier, where the index i represents the user of interest,
and s the subarrier in onsideration.
4.1 Algorithm based on semidenite optimization
In this setion we present an algorithm that solves problem 4.1 suboptimally. The
idea of this algorithm is to x one of the variables to ompute while optimizing
the other one, and in the next step x the other variable and optimize the rst
one. At eah step, power minimization is made so that we always derease the
20
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power being used. The idea is that in the rst step power is distributed among
the user, and in the seond the power is distributed among the subarriers. Both
steps are iterated until onvergene.
In addition to that, the result at eah step has to be normalized by the user
power, so that in the next step we keep minimizing the overall power. We ob-
served that the result depends on the initialization point, making the rst power
alloation of great importane. Table 4.1 shows the steps of the algorithm to
follow. Notie that we introdue the orrelation matries of the beamformers as
we did in Setion 2.2.2, and relax the rank {Wi} = 1 onstraint. The problem is
still nononvex beause of the multipliation of two variables. However, if we x
one of the variables, the obtained equation will be linear and therefore solvable.
In fat the relaxed problem will be equivalent to the original problem, and it is
the same proof as in appendix A of [3℄.
In step 1 we searh for an initialization point, taking into aount the hannel
gain, the noise and the γi,s requirements. This initialization vetor is the one that
solves the problem when onsidering only the signal to noise ratio (SNR), without
the interferene produed by other users. We observed that this method presented
better results than pi,s = 1 or other ombinations. After the initialization point
has been established, steps 3 to 6th are repeated until the determined powers do
not vary under an error value.
In step 3, the powers are normalized by the user power. The purpose of this
is to introdue some weight in the onstraints, that emphasizes the need of the
beamformer to anel more or less the interferene in the subarriers. After that,
with these parameters xed, in step 4 the problem an be solved with onvex
optimization tools. The new determined beamformers will arry after step 4 the
power of the user, while the normalized ρi,s will arry the distribution in the
subarriers.
In step 5 to 6, the purpose is to redistribute the power among the subarriers,
while holding the beamformers xed. For this reason, the beamformers are rst
normalized by the user power (given by the trae), and then the power is redis-
tributed among users and subarriers. This new linear problem an be solved
also with onvex optimization tools.
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Algorithm 4.1 Algorithm based on semidenite optimization
1. Initialize pi,s = γi,s
σ2i,s
Tr{Ri,s}
2. repeat
3. Normalize the powers: ρi,s =
pi,s
PN
m=1 pi,m
·N
4. Solve for eah user with onvex optimization tools
min
K∑
i=1
N∑
s=1
Tr {Wi}
s.t. ρi,sTr {Ri,sWi} − γi,s
∑
n 6=i
ρn,sTr {Ri,sWn} ≥ γi,s i ∈ {1, 2 . . .K}
Wi = W
H
i s ∈ {1, 2 . . .N}
Wi  0
5. Normalize the beamformer matries: Ui =
Wi
Tr{Wi}
6. Solve the linear optimization problem
min
K∑
i=1
N∑
s=1
pi,s
s.t. pi,sTr {Ri,sUi} − γi,s
∑
n 6=i
pn,sTr {Ri,sUn} ≥ γi,s i ∈ {1, 2 . . .K}
pi,s ≥ 0
7. until
∑K
i=1
∑N
s=1 ‖pi,s (t)− pi,s (t + 1)‖2 ≤ ǫ
8. Obtain the beamformer and power alloation as
ui = max eig Wi i ∈ {1, 2 . . .K}
pi,s = ρi,s · Tr {Wi} s ∈ {1, 2 . . .N}
Convergene of this algorithm is guaranteed, beause at eah step power is
minimized. Again, the solution obtained will be a loal minimum, sine the nal
distribution of powers depends on the starting point. Also, a solution will only
be reahed when the rst step reahes a feasible solution, depending again on this
rst point.
Last, we tried a dierent power alloation method with xed beamformers,
instead of the one proposed in step 6. In it, the intention was to distribute the
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power among the subarriers of the user, and not between users.
min t
s.t. pi,sTr {Ri,sUi} − γi,s
∑
n 6=i
pn,sTr {Ri,sUn} ≥ γi,s (4.2)
N∑
s=1
pi,s = t i ∈ {1, 2 . . .K}
pi,s ≥ 0
In the end, we observed this power alloation provided worse results than the one
used in step 6, of algorithm 4.1.
Cognitive radio
This algorithm uses a onvex formulation of the original problem when xing one
of the variables and trying to optimize on the other. This fat allows to add
new onstraints to the problem that would still hold the problem onvex. As
explained in Setion 2.3, if we add linear onstraints that establish the maximum
interferene allowed to the primary users, we will be able to extend the previous
algorithm to over this new senario with primary and seondary users.
In equation (4.3) we show the interferene every primary user reeives on eah
subarrier. In the next step we make use of the semidenite relaxation done in
the algorithm and obtain a linear onstraint as intended. Finally, this equation
(4.4) is added to the set of onstraints in steps 4 and 6 in algorithm 4.1, and
the rest stays the same. In Chapter 6 we present some simulations that use this
algorithm. Note we use the ovariane matrix from the base station to the l th
primary user on subarrier s.
Pl =
K∑
i=1
pi,su
H
i Rl,sui ≤ ǫl,s (4.3)
K∑
i=1
pi,sTr {Rl,sUi} ≤ ǫl,s l = 1, 2 . . . L (4.4)
s = 1, 2 . . .N
4.2 Algorithm based on power ontrol
In this setion we present an algorithm that nds a suboptimal solution by trying
to solve the equivalent uplink formulation. As in Setion 2.2.1, we introdue a
similar lemma, that extends the formulation to the OFDM ase with individual
onstraints on all subarriers.
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Lemma 2. If {wi} are the optimal beamformers for the downlink beamform-
ing problem 4.1 and {ui} is the optimal solution for the following problem
min
K∑
i=1
N∑
s=1
ρi,s
s.t.
uHi ρi,sRi,sui
uHi
(∑
n 6=i ρn,sγn,sRn,s + I
)
ui
≥ 1 i ∈ {1, 2 . . .K} (4.5)
ρi,s ≥ 0 s ∈ {1, 2 . . .N} (4.6)
‖ui‖2 = 1
then for all the beamformers, wi =
√
pi,sui for some positive onstants pi,s.
Proof of this lemma an be found in Setion 4.2.
The algorithm is similarly strutured as the one in Setion 2.2.1, where the
beamformers are found by solving a generalized eigenvalue problem, and then
the powers are updated until onvergene. A summary of the algorithm an be
heked in table 4.2. In table 4.4 a more detailed version is provided, with all the
variables involved.
The notation used is as follows: SINR
ui(t)
i,s =
uH
i
ρt
i,s
Ri,sui
uH
i (
P
n6=i ρ
t
n,sγn,sRn,s+I)ui
represents
the equivalent uplink SINR using beamformer ui(t) and orrespondant power
alloation. However some auxiliary variables have been used as middle steps, and
we have represented it with the superindex aux, as SINRauxi,s and ρ
aux
i,s (t). The
index t represents the iteration step in the algorithm.
Algorithm 4.2 Algorithm based on power ontrol
1. Initialization of beamformers and powers
2. repeat
3. Find the beamformers that satisfy
SINR
ui(t+1)
i,s ≥ SINRui(t)i,s
4. Update powers ρauxi,s (t + 1) =
1
SINR
ui(t+1)
i,s
ρauxi,s (t), until SINRi,s ≈ 1
5. until
∑K
i=1
∑N
s=1
∥∥ρt+1i,s − ρti,s∥∥2 ≤ ǫ
6. After onvergene, obtain the power vetor
The initialization steps, in table 4.2 and 4.4 involve some diulties that
must be solved. The starting values of αi,s annot be randomly hosen, but
have to guarantee that all SINRs of all subarriers are of the same order. If for
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example, on some distribution of αi,s the obtained beamformer does not anel
the interferene on one subarrier, the power alloation algorithm might diverge
(being an infeasible beamformer), ausing the whole algorithm to fail. Beause
of that, we must ensure the beamformer is feasible on all subarriers, and we
propose one initialization method that overomes this problem. In table 4.3 we
simply ensure that the beamformer equally balanes the SINR on all subarriers.
Algorithm 4.3 Initialization of the beamformers
1. Initialize ρ0i,s = 1, 1 ≤ i ≤ K and 1 ≤ s ≤ N
2. Initialize αti,s = α
t+1
i,s = 1, 1 ≤ i ≤ K and 1 ≤ s ≤ N
Find the rst beamformer:
1. repeat
2. Solve the GEV and get the ui from the biggest eigenvalue, 1 ≤ i ≤ K
N∑
s=1
αti,sρ
0
i,sRi,s · ui =
N∑
s=1
αti,s

∑
n6=i
ρ0n,sγn,sRn,s + I

ui
3. Determine SINR
aux
i,s =
u
H
i ρ
t
i,sRi,sui
uH
i (
P
n 6=i ρ
t
n,sγn,sRn,s+I)ui
, 1 ≤ i ≤ K and 1 ≤ s ≤ N
4. if SINR
aux
i,s <
1
2maxi,s
(
SINR
aux
i,s
)
, 1 ≤ i ≤ K and 1 ≤ s ≤ N
5. Update αi,s: α
t+1
i,s ← αti,s
6. end if
7. until SINR
aux
i,s ≥ 12maxi,s
(
SINR
aux
i,s
)
on all 1 ≤ i ≤ K and 1 ≤ s ≤ N
8. SINR
ui(1)
i,s ← SINRauxi,s
Update the powers:
1. repeat
ρauxi,s (t+ 1) =
1
SINR (t)i,s
ρauxi,s (t) 1 ≤ i ≤ K
1 ≤ s ≤ N
2. until
∑K
i=1
∑N
s=1
∥∥ρauxi,s (t+ 1)− ρauxi,s (t)∥∥2 ≤ ǫ, i.e. SINRi,s ≈ 1.
3. ρ1i,s ← ρauxi,s (t+ 1)
After the algorithm is initialized, from table 4.2 steps 2 to 5 over the main
loop. In step 3, beamformers are searhed that ensure the SINR they produe is
better than the previous beamformer on all subarriers. It is important to note
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that this fat will be key for onvergene. The details on how we ensure this in
the algorithm are shown in steps 6 to 11 in table 4.4. In them, we update the αi,s
to give more or less weight to the subarriers in order to fulll the property from
before. The update formula of the αi,s on step 4 of algorithm 4.3 and step 10 in
4.4 is also a key element in all the proess. We propose two update formulas that
worked well most of the times, but are not robust enough. For more robustness
of the algorithm, a dierent update formula should be searhed, as these ones
will sometimes fail to onverge.
αi,s ← αi,s +
(
maxs
(
SINR
aux
i,s
)− SINRauxi,s
Nsubcarriers
)
· 1
SINR
aux
i,s
(4.7)
αi,s ← αi,s
√
SINR
aux
i,s
SINR
ui(t)
i,s
(4.8)
The rst equation tries to balane the dierene of SINR's from the highest SINR
and the subarrier of interest, and proved to be a step small enough to onverge
on most of the senarios (in nearly infeasible senarios, the update ould however
fail). The seond equation uses the last obtained SINR value, with the SINR of
the previous step (whih will be bigger if we are updating the α), and it also
proved to onverge. However this seond approah seemed to be less robust.
Note, that nding the right update is kind of an art, rather than tehnology, and
therefore this algorithm might not be appropriate for a real implementation, as
it presents some serious drawbaks.
The searh of the beamformer must satisfy that the new beamformer does
not penalize at eah step any subarrier. This is the reason behind updating
the beamformer until SINR
aux
i,s < SINR
ui(t)
i,s on all subarriers. By doing so, we
ensure that after this step the new beamformer will maximize the SINR of every
subarrier. The existene of a feasible beamformer is guaranteed if one feasible
beamformer is found at the initialization proess (for instane, that beamformer
itself). However, there is no guarantee that the beamformer will onverge towards
an optimal solution.
The next step after a beamformer for eah user is found, is to realloate power
on all subarriers. In this proess, step 4 in 4.2 and steps 13 to 14 in 4.4, a power
minimization proess is arried until all the individual onstraints are satised
with equality (being equal to one, as shown in the lemma). Convergene of this
loop is guaranteed if a feasible point exists, as it is proven in [16℄.
Last, after onvergene of the beamformers and ρi,s, the power vetors of
the downlink problem must be determined. We followed a similar approah to
equation (2.11), where we extended the notation to over for the OFDM ase. The
power vetor obtained will have positive elements, as it is shown in Subsetion
4.2.
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Algorithm 4.4 Details of the algorithm based on power ontrol
Initialization: Follow steps from algorithm 4.3.
Main loop
1. repeat
2. ρti,s ← ρt+1i,s , 1 ≤ i ≤ K and 1 ≤ s ≤ N
3. SINR
ui(t)
i,s ← SINRui(t+1)i,s , 1 ≤ i ≤ K and 1 ≤ s ≤ N
4. Restore αi,s: α
t
i,s = α
t+1
i,s = 1, 1 ≤ i ≤ K and 1 ≤ s ≤ N
5. repeat
6. αti,s ← αt+1i,s
7. Solve the GEV and get the ui from the biggest eigenvalue, 1 ≤ i ≤ K
N∑
s=1
αti,sρ
t
i,sRi,s · ui =
N∑
s=1
αti,s

∑
n6=i
ρtn,sγn,sRn,s + I

ui
8. Determine SINR
aux
i,s =
u
H
i ρ
t
i,sRi,sui
uH
i (
P
n 6=i ρ
t
n,sγn,sRn,s+I)ui
, 1 ≤ i ≤ K and 1 ≤ s ≤ N
9. if SINR
aux
i,s < SINR
ui(t)
i,s , 1 ≤ i ≤ K and 1 ≤ s ≤ N
10. Update αi,s: α
t+1
i,s ← αti,s
11. end if
12. until
∑K
i=1
∑N
s=1
(
αti,s − αt+1i,s
)
= 0, i.e. all SINRauxi,s ≥ SINRui(t)i,s
13. SINR
ui(t+1)
i,s ← SINRauxi,s
14. repeat
ρauxi,s (t+ 1) =
1
SINR
ui(t+1)
i,s
ρauxi,s (t) 1 ≤ i ≤ K, 1 ≤ s ≤ N
15. until
∑K
i=1
∑N
s=1
∥∥ρauxi,s (t+ 1)− ρauxi,s (t)∥∥2 ≤ ǫ, i.e. SINRi,s ≈ 1.
16. ρt+1i,s ← ρauxi,s (t + 1)
17. until
∑K
i=1
∑N
s=1
∥∥ρt+1i,s − ρti,s∥∥2 ≤ ǫ
18. After onvergene: p = F−1η, where p and η are dened in equations (4.9) and (4.10),
matrix F as
F =


D1 G1,2 . . . G1,K
G2,1 D2
.
.
.
.
.
.
GK,1 . . . DK

 −→ (N ·K ×N ·K)
and Di and Gi,j are matries (4.13) and (4.15), respetively.
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Proof of lemma 2
This lemma and its proof was taken from [3℄, where we introdued an extension
in the notation. The lemma is dened in Setion 4.2. To prove it we dene the
following vetors and matries:
p =
[
p1,1 . . . p1,N︸ ︷︷ ︸
N coeff.
p2,1 . . . p2,N︸ ︷︷ ︸
N coeff.
. . . pi,1 . . . pi,N︸ ︷︷ ︸
N coeff.
. . . pK,N
]T
−→ (N ·K × 1) (4.9)
η =
[
γ1,1σ
2
1,1 . . . γ1,Nσ
2
1,N︸ ︷︷ ︸
N coeff.
γ2,1σ
2
2,1 . . . γ2,Nσ
2
2,N︸ ︷︷ ︸
N coeff.
. . . γi,1σ
2
i,1 . . . γi,Nσ
2
i,N︸ ︷︷ ︸
N coeff.
. . . γK,Nσ
2
K,N
]T
(4.10)
ω =

‖u1‖2 . . . ‖u1‖2︸ ︷︷ ︸
N coeff.
. . . ‖ui‖2 . . . ‖u1‖2︸ ︷︷ ︸
N coeff.
. . . ‖uK‖2

T −→ (N ·K × 1) (4.11)
D =


D1 0 . . . 0
0 D2
.
.
.
.
.
. 0
0 . . . 0 DK

 −→ (N ·K ×N ·K) (4.12)
Di =


uHi Ri,1ui 0 . . . 0
0 uHi Ri,2ui
.
.
.
.
.
. 0
0 . . . 0 uHi Ri,Nui

 −→ (N ×N) (4.13)
G =


0 G1,2 · · · G1,N
G2,1 0
.
.
.
.
.
.
.
.
. GK−1,N
GK,1 · · · GK,N−1 0

 −→ (N ·K ×N ·K) (4.14)
Gi,j =


γiu
H
j Ri,1uj 0 . . . 0
0 γiu
H
j Ri,2uj
.
.
.
.
.
. 0
0 . . . 0 γiu
H
j Ri,Nuj

 −→ (N ×N) (4.15)
where vetor p represents the powers of all subarriers staked in a olumn of
users, η presents the same struture, and ω represents the norm of all beam-
formers (whih will be unity norm). Submatries Di and Gi,j represent the
power transmitted to user i on all subarriers, and the interferene that reahes
it aused by user j, respetively. This notation allows us to represent problem
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(4.1) in matrix form as
minpTω
s.t. (D−G)p = η (4.16)
pi ≥ 0
‖ui‖ = 1
The lemma presented in Setion 2.2.1 has a simpler matrix representation,
but an be expressed in the same way as 4.16. From now on, we will follow the
same steps as in [3℄ to show both lemmas. We will present a brief proof, but we
suggest to hek the referene for a deeper understanding on all steps.
NotieD is a diagonal matrix with independent elements, and therefore invert-
ible, and that D−1G has only non-negative elements and is irreduible. Beause
of this we an use the Frobenius Perron theory for matries with non-negative
elements, and show that the spetral radius of D−1G is less than one (hek [3℄).
This means
λmax
{
D−1G
}
< 1 (4.17)
Using this last result, we then obtain that I − D−1G is invertible and the
inverse has only non-negative elements. Consequently
p =
(
I−D−1G)−1 D−1η (4.18)
will be non-negative and a feasible point of (4.1). If we introdue the vetor
ρ = (D−G)−T ω we nally arrive at
minηTρ
s.t.
(
D−GT )ρ = ω (4.19)
ρi ≥ 0
‖ui‖ = 1
whih an equivalently be written
min
K∑
i=1
N∑
s=1
γi,sσ
2
i,sρi,s
s.t.uHi
(
I− ρi,sRi,s +
∑
n 6=i
ρn,sγn,sRn,s
)
ui (4.20)
ρi,s ≥ 0, i = 1, 2 . . .K, s = 1, 2 . . .N
‖ui‖ = 1
This last result proves the one presented on the lemma, and generalizes that
any beamformer from the equivalent uplink problem will be a feasible beamformer
in the downlink.
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4.3 Lagrange dual
In order to prove whether the algorithms we developed were optimal or not, we
determined the Lagrangian of problem (4.1), and tried to solve the dual problem
assoiated with it. For an explanation about the Lagrangian, its denition and
properties, you may refer to Chapter 5 of [4℄. Although we were not able to prove
through the Lagrangian any kind of optimality, we believe its derivation an be
at least instrutive. We will explain in this setion its derivation.
First we reformulate problem (4.1) into an equivalent one
min
K∑
i=1
N∑
s=1
wHi,swi,s (4.21)
s.t
wHi,sRi,swi∑
n 6=i w
H
n,sRi,swn,s + σ
2
i,s
≥ γi,s, ∀i ∈ {1 . . .K}∥∥∥∥ wi,1‖wi,1‖ − wi,s‖wi,s‖
∥∥∥∥ = 0 ∀s ∈ {1 . . .N}
Then we build the Lagrangian
L =
∑
i
∑
s
wHi,swi,s −
∑
i
∑
s
λi,s
(
wHi,sRi,swi,s − γis
∑
n 6=i
wHn,sRi,swn,s − γisσ2is
)
+
∑
i
∑
s 6=1
νi,s
∥∥∥∥ wi,1‖wi,1‖ − wi,s‖wi,s‖
∥∥∥∥ (4.22)
=
∑
i
∑
s
wHi,s
(
I− λi,sRi,s +
∑
n 6=i
λn,sγn,sRn,s
)
wi,s +
∑
i
∑
s
λi,sγi,sσ
2
i,s
+
∑
i
∑
s 6=1
νi,s
∥∥∥∥ wi,1‖wi,1‖ − wi,s‖wi,s‖
∥∥∥∥ (4.23)
and formulate the dual problem:
max g (λ, ν) = max
λ,ν
inf
wi,s
L (wi,s, λ, ν)
max g (λ, ν) =


+∞
∥∥∥ wi,1‖wi,1‖ − wi,s‖wi,s‖∥∥∥ 6= 0
−∞ I− λi,sRi,s +
∑
n 6=i λn,sγn,sRn,s  0
maxλ
∑
i
∑
s λi,sγi,sσ
2
i,s s.t. I− λi,sRi,s +
∑
n 6=i λn,sγn,sRn,s  0
wHi,1 ·wi,1 ‖wi,s‖2 −wHi,1 ·wi,s ‖wi,1‖ ‖wi,s‖ = 0
(4.24)
The rst ase shows the infeasibility of the problem if the vetors are not
linearly dependent. The seond ase gives the trivial solution when the matrix in
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the quadrati term is not positive semidenite. The third ase is the only feasible
and non trivial solution when the other two onstraints are fullled. We an not
show whether strong duality is hold or not. However, one would expet that the
optimum of this problem may not have the same ost as the original problem
with one beamformer per subarrier. From this fat, strong duality would not
hold.
Chapter 5
Transmit beamforming with general
onstraints
5.1 Introdution to quasionvex analysis
In this Subsetion we would like to give a brief desription about onvex funtions
and quasionvex analysis. The purpose of this is to give a small insight to the
reader who is not used to working with these onepts, and help him understand
the proposed algorithm. However, this short desription will not be enough to
explain the basis of onvex analysis, and we present it only as an overview of what
we are going to use in the following setions. Please, refer to the bibliography in
[4℄ for a further understanding of the topi, where we based all of the information
presented in here.
5.1.1 Denition of onvexity and quasionvexity
Convex set: A set C is onvex if the line segment between any two points of the
set lies in C. Roughly speaking a set is onvex if every point in the set an
be seen by every other point. On the following image, the hexagon on the
left is onvex. The kidney shaped set is not onvex, sine the line segment
between the two points is not inluded in the set.
Convex funtion: A funtion f is onvex if its domain is a onvex set, and
for all x, y ∈ dom f , and 0 ≤ θ ≤ 1, we have f (θx + (1− θ) y) ≤
θf (x) + (1− θ) f (y). Geometrially it means that the line segment be-
tween (x, f(x)) and (y, f(y)) lies above the graph of f .
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Quasionvex funtion: A funtion f is quasionvex if its domain and all its
sublevel sets are onvex. The sublevel sets are dened as the values of x
that fulll Sα = {x ∈ dom f |f(x) ≤ α}. A funtion is quasionave if −f
is quasionvex, and quasilinear if f is quasionvex and quasionave. All
onvex funtions have onvex sublevel sets, and therefore are quasionvex,
but the inverse is not true. In the following image we see an example of a
quasionvex funtion with drawn sublevels α and β whih form the sublevel
set Sα in the interval [a, b] and the set Sβ in the interval (−∞, c].
As a whole, onvex problems are those whose objetive funtion and inequality
onstraints are onvex (equality onstraints must be ane) and it an be proven
that any loal optimal point is also globally optimal. There exist very eient
methods to work with these problems, like interior-point methods, whih an solve
them within a speied auray and bounded number of iterations. However,
this is not the ase for quasionvex problems, where some workaround must be
used to be able to solve them. In these ases we may enounter loal optima that
are not the global solution, and our ability to solve them will rely on nding a
set of onvex funtions that represent the sublevel sets of the quasionvex ones.
In the next subsetion we will explain in more detail what needs to be done in
those ases.
5.1.2 Quasionvex optimization
Quasionvex problems arise when the objetive funtion (funtion to minimize)
or some of the onstraints are quasionvex, and the rest are onvex or ane.
If the objetive funtion is quasionvex, then bisetion method an be used; on
the other hand, if the onstraints are quasionvex, then they an be replaed
with equivalent onvex onstraints. Refer to the bibliography in [4℄ for a further
desription of this method and examples.
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We will fous in the solution with quasionvex onstraints, whih will be the
problem we will try to solve in the subsequent setions. The way to solve an
optimization problem with these onstraints, is to nd a onvex funtion that
represents the sublevel sets of the quasionvex funtion (whih are onvex sets),
and substitute them in the original problem. The family of funtions we are
looking for must satisfy for all x ∈ Rn:
f(x) 6 t ⇐⇒ φt(x) ≤ 0 (5.1)
where f(x) is quasionvex and φt(x) is onvex. If we are able to nd suh a
funtion, we will substitute it in the original problem and we will obtain a onvex
problem that an be solved.
Now, we will introdue an interesting property we will later use in the formu-
lation of our problem. That property is applied to the perspetive of a funtion,
dened with domain dom g = (x, t)|x/t ∈ dom f, t > 0 as
g(x, t) = t · f
(x
t
)
(5.2)
where, this new funtion g is onvex (onave) if f is onvex (onave) and t > 0.
This result is also extended to linear frational arguments, where
g(x) =
(
cTx + d
) · f (Ax + b
cTx + d
)
(5.3)
will preserve the onvexity of f providing cTx + d > 0. We will use this result in
the next setion.
5.2 Eetive SINR onstraints
Through our researh to nd a good way to represent the QoS of the seondary
users, we onsidered the eetive SINR mapping method to represent the per-
formane of the dierent states an OFDM hannel an have. We desribed the
properties of this method in Setion 3.2.3.1 (in the literature in [15℄) and deided
to use as information measure the exponential funtion. This method is alled
EESM (Exponential Eetive SINR Mapping) whih will be used in the follow-
ing. In the next subsetions we will introdue a suboptimal algorithm to solve
the problem with EESM onstraints, and later will disuss its optimality.
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5.2.1 Problem formulation and algorithm proposed
The original formulation of the problem is
min
K∑
i=1
N∑
s=1
wHi,swi,s (5.4)
s.t. − β log
(
1
N
N∑
s=1
exp
(
− 1
β
wHi,sRi,swi,s∑
n 6=i w
H
n,sRi,swn,s + σ
2
i,s
))
≥ γi ∀i
where we made a minimization of power for all the users, and introdued some
general onstraints on eah user based on the eetive SINR mapping method.
Overall, we have the logarithm of an average sum of exponentials, whose argu-
ments are frational funtions with quadrati expressions on the numerator and
denominator. As it stays, the problem is nononvex and we will try to reformulate
it as a onvex one.
To simplify the problem we will onsider the beamformers as stohasti ma-
tries and relax the rank = 1 onstraint, as we explained in Setion 2.2.2. The
relaxation we make does not produe an equivalent problem, but by running sev-
eral simulations we observed that all obtained solutions on eah iteration step
had in fat rank = 1. This observation an be found in Setion 2.2.2 and in the
literature in [3, 2℄. After this transformation, and eliminating the logarithm by
taking its inverse, we obtain:
min
K∑
i=1
N∑
s=1
Tr [Wi,s] (5.5)
s.t.
N∑
s=1
exp
(
− 1
β
Tr [Ri,sWi,s]∑
n 6=i Tr [Ri,sWn,s] + σ
2
i,s
)
≤ N · exp
(
−γi
β
)
Wi,s  0 ∀i, s
Wi,s = W
H
i,s
The problem is now quasionvex, with onvex objetive funtion (in fat,
linear) and quasionvex onstraints in the inequality set. The matries W are
hermitian and semipositive denite, and we relaxed the rank = 1 onstraint. The
quasionvexity of the onstraints is justied beause the summation of positive
weighted quasionvex funtions is quasionvex, and the omposition of a quasi-
onvex funtion (the exponential) with linear frational funtions as argument is
also quasionvex (the trae of a matrix is an ane expression).
As explained in Setion 5.1.2 we will try to nd some onvex funtions that
represent the sublevel sets of the quasionvex onstraints. Using the denitions of
the previous setion we will name the funtions fi(x) and φi(x) as the quasionvex
and onvex funtions respetively (the index i refers to the user i); however, we
will hange the general variable x to the beamforming matrix variable W, only
as a matter of notation.
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In the next explanation, we will rst nd an equivalent onvex funtion to
the exponentials (whih are quasionvex due to the linear frational argument).
Then, we will average these funtions to obtain the nal equivalent onstraint.
We will all these funtions with the subindex s, to dierentiate them from the
user nal expression. For instane,
fi,s (W) = exp
(
− 1
β
Tr [Ri,sWi,s]∑
n 6=i Tr [Ri,sWn,s] + σ
2
i,s
)
(5.6)
and the original onstraint
fi (W) =
N∑
s=1
fi,s (W) ≤ N · exp
(
−γi
β
)
(5.7)
Knowing that the perspetive of a funtion preserves onvexity (as explained
in 5.1.2) and noting that the argument of eah of the exponentials is a linear-
frational funtion, by multiplying eah of the exponentials with the denominator
of its argument we will obtain a onvex funtion. One requirement is that the
denominator is positive, and it an be proven that it will always be, sine the
noise variane is positive and the trae of two multiplying semidenite matries
is nonnegative (page 52 in [4℄).
The funtion we found however will not represent all the sublevel sets of
fi,s (W), but will serve as approximation of it (this is disussed in Setion 5.2.3).
Then, the obtained onvex funtions will be
φi,s (W) =
(∑
n 6=i
Tr [Ri,sWn,s] + σ
2
i,s
)
exp
(
− 1
β
Tr [Ri,sWi,s]∑
n 6=i Tr [Ri,sWn,s] + σ
2
i,s
)
(5.8)
and the user onvex onstraint
φi (W) =
N∑
s=1
φi,s (W) ≤ N · exp
(
−γi
β
)
(5.9)
The next step is to sale eah weighted exponential with some oeient αi,s,
so that it redues the eet of the new introdued fator. Finally, the onvex
expression for user i is:
N∑
s=1
αi,s
(∑
n 6=i
Tr [Ri,sWn,s] + σ
2
i,s
)
exp
(
− 1
β
Tr [Ri,sWi,s]∑
n 6=i Tr [Ri,sWn,s] + σ
2
i,s
)
6 N · exp
(
−γi
β
)
(5.10)
5.2 Eetive SINR onstraints 37
Algorithm 5.1 Solution with EESM onstraints
1. Initialize all αi,s = 1
2. repeat
3. Update αi,s =
1P
n6=i Tr[Wn,sRi,s]+σ
2
4. Solve with onvex optimization tools
min
K∑
i=1
N∑
s=1
Tr [Wi,s] (5.11)
s.t.
∑
αi,s

∑
n6=i
Tr [Ri,sWn,s] + σ
2
i,s

 exp
(
− 1
β
Tr [Ri,sWi,s]∑
n6=i Tr [Ri,sWn,s] + σ
2
i,s
)
≤ N · exp
(
−γi
β
)
Wi,s  0 ∀i, s
Wi,s = W
H
i,s
5. until αi,s − 1P
n6=i Tr[Wn,sRi,s]+σ
2 < ǫ for all i ∈ {1 . . .K} and s ∈ {1 . . . N}
The algorithm we propose onsists in solving the original problem with these
onvex onstraints instead of the quasionvex ones for some initial values of α0i,s.
Then, update the fators with αn+1i,s =
1
(
P
n6=i Tr[Ri,sWn,s]+σ
2
i,s)n
at every step n, until
onversion. The algorithm will end when αn+1i,s ·
(∑
n 6=i Tr [Ri,sWn,s] + σ
2
i,s
)
n+1
=
1 so that the onvex onstraint equals at its optimum the original funtion.
Through our simulations we observed that the algorithm onverged after three
or four iterations, and as previously stated, the matries W all had rank = 1.
To obtain the nal beamformers from these matries, the method explained in
Setion 2.2.2 or in the literature in [3℄ an be used.
We present the pseudoode in algorithm 5.1.
5.2.2 Cognitive radio
This algorithm an also be extended to work on the ognitive radio ase as the
ones from setions 2.3 and 4.1. As before, it uses a onvex formulation and
therefore, it is possible to add new onstraints that hold the problem onvex.
In equation (5.12) we show the interferene every primary user reeives on
eah subarrier. In the next step we make use of the semidenite relaxation done
in the algorithm and obtain a linear onstraint. Finally, this equation (5.13) is
added to the set of onstraints in step 4 in algorithm 5.1. In Chapter 6 we present
some simulations. Note we use the hannel ovariane matrix of the primary user
l on subarrier s.
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Pi =
K∑
i=1
pi,su
H
i Rl,sui ≤ ǫl,s (5.12)
K∑
i=1
pi,s Tr {Rl,sUi} ≤ ǫl,s l = 1, 2 . . . L (5.13)
s = 1, 2 . . .N
5.2.3 Disussion of optimality
The ondition of optimality would be proven if we showed
fi (W) 6 N · exp
(
−γi
β
)
⇐⇒ φi (W) 6 N · exp
(
−γi
β
)
(5.14)
for all W ∈ Rn×n and that φi (W) ≤ t⇒ φi (W) ≤ r for r ≥ t, where fi (W) is
quasionvex and φi (W) is onvex. However, this ondition is not satised, and
we will prove that. First, we should notie that the impliation must be satised
in all feasible points of the equation, and not only in the feasible points of the
whole problem (the intersetion of the feasible points of all onstraints). Having
that in mind, we may nd a solution that satises fi (W) and does not satisfy
φi (W).
Lets onsider a set of beamformers that satises both fi (W) and φi (W) with
equality (for example the optimal solution of the algorithm). We may inrease
the power transmitted to the user of interest in one of the exponentials (Wi,s) so
that the new set of equations is satised with strit inequality on both equations.
Then, we might inrease the interferene reated by other user (some Wn,s) until
fi (W) = N · exp
(
−γi
β
)
is again satised with equality. However, while we
inrease the interferene, in φi (W) the growth is both on the argument of the
exponential and on the linear multiplying fator. This new set of beamformers
will satisfy fi (W) ≤ N · exp
(
−γi
β
)
with equality, but will not satisfy φi (W) 
N · exp
(
−γi
β
)
.
So, what is the interpretation of our algorithm? What we are doing, is nding
a onvex funtion whose minimum is a feasible point of the original problem,
but we do not know if that point is the optimal solution, or is any other point.
However, we have observed that the onvergene of the algorithm towards the
nal solution is a x-point that does not depend on the initialization of the αi,s.
Furthermore, we observed analytially, that the algorithm with N=1 subarriers
yielded the optimal solution from Setion 2.2. On the ontrary, we annot extend
that result to the general ase. Therefore, whether this x-point is the optimal
solution or not is left for future work.
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5.2.4 Implementation in CVX
As we mentioned before in Setion 2.2.2, we used CVX [10℄, to solve many of the
onvex problems we enountered. However, this pakage does not give support
to represent the perspetive of a funtion in the speiations of the problem,
due to the Disiplined Convex Programming ruleset [10, 9℄. Beause of that, we
had to implement the perspetive of the funtions to use in CVX ourselves. We
present the solution we adopted, beause the reader might need it if he wants to
implement the algorithm.
The funtion we want to implement in CVX is f (x) = t ·f (x
t
)
, provided t > 0.
To be able to represent it we form the epigraph of the funtion as:
epif (x) =
{
(x, t, z) | t > 0, t exp
(x
t
)
≤ z
}
(5.15)
t exp
(x
t
)
≤ z
ln t +
x
t
≤ ln z
t ln t + x− t ln z ≤ 0
t ln
t
z
+ x ≤ 0
In CVX environment, when we delare an epigraph variable, the program will
minimize that variable without speifying it diretly. In the CVX User Guide,
they advie to use it only when delaring funtions, and not in normal problems.
What we did in the last set of equations, was to delare the epigraph variable,
and onvert the problem to one that CVX an solve. The last expression ontains
the relative entropy funtion, already present in the set of funtions provided.
The nal ode is shown in table 5.1.
Table 5.1: Perspetive of the exponential
funtion vx_optval = perspetive_exp( x,t )
%PERSPECTIVE_EXP Perspetive funtion of the Exponential.
% PERSPECTIVE_EXP(x,t), where both x and t are affine expressions,
% omputes t*exp(x/t), if t is stritly positive, and +Inf
otherwise.
vx_begin
epigraph variable z
rel_entr(t,z)+x <= 0;
vx_end
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5.3 Capaity onstraints
In this setion we present the approah we followed to solve problem (5.16), and
why this solution did not onverge. Again, this problem reads
min
K∑
i=1
N∑
s=1
wHi,swi,s (5.16)
s.t.
1
2
N∑
s=1
log
(
1 +
wHi,sRi,swi,s∑
n 6=i w
H
n,sRi,swn,s + σ
2
i,s
)
≥ γi
i ∈ {1, 2 . . .K}
The same as problem (5.4) with eetive SINR onstraints, the problem is
nononvex. Again we an use the semidenite relaxed approah to transform the
problem to quasionvex,
min
K∑
i=1
N∑
s=1
Tr [Wi,s] (5.17)
s.t.
1
2
N∑
s=1
log
(
1 +
Tr [Ri,sWi,s]∑
n 6=i Tr [Ri,sWn,s] + σ
2
i,s
)
≥ γi
Wi,s  0 ∀i, s
Wi,s = W
H
i,s
where we did not establish the rank = 1 onstraint. Again, we an use the
perspetive of a funtion property to transform the quasionvex problem into a
onvex one
min
K∑
i=1
N∑
s=1
Tr [Wi,s] (5.18)
s.t.
1
2
N∑
s=1
αi,s
(∑
n 6=i
Tr [Ri,sWn,s] + σ
2
i,s
)
log
(
1 +
Tr [Ri,sWi,s]∑
n 6=i Tr [Ri,sWn,s] + σ
2
i,s
)
≥ γi
Wi,s  0 ∀i, s
Wi,s = W
H
i,s
where we introdued again the oeients αn+1i,s =
1
(
P
n6=i Tr[Ri,sWn,s]+σ
2
i,s)n
. How-
ever this approah did not onverge, as the αi,s would keep growing and avoiding
onversion into a x point. This is due to the interferene term diretly ontribut-
ing to satisfy the onstraints. The eet we observed on this equation, is that
interferene is enouraged to satisfy the onstraints, making all users transmit
in the same subarrier to inrease it. Of ourse, this behavior is unwanted and
deviates from the expeted solution of the original equation.
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This other approah presented the same problems, and also failed to onverge
min
K∑
i=1
N∑
s=1
Tr [Wi,s] (5.19)
s.t.
1
2
N∑
s=1
(
1
σ2i,s
∑
n 6=i
Tr [Ri,sWn,s] + 1
)
log
(
1 +
Tr [Ri,sWi,s]∑
n 6=i Tr [Ri,sWn,s] + σ
2
i,s
)
− αi,s ≥ γi
Wi,s  0 ∀i, s
Wi,s = W
H
i,s
where αn+1i,s =
(
1
σ2
i,s
∑
n 6=i Tr [Ri,sWn,s]
)
n
.
Again, to be able to solve these onvex problems in CVX we had to dene the
perspetive funtion of the logarithm. In this ase the nal ode is shown in table
5.2
Table 5.2: Perspetive of the logarithm
funtion vx_optval = perspetive_log( x,t )
%PERSPECTIVE_LOG Perspetive funtion of the Logarithm.
% PERSPECTIVE_LOG(x,t), where both x and t are affine expressions,
% omputes t*log(x/t), if t is stritly positive, and +Inf
otherwise.
vx_begin
hypograph variable z
rel_entr(t,x)+z <= 0;
vx_end
Chapter 6
Simulations and results
In this hapter we show some results and simulations using the algorithms pre-
viously desribed. We present two setions, one with the normal transmit beam-
forming, and the seond onsidering the ognitive ase.
6.1 Transmit beamforming
In this senario we onsidered 3 users, 2 subarriers and 6 antennas at the base
station. The hannel oeients were randomly generated using ZMCS and i.i.d.
Gaussian random variables. The ovariane matries were determined as Ri,s =
hi,sh
H
i,s. The noise power at the reeiver was set to 0.05 W, and the stopping
riterion had been set to ǫ = 0.001. All graphs were averaged over 200 simulations.
In gure 6.1, we represent the total power used funtion of the SINR. We
omputed the algorithms from setions 4.1 and 4.2 whih required individual
onstraints on all subarriers. The γi,s onstraints were set equal on all subarriers
and users, and ranged from -15 dB to 15 dB. Note that these algorithms used
a unique beamformer at eah user. In this gure, we also present the optimal
algorithm from setion 2.2.2 that uses one beamformer per subarrier. This helps
to set a lower bound on the ahievable solution. In fat, this lower bound is the
solution to the Lagrange dual problem explained in setion 4.3.
42
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Figure 6.1: Algorithms with individual onstraints
In gure 6.2, the algorithm shown is the one with eetive SINR onstraints
from setion 5.2. We represent again the sum of powers of all users, funtion
of the eetive SINR values. In this ase, the user onstraints γi were set equal
on every user, and ranged from -15 dB to 15 dB to deploy the gure. We used
β = 1.69 whih is the reommended parameter for a QPSK modulation sheme
and 2/3 ode rate [15℄.
We ompare the algorithm with the optimal solution when using equal in-
dividual onstraints on all subarriers (algorithm from 2.2.2). Note, that with
equal invididual onstraints, they present the same eetive SINR as the one used
in the optimization problem. From this graph we observe a minor improvement
when using algorithm 5.1, than with the other one. This is beause this algorithm
tries to make all the subarrier SINR similar, due to all having same noise power.
However this behaviour may hange when having dierent noise varianes.
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Figure 6.2: Algorithm with eetive SINR onstraints
Finally, in gure 6.3 the onversion of powers funtion of the number of iter-
ations is presented. It an be observed that after the third iteration all of them
have onverged. These urves orrespond to the previously explained algorithms
from setions 4.2, 4.1 and 5.2, respetively.
It is worth noting that the algorithm based on power ontrol adjusts the
total power after the third iteration, while the algorithm based on semidenite
optimization barely adjusts some deimals. Therefore, with this algorithm the
preision aquired is normally enough after the rst iteration. On the other side,
the urve with the eetive SINR algorithm starts at an unfeasible point in the
rst iteration, and then quikly onverges to its solution after the third iteration.
This behavior depends on the initialization point of the algorithm (seletion of
αi,s in algorithm table 5.1) .
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Figure 6.3: Number of iterations
6.2 Cognitive radio
In this ase, a similar senario was used with 3 seondary users, 2 subarriers and
6 antennas at the base station. On the other hand, the presene of one primary
user was added. The total amount of interferene allowed to this user was of
0.1 W. The same parameters as 0.05 W of noise powers, ǫ = 0.001 as stopping
riterion and 200 simulations to make the average was used. The γi,s will also
have the range form -15 dB to 15 dB.
On gure 6.4 the algorithm based on semidenite optimization with individual
onstraints and xed beamformers is presented, and is ompared to the optimal
algorithm whih uses dierent beamformers on eah subarrier as lower bound
(setion 2.3) .
In gure 6.5, the algorithm with EESM onstraints is presented, and is again
ompared to the algorithm with equal individual onstraints.
Finally, in gure 6.6 we show the onversion of powers, funtion of the iteration
values.
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Figure 6.4: Algorithms with individual onstraints in the CR ase
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Figure 6.5: Algorithm with eetive SINR onstraints in the CR ase
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Conlusion
Transmit beamforming in downlink OFDM senarios present a diult optimiza-
tion problem on resoure alloation. Not only should the beamformers be found,
but also the power distribution in the spetrum to satisfy some user QoS require-
ment be determined. Previous works explained in Chapter 2 and in [3℄ desribe
optimal algorithms that alloate these resoures on the single hannel ase. In
this thesis we proposed other solutions that onsidered resoure alloation in the
dierent user subarriers.
In Chapter 2 we presented the senario desription of the problem at hand,
and briey explained the previous results in the single hannel ase. Then, in
Chapter 3 we explained the motivation to extend these results to the OFDM ase,
and introdued two problem formulations to onsider. Both of these formulations
minimize power at the base station, where one requires individual onstraints on
every subarrier and the other only one onstraint per user.
In Chapter 4 we proposed two algorithms that suboptimally solved the prob-
lem with spei onstraints on every subarrier. For reasons of signaling redu-
tion between the base station and the reeivers, we required the users to use only
one beamformer on all subarriers, while satisfying some SINR onstraints. The
simulation of these algorithms were shown in Chapter 6, where we represented
the total power funtion of the individual SINR's. In addition to all this, we
showed that one of these algorithms ould be extended to over the ognitive
radio approah.
Finally, in Chapter 5 we dealt with the problem formulation with general
onstraints. We proposed one algorithm that nds a feasible solution with Ex-
ponential Eetive SINR Mapping (EESM) onstraints, and disussed its opti-
mality. We observed the algorithm always onverged to a x point regardless of
the initialization point, and left further onlusions about its optimality as future
work.
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