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ABSTRACT
Empirical likelihood (EL) is a statistical framework that allows for likelihood-type inference
without explicit distributional assumptions. EL formulates a likelihood function nonparamet-
rically, producing likelihood ratio statistics for use in constructing confidence intervals and
performing tests. EL ratio statistics have properties analogous to parametric likelihood ratio
statistics, such as chi-square limiting distributions.
EL methods formulated for independent data typically fail when applied to dependent
random processes. There are two primary ways to adapt EL to dependent data. One is through
the use of data blocking techniques, where data blocking aims to capture the local dependence
structure. The other general approach is through a data transformation to typically weaken
the dependence structure, often involving analysis in the frequency domain. A variety of
EL methods have been developed for time series, but the application of EL to spatial data,
particularly irregularly located spatial data, has received far less attention.
We investigate two different EL methods for irregularly located spatial data. The first
is a blockwise EL method, which allows for inference on means, marginal distributions, and
spatial regression parameters. The second is a frequency domain EL method, allowing various
estimation and tests about spatial covariance structures.
One primary challenge in investigating inference methods for irregularly located spatial
data is the question of the asymptotic structure. In time series, the asymptotic context derives
from an increasing number of observations over time, but in the spatial setting, there are two
different drivers of the asymptotic regime: the rate of growth of the number of points within the
sampling region and the rate of growth of the volume of the sampling region. The growth rate
of the number of points may be proportional to or greater than the growth rate of the volume
of the region. These differences often cause dramatic changes in the limiting distribution of
spatial statistics. A further challenge in the frequency domain setting is that the irregular
xxxvi
spacing eliminates orthogonality properties of discrete Fourier transforms as typical for equi-
spaced time series.
For the blockwise EL method, we show that log EL ratio statistics have chi-square limiting
distributions, provide results from a simulation study, and apply the method to a real data
example in the context of spatial regression. For the frequency domain EL method, we also
show log EL ratio statistics have chi-square limiting distributions, and we provide results from
an extensive simulation study. In both cases, the EL methods are valid regardless of the exact
type of spatial asymptotic structure or the concentrations of random sampling locations.
1CHAPTER 1. INTRODUCTION
This dissertation investigates empirical likelihood (EL) methods for irregularly located spa-
tial data. EL is a statistical methodology that defines a likelihood function nonparametrically
by probability profiling data. EL has properties analogous to parametric likelihood, such as chi-
square limiting distributions for likelihood ratio statistics, but EL makes no parametric model
assumptions in terms of a joint distribution for the data. EL thus allows for valid inference with-
out (potentially mis-specified) parametric model assumptions or stringent assumptions about
the exact data generation.
EL methods were first proposed for independent data by Owen (1988 [11], 1990 [12]), but
EL methods for independent data generally fail for data with temporal or spatial dependence.
There are two primary ways to extend EL methods to handle dependent data. One is through
the use of data blocking techniques, and the other is through analysis in the frequency domain,
which effectively weakens dependence through data transformation, namely the discrete Fourier
transform. For time series data, EL methods have been developed in both the time and
frequency domain. In addition to showing that EL methods for independent data generally
do not hold for correlated time series data, Kitamura (1997) [4] developed a blockwise EL
method for time series data. Monti (1997) [7] and Nordman and Lahiri (2006) [10] proposed
frequency domain EL methods for time series data.
In contrast to time series, there has been comparatively less attention on EL methods for
spatial data, and much less still for irregularly located spatial data. Some work has been done on
EL methods for spatial lattice data, with Nordman (2008) [8], Nordman and Caragea (2008)
[9], and Kaiser and Nordman (2012) [3] proposing blockwise EL methods for spatial lattice
data. In a recent work, Bandyopadhyay, Lahiri, and Nordman (2013) [2] propose a frequency
domain EL method for irregularly located spatial data. This dissertation attempts to build
2on these efforts by investigating EL methods for irregularly located spatial data in both the
spatial and frequency domains.
We consider spatial data generated by a general class of spatial sampling designs from Lahiri
and Zhu (2006) [5]. The number of points may grow at a rate equal to or faster than the rate
of growth of the volume of the sampling region. The question of the asymptotic regime is one
of the primary challenges in moving from time series to spatial data. In contrast to time series,
in which the asymptotic context is induced by an increasing number of observations over time,
in the spatial case the asymptotic structure is influenced by the rates of growth in both the
number of observations and the volume of the sampling region.
When the number of spatial sampling points increases at a rate proportional to the size of
a spatial sampling region, we call this a pure increasing domain (PID) asymptotic framework.
When the number of points grows at a faster rate than the volume of a sampling region, this
corresponds to a situation of infill sampling, and we refer to this as a mixed increasing domain
(MID) asymptotic framework.
The first method we consider is a block-based EL method for irregularly located spatial data
or a spatial blockwise EL (SBEL) method. We consider irregularly located spatial sampling
sites generated by a possibly non-uniform density over the sampling region in an asymptotic
framework allowed to be either PID or MID. The SBEL method method applies in a unified
manner to a wide class of spatial sampling designs. In particular, the SBEL allows us to conduct
inference on means and marginal distributions, and it can also be readily extended to spatial
regression models.
We then move from the spatial domain to the frequency domain, entering more favorable
terrain for analyzing covariance structures. Due to the fact that the covariance of a weakly
stationary mean square continuous random field can be expressed in terms of a spectral measure,
the analysis of random fields through spectral densities allows us to more easily assess covariance
structures.
The spectral analysis of irregularly spaced spatial data is complicated by the fact that the
irregular spacing destroys the typical orthogonality properties of discrete Fourier transforms. A
further complication is the spatial periodogram for irreguarly spaced data, explored by Matsuda
3and Yajima (2009) [6] and investigated by Bandyopadhyay and Lahiri (2009) [1], has a non-
trivial bias that does not vanish asymptotically. However, Bandyopadhyay and Lahiri (2009)
[1] show that for “asymptotically distant” sequences of Fourier frequencies, discrete Fourier
transforms are independent. The spatial frequency domain EL method is therefore built upon
periodogram values at “well-separated” sets of frequencies.
Bandyopadhyay, Lahiri, and Nordman (2013) [2] propose a frequency domain EL method for
irregularly located spatial data and demonstrate that Wilks’ phenomenon holds for this method.
An added complication in comparison to other cases is that not only does the distinction
between PID and MID asymptotics impact results, the rate of infilling in the MID case also
makes a difference. The appropriate scaling for the log EL ratio statistics to have a chi-
square limit varies depending upon the asymptotic case, but a unified EL ratio statistic can be
developed which has a limiting chi-square distribution in any case.
We extend this spatial EL method to problems of spatial testing by investigating the prop-
erties of the maximum EL estimator. Log EL ratio statistics based on the maximum EL
estimator are shown to have chi-square limits. The scaling of the likelihood ratio statistic de-
pends on the asymptotic context and rate of infill sampling, although a data-based statistic
can be formulated which has a chi-square limit in any case.
This dissertation contains three primary chapters. Chapter 2 develops a blockwise EL
method for irregularly located spatial data which can be used for inference for means, marginal
distributions, and parameters in spatial regression models. Results from a simulation study,
analysis of a real data example, and proofs of the main distributional results are provided.
Chapter 3 investigates a frequency domain EL method for irregularly located spatial data,
which is a general method that can be applied to a wide variety of problems in spatial testing.
Results from an extensive simulation study and proofs of the main distributional results for
the frequency domain EL method are provided in Chapter 4.
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5CHAPTER 2. AN EMPIRICAL LIKELIHOOD METHOD FOR
IRREGULARLY LOCATED SPATIAL DATA
A paper to be submitted to Statistica Sinica
Matthew Van Hala, Daniel J. Nordman, and Zhengyuan Zhu
Abstract
We develop an empirical likelihood (EL) method for inference over a broad class of spatial
data exhibiting stochastic spatial patterns along with various levels of infill sampling. With-
out stringent assumptions about the sampling design or spatial dependence structure, the EL
method (based on general estimating functions) produces log-likelihood ratio statistics having
chi-square limits for calibrating tests and confidence regions for spatial parameters. Maximum
EL estimators are shown to be valid for asymptotically normal point estimation and formu-
lating tests of spatial structure conditions. The proposed EL approach applies additionally to
inference in spatial regression models with irregularly located sampling sites. The method is
illustrated with a data example and investigated through simulation for calibrating confidence
intervals and goodness-of-fit tests.
Key words: Blockwise Empirical Likelihood; Infill Sampling; Spatial Regression; Stationarity;
Stochastic Sampling
2.1 Introduction
Introduced by Owen (1988 [30], 1990 [31]), empirical likelihood (EL) is a statistical method-
ology for likelihood-type inference without an explicit distributional model for the data. For
quantifying the plausibility of parameter values, EL formulates a non-parametric likelihood
6function by probability profiling data and produces ratio statistics for constructing tests and
confidence regions which have some properties analogous to fully parametric likelihood (e.g.,
chi-square limits). Extending EL to dependent data remains a challenge. In a pivotal work,
Kitamura (1997) [19] showed that the EL version for iid data generally fails for time series in
the presence of serial correlation. As a remedy, Kitamura (1997) [19] proposed a blockwise EL
(BEL) for time series based on data blocking techniques which serve to capture the underlying
dependence in neighboring observations. This general BEL approach has shown to be valid
over several inference problems with time series (cf. Bravo, 2005 [14], 2009 [15]; Chen and
Wong, 2009 [16]; Lei and Qin, 2011 [25]; Wu and Cao, 2011 [40]); see Kitamura (2006) [20] and
Nordman and Lahiri (2013) [29] for a review of EL for time series.
In contrast to the time series case, EL for spatial data has received less consideration,
though some extensions exist. Nordman (2008) [26] developed a spatial BEL version for spatial
processes observed on a partial grid in Rd, extending Kitamura’s (1997) [19] time series results
(d = 1). Nordman and Caragea (2008) [27] considered a spatial BEL for estimating variogram
model parameters, and Kaiser and Nordman (2012) [18] developed goodness-of-fit tests for
spatial Markov models using BEL. Recently, Kostov (2013) [21] proposed a smoothed EL
method for inference in spatial quantile regressions.
However, all of spatial EL works above are limited to spatial lattice data, or data collected at
regular locations on a grid, corresponding to a type of spatial sampling most closely connected
to time series. While lattice data provide an important form of spatial data (cf. Cressie, 1993
[17], ch. 6-7), more diverse structures for spatial data are common in applications, typically
involving irregularly located spatial observations. Our goal here is to advance EL methodology
for inference about this form of spatial data. As a complicating factor with such data, the
large-sample distribution of spatial estimators generally depends on an complex interaction of
factors regarding the spatial dependence and sampling design (cf. Lahiri, 2003b [23]). These
factors include the underlying generating mechanism of sampling sites, the number of spatial
observations relative to the volume of a spatial sampling region (i.e., the amount of infill
sampling), and the unknown correlation form of the spatial process. An advantage of EL
in this setting is that the method, if appropriately formulated, can provide valid inference
7without restrictive assumptions or explicit knowledge about any of these factors. In particular,
we consider formulating a spatial blockwise EL method (SBEL) for irregularly located spatial
data in a general framework where the sampling sites can exhibit arbitrary and potentially
non-uniform concentrations and where the sampling design allows arbitrary infilling of any
spatial subregion (i.e., the number of sampling sites can have a larger order than the volume of
the sampling region). In contrast, many model-based and nonparametric inference approaches
to irregularly spaced data (cf. resampling methods of Politis, Paparoditis and Romano, 1998
[33]; Politis and Sherman, 2001 [34]) often assume such data are generated from a homogenous
Poisson process, which only allows a uniform distribution for sampling sites with no infill
sampling.
To investigate the SBEL method, we use a spatial asymptotic structure considered by Lahiri
and Zhu (2006) [24] for a block bootstrap method. This set-up involves a stationary spatial
process observed under stochastic sampling design where spatial locations are determined by
iid random vectors with a potentially nonuniform density and the number of observations can
grow at a rate, equal to or exceeding, the size of a spatial sampling region to allow non-trivial
infill sampling. The SBEL method uses general estimating functions and a data-blocking de-
vice to develop EL-ratio statistics for spatial parameters determined by the process marginal
distribution. The main distributional result shows that the Wilks phenomenon remains valid
for EL with irregular spatial data, establishing that log-SBEL statistics have chi-square limits
under mild conditions, regardless of the concentration of spatial locations or the amount of
infill sampling. Maximum SBEL estimators are also considered for developing further SBEL
goodness-of-fit tests of spatial moment conditions, which are useful for assessing spatial distri-
bution structures. The SBEL method also applies for estimation of spatial regression models
with irregular spatial data.
The rest of the chapter is organized as follows. Section 2.2 describes the spatial sampling
design for defining the locations of spatial observations. Section 2.3 then explains the SBEL
method for irregularly located spatial data, based on general estimating functions (Section
2.3.1) and a data blocking technique (Section 2.3.2). Section 2.4 states the main distributional
results of the chapter, describing a Wilks result for SBEL as well as further inference results
8based on maximum EL estimation. Section 2.5 provides a simulation study, investigating the
SBEL method for confidence intervals (Section 2.5.1) and goodness-of-fit tests (Section 2.5.2).
A data example in Section 2.6 illustrates SBEL inference with spatial regression, and Section
2.7 provides some concluding remarks. Technical proofs of the main results are deferred to an
appendix Section 2.8.
2.2 Spatial Data and Sampling Design
We briefly recall the general spatial sampling design of Lahiri and Zhu (2006) [24]. Consider
an Rm-valued continuously indexed, stationary spatial process {Z(s) : s ∈ Rd} observed at n
irregularly-spaced sites s1, ..., sn ∈ Rn within a spatial sampling region Rn ⊂ Rd; here d ≥ 1
represents the dimension of spatial locations and each spatial observation Z(s) ∈ Rm is a
random vector of length m. To describe the sampling region Rn, let R0 denote a connected
subset of (−1/2, 1/2]d containing the origin to serve as a “template” for a spatial region and
let {λn} be a positive real sequence such that λn → ∞ as n → ∞. Then, we assume that
the sampling region Rn = λnR0 is obtain by inflating region R0 by scaling factor λn. This
gives a common “expanding domain” framework used in asymptotic studies of spatial statistics
(cf. Cressie, 1993 [17]), where the shape of Rn is preserved as n → ∞ because R0 contains
the origin. To avoid pathological sampling region shapes, for any positive sequence an → 0 as
n → ∞, we assume that the number of cubes on the scaled lattice anZd which intersect both
R0 and R
c
0 is O(a
−(d−1)
n ) as n → ∞ (Lahiri, 2003a [22], Ch. 12). This boundary condition
holds for most sampling region shapes of practical interest (cf. Lahiri and Zhu, 2006 [24]), and
hence, the geometry of the sampling region is allowed to be quite general. Similar sampling
region formulations can be found in Sherman (1996) [37], Politis and Sherman (2001) [34] and
Lahiri (2003a [22], ch. 12).
For defining the locations s1, . . . , sn of spatial observations in Rn, suppose {Xn} ⊂ R0
denotes a sequence of iid Rd-valued random vectors, with a common density function f(x)
on R0, which is independent of {Z(s) : s ∈ Rd} on a common probability space. Then, the
9sampling sites s1, . . . , sn in Rn are defined as
si = λnXi, i = 1, . . . , n,
based on a realization of the random vectors X1, . . . ,Xn in R0. The density function f(x)
controls the concentration of spatial observations over different parts of R0 and consequently
the sampling region Rn. As f(x) may be general, the pattern of sampling locations can be
complex and non-uniform over Rn, and no knowledge of f(x) is required in the spatial EL
method. Additionally, the spatial sample size n is assumed to grow at a rate equal to, or possibly
faster, than the spatial volume vol(Rn) = λ
d
nvol(R0) of the spatial sampling region, namely
limn→∞ λdn/n = c ∈ [0,∞). The case when c > 0 corresponds to “pure increasing domain
asymptotics” for studying spatial statistics (cf. Cressie, 1993 [17]; Lahiri, 2003b [23]), where the
size of the sampling region and number n of spatial observations are proportional. In contrast,
the case when c = 0 corresponds to a heavy infill component to the spatial sampling here, which
is often of interesting in geostatistical and environmental applications; additionally, this form of
sampling induces potentially strong dependence between spatial observations, associated with
many samples filling a subregion of Rn.
Hence, the EL method to follow for irregularly spaced spatial data allows general concen-
trations of sampling sites within Rn. The next section presents the SBEL formulation based
on data blocking in combination with general estimating functions for describing spatial pa-
rameters of interest.
2.3 Spatial Blockwise Empirical Likelihood (SBEL)
2.3.1 General Estimating Functions
Suppose Z(·) ∈ Rm is a spatial process observed at irregularly-spaced sites s1, ..., sn ∈
Rn ⊂ Rd, with the spatial sampling design in Section 2.2. For purposes of exposition and
development, we focus on the case of a stationary process {Z(s) : s ∈ Rd} for describing
parameter inference and estimating functions; extensions to general spatial regression models
will also be described (see Example 2.4 below and Remark 2.2, Section 2.4.3). Suppose we are
interested in inference about a spatial parameter θ ∈ Θ ⊂ Rp (i.e., a vector of length p) which
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can be linked to the spatial data through a system of estimating functions. To this end, let
g(z; θ) : Rm × Rp → Rr be a vector of r ≥ p estimating functions which satisfy an expectation
condition
Eg(Z(s); θ0) = 0r (2.1)
at the true parameter value θ0 ∈ Rp where above 0r denotes the Rr-zero vector; the moment
condition (2.1) serves to identify θ0. When r > p, the estimating functions are said to be
over-identifying for the parameter θ ∈ Rp; see Section 2.4.3. General estimating functions with
EL have been considered by various authors (cf. Owen (1988 [30], sec. 5) and Qin and Lawless
(1994) [36] for iid data; Kitamura (1997) [19] and Bravo (2005) [14] for time series; Nordman
(2008) [26] for gridded spatial data), and such functions are important for defining the spatial
EL function and ratio, given in the next section. Some examples of estimating functions are
given below.
Example 2.1. (Moment estimation). For inference on the prototypical parameter of the
process mean EZ(s) = µ0 ∈ Rm, estimating function g1(Z(s);µ) = Z(s) − µ satisfies (2.1)
(with r = m). Other estimating functions can be similarly formulated for differences and ratios
of components of EZ(s) = µ0 ∈ Rm or higher process moments (e.g., variance).
Example 2.2. (Quantiles). For inference on quantiles θq ≡ inf{x : Fi(x) ≥ q} (q ∈ (0, 1))
regarding the marginal distribution function Fi of, say, the ith component of Z(s) = (Z1(s), . . . ,
Zm(s))
′, one can use a kernel-smoothed estimating function
g1(Z(s); θp) =
∫ [θq−Zi(s)]/h
−∞
K(y)dy − q,
originally proposed by Chen and Wong (2009) [16] for blockwise EL with time series, involving
a kernel function K(·) and bandwidth h.
Example 2.3. (Goodness-of-fit of marginal distributions). In spatial analysis, assessing the
form of marginal distributions can play a helpful role in developing spatial models. The
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goodness-of-fit tests from the SBEL method may be applied to assess hypothesized paramet-
ric marginal distributions based on appropriate over-identifying estimating functions (i.e., r
estimating functions for p parameters, r > p). For illustration, suppose the spatial process is
real-valued for simplicity. Then, r = 3 estimating functions
g(Z(s), µ, σ2) =
[
Z(s)− µ, (Z(s)− µ)2 − σ2, h(Z(s), µ, σ2)
]
with either h(Z(s), µ, σ2) = (Z(s)− µ)4 − 3σ4 or, say, h(Z(s), µ, σ2) = Φ[(Z(s)− µ)/σ]− 0.5
(using the standard normal Φ(·) distribution function), satisfy (2.1) under the assumption that
observations Z(s) ∼ N(µ, σ2) are normally distributed for some unknown mean µ ∈ R and
variance σ2 > 0 parameters (p = 2); whether the moment condition holds can be tested with
results in Section 2.4.3; Section 2.5.2 provides a numerical investigation. For count data, r = 2
estimating functions g(Z(s), λ) = [Z(s) − λ, Z(s)2 − λ − λ2] can be uses to assess whether
observations are Poisson(λ) (p = 1). In general, assessing the form of a parametric marginal
distribution is a key step in modeling with copula functions (cf. Trivedi and Zimmer, 2005 [38]),
and estimating functions can be specified for a hypothesized marginal distribution through a
combination of functions used to fit parameters (e.g., score functions) and over-identifying these
based on other distributional properties of a proposed model.
Example 2.4. For spatial EL inference about a non-stationary spatial process due to trend,
consider a spatial regression model
Z(s) = w(s)′β + ε(s), s ∈ Rd, (2.2)
where w(s) : Rd → Rq is a non-random weight function (where w(s) could be a function
of available spatial covariates x1(s), . . . , xj(s) in addition to the spatial location s ∈ Rd),
β ∈ Rq is a vector of regression parameters, and {ε(s) : s ∈ Rd} is a mean-zero, real-valued
stationary process. Lahiri and Zhu (2006) [24] considered a spatial block bootstrap for inference
with this spatial regression model, and the EL method is also applicable through a choice of
estimating functions. For EL inference about the regression parameter β ∈ Rq, one may
use q estimating functions g(Z(s);β) = w(s)[Z(s) − w(s)′β] ∈ Rq, similarly to Owen (1991)
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[32], satisfying Eg(Z(s);β0) = 0q at the true regression parameter β0 ∈ Rq. As the variables
ε(s) = Z(s) − w(s)′β are stationary, one may also develop additional r˜ estimating functions
g˜(ε(s); θ˜) ∈ Rr˜ for inference about parameters θ˜ ∈ Rp˜ associated with the error distribution
(r˜ ≥ p˜) and consider a set of r = q + r˜ estimating functions
g(Z(s); θ) =
w(s)[Z(s)− w(s)′β]
g˜(Z(s)− w(s)′β; θ˜)

satisfying (2.1) for inference about θ = (β′, θ˜)′ ∈ Rp, p = q + p˜ (i.e., both the regression
parameters β and additional parameters θ˜). While we focus on presenting results for the
stationary spatial case in the following, the same EL method also remains valid for the spatial
regression model above; see Remark 2.2, Section 2.4.3, and the data example of Section 2.6.
2.3.2 Data Blocking and SBEL Ratio
As mentioned in Section 1, the blockwise EL method of Kitamura (1997) [19] for time
series creates an EL function from data blocks that capture the dependence structure in local
neighborhoods, and similar blocking principles apply to spatial lattice data (Nordman, 2008)
[26]. For irregularly spaced spatial data, caution is required in data blocking. Lahiri and Zhu
(2006) [24] have shown that some data blocking schemes, defined by the positions of sampling
sites (cf. Politis and Sherman, 2001 [34]), are generally invalid for spatial resampling approaches
unless sampling locations are uniformly distributed. Following Lahiri and Zhu (2006) [24], we
adopt a blocking scheme which superimposes an integer grid Zd to subsequently define data
blocks from observations in Rn ⊂ Rd. In particular, let bn = b denote a sequence of positive
integers such that b → ∞ as n → ∞ with b/λn → 0; the latter condition ensures that data
blocks are to be scaled smaller than the spatial sampling region Rn. For Bn(i) = i + b(0, 1]
d,
i ∈ Zd, define a collection of (overlapping) rectangular data blocks as {Bn(i) : i ∈ In}, where
In ≡ {j ∈ Zd : Bn(j) ⊂ Rn} denotes the index set of all integer-translated blocks lying
completely within the sampling region Rn; see Figure 2.1 for an illustration.
For inference on the spatial parameter θ defined by general estimating functions applied to
the n available spatial observations {g(Z(sj); θ) ∈ Rr : j = 1, . . . , n}, we compute a weighted
13
Figure 2.1 An example of the blocking scheme, showing irregularly located spatial data in
a 12 × 12 sampling region in R2, along with a superimposed integer grid and
overlapping rectangular data blocks (b = 3).
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sum Sn(i; θ) = b
−d∑n
j=1 g(Z(sj); θ)I(sj ∈ Bn(i)) of observations for each data block i ∈ In
where I(·) denotes the indicator function (i.e., I(sj ∈ Bn(i)) = 1 if sj belongs to Bn(i) and
otherwise I(sj ∈ Bn(i)) = 0). For convenience, if there are N = |In| data blocks, we may
re-label the block sums {Sn(i; θ) : i ∈ In} as Snj(θ), j = 1, . . . , N . For a given parameter value
θ, we probability profile the associated block sums to create a SBEL function for θ as
Ln(θ) = sup

N∏
j=1
pj : p1, . . . , pN ≥ 0,
N∑
j=1
pj = 1,
N∑
j=1
pjSnj(θ) = 0r
 (2.3)
and EL ratio as Rn(θ) = Ln(θ)/N
−N . The function Ln(θ) quantifies the plausibility of a value
θ by maximizing a multinomial likelihood from probabilities {pj}Nj=1 assigned to the block sums
Snj(θ) under a zero-expectation linear constraint which mimics the moment condition (2.1).
Without this expectation constraint in (2.3), the multinomial product is maximized when each
pj = 1/N (i.e., the empirical distribution on blocks), leading to the ratioRn(θ) ∈ [0, 1]. When 0r
is in the interior convex hull of {Snj(θ)}Nj=1, then Ln(θ) =
∏N
j=1 pj,θ > 0 holds for probabilities
pj,θ = N
−1[1 + t′n,θSnj(θ)]
−1 ∈ (0, 1), j = 1, . . . , N , expressed in terms of a Lagrange multiplier
tn,θ ∈ Rr satisfying 0r =
∑N
j=1 Snj(θ)/[N(1 + t
′
n,θSnj(θ)]; see Owen (1990) [31] and Qin and
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Lawless (1994) [36] for more computational details with EL.
For regularly spaced sampling sites lying on, say, on the Zd integer grid in Rn (i.e.,
{s1, . . . , sn} = Rn ∩ Zd), the blocking formulation above and the definition of the EL function
correspond to the spatial EL formulation for spatial lattice data (Nordman, 2008 [26]) or the
blockwise EL formulation of Kitamura (1997) [19] for time series (d = 1). Hence, by using an
integer grid to define block positions, the SBEL method for irregularly spaced spatial locations
is a natural extension of the gridded spatial data method in its mechanics and, as shown in
the next section, also provides valid inference under stochastic sampling designs in analogous
ways.
2.4 Main Results
2.4.1 Conditions
To state the EL distributional results, we require some spatial dependence conditions on
the process {Z(s) : s ∈ Rd} prescribed in terms of its strong mixing coefficient. For x =
(x1, . . . , xd)
′ ∈ Rd, write Euclidean and L1 norms as ‖x‖ = (
∑d
i=1 x
2
i )
1/2 and ‖x‖1 =
∑d
i=1 |xi|,
and, for a subset T ⊂ Rd, let FZ(T ) = 〈Z(s) : s ∈ T 〉 denote the σ-algebra generated by the
random vectors {Z(s) : s ∈ T}. For two subsets T1, T2 ⊂ Rd, define d(T1, T2) = inf{‖x1−x2‖ :
xi ∈ Ti, i = 1, 2} and α˜(T1, T2) = sup{P (A1 ∩ A2) − P (A1)P (A2) : Ai ∈ FZ(Ti), i = 1, 2}.
Then, the strong mixing coefficient of {Z(s) : s ∈ Rd} is defined as
α(a, b) = sup{α˜(T1, T2) : d(T1, T2) ≥ a, T1, T2 ∈ R(b)}, a, b > 0,
where R(b) is the collection of all finite disjoint unions of cubes in Rd with a total volume (i.e.,
Lebesgue measure) not exceeding b; the definition of α(a, b) involves subsets T1, T2 ⊂ Rd of
bounded volume to avoid more restrictive forms of mixing (cf. Lahiri, 2003; Lahiri and Zhu,
2006). We additionally assume that
α(a, b) ≤ Ca−τ1bτ2 (2.4)
for some real constants C, τ1 > 0 and τ2 ≥ 0, where τ2 = 0 for d = 1 (thereby bounding the
usual mixing coefficient α(a,∞) in time series case d = 1). From (2.4), the mixing coefficient
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decays with the distance a between sets while, for d ≥ 2, the strength of spatial dependence
is allowed to increase with the volumes of sets T1, T2. We next prescribe assumptions under
which the spatial EL method is valid. Assumption A1, which gives conditions on τ1, τ2 in
(2.4), is a function of an integer k to be specified in the theorem statements to follow. Define
Gθ0(s) = g(Z(s); θ0), s ∈ Rd.
Assumptions:
(A1): There exist a δ > 0 and integer k ≥ 1 such that E‖Gθ0(s)‖2k+δ <∞ and
τ1 > (2k − 1)(2k + δ)/δ, τ2 < (τ1 − d)/(4d) (for d ≥ 2).
(A2): Σ0 ≡
∫
Rd σ(x)dx is positive definite, for
σ(x) = Cov[Gθ0(0), Gθ0(x)], x ∈ Rd.
(A3): The density f(·) of X1 is positive and continuous on the closure R0.
(A4): limn→∞ nε/λn = 0 for some ε > 0 and limn→∞ λdn/n = c ∈ [0,∞).
To comment on the assumptions, these essentially match a subset of those of Lahiri and Zhu
(2006) [24] for establishing a block bootstrap with similar spatial data, where Assumption A1
prescribes mild conditions on the strength of the spatial dependence. Assumption A3 allows the
density f(·) for spatial locations to be quite general and non-uniform. Assumption A4 permits
various possibilities for the amount of infill sampling, as described at the end of Section 2.2,
depending on the number n of spatial observations relative to the volume vol(Rn) = λ
d
nvol(R0)
of the sampling region.
2.4.2 Basic Wilks Result for the Spatial EL Method
Here we provide a fundamental Wilks type result (Wilks, 1938 [39]) for the SBEL method,
showing that the log-EL ratio has a chi-square limit evaluated at the true parameter θ0 over
a large class of stochastic spatial sampling designs. Note that, as a function of the spatial
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data {Z(si)}ni=1 (with si = λnXi), the log-EL ratio technically has a conditional distribution
given a realization of the sampling design random vectors {Xi : i ≥ 1}; let P·|X(·) denote
conditional probability with respect to a given sequence X1,X2, . . .. Additionally, the random
vectors {Xi : i ≥ 1} also have a joint probability distribution denoted as PX . Theorem 2.1
states that the limiting (conditional) distribution of the log-EL ratio is chi-square no matter
what the spatial locations may be as determined by X1,X2, . . . under the sampling design.
Theorem 2.1. Suppose Assumptions A1 − A4 hold with k = 3 in A1 and that b → ∞ with
b2/λn = O(1) as n→∞. Then, as n→∞,
sup
y∈R
∣∣∣P·|X (−2b−d logRn(θ0) ≤ y)− P (χ2r ≤ y)∣∣∣→ 0,
or equivalently
−2b−d logRn(θ0) d−→ χ2r ,
for any given X1,X2, . . . with probability 1 (PX).
Hence, regardless of the concentration of sampling sites or the size of an infill component
(i.e., c = 0 or c > 0 in Assumption A4), the SBEL method has a chi-square limit for calibrating
confidence regions and tests. Above b−d denotes a scalar correction to the EL ratio, which is
needed to adjust for overlapping spatial blocks of data. In fact, the block-corrected log-ratio
statistic in Theorem 2.1 closely resembles that found for time series (Kitamura, 1997 [19]) or
gridded spatial data (Nordman, 2008 [26]), and hence the form of EL test statistics turns out
to be unified across many data dependence structures.
2.4.3 Maximum Spatial EL Estimation and Hypothesis Testing
Analogously to parametric likelihood, the spatial EL function Ln(θ) or ratio Rn(θ) from
(2.3) can be maximized over the parameter space Θ to produce a point estimator for θ ∈ Rp
characterized by the estimating functions g(·; θ) ∈ Rr; we denote the resulting the maximum
empirical likelihood estimator (MELE) as θˆn ∈ Rp and the Lagrange multiplier associated
with the MELE as tn,θˆn ∈ Rr. For independent and time series data, respectively, Qin and
Lawless (1994) [36] and Kitamura (1997) [19] showed that the MELE has a large-sample normal
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distribution; the same is true for gridded spatial data (Nordman, 2008 [26]). We next establish
that the MELE also has a normal limit under a stochastic spatial sampling design.
Let Σ∞ = cσ(0) + Σ0 for Σ0 and σ(·) defined in Assumption A2 and c = limn→∞ λdn/n ∈
[0,∞) defined in Assumption A4. Recall that, as in Theorem 2.1, “ d−→” denotes convergence
in distribution based on conditional probability P·|X(·), for a given sequence X1,X2, . . . deter-
mining sampling locations.
Theorem 2.2. In addition to the assumptions A1 - A4 of Theorem 2.1, suppose that, in a
neighborhood of the true parameter θ0 ∈ Rp, first partial derivatives ∂g(·; θ)/∂θ exist and satisfy
a Lipschitz condition of order γ > 0; also assume, for G˜(0) ≡ ∂g(Z(0); θ0)/∂θ ∈ Rr×p, that
E‖G˜(0)‖2+δ < ∞ hold with δ > 0 in Assumption A1 and that Dθ0 ≡ EG˜(0) has full column
rank p. Then, the following hold for any given X1,X2, . . . with probability 1 (PX): as n→∞,
(i) for V (θ0) = [D(θ0)
′Σ∞D(θ0)]−1, U(θ0) = Σ−1∞ − Σ−1∞ D(θ0)V (θ0)D(θ0)′Σ−1∞ ,
λd/2n
 (θˆn − θ0)
b−dλ−dn ntn,θˆn
 d−→ N

 0p
0r
 ,
 V (θ0) 0p×r
0r×p U(θ0)

 ;
(ii) under H0 : θ = θ0,
−2b−d log[Rn(θ0)/Rn(θˆn)] d−→ χ2p;
(iii) under H0 : the moment condition (2.1) holds for some θ0 ∈ Θ,
−2b−d logRn(θˆn) d−→ χ2r−p;
(iv) the spatial EL test statistics in (ii) and (iii) are asymptotically independent.
Remark 2.1. Under the regularity conditions above, the proof of Theorem 2.2 shows that, in
P·|X -probability, a sequence of maximizers θˆn of Rn(θ) is guaranteed to exist on {θ ∈ Θ :
‖θ − θ0‖ ≤ λ−d/2n log n} and satisfy (θˆn − θ0) = Op(λ−d/2n ) (i.e., be consistent for the true θ0 at
a rate λ
−d/2
n ) for any given X1,X2, . . . with probability 1 (PX).
Hence, under the stochastic sampling design, Theorem 2.2(ii)-(iii) entails that log-ratio EL
tests based on the MELE are valid for evaluating parameter hypotheses as well as assessing
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whether spatial moment conditions (2.1) hold. The latter can be useful for assessing spatial
structures, as illustrated in Section 2.5.2. Again, the limits and forms of these test statistics,
based on a block correction factor b−d, turn out to match those for spatial lattice data (Nord-
man, 2008 [26]), which unifies the usage of the EL methodology. Hence, the distributional
results in Theorem 2.2 also imply that the SBEL method is valid for testing subsets of the
parameter vector θ (by probability profiling Rn(θ) as one would with regular likelihood) as
well as tests under parameter constraints; see Nordman (2008) [26] for such test statistics with
spatial lattice data.
Remark 2.2. As described in Section 2.3.1, the SBEL method applies for inference about spatial
regression models (2.2). SBEL log-ratio statistics −2b−d logRn(θ) follow from the estimating
functions in Example 2.4 and the block construction of Section 2.3.2. In this general spatial
regression setting, chi-square limits for log-ratio statistics in Theorem 2.1 and Theorem 2.2(ii)-
(iii) remain valid under some additional regularity conditions on the regressor weights w(·)
in (2.2) (e.g., conditions C1, C2, C6 in Lahiri and Zhu (2006) [24]). Section 2.6 provides a
numerical illustration.
2.5 Simulation Results
We present simulation studies of the SBEL method for confidence interval estimation in
Section 2.5.1 and goodness-of-fit (or moment) testing in Section 2.5.2.
2.5.1 Confidence Intervals
We considered the performance of the spatial EL method for constructing confidence inter-
vals for the mean EZ(s) = µ of a real-valued stationary process {Z(s) : s ∈ R2} with locations
in the plane (d = 2), based on combinations of the following factors: sampling region size,
sample size, stochastic sampling design, spatial dependence strength and block size. Mean-
zero Gaussian random fields on R2 were generated with an exponential covariance structure
Cov(Zs, Zs+h) = exp (−‖h‖/r) with dependence/range parameter r > 0. We considered sam-
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pling regions as Rn = [−λn/2, λn/2]2 for λn = 12, 24, 36, 48, sample sizes of n = 100 or 900, and
uniformly or non-uniformly distributed spatial locations on Rn. Non-uniform sites si = λnXi,
i = 1, . . . , n were generated as in Lahiri and Zhu (2006) [24] by iid drawsXi ∼ 0.5BN1+0.5BN2
from a bivariate normal mixture (truncated to [−1, 1]2), where BNi represents a bivariate nor-
mal with mean 1− (0.5i−1, 0.5i−1) and identity covariance I2. Figure 2.2 shows an example of
uniform and non-uniform locations.
For comparison against the EL method for estimating the process mean EZ(si) = 0, we
computed normal approximation intervals based on the sample mean Z¯n =
∑n
i=1 Z(si)/n (cf.
Lahiri, 2003b [23]) as well as intervals based on a spatial block bootstrap method. For a
given block size b, M = 500 spatial bootstrap data sets Z∗1 , ...,Z∗M were generated from a
given simulated data set Z = {Z(si) : i = 1, . . . , n} using the bootstrap method of Lahiri
and Zhu (2006) [24] (i.e., this divides Rn into non-overlapping blocks of size b
2 and resamples
overlapping blocks of the same size), producing block bootstrap sample means, say Z¯∗1 , . . . , Z¯∗M ,
based on respective bootstrap spatial samples of sizes, say, n∗1, . . . , n∗M . Letting Vˆ denote the
sample variance of Z¯∗1 , . . . , Z¯∗M , as a bootstrap estimate of the variance of Z¯n, a 100(1 − α)%
normal approximation confidence interval for µ is given by Z¯n ± zα/2Vˆ 1/2 using a lower α/2
standard normal quantile zα/2. Approximating the distribution of (Z¯n−µ) with the bootstrap
counterpart (Z¯∗i − µ˜) for µ˜ =
∑M
i=1 n
∗
i Z¯
∗
i /
∑M
i=1 n
∗
i , a 100(1− α)% block bootstrap confidence
interval for µ is given by
(
Z¯n − qM,1−α/2, Z¯n − qM,α/2
)
, where qM,γ denotes the γ quantile of the
bootstrap values {Z¯∗i − µ˜}Mi=1. We used block sizes b = 2, 4, 6 for the 12× 12 region, b = 4, 6, 8
for the 24×24 region, b = 6, 9, 12 for the 36×36 region, and b = 6, 12, 16 for the 48×48 region;
these block sizes roughly correspond to choices Cvol(Rn)
1/4 for C = 0.5, 1, 1.5 where this order
is known to be optimal for some implementations of block resampling (Sherman, 1996 [37];
Nordman and Lahiri, 2004 [28]).
We implemented the SBEL method for constructing confidence intervals for µ based on
two different distributional calibrations. We used the standard chi-square calibration for the
SBEL log-ratio statistic (Theorem 2.1), producing a 100(1 − α)% confidence interval for µ
as
{
µ : −2b−2 logRn(µ) ≤ χ21,1−α
}
with the same block sizes b used for the block bootstrap
with each sampling region. As a second approach, we used the block boostrap to calibrate
20
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Figure 2.2 Example of uniform (left) and non-uniform (right) locations on a 24×24 grid with
n = 900 points
SBEL confidence intervals. With the same bootstrap data sets Z∗1 , . . . ,Z∗M described above,
let r∗i denote the SBEL ratio from i
th bootstrap sample evaluated at Z¯n, i = 1, . . . ,M , which
serves to approximate Rn(µ0) at the true mean. Then, a 100(1 − α)% SBEL interval with
bootstrap calibration is given by
{
µ : −2b−2 logRn(µ) ≤ tM,1−α
}
, where tM,1−α is the 1 − α
sample quantile of
{−2b−2 log r∗i }Mi=1.
Based on 1000 simulation runs, Table 2.1 shows empirical coverages for 90% intervals for the
SBEL, normal approximation, and block bootstrap methods for spatial data with dependence
parameter r = 1. We make the following observations about Table 2.1:
1. For any region size, block size, or sample size, coverage is better with uniform sites than
with non-uniform sites. With non-uniform sites, there are concentrated pockets of sam-
pling sites, which induces stronger dependence between spatial observations, inducing
lower coverage rates. With uniformly distributed sampling sites, the SBEL method ex-
hibits coverages quite close to nominal coverage except for the smallest sampling region
12× 12.
2. Coverage improves as grid size increases, for all sampling designs and sample sizes.
3. The coverage performance is markedly better for the SBEL method than the normal
21
Table 2.1 Empirical coverage of 90% intervals for the mean for various methods: SBEL with
chi-square calibration (ELC), SBEL with bootstrap-based calibration (ELB), nor-
mal approximation (Nor), and block bootstrap (Boot).
Uniform Sites Non-Uniform Sites
Method Method
Points Grid Size b ELC ELB Nor Boot ELC ELB Nor Boot
n = 100
12× 12
2 74.3 77.4 69.6 68.9 60.0 67.2 56.7 58.6
4 82.0 87.1 74.3 68.8 61.6 67.3 53.3 50.4
6 82.7 89.4 67.7 64.5 53.2 64.2 38.1 35.9
24× 24
4 86.1 86.5 81.0 82.8 76.2 80.0 71.4 68.0
6 88.6 90.5 82.6 80.3 74.8 86.8 68.9 65.7
8 89.1 90.2 83.0 80.0 75.2 75.9 60.9 58.0
36× 36
6 89.4 91.3 87.3 87.5 82.0 83.5 77.4 78.0
9 90.8 89.9 85.3 87.7 82.6 81.6 71.6 72.3
12 92.7 91.6 83.1 82.9 82.5 78.7 63.3 65.3
48× 48
6 88.6 91.6 88.3 87.1 85.2 85.3 80.8 83.1
12 90.9 91.3 87.8 85.2 85.2 84.6 77.3 72.7
16 95.0 91.8 83.0 82.4 85.4 79.5 70.7 67.9
n = 900
12× 12
2 65.3 69.7 62.7 60.7 53.6 62.5 53.7 50.9
4 90.5 86.8 70.8 72.6 56.9 64.0 52.4 47.2
6 81.1 90.0 67.2 67.0 50.6 63.9 32.4 35.3
24× 24
4 80.9 85.0 77.2 77.1 68.1 76.0 65.5 63.1
6 85.9 89.7 77.7 76.3 67.5 71.5 62.8 59.2
8 88.0 90.3 78.8 78.2 70.7 69.8 58.2 52.0
36× 36
6 84.0 91.0 82.8 80.1 72.9 79.8 71.2 69.5
9 89.8 91.0 82.5 81.7 74.4 77.1 66.2 66.7
12 91.8 90.9 80.3 78.8 77.4 72.4 61.6 57.8
48× 48
6 87.5 89.4 84.0 84.8 79.8 85.2 78.0 73.0
12 89.2 91.8 84.8 84.3 77.0 76.1 71.9 67.2
16 92.8 92.1 83.8 82.2 79.5 73.0 63.8 64.6
approximation or block bootstrap methods across all combinations of region size, block
size, sample size, and stochastic sampling design.
4. For small sampling regions, the SBEL method with bootstrap calibration performs better
than the chi-square calibration; as the sampling regions increase, the two SBEL calibra-
tions perform similarly.
Table 2.2 shows empirical coverage for 90% confidence intervals based on the SBEL, normal
approximation, and block bootstrap methods with smaller/larger values of the dependence
parameter r = 1/3 or 3 for 12 × 12 and 24 × 24 sampling regions. As expected, coverage is
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generally better with weaker dependence (r = 1/3) and worse with stronger dependence (r = 3).
The SBEL method again exhibits better coverage accuracy than the normal approximation and
block bootstrap methods, and the bootstrap-based calibration for SBEL often performs better
than the chi-square calibration with small sampling regions.
2.5.2 Goodness-of-Fit Tests
We also conducted a simulation study to examine the performance of the SBEL method
for assessing goodness-of-fit of a specified marginal distribution for the data (Example 2.3,
Section 2.4.3). We generated realizations of real-valued spatial processes {Z(s) : s ∈ R2}
having different marginal distributions (described below), and applied the SBEL method to
assess if the data were marginally normally distributed. As a marginal normal distribution
would be characterized by two unknown parameters θ = (θ1, θ2)
′ (mean and variance), we
considered estimating functions g having more than two estimating functions for prescribing θ
and satisfying the moment condition (2.1) when the data are indeed normally distributed. For
comparison, we considered three such sets of estimating functions
Set 1: g(Z(s); θ) =
[
Z(s)− θ1, (Z(s)− θ1)2 − θ2, (Z(s)− θ1)3
]′
Set 2: g(Z(s); θ) =
[
Z(s)− θ1, (Z(s)− θ1)2 − θ2, (Z(s)− θ1)3, (Z(s)− θ1)4 − 3θ22
]′
Set 3: g(Z(s); θ) =
[
Z(s)− θ1, (Z(s)− θ1)2 − θ2, Φ
(
Z(s)−θ1
θ
1/2
2
)
− 0.5
]′
where Φ(·) denotes the standard normal cumulative distribution function (cdf). To assess
normality based on a given set of functions g(·; θ), we tested the hypothesis that the moment
condition holds (2.1) using the log-ratio statistic −2b−2 logRn(θˆn) which has a chi-square limit
under Theorem 2.2(iii) (with 1 df for function sets 1 and 3, and 2 df for function set 2).
To generate data, we simulated dependent (marginally standard normal) normal observa-
tions Z˜(s1), . . . , Z˜(sn) as in Section 5.1 using 12×12 and 24×24 sampling regions, uniform and
non-uniform locations for n = 100 sampling sites, and dependence parameter r = 1. Spatial
realizations were then given by Z(si) = F [Φ
−1[Z˜(si)]], i = 1, . . . , n based on a probability
integral transform using a proposal cdf F (·) to determine the marginal distribution structure.
Choices of the cdf F (·) were taken as standard normal (corresponding to the null hypothesis),
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Table 2.2 Empirical coverage of 90% intervals for the mean over spatial dependence values
r = 1/3, 3 and various methods: SBEL with chi-square calibration (ELC), SBEL
with bootstrap-based calibration (ELB), normal approximation (Nor), and block
bootstrap (Boot)
Uniform Sites Non-Uniform Sites
Method Method
Points Grid Size b ELC ELB Nor Boot ELC ELB Nor Boot
r = 3
n = 100
12× 12
2 43.4 50.3 38.0 39.5 31.6 38.4 31.7 33.6
4 57.9 70.5 47.7 47.6 40.5 48.5 31.5 32.6
6 64.8 81.3 46.8 46.8 41.0 55.0 23.0 23.5
24× 24
4 60.4 68.2 57.8 58.1 47.9 55.2 49.3 44.3
6 72.0 79.4 64.8 65.3 52.7 62.2 45.0 45.6
8 76.7 84.2 64.1 64.1 53.7 60.3 44.3 41.5
n = 900
12× 12
2 34.4 41.6 32.3 33.4 29.3 35.7 26.0 26.1
4 56.6 69.5 46.2 48.3 36.6 47.7 29.1 29.4
6 61.6 79.2 42.7 42.2 38.9 54.7 24.3 20.8
24× 24
4 54.6 66.6 52.1 52.3 43.5 54.1 41.6 42.3
6 65.3 78.5 59.1 59.5 48.8 59.6 43.2 38.9
8 71.6 84.1 62.7 61.8 50.6 59.6 39.0 42.0
r = 13
n = 100
12× 12
2 87.9 89.0 84.0 83.4 80.5 81.6 83.0 76.8
4 91.7 91.2 81.6 83.5 78.3 76.6 70.2 67.4
6 90.7 91.4 77.7 72.2 69.6 70.3 50.7 44.9
24× 24
4 91.2 91.8 89.7 85.8 87.5 86.0 83.8 84.0
6 92.3 92.3 84.9 85.9 87.8 85.1 81.0 78.2
8 92.8 91.0 85.9 82.8 85.3 79.6 75.0 69.7
n = 900
12× 12
2 82.9 85.0 83.4 79.6 75.3 79.8 73.2 71.4
4 89.6 91.2 80.4 83.3 74.2 74.9 65.4 60.7
6 88.6 91.5 75.6 73.1 63.5 65.2 42.8 47.6
24× 24
4 90.3 91.3 87.5 86.2 84.1 84.2 79.8 79.6
6 91.1 89.9 87.3 86.5 82.5 81.7 78.3 73.1
8 94.2 93.4 83.6 84.0 81.7 77.3 67.4 64.3
24
log-normal with σ = 0.5, chi-square with 1 or 20 df, or t-distribution with 2 or 20 df. For each
sampling region, stochastic design, set of estimating functions, and marginal cdf F (·), 1000
data sets were simulated for producing an empirical power function for the SBEL goodness-of-
fit-tests, shown in Figures 2.3 - 2.4 for 12 × 12 and 24 × 24 regions, respectively. From these
figures, one observes:
1. At most combinations of region size and stochastic sampling design, empirical sizes are
close to nominal sizes for estimating function sets 1 and 3 (as judged by results for normal
data following the null hypothesis); the results are fairly insensitive to the block choices.
Empirical size can be higher than nominal for estimating function set 2 and more sensitive
to the block b, especially on the 12 × 12 region, so that a greater number of estimating
functions need to be more cautiously applied on smaller sampling regions.
2. Power functions are best for estimating functions sets 1 and 2 based on over-identifying es-
timating functions involving higher distributional moments, and lowest for set 3 involving
over-identification of parameters with a probability transform condition.
3. These sets of estimating functions perform very well in rejecting non-normal data that are
clearly skewed or heavy-tailed (e.g. log-normal, χ21, t2) with small sample sizes n = 100,
but then exhibit more difficulty in distinguishing those cases which are more closely
normal (e.g., χ220, t20).
Hence, the simulations indicate that, even with small sample sizes, the SBEL method can
provide an effective tool for goodness-of-fit assessments of spatial distributions.
2.6 Data Illustration
Here we illustrate the SBEL method applied to spatial regression (cf. Remark 2.2, Section
2.4.3). We consider a spatial temperature data set from the National Oceanic and Atmospheric
Administration’s National Climatic Data Center, consisting of the average January temperature
between 1981 and 2010 (degrees Fahrenheit), latitude, longitude, and elevation (hundreds of
feet above sea level) at 557 locations across the Midwest. The locations have latitude between
25
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Figure 2.3 Empirical power functions for SBEL goodness-of-fit tests of normality using three
sets of estimating functions and block sizes b = 2, 4, and 6 on a 12 × 12 region,
sample size n = 100, and uniform and non-uniform locations; data are marginally
normal, log-normal, t2, t20, χ
2
1, and χ
2
20.
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Figure 2.4 Empirical power functions for SBEL goodness-of-fit tests of normality using three
sets of estimating functions and block sizes b = 4, 6, and 8 on a 24 × 24 region,
sample size n = 100, and uniform and non-uniform locations; data are marginally
normal, log-normal, t2, t20, χ
2
1, and χ
2
20.
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Figure 2.5 Region for average January temperature data
37 and 45 degrees north and longitude between 89 and 97 degrees west, and Figure 2.5 shows
a map of the region colored by average January temperature. We aim to fit a regression model
(2.2) with latitude, longitude, and elevation as explanatory variables for average temperature.
We applied the SBEL method by imposing an 80 × 80 grid, as the sampling region is 8
degrees longitude by 8 degrees latitude with locations measured in tenths of a degree. To
choose a block size b, we applied the “minimal volatility” technique of Politis, Romano and
Wolf (1999 [35], Sec. 9.3.2). While heuristic, this block selection approach is motivated by the
principle that approximately correct block sizes for inference may be characterized by confidence
regions/intervals with stable behavior as a function of b. By creating SBEL intervals over a
range of b, an adequate block length can be chosen by visual inspection. Figure 2.6 displays
lengths of 90% confidence intervals (CIs) for the longitude and latitude regression parameters
as a function of b, where CIs for individual parameters are found by profiling the SBEL log-ratio
statistic as with parametric likelihood. These plots suggest a block size b about 27 where CI
lengths exhibit stabilization.
Table 2.3 shows subsequent 90% CIs for the regression parameters from the SBEL method
with b = 27, as well as 90% intervals for the same parameters based on standard multiple
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Figure 2.6 Lengths of 90% CIs by block size for longitude (left) and latitude (right) regression
parameters
regression with an independence assumption as well as maximum likelihood estimation using
a parametric Gaussian random field model with an exponential covariogram (e.g., based on
“likfit” in the geoR package), and Table 2.4 shows regression parameter estimates for the
three methods. Parameter estimates produced by the SBEL method are comparable to those
from the multiple regression and Gaussian random field models. In particular, the longitude
and intercept estimates for the SBEL method are between the estimates from the multiple
regression and Gaussian models, but the SBEL method suggests latitude and elevation have a
larger effect on temperature than the other methods suggest. The SBEL method involves no
explicit distributional assumptions about the form of the spatial dependence, and is thereby
less sensitive to model misspecification. Consequently, the SBEL method tends to produce the
widest CIs, but these are in closer agreement to the parametric model-based intervals than those
from the independence assumption (which are comparatively very narrow). For instance, the
SBEL and Gaussian methods plausibly suggest longitude is not as important as a predictor of
average temperature. Unlike the other CIs, SBEL intervals are not symmetric and, for example,
suggest more uncertainty in the lower limit of the elevation parameter (or a potentially greater
negative effect of elevation on temperature). Adding another estimating function based on a
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Table 2.3 90% intervals for spatial regression parameters based on multiple regression (inde-
pendence assumption), parametric Gaussian maximum likelihood, and the SBEL
method (b = 27)
Multiple Regression Gaussian Likelihood SBEL
Longitude (-0.0161, -0.0065) (-0.0318, 0.0008) (-0.0335, 0.0111)
Latitude (-0.2591, -0.2515) (-0.2569, -0.2252) (-0.2836, -0.2458)
Elevation (-1.0420, -0.7630) (-1.100, -0.7850) (-1.790, -0.5430)
Intercept (25.180, 26.001) (25.272, 26.762) (24.396, 27.583)
Table 2.4 Estimated spatial regression parameters based on multiple regression (independence
assumption), parametric Gaussian maximum likelihood, and the SBEL method
(b = 27)
Multiple Regression Gaussian Likelihood SBEL
Longitude -0.0113 -0.0155 -0.0138
Latitude -0.2553 -0.2411 -0.2698
Elevation -0.902 -0.943 -1.038
Intercept 25.590 26.017 25.683
third moment condition, a SBEL test for normality of residuals yields a p-value of 0.15.
2.7 Conclusion
We introduced a spatial blockwise empirical likelihood (SBEL) method for inference about
irregularly located spatial data, allowing an arbitrary distribution of spatial sampling sites and
various levels of infill sampling. Under mild assumptions, log EL-ratios were shown to have
chi-square limits for setting tests and confidence regions for spatial parameters, providing a
unified extension of block-based EL methods for time series or gridded spatial data (Kitamura,
1997 [19]; Nordman, 2008 [26]). We illustrated the SBEL method for spatial regression models
and goodness-of-fit testing of specified marginal distributions, and simulations indicated that
the SBEL approach can outperform other estimation procedures, based on approximations or
resampling methods, which likewise require no explicit distributional assumptions on the joint
distribution of the spatial data. Further research possibilities include extending the SBEL
method for irregularly spaced spatial data into inference about the correlation structure of the
spatial process, which may require additional kernel smoothing steps (i.e., local averaging) in
the spatial EL method. Such extensions would allow, for example, EL tests of spatial isotropy
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or separability, variogram estimation, and assessments of spatial Markov structures.
2.8 Proofs of Main Results
This section establishes the main distribution results on the spatial blockwise empirical
likelihood (SBEL) method, given in Theorems 2.1 and 2.2. Below, Section 2.8.1 establishes the
chi-square limit of the log-EL ratio in Theorem 2.1. We separate and treat the distributional
results based maximum EL estimation in Section 2.8.2. Equation numbers (2.1) − (2.4) refer
to previous sections and further equations, as needed, are then subsequently enumerated in the
following.
To prove the main results, we require some additional notation. Let EX denote expectation
with respect to the joint distribution PX ofX1,X2, . . . on the probability space (Ω,F , P ), where
both {Xi : i ≥ 1} and {Z(s) : s ∈ Rd} are defined; recall these two collections of random vectors
are independent. Let P·|X and E·|X denote conditional probability and conditional expectation
given {Xi : i ≥ 1}. Let I(·) denote the indicator function (i.e., I(A) = 1 if event A holds true
and otherwise I(A) = 0). For subset A ⊂ Rd, let |A| denote the cardinality of A (number
of elements) if A is countable and, otherwise, let |A| = vol(A) denote the volume (Lebesgue
measure) of A. In the following, C and C(·) denote generic constants not depending on n, b or
ω ∈ Ω; unless otherwise specified, limits in order symbols are taken letting n→∞.
For θ ∈ Θ ⊂ Rp, recall the EL function and ratio (2.3) involve block sums Sn(i; θ), i ∈ In,
and define
An(i; θ) ≡ λd/2n n−1Sn(i; θ) = λd/2n n−1b−d
n∑
j=1
g(Z(sj); θ)I(sj ∈ Bn(i)) (2.5)
for i ∈ In as well as sums of these An(θ) =
∑
i∈In An(i; θ).
2.8.1 Proof of Theorem 2.1
We first require some preliminary results established in Lemmas 2.1−2.2 below. Recall that
the spatial EL method involves data blocks Bn(i) = i + b(0, 1]
d, i ∈ In ≡ {j ∈ Zd : Bn(j) ⊂
Rn}. The next lemma provides moment bounds on sums of random variables over sampling
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locations s1, . . . , sn ∈ Rn. Define mn = max{log n, λ−dn n}; note that mn = log n eventually if
n/λdn → c ∈ (0,∞) and mn = λ−dn n eventually if c = 0 under Assumption A4.
Lemma 2.1. Suppose that b−1 + b/λ1−εn = o(1) for some ε ∈ (0, 1). Let h : Rm → R be a
Borel-measurable function such that Eh(Z(0)) = 0 and that, for some δ > 0 and integer k ≥ 1,
it holds that E|h(Z(0))|2k+δ <∞ with τ1, τ2 as in Assumption A1 (i.e, τ1 > (2k−1)(2k+ δ)/δ,
τ2 < (τ1 − d)/(4d)). Let {win : 1 ≤ i ≤ n} be 〈Xi : i ≥ 1〉-measurable weight variables with
Wn = max1≤i≤n |win| <∞. Then,
(i) it holds, a.s. (PX), that
∑
i∈In
E·|X
∣∣∣∣∣∣
n∑
j=1
wnjh(Z(sj))I(sj ∈ Bn(i))
∣∣∣∣∣∣
2k
= O(λdnb
dk[Wnmn]
2k).
(ii) For any Dn ⊂ Rn, it holds, a.s. (PX), that
E·|X
∣∣∣∣∣∣
n∑
j=1
wnjh(Z(sj))I(sj ∈ Dn)
∣∣∣∣∣∣
2k
= O(|JDn |k[Wnmn]2k),
where JDn = {j ∈ Zd : Dn ∩ (j + [0, 1)d) 6= ∅}.
Proof of Lemma 2.1. The proof follows by modifying Lemma 2 of Lahiri and Zhu (2006) [24]
(setting Kn = {0} and noting In ⊂ `n for “Kn and `n” in the notation of their result).
The next lemma establishes the behavior of weighed-block sums An(i; θ0) ∈ Rr, i ∈ In,
from (2.5) at the true parameter θ0 ∈ Rr where E·|XAn(i; θ0) = 0r. Let Z ∼ N(0r,Σ∞) denote
a normal variable in Rr for Σ∞ ≡ cσ(0) + Σ0, where Σ0 and σ(·) are defined in Assumption
A2 and λdn/n→ c ∈ [0,∞) under Assumption A4.
Lemma 2.2. Let An(θ0) =
∑
i∈In An(i; θ0), Σˆn(θ0) = b
d
∑
i∈In An(i; θ0)An(i; θ0)
′ and
Zn(θ0) ≡ max{‖An(i; θ0)‖ : i ∈ In}. Under the assumptions of Theorem 2.1, the following hold
a.s. (PX):
(a) An(θ0)
d−→ Z in P·|X-probability;
(b) (log n)bdZn(θ0)→ 0 in P·|X-probability;
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(c) ‖Σˆn(θ0)− Σ∞‖ → 0 in P·|X-probability;
(d) P·|X(Rn(θ0) > 0)→ 1.
(e) Additionally, it holds that |In|/|Rn| → 1 where |Rn| = λdn|R0|.
Proof of Lemma 2.2. We begin with part (e) involving a non-stochastic sequence. Let U =
(0, 1]d and define an(y) = |{i ∈ yZd : (i + yU) ∩ R0 6= ∅, (i + yU) ∩ Rc0 6= ∅}| for y > 0. Using
the R0 boundary condition, |In| ≤ |Rn| + an(λ−1n ) = |Rn| + O(λd−1n ). Additionally, |In| ≥
|Rn| − |{i ∈ Zd : (i+ bU)∩Rn 6= ∅, (i+ bU)∩Rcn 6= ∅}| ≥ |Rn| − bdan(b/λn) = |Rn| −O(bλd−1n ).
As b/λn → 0, we have |In|/|Rn| → 1.
To establish part (a), under the mixing/moment assumptions A1−A4, it follows that
G¯n(θ0) = λ
d/2
n n
−1
n∑
i=1
g(Z(si); θ0)
d−→ Z
a.s. (PX) by Theorem 3.2 of Lahiri (2003a) [22]. Then,
G¯n(θ0)−An(θ0) = λd/2n n−1
n∑
j=1
wjng(Z(sj); θ0)
where wjn = 1− b−d
∑
i∈In I(sj ∈ Bn(i)) ∈ [0, 1] for 1 ≤ j ≤ n. Let
Dn = {x ∈ Rn : (x+ b[−1, 1)d) ∩Rcn 6= ∅}.
If sj ∈ Rn \Dn for some 1 ≤ j ≤ n, then wjn = 0. Hence, by Lemma 2.1(ii) (with JDn defined
there with respect to Dn),
E·|X‖G¯n(θ0)−An(θ0)‖2 = O(λdnn−2m2n|JDn |) = o(1) a.s. (PX)
using |JDn | = O(bdan(3b/λn)) = O(bλd−1). Hence, G¯n(θ0) − An(θ0) → 0 in P·|X -probability
(a.s. (PX)) and so An(θ0)
d−→ Z a.s. (PX) by Slutsky’s theorem.
To show part (b), we use Jensen’s inequality and Lemma 2.1(i) with k = 3 to obtain
(log n)bdE·|XZn(θ0) ≤ (log n)bd
∑
i∈In
E·|X‖An(i; θ0)‖6
1/6
= (log n)bd(b−dλd/2n−1)
(
λd/6n b
d/2mn
)
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= o(1)
a.s. (PX) using |In| = O(λ2n) and the growth assumption b2/λn = O(1). Hence, the result
follows.
Part (c) of Lemma 2.2 follows by modifying the proof of Lahiri and Zhu (2006 [24], Lemma
3). For Σ˜n(θ0) = E·|XΣˆn(θ0), it holds that
E·|X‖Σˆn(θ0)− Σ˜n(θ0)‖2 ≤ O(b2d(b−4dλ2dn n−4)λdbd(mn)4b2d) = o(1) a.s. (PX)
using Lemma 2.1(i) with k = 2 and the re-grouping argument in Lahiri and Zhu (2006 [24],
p. 1810). Then, EXΣ˜n(θ0) → Σ∞ by a similar argument in Lahiri and Zhu (2006 [24],
p. 1810); namely, EXΣ˜n(θ0) here is equivalent to the quantity b
d|K1n|−1|`n|EXΣ˜1n in the
notation “|K1n|, |`n|,EXΣ˜1n” of their proof, where bd|K1n|−1|`n| → 1 holds and they show
EXΣ˜1n → Σ∞. It then holds that Σ˜n(θ0)−EXΣ˜n(θ0)→ 0 a.s. (PX) by writing the difference
as a U-statistic of order 2 in X1, . . . ,Xn as using arguments as in Lahiri (2003a [22], Lemma
5.2). Consequently, Σˆn(θ0)→ Σ∞ in P·|X -probability a.s. (PX), establishing part (b).
To establish part (d), note that Rn(θ0) > 0 holds if 0r is interior to the convex hull of
{An(i; θ0) : i ∈ In}; it suffices to show that the P·|X -probability of this latter event converges
to 1 (a.s. PX). For a given integer ` ≥ 1, consider an arbitrary integer vector k ∈ Zd such
that ‖k‖1 ≤ `. By Theorem 3.2 of Lahiri (2003a [22]), under the mixing/moment assumptions
and by the continuity/positivity of the probability density f(·) of X1, it holds that bk ∈ In
eventually and (λn/b)
d/2An(bk; θ0)
d−→ Z˜ ∼ N(0r, Σ˜∞) a.s. (PX), where Σ˜∞ ≡ cσ(0)/f(0)+Σ0
is positive definite. Hence, for a given ` ≥ 1,
∆n,` ≡ max
k∈Zd,‖k‖1≤`
sup
a∈S
sup
y∈R
∣∣∣P·|X ((λn/b)d/2a′An(bk; θ0) ≤ y)− P (a′Z˜ ≤ y)∣∣∣→ 0
holds a.s. (PX) by Poyla’s theorem on half-planes, where S = {a ∈ Rr : ‖a‖ = 1} is the Rd
unit sphere. By the above, for a given ε > 0, one may choose ε1 > 0 to make the averages
∆1n,` ≡ sup
a∈S
1
L
∑
k∈Zd,‖k‖1≤`
P·|X
(
(λn/b)
d/2|a′An(bk; θ0)| < ε1
)
< ε
and
∆2n,` ≡ sup
a∈S
1
L
∑
k∈Zd,‖k‖1≤`
P·|X
(
(λn/b)
d/2‖An(bk; θ0)‖ ≥ ε−11
)
< ε
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eventually (a.s. PX), where L ≡ (2` + 1)d = |{k ∈ Zd : ‖k‖1 ≤ `}|. Next define an empir-
ical distribution Fˆn,`(a) = L
−1∑
k∈Zd,‖k‖1≤` I[(λn/b)
d/2a′An(bk; θ0) < 0] for a ∈ S. As S is
compact, this can be covered with a finite collection of open balls of radius ε21 around points
a1, . . . , at ∈ S (where t depends on ε1). For a ∈ S, there exists ai such that ‖ai − a‖ < ε21 so
that
|Fˆn,`(a)− 1/2| ≤ |Fˆn,`(a)− Fˆn,`(ai)|+ |Fˆn,`(ai)− 1/2| ≤ T (i)1n,` + T2n,` + |Fˆn,`(ai)− 1/2|
using bounds on indicator functions, where
T
(i)
1n,` = L
−1 ∑
k∈Zd,‖k‖1≤`
I[(λn/b)d/2|a′iAn(bk; θ0)| < ε1], i = 1, . . . , t,
T2n,` = L
−1 ∑
k∈Zd,‖k‖1≤`
I[(λn/b)d/2‖An(bk; θ0)‖ ≥ ε−11 ].
Hence, for T3n,` =
∑t
i=1 |Fˆn,`(ai)− E·|X Fˆn,`(ai)| and T4n,` =
∑t
i=1 |T (i)1n,` − E·|XT (i)1n,`|, we have
E·|X sup
a∈S
|Fˆn,`(a)− 1/2| ≤
4∑
j=2
E·|XTjn,` + max
1≤i≤m
E·|XT
(i)
1n,` + ∆n,`.
Note that max1≤i≤m E·|XT
(i)
1n,` ≤ ∆1n,` < ε, E·|XT2n,` ≤ ∆2n,` < ε and ∆n,` < ε eventually for
a given choice of ` (a.s. PX). Also, it holds by Jensen’s inequality that
E·|XT3n,` ≤
t∑
i=1
[
E·|X |Fˆn,`(ai)− E·|X Fˆn,`(ai)|2
]1/2 ≤ (1 + 4 ∞∑
k=1
k−τ1
)1/2
L−1/2t
using the standard covariance bound∣∣∣Cov·|X{I[(λn/b)d/2a′iAn(bk1; θ0) < 0], I[(λn/b)d/2a′iAn(bk2; θ0) < 0]}∣∣∣ ≤ 4α(d[b,k1,k2], bd),
d[b,k1,k2] ≡ inf{‖x1−x2‖ : xi ∈ Bn(bki), i = 1, 2}, for bounded random variables (cf. Athreya
and Lahiri 2006 [13], Corollary 16.2.4(ii)) to show
E·|X |Fˆn,`(ai)− E·|X Fˆn,`(ai)|2 ≤
1
L
(
1 +
∑`
k=1
4α(kb; b)
)
≤ 1
L
(
1 + 4
∞∑
k=1
k−τ1
)
a.s. (PX) under Assumption A1; likewise, E·|XT4n,` ≤ (1 + 4
∑∞
k=1 k
−τ1)1/2 L−1/2t. Since t
depends on ε1 and ` is arbitrary, we may choose ` (i.e. L = (2` + 1)
d) so that E·|XT3n,` +
E·|XT4n,` < ε (a.s. (PX)). Hence, we may pick ` and ε ∈ (0, 1/16) so that P·|X(supa∈S |Fˆn,`(a)−
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1/2| > 1/4) ≤ 16ε holds for all large n (a.s. (PX)). Note that the event supa∈S |Fˆn,`(a)−1/2| ≤
1/4 implies infa∈S Fˆn,`(a) ≥ 1/4 which further implies that 0r lies in the interior of the convex
hull of {An(i; θ0) : i ∈ In}; this last event implies Rn(θ0) > 0 and hence P·|X(Rn(θ0) >
0) ≥ 1 − 16ε holds for any arbitrary ε > 0 (a.s. (PX)). (Note if 0r is not in the interior
as claimed, then there exists a∗ ∈ S such that a′∗An(i; θ0) ≥ 0 holds for all i ∈ In by the
separating/supporting hyperplane theorem; however, Fˆn,`(a∗) ≥ 1/4 entails that there exists a
k ∈ Zd, ‖k‖1 ≤ `, such that a′∗An(bk; θ0) < 0 and bk ∈ In, which is a contradiction.)
Proof of Theorem 2.1. Recalling that the random sequence {Xn} and process {Z(s) : s ∈ Rd}
are independent on a common probability space (Ω,F , P ), there exists A ∈ F with P (A) = 1
such that all events in Lemma 2.2(a)-(d) hold simultaneously conditioned onX1 ≡X1(ω),X2 ≡
X2(ω), . . . for any ω ∈ A. For simplicity, we may fix ω ∈ A throughout the proof and con-
sider distributional convergence of the log-EL ratio in P·|X -probability conditioned on a given
(pointwise) sequence {Xn(ω)}; then P·|X is the only probability measure needed in the proof
and we let op(·) and Op(·) denote probabilistic order notation as usual in P·|X -probability.
When Rn(θ0) > 0, which holds with arbitrarily large P·|X -probability for large n by Lemma
2.2(d), we may write Rn(θ0) =
∏
i∈In(1 + γi,θ0)
−1 where γi,θ0 = t˜′n,θ0An(i; θ0) > 0, i ∈ In, (for
An(i; θ0) defined in (2.5)) and a Lagrange multiplier t˜n,θ0 ∈ Rr fulfilling
0r =
∑
i∈In
An(i; θ0)
1 + γi,θ0
= An(θ0)−
∑
i∈In
An(i; θ0)An(i; θ0)
′t˜n,θ0
1 + γi,θ0
(2.6)
for An(θ0) =
∑
i∈In An(i; θ0); t˜n,θ0 is related to tn,θ0 mentioned in (2.3) by t˜n,θ0 = λ
−d/2
n ntn,θ0 .
Writing t˜n,θ0 = ‖t˜n,θ0‖vn for some vn ∈ Rr, ‖vn‖ = 1 and then multiplying (2.6) by −vn, we
have
‖An(θ0)‖ ≥ [1 + ‖b−dt˜n,θ0‖bdZn(θ0)]−1‖b−dt˜n,θ0‖v′nΣˆn(θ0)vn
for Σˆn(θ0) = b
d
∑
i∈In An(i; θ0)An(i; θ0)
′ and Zn(θ0) ≡ max{‖An(i; θ0)‖ : i ∈ In}. By Lemma
2.2(a)-(c) and letting ‖Σ∞‖2 > 0 denote the spectral norm of Σ∞, we then have that ‖An(θ0)‖ ≥
‖b−dt˜n,θ0‖[‖Σ∞‖2 + op(1)] holds with arbitrarily large P·|X -probability as n → ∞, or that
b−dt˜n,θ0 = Op(1). By Lemma 2.2(b), we then have that maxi∈In |γi,θ0 | ≤ Zn(θ0)‖t˜n,θ0‖ = op(1).
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With probability approaching 1 as n→∞, we may expand (2.6) to obtain
b−dt˜n,θ0 = Σˆn(θ0)
−1[An(θ0) + βn(θ0)], βn(θ0) ≡
∑
i∈In
γ2i,θ0An(i; θ0)/(1 + γi,θ0), (2.7)
(using Lemma 2.2(c)) and bound
‖βn(θ0)‖ ≤ Zn(θ0)‖t˜n,θ0‖2b−dtrace[Σˆn(θ0)]/(1− ‖t˜n,θ0‖Zn(θ0)) = op(1).
When maxi∈In |γi,θ0 | ≤ Zn(θ0)‖t˜n,θ0‖ < 1, Taylor expansion produces log(1 + γi,θ0) = γi,θ0 −
γ2i,θ0/2 + ηi,θ0 with |ηi,θ0 | ≤ ‖t˜n,θ0‖3Zn(θ0)‖An(i; θ0)‖2/[1 − ‖t˜n,θ0‖Zn(θ0)]3, i ∈ In. Note
that
∑
i∈In |ηi,θ0 | ≤ ‖t˜n,θ0‖3Zn(θ0)b−dtrace[Σˆn(θ0)]/[1 − ‖t˜n,θ0‖Zn(θ0)]3 = op(bd). Using this
with (2.7) and βn(θ0) = op(1), we have the following expansion (holding with arbitrarily high
probability for large n)
−2b−d logRn(θ0) =
∑
i∈In
b−d(2γi,θ0 − γ2i,θ0 + 2ηi,θ0)
= An(θ0)
′Σˆn(θ0)−1An(θ0)− βn(θ0)′Σˆn(θ0)−1βn(θ0) + b−d2
∑
i∈In
ηi,θ0
= An(θ0)
′Σˆn(θ0)−1An(θ0) + op(1).
Lemma 2.2(a) and (c) with Slutsky’s theorem complete the proof.
2.8.2 Proof of Theorem 2.2
To establish Theorem 2.2, we first require a preliminary result in Lemma 2.3. Define
Dn(θ0) =
∑
i∈In
λ−d/2n ∂An(i; θ0)/∂θ
for
λ−d/2n ∂An(i; θ0)/∂θ = n
−1b−d
n∑
j=1
∂g(Z(sj); θ0)/∂θI(sj ∈ Bn(i)), i ∈ In,
and let D(θ0) = E∂g(Z(0); θ0)/∂θ.
Lemma 2.3. Under the assumptions of Theorem 2.2, the following hold a.s. (PX):
(a) Dn(θ0)→ D(θ0) in P·|X-probability;
(b) (log n)2bdλ
−d/2
n maxi∈In ‖∂An(i; θ0)/∂θ‖ → 0 in P·|X-probability;
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(c) λ
−d/2
n E·|X
∑
i∈In ‖∂An(i; θ0)/∂θ‖ = O(1) in P·|X-probability.
(d) maxi∈In |{sj : 1 ≤ j ≤ n, sj ∈ Bn(i)}| = O(bdmn) in P·|X-probability.
Proof of Lemma 2.3. Lemma 2.3(a) follows by showing
E·|X‖Dn(θ0)−D(θ0)‖ → 0 a.s. (PX).
Note that by Lemma 2.1(i) with k = 1 (under the mixing/moment assumptions) and Jensen’s
inequality
E·|X‖Dn(θ0)− E·|XDn(θ0)‖ ≤
|In|∑
i∈In
λ−dn ‖∂An(i; θ0)/∂θ − E·|X∂An(i; θ0)/∂θ‖2
1/2
= O(λd/2n n
−1b−d/2mn) = o(1)
(a.s. (PX)) and (similarly to the proof of Lemma 2.2(a)) ‖E·|XDn(θ0)−D(θ0)‖ = O(b/λn) =
o(1); this establishes the result.
Lemma 2.3(d) follows from the fact that
PX
(
max
j∈Zd,i∈In
n∑
i=1
I(λnXi ∈ {j + (0, 1]d} ∩Bn(i)) > Cmn infinitely often
)
= 0 (2.8)
holds for some C > 0 (cf. Lahiri and Zhu, 2006 [24], p. 1809). To show Lemma 2.3(b), we
bound
E·|X max
i∈In
‖∂An(i; θ0)/∂θ‖ ≤ e1n + e2n
where e1n ≡ maxi∈In ‖E·|X∂An(i; θ0)/∂θ‖ = O(λd/2n b−dn−1bdmn) a.s. (PX) by Lemma 2.3(d)
and, by Jensen’s inequality and Lemma 2.1(i) (with k = 1),
e2n ≡
∑
i∈In
E·|X‖∂An(i; θ0)/∂θ − E·|X∂An(i; θ0)/∂θ‖2
1/2 = O [λd/2n n−1b−d(λdnm2nbd)1/2]
a.s. (PX). Hence, (log n)
2bdλ
−d/2
n E·|X maxi∈In ‖∂An(i; θ0)/∂θ‖ = O((log n)2λd/2n bd/2n−1mn) =
o(1) a.s. (PX).
For Lemma 2.3(c), note λ
d/2
n
∑
i∈In ‖∂An(i; θ0)/∂θ‖ ≤ n−1
∑n
i=1 ‖∂g(Z(si); θ0)/∂θ‖ so that
λ
d/2
n E·|X‖
∑
i∈In ∂An(i; θ0)/∂θ‖ ≤ E·|X‖∂g(Z(0); θ0)/∂θ‖ a.s. (PX).
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Proof of Theorem 2.2. As in the proof of Theorem 2.1, there exists A ∈ F with P (A) = 1, on
the common probability space (Ω,F , P ), such that all events in Lemma 2.2(a)-(d) and Lemma
2.3 hold simultaneously conditioned on X1 ≡ X1(ω),X2 ≡ X2(ω), . . . for any ω ∈ A. For
simplicity, we again fix ω ∈ A throughout the proof and consider distributional convergence
conditioned on a given sequence {Xn(ω)}; then P·|X is the only probability measure needed
in the proof and we let op(·) and Op(·) denote probabilistic order notation as usual in P·|X -
probability.
Set Θn = {θ ∈ Θ : λd/2n ‖θ − θ0‖ ≤ log n}, ∂Θn = {θ ∈ Θ : λd/2n ‖θ − θ0‖ = log n}, and
νθ = max{1, λn‖θ − θ0‖}. For An(i; θ), i ∈ In, in (2.5), recall An(θ) =
∑
i∈In An(i; θ) and
define Σˆn(θ) = b
d
∑
i∈In An(i; θ)An(i; θ)
′ and Zn(θ) = maxi∈In ‖An(i; θ)‖ for θ ∈ Θ. We
collect some preliminary results in (2.9), (2.10), and (2.11) below. Note that νθ ≤ log n and
‖θ − θ0‖ ≤ (log n)λ−d/2n for θ ∈ Θn. Hence,
sup
θ∈Θn
νθb
dZn(θ) ≤ sup
θ∈Θn
(log n)bdZn(θ) = op(1) (2.9)
follows using the differentiability of g(·; θ) in θ along with the Lipschitz condition (with param-
eter γ > 0) on ∂g(·; θ)/∂θ in θ to show
sup
θ∈Θn
(log n)bdZn(θ) ≤ (log n)bdZn(θ0) + (log n)2bdλ−d/2n max
i∈In
‖∂An(i; θ0)/∂θ‖
+O((log n)bdλd/2n n
−1b−dbdmn(log nλ−d/2n )
1+γ) = op(1)
using Lemma 2.2(b), Lemma 2.3(b) and (d) with the Lipschitz condition. Also, for Jn(θ0) =
λ
−d/2
n
∑
i∈In ‖∂An(i; θ0)/∂θ‖ it holds that Jn(θ0) = Op(1) by Lemma 2.3(c) so that
sup
θ∈Θn
‖An(θ)‖/νθ (2.10)
≤ ‖An(θ0)‖+ Jn(θ0) sup
θ∈Θn
ν−1θ λ
d/2
n ‖θ − θ0‖+O(|In|λd/2n b−dn−1bdmn[λ−d/2n log n]1+γ)
= Op(1)
by Lemma 2.2(a) and Lemma 2.3(d). Finally, note that
sup
θ∈Θn
‖Σˆn(θ)− Σ∞‖ ≤ sup
θ∈Θn
‖Σˆn(θ0)− Σ∞‖+ sup
θ∈Θn
‖Σˆn(θ)− Σˆn(θ0)‖ = op(1) (2.11)
39
by Lemma 2.2(c) along with
sup
θ∈Θn
‖Σˆn(θ)− Σˆn(θ0)‖
≤ bd sup
θ∈Θn
Zn(θ) sup
θ∈Θn
∑
i∈In
‖An(i; θ)−An(i; θ0)‖
≤ op((log n)−1) sup
θ∈Θn
[
Jn(θ0)λ
d/2
n ‖θ − θ0‖+ λd/2n n−1b−dλdnbdmn‖θ − θ0‖1+γ
]
= op((log n)
−1)[Op(log n) + o(1)] = op(1)
by (2.9), Jn(θ0) = Op(1) and Lemma 2.3(d) with the Lipschitz condition.
We next show the log-EL ratio `n(θ) = −2b−d logRn(θ) exists finitely on Θn and is contin-
uously differentiable. This implies a sequence of minimums θˆn of `n(θ) exists on Θn (i.e., θˆn is
a maximizer of Rn(θ)) and we show additionally that θˆn 6∈ ∂Θn and ∂`n(θ)/∂θ = 0p at θ = θˆn.
Define functions
Q1n(θ, t) =
∑
i∈In
An(i; θ)
1 + t′An(i; θ)
, Q2n(θ, t) = b
−d ∑
i∈In
(
∂An(i; θ)/∂θ
)′
t
1 + t′An(i; θ)
, (2.12)
on Θ× Rr. It can be shown that
P·|X (Rn(θ) > 0 holds for any θ ∈ Θn)→ 1. (2.13)
(To see this, we modify the proof of Lemma 2.2(d). For a given integer ` ≥ 1, define Fˆn,`(a, θ) ≡
L−1
∑
k∈Zd,‖k‖1≤` I[(λn/b)
d/2a′An(bk; θ) < 0] for a ∈ S = {u ∈ Rr : ‖u‖ = 1}, θ ∈ Θ and
L = (2` + 1)d. In the notation of the proof of Lemma 2.2(d), note that Fˆn,`(a) = Fˆn,`(a, θ0)
there and, for a given ε > 0, we may pick ` so that P·|X(supa∈S |Fˆn,`(a, θ0)− 1/2| > 1/12) < ε
for all large n. Additionally, by the same argument, we can choose an ε2 > 0 and large
` so that, for Wn,`,ε2 ≡ supa∈S L−1
∑
k∈Zd,‖k‖1≤` I[(λn/b)
d/2|a′An(bk; θ)| < ε2], it holds that
P·|X(Wn,`,ε2 > 1/12) < ε for all large n. Finally, it holds by the differentiability of the
estimating function in θ that, for a given `,
Zn,` ≡ sup
θ∈Θn
(λn/b)
1/2 max{‖An(bk; θ)−An(bk; θ0)‖ : k ∈ Zd, ‖k‖1 ≤ `}
= Op(λ
d/2
n b
−d/2λd/2n n
−1b−d[bdmnλ−d/2n log n]) = op(1)
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so that P·|X(Zn,` > ε2/12) < ε for all large n. Then, bounding the difference of summed
indicator functions as
sup
θ∈Θn
sup
a∈S
|Fˆn,`(a, θ)− 1/2| ≤ sup
a∈S
|Fˆn,`(a, θ0)− 1/2|+Wn,`,ε2 + ε−12 Zn,`,
we can pick ` so that P·|X(supθ∈Θn supa∈S |Fˆn,`(a, θ)− 1/2| > 1/4) < 3ε for all large n. When
supθ∈Θn supa∈S |Fˆn,`(a, θ) − 1/2| ≤ 1/4 holds, then it follows that Rn(θ) > 0 for each θ ∈ Θn
by the supporting/separating hyperplane theorem as in the proof of Lemma 2.2(d). Hence,
P·|X(Rn(θ) > 0, any θ ∈ Θn) ≥ 1− 3ε for any arbitrary ε.)
As in the proof of Lemma 2.2(d), when the event in the probability statement (2.13) holds,
then for any θ ∈ Θn, we may write Rn(θ) =
∏
i∈In(1+γθ,i)
−1 > 0 where γi,θ = t′n,θAn(i; θ) for a
Lagrange multiplier t˜n,θ ∈ Rd such that Q1n(θ, tn,θ) = 0r; the relationship between t˜n,θ and the
Lagrange multiplier tn,θ defining (2.3) is t˜n,θ = λ
−d/2
n ntn,θ. Hence, by the positive definiteness
of Σ∞ under Assumption A4 and (2.11), Σˆn(θ) is positive definite and Σˆn(θ)−1 exists uniformly
in θ ∈ Θn; this also implies that for each fixed θ ∈ Θn, ∂Q1n(θ, t)/∂t is negative definitive for
t ∈ {u ∈ Rr : 1 + u′An(i; θ) ≥ 1/|In|, i ∈ In} so that, by implicit function theorem using
Q1n(θ, t˜n,θ) = 0r, t˜n,θ is a continuously differentiable function of θ on Θn and the function
`n(θ) = −2b−d logRn(θ) is as well (e.g., Qin and Lawless, 1994 [36], p. 304-305). Hence, with
large probability as n→∞, the minimizer of `n(θ) exists on Θn.
Now expanding Q1n(θ, t˜n,θ) = 0r for θ ∈ Θn, we can repeat the same essential argument in
the proof of Theorem 2.1 based on (2.6) to find
ν−1θ ‖An(θ)‖ ≥
‖ν−1θ b−dt˜n,θ‖v′n,θΣˆn(θ)vn,θ
1 + [νθbdnZn(θ)]‖ν−1θ b−dt˜n,θ‖
,
for t˜n,θ = ‖t˜n,θ‖vn,θ, vn,θ ∈ Rr, ‖vn,θ‖ = 1; from this and (2.9) - (2.11), we have
sup
θ∈Θn
ν−1θ b
−d‖t˜n,θ‖ = Op(1).
Then, analogously to the proof of Theorem 2.1 again, we may expand Q1n(θ, t˜n,θ) = 0r to yield
b−dt˜n,θ = Σˆn(θ)−1[An(θ) + βn(θ)] for θ ∈ Θn where
sup
θ∈Θn
ν−1θ ‖βn(θ)‖ ≤ sup
θ∈Θn
ν−1θ Zn(θ)‖t˜n,θ‖2b−dtrace[Σˆn(θ)]/(1− ‖t˜n,θ‖Zn(θ)) = op(1).
41
Using now these orders of ‖βn(θ)‖, ‖t˜n,θ‖ and Zn(θ) with arguments as in the proof of Theorem
2.1, we may then expand `n(θ) uniformly in θ ∈ Θn as
sup
θ∈Θn
ν−2θ |`n(θ)−An(θ)′Σˆn(θ)−1An(θ)|
≤ Op
(
sup
θ∈Θn
ν−2θ
[
βn(θ)
′Σˆn(θ)βn(θ) +
2b−2dZn(θ)‖t˜n,θ‖3trace[Σˆn(θ)]
(1− Zθ‖t˜θ‖)3
])
= op(1),
so that, using (2.10) - (2.11),
sup
θ∈Θn
ν−2θ |`n(θ)−An(θ)′Σ−1∞ An(θ)| = op(1)
follows. For each θ ∈ Θn, we write An(θ) = An(θ0) + Dn(θ0)λd/2n (θ − θ0) + En(θ) for
Dn(θ0) =
∑
i∈In λ
−d/2
n ∂An(i; θ0)/∂θ and a remainder En(θ) satisfying supθ∈Θn ‖En(θ)‖ =
Op(λ
d/2
n b−dn−1λdnbdmn(log λ
−d/2
n )1+γ) = op(1). By Lemma 2.3(a), Dn(θ0) = D(θ0) + op(1)
so that, by (2.10), it now follows that
sup
θ∈Θn
ν−2θ
∣∣∣`n(θ)− [An(θ0) +D(θ0)λd/2n (θ − θ0)]′Σ−1∞ [An(θ0) +D(θ0)λd/2n (θ − θ0)]∣∣∣
= op(1). (2.14)
For θ = uλ
−d/2
n log n + θ0 ∈ ∂Θn, with some u ∈ Rr, ‖u‖ = 1, we have νθ = log n so that
from (2.14) we find that `n(θ) ≥ (σ∗/2)(log n)2 holds uniformly in θ ∈ ∂Θn with arbitrarily
large probability when n is large, where σ∗ denotes the smallest eigenvalue of positive definite
D(θ0)
′Σ−1∞ D(θ0). At the same time, by Theorem 2.1, we have `n(θ0) = Op(1). Hence, with
probability approaching 1, the minimum θˆn of `n(θ) on Θn cannot be an element of ∂Θn. Hence,
θˆn must satisfy θˆn ∈ Θn \ ∂Θn and 0r = Q1n(θˆn, t˜n,θˆn) in addition to
0p = 2
−1∂`n(θ)/∂θ|θ=θˆn = Q2n(θˆn, t˜n,θˆn)
by the differentiability of `n(θ), for Q1n(·, ·), Q2n(·, ·) from (2.12).
We next establish the asymptotic normality of θˆn in Theorem 2.2(i). From the above
arguments, we may solve Q1n(θˆn, t˜n,θˆn) = 0r for b
−dt˜n,θˆn = Σˆ
−1
θˆn
[An(θˆn) + βn(θˆn)] or
b−dt˜n,θˆn = Σˆn(θˆn)
−1[An(θˆn) + βn(θˆn)] (2.15)
= Σ−1∞
[
An(θ0) +D(θ0)λ
d/2
n (θˆn − θ0)
]
+ op(νθˆn).
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From λ
−d/2
n Q2n(θˆn, t˜n,θˆn) = 0p, we have that
0p = λ
−d/2
n b
−d ∑
i∈In
(
∂An(i; θˆn)/∂θ
)′
t˜n,θˆn
1 + t˜′
n,θˆn
An(i; θˆn)
(2.16)
= Dn(θ0)
′b−dn t˜n,θˆn +Op(Cn(θ))
= D(θ0)
′b−dt˜n,θˆn + op(‖b−dt˜n,θˆn‖)
by Lemma 2.3(a) and
‖Cn‖ ≤
‖t˜n,θˆn‖2Zn(θˆn)b−d
1− ‖t˜n,θˆn‖Zn(θˆn)
[Jn(θ0) +Op(b
−dn−1λdnb
dmn(λ
−d/2
n log n)
1+γ)]
= op(‖b−dt˜n,θˆn‖).
Now letting δn = ‖b−dt˜n,θˆn‖+ νθˆn , from (2.15) and (2.16) we may write Σ∞ −D(θ0)
D(θ0)
′ 0p×p

 b−dn t˜n,θˆn
λ
d/2
n (θˆn − θ0)
 =
An(θ0) + op(δn)
op(δn)
 ,
 Σ∞ −D(θ0)
D(θ0)
′ 0p×p

−1
=
 U(θ0) Σ−1∞ D(θ0)V (θ0)
−V (θ0)D(θ0)′Σ−1∞ V (θ0)

for V (θ0), U(θ0) defined in Theorem 2.2. By Lemma 2.2(a), An(θ0)
d−→ N(0r,Σ∞) holds so it
follows that δn = Op(1) and the limiting distribution of θˆn is given by b−dn t˜n,θˆn
λ
d/2
n (θˆn − θ0)
 =
 U(θ0)
−V (θ0)D(θ0)′Σ−1∞
An(θ0) + op(1) (2.17)
d−→ N

0r
0p
 ,
U(θ0) 0
0 V (θ0)


The proof of Theorem 2.2(i) is complete, recalling t˜n,θˆn = λ
−d/2
n ntn,θˆn .
To prove parts (ii) and (iii) of Theorem 2.2, let PP = Σ
−1/2
∞ D(θ0)V (θ0)D(θ0)′Σ
−1/2
∞ denote
the projection matrix corresponding to the columns of Σ
−1/2
∞ D(θ0) and let Ir×r denote the r×r
identity matrix. Using (2.14) along with ‖θˆn−θ0‖ = Op(λ−d/2n ) by (2.17) and νθ0 = 1 in (2.14),
we write
`n(θˆn) = [Σ
−1/2
∞ An(θ0)]
′(Ir×r − PP )[Σ−1/2∞ An(θ0)] + op(1),
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`n(θ0) = [Σ
−1/2
∞ An(θ0)]
′[Σ−1/2∞ An(θ0)] + op(1).
The chi-square limit distributions for `(θ0) − `n(θˆn) and `n(θˆn) in Theorem 2.2(ii) and (iii),
respectively, now follow by Lemma 2.2(a) as PP , Ir×r−PP are orthogonal idempotent matrices
with ranks p, r − p.
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CHAPTER 3. A FREQUENCY DOMAIN EMPIRICAL LIKELIHOOD
FOR ESTIMATION AND TESTING OF SPATIAL COVARIANCE
STRUCTURE
A paper to be submitted
Matthew Van Hala, Soutir Bandyopadhyay, Soumendra N. Lahiri, and Daniel J. Nordman
Abstract
We consider a general empirical likelihood (EL) method for spatial data with irregularly
spaced locations, which is formulated in the frequency domain for estimation and testing of
spatial covariance structures.
A general nonparametric method is proposed for inference about spatial covariance struc-
tures based on a frequency domain empirical likelihood (FDEL), which is shown to be valid for
a large class of spatial sampling designs, allowing irregularly spaced data locations and varying
levels of infill sampling. In comparison to (regularly spaced) time series and spatial lattice
data, the spectral analysis of irregularly located spatial data presents significant challenges.
One serious complication is that spatial statistics under this general data generation frame-
work have limiting distributions that depend intricately on a number of factors, including the
underlying spatial asymptotic framework (i.e., rate of infill sampling), the unknown distribu-
tion of sampling locations, and the exact process distributional structure. The proposed spatial
FDEL method has the advantage of providing valid inference without knowledge, assumptions
or explicit estimation of these factors. The method’s formulation relies upon general spectral
estimating equations for use in a broad range of spatial testing and estimation problems. We
show that log-likelihood ratio statistics, based on the maximum EL estimation in the spectral
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domain, have chi-square limits regardless of the asymptotic framework. These EL statistics
can be applied to calibrate tests of spatial covariance structures (e.g., isotropy) as well as non-
parametric confidence regions for spatial parameters (e.g., variogram model fitting). Through
an extensive simulation study, we investigate the performance of the spatial FDEL method in
such problems of assessing spatial structure.
Keywords: Frequency Domain Empirical Likelihood; Spatial Testing; Spectral Moment Condi-
tions; Stochastic Sampling; Spatial Periodogram
3.1 Introduction
We consider a general empirical likelihood (EL) method for spatial data with irregularly
spaced locations, which is formulated in the frequency domain for estimation and testing of
spatial covariance structures. Introduced for independently distributed data by Owen (1988
[70], 1990 [71]), EL formulates a nonparametric likelihood function by probability profiling
data, where the resulting EL function often shares properties with fully parametric likelihood,
such as log-likelihood ratio statistics with chi-square limits, commonly referred to as the Wilks
phenomenon (Wilks, 1938 [77]). The general development of EL for dependent data, par-
ticularly spatial data, is challenging because EL formulations designed for independent data
(Owen, 1988 [70], 1990 [71]) typically fail with correlated data. For example, Kitamura (1997)
[59] proposed blockwise empirical likelihood (BEL) as one approach for extending EL to time
series, whereby small data blocks of observations are used to capture neighboring time depen-
dence. BEL is known to be valid for several inference problems with time series and spatial
lattice data (Nordman, 2008 [67]; Nordman and Caragea, 2008 [68]; Kaiser and Nordman, 2012
[58]), but its performance depends critically on the proper choice of a data block length. As
a drawback, little is currently known, either theoretically or practically, about choosing block
lengths for BEL with time series, which becomes a compounding issue with higher-dimensional
spatial sampling.
The EL approach adopted here for spatial data is based on a data transformation, or the
discrete Fourier transform (DFT), in order to whiten or weaken dependence prior to imple-
menting an EL method, as opposed to data blocking. Additionally, frequency domain analysis
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is particularly useful for examining covariance structures for random fields (cf. Bochner, 1959
[44]; Gikhman and Skorokhod, 1974 [52]; Yaglom, 1957 [78], 1987 [79]), which can be translated
into general estimating equations within an EL framework using spectral measures. For time
series, Monti (1997) [66] and Nordman and Lahiri (2006) [69] introduced a frequency domain
EL method, premised on the asymptotic independence of periodogram ordinates and estimating
equations. Recently, Bandyopadhyay, Lahiri, and Nordman (2013b) [43] (henceforth referred to
as [BLN]) proposed a spatial frequency domain empirical likelihood (SFDEL) method under a
class of spatial stochastic sampling designs. The SFDEL of [BLN] is similarly based on spectral
estimating functions along with an extended notion of asymptotic independence of DFTs in the
spatial setting, and [BLN] showed that the SFDEL method produces log-ratio statistics with
chi-square limits. However, this initial SFDEL version has several unresolved and important
developmental issues regarding EL inference. One factor is that [BLN] considered only “just
identified” spatial parameters (i.e., using p spectral estimating functions for p parameters) and,
secondly, no component of maximum likelihood estimation was examined. A more complete
SFDEL methodology might allow point estimators through maximum likelihood and permit
r ≥ p estimating functions for p parameters in the frequency domain, as available for EL with
independent data (Owen, 1990 [71], sec. 5; Qin and Lawless, 1994 [72]) and time series (Kita-
mura, 1997 [59]; Nordman and Lahiri, 2006 [69]). In particular, the over-identified case r > p
of estimating functions can allow general nonparametric tests of covariance structures when
combined with maximum likelihood estimation, which would be especially novel and appealing
in a frequency domain context for spatial data. This is the problem considered here.
To more concretely describe the main findings, we extend the [BLN] framework for SFDEL
allowing a (standardized) EL function Rn(θ) ∈ [0, 1] for a spatial parameter θ ∈ Rp to be
formulated in terms of a spatial periodogram and r ≥ p estimating functions Gθ(ω), which
link frequencies ω and parameters θ under a spectral moment condition
∫
Gθ(ω)φ(ω) = 0r,
where φ(·) represents the process spectral density. The spatial EL function Rn(θ) can be
maximized for a point estimator θˆn, which further enables construction of two log-ratio statistics
−2 logRn(θ0)/Rn(θˆ) and −2 logRn(θˆn) for testing “H0 : θ = θ0” (parameter assessment) and
“H0 :
∫
Gθ1(ω)φ(ω) = 0r holds for some θ1” (moment or dependence structure assessment).
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Because of complicating factors with spatial data in the frequency domain as described below,
it turns out that, unlike all other EL results for independent data or time series, the point
estimator θˆn here generally fails to converge in distribution to a normal limit. Despite this,
remarkably and more importantly, the log-ratio test statistics in the SFDEL framework still
preserve the Wilks phenomenon in that −2 aˆn logR(θ0)/Rn(θˆ) and −2 aˆn logRn(θˆn) have chi-
square limits, where aˆn denotes a simple data-based scalar modification to ensure correct limits.
These can be subsequently applied to a variety of frequency domain tests with irregularly
located spatial data.
We conclude this section with some literature review and a description of challenges in
frequency domain analysis of spatial data. While various authors have investigated properties
of the periodogram for spatial lattice data (cf. Whittle, 1954 [76]; Guyon, 1982 [54]; Heyde and
Gay, 1993 [56]; Stein, 1995 [74]), spectral analysis of irregularly spaced spatial data has been less
well investigated and has become a topic of increasing interest (cf. Matsuda and Yajima (2009)
[65] and Im, Stein, and Zhu (2007) [57] for spectral density estimation with Gaussian processes).
In fact, the spectral analysis of spatial processes observed at irregularly spaced locations poses
unique challenges in comparison to the equi-spaced time series or spatial lattice data cases. The
first is a lack of the usual orthogonality properties of cosine and sine transforms as commonly
associated with gridded data at Fourier frequencies, due to the irregular spacing of spatial
data. Additionally, the frequency domain here for spatial processes sampled in d-dimensional
Euclidean space is an unbounded region Rd, rather than a compact set [0, 2pi] with time series.
Furthermore, as noted in Matsuda and Yajima (2009) [65] and Bandyopadhyay and Lahiri
(2009) [41], the periodogram of irregularly spaced spatial data can be severely biased and
must be preprocessed for inference on the underlying spectral density function. A final hurdle
is the nature of spatial asymptotics itself. In contrast to time series, where asymptotics are
driven by an increasing number of observations over time, with irregularly located spatial data,
different asymptotic structures can arise depending on the relative size of a spatial sampling
region to the number n of spatial observations. When n grows at a rate proportional to the
size of the sampling region, we have pure increasing domain (PID) asymptotics, (cf. Cressie,
1993 [47]) and when n grows faster than size of the sampling region (i.e., infill sampling),
50
we have a mixed increasing domain (MID) asymptotic framework. The limiting distributions
of statistics often change dramatically depending on the PID vs MID frameworks (cf. Lahiri,
2003 [60]) and further depend intricately on a combination of additional factors, such as the
(unknown) distribution of sampling locations and the underling process dependence structure
(see Section 3.2).
In being a general nonparametric method for spectral inference, the SFDEL possesses dis-
tinct advantages in that
(a) it shares the strength of EL methods to incorporate automatic variance estimation in its
mechanics and does not require explicit variance estimation, where the latter is extremely
difficult given the considerations mentioned above;
(b) it applies in a unified manner to both PID and MID structures, which is useful in that
these regimes can be hard to disambiguate in application;
(c) it is valid without stringent distributional assumptions on the underlying spatial pro-
cess, such as Gaussianity, or on the distribution of spatial sampling locations, such as
uniformity;
(d) it does not involve issues of block size selection associated with spatial block-based version
of EL.
The rest of the chapter is organized as follows. Section 3.2 describes the sampling frame-
work and some associated properties of discrete Fourier transforms for irregularly located spatial
data, which play a crucial role in the formulation of the SFDEL method. Section 3.3 then de-
scribes the construction of the SFDEL statistic, and Section 3.4 illustrates relevant examples
of several spectral estimating functions. Section 3.5 provides the main results of the chapter,
namely the distributional convergence of log-ratio statistics as the basis of tests and confidence
regions. Section 3.6 summaries a simulation study of the SFDEL method applied to problems
of testing for isotropy, covariance separability and variogram model fitting. Section 3.7 pro-
vides some concluding remarks. Proofs of the main results as well as summaries of extensive
simulation studies are deferred to Chapter 4.
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We note that a variety of methods have been proposed for problems in spatial testing,
particularly for spatial lattice data. Fuentes (2002 [49], 2005 [50]) developed a spectral method
for testing for nonstationarity, and Fuentes (2006) [51] considered an ANOVA-like test for
covariance separability of spatio-temporal processes. Guan, Sherman, and Calvin (2004) [53]
designed a subsampling-based method to test for isotropy for data with (uniform) locations
generated by a homogeneous Poisson process, while Maity and Sherman (2012) [64] developed
a method for testing for isotropy under general spatial designs using nonparametric kernel
estimation. Crujeiras, Fernandez-Casal, and Gonzalez-Manteiga (2010) [48] proposed goodness-
of-fit tests based on the spectral density for spatial lattice data. The general SFDEL method
here is not tailored to any specific spatial testing issue and can be applied similarly to problems
mentioned above, as illustrated in the following.
3.2 Spatial Sampling Framework and its Properties
3.2.1 Spatial sampling design
We adopt a general spatial sampling framework as described in Hall and Patil (1994) [55]
and [BLN]. Consider a real-valued second-order stationary spatial process {Z(s) : s ∈ Rd}
with mean zero, where d ≥ 1 denotes the dimension of spatial locations. We suppose that
the process Z(s1), . . . , Z(sn) is observed at n irregularly-located sites s1, ..., sn ∈ Dn within a
spatial sampling region Dn ⊂ Rd. To prescribe a formulation for the sampling region, let D0
be an open connected subset of (−1/2, 1/2]d containing the origin, representing a “template”
for the spatial region, and let {λn} be a sequence of positive real numbers such that λn → ∞
as n → ∞. Then we assume that the spatial sampling region Dn = λnD0 is obtained by
inflating D0 by the scaling factor λn. This formulation of Dn preserves the sampling region’s
shape as the region expands with n → ∞ and a variety of region shapes can be considered,
such as polygonal, ellipsoidal, and star-shaped regions that can be non-convex. Also, to avoid
pathological cases, we assume that for any positive sequence {an}n≥1 of real numbers such that
an → 0+ as n → ∞, the number of cubes of the form an(i + [0, 1)d), i ∈ Zd which intersect
both D0 and Dc0 is O([an]−(d−1)) as n → ∞. This is a “border condition” on D0 holding for
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most sampling region shapes of practical interest.
We next consider specifying the locations s1, ..., sn of the spatial sites within Dn. To this
end, independently of {Z(s) : s ∈ Rd}, let {Xk}k≥1 ⊂ D0 be a sequence of independently
and identically distributed (iid) Rd-valued random vectors, with probability density function
f(x) with support on cl.(D0), the closure of D0. The sampling locations s1, ..., sn are then be
generated as
si = λnXi, i = 1, ..., n.
The above spatial sampling scheme improves upon the standard approach of modeling irregu-
larly spaced sampling sites using a homogeneous Poisson point process. For such a process, the
expected number of sampling locations in a region is proportional to the volume of the region
(i.e., allowing no spatial infill) and given the total number of observations in any region, their
locations necessarily follow a uniform distribution over the region. In contrast, the formulation
here allows the number of sampling sites to grow at a different rate than the volume of the
sampling region and also allows the sampling sites to have a non-uniform density over the
sampling region. We next briefly recall the differing spatial asymptotic structures which may
arise, as these are important to the EL results to follow.
3.2.2 Spatial asymptotic structures
There are two basic types of asymptotic structures used for spatial data analysis: (i) pure
increasing domain (PID) and (ii) infill (cf. Cressie, 1993 [47]). When the neighboring locations
remain separated by a minimum positive distance (in the limit) and the sampling region be-
comes unbounded with the sample size, one gets the PID asymptotic structure. This is the
most common framework used for studying large sample properties in the spatial case and
may be considered as the spatial analogue of the asymptotic structure used in the time series
setting. In contrast, when the sampling region remains bounded and the data sites fill in the
sampling region increasingly densely, one gets the infill asymptotic structure (cf. Stein, 1999
[75]). This kind of asymptotic framework is commonly used in geostatistical applications. In
some situations, a combination of these two frameworks, called the mixed increasing domain
(MID) asymptotic structure, is used (cf. Hall and Patil, 1994 [55]). Under MID asymptotics,
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the sampling region becomes unbounded and, at the same time, the distances between the
neighboring sampling sites tend to zero as the sample size increases. Under our stochastic
spatial sampling design, the concepts of PID and MID spatial asymptotic structures are deter-
mined by the relative growth rates of the sample size n and the volume of the sampling region
vol(Dn) ∝ λdn (cf. Cressie, 1993 [47]; Lahiri, 2003 [60]). When n/λdn → c∗ for some finite pos-
itive constant c∗, this provides a PID asymptotic sampling structure. On the other hand, the
MID case corresponds to n/λdn →∞ as n→∞, where the sample size n has larger magnitude
than the size of the sampling region implying non-trivial infill sampling. As a complication,
limit laws of even simple statistics, such as sample means (Lahiri, 2003 [60]), typically change
with the type of spatial asymptotic structure; see also Stein (1989) [73], Cressie (1993) [47],
Lahiri and Mukherjee (2004) [62], and the references therein.
3.2.3 Properties of DFTs for Irregularly Located Spatial Data
To motivate the SFDEL method to follow, which is based on a concept of asymptotic
independence of spatial periodogram values, we briefly discuss some preliminary results on the
properties of discrete Fourier transforms (DFTs) for irregularly spaced spatial data. Following
Bandyopadhyay and Lahiri (2009) [41] (hereafter denoted [BL]), define the DFT of the spatial
data {Z(s1), ..., Z(sn)} at a frequency ω ∈ Rd as
dn(ω) = λ
d/2
n n
−1
n∑
j=1
Z(sj) exp (ıω
′sj), ı ≡
√−1,
and denote the (raw) periodogram as In(ω) = |dn(ω)|2. With irregular spacing of spatial
locations, we lack the usual orthogonality properties of DFTs, upon which frequency domain
EL methods for time series depend (Monti, 1997 [66]).
However, [BL] established that along two sequences of frequencies {ω1n}n≥1, {ω2n}n≥1 ⊂
Rd, the corresponding DFTs dn(ω1n), dn(ω2n) are asymptotically independent if and only if the
sequences {ω1n} and {ω2n} are asymptotically distant, i.e., if ‖λn(ω1n−ω2n)‖ → ∞ as n→∞.
This aspect intuitively implies that, to build an SFDEL based on the spatial periodogram where
the data transformation aims to pre-whiten the spatial dependence, it is possible to employ
sets of frequencies which are appropriately well-separated or asymptotically distant.
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Additionally, by the results in [BL] and Matsuda and Yajima (2009) [65], the spatial peri-
odogram has a nontrivial bias depending on the spatial asymptotic structure and the spatial
sampling density f . Indeed, Matsuda and Yajima (2009) [65] showed that
EIn(ω)→ c−1∗ σ(0) +Kφ(ω) for ω ∈ Rd,
where φ(·) is the spectral density of the process Z(·), σ(·) denotes the process covariance
function, K = (2pi)d
∫
Rd f
2 and limn→∞ n/λdn = c∗. Under PID (c∗ ∈ (0,∞)), there exists
a non-trivial bias component, which vanishes asymptotically in the MID case (c∗ = ∞). To
address this bias in the SFDEL formulation, we define and use a bias-corrected periodogram
as
I˜n(ω) = In(ω)− n−1λdnσˆn(0), ω ∈ Rd,
where σˆn(0) = n
−1∑n
j=1 (Z(sj)− Z¯n)2 is the sample variance, with Z¯n = n−1
∑n
i=1 Z(si).
3.3 Spatial Frequency Domain Empirical Likelihood (SFDEL) Method
In this section, we define a SFDEL function for parameter inference following a framework
from [BLN]. Suppose we are interested about a spatial parameter θ ∈ Θ ⊂ Rp, and information
about this parameter may be connected through a system of estimating equations involving
the spectral density φ(·) of the process Z(·). Specifically, let G : Rd × Θ → Rr be a vector of
r ≥ p estimating functions such that Gθ(ω) ≡ G(·; θ) satisfies a spectral moment condition∫
Rd
Gθ(ω)φ(ω) dω = 0r (3.1)
at the true parameter θ0 ∈ Θ, where 0r ∈ Rr denotes the zero vector. In view of the symmetry
of the spectral density φ(·), we may assume that Gθ(·) is symmetric about zero, i.e., Gθ(ω) =
Gθ(−ω), ω ∈ Rd. The so-called “over-identifying estimation” case corresponds to r > p
estimating functions which can be used to formulate SFDEL tests that the spectral moment
condition (3.1) holds for some parameter θ0 ∈ Θ, and thereby provides tests of spatial covariance
structures. Several examples of such estimating functions are given in Section 3.4 to follow.
With estimating functions satisfying (3.1), we formulate a SFDEL function by using the
(bias-corrected) spatial periodogram to mimic or approximate the spectral mean (3.1) along a
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discretized set of frequencies, chosen to ensure the periodogram variants involved are approx-
imately uncorrelated. To this end, for κ ∈ (0, 1), η ∈ (κ,∞), and C ∈ (0,∞), define a set of
Fourier frequencies as
N = Nn =
{
jλ−κn : j ∈ Zd, j ∈ [−Cληn, Cληn]d
}
.
Let N = |N | be the cardinality of N , and let ωkn, k = 1, ..., N (with arbitrary ordering) denote
the elements of N . This set N has two relevant properties. Firstly, the frequencies {ωkn}Nk=1
form a regular lattice over the set [−Cλη−κn , Cλη−κn ] ↑ Rd as n → ∞, which covers the entire
frequency domain Rd asymptotically. Additionally, any pair of frequencies ωkn,ωjn ∈ N in
the set is asymptotically distant (i.e., λn‖ωkn − ωjn‖ ≥ λ1−κn →∞), implying their associated
periodogram values are approximately independent.
To assess the plausibility of a parameter θ, using an estimating function Gθ fulfilling (3.1),
the corresponding SFDEL function for θ is then defined as
Ln(θ) = sup
{
N∏
k=1
pk :
N∑
k=1
pk = 1, pk ≥ 0, and
N∑
k=1
pkGθ(ωkn)I˜n(ωkn) = 0r
}
.
Hence, the SFDEL function corresponds to a multinomial likelihood found by probability pro-
filing the (approximately independent) periodogram variants under a moment constraint that
imitates (3.1). Without this moment constraint, the product
∏N
k=1 pk attains a maximum when
each pk = 1/N , which yields a normalized SFDEL function/ratio for θ as
Rn(θ) = Ln(θ)/(N−1)N ∈ [0, 1].
Similar to the parametric case, the SFDEL ratio Rn(θ) gives a nonparametric way of measuring
the strength of evidence in support of θ. Further, the SFDEL function Ln(θ) or ratio Rn(θ)
can be maximized over the parameter space Θ ⊂ Rp to produce a point estimator θˆn ∈ Θ,
referred to as the maximum empirical likelihood estimator (MELE) of θ.
In Section 3.5, we establish the main distributional properties of the SFDEL method, re-
garding the maximum EL estimation and limiting chi-square distributions of two log-ratio
statistics −2 log[Rn(θ0)/Rn(θˆn)] and −2 logRn(θˆn), which can be applied to tests of parame-
ters (confidence regions) and of spatial covariance structures. This largely expands the main
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SFDEL result of [BLN], which established a chi-square limit for −2 logRn(θ0) in the case of
r = p estimating functions. We first provide examples of spectral estimating functions Gθ next.
3.4 Estimating Function Examples
The following provides illustrations of spectral estimating functions for testing spatial covari-
ance structures (e.g., isotropy, separability) or parameter estimation (e.g., variogoram fitting)
within the SFDEL framework. For simplicity in describing these functions, we focus on the
case of spatial data sampled in R2, though the functions can be generalized to other sampling
dimensions Rd. Also, for a given type of inference problem, different forms of estimating func-
tions are often available and useful, which we describe. For example, while spectral tests are
commonly conceived in terms of process covariance/correlation functions and their properties,
tests of the same purpose can often equally be formulated in terms of spectral distribution
functions. Numerical studies in Section 3.6 show that these latter tests often perform well with
the SFDEL method.
In the following, let σ(h) = Cov[Z(0), Z(h)] =
∫
Rd cos(h
′ω)φ(ω)dω, h ∈ Rd, denote the
process covariance function and let ρ(h) = σ(h)/σ(0) denote process autocorrelations. For
t = (t1, ..., td)
′ ∈ Rd, define the normalized spectral distribution function as
Φ0(t) =
∫
I(−∞,t](ω)φ(ω) dω
/∫
φ(ω) dω ,
where I(·) denotes the indicator function and (−∞, t] = (−∞, t1]× · · · × (−∞, td].
Note that for parameters θ = (θ1, . . . , θp)
′ defined by autocorrelations θi = ρ(hi) at
a set of lags h1, . . . ,hp, or by normalized spectral distribution function θi = Φ
0(ti) at a
set of lags t1, . . . , tp, it is simple to define r = p even estimating functions as Gθ(ω) =
[cos(h′1ω)−θ1, . . . , cos(h′pω)−θp] or as Gθ(ω) = [G˜θ(ω)+G˜θ(−ω)]/2 for G˜θ(ω) = [I(−∞,t1](ω)−
θ1, . . . , I(−∞,tp](ω)−θp], which satisfy the spectral moment condition (3.1). Hence, the SFDEL
method applies to inference for such parameters, but different developments of estimating func-
tions are more appropriate for testing spatial covariance structures, as described next.
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3.4.1 Estimating Functions for Testing Isotropy in R2
Recall the spatial process Z(·) is isotropic if its covariance function depends only on the
distance, not on the direction, i.e., σ(h1) = σ(h2) if ‖h1‖ = ‖h2‖. To specify estimating
functions for assessing isotropy, one may consider estimating correlations at multiple lags with
the same magnitude. For example, considering a correlation θ = ρ(h1) at a lag h1 along with
r different lags h1, ...,hr satisfying ‖h1‖ = ‖hi‖, , i = 2, ..., r, a resulting estimating function
Gθ(ω) =
[
cos(h′1ω)− θ, cos(h′2ω)− θ, · · · , cos(h′rω)− θ
]′
.
satisfies the moment condition (3.1) under an isotropy assumption, with r ≥ p = 1 estimating
functions. More generally, one can consider p correlations θ = (θ1, . . . , θp)
′ where θi = σ(hi)
(‖hi‖ 6= ‖hj‖ for i 6= j) and p sets of lags {hi,j : ‖hi,j‖ = ‖hi‖}rij=1, with one lag set for
each correlation θi and
∑p
i=1 ri = r lags in total, to formulate r estimating functions Gθ(ω) =
[cos(h′i,jω)− θi]i=1,...,p;j=1,...,rp which fulfill (3.1).
As an alternative to covariances, one may also construct estimating functions based on the
spectral distribution function under isotropy assumptions. For an isotropic process, its spectral
density function φ(ω) ≡ φ(‖ω‖) is a function of a frequency through ‖ω‖. Consequently, under
isotropy in R2, it holds that θ ≡ Φ0(tv) = Φ0(−tv) for tv = (v,−v)′ based on a given value
v > 0. An estimating function Gθ(ω) = [G˜θ(ω) + G˜θ(−ω)]/2 (where an average induces
evenness), with
G˜θ(ω) =
[
I(−∞,tv ](ω)− θ, I(−∞,−tv ](ω)− θ
]′
.
This then satisfies the moment condition (3.1) under isotropy, with r = 2 > p = 1 estimating
functions. More parameters θ = (θ1, . . . , θp)
′ and estimating functions may be augmented by
defining θi = Φ
0(tvi) for differing values of vi > 0.
3.4.2 Functions for Testing Covariance Separability in R2
Another common problem in spatial testing is assessing whether the process covariance
function σ(·) may be separable. For a process in R2, its covariance/correlation is separable if
there exist (non-negative definite) functions ρ1(·) and ρ2(·) (with ρ1(0) = ρ2(0) = 1) such that
ρ(h) = ρ1(h1)ρ2(h2) for h = (h1, h2)
′ ∈ R2. As an example of estimating functions here, for
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a given h = (h1, h2)
′ ∈ R2, define parameters θ1 = ρ1(h1), θ2 = ρ2(h2) assuming separability.
Then, for θ = (θ1, θ2)
′, the r = 3 > p = 2 estimating functions
Gθ(ω) =
[
cos
(
(h1, 0)
′ω
)− θ1, cos ((0, h2)′ω)− θ2, cos(h′ω)− θ1θ2]′ .
satisfy the moment condition (3.1) if covariance separability holds. Again, variations of these
estimating functions are possible by adding further correlation parameters for various lags
h ∈ R2.
Tests for covariance separability can also be formulated using the spectral distribution
function, where the spectral density φ(ω) = φ1(ω1)φ2(ω2), ω = (ω1, ω2)
′ ∈ R2 is a prod-
uct for some appropriate functions φ1(·) and φ2(·). The normalized spectral distribution
function then also factors Φ0(t) = Φ01(t1)Φ
0
2(t2), t = (t1, t2)
′ ∈ R2 for functions Φ0i (ti) =∫ ti
−∞ φi(ω)dω/
∫∞
−∞ φi(ω)dω, i = 1, 2, satisfying Φ
0
i (−ti) = 1 − Φ0i (ti) by the evenness of
φ(·). Again, different estimating functions are possible under the separability assumption.
For example, defining θ = (θ1, θ2)
′ where θi = Φ0i (ti) for a given t = (t1, t2)
′ ∈ R2, one
can define r = 3 > p = 2 estimating functions Gθ(ω) = [G˜θ(ω) + G˜θ(−ω)]/2 with G˜θ(ω),
ω = (ω1, ω2)
′ ∈ R2, having one of two differing forms, given in (3.2)-(3.3) for illustration,[
I(−∞,(t1,t2)](ω)− θ1θ2, I(−∞,(−t1,t2)](ω)− (1− θ1)θ2, I(−∞,(t1,−t2)](ω)− θ1(1− θ2)
]′
(3.2)[
I (ω1 ≤ t1)− θ1, I(−∞,(−t1,t2)](ω)− (1− θ1)θ2, I(−∞,(t1,−t2)](ω)− θ1(1− θ2)
]′
, (3.3)
with other forms of Gθ(ω) possible such as
[I (v1 ≤ ω1 ≤ v2, ω2 > v3)− θ1(1− θ2), I (v1 ≤ ω1 ≤ v2, ω2 ≤ v3)− θ1θ2, I (ω2 ≤ v3)− θ2]′
(3.4)
for θ1 = Φ
0
1(v2) − Φ01(v1), θ2 = Φ02(v3) for some selected v1, v2, v3 ∈ R (v1 ≤ v2). In all cases
mentioned above, the moment condition (3.1) can be seen to hold under covariance separability.
In Section 3.6, we examine the SFDEL method for testing spatial isotropy or separability
using some of the estimating functions described above.
3.4.3 Variogram Model Estimation
Variogram estimation plays an important role in spatial prediction. Suppose {2γ∗(·; θ) :
θ ∈ Θ}, Θ ⊂ Rp denote a class of valid variogram models for the true variogram 2γ∗(h) ≡
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Var(Z(h) − Z(0)), h ∈ Rd of the underlying process Z(·). Let 2γ(·; θ) ≡ 2γ∗(·; θ)/σ(0) and
2γ(·) ≡ 2γ∗(·)/σ(0) denote their scale-invariant versions. Least squares estimation (cf. Cressie,
1993) is a common approach for fitting variogram models, but the resulting point estimators
can have complex limiting distributions. As an alternative, one can apply the SFDEL method
with appropriate estimating functions, which does not require estimation of such limit laws
for calibrating confidence regions for θ. In least squares estimation, the target parameter θ0
corresponds to the minimizer of the population-level discrepancy
∑m
i=1[2γ(hi; θ) − 2γ(hi)]2
over a chosen set of lags h1, . . . ,hm. Under some variogram model identifiability conditions
(Lahiri, Lee and Cressie, 2002 [61]), the true parameter θ0 of interest solves
∑m
i=1[2γ(hi; θ) −
2γ(hi)]∇[2γ(hi; θ)] = 0p, where ∇ [2γ(hi; θ)] is a p× 1 vector of partial derivatives of 2γ(hi; θ)
with respect to θ. Equivalently, this leads to r = p estimating functions
Gθ(ω) =
m∑
i=1
{
1− cos(h′iω)− γ(hi; θ)
}∇ [2γ(hi; θ)],
fulfilling the moment condition (3.1) at θ = θ0; see also [BLN]. The above estimating functions
produce a SFDEL log-ratio statistic which can be used to calibrate confidence regions for
variogram model parameters, as illustrated in Section 3.6. Additionally, to assess whether
the variogram model holds for the process, one could add further estimating functions (e.g.,
1− cos(h∗′ω)− γ(h∗; θ) at new/different lags h∗) to over-identify the variogram fit.
3.5 Main Results
3.5.1 Regularity Conditions
To state the main results on the SFDEL method in Section 3.5, we require some mild
assumptions on the dependence of the process {Z(s) : s ∈ Rd}, formulated in terms of mix-
ing/moment conditions, as well as some assumptions on the estimating functions Gθ(·).
For x = (x1, ..., xk)
′ ∈ Rk, let ‖x‖ ≡ (∑ki=1 |xi|2)1/2, ‖x‖1 ≡ ∑ki=1 |xi|, and, for E1, E2 ⊂
Rk, let d1(E1, E2) = inf{‖x−s‖1 : x ∈ E1, s ∈ E2}. For a, b ∈ (0,∞), define the strong mixing
coefficient of Z(·) as
α(a, b) = sup
Ai∈FZ(Ei), i=1,2
{|P (A1 ∩A2)− P (A1)P (A2)| : Ei ∈ Cb, d1(E1, E2) ≥ a} ,
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where FZ(E) is the σ−field generated by {Z(s) : s ∈ E} and Cb is the collection of d-
dimensional rectangles with volume b or less. We shall suppose that
α(a, b) ≤ γ1(a)γ2(b), a, b ∈ (0,∞)
for some left continuous non-increasing function γ1 : (0,∞)→ [0,∞) and some right continuous
non-decreasing function γ2 : (0,∞) → (0,∞) (cf. Lahiri (2003)). Note that we allow the
function γ2(·) in the above formulation to grow to infinity to ensure validity of the results for
bonafide strongly mixing random fields in d ≥ 2 (cf. Bradley, 1989 [45], 1993 [46]; Lahiri, 2003
[60]). We again assume that {Z(s) : s ∈ Rd} is second order stationary with mean zero and
spectral density φ(ω), ω ∈ Rd, and σ(0) = Var[Z(0)]. We write cn = n/λdn, recalling that
c∗ = limn→∞ cn determines the spatial asymptotic structure (Section 3.2.2) with c∗ ∈ (0,∞)
under PID and c∗ = ∞ under MID, and define b2n = Nc−2n + λκdn . We next list regularity
conditions for establishing the SFDEL results. Recall θ0 ∈ Rp denotes the true parameter
satisfying (3.1).
Assumptions:
(C.1): There exists δ ∈ (0, 1] such that ζ8+δ ≡ sup{(E|Z(s)|8+δ)
1
8+δ : s ∈ Rd} and∑∞
k=1 k
7d[γ1(k)]
δ
8+δ <∞.
(C.2): (i) The spatial sampling density f(·) is everywhere positive on D0 and satisfies a
Lipschitz condition: for some C0 ∈ (0,∞), |f(x) − f(y)| ≤ C0‖x − y‖ for all
x,y ∈ D0.
(ii) There exist C1 ∈ (0,∞) and a0 ∈ (d/2, d] such that for all ‖ω‖ > C1,∣∣∣∣∫ eıω′xf(x)dx∣∣∣∣+ ∣∣∣∣∫ eıω′xf2(x)dx∣∣∣∣ ≤ C1‖ω‖−a0 .
(C.3): (i) Gθ0(·) is bounded, symmetric, and almost everywhere continuous on Rd (with
respect to the Lebesgue measure) with
∫
Gθ0(ω)φ(ω) dω = 0r;
(ii) There exist C2 ∈ (0,∞) and a non-increasing function h : [0,∞) → [0,∞) such
that |φ(ω)| ≤ h(‖ω‖) for all ‖ω‖ > C2;
(iii) lim infn→∞ det
(
N−1
∑N
k=1Gθ0(ωkn)G
′
θ0
(ωkn)
)
> 0;
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(iv)
∫
Gθ0(ωin)G
′
θ0
(ωin)φ(ω)
2 dω is nonsingular.
(C.4): (i) 0 < κ < η < 1 and
(ii) Σ
−1/2
n
∑N
k=1Gθ0(ωkn)[In(ωkn)− c−1n σ(0)] d−→ N(0r, Ir×r) for
Σn = 2
∑N
k=1Gθ0(ωkn)G
′
θ0
(ωkn)[c
−1
n σ(0) +Kφ(ωkn)]
2, K = (2pi)d
∫
f2.
(C.5): For each n ≥ 1, there exists a function Mn(·) where∥∥∥∥∥
N∑
k=1
Gθ0(ωkn)Gθ0(ωkn)
′ exp(ıt′ωkn)
∥∥∥∥∥ ≤Mn(t) for all t ∈ Rd,
such that, with dv(t,x) = ‖t‖f(x) [γ1(‖t‖)]δ/(8+δ) dt dx and δ > 0 from Condi-
tion (C.1) and for any a1, a2, a3 ∈ {0, 1},∫ ∫
Mn (t+ a1 [s+ 2λna2x+ 2λna3y]) dν(t,x)dν(s,y) = o
(
λ1+κdn
)
.
(C.6): λ−κdn b
3/2
n log λn → 0 and N(n−1/2+ε + λ−d/2n ) = O(b3/2n log λn) as n → ∞ for some
ε > 0.
(C.7): In a neighborhood of θ0 and for each ω ∈ Rd, hθ(ω) ≡ ∂Gθ(ω)/∂θ is continuous
in θ and ‖∂2Gθ(ω)/∂θ∂θ′‖ ≤ C for some C > 0; and hθ0(·) is continuous almost
everywhere.
(C.8): For n ≥ 1 and each θ in a neighborhood of θ0, there exist functions M˜ (1)n (·) and M˜ (2)n (·)
where, for all t ∈ Rd,∥∥∥∥∥∥
N∑
j=1
hθ(ωjn) exp(ıt
′ωjn)
∥∥∥∥∥∥ ≤ M˜ (1)n (t),
∥∥∥∥∥∥
N∑
j=1
hθ(ωjn)hθ(ωjn)
′ exp(ıt′ωjn)
∥∥∥∥∥∥ ≤ M˜ (2)n (t),
such that with dv(t,x) = ‖t‖f(x) [γ1(‖t‖)]δ/(8+δ) dt dx and δ > 0 from Condition
(C.1),
∫
M˜
(1)
n (t) dv(t,x) = o(λ1+κdn ) and, for any a1, a2, a3 ∈ {0, 1},∫ ∫
M˜ (2)n (t+ a1 [s+ 2λna2x+ 2λna3y]) dv(t,x) dv(s,y) = o
(
λ1+2κdn
)
.
To comment on the assumptions, Conditions (C.1)-(C.5) are essentially those of [BLN],
with a slight strengthening of the number of finite moments. Condition (C.1) is a standard
moment/mixing condition ensuring the periodogram has a fourth moment. Condition (C.2) are
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smoothness conditions on the location density f and the Fourier transforms of f and f2; uniform
and many smooth non-uniform densities f satisfy (C.2)(ii) with a decay rate O(‖ω‖−d). Con-
dition (C.3) provides regularity conditions on the spectral estimating function Gθ0 at the true
parameter θ0. These conditions also ensure that certain Riemann sums over the frequency grid
{ωkn}Nk=1 approximate a variance integral
∫
Gθ0(ω)G
′
θ0
(ω)dω asymptotically and that the r×r
matrix Σn has a nonsingular limit along a subsequence. Considering Condition (C.4), as ex-
plained in Section 3.3, the choice 0 < κ < η < 1 ensures that periodogram values {In(ωkn)}Nk=1
will be asymptotically independent on frequency gird {ωkn}Nk=1 (consisting of asymptotically
distance frequencies, Section 3.2.3). Consequently, the sum
∑N
k=1Gθ0(ωkn)[In(ωkn)− c−1n σ(0)],
involving a de-biased raw periodogram (cf. Section 3.2.3), can be expected to have a normal
limit with mean zero under the spectral moment condition (3.1) for Gθ0(·). The central limit
theorem (CLT) statement in Condition (C.4) is a primitive one, and further sufficient conditions
for such CLTs can be found in Bandyopadhyay, Lahiri, and Nordman (2013a) [42]. Moving
to Condition (C.6), the rate bounds involved depend on the quantity b2n = Nc
−2
n + λ
κd
n whose
order can change depending on the PID vs MID asymptotic frameworks and, as explained in
the next section, different asymptotic regimes induce varying behavior in SFDEL statistics.
This condition holds trivially in many cases, but we include this to minimize technicalities.
The differentiability conditions on estimating functions in Condition (C.7) are standard in EL
frameworks (cf. Qin and Lawless, 1994 [72]; Kitamura, 1997 [59]). However, the bounds in con-
ditions (C.5), (C.7) and (C.8) are technical and related to certain Fourier transforms involving
estimating functions, or their partial derivatives, over the discrete frequency grid {ωkn}Nk=1;
these bounds ensure that certain remainders in the frequency domain arising from Taylor ex-
pansions are negligible. The following result, for example, guarantees that these conditions
hold for all spectral estimating functions in Section 3.4.
Proposition 3.1. For estimating functions of Section 3.4, there exist Mn(·), M˜ (1)n (·) and
M˜
(2)
n (·) in Conditions (C.5), (C.7) and (C.8) having an integral bound O
(
[log λn]
dλκdn
)
in all
cases.
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3.5.2 Distributional Results for SFDEL Test Statistics
To present the main results for the SFDEL method based on maximum EL estimation, some
clarification the result statements is helpful. Note that the distribution of the EL function or ra-
tioRn(θ) depends on two types of randomness, owing to the spatial process {Z(s) : s ∈ Rd} and
the vector sequence X ≡ {Xi}i≥1 determining the stochastic spatial locations (Section 3.2.1).
In the following, P (·) ≡ P (·|X) denotes probability conditional on the collection of random
vectors X, while PX denotes the joint distribution of X1,X2, . . ..
Recalling that the maximum EL estimator (MELE) θˆn ∈ Θ ⊂ Rp maximizes Rn(θ), the
following result guarantees that a sequence of MELEs must exist and be consistent for the true
value θ0 ∈ Θ, which is an analogue of EL results for independent data (Qin and Lawless, 1994).
For b2n = Nc
−2
n + λ
κd
n , note bnλ
−κd
n log λn → 0 as n→∞ (cf. Condition (C.6)).
Theorem 3.1. Suppose Conditions (C.1) - (C.8) hold and
∫
Rd
[∂Gθ0(ω)/∂θ]φ(ω) dω has full
column rank p. Then, as n→∞, there exists a sequence of statistics {θˆn} such that
P
(
θˆn is a maximizer of Rn(θ) and ‖θˆn − θ0‖ < bnλ−κdn log λn
)
→ 1 a.s. (PX).
In contrast to other EL frameworks with general estimating functions, however, one cannot
generally guarantee that the MELE has a normal limit, due to complications arising from
the frequency domain analysis of spatial data with irregular sampling locations. Namely, this
aspect relates to the unbounded frequency domain here whereby integrals
∫
Rd Gθ0(ω)G
′
θ0
(ω)dω
may not finitely exist for many natural estimating functions.
While this usual property of maximum EL estimation breaks down in the SFDEL frame-
work, perhaps surprisingly, more important EL properties continue to hold in the form of Wilks
theorem. Analogously to EL results for independent data or time series (Owen, 1988 [70]; Qin
and Lawless, 1994 [72]; Kitamura, 1997 [59]; Nordman and Lahiri, 2006 [69]), to test the param-
eter hypothesis H0 : θ = θ0 (or relatedly, calibrate confidence regions for θ), define a SFDEL
statistic −2 log[Rn(θ)/Rn(θˆn)]. Similarly, the statistic −2 logRn(θˆn) can be applied for testing
the null hypothesis H0: ‘
∫
Gθ0(ω)φ(ω)dω = 0r holds for some θ0’ (i.e., the moment condi-
tion (3.1) holds). Theorems 3.2-3.4 show that these statistics have chi-square limits, where we
necessarily divide the results according to limit behaviors along different possible asymptotic
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spatial structures. For cn = n/λ
d
n, recall the limit c∗ = limn→∞ cn determines PID c∗ ∈ (0,∞)
or MID c∗ = ∞ regimes. The correct scaling for log-ratio statistics depends, however, on not
only on the asymptotic regime but, in the MID case, there is a further dichotomy related to
the size of cn relative to the volume Nλ
−κd
n of the frequency grid {ωkn}Nk=1.
We first consider the PID case, where the number of sampling sites grows at a rate propor-
tional to the size of the spatial sampling region.
Theorem 3.2. (PID case) Suppose limn→∞ n/λdn ∈ (0,∞) and the assumptions of Theorem 3.1
hold. Then, as n→∞, a.s. (PX)
− log[Rn(θ0)/Rn(θˆn)] d−→ χ2p and − logRn(θˆn) d−→ χ2r−p.
Note that the scaling above is −1, and not the usual −2. Also, distributional convergence is
again understood, for example, as supx∈R P (− log[Rn(θ)/Rn(θˆn)] ≤ x)−Fp(x)| → 0 a.s. (PX),
where Fp denotes the distribution function of a chi-square variable with p degrees of freedom.
In MID case, where the number n of sampling sites grows faster than the size of the spatial
sampling region, the SFDEL results divide according to whether c2n = n
2/λ2dn  Nλ−κdn ,
implying a “slow infill rate” where n is smaller compared to a relatively low increase to the
volume of the sampling region, or whether λ−κdn N  c2n, implying a “fast infill rate” where n
remains larger than an increase to the size of the sampling region.
Theorem 3.3. (MID case with slow rate of infilling) Suppose limn→∞ n/λdn = ∞, Nλ−κdn 
c2n, and the assumptions of Theorem 3.1 hold. Then, as n→∞, a.s. (PX)
− log[Rn(θ0)/Rn(θˆn)] d−→ χ2p and − logRn(θˆn) d−→ χ2r−p.
Theorem 3.4. (MID case with fast rate of infilling) Suppose limn→∞ n/λdn = ∞, Nλ−κdn 
c2n, and the assumptions of Theorem 3.1 hold. Then, as n→∞, a.s. (PX)
−2 log[Rn(θ0)/Rn(θˆn)] d−→ χ2p and − 2 logRn(θˆn) d−→ χ2r−p.
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As in the PID case, the correct scaling for log-ratio statistics is −1 for the MID case with
slow infill and the scaling factor becomes the expected −2 only in the MID case with fast
infill. The dichotomy in Theorems 3.2 − 3.4 matches that found in [BLN] for simpler SFDEL
log-ratio statistics. The reason that this dichotomy arises is due to the fact that limiting
distributions (and in particular limiting variances) for statistics change intricately depending
on the asymptotic spatial structure (Section 3.2.2).
In finite-sample applications, it can be difficult to distinguish between spatial asymptotic
structures so that correct scaling for SFDEL statistics may be unclear in practice. As a remedy,
a simple data-based scaling factor may be used. Let
aˆn =
∑N
j=1 ‖Gθˆn(ωjn)‖2I˜2n(ωjn)∑N
j=1 ‖Gθˆn(ωjn)‖2I2n(ωjn)
, (3.5)
and define the modified EL log-ratio statistics
−2 aˆn log[Rn(θ)/Rn(θˆn)], −2 aˆn logRn(θˆn).
Theorem 3.5. Under the assumptions of Theorem 3.1, as n→∞, a.s. (PX),
−2 aˆn log[Rn(θ0)/Rn(θˆn)] d−→ χ2p and − 2 aˆn logRn(θˆn) d−→ χ2r−p,
and −2 aˆn log[Rn(θ0)/Rn(θˆn)] and −2 aˆn logRn(θˆn) are asymptotically independent.
Under the scaling adjustment, the modified SFDEL ratio statistics self-adjusts to have
consistent chi-square limits in all asymptotic cases over a broad range of spatial sampling designs
with irregular locations. Hence, without explicit assumptions about the process distribution or
the exact spatial sampling scheme, the SFDEL method simplifies the calibration of tests in the
frequency domain, which could otherwise become quite complicated for approaches involving
direct variance estimation steps for spatial statistics. Note as well that, under Theorem 3.5,
approximate 100(1− α)% confidence regions for θ are given as
{θ ∈ Θ : −2 aˆn log[Rn(θ)/Rn(θˆn)] ≤ χ2p,1−α} (3.6)
using a (1 − α) chi-square quantile χ2p,1−α. The next section examines the SFDEL method
through numerical studies.
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Remark 3.1. In the formulation and statement of the main results, we assumed that the process
Z(·) had mean zero for simplicity. In practice, the observations {Z(si)}ni=1 can be replaced
with sample mean centered versions {Z(si) − Z¯n}ni=1, Z¯n =
∑n
i=1 Z(si)/n, in computing the
periodogram In(·) and the SFDEL statistics Rn(·). The main distributional results will still
hold under the same regularity conditions. We implement this with the modified SFDEL
method in the simulation studies to follow.
3.6 Simulation Results
In this simulation study we consider applying the SFDEL method in three different prob-
lems: testing for isotropy, testing for covariance separability, and variogram model fitting.
The following provides a summary of a larger simulation study, where complete results are
provided in Section 4.2. To describe different spatial sampling designs considered here, let
U denote a uniform distribution on [−0.5, 0.5]2 and TBN(µx, µy, σx, σy, ρxy) denote a bivari-
ate normal distribution with mean parameters µx and µy, variance parameters σ
2
x and σ
2
y ,
and correlation ρxy, which is truncated to [−0.5, 0.5]2. Over several sampling region sizes
Dn = λn[−1/2, 1/2)2, λn = 12, 24, 36 and sample sizes n = 600, 1200, 1800, we generated iid po-
sitions s1, · · · , sn ∈ Dn for si = λnXi with Xi drawn from two different location distributions:
(a) Uniform: Xi ∼ U, and (b) Mixture: Xi ∼ 13U+ 13TBN(µx = 0.25, µy = 0.25, σx = 0.1, σy =
0.1, ρxy = 0) +
1
3TBN(µx = −0.25, µy = −0.25, σx = 0.1, σy = 0.1, ρxy = 0). We evaluated the
(sample mean-centered) periodogram on a frequency grid Nn = {λ−κn j : j ∈ Z2∩[−Cλn, Cλn]2},
with varying values C = 0.5, 1, 1.5 and κ = 0.05, 0.1. Recall that C and κ respectively control
the number and spacing of frequencies, where choices of κ here roughly induce spacings be-
tween frequencies of 1 or 0.75 in horizontal/vertical directions; in our findings, these spacings
were often adequate whereas tighter spacings (larger κ), creating stronger dependence between
periodogram values, tended to perform less well. In general, we found that SFDEL results were
generally good when C was neither too small nor too large (e.g., larger than 2 or smaller than
0.5) and κ was small (no larger than 0.2). These values of C and κ correspond to a set of fre-
quencies that is large enough for a suitable discretized approximation to the spectral moment
condition (3.1) using the SFDEL function, but with sufficient spacing between the frequencies
67
to ensure periodogram values are approximately independent. For increasing grid sizes λn,
performance results for the SFDEL improve as expected, and results generally improve as the
number of points n increases with the grid size.
For the isotropy and separability testing problems (Sections 3.6.1 and 3.6.2), we considered
two forms of spectral estimating functions in each case: based on correlations/covariances and
based on the spectral distribution function, as outlined in Sections 3.4.1-3.4.2. In general,
we found that SFDEL tests based on the spectral distribution function were less sensitive
to changes in the frequency grid parameters C, κ and often exhibited performances that were
superior to tests based on covariance-based estimating functions. To save space in this section,
we will only report the results based on spectral distribution function.
In the investigation of variogram model fitting (Section 3.6.3) and just-identified spectral
estimating functions (as given in Section 3.4.3), we compared the performances of confidence
regions based on −2 aˆn log[Rn(θ)/Rn(θˆn)] involving maximum EL estimation to regions based
on −2 an(θ) logRn(θ) from [BLN] without maximum EL estimation (but with a similar scalar
correction an(θ)). We found that, in most cases, regions based on the maximum EL estimation
had better coverage accuracy.
3.6.1 Testing for Isotropy
We considered an isotropic exponential covariance function σ(h) = exp(−‖h‖) and a direc-
tional (anisotropic) covariance function σ(h) = exp(−2h2); here and in the remaining simula-
tions, the results are invariant to the exact mean and variance of the underlying process. For
tests based on the spectral distribution function, we used four different sets of lag vectors as
presented in Table 3.1 to define estimating functions as in Section 3.4.1. Note that, for fre-
quency vector sets B1 and B2, the corresponding SFDEL test statistics have chi-square limits
with 1 degree of freedom test whereas, for sets B3 and B4, the limit has 2 degrees of freedom.
Size and power results for SFDEL tests of isotropy based on the spectral distribution function
are shown in Tables 3.2-3.5.
For comparison, we also tested for isotropy using the method in Maity and Sherman (2012)
[64] (hereafter referred to as [MS]), using a kernel to estimate covariances (cf. Hall and Patil
68
Table 3.1 Different sets of vectors used for testing isotropy
Proposed method Maity and Sherman (2012)
B1: {(1, -1), (-1, 1)} A1: {(0, 1), (1, 0)}
B2: {(2, -2), (-2, 2)} A2: {(0, 2), (2, 0)}
B3: {(1, -1), (-1, 1), (2, -2), (-2, 2)} A3: {(0, 1), (1, 0), (0, 3), (3, 0)}
B4: {(0.5, -0.5), (-0.5, 0.5), (2, -2), (-2, 2)} A4: {(0, 1), (1, 0), (0, 5), (5, 0)}
(1994) [55]). In particular, let Z¯ = n−1
∑
Z(si), Zij =
(
Z(si)− Z¯
) (
Z(sj)− Z¯
)
, where sij =
si − sj , and for lag h, with kernel we estimated C(h) by
Cˆ(h) =
∑
i,j
K {(h− sij) /mn}
−1 ∑
i,j
K {(h− sij) /mn}Zij
 .
using a kernel K(h) and bandwidth mn. Following [MS], we used a product kernel K(x/mn) =∏2
j=1K0(xj/mnj), where mnj = sd(Dj)n
−2/5 for j = 1, 2, with D1 and D2 denoting the sets of
differences sij along the x and y coordinates, respectively, and where K0 is the Epanechnikov
kernel K0(u) =
3
4(1− u2)I(|u| ≤ 1). We tested isotropy using this method with four sets of lag
vectors as in Table 3.1. The [MS] method computes standard errors for Cˆ(h) (or vectors of
estimators) using a block bootstrap, and we implemented the block bootstrap with 200 spatial
bootstrap re-samples and block sizes of bn = 2 and 4 for region sizes λn = 12 and 24. Since
[MS] method is quite computationally intensive, we only considered this for the λn = 12, 24
and n = 600 cases. The corresponding results are presented in Tables 3.6 and 3.7.
To enable power comparisons across these tables for the SFDEL and [MS] methods, we
report adjusted power, where the critical region is determined by (1 − α)th quantile of the
sampling distribution of the test statistic (as determined by simulation). However, it is worth
mentioning that the SFDEL method, based on estimating functions, is general and not tailored
to any particular spectral testing problem, while the [MS] test is specifically designed and
intended for tests of isotropy. Despite these differences, we found that (e.g., with λn = 24, C
neither too large nor too small), sizes and adjusted power of SFDEL tests based on covariances
(not reported here for brevity) perform similarly to tests based on [MS] method, as do tests
based on the spectral distribution function with smaller vector sets. Additionally, the [MS]
method is much more computationally intensive than our test based on SFDEL method and
scales less well, due to its intense reliance on block bootstrap (Lahiri and Zhu (2006)) to
69
estimate standard errors. For example, using a computer with a 3.00 GHz AMD Athlon II
X2 250 Processor our method is approximately 40 and 100 times faster than [MS] method for
n = 600 and n = 1200, respectively.
From the results presented, we observe that sizes and adjusted powers are better for the
SFDEL method using vector sets with smaller lengths (e.g., B1 and B2) compared to vectors
with more than one lag length (e.g., B3 and B4), where the sizes are substantially higher than
the nominal for smaller λn but become relatively close to the nominal as λn increases. In
general, regardless of the lag set, size improves as the sampling region λn increases. Also, the
adjusted power improves as the sample size n increases. In particular, adjusted powers can be
relatively poor when λn and C are large, unless n is increased. These overall findings seem to
be invariant under different sampling designs.
3.6.2 Testing for Covariance Separability
Tables 3.9-3.14 show results for testing covariance separability with SFDEL based on the
spectral distribution function using three different types of estimating functions in equations
(3.2)-(3.4) of Section 3.4.2. Specifically, we refer to the forms in (3.2)-(3.4) as Type 1-3 es-
timating functions based on lags summarized in the Table 3.8, where Type 1 and Type 2
estimating functions involve specified lag values (t1, t2) and Type 3 functions require values
(v1, v2, v3). All resulting SFDEL tests have limits under separability, distributed as χ
2
1. In
this section, for size calculations we considered a separable exponential covariance function
C(h) = exp(−2h1) exp(−h2) and for adjusted power, we considered a non-separable exponen-
tial covariance function C(h) = exp(−0.01‖h‖2).
In general, it seems for SFDEL testing based on the spectral distribution function, Type 2
estimating equations generally perform better than the Type 1 and Type 3 estimating equa-
tions. The differences between Type 1 and Type 2 estimating are often small for larger sampling
regions λn > 12, but Type 2 equations hold their sizes relatively well and have better adjusted
power in all situations compared to Type 1 functions. For example, with λn = 12 and a rel-
atively large n, size is extremely poor with Type 1 estimating equations for smaller values of
κ and C resulting in a lot of false positives (see Table 3.9), and the adjusted power generally
70
T
ab
le
3
.2
E
m
p
ir
ic
a
l
si
ze
fo
r
te
st
in
g
fo
r
is
ot
ro
p
y
b
as
ed
on
th
e
sp
ec
tr
al
d
is
tr
ib
u
ti
on
fu
n
ct
io
n
:
u
n
if
or
m
si
te
s;
ex
p
on
en
ti
al
co
va
ri
an
ce
;
ve
ct
or
se
ts
B
1,
B
2,
B
3,
a
n
d
B
4;
n
om
in
al
si
ze
0.
1;
b
as
ed
on
10
00
ru
n
s
B
1
B
2
B
3
B
4
λ
n
C
κ
n
n
n
n
6
00
1
2
00
18
00
60
0
12
00
18
00
60
0
12
00
18
00
6
00
12
00
1
80
0
12
0.
5
0
.0
5
0.
19
4
0.
19
9
0
.1
77
0
.2
99
0
.2
03
0.
16
9
0.
55
8
0.
36
1
0
.2
95
0
.5
62
0
.3
89
0.
31
4
0.
1
0.
19
2
0.
19
7
0
.1
79
0
.2
66
0
.1
69
0.
18
2
0.
50
4
0.
31
6
0
.2
44
0
.4
96
0
.3
09
0.
29
0
1
0
.0
5
0.
17
6
0.
18
7
0
.1
78
0
.3
00
0
.2
22
0.
18
1
0.
46
4
0.
37
0
0
.3
01
0
.4
76
0
.3
79
0.
33
7
0.
1
0.
17
3
0.
18
0
0
.1
74
0
.2
57
0
.1
89
0.
17
6
0.
44
6
0.
30
0
0
.2
62
0
.4
48
0
.3
10
0.
29
4
1.
5
0
.0
5
0.
18
2
0.
18
1
0
.1
71
0
.2
92
0
.2
22
0.
19
3
0.
38
7
0.
37
5
0
.3
15
0
.3
72
0
.3
53
0.
34
7
0.
1
0.
19
5
0.
17
8
0
.1
70
0
.2
59
0
.1
95
0.
18
2
0.
40
2
0.
30
7
0
.2
89
0
.4
07
0
.3
05
0.
32
4
24
0.
5
0
.0
5
0.
22
0
0.
24
0
0
.1
92
0
.2
63
0
.3
33
0.
30
7
0.
29
1
0.
49
3
0
.5
12
0
.3
06
0
.4
87
0.
48
3
0.
1
0.
20
2
0.
18
8
0
.1
54
0
.2
64
0
.3
21
0.
23
8
0.
32
0
0.
47
9
0
.4
71
0
.3
53
0
.4
73
0.
47
9
1
0
.0
5
0.
17
2
0.
19
3
0
.2
03
0
.2
06
0
.2
24
0.
25
9
0.
19
7
0.
26
0
0
.3
36
0
.1
79
0
.2
81
0.
34
0
0.
1
0.
18
0
0.
18
5
0
.1
79
0
.1
92
0
.2
66
0.
24
5
0.
22
0
0.
30
1
0
.3
64
0
.2
17
0
.3
16
0.
35
1
1.
5
0
.0
5
0.
16
7
0.
16
8
0
.1
86
0
.1
77
0
.1
90
0.
23
0
0.
17
2
0.
20
9
0
.2
43
0
.1
64
0
.2
12
0.
23
0
0.
1
0.
16
7
0.
16
9
0
.1
92
0
.1
82
0
.2
06
0.
23
8
0.
17
1
0.
23
6
0
.2
85
0
.1
82
0
.2
46
0.
27
9
36
0.
5
0
.0
5
0.
14
9
0
.1
9
6
0.
19
3
0.
17
8
0.
21
0
0.
22
7
0.
16
5
0.
23
6
0.
2
34
0.
1
65
0.
2
24
0.
2
44
0.
1
0.
14
5
0
.1
7
2
0.
20
6
0.
15
8
0.
21
5
0.
27
3
0.
16
0
0.
23
6
0.
2
87
0.
1
70
0.
2
27
0.
2
90
1
0
.0
5
0.
14
6
0
.1
6
3
0.
14
2
0.
15
8
0.
16
9
0.
17
3
0.
15
0
0.
13
6
0.
1
22
0.
1
24
0.
1
53
0.
1
59
0.
1
0.
13
2
0
.1
6
9
0.
15
6
0.
14
9
0.
17
2
0.
20
2
0.
13
9
0.
16
0
0.
1
75
0.
1
38
0.
1
65
0.
1
84
1.
5
0
.0
5
0.
12
6
0
.1
5
0
0.
13
0
0.
14
3
0.
15
5
0.
14
8
0.
13
6
0.
13
2
0.
1
29
0.
1
42
0.
1
41
0.
1
50
0.
1
0.
12
9
0
.1
5
7
0.
13
3
0.
13
8
0.
16
6
0.
14
5
0.
13
3
0.
14
7
0.
1
41
0.
1
24
0.
1
54
0.
1
46
71
T
ab
le
3
.3
A
d
ju
st
ed
em
p
ir
ic
al
p
ow
er
fo
r
te
st
in
g
fo
r
is
ot
ro
p
y
b
as
ed
on
th
e
sp
ec
tr
a
l
d
is
tr
ib
u
ti
o
n
fu
n
ct
io
n
:
u
n
if
or
m
si
te
s;
d
ir
ec
ti
on
al
co
va
ri
an
ce
;
ve
ct
or
se
ts
B
1
,
B
2
,
B
3,
an
d
B
4;
n
o
m
in
al
si
ze
0.
1;
b
as
ed
on
10
00
ru
n
s
B
1
B
2
B
3
B
4
λ
n
C
κ
n
n
n
n
6
00
1
2
00
18
00
60
0
12
00
18
00
60
0
12
00
18
00
6
00
12
00
1
80
0
12
0.
5
0
.0
5
0.
94
6
0.
98
2
0
.9
63
0
.2
35
0
.9
48
0.
95
5
0.
20
2
0.
22
3
0
.9
72
0
.3
83
0
.3
30
0.
97
9
0.
1
0.
97
0
0.
98
9
0
.9
72
0
.4
82
0
.9
67
0.
95
4
0.
23
7
0.
97
0
0
.9
79
0
.3
53
0
.9
63
0.
97
6
1
0
.0
5
0.
96
6
0.
98
7
0
.9
65
0
.5
25
0
.9
72
0.
96
4
0.
55
5
0.
53
7
0
.9
72
0
.8
39
0
.7
43
0.
97
1
0.
1
0.
98
3
0.
99
0
0
.9
62
0
.7
35
0
.9
86
0.
96
1
0.
61
3
0.
97
9
0
.9
79
0
.7
72
0
.9
83
0.
97
8
1.
5
0
.0
5
0.
97
3
0.
99
1
0
.9
60
0
.6
97
0
.9
64
0.
96
1
0.
83
4
0.
82
7
0
.9
37
0
.9
74
0
.9
44
0.
96
8
0.
1
0.
98
4
0.
99
0
0
.9
61
0
.8
38
0
.9
86
0.
96
1
0.
86
8
0.
93
7
0
.9
73
0
.9
39
0
.9
63
0.
97
2
24
0.
5
0
.0
5
0.
80
8
0.
94
0
0
.9
66
0
.5
95
0
.6
91
0.
75
5
0.
80
7
0.
84
7
0
.8
69
0
.9
61
0
.9
73
0.
96
3
0.
1
0.
91
5
0.
97
6
0
.9
70
0
.6
77
0
.7
55
0.
86
2
0.
80
5
0.
85
5
0
.7
98
0
.9
69
0
.9
75
0.
94
4
1
0
.0
5
0.
81
0
0.
96
2
0
.9
67
0
.5
47
0
.8
31
0.
90
2
0.
77
2
0.
94
1
0
.9
53
0
.9
68
0
.9
86
0.
96
5
0.
1
0.
88
8
0.
97
5
0
.9
70
0
.6
59
0
.8
77
0.
94
3
0.
85
0
0.
96
6
0
.9
56
0
.9
79
0
.9
89
0.
96
6
1.
5
0
.0
5
0.
72
7
0.
94
9
0
.9
66
0
.4
79
0
.8
05
0.
90
5
0.
68
6
0.
92
9
0
.9
58
0
.9
54
0
.9
86
0.
96
5
0.
1
0.
85
7
0.
97
5
0
.9
63
0
.5
93
0
.8
92
0.
93
9
0.
79
0
0.
96
5
0
.9
66
0
.9
68
0
.9
86
0.
96
7
36
0.
5
0
.0
5
0.
72
6
0
.9
0
2
0.
96
6
0.
45
6
0.
74
1
0.
86
9
0.
65
2
0.
88
4
0.
9
51
0.
9
08
0.
9
75
0.
9
72
0.
1
0.
83
5
0
.9
6
6
0.
96
9
0.
62
7
0.
84
3
0.
91
1
0.
79
5
0.
94
8
0.
9
68
0.
9
65
0.
9
86
0.
9
74
1
0
.0
5
0.
57
8
0
.8
6
3
0.
95
5
0.
38
1
0.
66
6
0.
84
7
0.
54
2
0.
85
1
0.
9
56
0.
8
67
0.
9
73
0.
9
73
0.
1
0.
73
3
0
.9
5
1
0.
96
7
0.
53
4
0.
80
9
0.
91
9
0.
69
0
0.
93
5
0.
9
63
0.
9
32
0.
9
86
0.
9
74
1.
5
0
.0
5
0.
49
1
0
.8
0
5
0.
94
5
0.
30
9
0.
57
9
0.
79
2
0.
43
2
0.
75
0
0.
9
21
0.
7
82
0.
9
63
0.
9
72
0.
1
0.
65
4
0
.9
2
2
0.
96
1
0.
43
6
0.
72
9
0.
90
9
0.
56
4
0.
87
7
0.
9
60
0.
8
83
0.
9
80
0.
9
74
72
T
ab
le
3
.4
E
m
p
ir
ic
a
l
si
ze
fo
r
te
st
in
g
fo
r
is
ot
ro
p
y
b
as
ed
on
th
e
sp
ec
tr
al
d
is
tr
ib
u
ti
on
fu
n
ct
io
n
:
m
ix
tu
re
of
u
n
if
or
m
an
d
n
or
m
al
si
te
s;
ex
p
on
en
ti
al
co
va
ri
an
ce
;
v
ec
to
r
se
ts
B
1,
B
2,
B
3,
a
n
d
B
4
;
n
om
in
al
si
ze
0.
1;
b
as
ed
on
10
00
ru
n
s
B
1
B
2
B
3
B
4
λ
n
C
κ
n
n
n
n
6
00
1
2
00
18
00
60
0
12
00
18
00
60
0
12
00
18
00
6
00
12
00
1
80
0
12
0.
5
0
.0
5
0.
29
4
0.
29
1
0
.3
35
0
.3
25
0
.2
95
0.
31
4
0.
48
6
0.
40
7
0
.3
86
0
.4
60
0
.3
79
0.
38
5
0.
1
0.
25
2
0.
24
8
0
.2
80
0
.2
77
0
.2
81
0.
32
5
0.
38
3
0.
36
9
0
.3
56
0
.3
72
0
.3
39
0.
32
5
1
0
.0
5
0.
28
8
0.
28
0
0
.3
32
0
.3
13
0
.3
20
0.
31
5
0.
50
3
0.
41
8
0
.3
91
0
.4
78
0
.4
01
0.
38
7
0.
1
0.
24
1
0.
24
4
0
.2
74
0
.2
76
0
.2
81
0.
31
9
0.
39
0
0.
34
8
0
.3
29
0
.3
78
0
.3
39
0.
32
2
1.
5
0
.0
5
0.
27
5
0.
27
9
0
.3
28
0
.3
33
0
.3
04
0.
32
6
0.
48
1
0.
42
6
0
.4
00
0
.4
54
0
.3
92
0.
39
1
0.
1
0.
25
2
0.
24
2
0
.2
74
0
.3
06
0
.2
87
0.
30
6
0.
40
3
0.
34
5
0
.3
21
0
.3
78
0
.3
35
0.
30
8
24
0.
5
0
.0
5
0.
22
5
0.
18
9
0
.1
55
0
.3
17
0
.2
33
0.
18
8
0.
46
1
0.
45
8
0
.3
84
0
.4
50
0
.4
45
0.
41
1
0.
1
0.
18
7
0.
11
9
0
.1
36
0
.3
01
0
.1
76
0.
14
6
0.
45
8
0.
35
7
0
.2
94
0
.4
56
0
.3
73
0.
33
3
1
0
.0
5
0.
18
2
0.
18
7
0
.1
51
0
.2
51
0
.2
35
0.
19
3
0.
27
4
0.
36
3
0
.3
57
0
.2
75
0
.3
64
0.
35
0
0.
1
0.
18
1
0.
13
4
0
.1
25
0
.2
46
0
.1
87
0.
16
4
0.
34
0
0.
35
8
0
.2
74
0
.3
36
0
.3
44
0.
30
9
1.
5
0
.0
5
0.
16
1
0.
18
6
0
.1
39
0
.2
00
0
.2
10
0.
21
6
0.
19
9
0.
27
6
0
.2
93
0
.1
92
0
.2
97
0.
30
9
0.
1
0.
18
2
0.
13
6
0
.1
25
0
.2
45
0
.2
01
0.
18
9
0.
23
5
0.
30
8
0
.2
89
0
.2
47
0
.3
14
0.
30
3
36
0.
5
0
.0
5
0.
18
0
0
.1
9
3
0.
22
6
0.
21
6
0.
25
5
0.
32
0
0.
21
4
0.
32
2
0.
4
18
0.
2
16
0.
3
15
0.
4
04
0.
1
0.
20
3
0
.1
8
7
0.
15
5
0.
23
9
0.
27
4
0.
22
1
0.
23
3
0.
38
8
0.
4
04
0.
2
50
0.
3
72
0.
3
95
1
0
.0
5
0.
14
1
0
.1
5
5
0.
17
2
0.
16
6
0.
18
6
0.
21
2
0.
15
2
0.
19
3
0.
2
21
0.
1
60
0.
1
95
0.
2
34
0.
1
0.
16
4
0
.1
5
3
0.
14
4
0.
16
5
0.
20
5
0.
21
6
0.
18
1
0.
24
2
0.
2
88
0.
1
62
0.
2
24
0.
2
73
1.
5
0
.0
5
0.
13
9
0
.1
4
5
0.
16
1
0.
15
4
0.
15
8
0.
15
7
0.
12
3
0.
15
4
0.
1
81
0.
1
37
0.
1
54
0.
1
88
0.
1
0.
14
7
0
.1
5
6
0.
12
8
0.
17
2
0.
19
1
0.
19
0
0.
15
6
0.
19
5
0.
2
06
0.
1
27
0.
1
88
0.
2
02
73
T
ab
le
3
.5
A
d
ju
st
ed
em
p
ir
ic
al
p
ow
er
fo
r
te
st
in
g
fo
r
is
ot
ro
p
y
b
as
ed
on
th
e
sp
ec
tr
a
l
d
is
tr
ib
u
ti
o
n
fu
n
ct
io
n
:
m
ix
tu
re
of
u
n
if
or
m
an
d
n
or
m
al
si
te
s;
d
ir
ec
ti
on
al
co
va
ri
an
ce
;
v
ec
to
r
se
ts
B
1,
B
2
,
B
3,
an
d
B
4;
n
om
in
al
si
ze
0.
1;
b
as
ed
on
10
00
ru
n
s
B
1
B
2
B
3
B
4
λ
n
C
κ
n
n
n
n
6
00
1
2
00
18
00
60
0
12
00
18
00
60
0
12
00
18
00
6
00
12
00
1
80
0
12
0.
5
0
.0
5
0.
98
2
0.
98
7
0
.9
72
0
.8
88
0
.9
72
0.
97
2
0.
40
7
0.
98
7
0
.9
85
0
.3
60
0
.9
65
0.
97
4
0.
1
0.
99
2
0.
99
3
0
.9
76
0
.9
63
0
.9
86
0.
97
9
0.
95
8
0.
99
3
0
.9
87
0
.8
76
0
.9
88
0.
98
8
1
0
.0
5
0.
99
6
0.
99
0
0
.9
68
0
.9
29
0
.9
90
0.
97
0
0.
61
4
0.
98
4
0
.9
77
0
.5
35
0
.9
75
0.
97
4
0.
1
0.
99
8
0.
99
1
0
.9
65
0
.9
87
0
.9
87
0.
96
8
0.
87
7
0.
98
9
0
.9
82
0
.7
77
0
.9
85
0.
98
1
1.
5
0
.0
5
0.
99
6
0.
98
7
0
.9
63
0
.9
11
0
.9
86
0.
96
7
0.
79
2
0.
98
1
0
.9
71
0
.7
31
0
.9
69
0.
96
8
0.
1
0.
99
8
0.
99
0
0
.9
64
0
.9
89
0
.9
90
0.
96
4
0.
88
5
0.
98
5
0
.9
71
0
.8
40
0
.9
84
0.
97
3
24
0.
5
0
.0
5
0.
86
9
0.
98
2
0
.9
66
0
.4
11
0
.7
13
0.
95
1
0.
55
8
0.
52
2
0
.4
49
0
.9
11
0
.8
74
0.
77
9
0.
1
0.
95
2
0.
99
0
0
.9
73
0
.4
77
0
.9
71
0.
96
7
0.
59
3
0.
60
7
0
.7
00
0
.8
63
0
.8
28
0.
84
5
1
0
.0
5
0.
86
6
0.
97
9
0
.9
65
0
.5
73
0
.8
18
0.
93
1
0.
76
1
0.
89
5
0
.9
10
0
.9
68
0
.9
82
0.
95
8
0.
1
0.
95
2
0.
98
4
0
.9
67
0
.7
18
0
.9
59
0.
96
3
0.
84
6
0.
94
2
0
.9
44
0
.9
66
0
.9
83
0.
95
6
1.
5
0
.0
5
0.
81
2
0.
97
2
0
.9
62
0
.5
25
0
.8
49
0.
90
4
0.
73
5
0.
93
2
0
.9
42
0
.9
60
0
.9
86
0.
96
1
0.
1
0.
92
7
0.
98
4
0
.9
65
0
.6
65
0
.9
35
0.
95
8
0.
83
5
0.
97
9
0
.9
55
0
.9
70
0
.9
86
0.
95
9
36
0.
5
0
.0
5
0.
74
5
0
.9
4
1
0.
95
2
0.
48
0
0.
73
6
0.
79
6
0.
70
7
0.
86
4
0.
8
93
0.
9
34
0.
9
77
0.
9
57
0.
1
0.
85
3
0
.9
7
4
0.
96
8
0.
58
7
0.
82
2
0.
89
9
0.
76
2
0.
88
9
0.
8
90
0.
9
58
0.
9
80
0.
9
60
1
0
.0
5
0.
69
6
0
.9
2
4
0.
95
2
0.
39
3
0.
73
3
0.
84
6
0.
60
2
0.
87
5
0.
9
37
0.
9
17
0.
9
81
0.
9
65
0.
1
0.
77
0
0
.9
6
1
0.
96
4
0.
53
7
0.
81
7
0.
92
4
0.
71
5
0.
91
3
0.
9
51
0.
9
62
0.
9
82
0.
9
62
1.
5
0
.0
5
0.
58
6
0
.8
9
5
0.
94
2
0.
33
2
0.
64
5
0.
83
7
0.
55
2
0.
83
6
0.
9
27
0.
8
63
0.
9
77
0.
9
64
0.
1
0.
68
6
0
.9
4
4
0.
96
0
0.
43
2
0.
76
7
0.
91
1
0.
65
7
0.
90
5
0.
9
53
0.
9
34
0.
9
81
0.
9
65
74
Table 3.6 Empirical size for testing for isotropy based on [MS]: exponential covariance; lag
sets A1, A2, A3, and A4; nominal size 0.1; based on 1000 runs
Sites λn A1 A2 A3 A4
Uniform
12 0.079 0.088 0.138 0.123
24 0.096 0.119 0.105 0.128
Uniform / normal
mixture
12 0.099 0.121 0.167 0.175
24 0.112 0.138 0.144 0.140
Table 3.7 Adjusted empirical power for testing for isotropy based on [MS]: directional covari-
ance; lag sets A1, A2, A3, and A4; nominal size 0.1; based on 1000 runs
Sites λn A1 A2 A3 A4
Uniform
12 0.994 0.994 0.993 0.994
24 0.997 1.000 0.999 1.000
Uniform / normal
mixture
12 0.996 0.957 0.995 0.997
24 0.998 0.998 0.998 0.998
Table 3.8 Different sets of vectors used for different types of estimating equations (i.e., given
in equations (3.2)-(3.4) of Section 3.4.2) to test for covariance separability
Type 1 Type 2 Type 3
(3.2), (t1, t2) (3.3), (t1, t2) (3.4), (v1, v2, v3)
D1: (1, 1) E1: (1, 2) F1: (1, 3, 1)
D2: (1, 2) E2: (2, 1) F2: (1, 2, 1)
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improves with larger values of C. These differences may be explained in that Type 1 and 2 esti-
mating functions in (3.2)-(3.3) differ in one estimating function, where the corresponding Type
2 function focuses on estimating one componentwise piece of the spectral distribution which
factors into two components under separability. Type 3 estimating functions, which estimate
a component of spectral distribution under separability over a bounded domain unlike Type
1-2 functions, tend to hold their sizes well, analogously to Type 2 functions, but exhibit much
less power than Type 1-2 functions (possibly due to the bounded spectral domain component
in the Type 3 function formulation). The choice of sampling design also seems to have some
influence on the results when λn is small but, as the sampling region λn increases, the effect
of sampling design becomes less important. Choice of the lag set does not seem to have any
substantial effect on the results. We have also observed that the testing based on the spectral
distribution function usually performs better than testing based on covariances. However, to
maintain brevity, we do not present such numerical results here.
3.6.3 Variogram Model Fitting
For variogram model fitting and using the just-identified estimating functions Gθ(ω) as in
Section 3.4.3 (i.e., r = p estimating functions for p variogram parameters), one way of con-
structing approximate 100(1−α)% confidence regions for θ ∈ Θ ⊂ Rp is based on regions (3.6)
involving a chi-square calibration for the modified SFDEL statistic −2 aˆn log[Rn(θ)/Rn(θˆn)].
Another approach, based on results of [BLN], is to define a factor aˆn(θ) by substituting θ for
θˆn in (3.5) whereby −2 aˆn(θ0) logRn(θ0) → χ2p as n → ∞, at true parameter value θ0. This
suggests another confidence region as
{
θ ∈ Θ : −2 aˆn(θ) logRn(θ) ≤ χ2p,1−α
}
, (3.7)
which is not based on maximum EL estimation.
As described earlier, here we compare the coverage probabilities of 90% confidence regions
based on (3.6) (maximum EL) and (3.7) (no maximum EL) for spatial Gaussian data generated
from a Mate´rn covariance model (cf. Stein (1999)) with smoothness parameter ν = 1 and range
parameter r = 1.5. For the Mate´rn model, we considered two different sets of lags denoted
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as: (i) G1: {(1, 1), (2, 2), (3, 3)}, and (ii) G2: {(1, 1), (1, -1), (3, 3), (3, -3)}. Tables 3.15
and 3.16 show empirical coverage probabilities of 90% confidence regions with uniform and
non-uniform sites, respectively. Confidence sets based on maximum EL estimation, as justified
by the SFDEL method here, generally perform better than those based on (3.7), irrespective of
the choice of different frequency grid parameters and sampling designs. Coverage probabilities
are relatively poor for the Mate´rn model when the sampling region size λn is small and these
improve, often approaching the nominal level, as λn increases. We also observe that coverages
can depend significantly on the length of vector sets, i.e., achieving better coverages using vector
sets G1 with smaller lengths. Usually, for large frequency grids (large C), there is an increase in
under-coverage. It also seems that better coverage rates occur under uniform sampling schemes,
whereas any departure from uniformity lead to a loss of nominal accuracy.
We also looked at the coverage probabilities of 90% confidence sets based on these two
methods for data generated from an exponential covariance model with range parameter 1 and
in general we observed similar effects of different parameters on the coverages as described
above. However, at most combinations of parameters, coverages were better and closer to
nominal levels for the exponential model with no apparent effect of the sampling design. To
save space, we do not present such numerical results here.
3.7 Conclusion
Through the use of maximum EL estimation and more general spectral estimating func-
tions, we have largely extended the spatial frequency domain EL (SFDEL) method for irreg-
ularly spaced data, originally proposed by [BLN], to problems in testing and estimation of
spatial covariance structures. In particular, different log-ratio statistics based on maximum
EL estimation (i.e., for parameter or spectral moment condition testing) were shown to have
chi-square limit distributions under mild assumptions, which do not require explicit modeling
or assumptions about the process distribution (e.g., Gaussian), the concentration of sampling
locations (e.g., uniform), or the exact nature of the spatial asymptotics (e.g., the amount of
infill sampling). In this sense, the SFDEL provides a unified platform for inference across many
types of problems involving spatial covariance assessment.
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Depending on the spatial inference problem of interest, the SFDEL mainly requires specifi-
cation of appropriate estimating functions. We have provided and illustrated some examples in
testing isotropy or separability and in estimation of variogram models, but more applications
are possible. Such applications include, for example, potentially new model assessments based
on fitting parametric variogorams or spectral densities (e.g. Whittle estimation) using the
SFDEL framework with over-identified estimating functions. In this way, SFDEL can provide
a diagnostic tool to aid the difficult process of appropriately selecting fully parametric models
for spatial data.
Simulation results indicated that the SFDEL method performed well for various problems of
testing and estimation of spatial covariance structures. However, open questions remain about
the best choices of the form of estimating functions for testing problems of interest, about
choosing the number and structure of such estimating functions, and the optimal choices of
frequency grids used in the SFDEL method. These are important issues requiring investigation
through further applications. Our findings have shown, however, that consideration of the
spectral distribution, as opposed to process covariances/correlations directly, often leads to
spectral tests with certain robustness properties in performance and implementation.
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CHAPTER 4. SUPPLEMENTARY MATERIAL FOR A FREQUENCY
DOMAIN EMPIRICAL LIKELIHOOD FOR ESTIMATION AND
TESTING OF SPATIAL COVARIANCE STRUCTURE
There are two parts to this chapter, which provides supplementary material for the spatial
frequency domain empirical likelihood (SFDEL) method presented in Chapter 3. Section 4.1
provides technical proofs of the main distributional results for the SFDEL method, and Section
4.2 provides summaries of extensive simulation studies applying the SFDEL method to three
problems: testing for isotropy, testing for covariance separability, and variogram estimation.
4.1 Proofs of Main Results
4.1.1 Introduction
This section contains the proofs of the main distributional results for the spatial frequency
domain empirical likelihood (SFDEL) method, as presented in Chapter 3. The supplement
is organized as follows. Section 4.1.2 outlines notation used, and Section 4.1.3 provides sev-
eral preliminary results for establishing the main theorems. Section 4.1.5 then describes and
proves some fundamental properties related to the log-ratio statistic and its maximizer from
the SFDEL method. Following this, Section 4.1.6 then provides proofs of the main theorems
regarding the chi-square limit laws of several SFDEL statistics under different asymptotical
spatial sampling structures.
4.1.2 Notation
Recall the DFT dn(ω) and periodogram In(ω) of {Z(s1), . . . , Z(sn)} at a frequency ω ∈ Rd
as dn(ω) = λ
d/2
n n−1
∑n
j=1 Z(sj) exp(ıω
′sj) and In(ω) = |dn(ω)|2, where ı =
√−1.
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Let cn = n/λ
d
n and b
2
n = Nc
−2
n + λ
κd
n . Also let N = |N | denote the number of frequencies
in the grid N = {jλ−κn : j ∈ Zd, j ∈ [−Cληn, Cληn]d} = {ωjn : j = 1, . . . , N}. We suppose the
indexing is done so that ω1n = 0 ∈ Rd.
The bias corrected periodogram is I˜n(ω) = In(ω)−c−1n σˆn(0) for the sample variance σˆn(0) =
n−1
∑n
i=1 (Z(si)− Z¯n)2, with Z¯n = n−1
∑n
i=1 Z(si) denoting the sample mean. Let I
∗
n(ω) =
In(ω) − c−1n σ(0), and An(ω) = c−1n σ(0) + Kφ(ω),ω ∈ Rd, where K = (2pi)d
∫
f2. Set Σn =
2
∑N
k=1Gθ0(ωkn)G
′
θ0
(ωkn)An(ωkn)
2 at the true parameter θ0. Let fˆ(ω) =
∫
eıx
′ωf(x)dx and
fˆ2(ω) =
∫
eıx
′ωf2(x)dx for ω ∈ Rd.
In the following, for a random quantity Y depending on both X ≡ {Xi}i≥1 and {Z(s) : s ∈
Rd}, we let EY ≡ E·|XY denote expectation conditional on X and likewise let P (·) = P·|X(·)
denote probability conditional with respect to X. The notation
p−→, d−→, Op(·) and op(1) will
represent convergence in probability and distribution as well as probabilistic orders in terms
of this conditional probability. Further, the order symbols Oup (·) and oup(·) denote bounds
holding uniformly (typically over the frequency set {ωnk}Nk=1). Also, we let PX and EX denote
probability and expectation under the joint distribution of {Xi}i≥1. Let C or C(·) denote
generic constants that depend on their arguments (if any), but do not depend on n or {Xi}i≥1.
For r ∈ N ≡ {1, 2, . . . , }, define the rth order joint cumulant of random variables Y1, ..., Yr
by
χr(Y1, . . . , Yr) =
∂r
∂t1 · · · ∂tr log E (exp (ı [t1Y1 + · · · trYr]))|t1=···=tr=0 ,
which extends to complex valued variables Zi = Yi1 + ıYi2, i = 1, . . . , r, by multilinearity:
χr(Z1, . . . , Zr) = χr(Z1, . . . , Zi−1, Yi1, Zi+1, . . . , Zr) + ıχr(Z1, . . . , Zi−1, Yi2, Zi+1, . . . , Zr).
4.1.3 Preliminary Results
The following result on bounding cumulants for sums of spatial data, under the mix-
ing/moment assumptions, will be useful throughout.
Lemma 4.1. Under Condition (C.1) and (C.2)(i), for any r ∈ N, 2 ≤ r ≤ 8,
sup
b1,...,br∈[−1,1]n
∣∣∣∣∣∣χr
 n∑
j=1
b1jZ(sj)
 , . . . ,
 n∑
j=1
brjZ(sj)
∣∣∣∣∣∣ ≤ Cnrλ−d(r−1)n a.s. (PX),
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where bk = (bk1, . . . , bkn)
′, 1 ≤ k ≤ r.
Proof. This is an application of Lemma 7.1[BLN], under the mixing/moment conditions in
(C.1).
The next lemma concerns expansions of the expected values of products of DFTs as well as
sums of bias corrected periodogram values. To state the result, define
Hn(x, t) = σ(t)f(x)
[
f(x+ λ−1n t)− f(x)], x, t ∈ Rd,
An(ω) = c
−1
n σ(0) +Kφ(ω), where K = (2pi)
d
∫
f2,
A‡n(ω) = c
−1
n σ(0)fˆ(2λnω) + (2pi)
dφ(ω)2−1
[
fˆ2(2λnω) + fˆ
2(−2λnω)
]
,
R[1]n (ω) = 2
∫ ∫
e−ıt
′ωHn(x, t) dt dx, R
[2]
n (ω) =
∫ ∫ [
2 cos(t+ 2λnx)
′ω
]
Hn(x, t) dt dx,
for ω ∈ Rd.
Lemma 4.2. Under Conditions (C.1), (C.2), (C.3), and (C.5),
(i) With dν = ‖t‖γ1(‖t‖)δ/(8+δ)f(x)dtdx and δ ∈ (0, 1] of (C.1),
∫ ∫ ∣∣∣∣∣∣
N∑
j=1
exp
(
ı [t+ a1(s+ 2λna2x+ 2λna3y)]
′ωjn
)∣∣∣∣∣∣ dν(t,x)dν(s,y) = O
(
[λκn log n]
d
)
for any a1, a2, a3 ∈ {0, 1}.
(ii) For any ε ∈ (0, 1) and ω,ω∗ ∈ {ωjn}Nj=1,
Edn(ω)dn(−ω∗)
= λdnn
−2
[
nσ(0)fˆ(λn(ω − ω∗)) +
(
n
2
)
(2pi)dλ−dn
{
φ(ω∗)fˆ2(λn(ω − ω∗))
+ φ(ω)fˆ2(λn(ω
∗ − ω))
}]
Rn(ω,ω
∗) +Oup (n
−1/2+ε) a.s. (PX),
where Rn(ω,ω
∗) =
∫ ∫
Γn(x,ω,ω
∗)Hn(x, t)dtdx for
Γn(x,ω,ω
∗) = e−ıt
′ω∗eıλnx
′(ω−ω∗) + e−ıt
′ωeıλnx
′(ω∗−ω).
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(iii) For any ε ∈ (0, 1) and ω,ω∗ ∈ {ωjn}Nj=2,∣∣∣EIn(ωjn)− [An(ωjn) +R[1](ωjn)]∣∣∣ = Oup (n−1/2+ε),∣∣∣Ed2n(ωjn)− [A‡n(ωjn) +R[2](ωjn)]∣∣∣ = Oup (n−1/2+ε),∣∣VarIn(ωjn)− [An(ωjn)2 +An(ωjn)P1(Dn(ωjn)) + P2(Dn(ωjn))]∣∣
=
[
An(ωjn) + λ
−1
n
] ·Oup (n−1/2+ε) +Oup (λ−dn + n−1+2ε),
a.s. (PX) where Pk(·) is a polynomial of degree k (with real coefficients not depending on
n), k = 1, 2 with argument Dn(ω) = [R
[1]
n (ω),Edn(ω)
2,Edn(−ω)2].
(iv) It holds that
1
b2n
N∑
j=1
I˜2n(ωjn) =
1
b2n
N∑
j=1
(
A2n(ωjn) +Kφ
2(ωjn)
)
+ op(1) a.s. (PX).
(v)
∑N
j=1Gθ0(ωjn)G
′
θ0
(ωjn)
[
I˜2n(ωjn)−
(
An(ωjn)
2 +K2φ(ωjn)
2
)]
= op(b
2
n) a.s. (PX),
and
∑N
j=1Gθ0(ωjn)G
′
θ0
(ωjn)
[
I2n(ωjn)− 2An(ωjn)2
]
= op(b
2
n) a.s. (PX).
Proof. Part (i) follows from Proposition 4.1 and Lemma 7.4 of Bandyopadhyay, Lahiri, and
Nordman (2013b) [82] (hereafter referred to as [BLN]). Part (ii) is a consequence of Lemma 5.2
of Bandyopadhyay, Lahiri, and Nordman (2013a) [81]. Part (iii) follows from (ii); see Lemma 7.2
[BLN]. Part (iv) follows from (i) and Lemma 7.5 [BLN]. Part (v) is a consequence of Lemma 7.5
[BLN] and its proof.
Lemma 4.3. Under Conditions (C.1), (C.2), (C.3), (C.5) and (C.6),
(i)
1
b2n
N∑
j=1
I˜2n(ωjn) = Op(1) a.s. (PX).
(ii)
1
b2n
N∑
j=1
I˜4n(ωjn) = Op(1) a.s. (PX).
Proof. Consider (i). From Lemma 4.2(iv), we need only show
1
b2n
N∑
j=1
(
A2n(ωjn) +Kφ
2(ωjn)
)
= O(1),
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where the left hand side above equals
=
1
b2n
N∑
j=1
{
c−2n σ
2(0) + 2c−1n σ(0)Kφ(ωjn) +K
2φ2(ωjn) +Kφ
2(ωjn)
}
= O
(
Nc−2n
b2n
)
+
1
b2n
O
 N∑
j=1
φ(ωjn)
+ 1
b2n
O
 N∑
j=1
φ2(ωjn)

where [Nc−2n + λκdn ]/b2n = 1. Note that
λ−κdn
N∑
j=1
φ(ωjn)→
∫
Rd
φ(ω) dω
by the dominated convergence theorem from
∫
Rd φ(ω) dω <∞ and (C.3)(ii), so that
N∑
j=1
φ(ωjn) = O(λ
κd
n ) = O(b
2
n),
N∑
j=1
φ2(ωjn) = O(λ
κd
n ) = O(b
2
n), (4.1)
where the latter follows from sup1≤j≤N |φ(ωjn)| ≤ C under (C.3)(ii). This establishes (i) of
Lemma 4.3.
Considering (ii) of Lemma 4.3, note that I˜4n(ωjn) ≤ 24
(
I4n(ωjn) + [σˆn(0)]
4c−4n
)
and
b−2n
N∑
j=1
c−4n [σˆn(0)]
4 = b−2n c
−4
n NOp(1) = Op(1)
by σˆn(0) = Op(1) (a.s. (PX)) from Eσˆn(0) = σ(0) + E(Z¯n)
2 ≤ σ(0) + Cλ−dn under Lemma 4.1
and c−4n N/b2n = O(1). Hence, it suffices to show
E
b−2n N∑
j=1
I4n(ωjn)
 = v1n + v2n = O(1) a.s. (PX). (4.2)
where v1n ≡ b−2n
∑N
j=1 χ2
(
I2n(ωjn), I
2
n(ωjn)
)
and v2n ≡ b−2n
∑N
j=1
(
EI2n(ωjn)
)2
.
To treat v1n first, note that χ2(I
2
n(ωjn), I
2
n(ωjn)) equals the sum of cumulant products over
all indecomposable partitions ofdn(ωjn) dn(−ωjn) dn(ωjn) dn(−ωjn)
dn(ωjn) dn(−ωjn) dn(ωjn) dn(−ωjn)
 ≡
Y1 Y2 Y3 Y4
Y5 Y6 Y7 Y8
 .
That is, sums of the form
∏k
`=1 χ|P`ωjn |(P`ωjn), where P`ωjn = {Yi : i ∈ V`}, ` = 1, ...k, and
V1, ..., Vk is an indecomposable partition of1 2 3 4
5 6 7 8

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for some k ≥ 1. For a given partition P1ωjn , ..., Pkωjn of size k, define
an,ωjn ≡ an(P1ωjn , ..., Pkωjn) ≡
k∏
`=1
χ|P`ωjn |(P`ωjn).
If max1≤`≤k |P`ωjn | ≡ m ∈ {2, 3, 4, 5, 6, 8}, we consider bounding
b−2n
∣∣∣∣∣∣
N∑
j=1
an,ωjn
∣∣∣∣∣∣
by Lemma 4.1. The cases m = 1 and m = 7 result in an,ωjn = an(P1ωjn , ..., Pkωjn) = 0 by
Edn(ω) = 0, ω ∈ Rd, and can be excluded. For m ∈ {3, 4, 5, 6, 8}, it holds that (a.s. (PX))
b−2n
∣∣∣∣∣∣
N∑
j=1
an,ωjn
∣∣∣∣∣∣ ≤ Cb−2n Nλ−dn = o(1)
using Nλ
−d/2
n /[b
3/2
n log λn] = O(1) by Condition (C.6). The remaining case m = 2 has three
possible forms for an,ωjn ≡ an(P1ωjn , ..., P4ωjn), where each partition P`ωjn = {dn(ω) : ω ∈
B`}, ` = 1, . . . , 4 consists of two elements with either B1 = {ωjn,ωjn} = −B2, B3 = B4 =
{ωjn,−ωjn}, or B1 = B2 = {ωjn,ωjn} = −B3 = −B4 or B1 = B2 = B3 = B4 = {ωjn,−ωjn}.
That is, there are three possible forms for
an,ωjn ≡ an(P1ωjn , ..., P4ωjn) =

(EIn(ωjn))
2(Ed2n(ωjn))(Ed
2
n(−ωjn)),
(Ed2n(ωjn))
2(Ed2n(−ωjn))2,
(EIn(ωjn))
4.
Considering the first possibility an,ωjn = (EIn(ωjn))
2(Ed2n(ωjn))(Ed
2
n(−ωjn)), note that
EIn(ωjn) = χ2(dn(ωjn), dn(−ωjn)) ≤ C
by Lemma 4.1 and, for 2 ≤ j ≤ N ,
∣∣∣Ed2n(±ωjn)−A‡(±ωjn)−R[2]n (±ωjn)∣∣∣ = Ou(n−1/2+ε)
by Lemma 4.2(iii), where |A‡(±ωjn)| ≤ C(c−1n + φ(ωjn)) holds from fˆ(±2λnωjn) ≤ C and
fˆ2(±2λnωjn) ≤ C for 2 ≤ j ≤ N by Condition (C.2)(ii). Recall
R[2]n (ω) =
∫ ∫ [
2 cos(t+ 2λnx)
′ω
]
Hn(x, t) dx dt,
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ω ∈ Rd, is real-valued and symmetric R[2]n (ω) = R[2]n (−ω). Note that, by Condition (C.2)(i),
|Hn(x, t)| ≤ Cλ−1n ‖t‖|σ(t)|f(x) ≤ Cλ−1n (4.3)
for all x, t ∈ Rd. By (4.3) and the covariance bound
|σ(t)| ≤ [EZ(0)8+δ]2/(8+δ)[γ1(‖t‖)]δ/(8+δ) (4.4)
under (C.1) (cf. Corollary 16.2.4(i), Athreya and Lahiri, 2006 [80]), it follows that∣∣∣∣∣∣
N∑
j=1
R[2]n (ωjn)
2
∣∣∣∣∣∣ ≤ Cλ−2n
∫ ∫ ∫ ∫ ∣∣∣∣∣∣
N∑
j=1
exp
(
ı [(t+ s) + 2λn(x+ y)]
′ωjn
)∣∣∣∣∣∣
× ‖t‖‖s‖|σ(t)||σ(s)|f(x)f(y) dx dy dt ds
≤ Cλ−2n
∫ ∫ ∫ ∫ ∣∣∣∣∣∣
N∑
j=1
exp
(
ı [(t+ s) + 2λn(x+ y)]
′ωjn
)∣∣∣∣∣∣
× ‖t‖‖s‖f(x)f(y)(γ1(‖t‖))δ/(8+δ)γ1(‖s‖)δ/(8+δ) dx dy dt ds
≤ Cλ−2n [λκn log λn]d (4.5)
by Lemma 4.2(i). Now using (4.5), λ−κdn
∑N
j=1 φ(ωjn) = O(1) from (4.1), and EZ¯
2
nλ
d
n ≤ C by
Lemma 4.1, we have
1
b2n
N∑
j=1
∣∣an,ωjn∣∣ ≤ Cb2n
N∑
j=1
∣∣Ed2n(ωjn)Ed2n(−ωjn)∣∣
≤ C
b2n
N∑
j=2
[
c−2n + φ
2(ωjn) +R
[2]
n (ωjn)
2 +
(
Ou(n−1/2+ε)
)2]
+
C
b2n
(
EZ¯2nλ
d
n
)2
≤ C(c
−2
n N + λ
κd
n ) + Cλ
−2
n ((log λn)λ
κ
n)
d + CNn−1+2ε
b2n
= O(1) + o(1) + o(1) = O(1) (4.6)
under (C.6). Likewise, for an,ωjn =
(
Ed2n(ωjn)
)2 (
Ed2n(−ωjn)
)2
, we use |Ed2n(±ωjn)| ≤ C by
Lemma 4.1 so that
1
b2n
N∑
j=1
|an,ωjn | =
1
b2n
N∑
j=1
|Ed2n(ωjn)||Ed2n(−ωjn)|
∣∣Ed2n(ωjn)Ed2n(−ωjn)∣∣
≤ C
b2n
N∑
j=1
∣∣Ed2n(ωjn)Ed2n(−ωjn)∣∣ = O(1)
97
by the same argument in (4.6). Consider the final case that an,ωjn = (EIn(ωjn))
4. We have
EIn(ωjn) ≤ C for j = 1, . . . , N by Lemma 4.1 and EIn(ωjn) = An(ωjn) + R[1]n (ωjn) +
Ou(n−1/2+ε) for 2 ≤ j ≤ N by Lemma 4.2(iii), where An(ωjn) = c−1n σ(0) + Kφ(ωjn) and
R
[1]
n (ωjn) = 2
∫ ∫
e−ıt′ωjnHn(x, t) dt dx. Note
N∑
j=2
∣∣∣R[1]1 (ωjn)∣∣∣2 = N∑
j=1
∫ ∫ ∫ ∫
4 exp(ı(t− s)′ωjn)Hn(t,x)Hn(s,y) dt dx ds dy
≤ Cλ−2n
∫ ∫ ∣∣∣∣∣∣
N∑
j=1
exp(ı(t+ s)′ωjn)
∣∣∣∣∣∣ ‖t‖‖s‖γ1(t)δ/(8+δ)γ1(s)δ/(8+δ) ds dt
≤ Cλ−2n [λκn log λn]d
using (4.3), (4.4) and Lemma 4.2(i). Hence, as in (4.6),
1
b2n
N∑
j=1
|an,ωjn | =
1
b2n
N∑
j=1
(EIn(ωjn))
4 ≤ C
b2n
N∑
j=1
(EIn(ωjn))
2
≤ C
b2n
N∑
j=2
(
c−2n + φ(ωjn)
2 +
∣∣∣R[1]n (ωjn)∣∣∣2 + n−1+2ε)+ Cb2nEλdnZ¯2n
≤ C(c
−2
n N + λ
κd
n ) + Cλ
−2
n ((log λn)λ
κ
n)
d + CNn−1+2ε
b2n
= O(1).
This establishes v1n = O(1) (a.s. (PX)) in (4.2).
Finally, considering v2n in (4.2), we have
EI2n(ωjn) = χ2(In(ωjn), In(ωjn)) + E(In(ωjn))
2
= χ4(dn(ωjn), dn(−ωjn), dn(ωjn), dn(−ωjn))
+ (Ed2n(ωjn))(Ed
2
n(−ωjn)) + 2E(In(ωjn))2
so that v2n = O(1) (a.s. (PX)) follows by previous arguments (e.g., (4.6), Lemma 4.1). This
establishes Lemma 4.3(ii).
The following result shows the convergence of Riemann sums of partial derivatives of esti-
mating functions, with proper scaling. For θ ∈ Θ, define
Dn,θ = λ
−κd
n
N∑
j=1
hθ(ωjn)I˜n(ωjn) (4.7)
98
for hθ(ω) ≡ ∂Gθ(ω)/∂θ, ω ∈ Rd, where the partials exist in a neighborhood of θ0.
Lemma 4.4. Assume Conditions (C.1), (C.2), (C.3), (C.6), (C.7), and (C.8). Let Dθ0 ≡
K
∫
hθ0(ω)φ(ω)dω for K ≡ (2pi)d
∫
f2.
(i) If θn ∈ Θ is a sequence where θn → θ0 as n→∞, then Dn,θn
p−→ Dθ0 a.s. (PX).
(ii) For a positive sequence an ↓ 0 as n→∞ and Bn ≡ {θ ∈ Θ : ‖θ − θ0‖ ≤ an},
sup
θ∈Bn
‖Dn,θ −Dθ0‖
p−→ 0 a.s. (PX).
Proof. To show Lemma 4.4, we first establish EDn,θn → Dθ0 and then Var(Dn,θn) → 0
(a.s. (PX)). By Lemma 4.2(iii), for 2 ≤ j ≤ N ,
EIn(ωjn) = Kφ(ωjn) + c
−1
n σ(0) +R
[1]
n (ωjn) +O
u(n−1/2+ε)
for any ε > 0 and K = (2pi)d
∫
f2. As |Eσˆn(0) − σ(0)| = |EZ2n| ≤ Cλ−d/2n by Lemma 4.1 and
c−1n λ
−d/2
n = c
−1/2
n n−1/2 = O(n−1/2+ε), we have
EI˜n(ωjn) = Kφ(ωjn) + c
−1
n σ(0) +R
[1]
n (ωjn) +O
u(n−1/2+ε)− Ec−1n σˆn(0)
= Kφ(ωjn) +R
[1]
n (ωjn) +O
u(n−1/2+ε)
for 2 ≤ j ≤ N . Then, for ω1n = 0, EI˜n(0) = EZ¯2nλdn − c−1n Eσˆn(0)| ≤ C so that, by the
boundedness of hθn(·) under Condition (C.7),
‖EDn,θn −Dθ0‖ =
∥∥∥∥∥∥λ−κdn
N∑
j=1
hθn(ωjn)EI˜n(ωjn)−Dθ0
∥∥∥∥∥∥
≤ t1n + t2n +O([Nn−1/2+ε + 1]λ−κdn ) a.s. (PX) (4.8)
for
t1n ≡
∥∥∥∥∥∥λ−κdn
N∑
j=1
hθn(ωjn)Kφ(ωjn)−Dθ0
∥∥∥∥∥∥ , t2n ≡
∥∥∥∥∥∥λ−κdn
N∑
j=1
hθn(ωjn)R
[1]
n (ωjn)
∥∥∥∥∥∥
using in (4.8) that ∣∣∣R[1]n (ω1)∣∣∣ ≤ 2 ∫ ∫ |Hn(x, t)| dt dx ≤ Cλ−1n
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by (4.3), (4.4) and
∫ ‖t‖ |σ(t)| dt <∞ under (C.1). Under Condition (C.3) and (C.7), t1n → 0
by the dominated convergence theorem and
[Nn−1/2+ε + 1]λ−κdn = λ
−κd
n + [Nn
−1/2+ε/(b3/2n log λn)]b
3/2
n log λnλ
−κd
n = o(1) +O(1)o(1) = o(1)
under Condition (C.6). To handle t2n, note that by (4.3) and (4.4)
t2n ≤ λ−κdn λ−1n C
∫ ∥∥∥∥∥∥
N∑
j=1
hθn(ωjn) exp(it
′ωjn)
∥∥∥∥∥∥ ‖t‖σ(t) dt
≤ λ−κdn λ−1n C
∫
M˜1(t)‖t‖[γ1(‖t‖)]δ/(8+δ) dt
= O(λ−κdn λ
−1
n [λ
κ
n log λn]
d) = o(1)
using Condition (C.8). This shows EDn,θn → Dθ0 a.s. (PX).
We next show that Var(Dn,θn) = o(1) a.s. (PX). Let
D˜n,θn = λ
−κd
n
N∑
j=1
hθn(ωjn)In(ωjn)
in terms of the uncorrected periodogram. Note that
Var(Dn,θn) ≤ 2Var(D˜n,θn) + 2c−2n Var(σˆn(0))λ−2κdn N2.
where Var(σˆn(0)) = O(λ
−d
n ) by Lemma 4.1 and
c−2n λ
−d
n N
2λ−2κdn = O
[ Nλ−d/2n
b
3/2
n log λn
]2O([b3/2n λ−κdn log λn]2) = O(1)o(1) = o(1)
under (C.6). It now suffices to show Var(D˜n,θn) = o(1). Without loss of generality, we will
assume hθn(·) is real-valued. Then Var(D˜n,θn) ≤ a1n + a2n, where
a1n ≡ λ−2κdn
∑
i 6=j
hθn(ωin)hθn(ωjn)Cov(In(ωin), In(ωjn))) (4.9)
a2n ≡ λ−2κdn
N∑
j=1
h2θn(ωjn)Var(In(ωjn)).
Then using
Cov(In(ωin), In(ωjn)) = E [dn(ωjn)dn(ωin)] E [dn(−ωjn)dn(−ωin)]
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+ E [dn(−ωjn)dn(ωin)] E [dn(ωjn)dn(−ωin)]
+ χ4(dn(−ωin), dn(−ωjn), dn(ωin), dn(ωjn)),
we may split a1n into three sums, a1n = c1n+c2n+c3n, respectively, according to the above de-
composition of Cov(In(ωin), In(ωjn)). Because |χ4(dn(−ωin), dn(−ωjn), dn(ωin), dn(ωjn))| ≤
Cλ−dn by Lemma 4.1 and hθn is bounded, we have c3n ≤ CN2λ−dn λ−2κdn = o(1) by Condition
(C.6). Next consider c2n. By Lemma 4.2(iii), uniformly over `, j = 1, ..., N , we have
Edn(ω`n)dn(−ωjn) = λdnn−2
[
nσ(0)fˆ(λn(ω`n − ωjn))
+
(
n
2
)
λ−dn (2pi)
d
{
φ(ωjn)fˆ
2(λn(ω`nωjn))
+ φ(ω`n)fˆ
2(−λn(ωjn − ω`n))
}]
+Rn(ω`n,ωjn) +O
u(n−1/2+ε)
for any ε ∈ (0, 1) and where Rn(ω`n,ωjn) = Rn(ωjn,ω`n). Hence,
Edn(ω`n)dn(−ωjn) = Vn(ω`n,−ωjn) +Rn(ω`n,ωjn) +Ou(n−1/2+ε), ` 6= j,
holds where
|Vn(ω`n,−ωjn)| ≤ Cλ−an ‖ω`n − ωjn‖−a
by Condition (C.2)(ii) for some a ∈ (d/2, d]. For the summand
∆(ω`n,ωjn) ≡ E (dn(ω`n)dn(−ωjn)) E(dn(−ω`n)dn(ωjn)),
` 6= j, in c2n, it follows that
|∆(ω`n,ωjn)| ≤ C
(
λ−2an ‖ω`n − ωjn‖−2a + |Rn(ω`n,ωjn)|2 +Ou(n−1+2ε)
)
. (4.10)
Defining N(`) ≡
{
j ∈ Zd ∩ [−Cληdn , Cληdn ] : j + ` ∈ Zd ∩ [−Cληdn , Cληdn ]
}
, we may bound the
sum
λ−2dκn
∑
j 6=`
λ−2an ‖ω`n − ωjn‖−2a ≤ λ−2dκn λ−2an λ2aκn
∑
k∈Zd∩
[
−Cλdηn ,Cλdηn
]
∑
`∈N(k)
‖`‖−2a.
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where, using |{j ∈ Zd : ‖j‖1 = k}| ≤ 2dkd−1 for k ≥ 1,
∑
k∈Zd∩
[
−Cλdηn ,Cλdηn
]
∑
`∈N(k)
‖`‖−2a ≤ N
Cληdn∑
k=1
∣∣∣{j ∈ Zd : ‖j‖1 = k}∣∣∣ k−2ada
≤ CN
∞∑
k=1
kd−1−2a ≤ CN = O(ληdn )
for a > d/2. Hence, it now follows that
λ−2dκn
∑
j 6=`
λ−2an ‖ω`n − ωjn‖−2a = O(ληdn λ−dn )λ−2κ(d−a)n = O(1)o(1) = o(1). (4.11)
As N2n−1+2ελ−2dκn = o(1) by Condition (C.6), c2n = o(1) will follow from (4.10) by showing
λ−2κdn
N∑
j 6=`
(
|Rn(−ωjn,ω`n)|2 + |Rn(ωjn,ω`n)|2
)
= o(1); (4.12)
by complete analogy to c2n, this is enough to show c1n = o(1) as well. Let ω ∈ {±ωjn} ,ω∗ ∈
{±ω`n}, ` 6= j. Then, by the definition of Rn(·, ·) from Lemma 4.2(iii),
|Rn(ω,ω∗)| = |Rn(ω∗,ω)|
≤
∣∣∣∣∫ e−ıt′ωσ(t) ∣∣∣∣∫ e−ıλnx′(ω∗−ω)f(x)(f(x)− f(x+ λ−1n t) dx∣∣∣∣ dt∣∣∣∣
+
∣∣∣∣∫ e−ıt′ω∗σ(t) ∣∣∣∣∫ e−ıλnx′(ω−ω∗)f(x)(f(x)− f(x+ λ−1n t) dx∣∣∣∣ dt∣∣∣∣ ,
where by (4.3) and (C.2) we may bound∣∣∣∣∫ e−ıλnx′(ω−ω∗)f(x) [f(x)− f(x+ λ−1n t)] dx∣∣∣∣ ≤ C‖t‖λ−1n ∣∣∣∣∫ e−λnx′(ω−ω∗)f(x) dx∣∣∣∣
≤ C‖t‖λ−1n ‖λn(ω − ω∗)‖−a.
Since ∣∣∣∣∫ ∣∣∣e−ıω∗∣∣∣ |σ(t)|‖t‖ dt∣∣∣∣ ≤ ∫ |σ(t)|‖t‖ dt <∞
by (4.4) and Condition (C.1), we have |Rn(ω,ω∗)|2 ≤ Cλ−2n ‖λn(ω − ω∗)‖−2a so that (4.12)
follows from
λ−2κdn
N∑
j 6=i
(|Rn(ωjn,ω`n)|2 + |Rn(ωjn,−ω`n)|2) ≤ Cλ−2κdn λ−2n N∑
j 6=i
‖λn(ωjn − ωin)‖−2a
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= o(1)
by (4.11). We now have a1n = o(1) in (4.9).
The result will now follow by establishing a2n = o(1) for
a2n = λ
−2κd
n
N∑
j=1
h2θn(ωjn)Var(In(ωjn))
in (4.9). Note for ω1n = 0 and In(ω1n) = λ
d
nZ¯
2
n, Var(In(ω1n)) = O(1) holds by Lemma 4.1,
while by Lemma 4.2(ii), uniformly for j ∈ {2, ..., N},
Var(In(ωjn)) = A
2
n(ωjn) +An(ωjn)P1(Dn(ωjn)) + P2(Dn(ωjn)) (4.13)
+
[
An(ωjn) + λ
−1
n
]
O(n−1/2+ε) +Ou(λ−dn + n
−1+2ε),
where Dn(ω) = (R
[1]
n (ω),Ed2n(ω),Ed
2
n(−ω)). For j = 2, ..., N , |An(ωjn)| ≤ C by (C.3)(ii), so
that
λ−2κdn
N∑
j=2
∣∣h2θn(ωjn)∣∣ [(An(ωjn) + λ−1n )O(n−1/2+ε) +Ou(λ−dn + n−1+2ε)]
≤ Cλ−2κdn Nλ−dn + Cλnλ−2κdn Nn−1/2+ε = o(1) (4.14)
by (C.6). Also, A2n(ωjn) ≤ C(c−2n + φ(ωjn)), so that
λ−2κdn
N∑
j=2
A2n(ωjn) ≤ C(c−2n N + λκdn )λ−2κdn = o(1) (4.15)
by (4.1) and (C.6). By Lemma 4.2(iii), P1(Dn(ωjn)) then can be written as
d1R
[1]
n (ωjn) + d2Ed
2
n(ωjn) + d3Ed
2
n(−ωjn)
for real coefficients d1, d2, d3, where |P1(Dn(ωjn))| ≤ C by Lemma 4.1, so that∣∣∣∣∣∣
N∑
j=2
h2θn(ωjn)An(ωjn)P1(Dn(ωjn))
∣∣∣∣∣∣ ≤ C
∣∣∣∣∣∣
N∑
j=2
c−1n P1(Dn(ωjn))h
2
θn(ωjn)
∣∣∣∣∣∣+ C
N∑
j=2
φ(ωjn)
≤ C
∣∣∣∣∣∣
N∑
j=2
h2θn(ωjn)R
[1]
n (ωjn)
∣∣∣∣∣∣+
∣∣∣∣∣∣
N∑
j=2
h2θn(ωjn)R
[2]
n (ωjn)
∣∣∣∣∣∣
+
N∑
j=2
λ−an ‖ωjn‖−a +O(Nn−1/2+ε) +O(λκdn )
 (4.16)
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by (4.1), Condition (C.7) (i.e., bounded hθn(·)) and using Lemma 4.2(ii)-(iii) with Condition
(C.2)(ii) to expand and bound Ed2n(±ωjn), where a ∈ (d/2, d]. In (4.16), note
N∑
j=2
λ−an ‖ωjn‖−a ≤ C0λ−an (Cληn)d−1
bCληnc∑
j=1
j−a = O(Nλ−an ) = o(λ
2κd
n ) (4.17)
by a ∈ (d/2, d] and O(Nλ−an ) = O(Nλ−d/2n ) = O(b3/2n log λn) = o(λ2κdn ) under (C.6). In (4.16),
also note that similarly O(Nn−1/2+ε) +O(λκdn ) = o(λ2κdn ). Next we have in (4.16) that∣∣∣∣∣∣
N∑
j=2
h2θn(ωjn)R
[1]
n (ωjn)
∣∣∣∣∣∣ ≤ |R[1]n (0)|+
∣∣∣∣∣∣
N∑
j=1
h2θn(ωjn)R
[1]
n (ωjn)
∣∣∣∣∣∣
≤ Cλ−1n + 2
∣∣∣∣∣∣
∫ ∫ ∣∣∣∣∣∣
N∑
j=1
h2θn(ωjn)e
−it′ωjn
∣∣∣∣∣∣ |Hn(x, t)| dt dx
∣∣∣∣∣∣
≤ Cλ−1n
(
1 +
∫ ∫
M˜ (2)n (t)f(x)‖t‖
(
γ1(‖t‖)δ/(8+δ)
)
dt dx
)
= λ−1n
(
1 + o(λnλ
2κd
n )
)
= o(λ2κdn ) (4.18)
using (4.3) and (4.4) (which implies |R[1]n (0)| ≤ Cλ−1n ) and Condition (C.8). Likewise, by
Condition (C.8),∣∣∣∣∣∣
N∑
j=2
h2θn(ωjn)R
[2]
n (ωjn)
∣∣∣∣∣∣ ≤ Cλ−1n
1 + ∫ ∫
∣∣∣∣∣∣
N∑
j=1
h2θn(ωjn) exp(i(t+ λn2x)
′ωjn)
∣∣∣∣∣∣
×f(x)‖t‖ (γ1(‖t‖))δ/(8+δ) dx dt
)
≤ Cλ−1n
(
1 +
∫ ∫
M˜ (2)n (t)f(x)‖t‖ (γ1(‖t‖))δ/(8+δ) dx dt
)
= λ−1n
(
1 + o(λnλ
2κd
n
)
) = o(λ2κdn ). (4.19)
Hence, the left hand side of (4.16) is o(λ2κdn ) from (4.17), (4.18), and (4.19). By this, (4.14), and
(4.15), a2n = o(1) will follow by showing λ
−2κd
∣∣∣∑Nj=1 h2θn(ωjn)P2(Dn(ωjn))∣∣∣ = o(1) in (4.13).
Using the preceding arguments to handle the cross-product terms, it suffices to show
λ−2κdn
∣∣∣∣∣∣
N∑
j=1
h2θn(ωjn)R
[1]
n (ωjn)
2
∣∣∣∣∣∣ = o(1)
λ−2κdn
∣∣∣∣∣∣
N∑
j=1
h2θn(ωjn)R
[2]
n (ωjn)
2
∣∣∣∣∣∣ = o(1)
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λ−2κdn
∣∣∣∣∣∣
N∑
j=1
h2θn(ωjn)A
‡(ωjn)2
∣∣∣∣∣∣ = o(1).
Note
λ−2κdn
∣∣∣∣∣∣
N∑
j=1
h2θn(ωjn)A
‡(ωjn)2
∣∣∣∣∣∣ ≤ Cλ−2κdn
N∑
j=1
(
c−2n + φ(ωjn)
) ≤ λ−2κdn O(b2n + λκdn ) = o(1)
by (4.1) and (C.6), while by (4.3), (4.4), and Condition (C.8), we have∣∣∣∣∣∣λ−2κdn
N∑
j=1
h2θn(ωjn)R
[1]
1 (ωjn)
2
∣∣∣∣∣∣ ≤ λ−2κdn λ−2n
∫ ∫ ∣∣∣∣∣∣
N∑
j=1
h2θn(ωjn) exp
(
ı(t+ s)′ωjn
)∣∣∣∣∣∣
× f(x)f(y)‖t‖‖s‖ (γ1(‖t‖)γ1(‖s‖))δ/(8+δ) dt ds dx dy
≤ λ−2κdn λ−2n o(λnλ2κdn ) = o(1)
and likewise∣∣∣∣∣∣λ−2κdn
N∑
j=1
h2θn(ωjn)R
[2]
n (ωjn)
2
∣∣∣∣∣∣
≤ Cλ−2κdn λ−2n
∫ ∫ ∣∣∣∣∣∣
N∑
j=1
h2θn(ωjn) exp
(
ı((t+ s) + 2λn(x+ y))
′ωjn
)∣∣∣∣∣∣
× f(x)f(y)‖t‖‖s‖ (γ1(‖t‖)γ1(‖s‖))δ/(8+δ) dx dy dt ds
= o(1).
Hence λ−2κd
∣∣∣∑Nj=1 h2θn(ωjn)P2(Dn(ωjn))∣∣∣ = o(1) follows, implying a2n = o(1) in (4.9) and thus
Var(Dn,θn) = o(1). Consequently, Dn,θn
p−→ Dθ0 , establishing Lemma 4.4(i).
To show Lemma 4.4(ii), let E ≡ {(r1, ..., rp)′ ∈ Qp : ‖(r1, ..., rp)′‖ ≤ 1}, where Q denotes the
rational numbers, and let S = {{cn} : {cn} is a subsequence where cn ∈ E}; note S is countable
as E × N is countable. For any {cn} ∈ S, define θn = ancn + θ0 ∈ Bn. Then Dn,θn
p−→ Dθ0
by Lemma 4.4(i). Given any subsequence {nj} ⊂ {n}, we can find a further subsequence {k ≡
nk} ⊂ {nj} where Dk,θk −→ Dθ0 holds pointwise for any sequence θn = ancn + θ0, {cn} ∈ S,
a.s. (P ). On this set of probability 1, if possible suppose, for a given point ω ∈ Ω in this set,
that supθ∈Bk ‖Dk,θ −Dθ0‖9 0 holds. Then, there exists a subsequence {m ≡ km} ⊂ {k = nk}
and values θ˜m ∈ Bm such that ‖Dm,θ˜m −Dθ0‖ > δ for all m for some δ > 0. However, as Dn,θ
is continuous on Bn for any n, then for each m, there exists some rm = (r1, ..., rp)
′ ∈ E such
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that ‖Dm,θ˜m − Dm,θm‖ < δ2 holds for θm = rmam + θ0. Note Dm,θm → Dθ0 by construction.
Therefore ‖Dm,θm −Dθ0‖ < δ/2 eventually for large m. Thus, for all large m,
‖Dm,θ˜m −Dθ0‖ ≤ ‖Dm,θ˜m −Dm,θm‖+ ‖Dm,θm −Dθ0‖ <
δ
2
+
δ
2
= δ
holds, a contradiction. Hence supθ∈Bk ‖Dk,θ − Dθ0‖ → 0 a.s. (P ). Since {nj} was arbitrary,
supθ∈Bn ‖Dn,θ −Dθ0‖
p−→ 0 holds, establishing Lemma 4.4(ii).
We next require a distributional result which refines the CLT result in Condition (C.4)
Σ
−1/2
n
∑N
j=1Gθ0(ωjn)I
∗
n(ωjn)
d−→ N(0r, Ir) a.s. (PX), for I∗n(ω) = In(ωjn)− c−1n σ(0), ω ∈ Rd,
and Σn = 2
∑N
j=1Gθ0(ωjn)G
′
θ0
(ωjn)An(ωjn)
2.
With b2n = Nc
−2
n + λ
κd
n , define
Jn,θ0 =
1
b2n
N∑
j=1
Gθ0(ωjn)I˜n(ωjn), Wn,θ0 =
1
b2n
N∑
j=1
Gθ0(ωjn)G
′
θ0(ωjn)I˜
2
n(ωjn). (4.20)
Lemma 4.5. Suppose Conditions (C.1), (C.2), (C.3), (C.4) and (C.5) hold. Given any sub-
sequence {nj} ⊂ {n}, extract a further subsequence {k ≡ nk} ⊂ {nj} such that
1
Nk
Nk∑
j=1
Gθ0(ωjk)G
′
θ0(ωjk)→ Γ∗ (4.21)
for a positive definite r × r matrix Γ∗. Then, as k →∞, it holds that
Wk,θ0
p−→ V, bkJk,θ0 d−→ N(0r, aV ) a.s. (PX) (4.22)
for a positive definite matrix V and a constant a ∈ {1, 2} as defined according to the following
cases:
case PID b2n ∼ Nc−2n , where c−1n = λd/n→ c∗ ∈ (0,∞): V = σ2(0)Γ∗, a = 2;
case MID b2n ∼ Nc−2n , where c−1n = λd/n→ 0 and λκd  Nc−2n : V = σ2(0)Γ∗, a = 2;
case MID b2n ∼ λ−κdn , where c−1n = λd/n→ 0 and Nc−2n  λκd: V = 2Γ, a = 1 for
Γ ≡
∫
Rd
Gθ0(ωjn)G
′
θ0(ωjn)K
2φ2(ω) dω.
Remark 4.1. A subsequence for which (4.21) always exists under (C.3)(iii) though the matrix
Γ∗ ≡ Γ∗({nk}) may change with the subsequence {nk}.
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Proof. In the PID case, we have b2n ∼ Nc−2∗ and∥∥∥∥∥∥Σn − 2c−2∗ σ2(0)
N∑
j=1
Gθ0(ωjk)G
′
θ0(ωjk)
∥∥∥∥∥∥ = o(N)
by (C.3), (4.1) and ‖Gθ0(ω)‖ ≤ C, ω ∈ Rd. Then, under the subsequence (4.21), we have for
V = σ2(0)Γ∗ that ‖(2b2k)−1Σk − V ‖ → 0 so that
‖Wk,θ0 − V ‖ ≤ ‖Wk,θ0 − (2b2k)−1Σk‖+ ‖(2b2k)−1Σk − V ‖ = op(1)
using ‖Wk,θ0 − (2b2k)−1Σk‖ = op(1) by Lemma 4.2(v) and (4.1). From Σk/b2k → 2V and
T ∗k,θ0 ≡ Σ
−1/2
k
∑Nk
j=1Gθ0(ωjk)I
∗
k(ωjk)
d−→ N(0r, Ir) by (C.4), we have
bkJk,θ0 =
1
bk
Σ
1/2
k T
∗
k,θ0 +Rk,θ0
d−→ N(0r, 2V )
since, by |σˆk(0)− σ(0)| = Op(λ−d/2k ),
Rk,θ0 ≡ ‖bkJk,θ0 − b−1k Σ1/2k T ∗k,θ0‖ ≤ b−1k Nkc−1k Op(λ
−d/2
k ) = op(1) (4.23)
as Nkc
−1
k /bk = O(N
1/2
k ) = O(λ
ηd/2
k ) here with η < 1.
In the first MID case, we have b2n ∼ Nc−2n and∥∥∥∥∥∥Σn − 2c−2n σ2(0)
N∑
j=1
Gθ0(ωjk)G
′
θ0(ωjk)
∥∥∥∥∥∥ = o(b2n)
again by (C.3) and (4.1). Under the subsequence (4.21) and for V = σ2(0)Γ∗, it follows that
‖(2b2k)−1Σk − V ‖ → 0 so that ‖Wk,θ0 − V ‖ = op(1) by ‖Wk,θ0 − (2b2k)−1Σk‖ = op(1) from
Lemma 4.2(v) and (4.1). As Σk/b
2
k → 2V and T ∗k,θ0
d−→ N(0r, Ir) by (C.4), we have bkJk,θ0 d−→
N(0r, 2V ) where, analogous to (4.23), Rk,θ0 ≡ ‖bkJk,θ0−b−1k Σ1/2k T ∗k,θ0‖ ≤ b−1k Nkc−1k Op(λ
−d/2
k ) =
op(1) as Nkck/bk = O(N
1/2
k ) = O(λ
ηd/2
k ) with η < 1.
In the second MID case, b2n ∼ λ−κdn and Nc−2n  λκdn hold and, by (C.3) and the DCT, it
follows that
‖Σn − 2λκdn Γ‖ = o(b2n)
for Γ ≡ ∫Rd Gθ0(ωjn)G′θ0(ωjn)K2φ2(ω) dω. Under the subsequence (4.21) and for V = 2Γ,
we have ‖b−2k Σk − V ‖ → 0 so that ‖Wk,θ0 − V ‖ = op(1) by ‖Wk,θ0 − b−2k Σk‖ = op(1) from
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Lemma 4.2(v), Nkc
−2
k  λκdk and the boundedness of Gθ0(·). Then, from Σk/b2k → V (not 2V as
in previous cases) and T ∗k,θ0
d−→ N(0r, Ir) by (C.4), it follows that bkJk,θ0 d−→ N(0r, V ) where,
again analogous to (4.23), Rk,θ0 ≡ ‖bkJk,θ0−b−1k Σ1/2k T ∗k,θ0‖ ≤ b−1k Nkc−1k Op(λ
−d/2
k ) = op(1) from
Nkc
−1
k /bk = o(N
1/2
k ) = o(λ
ηd/2
k ) by Nkc
−2
k  λκdk ∼ b2k with η < 1.
The next result provides the main distributional result of [BLN], which shows the chi-square
limit distribution of the SFDEL log-ratio statistic (only) at the true value of θ0; see [BLN] for
its proof.
Lemma 4.6. Under Conditions (C.1)-(C.5), as n→∞
−a logRn(θ0) d−→ χ2r a.s. (PX)
where a = 1 if b2n ∼ Nc−2n (i.e., λ−κdn  Nc−2n ) and a = 2 if b2n ∼ λ−κdn (i.e., Nc−2n  λ−κdn ).
The last result of this section collects some useful distributional results, regarding extensions
of the statistics Jn,θ0 and Wn,θ0 from (4.20) and their behaviors on shrinking neighborhoods of
the true parameter θ0. With b
2
n = Nc
−2
n + λ
κd
n again, define
Jn,θ ≡ 1
b2n
N∑
j=1
Gθ(ωjn)I˜n(ωjn), Wn,θ ≡ 1
b2n
N∑
j=1
Gθ(ωjn)G
′
θ(ωjn)I˜
2
n(ωjn), (4.24)
and let Zn,θ ≡ max1≤j≤N
∥∥∥Gθ(ωjn)I˜n(ωjn)∥∥∥ for θ ∈ Θ. Let
Θn ≡
{
θ ∈ Θ : ‖θ − θ0‖ ≤ bnλ−κdn log λn
}
,
where bnλ
−κd
n log λn → 0 as n→∞ under condition (C.6). Define τn,θ ≡ max{λ−κdn bn, ‖θ−θ0‖}
for θ ∈ Θ.
Lemma 4.7. Under Conditions (C.1)-(C.8), as n→∞,
(i) supθ∈Θn bn‖Jn,θ‖ = Op(log λn) (a.s. (PX)).
(ii) supθ∈Θn τ
−1
n,θ‖Jn,θ‖ = Op(1) (a.s. (PX)).
(iii) supθ∈Θn ‖Wn,θ −Wn,θ0‖ = op(1) (a.s. (PX)).
(iv) supθ∈Θn τn,θZn,θ = op(1) (a.s. (PX)).
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Proof. Consider part (i). By Lemma 4.5, any subsequence of {n} has a further subsequence
{nk} along which bnkJnk,θ0 has a normal limit. Hence, bnJn,θ0 = Op(1) is tight. Then, for a
given θ ∈ Θn, by Taylor expansion of Jn,θ around θ0, for θ ∈ Θn and
Dn,θ ≡ λ−κdn
N∑
j=1
(∂Gθ(ωjn)/∂θ)I˜n(ωjn),
we have
Jn,θ = Jn,θ0 +
λκdn
b2n
Dn,θ0+c(θ−θ0)(θ − θ0) (4.25)
for some c ∈ [0, 1] (depending on θ). Then,
sup
θ∈Θn
‖Jn,θ‖ ≤ ‖Jn,θ0‖+
λκdn
b2n
sup
θ∈Θn
‖Dn,θ‖ sup
θ∈Θn
‖θ − θ0‖
As supθ∈Θn ‖Dn,θ‖ = Op(1) by Lemma 4.4(ii) and ‖Jn,θ0‖ = Op(b−1n ), we have
sup
θ∈Θn
bn ‖Jn,θ‖ ≤ Op(1) + bnλ
κd
n
b2n
Op(1)bnλ
−κd
n log λn = Op(log λn).
For part (ii), note that τ−1n,θ ≤ b−1n λκdn . Using a similar Taylor expansion (4.25), we have
sup
θ∈Θn
‖Jn,θ‖
τn,θ
≤ b−1n λκd‖Jn,θ0‖+
λκdn
b2n
sup
θ∈Θn
‖Dn,θ‖ sup
θ∈Θn
‖θ − θ0‖
τn,θ
≤ λκdn b−1n Op
(
b−1n
)
+
λκdn
b2n
Op(1) = Op(1)
using that ‖Jn,θ0‖ = Op(b−1n ), supθ∈Θn ‖Dn,θ‖ = Op(1) and λκdn /b2n = O(1).
To show part (iii), note that by Taylor expansion of Gθ(ωjn) around θ0, we have
Gθ(ωjn) = Gθ0(ωjn) + (θ − θ0)
∂Gθ(ωjn)
∂θ
+ Sn(ωjn),
where ‖Sn(ωjn)‖ ≤ C0‖θ − θ0‖2 for some C0 bounding
‖Gθ(·)‖ , ‖∂Gθ(·)/∂θ‖ ,
∥∥∂2Gθ0(·)/∂θ∂θ′∥∥
over Θn under Condition (C.7). Hence, it holds that
sup
θ∈Θn
‖Wn,θ −Wn,θ0‖ ≤ sup
θ∈Θn
b−2n
N∑
k=1
(‖Gθ(ωjn)‖+ ‖Gθ0(ωjn)‖)
× ‖Gθ(ωjn)−Gθ0(ωjn)‖ I˜2n(ωjn)
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≤ 4C
2
0
b2n
sup
θ∈Θn
(1 + ‖θ − θ0‖)‖θ − θ0‖
N∑
j=1
I˜2n(ωjn)
= O(bnλ
−κd
n log λn)Op(1) = op(1),
by Lemma 4.3(i).
Considering part (iv), note first that, by Lemma 4.3(ii) and the boundedGθ0(·) by Condition
(C.1), EZn,θ0 ≤
(
E
∑N
j=1
∥∥∥Gθ0(ωjn)4I˜4n(ωjn)∥∥∥)1/4 = O(b1/2n ), so that
Zn,θ0 = Op(b
1/2
n ) a.s. (PX). (4.26)
Using a Taylor expansion of Gθ(·) as in the proof of part (iii) and τn,θ ≤ λ−κdn bn log λn,
sup
θ∈Θn
τn,θZn,θ ≤ λ−κdn bn(log λn) sup
θ∈Θn
Zn,θ
≤ λ−κdn bn(log λn)
(
Zn,θ0 + sup
θ∈Θn
C0‖θ − θ0‖ max
1≤j≤N
I˜n(ωjn)
)
≤ λ−κdn b3/2n (log λn)
Zn,θ0
b
1/2
n
+ C0λ
−κd
n bn(log λn) sup
θ∈Θn
‖θ − θ0‖
 N∑
j=1
I˜2n(ωjn)
1/2
= o(1)Op(1) +O([λ
−κd
n bn log λn]
2)Op(bn) = o(1)
(a.s. (PX)) from Lemma 4.3(i), (4.26) and λ
−κd
n b
3/2
n log λn = o(1) by (C.6).
4.1.4 Proof of the Main Results
We split this proof of the main results into two parts. Firstly, we establish some background
EL results in Section 4.1.5, including the proof of Theorem 3.1 regarding the existence of a
maximizer θˆn to the SFDEL function. Recall the SFDEL function for θ ∈ Θ is given as
Ln(θ) = sup
{
N∏
k=1
pk :
N∑
k=1
pk = 1, pk ≥ 0, and
N∑
k=1
pkGθ(ωkn)I˜n(ωkn) = 0r
}
and ratio is Rn(θ) = Ln(θ)/N−N . Section 4.1.6 then provides the proofs for the limit distribu-
tion of log-SFDEL ratio statistics in Theorems 3.2− 3.5.
4.1.5 Results for the Maximum SFDEL estimator
Let Θn ≡
{
θ ∈ Θ : ‖θ − θ0‖ ≤ bnλ−κdn log λn
}
. Recall that bnλ
−κd
n log λn → 0 as n → ∞
under Condition (C.6). The next result shows that the SFDEL ratio Rn(θ) exists positively in
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a neighborhood around θ0 defined by Θn. Recall that a sufficient condition for Rn(θ) > 0, for
a given θ ∈ Θ, is that 0r is interior to the convex hull of {Gθ(ωjn)I˜n(ωjn)}Nj=1 ⊂ Rr (cf. Owen,
1990 [83]; Qin and Lawless, 1994 [84]).
Lemma 4.8. Under the assumptions of Theorem 3.1, P (Rn(θ) > 0 for θ ∈ Θn)→ 1 as n→∞
(a.s. (PX)).
Proof. Repeating the proof of Lemma 4.4(i), with Gθn and (C.5) in place of hθn(·) and (C.8)
there, it holds, for any yn ∈ Rd with ‖yn‖ = 1 and yn → y0 for some y0 with ‖y0‖ = 1 and
sequence θn → θ0, that
gn(yn, θn) ≡ λ−κdn
N∑
j=1
|y′nGθn(ωjn)|+ y′nGθn(ωjn)
2
I˜n(ωjn)
= λ−κdn
N∑
j=1
y′nGθn(ωjn)I
(
y′nGθn(ωjn) > 0
)
I˜n(ωjn)
p−→
∫
Rd∩{y′0Gθ0 (ωjn)>0}
y′0Gθ0(ω)φ(ω)K dω. (4.27)
Since
∫
Rd Gθ0(ω)G
′
θ0
(ω)φ2(ω) dω is positive definite by (C.3)(iv), there exists c0 > 0 such that
inf
y∈Rp,‖y‖=1
∫
{G′θ0 (ω)y>0}
G′θ0(ω)yφ(ω) dω ≥ c0.
(If not, then there exists {ym} ⊂ Rp with ‖ym‖ = 1 such that∫
{G′θ0 (ω)ym>0}
G′θ0(ω)ymφ(ω) dω <
1
m
for all m ≥ 1. By compactness, there exists a subsequence {ymk} such that ymk → y0 ∈
Rp, ‖y0‖ = 1, and, on the set {ω : y′0Gθ0(ω) > 0}, we have for each ω ∈ Rd,
y′mkGθ0(ω)φ(ω)I(y
′
mk
Gθ0(ω) > 0)→ y′0Gθ0(ω)φ(ω)I(y′0Gθ0(ω) > 0).
Hence, by Fatou’s lemma, it follows that
0 ≤
∫
y′0Gθ0(ω)φ(ω)I(y
′
0Gθ0(ω) > 0) dω ≤ lim inf
∫
{y′mkGθ0 (ω)>0}
y′mkGθ0(ω)φ(ω) dω = 0,
which also implies
∫
{G′θ0y0<0}
G′θ0(ω)y0φ(ω) dω = 0 by
∫
Gθ0(ω)φ(ω) dω = 0. Then,
G′θ0(ω)y0φ(ω) = 0 a.e.
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so that
y′0
(∫
Gθ0(ω)G
′
θ0(ω)φ
2(ω) dω
)
y0 =
∫ (
G′θ0(ω)y0
)2
φ2(ω) dω = 0,
contradicting that
∫
Gθ0(ω)G
′
θ0
(ω)φ2(ω)dω is positive definite.)
By (4.27) and using countability arguments, for any subsequence {nj} ⊂ {n}, take a further
subsequence {nk} ⊂ {nj}, letting nk ≡ k, such that
gk(yk, θ0)→
∫
{y′Gθ0 (ω)>0}
y′Gθ0(ω)φ(ω) dω
a.s. (P ) for any yk ∈ Rp, ‖yk‖ = 1, where
yk ∈ E ≡
{
(r1, ..., rp)
‖(r1, ..., rp)‖ : ri ∈ Q, i = 1, ..., p, ‖(r1, ..., rp)‖ 6= 0
}
,
yk → y for some y ∈ Rp, ‖y‖ = 1, and any θn = cnλ−κdn bn log λn + θ0 such that cn ∈ E1 ≡
{(r1, ..., rp) : ri ∈ Q, i = 1, ...., p, ‖(r1, ..., rp)‖ ≤ 1}. Then, on this set of P -probability 1, for
∆k ≡ infθ∈Θk infy∈Rp,‖y‖=1gk(θ,y), it holds that lim infk→∞∆k > c0/2, pointwise. (If not, for
a given point ω ∈ Ω, there exists a subsequence {m ≡ km} ⊂ {k ≡ nk} and some θm ∈ Θm and
ym ∈ Rp, ‖ym‖ = 1 where gm(ym, θm) ≤ c0/2 for all m ≥ 1. By continuity of gm(·, ·), there
exists y˜m ∈ E and θ˜m = cmλ−κdm log λmbm+θ0, cm ∈ E1 such that |gm(y˜m, θ˜m)−gm(ym, θm)| <
c0/4 for all m, and there exists a subsequence {mj} ⊂ {m} and with y˜mj → y˜0 ∈ Rp, ‖y˜0‖ = 1
by compactness (for some y˜0) so that gmj (y˜mj , θ˜mj )→
∫
{G′θ0 (ω)y˜0>0}
G′θ0(ω)y˜0φ(ω) dω ≥ c0 by
construction. Thus, for large mj , we have gmj (ymj , θmj ) > 3c0/4, a contradiction.)
Again, pointwise on this set of P -probability 1, ∆k ≡ infθ∈Θk infy∈Rp,‖y‖=1gk(θ,y) > c02 > 0
holds eventually. This implies that, for any given θ ∈ Θk, 0r must in the convex hull of
{Gθ(ωjk)I˜k(ωjk)}Nkj=1. If not, then the by separating hyperplane theorem, there exists a ∈
Rr, ‖a‖ = 1 such that G′θ(ωjk)′aI˜k(ωjk) ≤ 0 for all j = 1, ..., Nk, implying
gk(θ,a) = λ
−κd
k
Nk∑
j=1
G′θ(ωjk)aIk(ωjk)I(G′θ(ωjn)a > 0) ≤ 0,
which contradicts gk(θ,a) ≥ ∆k > 0. Thus, pointwise on a set of P -probability 1, 0r is eventu-
ally in the interior convex hull of {Gθ(ωjn)Ik(ωjn)}Nkj=1 for any θ ∈ Θk. This implies that even-
tually Rk(θ) > 0 for all θ ∈ Θk on a set of P -probability 1, so that P (Rk(θ) > 0,∀θ ∈ Θk)→ 1.
Since the original subsequence {nj} ⊂ {n} was arbitrary, we have
P (Rn(θ) > 0, for all θ ∈ Θn)→ 1 (a.s. (PX)),
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completing the proof.
We next show that a non-trivial maximizer of the SFDEL ratio Rn(·) is guaranteed to exist.
For
Θn ≡
{
θ ∈ Θ : ‖θ − θ0‖ ≤ bnλ−κdn log λn
}
,
define its interior
Θ◦n =
{
θ ∈ Θ : ‖θ − θ0‖ < bnλ−κdn log λn
}
and its boundary
∂Θn =
{
θ ∈ Θ : ‖θ − θ0‖ = bnλ−κdn log λn
}
.
For θ ∈ Θn and t ∈ R, define
Qn(θ, t) ≡ 1
b2n
N∑
j=1
I˜n(ωjn)Gθ(ωjn)
1 + t′I˜n(ωjn)Gθ(ωjn)
; Q˜n(θ, t) ≡
N∑
j=1
[∂Gθ(ωjn)/∂θ]
′I˜n(ωjn)t
1 + t′Gθ(ωjn)I˜n(ωjn)
.
Lemma 4.9. Under the assumptions of Theorem 3.1, a maximizer θˆn = argmaxθ∈ΘnRn(θ)
exists on Θn satisfying θˆn ∈ Θ◦n, Qn(θˆn, tθˆn) = 0r and Q˜n(θˆn, tθˆn) = 0p with P -probability
converging to 1 as n→∞ a.s. (PX).
Proof. It suffices to show that, for any subsequence {nj}, there exists a further subsequence
{nk} ⊂ {nj} such that the P -probability of the event in Lemma 4.9 converges to one along
{nk} (a.s. (PX)). From a given subsequence {nj}, one can extract {nk} such that (4.21) holds
by Condition (C.3)(iii), i.e., N−1k
∑Nk
j=1Gθ0(ωjnk)G
′
θ0
(ωjnk) → Γ∗ for a nonsingular r × r Γ∗.
We shall assume (4.21) setting nk = n in the following to ease the notation throughout the
remainder of the proof. For simplicity, we will also suppress (a.s. (PX)) notation so that all
probability statements to follow are to be understood as holding (a.s. (PX)).
For `(θ) = − logRn(θ), we will first show that, with arbitrarily high P -probability as
n → ∞, `n(θ) exists and is continuously differentiable on the neighborhood Θn of θ0. This,
in turn, implies that `(θ) has a minimizer θˆn (or equivalently Rn(θ) has a maximizer) on the
compact set Θn.
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Now by Lemma 4.8, the event that Rn(θ) > 0 for all θ ∈ Θn has arbitrarily high P -
probability as n→∞. When Rn(θ) > 0, the SFDEL-ratio admits an expansion
`(θ) =
N∑
i=1
log
(
1 + t′θ I˜n(ωjn)Gθ(ωjn)
)
(4.28)
for a Lagrange multiplier tθ ∈ Rr satisfying Qn(θ, tθ) = 0r; see Owen (1990) [83]. By
Lemma 4.5, Wn,θ0
p−→ V holds for a positive definite V , so that by Lemma 4.7(iii) (i.e.,
supθ∈Θn ‖Wn,θ −Wn,θ0‖ = op(1)) it follows that Wn,θ is positive definite for all θ ∈ Θn with
P -probability approaching 1 as n → ∞. When Wn,θ is positive definite and Rn(θ) > 0,
∂Qn(θ, t)/∂t is negative definite for all θ ∈ Θn. By this fact combined with the implicit
function theorem and Qn(θ, tθ) = 0r (cf. Qin and Lawless, 1994 [84]), we have that tθ is a
continuously differentiable function of θ on Θn. Hence, with P -probability approaching 1 as
n → ∞, `n(θ) is then continuously differentiable on Θn and consequently has a minimizer θˆn
on Θn.
We next show that the minimizer θˆn cannot be on ∂Θn, the boundary of Θn, and then must
lie in the interior Θ◦n. Write tθ = ‖tθ‖uθ, ‖uθ‖ = 1, θ ∈ Θn. Using a standard argument to
expand Qn(θ, tθ) = 0r, we get
0r = Qn(θ, tθ) = −b−2n
N∑
j=1
Gθ(ωjn)G
′
θ(ωjn)
′tθ I˜2n(ωjn)
1 + t′θGθ(ωjn)I˜n(ωjn)
+ Jn,θ.
Multiplying both sides above by u′θ, adding u
′
θJn,θ, and taking norms gives
‖Jn,θ‖ ≥ ‖tθ‖ u
′
θWn,θuθ
1 + ‖tθ‖Zn,θ ,
implying
sup
θ∈Θn
τ−1n,θ‖Jn,θ‖ ≥
supθ∈Θn τ
−1
n,θ‖tθ‖u′θWn,θuθ
1 +
(
supθ∈Θn τn,θZn,θ
) (
supθ∈Θn τ
−1
n,θ‖tθ‖
) . (4.29)
As Wn,θ0
p−→ V holds for a positive definite V by construction under Lemma 4.5 and
sup
θ∈Θn
‖Wn,θ −Wn,θ0‖ = op(1)
by Lemma 4.7(iii), we have in (4.29) that infθ∈Θn u′θWn,θuθ ≥ σ1(1 + op(1)) where σ1 > 0 is
the smallest eigenvalue of V . As supθ∈Θn τ
−1
n,θ‖Jn,θ‖ = Op(1) and supθ∈Θn τn,θ‖Zn,θ‖ = op(1)
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by Lemma 4.7, we have from (4.29) that Op(1) ≥ supθ∈Θn τ−1n,θ‖tθ‖(σ1 + op(1)) or
sup
θ∈Θn
τ−1n,θ‖tθ‖ = Op(1). (4.30)
Then again expanding Qn(θ, tθ) = 0r, we may write
0r = Jn,θ −Wn,θtθ + 1
b2n
N∑
j=1
Gθ(ωjn)I˜n(ωjn)
(
G′θ(ωjn)I˜n(ωjn)tθ
)2
1 + t′θGθ(ωjn)I˜n(ωjn)
.
Using supθ∈Θn ‖Wn,θ − V ‖
p−→ 0 and consequently, supθ∈Θn ‖W−1n,θ − V −1‖
p−→ 0, we obtain
tθ = W
−1
n,θJn,θ +Rθ, (4.31)
where
sup
θ∈Θn
‖Rθ‖ ≤ sup
θ∈Θn
∥∥∥∥∥∥∥
W−1n,θ
b2n
N∑
j=1
Gθ(ωjn)I˜n(ωjn)
(
G′θ(ωjn)I˜n(ωjn)tθ
)2
1 + t′θGθ(ωjn)I˜n(ωjn)
∥∥∥∥∥∥∥
≤ sup
θ∈Θn
∥∥∥W−1n,θ∥∥∥ ‖Wn,θ‖Zn,θ ‖tθ‖2
1 + Zn,θ‖tθ‖
= sup
θ∈Θn
∥∥∥W−1n,θ∥∥∥ ‖Wn,θ‖ (τn,θZn,θ)(τ−1n,θ ‖tθ‖) ‖tθ‖
1 + (τn,θZn,θ)
(
τ−1n,θ‖tθ‖
)
= op
(
sup
θ∈Θn
‖tθ‖
)
, (4.32)
using Lemma 4.7(iv) (i.e., supθ∈Θn τn,θZn,θ = op(1)), (4.30), supθ∈Θn ‖W−1n,θ‖ = Op(1),
supθ∈Θn ‖Wn,θ‖ = Op(1) and supθ∈Θn Zn,θ‖tθ‖ = op(1).
For θ ∈ Θn and j = 1, . . . , N , define γj,θ ≡ G′θ(ωjn)I˜n(ωjn)tθ, noting that
sup
θ∈Θn
max
1≤j≤n
|γj,θ| ≤ sup
θ∈Θn
Zn,θ‖tθ‖ = op(1). (4.33)
When supθ∈Θn max1≤j≤n |γj,θ| is small, we may use Taylor expansion and (4.31) to express
`n(θ) in (4.28) as
`n(θ) =
N∑
j=1
log(1 + γj,θ) =
N∑
j=1
γj,θ − 1
2
N∑
j=1
γ2j,θ + R˜n,θ
=
N∑
j=1
G′θ(ωjn)I˜n(ωjn)tθ −
1
2
t′θ
N∑
j=1
Gθ(ωjn)G
′
θ(ωjn)I˜
2
n(ωjn)tθ + R˜n,θ
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= b2nJ
′
n,θ
(
W−1n,θJn,θ +Rθ
)
− 1
2
(
W−1n,θJn,θ +Rθ
)′
b2nWn,θ
(
W−1n,θJn,θ +Rθ
)
+ R˜n,θ
=
1
2
b2nJn,θW
−1
n,θJn,θ −
1
2
b2nR
′
θWn,θRθ + R˜n,θ. (4.34)
where Rθ is from (4.31) and R˜n,θ is a remainder (from Taylor expansion) bounded by
sup
θ∈Θn
∣∣∣R˜n,θ∣∣∣ ≤ sup
θ∈Θn
1
3
‖Wn,θ‖Zn,θ‖tθ‖3b2n
(1− ‖tθ‖Zn,θ)3 = op
(
sup
θ∈Θn
‖tθbn‖2
)
. (4.35)
from (4.33). By (4.31)-(4.32) and Lemma 4.7(i),
sup
θ∈Θn
‖bntθ‖ ≤ sup
θ∈Θn
∥∥∥W−1n,θ∥∥∥ sup
θ∈Θn
b ‖Jn,θ‖+ sup
θ∈Θn
bn ‖Rθ‖
= Op(1)Op(log λn) + op
(
sup
θ∈Θn
‖tθbn‖
)
so that
sup
θ∈Θn
‖bntθ‖ = Op(log λn), (4.36)
sup
θ∈Θn
‖bnRθ‖ = op(log λn), (4.37)
sup
θ∈Θn
|R˜n,θ| = op(log2 λn), (4.38)
where the last bound follows by (4.35). Hence, combining (4.34), (4.37), and (4.38), we get
sup
θ∈∂Θn
∣∣∣∣`n(θ)− 12b2nJ ′n,θW−1n,θJn,θ
∣∣∣∣ = op(log2 λn)
which can be further re-written as
sup
θ∈∂Θn
∣∣∣∣`n(θ)− 12b2nJ ′n,θV −1Jn,θ
∣∣∣∣ = op(log2 λn)
from
sup
θ∈Θn
∥∥∥b2nJ ′n,θW−1n,θJn,θ − b2nJ ′n,θV −1Jn,θ∥∥∥ ≤ sup
θ∈Θn
b2n‖Jn,θ‖2 sup
θ∈Θn
∥∥∥W−1n,θ − V −1∥∥∥
= Op(log
2 λn)op(1)
by supθ∈Θn ‖W−1n,θ − V −1‖ = op(1) and Lemma 4.7(i). For θ ∈ ∂Θn, it holds that θ = θ0 +(
λ−κdn bn log λn
)
vθ for some vθ ∈ Rp with ‖vθ‖ = 1, so that by Lemma 4.4(ii)
bnJn,θ = bnJn,θ0 +
λκdn
bn
(Dθ0 + op(1))λ
−κd
n bn log λnvθ = Mn,θ + op(log(λn)).
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Mn,θ ≡ bnJn,θ0 + Dθ0vθ log λn, where the op(log(λn)) term is uniform in θ ∈ Θn and we may
re-express
sup
θ∈∂Θn
∣∣∣∣`n(θ)− 12M ′n,θV −1Mn,θ
∣∣∣∣ = op(log2 λn).
Then we have, uniformly in θ ∈ ∂Θn, ‖vθ‖ = 1,
2`n(θ) = M
′
n,θV
−1Mn,θ + op
(
log2 λn
)
= b2nJ
′
n,θ0V
−1Jn,θ0 + bnJ
′
n,θ0V
−1 log(λn)Dθ0vθ
+ log(λn)v
′
θD
′
θ0V
−1Jθ0bn + log
2(λn)v
′
θD
′
θ0V
−1Dθ0vθ + op(log
2 λn)
= log2(λn)v
′
θD
′
θ0V
−1Dθ0vθ + op(log
2 λn)
≥ σ
2
log2(λn)(1 + op(1)),
where σ > 0 is the smallest eigenvalue of positive definite D′θ0V
−1Dθ0 (as Dθ0 has full column
rank p).
Consequently, infθ∈∂Θn `n(θ) ≥ 2−1σ log2(λn)(1 + op(1)), while by Lemma 4.6 `n(θ0) =
Op(1). Hence, the minimizer θˆn of `n(θ) on Θn must lie in Θ
◦
n and, as `(θ) is continuously
differentiable on Θ, it follows that
0p =
∂`n(θ)
∂θ
∣∣∣∣
θˆn
= Q˜n(θˆn, tθˆn) +
[
∂tθˆn
∂θ
]′
Qn(θˆn, tθˆn)
using Qn(θˆn, tθˆn) = 0r. This completes the proof.
4.1.6 Proofs for Main Theorems 3.2 - 3.5
4.1.6.1 Proof of Theorems 3.2 - 3.4
Proof. We shall use notation and preliminary results established in the proof of Lemma 4.9, con-
cerning `(θ) = − logRn(θ), θ ∈ Θn. Namely, it suffices to show that, for any subsequence {nj},
there exists a further subsequence {nk} ⊂ {nj} such that the chi-square limit distributions hold
along the subsequence {nk} (a.s. (PX)). From a given subsequence {nj}, one can again extract
{nk} such that (4.21) holds by Condition (C.3)(iii), i.e., N−1k
∑Nk
j=1Gθ0(ωjnk)G
′
θ0
(ωjnk) → Γ∗
for a nonsingular r × r matrix Γ∗. We shall henceforth assume (4.21), setting nk = n in
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the following for simplicity, and also suppress (a.s. (PX)) notation in P -probability state-
ments. Recall that, by Lemma 4.5, (4.22) holds for the subsequence, i.e., Wn,θ0
p−→ V and
bnJn,θ0
d−→ N(0r, aV ) for a positive definite V and constant a ∈ {1, 2} defined in Lemma 4.5.
With arbitrarily high P -probability as n→∞, the maximizer θˆn exists with the properties
stated in Lemma 4.9. From Q˜n(θˆn, tθˆn) = 0p, we have
0p = λ
−κd
n
N∑
j=1
[∂Gθˆn(ωjn)/∂θ]
′I˜n(ωjn)tθˆnbn
1 + t′
θˆn
Gθˆn(ωjn)I˜n(ωjn)
= λ−κdn
N∑
j=1
[
∂Gθˆn(ωjn)
∂θ
]′
I˜n(ωjn)tθˆnbn + Sn,
where, by the boundedness of partial derivatives under Condition (C.7), Lemma 4.3(i) and
supθ∈Θn ‖tθ‖Zn,θ = op(1) by Lemma 4.7(iv), we have
‖Sn‖ =
∥∥∥∥∥∥λ−κdn
N∑
j=1
t′
θˆn
Gθˆn(ωjn)[∂Gθˆn(ωjn)/∂θ]
′I˜2n(ωjn)tθˆnbn
1 + t′
θˆn
Gθˆn(ωjn)I˜n(ωjn)
∥∥∥∥∥∥
≤ C0
λ−κdn ‖tθˆn‖2bnOp(b2n)
1− ‖tθˆn‖Zn,θˆn
= Op
(
λ−κdn b
3
n‖tθˆn‖2
)
.
As ‖bntθˆn‖ = Op(log λn) by (4.36) and λ−κdn bn log λn = o(1) by (C.6), it follows then that
‖Sn‖ = op(bn‖tθˆn‖). Then, by Lemma 4.4(ii), we obtain
0p = λ
−κd
n
N∑
j=1
[
∂Gθˆn(ωjn)
∂θ
]′
I˜n(ωjn)tθˆnbn + Sn
= [Dn,θˆn ]
′tθˆnbn + op(bn‖tθˆn‖)
= D′θ0tθˆnbn + op(bn‖tθˆn‖).
From (4.25), (4.31), (4.32) along with Lemma 4.4(ii) and supθ∈Θn ‖Wn,θ − V ‖ = o(1) by
Lemma 4.7(iii), we also have
V bntθˆn = bnJn,θ0 +Dθ0(θˆn − θ0)λκdn b−1n + op(δn)
for δn = ‖θˆn − θ0‖λκdn b−1n + bn‖tθˆn‖. The two previous expansions then may be combined to
yield
Σ
 bntθˆn
(θˆn − θ0)λ
κd
n
bn
 =
bnJθ0 + op(δn)
op(δn)
 (4.39)
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for
Σ =
 V −Dθ0
D′θ0 0
 , Σ−1 =
 U1 V −1Dθ0U2
−U2D′θ0V −1 U2
 ,
where Σ, U1 = V
−1−V −1Dθ0U2D′θ0V −1, and U2 = (D′θ0V −1Dθ0)−1 are positive definite. Taking
norms in (4.39) and recalling that bnJn,θ0
d−→ N(0, aV ), one can deduce Op(δn)(1 + op(1)) =
Op(1) or δn = Op(1) so that bntθˆn
(θˆ − θ0)λ
κd
bn
 = Σ−1
bnJθ0 + op(1)
op(1)
 =
 U1
−U2D′θ0V −1
 bnJn,θ0 + op(1). (4.40)
Noting that U1V U
′
1 = U1, (U2D
′
θ0
V −1)V (U2D′θ0V
−1)′ = U2 and (U2D′θ0V
−1)V U ′1 = 0p×r, it
now follows from bnJn,θ0 = Op(1) and (4.40) that bntθˆn
(θˆn − θ0)λ
κd
bn
 d−→ N
0, a
U1 0
0 U2

 .
We note that the normal limit for θˆnk above depends on the subsequence used (i.e., n abbre-
viates {nk} above) to obtain a limit matrix Γ∗ ≡ Γ∗({nk}) in (4.21) and, consequently, the
distributional limit bnkJnk,θ0
d−→ N(0r, aV ) from Lemma 4.5 (depending on {nk} and Γ∗).
Hence, the limit distribution for bnkJnk,θ0 and θˆnk can change with the subsequence {nk},
implying that {θˆn} (along the original sequence {n}, not any particular subsequence {nk})
generally may not have a distributional limit.
Let Ir denote the r×r identity matrix and let PX = X(X ′X)−1X ′ denote the projection ma-
trix of a generic matrix X (with non-singular X ′X) so that PV −1/2Dθ0 = V
−1/2Dθ0U2D′θ0V
−1/2.
In the limit bnJn,θ0
d−→ N(0, aV ) under Lemma 4.5, let a1 be chosen so that a1 = 2/a (i.e.,
a1 = 1 in PID/MID cases where b
2
n ∼ Nc−2n and a1 = 2 in the MID case b2n ∼ λκdn ). It follows
from (4.32), (4.34), (4.35) along with (4.25), Lemma 4.4(ii), supθ∈Θn ‖W−1n,θ − V −1‖ = o(1),
bnJn,θ0
d−→ N(0, aV ), and (4.40) that
a1`n(θˆn) =
a1
2
b2nJ
′
n,θˆn
W−1
n,θˆn
Jn,θˆn + op(1)
=
a1
2
b2n
[
Jn,θ0 +Dθ0(θˆn − θ0)
λκd
b2n
]′
V −1
[
Jn,θ0 +Dθ0(θˆn − θ0)
λκdn
b2n
]
+ op(1)
=
1
a
[
Jn,θ0bn −Dθ0U2D′θ0V −1bnJn,θ0
]′
V −1
[
Jn,θ0bn −Dθ0U2D′θ0V −1bnJn,θ0
]
+ op(1)
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=
(
V −1/2
√
1
a
bnJn,θ0
)′ (
Ir − PV −1/2Dθ0
)(
V −1/2
√
1
a
bnJn,θ0
)
+ op(1).
The arguments leading to (4.29) imply ‖bntθ0‖ = Op(1) from Zn,θ0 = op(bn) by (4.26) and from
bnJn,θ0 = Op(1) so that, by (4.32), (4.34), (4.35), we also have
a1`n (θ0) =
a1
2
b2nJ
′
n,θ0W
−1
n,θ0
Jn,θ0 + op(1)
=
(
V −1/2
√
1
a
bnJn,θ0
)′(
V −1/2
√
1
a
bnJn,θ0
)
+ op(1).
Noting that V −1/2
√
1/a bnJn,θ0 −→ N(0, Ir) along with the fact that the projection matrices
Ir−PV −1/2Dθ0 and PV −1/2Dθ0 are orthogonal and idempotent with ranks r−p and p, respectively,
we now have that by Slutsky’s theorem that a1`n(θˆn)
d−→ χ2r−p,
a1`n (θ0)− a1`n(θˆn) =
(
V −1/2
√
1
a
bnJn,θ0
)′
PV −1/2Dθ0
(
V −1/2
√
1
a
bnJn,θ0
)
+ op(1)
d−→ χ2p,
and a1`n(θˆn) and a1`n (θ0)− a1`n(θˆn) are asymptotically independent.
4.1.6.2 Proof of Theorem 3.5
Proof. By Theorems 3.2 - 3.4, it suffices to show that
aˆn
p−→

1
2 for PID and MID with λ
κd
n  Nc−2n
1 for MID with λκdn  Nc−2n
.
Without loss of generality, we will assume r = 1 or that Gθ(·) is real-valued. Note that
‖θˆn − θ0‖ = Op(λ−κdn bn) = op(1) by (4.40) so that∣∣∣∣∣∣b−2n
N∑
j=1
‖Gθˆn(ωjn)‖2I˜2n(ωjn)− b−2n
N∑
j=1
‖Gθ0(ωjn)‖2I2n(ωjn)
∣∣∣∣∣∣ ≤ C‖θˆn − θ0‖b−2n
N∑
j=1
I˜2n(ωjn)
= op(1)
by (C.7) and Lemma 4.3(i) and likewise∣∣∣∣∣∣b−2n
N∑
j=1
‖Gθˆn(ωjn)‖2I2n(ωjn)− b−2n
N∑
j=1
‖Gθ0(ωjn)‖2I2n(ωjn)
∣∣∣∣∣∣
≤ C‖θˆn − θ0‖b−2n
N∑
j=1
(
I˜2n(ωjn) + σˆ(0)
2c−2n
)
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= op(1)O(1 + b
−2
n Nc
−2
n ) = op(1)
by b−2n Nc−2n = O(1). By the above and Lemma 4.2(v), we have
b−2n
N∑
j=1
‖Gθˆn(ωjn)‖2I˜2n(ωjn) = b−2n
N∑
j=1
‖Gθ0(ωjn)‖2
(
An(ωjn)
2 +K2φ(ωjn)
2
)
+ op(1)
b−2n
N∑
j=1
‖Gθˆn(ωjn)‖2I2n(ωjn) = b−2n
N∑
j=1
‖Gθ0(ωjn)‖22An(ωjn)2 + op(1).
Under PID/MID with λκdn  Nc−2n and b2n ∼ Nc−2n , it now holds using (4.1) and (C.3) that
aˆn =
b−2n
∑N
j=1 ‖Gθˆn(ωjn)‖2I˜2n(ωjn)
b−2n
∑N
j=1 ‖Gθˆn(ωjn)‖2I2n(ωjn)
=
b−2n
∑N
j=1 ‖Gθ0(ωjn)‖2c−2n σ(0)2 + op(1)
b−2n
∑N
j=1 ‖Gθ0(ωjn)‖22c−2n σ(0)2 + op(1)
=
1
2
+ op(1).
Under MID with Nc−2n  λκdn and b2n ∼ λκdn , it holds using (4.1), (C.3) and c−1n → 0 that
aˆn =
b−2n
∑N
j=1 ‖Gθˆn(ωjn)‖2I˜2n(ωjn)
b−2n
∑N
j=1 ‖Gθˆn(ωjn)‖2I2n(ωjn)
=
b−2n
∑N
j=1 ‖Gθ0(ωjn)‖22K2φ2(ωjn) + op(1)
b−2n
∑N
j=1 ‖Gθ0(ωjn)‖22K2φ2(ωjn) + op(1)
= 1 + op(1).
This completes the proof.
4.2 Tables of Simulation Results
4.2.1 Introduction
In this simulation study we considered applying the spatial FDEL method to three different
problems: testing for isotropy, testing for covariance separability, and variogram model fitting.
We considered four different spatial sampling designs: uniform; a mixture of uniform and
bivariate double exponential distributions; a mixture of two bivariate normal distributions; and
a mixture of uniform and two bivariate normal distributions. To describe the spatial sample
designs used, we first define the following notation about probability distributions. Let U denote
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a uniform distribution on [−0.5, 0.5]2. Let TBN(µx, µy, σx, σy, ρxy) denote a bivariate normal
distribution with mean parameters µx and µy, variance parameters σ
2
x and σ
2
y , and correlation
ρxy that is truncated to [−0.5, 0.5]2. Let DE(θ) denote a double exponential distribution with
parameter θ; X ∼ DE(θ) if it has probability density function
f(x|θ) = 1
2θ
exp (−|x|/θ) , −∞ < x <∞.
We say that a bivariate random variable Z = (X,Y ) ∼ TBDE(θ) if X ∼ DE(θ), Y ∼ DE(θ),
X and Y are independent, and Z is truncated to [−0.5, 0.5]2.
Sites were generated as si = λnXi, i = 1, . . . , n, where Xi was drawn from four different
designs:
• Uniform: Xi ∼ U;
• Uniform / Normal Mixture: Xi ∼ 13U + 13TBN(µx = 0.25, µy = 0.25, σx = 0.1, σy =
0.1, ρxy = 0) +
1
3TBN(µx = −0.25, µy = −0.25, σx = 0.1, σy = 0.1, ρxy = 0);
• Uniform / Double Exponential Mixture: Xi ∼ 12U + 12TBDE(1/8);
• Normal Mixture: Xi ∼ 12BN1 + 12BN2 from a bivariate normal mixture (truncated to
[−0.5, 0.5]2), where BNi represents a bivariate normal with mean 1− (0.5i−1, 0.5i−1) and
identity covariance I2.
In all cases we considered uniform sites and non-uniform sites generated by the uniform /
normal mixture; in some cases we also considered non-uniform sites generated by the normal /
double exponential mixture and the mixture of normals.
An example of site locations for the four designs with n = 600 points on a 12 × 12 grid is
shown in Figure 4.1.
There are several parameters to control in the simulation: the grid size λn, the number of
points n, and the parameters C, κ, and η, which control the set of Fourier frequencies, which is
given by
N = Nn =
{
jλ−κn : j ∈ Zd, j ∈ [−Cληn, Cληn]d
}
.
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Mixture of Normals
Figure 4.1 Example of uniform (top left), normal / uniform mixture (top right), uniform /
double exponential mixture (bottom left), and mixture of normals locations on a
12× 12 grid with n = 600 points
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We considered a variety of different values of these parameters. In all cases we used C = 0.5, 1
and 1.5; κ = 0.01, 0.05, and 0.10; η = 1; λn = 12 and 24; and n = 600, 1200, and 1800. We also
considered additional values of these parameters in some situations, such as larger and smaller
values of C (0.25, 2, 3, and 4), larger values of κ (0.2, 0.3, and 0.4), and larger grid size λn = 36.
In general, we found that results are generally good when C is neither too small nor too large
and κ is small. This corresponds to a set of frequencies that is not too large (but large enough
for a suitably discretized approximation to the integral in the spectral moment condition to
define its sample version) in which there is sufficient spacings between the frequencies which
ensures that the frequencies are asymptotically distant. As the grid size λn improves, results
invariably improve, and results generally improve as the number of points n increases.
For the testing problems (testing for isotropy and covariance separability), we considered
two primary methods in each case: based on covariances and based on the spectral distribution
function. In general, we found that tests based on the spectral distribution function were less
sensitive to changes in the parameters and had performance that was often superior to tests
based on covariances.
For the problem of variogram model fitting, we compared the performance of confidence
regions not based on maximum EL estimation to those based on maximum EL estimation,
and we found that in most cases regions based on the maximum empirical likelihood estimator
performed better.
In the following, let σ(h) = Cov[Z(0), Z(h)] =
∫
Rd cos(h
′ω)φ(ω)dω, h ∈ Rd, denote the
process covariance function and let ρ(h) = σ(h)/σ(0) denote process autocorrelations. For
t = (t1, ..., td)
′ ∈ Rd, define the normalized spectral distribution function as
Φ0(t) =
∫
I(−∞,t](ω)φ(ω) dω
/∫
φ(ω) dω ,
where I(·) denotes the indicator function and (−∞, t] = (−∞, t1]× · · · × (−∞, td].
4.2.2 Testing for Isotropy
We used two different ways to test for isotropy: based on covariances and based on the
spectral distribution function. Recall the spatial process Z(·) is isotropic if its covariance
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function depends only on the distance, not on the direction, i.e., σ(h1) = σ(h2) if ‖h1‖ = ‖h2‖.
4.2.2.1 Testing for Isotropy Based On Covariances
To specify estimating functions for assessing isotropy, one may consider estimating cor-
relations at multiple lags with the same magnitude. For example, considering a correlation
θ = ρ(h1) at a lag h1 along with r different lags h1, ...,hr satisfying ‖h1‖ = ‖hi‖, , i = 2, ..., r,
a resulting estimating function
Gθ(ω) =
[
cos(h′1ω)− θ, cos(h′2ω)− θ, · · · , cos(h′rω)− θ
]′
satisfies the moment condition (3.1) under an isotropy assumption, with r ≥ p = 1 estimating
functions. More generally, one can consider p correlations θ = (θ1, . . . , θp)
′ where θi = σ(hi)
(‖hi‖ 6= ‖hj‖ for i 6= j) and p sets of lags {hi,j : ‖hi,j‖ = ‖hi‖}rij=1, with one lag set for
each correlation θi and
∑p
i=1 ri = r lags in total, to formulate r estimating functions Gθ(ω) =
[cos(h′i,jω)− θi]i=1,...,p;j=1,...,rp which fulfill (3.1).
For testing based on covariances, we used eight different sets of lags:
A1: {(0, 1), (1, 0)}
A2: {(0, 2), (2, 0)}
A3: {(0, 1), (1, 0), (0, 3), (3, 0)}
A4: {(0, 1), (1, 0), (0, 5), (5, 0)}
A5: {(0, 3), (3, 0)}
A6: {(0, 5), (5, 0)}
A7: {(0, 1), (1, 0), (0, 3), (3, 0), (0, 5), (5, 0)}
A8: {(0, 1), (1, 0), (0, 2), (2, 0), (0, 3), (3, 0)}
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4.2.2.2 Testing for Isotropy Based On the Spectral Distribution Function
As an alternative to covariances, one may also construct estimating functions based on the
spectral distribution function under isotropy assumptions. For an isotropic process, its spectral
density function φ(ω) ≡ φ(‖ω‖) is a function of a frequency through ‖ω‖. Consequently, under
isotropy in R2, it holds that θ ≡ Φ0(tv) = Φ0(−tv) for tv = (v,−v)′ based on a given value
v > 0. An estimating function Gθ(ω) = [G˜θ(ω) + G˜θ(−ω)]/2 (where an average induces
evenness), with
G˜θ(ω) =
[
I(−∞,tv ](ω)− θ, I(−∞,−tv ](ω)− θ
]′
.
This then satisfies the moment condition (3.1) under isotropy, with r = 2 > p = 1 estimating
functions. More parameters θ = (θ1, . . . , θp)
′ and estimating functions may be augmented by
defining θi = Φ
0(tvi) for differing values of vi > 0.
For testing based on the spectral distribution function, we used seven different sets of
vectors:
B1: {(1, -1), (-1, 1)}
B2: {(2, -2), (-2, 2)}
B3: {(1, -1), (-1, 1), (2, -2), (-2, 2)}
B4: {(0.5, -0.5), (-0.5, 0.5), (2, -2), (-2, 2)}
B5: {(3, -3), (-3, 3)}
B6: {(0.5, -0.5), (-0.5, 0.5)}
B7: {(0.5, -0.5), (-0.5, 0.5), (1, -1), (-1, 1)}
4.2.2.3 Testing for Isotropy Based on Maity and Sherman (2012) [MS]
For comparison to the SFDEL method for testing for isotropy, we also tested for isotropy
using the [MS] method. This method uses a kernel to estimate covariances. In particular, let
Z¯ = n−1
∑
Z(si), Zij =
(
Z(si)− Z¯
) (
Z(sj)− Z¯
)
, where sij = si − sj and for lag h, with
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kernel K(h), bandwidth mn, we estimated C(h) by
Cˆ(h) =
∑
i,j
K {(h− sij) /mn}
−1 ∑
i,j
K {(h− sij) /mn}Zij
 .
We used the product kernel K(x/mn) =
∏2
j=1K0(xj/mnj), where mnj = sd(Dj)N
−1/5
D , for
j = 1, 2, D1 and D2 denote the differences between the x and y coordinates, ND is the total
number of such differences, and K0 is the Epanechnikov kernel K0(u) =
3
4(1 − u2)I(|u| ≤ 1).
The [MS] method computes standard errors for Cˆ(h) (or vectors of estimators) using a block
bootstrap. We implemented the method with B = 200 bootstrap samples, with a block size of
bn = 2 for λn = 12 and bn = 4 for λn = 24. We tested for isotropy using this method using
lags A1−A8.
4.2.2.4 Observations About Results
Tables 4.1−4.3 show empirical size for testing for isotropy, for data with an exponential co-
variance function C(h) = exp(−‖h‖), for lags A1−A8; C = 0.25, 0.5, 1, 1.5; κ = 0.01, 0.05, 0.10;
λn = 12, 24; n = 600, 1200, 1800; and uniform sites. Tables 4.4− 4.6 show the results for non-
uniform sites generated by the uniform / normal mixture; Tables 4.7− 4.9 show the results for
non-uniform sites generated by the uniform / double exponential mixture; and Tables 4.10−4.12
show the results for non-uniform sites generated by the mixture of normals.
Tables 4.13−4.15 show empirical power for testing for isotropy, for data with an anisotropic
covariance function C(h) = exp(−2h2), for lags A1 − A8; C = 0.25, 0.5, 1, 1.5; κ = 0.01, 0.05,
0.10; λn = 12, 24; n = 600, 1200, 1800; and uniform sites. Tables 4.16 − 4.18 show the results
for non-uniform sites generated by the uniform / normal mixture; Tables 4.19 − 4.21 show
the results for non-uniform sites generated by the uniform / double exponential mixture; and
Tables 4.22− 4.24 show the results for non-uniform sites generated by the mixture of normals.
For power comparisons, we considered adjusted power, where the critical region is deter-
mined by (1 − α)th quantile of the sampling distribution of the test statistic (as determined
by simulation). Adjusted power for testing for isotropy based on covariances with the spatial
FDEL method are given in Tables 4.25− 4.36.
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Tables 4.37 − 4.40 show the empirical size and power for testing for isotropy based on the
[MS] method, using the same covariance functions, lag sets, and values of λn as in testing
based on the SFDEL method. Since the [MS] method is quite computationally intensive, we
only considered n = 600 points. Adjusted power results for the [MS] method are shown in
Tables 4.41 and 4.42.
We make the following observations about the simulation results for testing based on co-
variances:
• Choice of lag set has a much larger impact with non-uniform sites than uniform sites.
• Regardless of lag set, size improves as λn increases.
• With one lag length, size is best when the lag set is neither too small nor too large.
• With more than one lag length, size is substantially higher than nominal when λn = 12;
size is relatively close to nominal when λn = 24.
• When λn = 24 and C is not too small, size is relatively close to nominal regardless of lag
set
• Power improves as the sample size n increases.
• When λn is larger and C is large, we need to increase n to 1800 to improve power; power
is often relatively poor when λn and C are large, unless n is substantially increased.
Results for testing for isotropy based on the spectral distribution function are shown in
Tables 4.43− 4.58. Empirical size is shown in Tables 4.43− 4.50, and Tables 4.51− 4.58 show
empirical power. Adjusted power results for testing for isotropy are shown in Tables 4.59−4.66.
Results are shown for parameter values C = 0.5, 1, 1.5; κ = 0.01, 0.05, 0.10; λn = 12, 24; n =
600, 900, 1200; and for uniform sites and non-uniform sites generated by the uniform / normal
mixture.
We make the following observations about testing based on the spectral distribution func-
tion:
• Results are less sensitive to changes in the parameter than testing based on covariances.
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• Size and power are best for smaller vector lengths.
• Tests with two different lag lengths perform worse than those based on one lag length.
• Size-adjusted power is often better for tests based on the spectral distribution function
than those based on covariances, particularly with smaller vector sets.
For certain parameter values (λn = 24, C neither too large nor too small), size and power of
SFDEL tests based on covariances perform similarly to tests based on [MS], as do tests based on
the spectral distribution function with smaller vector sets. However, it is worth mention that
our test is based on a general testing theory whereas the test in [MS] specifically targets the
test of isotropy. Also, due to intense uses of block bootstrap method to estimate the standard
error of the test statistic, the method proposed in [MS] is much more computationally intensive
than our test based on spatial FDEL method.
The spatial FDEL method provides a general framework for spatial testing, yet it is able to
perform nearly as well as the [MS] method, which is a method specifically crafted to handle the
problem of testing for isotropy. The adequate performance of the SFDEL method in testing
for isotropy provides confidence that the SFDEL method can also ably handle other types of
spatial testing problems.
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4.2.2.5 Tables: Simulation Results for Testing for Isotropy
Table 4.1 Empirical size for testing for isotropy based on covariances: uniform sites; expo-
nential covariance; lag sets A1, A2, and A3; nominal size 0.1; based on 1000 runs
Lag Set {(0, 1), (1, 0)} Lag Set {(0, 2), (2, 0)} Lag Set {(0, 1), (1, 0),
(0, 3), (3, 0)}
λn C κ n n n600 1200 1800 600 1200 1800 600 1200 1800
12
0.25
0.01 0.168 0.156 0.148 0.220 0.197 0.225 0.306 0.280 0.269
0.05 0.182 0.185 0.200 0.222 0.213 0.209 0.313 0.301 0.264
0.1 0.198 0.172 0.180 0.209 0.205 0.204 0.302 0.295 0.293
0.5
0.01 0.155 0.161 0.155 0.182 0.198 0.212 0.256 0.248 0.230
0.05 0.167 0.176 0.176 0.189 0.190 0.187 0.295 0.246 0.249
0.1 0.175 0.166 0.195 0.209 0.188 0.178 0.243 0.258 0.252
1
0.01 0.137 0.146 0.173 0.151 0.181 0.185 0.208 0.246 0.225
0.05 0.148 0.154 0.183 0.157 0.165 0.182 0.203 0.239 0.235
0.1 0.168 0.165 0.196 0.186 0.175 0.173 0.211 0.228 0.245
1.5
0.01 0.118 0.146 0.164 0.122 0.164 0.174 0.183 0.220 0.196
0.05 0.148 0.146 0.169 0.129 0.148 0.173 0.194 0.214 0.222
0.1 0.183 0.168 0.180 0.158 0.188 0.155 0.188 0.246 0.246
24
0.25
0.01 0.157 0.120 0.132 0.152 0.180 0.165 0.192 0.234 0.245
0.05 0.148 0.147 0.153 0.128 0.176 0.162 0.195 0.224 0.217
0.1 0.151 0.135 0.148 0.139 0.160 0.164 0.201 0.227 0.211
0.5
0.01 0.103 0.135 0.128 0.113 0.132 0.149 0.133 0.153 0.172
0.05 0.118 0.119 0.130 0.105 0.133 0.136 0.130 0.154 0.179
0.1 0.104 0.137 0.123 0.112 0.139 0.135 0.141 0.173 0.195
1
0.01 0.126 0.108 0.116 0.088 0.117 0.109 0.111 0.129 0.128
0.05 0.136 0.119 0.124 0.111 0.118 0.098 0.126 0.128 0.148
0.1 0.093 0.118 0.140 0.096 0.123 0.123 0.130 0.115 0.132
1.5
0.01 0.099 0.108 0.116 0.092 0.093 0.128 0.107 0.124 0.110
0.05 0.124 0.115 0.116 0.110 0.118 0.109 0.113 0.130 0.121
0.1 0.105 0.116 0.132 0.110 0.127 0.096 0.114 0.130 0.132
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Table 4.2 Empirical size for testing for isotropy based on covariances: uniform sites; expo-
nential covariance; lag sets A4, A5, and A6; nominal size 0.1; based on 1000 runs
Lag Set {(0, 1), (1, 0),
(0, 5), (5, 0)} Lag Set {(0, 3), (3, 0)} Lag Set {(0, 5), (5, 0)}
λn C κ n n n
600 1200 1800 600 1200 1800 600 1200 1800
12
0.25
0.01 0.295 0.263 0.259 0.222 0.226 0.193 0.189 0.181 0.175
0.05 0.333 0.283 0.249 0.238 0.208 0.220 0.217 0.213 0.214
0.1 0.298 0.300 0.290 0.219 0.224 0.212 0.218 0.231 0.220
0.5
0.01 0.218 0.209 0.230 0.201 0.196 0.166 0.168 0.177 0.168
0.05 0.260 0.247 0.231 0.219 0.210 0.202 0.199 0.195 0.191
0.1 0.241 0.260 0.251 0.174 0.199 0.191 0.172 0.203 0.196
1
0.01 0.178 0.189 0.233 0.179 0.201 0.164 0.143 0.160 0.164
0.05 0.194 0.226 0.246 0.191 0.189 0.185 0.157 0.162 0.183
0.1 0.201 0.234 0.242 0.157 0.172 0.180 0.163 0.178 0.181
1.5
0.01 0.162 0.184 0.192 0.152 0.174 0.174 0.126 0.137 0.153
0.05 0.179 0.197 0.226 0.165 0.181 0.162 0.131 0.154 0.182
0.1 0.197 0.238 0.250 0.152 0.167 0.178 0.144 0.172 0.181
24
0.25
0.01 0.181 0.221 0.214 0.159 0.180 0.188 0.133 0.148 0.148
0.05 0.184 0.216 0.213 0.159 0.169 0.190 0.150 0.166 0.204
0.1 0.196 0.226 0.222 0.143 0.179 0.197 0.154 0.172 0.200
0.5
0.01 0.149 0.142 0.156 0.116 0.112 0.154 0.121 0.106 0.131
0.05 0.136 0.154 0.173 0.129 0.129 0.147 0.129 0.122 0.136
0.1 0.148 0.164 0.200 0.111 0.152 0.161 0.119 0.145 0.146
1
0.01 0.118 0.112 0.110 0.086 0.094 0.119 0.102 0.115 0.119
0.05 0.127 0.124 0.161 0.110 0.105 0.126 0.112 0.117 0.116
0.1 0.110 0.126 0.145 0.089 0.122 0.121 0.102 0.112 0.127
1.5
0.01 0.125 0.117 0.105 0.100 0.100 0.111 0.117 0.109 0.112
0.05 0.117 0.136 0.143 0.106 0.113 0.119 0.107 0.110 0.109
0.1 0.100 0.134 0.132 0.094 0.104 0.115 0.091 0.094 0.112
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Table 4.3 Empirical size for testing for isotropy based on covariances: uniform sites; expo-
nential covariance; lag sets A7 and A8; nominal size 0.1; based on 1000 runs
Lag Set
{(0, 1), (1, 0), (0, 3),
(3, 0), (0, 5), (5, 0)}
Lag Set
{(0, 1), (1, 0), (0, 2),
(2, 0), (0, 3), (3, 0)}
λn C κ n n
600 1200 1800 600 1200 1800
12
0.25
0.01 0.445 0.408 0.365 0.446 0.410 0.367
0.05 0.462 0.379 0.368 0.463 0.379 0.370
0.1 0.398 0.373 0.349 0.415 0.381 0.353
0.5
0.01 0.317 0.305 0.302 0.344 0.335 0.329
0.05 0.372 0.311 0.306 0.377 0.321 0.311
0.1 0.288 0.329 0.291 0.315 0.343 0.328
1
0.01 0.240 0.272 0.299 0.257 0.298 0.285
0.05 0.239 0.277 0.292 0.234 0.273 0.310
0.1 0.239 0.254 0.264 0.232 0.287 0.298
1.5
0.01 0.201 0.234 0.253 0.206 0.263 0.253
0.05 0.198 0.255 0.272 0.209 0.237 0.264
0.1 0.227 0.298 0.296 0.215 0.286 0.279
24
0.25
0.01 0.228 0.303 0.308 0.234 0.295 0.296
0.05 0.260 0.282 0.285 0.253 0.275 0.299
0.1 0.244 0.289 0.280 0.263 0.282 0.266
0.5
0.01 0.140 0.163 0.188 0.133 0.178 0.221
0.05 0.146 0.172 0.207 0.153 0.176 0.207
0.1 0.153 0.196 0.240 0.146 0.199 0.223
1
0.01 0.113 0.122 0.143 0.102 0.132 0.144
0.05 0.122 0.127 0.174 0.126 0.133 0.162
0.1 0.117 0.139 0.154 0.119 0.134 0.146
1.5
0.01 0.105 0.124 0.125 0.111 0.123 0.117
0.05 0.110 0.140 0.142 0.119 0.121 0.139
0.1 0.115 0.144 0.143 0.123 0.145 0.145
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Table 4.4 Empirical size for testing for isotropy based on covariances: mixture of uniform and
normal sites; exponential covariance; lag sets A1, A2, and A3; nominal size 0.1;
based on 1000 runs
Lag Set {(0, 1), (1, 0)} Lag Set {(0, 2), (2, 0)} Lag Set {(0, 1), (1, 0),
(0, 3), (3, 0)}
λn C κ n n n
600 1200 1800 600 1200 1800 600 1200 1800
12
0.25
0.01 0.296 0.306 0.313 0.211 0.211 0.202 0.346 0.293 0.299
0.05 0.319 0.290 0.303 0.222 0.242 0.208 0.347 0.299 0.289
0.1 0.272 0.284 0.280 0.216 0.218 0.196 0.304 0.299 0.302
0.5
0.01 0.320 0.299 0.296 0.197 0.217 0.192 0.324 0.290 0.303
0.05 0.299 0.333 0.308 0.228 0.246 0.213 0.307 0.304 0.284
0.1 0.303 0.316 0.313 0.196 0.218 0.193 0.301 0.279 0.279
1
0.01 0.291 0.303 0.277 0.168 0.189 0.196 0.278 0.287 0.298
0.05 0.286 0.300 0.321 0.206 0.232 0.216 0.275 0.285 0.285
0.1 0.286 0.286 0.313 0.184 0.208 0.193 0.267 0.275 0.277
1.5
0.01 0.265 0.275 0.275 0.161 0.178 0.173 0.254 0.279 0.287
0.05 0.278 0.299 0.323 0.166 0.234 0.214 0.269 0.283 0.284
0.1 0.292 0.278 0.318 0.183 0.203 0.185 0.262 0.264 0.261
24
0.25
0.01 0.157 0.158 0.165 0.172 0.198 0.184 0.234 0.258 0.269
0.05 0.152 0.147 0.174 0.159 0.183 0.167 0.227 0.253 0.232
0.1 0.150 0.170 0.152 0.144 0.173 0.148 0.205 0.235 0.232
0.5
0.01 0.136 0.154 0.146 0.117 0.184 0.194 0.175 0.189 0.237
0.05 0.132 0.129 0.173 0.141 0.167 0.159 0.161 0.203 0.202
0.1 0.140 0.161 0.151 0.114 0.154 0.130 0.165 0.194 0.221
1
0.01 0.101 0.122 0.147 0.102 0.155 0.148 0.122 0.164 0.175
0.05 0.115 0.134 0.145 0.116 0.128 0.131 0.136 0.162 0.171
0.1 0.125 0.147 0.143 0.092 0.138 0.123 0.132 0.144 0.173
1.5
0.01 0.107 0.123 0.130 0.091 0.125 0.134 0.111 0.126 0.138
0.05 0.111 0.132 0.118 0.107 0.117 0.131 0.115 0.132 0.170
0.1 0.127 0.138 0.151 0.089 0.126 0.123 0.116 0.132 0.168
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Table 4.5 Empirical size for testing for isotropy based on covariances: mixture of uniform and
normal sites; exponential covariance; lag sets A4, A5, and A6; nominal size 0.1;
based on 1000 runs
Lag Set {(0, 1), (1, 0),
(0, 5), (5, 0)} Lag Set {(0, 3), (3, 0)} Lag Set {(0, 5), (5, 0)}
λn C κ n n n
600 1200 1800 600 1200 1800 600 1200 1800
12
0.25
0.01 0.388 0.361 0.361 0.101 0.080 0.077 0.290 0.283 0.276
0.05 0.386 0.363 0.356 0.132 0.102 0.080 0.216 0.227 0.197
0.1 0.299 0.293 0.296 0.125 0.115 0.097 0.112 0.110 0.093
0.5
0.01 0.353 0.387 0.394 0.099 0.082 0.072 0.252 0.270 0.254
0.05 0.363 0.368 0.356 0.104 0.098 0.086 0.210 0.238 0.201
0.1 0.297 0.275 0.275 0.110 0.094 0.092 0.102 0.093 0.089
1
0.01 0.333 0.374 0.378 0.096 0.095 0.076 0.242 0.249 0.265
0.05 0.316 0.327 0.345 0.095 0.086 0.093 0.183 0.216 0.203
0.1 0.267 0.278 0.274 0.101 0.097 0.074 0.091 0.094 0.070
1.5
0.01 0.305 0.357 0.379 0.082 0.082 0.078 0.221 0.249 0.224
0.05 0.312 0.318 0.343 0.093 0.074 0.089 0.171 0.208 0.202
0.1 0.260 0.272 0.259 0.091 0.104 0.078 0.086 0.099 0.070
24
0.25
0.01 0.218 0.230 0.234 0.146 0.197 0.212 0.164 0.183 0.190
0.05 0.225 0.253 0.223 0.183 0.186 0.219 0.165 0.187 0.185
0.1 0.204 0.230 0.222 0.190 0.197 0.186 0.185 0.185 0.193
0.5
0.01 0.151 0.183 0.205 0.128 0.160 0.198 0.125 0.138 0.155
0.05 0.172 0.217 0.202 0.136 0.167 0.178 0.147 0.156 0.171
0.1 0.142 0.185 0.198 0.149 0.185 0.172 0.141 0.172 0.174
1
0.01 0.129 0.153 0.162 0.108 0.147 0.176 0.107 0.140 0.135
0.05 0.117 0.169 0.146 0.118 0.135 0.163 0.104 0.130 0.144
0.1 0.121 0.135 0.169 0.109 0.139 0.140 0.110 0.132 0.149
1.5
0.01 0.119 0.130 0.140 0.097 0.126 0.145 0.111 0.123 0.127
0.05 0.114 0.140 0.158 0.104 0.118 0.140 0.107 0.110 0.104
0.1 0.110 0.144 0.148 0.120 0.133 0.128 0.121 0.130 0.144
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Table 4.6 Empirical size for testing for isotropy based on covariances: mixture of uniform and
normal sites; exponential covariance; lag sets A7 and A8; nominal size 0.1; based
on 1000 runs
Lag Set
{(0, 1), (1, 0), (0, 3),
(3, 0), (0, 5), (5, 0)}
Lag Set
{(0, 1), (1, 0), (0, 2),
(2, 0), (0, 3), (3, 0)}
λn C κ n n
600 1200 1800 600 1200 1800
12
0.25
0.01 0.468 0.388 0.392 0.468 0.390 0.395
0.05 0.456 0.418 0.358 0.456 0.418 0.358
0.1 0.362 0.332 0.319 0.370 0.334 0.321
0.5
0.01 0.400 0.405 0.399 0.378 0.390 0.379
0.05 0.415 0.391 0.366 0.413 0.400 0.367
0.1 0.342 0.312 0.287 0.375 0.366 0.353
1
0.01 0.383 0.373 0.395 0.328 0.350 0.344
0.05 0.337 0.361 0.346 0.343 0.358 0.353
0.1 0.297 0.294 0.286 0.351 0.348 0.333
1.5
0.01 0.321 0.379 0.385 0.298 0.331 0.350
0.05 0.331 0.354 0.339 0.313 0.344 0.354
0.1 0.288 0.305 0.291 0.327 0.327 0.325
24
0.25
0.01 0.292 0.325 0.333 0.295 0.339 0.323
0.05 0.285 0.319 0.298 0.296 0.318 0.289
0.1 0.272 0.288 0.302 0.284 0.270 0.292
0.5
0.01 0.205 0.230 0.274 0.196 0.238 0.277
0.05 0.197 0.244 0.253 0.184 0.255 0.245
0.1 0.183 0.242 0.275 0.191 0.236 0.278
1
0.01 0.124 0.177 0.207 0.142 0.190 0.193
0.05 0.141 0.192 0.201 0.133 0.183 0.200
0.1 0.139 0.169 0.203 0.141 0.170 0.211
1.5
0.01 0.123 0.157 0.159 0.120 0.143 0.157
0.05 0.131 0.144 0.183 0.123 0.147 0.174
0.1 0.128 0.152 0.184 0.107 0.159 0.187
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Table 4.7 Empirical size for testing for isotropy based on covariances: mixture of uniform and
double exponential sites; exponential covariance; lag sets A1, A2, and A3; nominal
size 0.1; based on 1000 runs
Lag Set {(0, 1), (1, 0)} Lag Set {(0, 2), (2, 0)} Lag Set {(0, 1), (1, 0),
(0, 3), (3, 0)}
λn C κ n n n
600 1200 1800 600 1200 1800 600 1200 1800
12
0.25
0.01 0.328 0.334 0.344 0.130 0.142 0.128 0.319 0.327 0.296
0.05 0.342 0.339 0.361 0.148 0.156 0.149 0.316 0.340 0.318
0.1 0.343 0.348 0.351 0.192 0.211 0.211 0.346 0.352 0.352
0.5
0.01 0.354 0.374 0.379 0.137 0.148 0.138 0.310 0.354 0.346
0.05 0.396 0.390 0.415 0.151 0.156 0.156 0.355 0.401 0.393
0.1 0.461 0.472 0.455 0.179 0.213 0.210 0.420 0.445 0.449
1
0.01 0.343 0.361 0.383 0.129 0.134 0.132 0.305 0.336 0.328
0.05 0.374 0.397 0.410 0.137 0.151 0.148 0.321 0.379 0.372
0.1 0.419 0.450 0.457 0.160 0.185 0.196 0.383 0.432 0.429
1.5
0.01 0.312 0.345 0.371 0.115 0.123 0.135 0.278 0.330 0.321
0.05 0.358 0.403 0.414 0.124 0.144 0.143 0.309 0.356 0.358
0.1 0.409 0.450 0.449 0.140 0.176 0.178 0.383 0.426 0.423
24
0.25
0.01 0.219 0.260 0.253 0.177 0.216 0.220 0.286 0.312 0.312
0.05 0.278 0.306 0.290 0.209 0.230 0.209 0.315 0.351 0.323
0.1 0.346 0.361 0.375 0.253 0.280 0.278 0.358 0.399 0.393
0.5
0.01 0.166 0.230 0.248 0.146 0.207 0.197 0.205 0.289 0.274
0.05 0.193 0.268 0.255 0.166 0.212 0.198 0.229 0.301 0.310
0.1 0.273 0.351 0.371 0.215 0.251 0.250 0.295 0.363 0.366
1
0.01 0.141 0.191 0.209 0.130 0.154 0.178 0.160 0.214 0.220
0.05 0.187 0.227 0.230 0.115 0.174 0.188 0.157 0.235 0.251
0.1 0.226 0.291 0.316 0.185 0.202 0.234 0.209 0.297 0.320
1.5
0.01 0.131 0.185 0.189 0.111 0.147 0.148 0.153 0.164 0.201
0.05 0.146 0.214 0.221 0.106 0.144 0.162 0.137 0.210 0.208
0.1 0.187 0.262 0.290 0.139 0.184 0.197 0.176 0.249 0.276
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Table 4.8 Empirical size for testing for isotropy based on covariances: mixture of uniform and
double exponential sites; exponential covariance; lag sets A4, A5, and A6; nominal
size 0.1; based on 1000 runs
Lag Set {(0, 1), (1, 0),
(0, 5), (5, 0)} Lag Set {(0, 3), (3, 0)} Lag Set {(0, 5), (5, 0)}
λn C κ n n n
600 1200 1800 600 1200 1800 600 1200 1800
12
0.25
0.01 0.389 0.407 0.377 0.048 0.060 0.039 0.281 0.270 0.284
0.05 0.363 0.388 0.364 0.054 0.061 0.045 0.126 0.131 0.123
0.1 0.345 0.351 0.345 0.082 0.097 0.075 0.078 0.090 0.074
0.5
0.01 0.433 0.500 0.474 0.040 0.068 0.046 0.249 0.264 0.257
0.05 0.405 0.446 0.458 0.057 0.064 0.045 0.148 0.164 0.123
0.1 0.413 0.442 0.450 0.071 0.079 0.062 0.069 0.086 0.056
1
0.01 0.415 0.451 0.470 0.039 0.060 0.041 0.233 0.252 0.238
0.05 0.385 0.429 0.449 0.046 0.050 0.040 0.118 0.128 0.121
0.1 0.381 0.430 0.428 0.055 0.054 0.048 0.058 0.046 0.038
1.5
0.01 0.395 0.449 0.451 0.037 0.056 0.043 0.191 0.241 0.244
0.05 0.344 0.414 0.417 0.038 0.049 0.044 0.115 0.116 0.117
0.1 0.376 0.428 0.420 0.051 0.059 0.054 0.045 0.046 0.049
24
0.25
0.01 0.306 0.339 0.344 0.160 0.166 0.141 0.190 0.245 0.238
0.05 0.311 0.346 0.356 0.155 0.147 0.140 0.182 0.200 0.188
0.1 0.341 0.357 0.377 0.159 0.172 0.165 0.118 0.111 0.111
0.5
0.01 0.210 0.282 0.314 0.134 0.150 0.152 0.163 0.234 0.229
0.05 0.228 0.318 0.330 0.133 0.142 0.135 0.145 0.176 0.179
0.1 0.274 0.337 0.337 0.141 0.156 0.154 0.110 0.094 0.090
1
0.01 0.173 0.230 0.246 0.112 0.147 0.157 0.131 0.191 0.170
0.05 0.163 0.245 0.279 0.116 0.118 0.132 0.125 0.147 0.149
0.1 0.187 0.276 0.293 0.107 0.148 0.152 0.101 0.074 0.104
1.5
0.01 0.158 0.189 0.223 0.108 0.133 0.134 0.127 0.159 0.183
0.05 0.136 0.208 0.234 0.108 0.113 0.127 0.136 0.121 0.139
0.1 0.154 0.242 0.249 0.113 0.147 0.144 0.102 0.088 0.097
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Table 4.9 Empirical size for testing for isotropy based on covariances: mixture of uniform and
double exponential sites; exponential covariance; lag sets A7 and A8; nominal size
0.1; based on 1000 runs
Lag Set
{(0, 1), (1, 0), (0, 3),
(3, 0), (0, 5), (5, 0)}
Lag Set
{(0, 1), (1, 0), (0, 2),
(2, 0), (0, 3), (3, 0)}
λn C κ n n
600 1200 1800 600 1200 1800
12
0.25
0.01 0.389 0.390 0.369 0.388 0.390 0.369
0.05 0.360 0.356 0.342 0.360 0.356 0.342
0.1 0.348 0.333 0.333 0.349 0.336 0.334
0.5
0.01 0.410 0.451 0.445 0.366 0.400 0.390
0.05 0.378 0.421 0.424 0.395 0.426 0.443
0.1 0.405 0.420 0.414 0.456 0.482 0.502
1
0.01 0.384 0.415 0.430 0.338 0.377 0.378
0.05 0.348 0.408 0.411 0.368 0.410 0.417
0.1 0.350 0.406 0.392 0.435 0.468 0.481
1.5
0.01 0.351 0.399 0.423 0.292 0.368 0.362
0.05 0.318 0.390 0.386 0.327 0.403 0.396
0.1 0.378 0.410 0.411 0.419 0.464 0.475
24
0.25
0.01 0.345 0.389 0.390 0.358 0.402 0.394
0.05 0.368 0.394 0.386 0.375 0.410 0.415
0.1 0.381 0.402 0.414 0.440 0.480 0.501
0.5
0.01 0.250 0.347 0.348 0.252 0.352 0.328
0.05 0.263 0.335 0.366 0.286 0.352 0.388
0.1 0.302 0.381 0.391 0.343 0.432 0.475
1
0.01 0.196 0.257 0.270 0.192 0.261 0.265
0.05 0.178 0.274 0.288 0.180 0.291 0.314
0.1 0.203 0.301 0.327 0.244 0.349 0.388
1.5
0.01 0.169 0.193 0.240 0.175 0.184 0.228
0.05 0.165 0.226 0.255 0.163 0.255 0.247
0.1 0.176 0.274 0.279 0.214 0.286 0.346
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Table 4.10 Empirical size for testing for isotropy based on covariances: mixture of normal
sites; exponential covariance; lag sets A1, A2, and A3; nominal size 0.1; based on
1000 runs
Lag Set {(0, 1), (1, 0)} Lag Set {(0, 2), (2, 0)} Lag Set {(0, 1), (1, 0),
(0, 3), (3, 0)}
λn C κ n n n
600 1200 1800 600 1200 1800 600 1200 1800
12
0.25
0.01 0.273 0.275 0.263 0.202 0.215 0.178 0.297 0.266 0.298
0.05 0.297 0.292 0.282 0.208 0.229 0.181 0.276 0.285 0.283
0.1 0.331 0.336 0.315 0.247 0.262 0.236 0.325 0.328 0.338
0.5
0.01 0.276 0.282 0.279 0.185 0.207 0.173 0.283 0.267 0.293
0.05 0.304 0.313 0.306 0.205 0.214 0.176 0.284 0.277 0.300
0.1 0.342 0.360 0.364 0.233 0.250 0.204 0.318 0.314 0.346
1
0.01 0.246 0.277 0.269 0.174 0.190 0.172 0.240 0.265 0.291
0.05 0.274 0.303 0.296 0.192 0.208 0.164 0.253 0.275 0.302
0.1 0.305 0.336 0.339 0.217 0.235 0.191 0.292 0.304 0.343
1.5
0.01 0.227 0.258 0.255 0.148 0.193 0.156 0.224 0.257 0.270
0.05 0.252 0.282 0.294 0.169 0.201 0.167 0.222 0.278 0.287
0.1 0.300 0.326 0.341 0.198 0.231 0.200 0.274 0.312 0.341
24
0.25
0.01 0.133 0.152 0.162 0.176 0.181 0.205 0.252 0.244 0.245
0.05 0.164 0.152 0.178 0.161 0.200 0.203 0.225 0.234 0.263
0.1 0.166 0.197 0.186 0.173 0.192 0.183 0.254 0.266 0.230
0.5
0.01 0.114 0.116 0.153 0.127 0.164 0.208 0.192 0.209 0.211
0.05 0.125 0.133 0.163 0.123 0.185 0.192 0.192 0.211 0.236
0.1 0.147 0.181 0.194 0.152 0.168 0.188 0.190 0.219 0.247
1
0.01 0.121 0.135 0.155 0.122 0.118 0.170 0.142 0.166 0.196
0.05 0.112 0.139 0.168 0.119 0.140 0.146 0.153 0.187 0.199
0.1 0.141 0.165 0.182 0.110 0.147 0.147 0.155 0.200 0.199
1.5
0.01 0.108 0.111 0.142 0.100 0.109 0.136 0.120 0.175 0.162
0.05 0.125 0.116 0.151 0.128 0.119 0.129 0.148 0.155 0.185
0.1 0.131 0.147 0.163 0.106 0.148 0.143 0.153 0.161 0.174
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Table 4.11 Empirical size for testing for isotropy based on covariances: mixture of normal
sites; exponential covariance; lag sets A4, A5, and A6; nominal size 0.1; based on
1000 runs
Lag Set {(0, 1), (1, 0),
(0, 5), (5, 0)} Lag Set {(0, 3), (3, 0)} Lag Set {(0, 5), (5, 0)}
λn C κ n n n
600 1200 1800 600 1200 1800 600 1200 1800
12
0.25
0.01 0.348 0.341 0.335 0.113 0.106 0.098 0.259 0.278 0.232
0.05 0.321 0.314 0.345 0.103 0.089 0.069 0.193 0.222 0.178
0.1 0.322 0.317 0.331 0.120 0.097 0.101 0.115 0.093 0.093
0.5
0.01 0.347 0.351 0.351 0.094 0.099 0.101 0.230 0.258 0.244
0.05 0.327 0.316 0.358 0.088 0.091 0.087 0.192 0.200 0.169
0.1 0.316 0.304 0.341 0.099 0.098 0.098 0.094 0.103 0.094
1
0.01 0.298 0.366 0.346 0.096 0.094 0.093 0.207 0.240 0.241
0.05 0.292 0.321 0.363 0.078 0.076 0.076 0.187 0.185 0.159
0.1 0.295 0.308 0.337 0.089 0.086 0.080 0.086 0.083 0.076
1.5
0.01 0.277 0.311 0.348 0.086 0.087 0.083 0.198 0.236 0.222
0.05 0.266 0.318 0.361 0.079 0.073 0.076 0.157 0.183 0.153
0.1 0.267 0.307 0.340 0.077 0.088 0.091 0.083 0.079 0.083
24
0.25
0.01 0.225 0.219 0.245 0.150 0.197 0.204 0.145 0.159 0.188
0.05 0.189 0.238 0.257 0.167 0.192 0.188 0.173 0.203 0.215
0.1 0.251 0.252 0.234 0.171 0.167 0.191 0.157 0.169 0.167
0.5
0.01 0.159 0.197 0.222 0.140 0.203 0.196 0.120 0.153 0.162
0.05 0.166 0.214 0.247 0.139 0.181 0.169 0.145 0.185 0.196
0.1 0.191 0.225 0.228 0.161 0.146 0.180 0.129 0.145 0.157
1
0.01 0.138 0.136 0.163 0.108 0.138 0.175 0.097 0.128 0.160
0.05 0.132 0.172 0.185 0.115 0.156 0.167 0.122 0.146 0.179
0.1 0.161 0.195 0.211 0.125 0.143 0.146 0.107 0.139 0.143
1.5
0.01 0.114 0.146 0.157 0.100 0.118 0.144 0.106 0.103 0.136
0.05 0.136 0.146 0.158 0.108 0.126 0.136 0.105 0.139 0.133
0.1 0.136 0.168 0.179 0.129 0.130 0.118 0.107 0.133 0.126
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Table 4.12 Empirical size for testing for isotropy based on covariances: mixture of normal
sites; exponential covariance; lag sets A7 and A8; nominal size 0.1; based on 1000
runs
Lag Set
{(0, 1), (1, 0), (0, 3),
(3, 0), (0, 5), (5, 0)}
Lag Set
{(0, 1), (1, 0), (0, 2),
(2, 0), (0, 3), (3, 0)}
λn C κ n n
600 1200 1800 600 1200 1800
12
0.25
0.01 0.402 0.388 0.386 0.398 0.390 0.388
0.05 0.372 0.351 0.353 0.373 0.351 0.353
0.1 0.355 0.341 0.357 0.362 0.344 0.358
0.5
0.01 0.369 0.371 0.377 0.358 0.347 0.377
0.05 0.351 0.339 0.370 0.368 0.340 0.383
0.1 0.336 0.328 0.352 0.407 0.384 0.434
1
0.01 0.321 0.380 0.368 0.294 0.353 0.356
0.05 0.313 0.327 0.364 0.314 0.326 0.369
0.1 0.304 0.301 0.349 0.360 0.369 0.425
1.5
0.01 0.275 0.332 0.371 0.262 0.329 0.326
0.05 0.282 0.326 0.357 0.269 0.335 0.357
0.1 0.308 0.337 0.355 0.315 0.380 0.409
24
0.25
0.01 0.312 0.303 0.316 0.334 0.311 0.326
0.05 0.277 0.318 0.343 0.305 0.316 0.324
0.1 0.308 0.311 0.280 0.323 0.327 0.318
0.5
0.01 0.208 0.257 0.286 0.226 0.257 0.278
0.05 0.226 0.259 0.310 0.227 0.251 0.285
0.1 0.223 0.281 0.280 0.217 0.269 0.313
1
0.01 0.154 0.189 0.212 0.149 0.182 0.220
0.05 0.154 0.209 0.231 0.148 0.203 0.237
0.1 0.176 0.235 0.249 0.175 0.217 0.263
1.5
0.01 0.114 0.172 0.184 0.120 0.169 0.196
0.05 0.160 0.167 0.194 0.143 0.174 0.206
0.1 0.152 0.194 0.202 0.149 0.187 0.223
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Table 4.13 Empirical power for testing for isotropy based on covariances: uniform sites; di-
rectional covariance; lag sets A1, A2, and A3; nominal size 0.1; based on 1000
runs
Lag Set {(0, 1), (1, 0)} Lag Set {(0, 2), (2, 0)} Lag Set {(0, 1), (1, 0),
(0, 3), (3, 0)}
λn C κ n n n
600 1200 1800 600 1200 1800 600 1200 1800
12
0.25
0.01 0.965 0.978 0.971 0.950 0.970 0.969 0.978 0.981 0.980
0.05 0.957 0.978 0.965 0.946 0.970 0.951 0.976 0.988 0.976
0.1 0.958 0.981 0.966 0.972 0.973 0.968 0.975 0.978 0.980
0.5
0.01 0.976 0.980 0.978 0.974 0.978 0.978 0.990 0.990 0.981
0.05 0.982 0.983 0.974 0.983 0.978 0.975 0.993 0.992 0.978
0.1 0.988 0.985 0.982 0.978 0.982 0.978 0.993 0.991 0.979
1
0.01 0.956 0.982 0.978 0.968 0.980 0.979 0.984 0.990 0.979
0.05 0.970 0.983 0.981 0.967 0.979 0.975 0.983 0.991 0.981
0.1 0.975 0.983 0.980 0.968 0.985 0.978 0.986 0.991 0.978
1.5
0.01 0.902 0.978 0.975 0.917 0.976 0.976 0.965 0.987 0.975
0.05 0.926 0.987 0.980 0.936 0.973 0.975 0.965 0.992 0.980
0.1 0.944 0.986 0.980 0.952 0.983 0.982 0.985 0.990 0.979
24
0.25
0.01 0.870 0.965 0.972 0.873 0.964 0.965 0.931 0.978 0.971
0.05 0.934 0.982 0.974 0.923 0.979 0.971 0.956 0.983 0.977
0.1 0.959 0.985 0.971 0.941 0.981 0.971 0.970 0.986 0.970
0.5
0.01 0.744 0.939 0.960 0.756 0.954 0.957 0.866 0.974 0.970
0.05 0.792 0.961 0.966 0.817 0.966 0.965 0.887 0.976 0.975
0.1 0.872 0.976 0.969 0.870 0.971 0.967 0.951 0.983 0.973
1
0.01 0.519 0.819 0.920 0.508 0.833 0.919 0.610 0.913 0.955
0.05 0.564 0.884 0.931 0.568 0.895 0.936 0.716 0.942 0.967
0.1 0.665 0.917 0.953 0.661 0.924 0.954 0.785 0.974 0.968
1.5
0.01 0.357 0.652 0.820 0.378 0.668 0.842 0.455 0.774 0.901
0.05 0.402 0.737 0.868 0.410 0.747 0.882 0.532 0.846 0.946
0.1 0.471 0.809 0.923 0.450 0.819 0.923 0.605 0.917 0.957
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Table 4.14 Empirical power for testing for isotropy based on covariances: uniform sites; di-
rectional covariance; lag sets A4, A5, and A6; nominal size 0.1; based on 1000
runs
Lag Set {(0, 1), (1, 0),
(0, 5), (5, 0)} Lag Set {(0, 3), (3, 0)} Lag Set {(0, 5), (5, 0)}
λn C κ n n n
600 1200 1800 600 1200 1800 600 1200 1800
12
0.25
0.01 0.972 0.984 0.983 0.929 0.965 0.963 0.982 0.984 0.974
0.05 0.970 0.985 0.977 0.926 0.954 0.942 0.929 0.953 0.944
0.1 0.974 0.976 0.981 0.875 0.893 0.890 0.880 0.896 0.896
0.5
0.01 0.988 0.990 0.979 0.970 0.978 0.973 0.980 0.984 0.978
0.05 0.989 0.991 0.977 0.973 0.974 0.970 0.976 0.976 0.970
0.1 0.995 0.991 0.976 0.960 0.968 0.956 0.958 0.966 0.956
1
0.01 0.985 0.991 0.976 0.966 0.983 0.982 0.966 0.985 0.976
0.05 0.985 0.992 0.977 0.956 0.977 0.974 0.964 0.979 0.976
0.1 0.986 0.990 0.978 0.962 0.975 0.973 0.966 0.980 0.971
1.5
0.01 0.941 0.991 0.977 0.892 0.968 0.976 0.913 0.981 0.974
0.05 0.970 0.992 0.982 0.916 0.970 0.976 0.934 0.972 0.976
0.1 0.979 0.991 0.979 0.946 0.977 0.974 0.935 0.977 0.971
24
0.25
0.01 0.930 0.978 0.976 0.867 0.957 0.970 0.884 0.966 0.972
0.05 0.958 0.981 0.976 0.901 0.974 0.969 0.891 0.966 0.964
0.1 0.970 0.991 0.976 0.917 0.973 0.971 0.949 0.979 0.976
0.5
0.01 0.873 0.972 0.968 0.768 0.942 0.961 0.785 0.947 0.969
0.05 0.903 0.983 0.979 0.789 0.953 0.961 0.799 0.963 0.963
0.1 0.939 0.988 0.972 0.868 0.973 0.964 0.854 0.972 0.969
1
0.01 0.622 0.888 0.959 0.525 0.821 0.914 0.507 0.829 0.915
0.05 0.726 0.941 0.970 0.581 0.882 0.941 0.594 0.895 0.944
0.1 0.789 0.972 0.970 0.663 0.919 0.949 0.676 0.923 0.952
1.5
0.01 0.442 0.770 0.913 0.397 0.683 0.830 0.371 0.666 0.830
0.05 0.543 0.855 0.948 0.433 0.761 0.885 0.445 0.754 0.899
0.1 0.615 0.927 0.952 0.508 0.810 0.914 0.502 0.826 0.930
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Table 4.15 Empirical power for testing for isotropy based on covariances: uniform sites; di-
rectional covariance; lag sets A7 and A8; nominal size 0.1; based on 1000 runs
Lag Set
{(0, 1), (1, 0), (0, 3),
(3, 0), (0, 5), (5, 0)}
Lag Set
{(0, 1), (1, 0), (0, 2),
(2, 0), (0, 3), (3, 0)}
λn C κ n n
600 1200 1800 600 1200 1800
12
0.25
0.01 0.991 0.989 0.982 0.993 0.989 0.985
0.05 0.973 0.985 0.978 0.973 0.984 0.977
0.1 0.982 0.984 0.982 0.982 0.985 0.982
0.5
0.01 0.990 0.993 0.981 0.992 0.992 0.983
0.05 0.995 0.992 0.979 0.993 0.993 0.982
0.1 0.995 0.990 0.978 0.994 0.990 0.979
1
0.01 0.988 0.991 0.977 0.991 0.991 0.979
0.05 0.988 0.994 0.977 0.992 0.992 0.977
0.1 0.983 0.994 0.979 0.996 0.994 0.979
1.5
0.01 0.973 0.991 0.973 0.976 0.990 0.978
0.05 0.974 0.991 0.982 0.980 0.993 0.980
0.1 0.985 0.991 0.978 0.991 0.990 0.978
24
0.25
0.01 0.941 0.986 0.976 0.949 0.986 0.975
0.05 0.968 0.984 0.980 0.971 0.986 0.978
0.1 0.968 0.990 0.975 0.983 0.987 0.975
0.5
0.01 0.908 0.983 0.972 0.915 0.979 0.973
0.05 0.926 0.983 0.978 0.942 0.984 0.973
0.1 0.965 0.989 0.974 0.963 0.988 0.974
1
0.01 0.696 0.935 0.966 0.726 0.939 0.965
0.05 0.771 0.957 0.971 0.789 0.953 0.969
0.1 0.857 0.982 0.974 0.843 0.985 0.972
1.5
0.01 0.518 0.829 0.939 0.525 0.826 0.926
0.05 0.611 0.891 0.954 0.611 0.898 0.953
0.1 0.686 0.950 0.961 0.676 0.936 0.965
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Table 4.16 Empirical power for testing for isotropy based on covariances: mixture of uniform
and normal sites; directional covariance; lag sets A1, A2, and A3; nominal size
0.1; based on 1000 runs
Lag Set {(0, 1), (1, 0)} Lag Set {(0, 2), (2, 0)} Lag Set {(0, 1), (1, 0),
(0, 3), (3, 0)}
λn C κ n n n
600 1200 1800 600 1200 1800 600 1200 1800
12
0.25
0.01 0.951 0.956 0.954 0.685 0.693 0.713 0.958 0.980 0.969
0.05 0.961 0.967 0.947 0.776 0.780 0.754 0.967 0.985 0.965
0.1 0.971 0.971 0.955 0.880 0.893 0.864 0.978 0.986 0.966
0.5
0.01 0.971 0.967 0.967 0.835 0.847 0.860 0.969 0.978 0.964
0.05 0.986 0.973 0.966 0.854 0.882 0.869 0.983 0.986 0.964
0.1 0.995 0.977 0.966 0.876 0.912 0.900 0.996 0.988 0.964
1
0.01 0.977 0.974 0.967 0.856 0.908 0.904 0.969 0.984 0.964
0.05 0.986 0.977 0.969 0.860 0.912 0.895 0.979 0.988 0.969
0.1 0.994 0.981 0.968 0.905 0.938 0.930 0.992 0.985 0.962
1.5
0.01 0.944 0.972 0.970 0.821 0.896 0.912 0.939 0.982 0.961
0.05 0.967 0.980 0.968 0.831 0.911 0.911 0.950 0.983 0.960
0.1 0.987 0.986 0.970 0.903 0.949 0.942 0.982 0.988 0.960
24
0.25
0.01 0.919 0.986 0.977 0.920 0.976 0.972 0.967 0.986 0.977
0.05 0.958 0.987 0.977 0.958 0.985 0.978 0.979 0.987 0.977
0.1 0.974 0.988 0.977 0.959 0.989 0.977 0.992 0.988 0.980
0.5
0.01 0.833 0.969 0.972 0.862 0.978 0.970 0.941 0.983 0.973
0.05 0.864 0.983 0.974 0.888 0.983 0.973 0.940 0.985 0.979
0.1 0.942 0.987 0.977 0.936 0.987 0.977 0.983 0.986 0.976
1
0.01 0.550 0.897 0.956 0.601 0.889 0.945 0.733 0.944 0.965
0.05 0.674 0.933 0.960 0.659 0.932 0.967 0.782 0.953 0.971
0.1 0.765 0.968 0.972 0.777 0.971 0.970 0.876 0.984 0.977
1.5
0.01 0.381 0.753 0.896 0.434 0.781 0.891 0.513 0.844 0.944
0.05 0.456 0.842 0.924 0.501 0.845 0.934 0.609 0.893 0.967
0.1 0.564 0.879 0.959 0.607 0.909 0.953 0.721 0.945 0.971
145
Table 4.17 Empirical power for testing for isotropy based on covariances: mixture of uniform
and normal sites; directional covariance; lag sets A4, A5, and A6; nominal size
0.1; based on 1000 runs
Lag Set {(0, 1), (1, 0),
(0, 5), (5, 0)} Lag Set {(0, 3), (3, 0)} Lag Set {(0, 5), (5, 0)}
λn C κ n n n
600 1200 1800 600 1200 1800 600 1200 1800
12
0.25
0.01 0.962 0.971 0.966 0.504 0.467 0.496 0.935 0.926 0.923
0.05 0.968 0.985 0.964 0.330 0.313 0.325 0.676 0.666 0.665
0.1 0.977 0.985 0.967 0.257 0.236 0.240 0.243 0.221 0.227
0.5
0.01 0.976 0.974 0.964 0.544 0.551 0.591 0.936 0.939 0.942
0.05 0.982 0.988 0.963 0.515 0.528 0.557 0.808 0.838 0.828
0.1 0.996 0.988 0.964 0.470 0.470 0.461 0.458 0.458 0.450
1
0.01 0.980 0.983 0.961 0.621 0.673 0.707 0.936 0.964 0.955
0.05 0.981 0.989 0.966 0.519 0.575 0.604 0.832 0.884 0.864
0.1 0.991 0.987 0.961 0.600 0.612 0.632 0.582 0.591 0.626
1.5
0.01 0.956 0.983 0.959 0.566 0.669 0.717 0.882 0.954 0.957
0.05 0.962 0.984 0.961 0.544 0.614 0.658 0.806 0.894 0.881
0.1 0.983 0.986 0.959 0.584 0.633 0.668 0.561 0.602 0.651
24
0.25
0.01 0.952 0.985 0.976 0.915 0.972 0.980 0.916 0.985 0.971
0.05 0.975 0.983 0.976 0.930 0.980 0.972 0.924 0.979 0.975
0.1 0.991 0.987 0.979 0.935 0.968 0.969 0.939 0.979 0.975
0.5
0.01 0.931 0.981 0.972 0.845 0.974 0.970 0.844 0.967 0.979
0.05 0.939 0.984 0.977 0.853 0.974 0.970 0.873 0.968 0.974
0.1 0.972 0.988 0.976 0.922 0.982 0.978 0.908 0.975 0.978
1
0.01 0.728 0.946 0.967 0.633 0.891 0.947 0.593 0.879 0.950
0.05 0.767 0.960 0.973 0.674 0.938 0.963 0.703 0.932 0.959
0.1 0.870 0.982 0.979 0.744 0.938 0.966 0.740 0.957 0.967
1.5
0.01 0.556 0.862 0.954 0.452 0.755 0.897 0.426 0.761 0.905
0.05 0.608 0.903 0.967 0.477 0.838 0.925 0.528 0.845 0.916
0.1 0.715 0.942 0.969 0.579 0.870 0.949 0.575 0.881 0.949
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Table 4.18 Empirical power for testing for isotropy based on covariances: mixture of uniform
and normal sites; directional covariance; lag sets A7 and A8; nominal size 0.1;
based on 1000 runs
Lag Set
{(0, 1), (1, 0), (0, 3),
(3, 0), (0, 5), (5, 0)}
Lag Set
{(0, 1), (1, 0), (0, 2),
(2, 0), (0, 3), (3, 0)}
λn C κ n n
600 1200 1800 600 1200 1800
12
0.25
0.01 0.971 0.981 0.974 0.971 0.982 0.975
0.05 0.975 0.984 0.967 0.975 0.983 0.969
0.1 0.975 0.984 0.967 0.977 0.989 0.971
0.5
0.01 0.981 0.987 0.966 0.975 0.984 0.970
0.05 0.988 0.988 0.968 0.987 0.988 0.971
0.1 0.997 0.989 0.966 0.999 0.988 0.970
1
0.01 0.984 0.984 0.971 0.982 0.982 0.966
0.05 0.986 0.987 0.970 0.985 0.988 0.973
0.1 0.993 0.986 0.966 0.995 0.987 0.966
1.5
0.01 0.955 0.984 0.962 0.959 0.981 0.965
0.05 0.965 0.984 0.961 0.967 0.982 0.963
0.1 0.978 0.987 0.959 0.986 0.988 0.967
24
0.25
0.01 0.977 0.987 0.978 0.978 0.990 0.981
0.05 0.982 0.984 0.978 0.990 0.987 0.978
0.1 0.991 0.988 0.979 0.994 0.988 0.982
0.5
0.01 0.960 0.987 0.974 0.965 0.985 0.978
0.05 0.957 0.983 0.979 0.959 0.991 0.979
0.1 0.987 0.985 0.976 0.983 0.986 0.977
1
0.01 0.801 0.962 0.971 0.794 0.958 0.968
0.05 0.820 0.967 0.975 0.829 0.967 0.975
0.1 0.924 0.984 0.978 0.929 0.985 0.978
1.5
0.01 0.607 0.888 0.966 0.592 0.894 0.964
0.05 0.687 0.925 0.973 0.675 0.940 0.978
0.1 0.793 0.961 0.972 0.776 0.959 0.970
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Table 4.19 Empirical power for testing for isotropy based on covariances: mixture of uniform
and double exponential sites; directional covariance; lag sets A1, A2, and A3;
nominal size 0.1; based on 1000 runs
Lag Set {(0, 1), (1, 0)} Lag Set {(0, 2), (2, 0)} Lag Set {(0, 1), (1, 0),
(0, 3), (3, 0)}
λn C κ n n n
600 1200 1800 600 1200 1800 600 1200 1800
12
0.25
0.01 0.913 0.931 0.928 0.577 0.583 0.566 0.912 0.890 0.902
0.05 0.911 0.934 0.930 0.751 0.788 0.780 0.901 0.886 0.906
0.1 0.862 0.891 0.885 0.833 0.851 0.841 0.868 0.844 0.851
0.5
0.01 0.954 0.972 0.947 0.774 0.815 0.816 0.934 0.933 0.946
0.05 0.964 0.976 0.955 0.856 0.901 0.896 0.950 0.945 0.953
0.1 0.958 0.971 0.948 0.833 0.886 0.873 0.953 0.938 0.946
1
0.01 0.970 0.976 0.970 0.824 0.881 0.888 0.962 0.963 0.972
0.05 0.977 0.984 0.972 0.875 0.922 0.918 0.957 0.967 0.972
0.1 0.967 0.980 0.966 0.869 0.912 0.908 0.965 0.959 0.965
1.5
0.01 0.972 0.978 0.974 0.807 0.896 0.896 0.954 0.970 0.977
0.05 0.970 0.981 0.976 0.858 0.934 0.935 0.954 0.971 0.973
0.1 0.963 0.982 0.970 0.887 0.929 0.926 0.965 0.969 0.967
24
0.25
0.01 0.965 0.995 0.982 0.937 0.971 0.973 0.969 0.992 0.982
0.05 0.977 0.994 0.980 0.945 0.977 0.963 0.986 0.991 0.983
0.1 0.990 0.994 0.983 0.947 0.974 0.960 0.989 0.991 0.987
0.5
0.01 0.954 0.992 0.989 0.930 0.978 0.980 0.958 0.991 0.984
0.05 0.962 0.995 0.985 0.935 0.979 0.974 0.973 0.993 0.983
0.1 0.980 0.992 0.985 0.953 0.978 0.981 0.979 0.994 0.987
1
0.01 0.788 0.970 0.983 0.750 0.936 0.976 0.842 0.974 0.983
0.05 0.840 0.977 0.987 0.802 0.954 0.977 0.899 0.989 0.982
0.1 0.922 0.989 0.983 0.881 0.977 0.981 0.937 0.990 0.984
1.5
0.01 0.616 0.900 0.961 0.585 0.883 0.953 0.712 0.950 0.967
0.05 0.707 0.940 0.976 0.658 0.907 0.958 0.797 0.968 0.979
0.1 0.798 0.976 0.981 0.762 0.942 0.978 0.860 0.981 0.989
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Table 4.20 Empirical power for testing for isotropy based on covariances: mixture of uniform
and double exponential sites; directional covariance; lag sets A4, A5, and A6;
nominal size 0.1; based on 1000 runs
Lag Set {(0, 1), (1, 0),
(0, 5), (5, 0)} Lag Set {(0, 3), (3, 0)} Lag Set {(0, 5), (5, 0)}
λn C κ n n n
600 1200 1800 600 1200 1800 600 1200 1800
12
0.25
0.01 0.923 0.906 0.910 0.409 0.394 0.434 0.890 0.907 0.894
0.05 0.908 0.891 0.911 0.361 0.351 0.391 0.639 0.662 0.645
0.1 0.867 0.844 0.851 0.282 0.263 0.287 0.281 0.261 0.289
0.5
0.01 0.949 0.951 0.951 0.434 0.437 0.487 0.903 0.929 0.915
0.05 0.952 0.949 0.957 0.616 0.649 0.673 0.833 0.878 0.868
0.1 0.954 0.937 0.946 0.580 0.599 0.606 0.582 0.603 0.621
1
0.01 0.975 0.974 0.978 0.563 0.603 0.631 0.930 0.960 0.947
0.05 0.965 0.972 0.975 0.624 0.673 0.707 0.859 0.914 0.910
0.1 0.965 0.960 0.964 0.736 0.792 0.794 0.737 0.787 0.793
1.5
0.01 0.974 0.983 0.981 0.534 0.623 0.652 0.910 0.960 0.952
0.05 0.961 0.973 0.974 0.653 0.732 0.750 0.842 0.918 0.917
0.1 0.966 0.969 0.967 0.725 0.810 0.826 0.712 0.793 0.808
24
0.25
0.01 0.973 0.991 0.986 0.876 0.934 0.941 0.953 0.987 0.979
0.05 0.975 0.992 0.988 0.881 0.944 0.950 0.901 0.956 0.948
0.1 0.990 0.992 0.988 0.822 0.862 0.870 0.822 0.866 0.876
0.5
0.01 0.972 0.994 0.985 0.859 0.959 0.960 0.928 0.986 0.983
0.05 0.973 0.992 0.982 0.878 0.951 0.966 0.909 0.965 0.973
0.1 0.976 0.994 0.987 0.842 0.939 0.939 0.806 0.889 0.903
1
0.01 0.861 0.980 0.984 0.682 0.914 0.953 0.804 0.960 0.980
0.05 0.912 0.990 0.981 0.751 0.932 0.963 0.775 0.954 0.973
0.1 0.931 0.988 0.986 0.743 0.930 0.949 0.714 0.889 0.914
1.5
0.01 0.731 0.963 0.976 0.545 0.845 0.935 0.618 0.892 0.964
0.05 0.803 0.981 0.981 0.603 0.871 0.939 0.604 0.885 0.957
0.1 0.847 0.976 0.987 0.610 0.885 0.935 0.602 0.853 0.905
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Table 4.21 Empirical power for testing for isotropy based on covariances: mixture of uniform
and double exponential sites; directional covariance; lag sets A7 and A8; nominal
size 0.1; based on 1000 runs
Lag Set
{(0, 1), (1, 0), (0, 3),
(3, 0), (0, 5), (5, 0)}
Lag Set
{(0, 1), (1, 0), (0, 2),
(2, 0), (0, 3), (3, 0)}
λn C κ n n
600 1200 1800 600 1200 1800
12
0.25
0.01 0.918 0.899 0.900 0.921 0.904 0.902
0.05 0.901 0.882 0.894 0.901 0.882 0.894
0.1 0.851 0.827 0.828 0.850 0.830 0.830
0.5
0.01 0.942 0.938 0.949 0.931 0.933 0.938
0.05 0.947 0.941 0.950 0.944 0.943 0.947
0.1 0.955 0.939 0.941 0.953 0.933 0.941
1
0.01 0.970 0.967 0.971 0.962 0.964 0.967
0.05 0.955 0.967 0.971 0.954 0.965 0.969
0.1 0.962 0.949 0.957 0.965 0.957 0.967
1.5
0.01 0.971 0.976 0.977 0.957 0.972 0.975
0.05 0.958 0.971 0.974 0.957 0.977 0.976
0.1 0.966 0.960 0.967 0.967 0.967 0.971
24
0.25
0.01 0.977 0.991 0.988 0.975 0.992 0.982
0.05 0.980 0.990 0.986 0.984 0.992 0.985
0.1 0.985 0.994 0.988 0.990 0.993 0.988
0.5
0.01 0.974 0.996 0.986 0.969 0.993 0.984
0.05 0.977 0.991 0.982 0.979 0.993 0.983
0.1 0.978 0.993 0.986 0.982 0.993 0.988
1
0.01 0.905 0.988 0.983 0.899 0.984 0.982
0.05 0.934 0.989 0.982 0.926 0.990 0.981
0.1 0.953 0.992 0.984 0.968 0.990 0.987
1.5
0.01 0.784 0.974 0.974 0.764 0.970 0.972
0.05 0.834 0.979 0.980 0.836 0.976 0.983
0.1 0.872 0.979 0.986 0.897 0.991 0.990
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Table 4.22 Empirical power for testing for isotropy based on covariances: mixture of normal
sites; directional covariance; lag sets A1, A2, and A3; nominal size 0.1; based on
1000 runs
Lag Set {(0, 1), (1, 0)} Lag Set {(0, 2), (2, 0)} Lag Set {(0, 1), (1, 0),
(0, 3), (3, 0)}
λn C κ n n n
600 1200 1800 600 1200 1800 600 1200 1800
12
0.25
0.01 0.979 0.979 0.965 0.817 0.831 0.824 0.974 0.992 0.981
0.05 0.978 0.985 0.974 0.918 0.927 0.909 0.978 0.987 0.983
0.1 0.978 0.973 0.966 0.947 0.950 0.936 0.957 0.983 0.976
0.5
0.01 0.987 0.994 0.978 0.934 0.949 0.943 0.986 0.993 0.983
0.05 0.998 0.994 0.979 0.972 0.981 0.961 0.996 0.993 0.984
0.1 0.997 0.995 0.980 0.960 0.983 0.965 0.993 0.992 0.982
1
0.01 0.987 0.997 0.979 0.951 0.978 0.962 0.984 0.992 0.984
0.05 0.994 0.996 0.984 0.977 0.988 0.974 0.990 0.993 0.981
0.1 0.993 0.996 0.983 0.969 0.989 0.974 0.996 0.995 0.981
1.5
0.01 0.982 0.997 0.978 0.937 0.976 0.961 0.979 0.992 0.985
0.05 0.986 0.997 0.981 0.963 0.985 0.972 0.986 0.992 0.981
0.1 0.993 0.996 0.982 0.964 0.988 0.977 0.992 0.994 0.982
24
0.25
0.01 0.965 0.991 0.983 0.967 0.987 0.984 0.977 0.988 0.980
0.05 0.987 0.992 0.985 0.988 0.990 0.981 0.985 0.989 0.979
0.1 0.993 0.992 0.982 0.981 0.989 0.986 0.993 0.991 0.981
0.5
0.01 0.917 0.981 0.981 0.925 0.984 0.980 0.968 0.986 0.979
0.05 0.944 0.988 0.983 0.958 0.987 0.981 0.982 0.984 0.982
0.1 0.966 0.988 0.981 0.977 0.986 0.983 0.982 0.988 0.980
1
0.01 0.712 0.949 0.974 0.709 0.943 0.972 0.845 0.979 0.978
0.05 0.768 0.956 0.979 0.801 0.961 0.979 0.886 0.973 0.978
0.1 0.863 0.979 0.982 0.856 0.974 0.980 0.933 0.985 0.981
1.5
0.01 0.534 0.865 0.945 0.558 0.865 0.949 0.695 0.934 0.970
0.05 0.579 0.893 0.972 0.678 0.903 0.968 0.758 0.954 0.977
0.1 0.679 0.947 0.974 0.715 0.948 0.979 0.805 0.975 0.974
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Table 4.23 Empirical power for testing for isotropy based on covariances: mixture of normal
sites; directional covariance; lag sets A4, A5, and A6; nominal size 0.1; based on
1000 runs
Lag Set {(0, 1), (1, 0),
(0, 5), (5, 0)} Lag Set {(0, 3), (3, 0)} Lag Set {(0, 5), (5, 0)}
λn C κ n n n
600 1200 1800 600 1200 1800 600 1200 1800
12
0.25
0.01 0.975 0.989 0.984 0.679 0.693 0.687 0.969 0.970 0.957
0.05 0.979 0.990 0.981 0.704 0.732 0.709 0.858 0.888 0.867
0.1 0.957 0.983 0.975 0.596 0.596 0.560 0.593 0.604 0.571
0.5
0.01 0.986 0.991 0.980 0.755 0.806 0.800 0.980 0.986 0.968
0.05 0.996 0.992 0.983 0.873 0.905 0.885 0.960 0.975 0.954
0.1 0.993 0.992 0.982 0.867 0.897 0.890 0.864 0.901 0.888
1
0.01 0.995 0.995 0.987 0.826 0.874 0.882 0.988 0.992 0.978
0.05 0.994 0.995 0.981 0.884 0.929 0.919 0.970 0.985 0.972
0.1 0.995 0.994 0.983 0.921 0.961 0.954 0.918 0.959 0.948
1.5
0.01 0.987 0.992 0.986 0.795 0.883 0.886 0.974 0.988 0.979
0.05 0.991 0.995 0.984 0.876 0.950 0.932 0.959 0.984 0.972
0.1 0.990 0.994 0.982 0.915 0.967 0.956 0.904 0.963 0.953
24
0.25
0.01 0.974 0.990 0.983 0.950 0.985 0.983 0.976 0.990 0.978
0.05 0.991 0.987 0.982 0.978 0.988 0.982 0.971 0.984 0.981
0.1 0.990 0.988 0.981 0.955 0.976 0.977 0.969 0.982 0.984
0.5
0.01 0.960 0.988 0.977 0.927 0.985 0.982 0.914 0.985 0.982
0.05 0.988 0.985 0.981 0.940 0.989 0.984 0.949 0.984 0.982
0.1 0.984 0.990 0.977 0.959 0.985 0.980 0.939 0.986 0.980
1
0.01 0.831 0.968 0.977 0.726 0.941 0.972 0.722 0.955 0.970
0.05 0.903 0.983 0.978 0.821 0.972 0.982 0.821 0.970 0.983
0.1 0.937 0.986 0.978 0.833 0.974 0.981 0.844 0.980 0.980
1.5
0.01 0.679 0.930 0.974 0.547 0.855 0.943 0.561 0.872 0.955
0.05 0.763 0.962 0.977 0.653 0.915 0.977 0.633 0.899 0.964
0.1 0.817 0.979 0.974 0.692 0.945 0.975 0.690 0.951 0.973
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Table 4.24 Empirical power for testing for isotropy based on covariances: mixture of normal
sites; directional covariance; lag sets A7 and A8; nominal size 0.1; based on 1000
runs
Lag Set
{(0, 1), (1, 0), (0, 3),
(3, 0), (0, 5), (5, 0)}
Lag Set
{(0, 1), (1, 0), (0, 2),
(2, 0), (0, 3), (3, 0)}
λn C κ n n
600 1200 1800 600 1200 1800
12
0.25
0.01 0.980 0.994 0.983 0.981 0.994 0.985
0.05 0.983 0.990 0.985 0.983 0.990 0.985
0.1 0.963 0.982 0.983 0.962 0.982 0.984
0.5
0.01 0.987 0.995 0.987 0.990 0.992 0.985
0.05 0.994 0.993 0.984 0.994 0.993 0.985
0.1 0.996 0.994 0.985 0.992 0.992 0.982
1
0.01 0.995 0.994 0.988 0.991 0.992 0.986
0.05 0.994 0.995 0.981 0.994 0.996 0.981
0.1 0.991 0.993 0.986 0.994 0.995 0.983
1.5
0.01 0.984 0.994 0.987 0.986 0.992 0.987
0.05 0.989 0.994 0.987 0.992 0.995 0.981
0.1 0.987 0.995 0.983 0.992 0.996 0.984
24
0.25
0.01 0.982 0.989 0.982 0.987 0.989 0.979
0.05 0.988 0.989 0.983 0.992 0.990 0.981
0.1 0.990 0.989 0.983 0.993 0.991 0.984
0.5
0.01 0.978 0.990 0.978 0.986 0.986 0.979
0.05 0.989 0.985 0.980 0.991 0.986 0.983
0.1 0.990 0.989 0.980 0.991 0.989 0.981
1
0.01 0.884 0.984 0.979 0.901 0.989 0.980
0.05 0.941 0.983 0.977 0.927 0.985 0.980
0.1 0.967 0.986 0.982 0.961 0.988 0.982
1.5
0.01 0.750 0.965 0.973 0.761 0.960 0.972
0.05 0.822 0.973 0.979 0.818 0.973 0.977
0.1 0.880 0.981 0.972 0.888 0.988 0.980
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Table 4.25 Adjusted empirical power for testing for isotropy based on covariances:, uniform
sites; directional covariance; lag sets A1, A2, and A3; nominal size 0.1; based on
1000 runs
Lag Set {(0, 1), (1, 0)} Lag Set {(0, 2), (2, 0)} Lag Set {(0, 1), (1, 0),
(0, 3), (3, 0)}
λn C κ n n n
600 1200 1800 600 1200 1800 600 1200 1800
12
0.25
0.01 0.940 0.973 0.966 0.895 0.950 0.952 0.872 0.960 0.966
0.05 0.925 0.969 0.956 0.887 0.931 0.934 0.904 0.958 0.954
0.1 0.918 0.973 0.957 0.943 0.958 0.948 0.912 0.929 0.952
0.5
0.01 0.965 0.976 0.976 0.957 0.973 0.973 0.969 0.985 0.978
0.05 0.975 0.982 0.973 0.966 0.970 0.967 0.969 0.986 0.972
0.1 0.985 0.985 0.978 0.950 0.975 0.973 0.985 0.987 0.974
1
0.01 0.942 0.979 0.975 0.950 0.975 0.976 0.965 0.989 0.977
0.05 0.947 0.979 0.977 0.959 0.972 0.973 0.967 0.987 0.973
0.1 0.950 0.982 0.977 0.946 0.981 0.977 0.976 0.987 0.973
1.5
0.01 0.891 0.969 0.975 0.905 0.965 0.975 0.922 0.980 0.972
0.05 0.895 0.981 0.977 0.923 0.964 0.970 0.932 0.982 0.975
0.1 0.921 0.982 0.975 0.924 0.978 0.976 0.972 0.987 0.972
24
0.25
0.01 0.813 0.959 0.968 0.824 0.941 0.950 0.870 0.955 0.962
0.05 0.911 0.979 0.972 0.906 0.964 0.966 0.910 0.978 0.968
0.1 0.931 0.982 0.969 0.917 0.967 0.967 0.935 0.980 0.967
0.5
0.01 0.743 0.929 0.956 0.745 0.941 0.950 0.840 0.965 0.969
0.05 0.780 0.956 0.964 0.815 0.953 0.961 0.861 0.972 0.972
0.1 0.864 0.967 0.966 0.850 0.966 0.965 0.933 0.982 0.970
1
0.01 0.483 0.811 0.912 0.528 0.815 0.914 0.602 0.896 0.950
0.05 0.503 0.874 0.926 0.537 0.886 0.936 0.661 0.931 0.964
0.1 0.669 0.912 0.952 0.668 0.913 0.944 0.756 0.972 0.965
1.5
0.01 0.359 0.641 0.804 0.388 0.681 0.827 0.450 0.755 0.898
0.05 0.367 0.716 0.858 0.403 0.725 0.875 0.499 0.826 0.942
0.1 0.460 0.789 0.901 0.440 0.778 0.925 0.580 0.896 0.952
154
Table 4.26 Adjusted empirical power for testing for isotropy based on covariances:, uniform
sites; directional covariance; lag sets A4, A5, and A6; nominal size 0.1; based on
1000 runs
Lag Set {(0, 1), (1, 0),
(0, 5), (5, 0)} Lag Set {(0, 3), (3, 0)} Lag Set {(0, 5), (5, 0)}
λn C κ n n n
600 1200 1800 600 1200 1800 600 1200 1800
12
0.25
0.01 0.879 0.963 0.963 0.834 0.923 0.951 0.963 0.973 0.969
0.05 0.884 0.953 0.959 0.821 0.895 0.903 0.853 0.912 0.923
0.1 0.909 0.928 0.950 0.751 0.804 0.813 0.765 0.818 0.816
0.5
0.01 0.960 0.987 0.976 0.930 0.969 0.972 0.965 0.981 0.974
0.05 0.972 0.987 0.972 0.942 0.966 0.963 0.954 0.968 0.964
0.1 0.987 0.987 0.974 0.918 0.945 0.936 0.921 0.948 0.938
1
0.01 0.974 0.990 0.974 0.924 0.978 0.976 0.947 0.980 0.976
0.05 0.975 0.991 0.974 0.925 0.962 0.968 0.949 0.977 0.972
0.1 0.976 0.986 0.971 0.946 0.964 0.962 0.947 0.963 0.959
1.5
0.01 0.908 0.986 0.973 0.840 0.960 0.971 0.895 0.975 0.973
0.05 0.938 0.986 0.975 0.893 0.956 0.972 0.913 0.968 0.974
0.1 0.960 0.986 0.974 0.919 0.964 0.965 0.913 0.968 0.960
24
0.25
0.01 0.882 0.956 0.961 0.804 0.915 0.954 0.849 0.952 0.967
0.05 0.915 0.970 0.970 0.860 0.958 0.962 0.838 0.945 0.951
0.1 0.942 0.986 0.971 0.886 0.956 0.961 0.910 0.970 0.967
0.5
0.01 0.835 0.966 0.966 0.751 0.928 0.951 0.761 0.944 0.963
0.05 0.870 0.978 0.972 0.766 0.945 0.955 0.763 0.957 0.958
0.1 0.916 0.982 0.969 0.842 0.965 0.957 0.838 0.969 0.967
1
0.01 0.586 0.879 0.952 0.551 0.825 0.908 0.503 0.800 0.911
0.05 0.680 0.929 0.960 0.570 0.881 0.928 0.569 0.881 0.941
0.1 0.783 0.970 0.970 0.681 0.905 0.945 0.674 0.919 0.950
1.5
0.01 0.404 0.756 0.906 0.397 0.685 0.819 0.336 0.649 0.826
0.05 0.494 0.824 0.929 0.428 0.741 0.872 0.437 0.743 0.889
0.1 0.615 0.900 0.945 0.515 0.804 0.908 0.508 0.832 0.926
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Table 4.27 Adjusted empirical power for testing for isotropy based on covariances:, uniform
sites; directional covariance; lag sets A7 and A8; nominal size 0.1; based on 1000
runs
Lag Set
{(0, 1), (1, 0), (0, 3),
(3, 0), (0, 5), (5, 0)}
Lag Set
{(0, 1), (1, 0), (0, 2),
(2, 0), (0, 3), (3, 0)}
λn C κ n n
600 1200 1800 600 1200 1800
12
0.25
0.01 0.845 0.951 0.945 0.852 0.951 0.947
0.05 0.815 0.930 0.941 0.813 0.929 0.940
0.1 0.879 0.927 0.953 0.852 0.929 0.958
0.5
0.01 0.968 0.981 0.974 0.963 0.984 0.977
0.05 0.966 0.982 0.971 0.971 0.984 0.971
0.1 0.976 0.984 0.974 0.987 0.983 0.977
1
0.01 0.979 0.989 0.975 0.982 0.990 0.974
0.05 0.980 0.983 0.974 0.981 0.986 0.973
0.1 0.959 0.985 0.971 0.983 0.986 0.972
1.5
0.01 0.939 0.983 0.973 0.954 0.984 0.974
0.05 0.950 0.982 0.974 0.956 0.987 0.975
0.1 0.958 0.987 0.974 0.980 0.987 0.974
24
0.25
0.01 0.881 0.944 0.959 0.882 0.959 0.959
0.05 0.925 0.976 0.971 0.922 0.980 0.970
0.1 0.932 0.979 0.966 0.956 0.983 0.968
0.5
0.01 0.883 0.978 0.969 0.892 0.971 0.968
0.05 0.888 0.977 0.970 0.903 0.978 0.970
0.1 0.950 0.986 0.970 0.945 0.984 0.968
1
0.01 0.681 0.921 0.959 0.722 0.930 0.954
0.05 0.746 0.948 0.965 0.745 0.941 0.968
0.1 0.844 0.979 0.971 0.831 0.980 0.972
1.5
0.01 0.508 0.801 0.925 0.507 0.815 0.914
0.05 0.594 0.859 0.940 0.588 0.873 0.945
0.1 0.668 0.935 0.960 0.606 0.903 0.958
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Table 4.28 Adjusted empirical power for testing for isotropy based on covariances:, mixture of
uniform and normal sites; directional covariance; lag sets A1, A2, and A3; nominal
size 0.1; based on 1000 runs
Lag Set {(0, 1), (1, 0)} Lag Set {(0, 2), (2, 0)} Lag Set {(0, 1), (1, 0),
(0, 3), (3, 0)}
λn C κ n n n
600 1200 1800 600 1200 1800 600 1200 1800
12
0.25
0.01 0.851 0.882 0.876 0.518 0.548 0.536 0.840 0.944 0.930
0.05 0.875 0.905 0.887 0.613 0.574 0.609 0.903 0.960 0.954
0.1 0.901 0.923 0.919 0.775 0.775 0.762 0.910 0.962 0.945
0.5
0.01 0.897 0.933 0.934 0.704 0.722 0.756 0.899 0.965 0.957
0.05 0.946 0.958 0.942 0.736 0.730 0.763 0.941 0.980 0.953
0.1 0.983 0.969 0.959 0.810 0.809 0.793 0.988 0.985 0.957
1
0.01 0.916 0.945 0.953 0.792 0.833 0.836 0.905 0.971 0.950
0.05 0.950 0.961 0.950 0.754 0.805 0.805 0.938 0.983 0.957
0.1 0.975 0.972 0.967 0.847 0.878 0.873 0.963 0.983 0.955
1.5
0.01 0.864 0.938 0.951 0.760 0.839 0.858 0.859 0.962 0.947
0.05 0.911 0.964 0.955 0.745 0.826 0.827 0.882 0.974 0.950
0.1 0.948 0.972 0.966 0.845 0.902 0.896 0.952 0.980 0.953
24
0.25
0.01 0.876 0.975 0.974 0.887 0.963 0.969 0.901 0.975 0.968
0.05 0.938 0.984 0.976 0.935 0.981 0.975 0.957 0.983 0.971
0.1 0.961 0.987 0.976 0.951 0.977 0.976 0.975 0.986 0.976
0.5
0.01 0.772 0.959 0.968 0.848 0.960 0.960 0.897 0.970 0.972
0.05 0.847 0.980 0.969 0.847 0.973 0.970 0.905 0.979 0.976
0.1 0.927 0.981 0.973 0.926 0.982 0.974 0.968 0.984 0.973
1
0.01 0.549 0.870 0.940 0.600 0.850 0.925 0.703 0.895 0.957
0.05 0.638 0.911 0.947 0.641 0.918 0.962 0.743 0.932 0.967
0.1 0.716 0.948 0.969 0.789 0.958 0.968 0.840 0.980 0.973
1.5
0.01 0.371 0.722 0.874 0.442 0.730 0.864 0.500 0.822 0.929
0.05 0.430 0.802 0.915 0.487 0.831 0.915 0.582 0.875 0.952
0.1 0.533 0.848 0.950 0.627 0.891 0.950 0.691 0.928 0.965
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Table 4.29 Adjusted empirical power for testing for isotropy based on covariances:, mixture of
uniform and normal sites; directional covariance; lag sets A4, A5, and A6; nominal
size 0.1; based on 1000 runs
Lag Set {(0, 1), (1, 0),
(0, 5), (5, 0)} Lag Set {(0, 3), (3, 0)} Lag Set {(0, 5), (5, 0)}
λn C κ n n n
600 1200 1800 600 1200 1800 600 1200 1800
12
0.25
0.01 0.822 0.908 0.921 0.502 0.530 0.574 0.801 0.828 0.817
0.05 0.879 0.953 0.946 0.270 0.306 0.406 0.480 0.492 0.501
0.1 0.909 0.963 0.946 0.228 0.206 0.246 0.225 0.205 0.244
0.5
0.01 0.897 0.929 0.931 0.550 0.593 0.654 0.839 0.852 0.869
0.05 0.942 0.980 0.954 0.509 0.552 0.585 0.693 0.674 0.700
0.1 0.988 0.985 0.957 0.449 0.491 0.488 0.454 0.483 0.488
1
0.01 0.922 0.950 0.940 0.631 0.688 0.782 0.859 0.912 0.911
0.05 0.934 0.978 0.952 0.543 0.630 0.641 0.746 0.785 0.794
0.1 0.963 0.982 0.955 0.599 0.622 0.681 0.602 0.603 0.674
1.5
0.01 0.876 0.946 0.942 0.603 0.714 0.776 0.780 0.903 0.923
0.05 0.880 0.970 0.949 0.555 0.670 0.672 0.708 0.806 0.819
0.1 0.953 0.980 0.953 0.598 0.628 0.730 0.586 0.609 0.701
24
0.25
0.01 0.900 0.973 0.971 0.881 0.953 0.956 0.876 0.974 0.969
0.05 0.936 0.982 0.972 0.872 0.973 0.965 0.891 0.967 0.970
0.1 0.973 0.986 0.974 0.891 0.943 0.958 0.881 0.970 0.966
0.5
0.01 0.902 0.975 0.971 0.821 0.951 0.959 0.823 0.961 0.965
0.05 0.897 0.976 0.973 0.823 0.961 0.965 0.835 0.963 0.971
0.1 0.964 0.981 0.972 0.868 0.971 0.974 0.882 0.967 0.973
1
0.01 0.690 0.929 0.959 0.625 0.862 0.912 0.588 0.843 0.945
0.05 0.747 0.937 0.969 0.654 0.913 0.939 0.697 0.915 0.948
0.1 0.855 0.974 0.975 0.735 0.916 0.960 0.724 0.943 0.961
1.5
0.01 0.531 0.825 0.933 0.460 0.721 0.865 0.394 0.732 0.891
0.05 0.587 0.880 0.952 0.466 0.822 0.904 0.520 0.823 0.908
0.1 0.695 0.924 0.966 0.555 0.835 0.941 0.542 0.862 0.932
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Table 4.30 Adjusted empirical power for testing for isotropy based on covariances:, mixture
of uniform and normal sites; directional covariance; lag sets A7 and A8; nominal
size 0.1; based on 1000 runs
Lag Set
{(0, 1), (1, 0), (0, 3),
(3, 0), (0, 5), (5, 0)}
Lag Set
{(0, 1), (1, 0), (0, 2),
(2, 0), (0, 3), (3, 0)}
λn C κ n n
600 1200 1800 600 1200 1800
12
0.25
0.01 0.813 0.921 0.927 0.813 0.927 0.930
0.05 0.869 0.945 0.943 0.868 0.945 0.943
0.1 0.891 0.960 0.944 0.892 0.963 0.952
0.5
0.01 0.910 0.970 0.953 0.872 0.958 0.953
0.05 0.936 0.981 0.955 0.947 0.980 0.954
0.1 0.985 0.983 0.960 0.985 0.984 0.962
1
0.01 0.929 0.973 0.954 0.900 0.964 0.950
0.05 0.929 0.977 0.956 0.944 0.975 0.956
0.1 0.957 0.982 0.956 0.958 0.984 0.963
1.5
0.01 0.867 0.954 0.952 0.871 0.957 0.946
0.05 0.883 0.967 0.950 0.889 0.970 0.951
0.1 0.936 0.978 0.954 0.946 0.978 0.957
24
0.25
0.01 0.888 0.967 0.968 0.896 0.977 0.973
0.05 0.951 0.983 0.971 0.963 0.985 0.970
0.1 0.966 0.987 0.973 0.977 0.985 0.979
0.5
0.01 0.930 0.978 0.972 0.918 0.976 0.971
0.05 0.911 0.978 0.976 0.932 0.983 0.973
0.1 0.969 0.983 0.971 0.962 0.983 0.972
1
0.01 0.774 0.937 0.966 0.733 0.926 0.966
0.05 0.788 0.954 0.967 0.783 0.950 0.971
0.1 0.898 0.977 0.970 0.906 0.980 0.973
1.5
0.01 0.554 0.849 0.948 0.551 0.859 0.946
0.05 0.632 0.898 0.957 0.642 0.928 0.970
0.1 0.757 0.942 0.967 0.763 0.944 0.967
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Table 4.31 Adjusted empirical power for testing for isotropy based on covariances:, mixture
of uniform and double exponential sites; directional covariance; lag sets A1, A2,
and A3; nominal size 0.1; based on 1000 runs
Lag Set {(0, 1), (1, 0)} Lag Set {(0, 2), (2, 0)} Lag Set {(0, 1), (1, 0),
(0, 3), (3, 0)}
λn C κ n n n
600 1200 1800 600 1200 1800 600 1200 1800
12
0.25
0.01 0.760 0.822 0.796 0.518 0.480 0.540 0.733 0.753 0.779
0.05 0.761 0.818 0.772 0.656 0.679 0.703 0.710 0.731 0.751
0.1 0.659 0.711 0.706 0.709 0.716 0.737 0.604 0.602 0.657
0.5
0.01 0.802 0.863 0.839 0.724 0.735 0.745 0.808 0.818 0.842
0.05 0.792 0.858 0.853 0.790 0.827 0.828 0.824 0.820 0.851
0.1 0.766 0.822 0.821 0.754 0.759 0.735 0.786 0.775 0.801
1
0.01 0.877 0.928 0.909 0.783 0.850 0.848 0.882 0.892 0.905
0.05 0.861 0.925 0.907 0.833 0.881 0.878 0.869 0.871 0.899
0.1 0.826 0.875 0.872 0.811 0.852 0.822 0.828 0.821 0.847
1.5
0.01 0.866 0.937 0.925 0.782 0.861 0.863 0.887 0.907 0.925
0.05 0.856 0.930 0.914 0.836 0.900 0.894 0.881 0.888 0.917
0.1 0.837 0.894 0.886 0.830 0.886 0.867 0.861 0.847 0.867
24
0.25
0.01 0.912 0.983 0.972 0.872 0.944 0.942 0.888 0.956 0.960
0.05 0.940 0.981 0.975 0.873 0.949 0.941 0.941 0.963 0.966
0.1 0.934 0.980 0.966 0.851 0.920 0.912 0.931 0.968 0.970
0.5
0.01 0.904 0.984 0.979 0.893 0.960 0.962 0.913 0.981 0.969
0.05 0.921 0.983 0.979 0.883 0.946 0.966 0.926 0.971 0.973
0.1 0.931 0.974 0.977 0.905 0.945 0.961 0.928 0.974 0.980
1
0.01 0.739 0.943 0.969 0.692 0.910 0.961 0.785 0.954 0.969
0.05 0.762 0.936 0.978 0.783 0.924 0.970 0.844 0.961 0.968
0.1 0.848 0.968 0.975 0.807 0.939 0.965 0.885 0.975 0.979
1.5
0.01 0.561 0.839 0.938 0.567 0.848 0.931 0.636 0.924 0.948
0.05 0.661 0.874 0.959 0.652 0.874 0.946 0.739 0.926 0.966
0.1 0.676 0.922 0.955 0.718 0.893 0.953 0.781 0.953 0.975
160
Table 4.32 Adjusted empirical power for testing for isotropy based on covariances:, mixture
of uniform and double exponential sites; directional covariance; lag sets A4, A5,
and A6; nominal size 0.1; based on 1000 runs
Lag Set {(0, 1), (1, 0),
(0, 5), (5, 0)} Lag Set {(0, 3), (3, 0)} Lag Set {(0, 5), (5, 0)}
λn C κ n n n
600 1200 1800 600 1200 1800 600 1200 1800
12
0.25
0.01 0.738 0.752 0.787 0.555 0.551 0.616 0.723 0.791 0.769
0.05 0.705 0.745 0.754 0.520 0.469 0.602 0.573 0.573 0.584
0.1 0.606 0.602 0.653 0.336 0.269 0.355 0.343 0.278 0.369
0.5
0.01 0.798 0.798 0.832 0.617 0.576 0.670 0.756 0.815 0.794
0.05 0.816 0.811 0.842 0.774 0.781 0.830 0.775 0.776 0.826
0.1 0.788 0.775 0.805 0.680 0.692 0.751 0.713 0.660 0.766
1
0.01 0.882 0.882 0.880 0.700 0.751 0.799 0.842 0.891 0.881
0.05 0.860 0.862 0.886 0.776 0.839 0.861 0.834 0.887 0.885
0.1 0.829 0.822 0.848 0.830 0.894 0.903 0.846 0.892 0.909
1.5
0.01 0.867 0.904 0.902 0.687 0.758 0.805 0.841 0.898 0.879
0.05 0.886 0.875 0.909 0.804 0.890 0.872 0.828 0.910 0.908
0.1 0.857 0.844 0.869 0.843 0.917 0.925 0.832 0.896 0.919
24
0.25
0.01 0.902 0.957 0.955 0.798 0.894 0.911 0.883 0.958 0.963
0.05 0.919 0.964 0.967 0.826 0.909 0.930 0.837 0.900 0.907
0.1 0.943 0.971 0.970 0.753 0.793 0.804 0.785 0.860 0.866
0.5
0.01 0.927 0.984 0.975 0.825 0.927 0.935 0.883 0.965 0.977
0.05 0.917 0.973 0.972 0.848 0.933 0.953 0.862 0.934 0.947
0.1 0.932 0.977 0.979 0.815 0.888 0.907 0.788 0.896 0.907
1
0.01 0.786 0.965 0.972 0.666 0.871 0.935 0.748 0.910 0.969
0.05 0.857 0.963 0.972 0.723 0.919 0.952 0.741 0.923 0.961
0.1 0.867 0.968 0.979 0.735 0.904 0.929 0.711 0.909 0.910
1.5
0.01 0.617 0.941 0.959 0.533 0.804 0.921 0.578 0.841 0.944
0.05 0.747 0.943 0.964 0.588 0.854 0.921 0.554 0.868 0.935
0.1 0.755 0.940 0.975 0.592 0.858 0.907 0.595 0.860 0.909
161
Table 4.33 Adjusted empirical power for testing for isotropy based on covariances:, mixture
of uniform and double exponential sites; directional covariance; lag sets A7 and
A8; nominal size 0.1; based on 1000 runs
Lag Set
{(0, 1), (1, 0), (0, 3),
(3, 0), (0, 5), (5, 0)}
Lag Set
{(0, 1), (1, 0), (0, 2),
(2, 0), (0, 3), (3, 0)}
λn C κ n n
600 1200 1800 600 1200 1800
12
0.25
0.01 0.710 0.716 0.776 0.714 0.720 0.781
0.05 0.667 0.692 0.732 0.668 0.691 0.732
0.1 0.592 0.594 0.630 0.588 0.592 0.633
0.5
0.01 0.783 0.792 0.812 0.804 0.792 0.835
0.05 0.799 0.799 0.840 0.800 0.798 0.834
0.1 0.786 0.789 0.803 0.781 0.764 0.802
1
0.01 0.873 0.876 0.880 0.869 0.865 0.891
0.05 0.856 0.852 0.880 0.869 0.854 0.880
0.1 0.830 0.813 0.844 0.827 0.804 0.835
1.5
0.01 0.873 0.899 0.906 0.884 0.885 0.915
0.05 0.886 0.871 0.895 0.887 0.869 0.898
0.1 0.851 0.847 0.856 0.845 0.824 0.850
24
0.25
0.01 0.884 0.951 0.954 0.877 0.947 0.950
0.05 0.913 0.951 0.968 0.919 0.956 0.962
0.1 0.909 0.964 0.968 0.918 0.958 0.968
0.5
0.01 0.945 0.980 0.974 0.932 0.977 0.968
0.05 0.913 0.963 0.972 0.930 0.968 0.969
0.1 0.925 0.970 0.978 0.922 0.969 0.975
1
0.01 0.826 0.967 0.971 0.809 0.958 0.969
0.05 0.887 0.967 0.967 0.872 0.966 0.970
0.1 0.897 0.971 0.978 0.916 0.977 0.977
1.5
0.01 0.674 0.953 0.957 0.687 0.924 0.957
0.05 0.764 0.951 0.962 0.769 0.936 0.977
0.1 0.795 0.948 0.977 0.810 0.968 0.975
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Table 4.34 Adjusted empirical power for testing for isotropy based on covariances:, mixture
of normal sites; directional covariance; lag sets A1, A2, and A3; nominal size 0.1;
based on 1000 runs
Lag Set {(0, 1), (1, 0)} Lag Set {(0, 2), (2, 0)} Lag Set {(0, 1), (1, 0),
(0, 3), (3, 0)}
λn C κ n n n
600 1200 1800 600 1200 1800 600 1200 1800
12
0.25
0.01 0.938 0.941 0.941 0.701 0.695 0.733 0.917 0.971 0.969
0.05 0.940 0.937 0.939 0.820 0.811 0.836 0.932 0.969 0.973
0.1 0.912 0.918 0.918 0.853 0.846 0.877 0.876 0.936 0.946
0.5
0.01 0.975 0.987 0.966 0.868 0.882 0.903 0.962 0.986 0.980
0.05 0.986 0.988 0.967 0.924 0.934 0.942 0.982 0.991 0.981
0.1 0.984 0.989 0.968 0.904 0.920 0.926 0.974 0.988 0.977
1
0.01 0.971 0.993 0.975 0.912 0.931 0.943 0.963 0.987 0.979
0.05 0.980 0.995 0.974 0.942 0.964 0.958 0.970 0.991 0.978
0.1 0.979 0.991 0.975 0.923 0.966 0.961 0.964 0.989 0.980
1.5
0.01 0.944 0.993 0.975 0.909 0.940 0.950 0.948 0.983 0.980
0.05 0.965 0.993 0.976 0.926 0.969 0.966 0.959 0.990 0.977
0.1 0.967 0.993 0.976 0.931 0.974 0.972 0.968 0.987 0.977
24
0.25
0.01 0.955 0.988 0.982 0.942 0.982 0.980 0.937 0.983 0.975
0.05 0.976 0.990 0.983 0.974 0.983 0.980 0.977 0.985 0.975
0.1 0.986 0.991 0.980 0.964 0.985 0.981 0.965 0.987 0.976
0.5
0.01 0.905 0.977 0.979 0.913 0.978 0.977 0.939 0.985 0.975
0.05 0.931 0.988 0.982 0.953 0.983 0.979 0.955 0.982 0.976
0.1 0.934 0.986 0.979 0.962 0.985 0.980 0.970 0.986 0.975
1
0.01 0.678 0.941 0.969 0.680 0.935 0.963 0.796 0.963 0.977
0.05 0.756 0.944 0.977 0.774 0.951 0.977 0.848 0.967 0.973
0.1 0.832 0.971 0.978 0.849 0.963 0.979 0.903 0.979 0.980
1.5
0.01 0.523 0.851 0.927 0.559 0.855 0.929 0.674 0.910 0.962
0.05 0.554 0.882 0.963 0.628 0.891 0.961 0.693 0.946 0.970
0.1 0.640 0.926 0.966 0.711 0.926 0.977 0.764 0.966 0.971
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Table 4.35 Adjusted empirical power for testing for isotropy based on covariances:, mixture
of normal sites; directional covariance; lag sets A4, A5, and A6; nominal size 0.1;
based on 1000 runs
Lag Set {(0, 1), (1, 0),
(0, 5), (5, 0)} Lag Set {(0, 3), (3, 0)} Lag Set {(0, 5), (5, 0)}
λn C κ n n n
600 1200 1800 600 1200 1800 600 1200 1800
12
0.25
0.01 0.881 0.950 0.961 0.647 0.687 0.701 0.919 0.899 0.906
0.05 0.919 0.970 0.968 0.694 0.760 0.774 0.764 0.762 0.767
0.1 0.877 0.938 0.947 0.526 0.608 0.558 0.537 0.639 0.588
0.5
0.01 0.935 0.967 0.964 0.759 0.809 0.800 0.945 0.946 0.936
0.05 0.981 0.989 0.980 0.893 0.911 0.899 0.907 0.924 0.932
0.1 0.974 0.989 0.977 0.869 0.901 0.894 0.874 0.897 0.904
1
0.01 0.977 0.981 0.974 0.841 0.878 0.888 0.972 0.977 0.960
0.05 0.970 0.991 0.977 0.902 0.949 0.938 0.947 0.956 0.959
0.1 0.965 0.989 0.980 0.940 0.966 0.961 0.940 0.969 0.960
1.5
0.01 0.960 0.979 0.973 0.819 0.893 0.903 0.950 0.970 0.967
0.05 0.962 0.988 0.976 0.901 0.962 0.953 0.930 0.958 0.960
0.1 0.971 0.987 0.977 0.927 0.970 0.960 0.927 0.973 0.961
24
0.25
0.01 0.936 0.986 0.975 0.929 0.975 0.981 0.963 0.987 0.975
0.05 0.974 0.984 0.978 0.951 0.984 0.978 0.945 0.977 0.978
0.1 0.964 0.986 0.977 0.916 0.968 0.964 0.951 0.973 0.976
0.5
0.01 0.948 0.987 0.975 0.900 0.973 0.977 0.905 0.982 0.981
0.05 0.967 0.983 0.976 0.916 0.979 0.982 0.925 0.980 0.982
0.1 0.967 0.987 0.974 0.925 0.980 0.976 0.921 0.983 0.975
1
0.01 0.793 0.965 0.975 0.709 0.933 0.966 0.736 0.937 0.962
0.05 0.871 0.974 0.976 0.798 0.953 0.978 0.803 0.955 0.977
0.1 0.906 0.981 0.976 0.818 0.957 0.978 0.838 0.973 0.978
1.5
0.01 0.657 0.915 0.959 0.547 0.842 0.922 0.552 0.865 0.938
0.05 0.692 0.951 0.972 0.639 0.894 0.971 0.617 0.875 0.954
0.1 0.773 0.962 0.971 0.664 0.933 0.971 0.683 0.932 0.967
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Table 4.36 Adjusted empirical power for testing for isotropy based on covariances:, mixture
of normal sites; directional covariance; lag sets A7 and A8; nominal size 0.1; based
on 1000 runs
Lag Set
{(0, 1), (1, 0), (0, 3),
(3, 0), (0, 5), (5, 0)}
Lag Set
{(0, 1), (1, 0), (0, 2),
(2, 0), (0, 3), (3, 0)}
λn C κ n n
600 1200 1800 600 1200 1800
12
0.25
0.01 0.871 0.957 0.963 0.871 0.959 0.964
0.05 0.893 0.968 0.963 0.893 0.966 0.964
0.1 0.855 0.930 0.942 0.858 0.931 0.942
0.5
0.01 0.945 0.984 0.983 0.943 0.981 0.976
0.05 0.969 0.988 0.982 0.972 0.990 0.982
0.1 0.978 0.989 0.977 0.968 0.984 0.977
1
0.01 0.972 0.989 0.979 0.955 0.984 0.978
0.05 0.968 0.992 0.980 0.973 0.993 0.979
0.1 0.958 0.988 0.977 0.969 0.982 0.977
1.5
0.01 0.946 0.980 0.977 0.956 0.983 0.978
0.05 0.951 0.991 0.978 0.966 0.991 0.978
0.1 0.962 0.987 0.978 0.965 0.988 0.978
24
0.25
0.01 0.936 0.983 0.972 0.927 0.982 0.973
0.05 0.967 0.981 0.976 0.978 0.984 0.976
0.1 0.952 0.987 0.976 0.963 0.984 0.979
0.5
0.01 0.957 0.986 0.975 0.958 0.983 0.977
0.05 0.967 0.984 0.975 0.969 0.983 0.975
0.1 0.979 0.987 0.973 0.976 0.986 0.976
1
0.01 0.829 0.974 0.977 0.849 0.981 0.977
0.05 0.894 0.973 0.975 0.872 0.975 0.974
0.1 0.944 0.982 0.979 0.933 0.982 0.979
1.5
0.01 0.732 0.938 0.968 0.730 0.933 0.966
0.05 0.759 0.964 0.972 0.758 0.969 0.973
0.1 0.834 0.973 0.970 0.846 0.981 0.971
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Table 4.37 Empirical size for testing for isotropy based on [MS]: exponential covariance;
n = 600 points; lag sets A1, A2, A3, and A4; nominal size 0.1; based on 1000
runs
Sites λn
Lag Set
{(0, 1),
(1, 0)}
Lag Set
{(0, 2),
(2, 0)}
Lag Set
{(0, 1),
(1, 0),
(0, 3),
(3, 0)}
Lag Set
{(0, 1),
(1, 0),
(0, 5),
(5, 0)}
Uniform
12 0.079 0.088 0.138 0.123
24 0.096 0.119 0.105 0.128
Uniform / normal
mixture
12 0.099 0.121 0.167 0.175
24 0.112 0.138 0.144 0.140
Uniform / double
exponential mixture
12 0.193 0.204 0.214 0.198
24 0.219 0.226 0.222 0.234
Normal mixture
12 0.154 0.157 0.161 0.180
24 0.150 0.181 0.193 0.164
Table 4.38 Empirical size for testing for isotropy based on [MS]: exponential covariance;
n = 600 points; lag sets A5, A6, A7, and A8; nominal size 0.1; based on 1000
runs
Sites λn
Lag Set
{(0, 3),
(3, 0)}
Lag Set
{(0, 5),
(5, 0)}
Lag Set
{(0, 1),
(1, 0),
(0, 3),
(3, 0),
(0, 5),
(5, 0)}
Lag Set
{(0, 1),
(1, 0),
(0, 2),
(2, 0),
(0, 3),
(3, 0)}
Uniform
12 0.157 0.162 0.147 0.086
24 0.111 0.129 0.120 0.104
Uniform / normal
mixture
12 0.173 0.205 0.219 0.142
24 0.156 0.127 0.132 0.115
Uniform / double
exponential mixture
12 0.155 0.134 0.212 0.213
24 0.199 0.166 0.237 0.211
Normal mixture
12 0.145 0.171 0.206 0.162
24 0.209 0.138 0.181 0.178
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Table 4.39 Empirical power for testing for isotropy based on [MS]: directional covariance;
n = 600 points; lag sets A1, A2, A3, and A4; nominal size 0.1; based on 1000 runs
Sites λn
Lag Set
{(0, 1),
(1, 0)}
Lag Set
{(0, 2),
(2, 0)}
Lag Set
{(0, 1),
(1, 0),
(0, 3),
(3, 0)}
Lag Set
{(0, 1),
(1, 0),
(0, 5),
(5, 0)}
Uniform
12 0.994 0.994 0.993 0.995
24 0.997 1.000 0.999 1.000
Uniform / normal
mixture
12 0.996 0.967 0.996 0.997
24 0.998 0.998 0.998 0.998
Uniform / double
exponential mixture
12 0.951 0.926 0.995 0.993
24 0.984 0.975 0.996 0.996
Normal mixture
12 0.992 0.970 0.994 0.994
24 0.997 0.996 0.997 0.997
Table 4.40 Empirical power for testing for isotropy based on [MS]: directional covariance;
n = 600 points; lag sets A5, A6, A7, and A8; nominal size 0.1; based on 1000 runs
Sites λn
Lag Set
{(0, 3),
(3, 0)}
Lag Set
{(0, 5),
(5, 0)}
Lag Set
{(0, 1),
(1, 0),
(0, 3),
(3, 0),
(0, 5),
(5, 0)}
Lag Set
{(0, 1),
(1, 0),
(0, 2),
(2, 0),
(0, 3),
(3, 0)}
Uniform
12 0.993 0.983 0.995 0.996
24 0.998 0.999 1.000 1.000
Uniform / normal
mixture
12 0.971 0.926 0.998 0.995
24 0.995 0.986 0.994 0.994
Uniform / double
exponential mixture
12 0.925 0.903 0.998 0.992
24 0.960 0.943 0.995 0.989
Normal mixture
12 0.958 0.914 0.995 0.994
24 0.992 0.988 0.999 0.998
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Table 4.41 Adjusted empirical power for testing for isotropy based on [MS]: directional co-
variance; n = 600 points; lag sets A1, A2, A3, and A4; nominal size 0.1; based on
1000 runs
Sites λn
Lag Set
{(0, 1),
(1, 0)}
Lag Set
{(0, 2),
(2, 0)}
Lag Set
{(0, 1),
(1, 0),
(0, 3),
(3, 0)}
Lag Set
{(0, 1),
(1, 0),
(0, 5),
(5, 0)}
Uniform
12 0.994 0.994 0.993 0.994
24 0.997 1.000 0.999 1.000
Uniform / normal
mixture
12 0.996 0.957 0.995 0.997
24 0.998 0.998 0.998 0.998
Uniform / double
exponential mixture
12 0.881 0.834 0.981 0.979
24 0.953 0.929 0.986 0.992
Normal mixture
12 0.989 0.941 0.994 0.993
24 0.996 0.994 0.997 0.997
Table 4.42 Adjusted empirical power for testing for isotropy based on [MS]: directional co-
variance; n = 600 points; lag sets A5, A6, A7, and A8; nominal size 0.1; based on
1000 runs
Sites λn
Lag Set
{(0, 3),
(3, 0)}
Lag Set
{(0, 5),
(5, 0)}
Lag Set
{(0, 1),
(1, 0),
(0, 3),
(3, 0),
(0, 5),
(5, 0)}
Lag Set
{(0, 1),
(1, 0),
(0, 2),
(2, 0),
(0, 3),
(3, 0)}
Uniform
12 0.992 0.978 0.994 0.996
24 0.998 0.998 1.000 1.000
Uniform / normal
mixture
12 0.943 0.863 0.998 0.993
24 0.992 0.976 0.994 0.994
Uniform / double
exponential mixture
12 0.893 0.875 0.995 0.988
24 0.924 0.904 0.991 0.975
Normal mixture
12 0.933 0.856 0.994 0.994
24 0.981 0.969 0.998 0.998
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Table 4.43 Empirical size for testing for isotropy based on the spectral distribution function:
uniform sites; exponential covariance; vector sets B1 and B2; nominal size 0.1;
based on 1000 runs
Frequency Vector Set
{(1,−1), (−1, 1)}
Frequency Vector Set
{(2,−2), (−2, 2)}
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.227 0.171 0.172 0.351 0.197 0.181
0.05 0.194 0.199 0.177 0.299 0.203 0.169
0.1 0.192 0.197 0.179 0.266 0.169 0.182
1
0.01 0.208 0.168 0.162 0.300 0.201 0.178
0.05 0.176 0.187 0.178 0.300 0.222 0.181
0.1 0.173 0.180 0.174 0.257 0.189 0.176
1.5
0.01 0.207 0.177 0.171 0.285 0.225 0.192
0.05 0.182 0.181 0.171 0.292 0.222 0.193
0.1 0.195 0.178 0.170 0.259 0.195 0.182
24
0.5
0.01 0.222 0.243 0.216 0.249 0.323 0.355
0.05 0.220 0.240 0.192 0.263 0.333 0.307
0.1 0.202 0.188 0.154 0.264 0.321 0.238
1
0.01 0.159 0.207 0.195 0.177 0.242 0.262
0.05 0.172 0.193 0.203 0.206 0.224 0.259
0.1 0.180 0.185 0.179 0.192 0.266 0.245
1.5
0.01 0.155 0.172 0.163 0.171 0.194 0.190
0.05 0.167 0.168 0.186 0.177 0.190 0.230
0.1 0.167 0.169 0.192 0.182 0.206 0.238
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Table 4.44 Empirical size for testing for isotropy based on the spectral distribution function:
uniform sites; exponential covariance; vector sets B3 and B4; nominal size 0.1;
based on 1000 runs
Frequency Vector Set
{(1,−1), (−1, 1),
(2,−2), (−2, 2)}
Frequency Vector Set
{(0.5,−0.5), (−0.5, 0.5),
(2,−2), (−2, 2)}
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.595 0.441 0.330 0.570 0.457 0.349
0.05 0.558 0.361 0.295 0.562 0.389 0.314
0.1 0.504 0.316 0.244 0.496 0.309 0.290
1
0.01 0.494 0.416 0.341 0.472 0.430 0.365
0.05 0.464 0.370 0.301 0.476 0.379 0.337
0.1 0.446 0.300 0.262 0.448 0.310 0.294
1.5
0.01 0.390 0.407 0.366 0.359 0.412 0.375
0.05 0.387 0.375 0.315 0.372 0.353 0.347
0.1 0.402 0.307 0.289 0.407 0.305 0.324
24
0.5
0.01 0.254 0.420 0.506 0.285 0.417 0.492
0.05 0.291 0.493 0.512 0.306 0.487 0.483
0.1 0.320 0.479 0.471 0.353 0.473 0.479
1
0.01 0.173 0.246 0.312 0.177 0.232 0.292
0.05 0.197 0.260 0.336 0.179 0.281 0.340
0.1 0.220 0.301 0.364 0.217 0.316 0.351
1.5
0.01 0.162 0.189 0.226 0.149 0.187 0.226
0.05 0.172 0.209 0.243 0.164 0.212 0.230
0.1 0.171 0.236 0.285 0.182 0.246 0.279
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Table 4.45 Empirical size for testing for isotropy based on the spectral distribution function:
uniform sites; exponential covariance; vector sets B5 and B6; nominal size 0.1;
based on 1000 runs
Frequency Vector Set
{(3,−3), (−3, 3)}
Frequency Vector Set
{(0.5,−0.5), (−0.5, 0.5)}
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.552 0.392 0.278 0.221 0.240 0.231
0.05 0.505 0.306 0.248 0.203 0.225 0.234
0.1 0.456 0.250 0.173 0.229 0.230 0.227
1
0.01 0.419 0.317 0.247 0.187 0.227 0.220
0.05 0.404 0.294 0.246 0.170 0.210 0.235
0.1 0.385 0.246 0.173 0.196 0.226 0.220
1.5
0.01 0.357 0.280 0.249 0.177 0.204 0.208
0.05 0.380 0.291 0.244 0.171 0.199 0.215
0.1 0.348 0.247 0.181 0.197 0.216 0.209
24
0.5
0.01 0.275 0.399 0.474 0.191 0.215 0.194
0.05 0.302 0.444 0.446 0.186 0.220 0.155
0.1 0.387 0.528 0.497 0.174 0.171 0.170
1
0.01 0.175 0.263 0.297 0.164 0.198 0.166
0.05 0.203 0.272 0.345 0.164 0.174 0.149
0.1 0.252 0.367 0.372 0.155 0.152 0.156
1.5
0.01 0.171 0.229 0.218 0.163 0.170 0.144
0.05 0.176 0.204 0.272 0.155 0.141 0.148
0.1 0.195 0.263 0.318 0.145 0.142 0.145
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Table 4.46 Empirical size for testing for isotropy based on the spectral distribution function:
uniform sites; exponential covariance; vector set B7; nominal size 0.1; based on
1000 runs
Frequency Vector Set
{(0.5,−0.5), (−0.5, 0.5),
(1,−1), (−1, 1)}
λn C κ n
600 1200 1800
12
0.5
0.01 0.386 0.289 0.285
0.05 0.339 0.249 0.272
0.1 0.297 0.279 0.283
1
0.01 0.353 0.285 0.277
0.05 0.327 0.251 0.265
0.1 0.291 0.270 0.278
1.5
0.01 0.286 0.291 0.286
0.05 0.274 0.266 0.279
0.1 0.289 0.260 0.265
24
0.5
0.01 0.256 0.325 0.359
0.05 0.268 0.353 0.343
0.1 0.276 0.362 0.331
1
0.01 0.171 0.213 0.258
0.05 0.177 0.227 0.254
0.1 0.191 0.258 0.295
1.5
0.01 0.157 0.167 0.198
0.05 0.160 0.195 0.211
0.1 0.168 0.216 0.243
172
Table 4.47 Empirical size for testing for isotropy based on the spectral distribution function:
mixture of uniform and normal sites; exponential covariance; vector sets B1 and
B2; nominal size 0.1; based on 1000 runs
Frequency Vector Set
{(1,−1), (−1, 1)}
Frequency Vector Set
{(2,−2), (−2, 2)}
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.295 0.315 0.315 0.352 0.314 0.323
0.05 0.294 0.291 0.335 0.325 0.295 0.314
0.1 0.252 0.248 0.280 0.277 0.281 0.325
1
0.01 0.298 0.300 0.315 0.327 0.301 0.323
0.05 0.288 0.280 0.332 0.313 0.320 0.315
0.1 0.241 0.244 0.274 0.276 0.281 0.319
1.5
0.01 0.289 0.288 0.302 0.328 0.295 0.312
0.05 0.275 0.279 0.328 0.333 0.304 0.326
0.1 0.252 0.242 0.274 0.306 0.287 0.306
24
0.5
0.01 0.248 0.203 0.158 0.329 0.308 0.226
0.05 0.225 0.189 0.155 0.317 0.233 0.188
0.1 0.187 0.119 0.136 0.301 0.176 0.146
1
0.01 0.178 0.187 0.163 0.225 0.263 0.237
0.05 0.182 0.187 0.151 0.251 0.235 0.193
0.1 0.181 0.134 0.125 0.246 0.187 0.164
1.5
0.01 0.138 0.174 0.180 0.163 0.235 0.236
0.05 0.161 0.186 0.139 0.200 0.210 0.216
0.1 0.182 0.136 0.125 0.245 0.201 0.189
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Table 4.48 Empirical size for testing for isotropy based on the spectral distribution function:
mixture of uniform and normal sites; exponential covariance; vector sets B3 and
B4; nominal size 0.1; based on 1000 runs
Frequency Vector Set
{(1,−1), (−1, 1),
(2,−2), (−2, 2)}
Frequency Vector Set
{(0.5,−0.5), (−0.5, 0.5),
(2,−2), (−2, 2)}
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.519 0.450 0.441 0.501 0.429 0.393
0.05 0.486 0.407 0.386 0.460 0.379 0.385
0.1 0.383 0.369 0.356 0.372 0.339 0.325
1
0.01 0.504 0.440 0.431 0.482 0.422 0.399
0.05 0.503 0.418 0.391 0.478 0.401 0.387
0.1 0.390 0.348 0.329 0.378 0.339 0.322
1.5
0.01 0.480 0.439 0.406 0.444 0.434 0.375
0.05 0.481 0.426 0.400 0.454 0.392 0.391
0.1 0.403 0.345 0.321 0.378 0.335 0.308
24
0.5
0.01 0.445 0.531 0.470 0.429 0.516 0.503
0.05 0.461 0.458 0.384 0.450 0.445 0.411
0.1 0.458 0.357 0.294 0.456 0.373 0.333
1
0.01 0.249 0.386 0.378 0.244 0.371 0.403
0.05 0.274 0.363 0.357 0.275 0.364 0.350
0.1 0.340 0.358 0.274 0.336 0.344 0.309
1.5
0.01 0.190 0.278 0.306 0.193 0.255 0.328
0.05 0.199 0.276 0.293 0.192 0.297 0.309
0.1 0.235 0.308 0.289 0.247 0.314 0.303
174
Table 4.49 Empirical size for testing for isotropy based on the spectral distribution function:
mixture of uniform and normal sites; exponential covariance; vector sets B5 and
B6; nominal size 0.1; based on 1000 runs
Frequency Vector Set
{(3,−3), (−3, 3)}
Frequency Vector Set
{(0.5,−0.5), (−0.5, 0.5)}
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.450 0.371 0.325 0.218 0.196 0.209
0.05 0.428 0.340 0.314 0.215 0.214 0.230
0.1 0.326 0.288 0.282 0.196 0.180 0.179
1
0.01 0.411 0.340 0.312 0.203 0.186 0.203
0.05 0.395 0.316 0.306 0.202 0.212 0.232
0.1 0.331 0.291 0.299 0.187 0.182 0.176
1.5
0.01 0.391 0.328 0.318 0.178 0.185 0.190
0.05 0.394 0.336 0.310 0.182 0.206 0.227
0.1 0.339 0.292 0.301 0.173 0.177 0.182
24
0.5
0.01 0.401 0.433 0.365 0.196 0.203 0.182
0.05 0.421 0.357 0.312 0.174 0.181 0.205
0.1 0.520 0.408 0.336 0.179 0.192 0.186
1
0.01 0.243 0.315 0.296 0.173 0.183 0.155
0.05 0.286 0.302 0.263 0.149 0.147 0.180
0.1 0.350 0.313 0.310 0.158 0.151 0.167
1.5
0.01 0.188 0.272 0.275 0.143 0.151 0.139
0.05 0.216 0.278 0.274 0.134 0.142 0.152
0.1 0.293 0.308 0.276 0.141 0.137 0.147
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Table 4.50 Empirical size for testing for isotropy based on the spectral distribution function:
mixture of uniform and normal sites; exponential covariance; vector set B7; nom-
inal size 0.1; based on 1000 runs
Frequency Vector Set
{(0.5,−0.5), (−0.5, 0.5),
(1,−1), (−1, 1)}
λn C κ n
600 1200 1800
12
0.5
0.01 0.346 0.329 0.328
0.05 0.353 0.327 0.350
0.1 0.263 0.269 0.273
1
0.01 0.355 0.326 0.325
0.05 0.359 0.319 0.338
0.1 0.279 0.273 0.263
1.5
0.01 0.331 0.322 0.310
0.05 0.335 0.324 0.329
0.1 0.271 0.262 0.258
24
0.5
0.01 0.361 0.360 0.327
0.05 0.330 0.301 0.247
0.1 0.340 0.221 0.232
1
0.01 0.230 0.300 0.317
0.05 0.215 0.281 0.242
0.1 0.280 0.226 0.215
1.5
0.01 0.169 0.225 0.287
0.05 0.168 0.231 0.215
0.1 0.212 0.212 0.214
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Table 4.51 Empirical power for testing for isotropy based on the spectral distribution function:
uniform sites; directional covariance; vector sets B1 and B2; nominal size 0.1; based
on 1000 runs
Frequency Vector Set
{(1,−1), (−1, 1)}
Frequency Vector Set
{(2,−2), (−2, 2)}
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.960 0.986 0.969 0.848 0.954 0.959
0.05 0.974 0.988 0.968 0.927 0.975 0.969
0.1 0.985 0.990 0.977 0.926 0.980 0.967
1
0.01 0.976 0.989 0.964 0.891 0.979 0.960
0.05 0.988 0.992 0.969 0.945 0.984 0.970
0.1 0.993 0.991 0.966 0.964 0.989 0.969
1.5
0.01 0.973 0.988 0.966 0.885 0.978 0.961
0.05 0.986 0.992 0.962 0.941 0.986 0.965
0.1 0.994 0.993 0.966 0.960 0.989 0.967
24
0.5
0.01 0.882 0.975 0.965 0.724 0.909 0.944
0.05 0.916 0.979 0.969 0.782 0.939 0.961
0.1 0.964 0.982 0.971 0.878 0.967 0.967
1
0.01 0.799 0.975 0.969 0.594 0.875 0.937
0.05 0.876 0.973 0.972 0.695 0.920 0.954
0.1 0.936 0.978 0.972 0.795 0.963 0.966
1.5
0.01 0.727 0.952 0.966 0.500 0.819 0.925
0.05 0.832 0.967 0.968 0.610 0.890 0.949
0.1 0.908 0.979 0.967 0.720 0.947 0.962
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Table 4.52 Empirical power for testing for isotropy based on the spectral distribution function:
uniform sites; directional covariance; vector sets B3 and B4; nominal size 0.1; based
on 1000 runs
Frequency Vector Set
{(1,−1), (−1, 1),
(2,−2), (−2, 2)}
Frequency Vector Set
{(0.5,−0.5), (−0.5, 0.5),
(2,−2), (−2, 2)}
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.969 0.988 0.980 0.996 0.993 0.986
0.05 0.984 0.991 0.990 0.995 0.990 0.987
0.1 0.994 0.991 0.989 0.995 0.992 0.985
1
0.01 0.976 0.993 0.980 0.996 0.993 0.981
0.05 0.981 0.989 0.986 0.994 0.990 0.983
0.1 0.995 0.994 0.988 0.998 0.992 0.986
1.5
0.01 0.972 0.993 0.981 0.997 0.993 0.980
0.05 0.983 0.990 0.983 0.997 0.992 0.981
0.1 0.994 0.993 0.983 0.998 0.992 0.980
24
0.5
0.01 0.858 0.980 0.975 0.984 0.992 0.976
0.05 0.928 0.983 0.976 0.990 0.990 0.976
0.1 0.959 0.989 0.977 0.992 0.991 0.978
1
0.01 0.764 0.957 0.979 0.967 0.987 0.982
0.05 0.863 0.976 0.974 0.985 0.988 0.973
0.1 0.925 0.987 0.972 0.988 0.991 0.976
1.5
0.01 0.681 0.934 0.969 0.945 0.989 0.977
0.05 0.791 0.958 0.970 0.971 0.986 0.968
0.1 0.876 0.980 0.972 0.982 0.989 0.974
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Table 4.53 Empirical power for testing for isotropy based on the spectral distribution function:
uniform sites; directional covariance; vector sets B5 and B6; nominal size 0.1; based
on 1000 runs
Frequency Vector Set
{(3,−3), (−3, 3)}
Frequency Vector Set
{(0.5,−0.5), (−0.5, 0.5)}
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.754 0.877 0.921 0.996 0.990 0.967
0.05 0.808 0.897 0.934 0.993 0.987 0.964
0.1 0.851 0.940 0.945 0.992 0.986 0.959
1
0.01 0.795 0.946 0.951 0.997 0.991 0.964
0.05 0.858 0.953 0.961 0.995 0.989 0.963
0.1 0.892 0.981 0.967 0.995 0.990 0.960
1.5
0.01 0.776 0.944 0.948 0.996 0.991 0.965
0.05 0.839 0.953 0.953 0.997 0.989 0.962
0.1 0.896 0.982 0.972 0.995 0.990 0.960
24
0.5
0.01 0.593 0.796 0.893 0.984 0.985 0.971
0.05 0.666 0.859 0.932 0.992 0.986 0.970
0.1 0.664 0.809 0.910 0.994 0.988 0.972
1
0.01 0.462 0.769 0.871 0.970 0.986 0.966
0.05 0.539 0.814 0.904 0.986 0.984 0.971
0.1 0.580 0.793 0.906 0.992 0.985 0.970
1.5
0.01 0.371 0.669 0.820 0.960 0.983 0.965
0.05 0.448 0.765 0.872 0.986 0.984 0.969
0.1 0.476 0.748 0.883 0.990 0.986 0.966
179
Table 4.54 Empirical power for testing for isotropy based on the spectral distribution function:
uniform sites; directional covariance; vector set B7; nominal size 0.1; based on 1000
runs
Frequency Vector Set
{(0.5,−0.5), (−0.5, 0.5),
(1,−1), (−1, 1)}
λn C κ n
600 1200 1800
12
0.5
0.01 0.998 0.990 0.985
0.05 0.996 0.991 0.983
0.1 0.997 0.992 0.983
1
0.01 0.997 0.993 0.981
0.05 0.996 0.989 0.980
0.1 0.998 0.990 0.983
1.5
0.01 0.996 0.994 0.981
0.05 0.997 0.993 0.982
0.1 0.998 0.991 0.978
24
0.5
0.01 0.988 0.988 0.978
0.05 0.992 0.990 0.978
0.1 0.990 0.990 0.977
1
0.01 0.972 0.987 0.983
0.05 0.991 0.988 0.970
0.1 0.986 0.992 0.977
1.5
0.01 0.942 0.989 0.975
0.05 0.973 0.988 0.968
0.1 0.985 0.988 0.975
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Table 4.55 Empirical power for testing for isotropy based on the spectral distribution function:
mixture of uniform and normal sites; directional covariance; vector sets B1 and
B2; nominal size 0.1; based on 1000 runs
Frequency Vector Set
{(1,−1), (−1, 1)}
Frequency Vector Set
{(2,−2), (−2, 2)}
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.987 0.988 0.984 0.945 0.984 0.978
0.05 0.996 0.992 0.981 0.972 0.989 0.980
0.1 0.999 0.997 0.978 0.990 0.993 0.981
1
0.01 0.996 0.994 0.973 0.965 0.991 0.974
0.05 0.998 0.991 0.976 0.983 0.993 0.978
0.1 0.999 0.992 0.968 0.996 0.992 0.978
1.5
0.01 0.993 0.990 0.975 0.961 0.985 0.971
0.05 0.997 0.992 0.975 0.989 0.991 0.976
0.1 0.999 0.991 0.969 0.996 0.991 0.975
24
0.5
0.01 0.915 0.982 0.967 0.771 0.949 0.953
0.05 0.964 0.986 0.967 0.852 0.972 0.966
0.1 0.986 0.990 0.974 0.921 0.985 0.972
1
0.01 0.851 0.977 0.964 0.663 0.906 0.957
0.05 0.931 0.986 0.969 0.767 0.955 0.958
0.1 0.974 0.984 0.969 0.883 0.980 0.968
1.5
0.01 0.778 0.971 0.964 0.595 0.878 0.949
0.05 0.881 0.980 0.965 0.702 0.942 0.958
0.1 0.963 0.985 0.967 0.835 0.972 0.964
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Table 4.56 Empirical power for testing for isotropy based on the spectral distribution function:
mixture of uniform and normal sites; directional covariance; vector sets B3 and
B4; nominal size 0.1; based on 1000 runs
Frequency Vector Set
{(1,−1), (−1, 1),
(2,−2), (−2, 2)}
Frequency Vector Set
{(0.5,−0.5), (−0.5, 0.5),
(2,−2), (−2, 2)}
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.988 0.990 0.990 0.986 0.986 0.989
0.05 0.995 0.996 0.991 0.985 0.990 0.990
0.1 0.999 0.997 0.994 0.990 0.995 0.991
1
0.01 0.994 0.990 0.980 0.985 0.985 0.978
0.05 0.997 0.994 0.983 0.991 0.990 0.980
0.1 0.999 0.995 0.987 0.999 0.991 0.986
1.5
0.01 0.992 0.986 0.981 0.988 0.984 0.977
0.05 0.997 0.991 0.980 0.988 0.986 0.977
0.1 0.999 0.992 0.979 0.998 0.987 0.979
24
0.5
0.01 0.924 0.984 0.970 0.990 0.989 0.973
0.05 0.966 0.987 0.972 0.995 0.989 0.976
0.1 0.984 0.991 0.969 0.994 0.990 0.971
1
0.01 0.858 0.970 0.970 0.988 0.986 0.971
0.05 0.923 0.990 0.970 0.997 0.990 0.970
0.1 0.973 0.990 0.965 0.995 0.990 0.968
1.5
0.01 0.774 0.956 0.971 0.984 0.991 0.970
0.05 0.868 0.981 0.967 0.986 0.991 0.966
0.1 0.951 0.989 0.965 0.994 0.990 0.967
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Table 4.57 Empirical power for testing for isotropy based on the spectral distribution function:
mixture of uniform and normal sites; directional covariance; vector sets B5 and
B6; nominal size 0.1; based on 1000 runs
Frequency Vector Set
{(3,−3), (−3, 3)}
Frequency Vector Set
{(0.5,−0.5), (−0.5, 0.5)}
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.860 0.951 0.958 0.954 0.946 0.925
0.05 0.917 0.971 0.968 0.930 0.927 0.893
0.1 0.952 0.982 0.983 0.928 0.917 0.893
1
0.01 0.880 0.976 0.970 0.967 0.975 0.947
0.05 0.953 0.987 0.976 0.961 0.958 0.925
0.1 0.982 0.988 0.979 0.970 0.957 0.928
1.5
0.01 0.882 0.972 0.968 0.970 0.977 0.949
0.05 0.951 0.985 0.977 0.969 0.967 0.931
0.1 0.977 0.990 0.973 0.974 0.972 0.936
24
0.5
0.01 0.628 0.856 0.922 0.989 0.986 0.965
0.05 0.718 0.918 0.943 0.991 0.989 0.967
0.1 0.694 0.900 0.943 0.996 0.987 0.968
1
0.01 0.496 0.805 0.914 0.986 0.984 0.961
0.05 0.630 0.893 0.935 0.991 0.987 0.969
0.1 0.603 0.882 0.946 0.995 0.987 0.969
1.5
0.01 0.439 0.756 0.887 0.982 0.985 0.961
0.05 0.541 0.861 0.917 0.989 0.987 0.966
0.1 0.548 0.866 0.918 0.995 0.986 0.967
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Table 4.58 Empirical power for testing for isotropy based on the spectral distribution function:
mixture of uniform and normal sites; directional covariance; vector set B7; nominal
size 0.1; based on 1000 runs
Frequency Vector Set
{(0.5,−0.5), (−0.5, 0.5),
(1,−1), (−1, 1)}
λn C κ n
600 1200 1800
12
0.5
0.01 0.989 0.989 0.986
0.05 0.991 0.992 0.986
0.1 0.996 0.992 0.988
1
0.01 0.994 0.990 0.978
0.05 0.996 0.991 0.980
0.1 0.999 0.993 0.982
1.5
0.01 0.992 0.987 0.979
0.05 0.997 0.987 0.975
0.1 0.999 0.990 0.975
24
0.5
0.01 0.990 0.988 0.972
0.05 0.995 0.990 0.977
0.1 0.995 0.990 0.970
1
0.01 0.987 0.988 0.970
0.05 0.997 0.992 0.968
0.1 0.994 0.990 0.968
1.5
0.01 0.977 0.989 0.967
0.05 0.987 0.991 0.969
0.1 0.992 0.989 0.966
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Table 4.59 Adjusted empirical power for testing for isotropy based on the spectral distribution
function: uniform sites; directional covariance; vector sets B1 and B2; nominal size
0.1; based on 1000 runs
Frequency Vector Set
{(1,−1), (−1, 1)}
Frequency Vector Set
{(2,−2), (−2, 2)}
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.877 0.984 0.967 0.147 0.905 0.936
0.05 0.946 0.982 0.963 0.235 0.948 0.955
0.1 0.970 0.989 0.972 0.482 0.967 0.954
1
0.01 0.926 0.988 0.959 0.429 0.940 0.949
0.05 0.966 0.987 0.965 0.525 0.972 0.964
0.1 0.983 0.990 0.962 0.735 0.986 0.961
1.5
0.01 0.922 0.987 0.961 0.646 0.960 0.948
0.05 0.973 0.991 0.960 0.697 0.964 0.961
0.1 0.984 0.990 0.961 0.838 0.986 0.961
24
0.5
0.01 0.765 0.926 0.949 0.543 0.686 0.697
0.05 0.808 0.940 0.966 0.595 0.691 0.755
0.1 0.915 0.976 0.970 0.677 0.755 0.862
1
0.01 0.729 0.944 0.957 0.483 0.764 0.838
0.05 0.810 0.962 0.967 0.547 0.831 0.902
0.1 0.888 0.975 0.970 0.659 0.877 0.943
1.5
0.01 0.631 0.925 0.960 0.389 0.736 0.866
0.05 0.727 0.949 0.966 0.479 0.805 0.905
0.1 0.857 0.975 0.963 0.593 0.892 0.939
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Table 4.60 Adjusted empirical power for testing for isotropy based on the spectral distribution
function: uniform sites; directional covariance; vector sets B3 and B4; nominal size
0.1; based on 1000 runs
Frequency Vector Set
{(1,−1), (−1, 1),
(2,−2), (−2, 2)}
Frequency Vector Set
{(0.5,−0.5), (−0.5, 0.5),
(2,−2), (−2, 2)}
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.223 0.086 0.154 0.505 0.274 0.354
0.05 0.202 0.223 0.972 0.383 0.330 0.979
0.1 0.237 0.970 0.979 0.353 0.963 0.976
1
0.01 0.558 0.418 0.375 0.906 0.783 0.787
0.05 0.555 0.537 0.972 0.839 0.743 0.971
0.1 0.613 0.979 0.979 0.772 0.983 0.978
1.5
0.01 0.753 0.789 0.751 0.968 0.973 0.946
0.05 0.834 0.827 0.937 0.974 0.944 0.968
0.1 0.868 0.937 0.973 0.939 0.963 0.972
24
0.5
0.01 0.693 0.880 0.867 0.941 0.977 0.958
0.05 0.807 0.847 0.869 0.961 0.973 0.963
0.1 0.805 0.855 0.798 0.969 0.975 0.944
1
0.01 0.646 0.902 0.950 0.948 0.982 0.971
0.05 0.772 0.941 0.953 0.968 0.986 0.965
0.1 0.850 0.966 0.956 0.979 0.989 0.966
1.5
0.01 0.581 0.878 0.950 0.911 0.986 0.971
0.05 0.686 0.929 0.958 0.954 0.986 0.965
0.1 0.790 0.965 0.966 0.968 0.986 0.967
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Table 4.61 Adjusted empirical power for testing for isotropy based on the spectral distribution
function: uniform sites; directional covariance; vector sets B5 and B6; nominal size
0.1; based on 1000 runs
Frequency Vector Set
{(3,−3), (−3, 3)}
Frequency Vector Set
{(0.5,−0.5), (−0.5, 0.5)}
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.073 0.032 0.022 0.993 0.988 0.963
0.05 0.099 0.053 0.749 0.988 0.979 0.959
0.1 0.069 0.305 0.910 0.978 0.982 0.950
1
0.01 0.178 0.151 0.476 0.995 0.987 0.961
0.05 0.181 0.220 0.924 0.994 0.988 0.960
0.1 0.159 0.942 0.963 0.994 0.987 0.953
1.5
0.01 0.351 0.378 0.786 0.994 0.987 0.961
0.05 0.290 0.568 0.937 0.995 0.987 0.959
0.1 0.447 0.953 0.962 0.995 0.988 0.955
24
0.5
0.01 0.392 0.453 0.381 0.973 0.983 0.966
0.05 0.400 0.364 0.314 0.980 0.983 0.967
0.1 0.369 0.259 0.222 0.991 0.987 0.969
1
0.01 0.355 0.581 0.630 0.953 0.982 0.964
0.05 0.380 0.637 0.682 0.974 0.982 0.968
0.1 0.372 0.462 0.517 0.989 0.984 0.967
1.5
0.01 0.275 0.525 0.680 0.942 0.981 0.965
0.05 0.361 0.641 0.749 0.974 0.983 0.968
0.1 0.322 0.571 0.673 0.984 0.984 0.966
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Table 4.62 Adjusted empirical power for testing for isotropy based on the spectral distribution
function: uniform sites; directional covariance; vector set B7; nominal size 0.1;
based on 1000 runs
Frequency Vector Set
{(0.5,−0.5), (−0.5, 0.5),
(1,−1), (−1, 1)}
λn C κ n
600 1200 1800
12
0.5
0.01 0.837 0.987 0.977
0.05 0.909 0.984 0.978
0.1 0.979 0.986 0.975
1
0.01 0.971 0.988 0.977
0.05 0.975 0.987 0.976
0.1 0.989 0.989 0.979
1.5
0.01 0.984 0.989 0.975
0.05 0.988 0.988 0.976
0.1 0.987 0.989 0.973
24
0.5
0.01 0.941 0.980 0.967
0.05 0.972 0.980 0.967
0.1 0.978 0.984 0.964
1
0.01 0.937 0.984 0.973
0.05 0.970 0.986 0.965
0.1 0.981 0.990 0.967
1.5
0.01 0.918 0.988 0.973
0.05 0.955 0.986 0.967
0.1 0.974 0.986 0.968
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Table 4.63 Adjusted empirical power for testing for isotropy based on the spectral distribution
function: mixture of uniform and normal sites; directional covariance; sets B1 and
B2; nominal size 0.1; based on 1000 runs
Frequency Vector Set
{(1,−1), (−1, 1)}
Frequency Vector Set
{(2,−2), (−2, 2)}
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.953 0.986 0.972 0.759 0.940 0.961
0.05 0.982 0.987 0.972 0.888 0.972 0.972
0.1 0.992 0.993 0.976 0.963 0.986 0.979
1
0.01 0.974 0.988 0.964 0.825 0.971 0.963
0.05 0.996 0.990 0.968 0.929 0.990 0.970
0.1 0.998 0.991 0.965 0.987 0.987 0.968
1.5
0.01 0.974 0.985 0.962 0.818 0.974 0.960
0.05 0.996 0.987 0.963 0.911 0.986 0.967
0.1 0.998 0.990 0.964 0.989 0.990 0.964
24
0.5
0.01 0.756 0.966 0.961 0.386 0.442 0.792
0.05 0.869 0.982 0.966 0.411 0.713 0.951
0.1 0.952 0.990 0.973 0.477 0.971 0.967
1
0.01 0.750 0.954 0.960 0.475 0.722 0.833
0.05 0.866 0.979 0.965 0.573 0.818 0.931
0.1 0.952 0.984 0.967 0.718 0.959 0.963
1.5
0.01 0.729 0.941 0.954 0.491 0.752 0.869
0.05 0.812 0.972 0.962 0.525 0.849 0.904
0.1 0.927 0.984 0.965 0.665 0.935 0.958
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Table 4.64 Adjusted empirical power for testing for isotropy based on the spectral distribution
function: mixture of uniform and normal sites; directional covariance; sets B3 and
B4; nominal size 0.1; based on 1000 runs
Frequency Vector Set
{(1,−1), (−1, 1),
(2,−2), (−2, 2)}
Frequency Vector Set
{(0.5,−0.5), (−0.5, 0.5),
(2,−2), (−2, 2)}
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.314 0.970 0.974 0.323 0.931 0.960
0.05 0.407 0.987 0.985 0.360 0.965 0.974
0.1 0.958 0.993 0.987 0.876 0.988 0.988
1
0.01 0.497 0.780 0.970 0.470 0.838 0.965
0.05 0.614 0.984 0.977 0.535 0.975 0.974
0.1 0.877 0.989 0.982 0.777 0.985 0.981
1.5
0.01 0.730 0.896 0.968 0.675 0.856 0.965
0.05 0.792 0.981 0.971 0.731 0.969 0.968
0.1 0.885 0.985 0.971 0.840 0.984 0.973
24
0.5
0.01 0.571 0.503 0.517 0.901 0.883 0.870
0.05 0.558 0.522 0.449 0.911 0.874 0.779
0.1 0.593 0.607 0.700 0.863 0.828 0.845
1
0.01 0.670 0.793 0.892 0.953 0.973 0.960
0.05 0.761 0.895 0.910 0.968 0.982 0.958
0.1 0.846 0.942 0.944 0.966 0.983 0.956
1.5
0.01 0.670 0.850 0.920 0.958 0.984 0.961
0.05 0.735 0.932 0.942 0.960 0.986 0.961
0.1 0.835 0.979 0.955 0.970 0.986 0.959
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Table 4.65 Adjusted empirical power for testing for isotropy based on the spectral distribution
function: mixture of uniform and normal sites; directional covariance; sets B5 and
B6; nominal size 0.1; based on 1000 runs
Frequency Vector Set
{(3,−3), (−3, 3)}
Frequency Vector Set
{(0.5,−0.5), (−0.5, 0.5)}
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.094 0.336 0.898 0.875 0.880 0.859
0.05 0.094 0.878 0.937 0.840 0.824 0.819
0.1 0.217 0.950 0.971 0.846 0.836 0.838
1
0.01 0.135 0.885 0.942 0.928 0.933 0.904
0.05 0.183 0.961 0.964 0.914 0.888 0.871
0.1 0.828 0.984 0.966 0.925 0.923 0.902
1.5
0.01 0.312 0.907 0.937 0.945 0.951 0.920
0.05 0.423 0.967 0.963 0.934 0.917 0.888
0.1 0.814 0.984 0.962 0.945 0.940 0.912
24
0.5
0.01 0.222 0.151 0.149 0.980 0.985 0.964
0.05 0.170 0.173 0.136 0.989 0.986 0.963
0.1 0.104 0.051 0.028 0.995 0.986 0.965
1
0.01 0.311 0.448 0.413 0.975 0.983 0.959
0.05 0.338 0.427 0.548 0.988 0.986 0.965
0.1 0.202 0.222 0.179 0.994 0.987 0.966
1.5
0.01 0.315 0.512 0.613 0.970 0.984 0.960
0.05 0.358 0.622 0.676 0.986 0.987 0.965
0.1 0.272 0.390 0.447 0.994 0.986 0.964
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Table 4.66 Adjusted empirical power for testing for isotropy based on the spectral distribution
function: mixture of uniform and normal sites; directional covariance; vector set
B7; nominal size 0.1; based on 1000 runs
Frequency Vector Set
{(0.5,−0.5), (−0.5, 0.5),
(1,−1), (−1, 1)}
λn C κ n
600 1200 1800
12
0.5
0.01 0.944 0.980 0.974
0.05 0.956 0.984 0.980
0.1 0.986 0.986 0.980
1
0.01 0.956 0.984 0.971
0.05 0.971 0.986 0.975
0.1 0.994 0.988 0.981
1.5
0.01 0.961 0.983 0.973
0.05 0.967 0.983 0.973
0.1 0.994 0.987 0.970
24
0.5
0.01 0.943 0.970 0.959
0.05 0.962 0.977 0.967
0.1 0.968 0.987 0.962
1
0.01 0.954 0.983 0.959
0.05 0.975 0.988 0.961
0.1 0.976 0.988 0.965
1.5
0.01 0.960 0.984 0.962
0.05 0.960 0.986 0.963
0.1 0.979 0.988 0.961
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4.2.3 Testing for Covariance Separability
As in testing for isotropy, we used two different ways of testing for covariance separability:
based on covariances and based on the spectral distribution function. For a process in R2,
its covariance/correlation is separable if there exist (non-negative definite) functions ρ1(·) and
ρ2(·) (with ρ1(0) = ρ2(0) = 1) such that ρ(h) = ρ1(h1)ρ2(h2) for h = (h1, h2)′ ∈ R2.
4.2.3.1 Testing for Covariance Separability Based on Covariances
For a given h = (h1, h2)
′ ∈ R2, define parameters θ1 = ρ1(h1), θ2 = ρ2(h2) assuming
separability. Then, for θ = (θ1, θ2)
′, the r = 3 > p = 2 estimating functions
Gθ(ω) =
[
cos
(
(h1, 0)
′ω
)− θ1, cos ((0, h2)′ω)− θ2, cos(h′ω)− θ1θ2]′
satisfy the moment condition (3.1) if covariance separability holds. Again, variations of these
estimating functions are possible by adding further correlation parameters for various lags
h ∈ R2.
For testing covariance separability based on covariances, we used four different sets of lags:
C1: {(0, 1), (1, 0), (1, 1)}
C2: {(0, 3), (3, 0), (3, 3)}
C3: {(0, 0.5), (0.5, 0), (0.5, 0.5)}
C4: {(0, 0.25), (0.25, 0), (0.25, 0.25)}
4.2.3.2 Testing for Covariance Separability Based On the Spectral Distribution
Function
Tests for covariance separability can also be formulated using the spectral distribution
function, where the spectral density φ(ω) = φ1(ω1)φ2(ω2), ω = (ω1, ω2)
′ ∈ R2 is a prod-
uct for some appropriate functions φ1(·) and φ2(·). The normalized spectral distribution
function then also factors Φ0(t) = Φ01(t1)Φ
0
2(t2), t = (t1, t2)
′ ∈ R2 for functions Φ0i (ti) =∫ ti
−∞ φi(ω)dω/
∫∞
−∞ φi(ω)dω, i = 1, 2, satisfying Φ
0
i (−ti) = 1 − Φ0i (ti) by the evenness of
φ(·). Again, different estimating functions are possible under the separability assumption.
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For example, defining θ = (θ1, θ2)
′ where θi = Φ0i (ti) for a given t = (t1, t2)
′ ∈ R2, one
can define r = 3 > p = 2 estimating functions Gθ(ω) = [G˜θ(ω) + G˜θ(−ω)]/2 with G˜θ(ω),
ω = (ω1, ω2)
′ ∈ R2, having one of two differing forms, given in (3.2)-(3.3) for illustration,
[
I(−∞,(t1,t2)](ω)− θ1θ2, I(−∞,(−t1,t2)](ω)− (1− θ1)θ2, I(−∞,(t1,−t2)](ω)− θ1(1− θ2)
]′
(4.41)[
I (ω1 ≤ t1)− θ1, I(−∞,(−t1,t2)](ω)− (1− θ1)θ2, I(−∞,(t1,−t2)](ω)− θ1(1− θ2)
]′
, (4.42)
with other forms of Gθ(ω) possible such as
[I (v1 ≤ ω1 ≤ v2, ω2 > v3)− θ1(1− θ2), I (v1 ≤ ω1 ≤ v2, ω2 ≤ v3)− θ1θ2, I (ω2 ≤ v3)− θ2]′
(4.43)
for θ1 = Φ
0
1(v2) − Φ01(v1), θ2 = Φ02(v3) for some selected v1, v2, v3 ∈ R (v1 ≤ v2). In all cases
mentioned above, the moment condition (3.1) can be seen to hold under covariance separability.
We will refer to functions of the form in (4.41) as Type 1 estimating functions, those of
the form in (4.42) as Type 2 estimating functions, and those of the form in (4.43) as Type
3 estimating functions. Note that Type 1 and Type 2 estimating functions involve specifying
values (t1, t2), and Type 3 functions require values (v1, v2, v3).
For Type 1 estimating functions for testing for covariance separability based on the spectral
distribution function, we used the following six sets of (t1, t2):
D1: (1, 1)
D2: (1, 2)
D3: (2, 2)
D4: (2, 4)
D5: (0.5, 0.5)
D6: (0.5, 1)
For Type 2 estimating functions for testing for covariance separability based on the spectral
distribution function, we used the following four sets of (t1, t2):
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E1: (1, 2)
E2: (2, 1)
E3: (1, 1)
E4: (2, 2)
For Type 3 estimating functions for testing for covariance separability based on the spectral
distribution function, we used the following four sets of (v1, v2, v3):
F1: (1, 3, 1)
F2: (1, 3, 2)
F3: (1, 2, 1)
F4: (1, 2, 2)
4.2.3.3 Observations About Results
Tables 4.67 − 4.70 show empirical size for testing for covariances separability based on
covariances for data generated by separable covariance function
C(h) = exp(−2h1) exp(−h2). (4.44)
Results are shown for uniform sites and sites generated by the uniform / normal mixture; lags
C1 - C4; C = 0.5, 1, 1.5; κ = 0.01, 0.05, 0.10; λn = 12, 24, 36; n = 600, 1200, 1800.
Tables 4.71 − 4.74 show empirical power for testing for covariances separability based on
covariances for data generated by non-separable covariance function C(h) = exp(−0.01‖h‖),
and Tables 4.75 − 4.78 show empirical power for testing for covariances separability based on
covariances for data generated by non-separable Mate´rn covariance function
C(h) =
1
Γ(ν)2ν−1
(√
2ν
‖h‖
r
)ν
Kν
(√
2ν
‖h‖
r
)
(4.45)
where Γ is the gamma function and Kν is the modified Bessel function of the second kind, with
ν = 1.5, r = 20. Corresponding adjusted power results are presented in Tables 4.79− 4.86.
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Tables 4.87 − 4.98 show empirical size, power, and adjusted power results for testing co-
variance separability based on covariances with larger values of κ (0.2, 0.3, 0.4). Size for the
separable covariance function C(h) = exp(−2x) exp(−y) and power for the non-separable ex-
ponential covariance function are shown for lags C1 - C4 and parameter values C = 0.5, 1, 1.5;
λn = 12, 24, 36; n = 600, 1200, 1800.
Tables 4.99 − 4.116 show results for testing covariance separability based on the spectral
distribution function using Type 1 estimating functions. Tables 4.99−4.104 show empirical size
for the separable covariance function in (4.44), Tables 4.105−4.110 show empirical power for the
non-separable exponential covariance function, and Tables 4.111− 4.116 show empirical power
for the non-separable Mate´rn covariance function. Tables 4.117 − 4.128 show corresponding
adjusted power results. These tables show results for frequency vector sets D1 - D6; uniform
sites and non-uniform sites generated by the uniform / normal mixture; C = 0.5, 1, 1.5; κ =
0.01, 0.05, 0.10; λn = 12, 24, 36; n = 600, 1200, 1800. Tables 4.129−4.138 show results for testing
covariance separability based on the spectral distribution function using Type 1 estimating
functions with larger values of C (2, 3, 4) for the smallest grid size λn = 12. Empirical size
for the separable covariance function and empirical power for the non-separable exponential
covariance function are shown.
Tables 4.139 − 4.150 show results for testing covariance separability based on the spectral
distribution function using Type 2 estimating functions. Tables 4.139 − 4.142 show empirical
size for the separable covariance function in (4.44), Tables 4.143− 4.146 show empirical power
for the non-separable exponential covariance function, and Tables 4.147− 4.150 show adjusted
power. The tables show results for frequency vector sets E1 - E4; uniform sites and non-
uniform sites generated by the uniform / normal mixture; C = 0.5, 1, 1.5; κ = 0.01, 0.05, 0.10;
λn = 12, 24; n = 600, 1200, 1800.
Tables 4.151 − 4.162 show results for testing covariance separability based on the spectral
distribution function using Type 3 estimating functions. Tables 4.151 − 4.154 show empirical
size for the separable covariance function in (4.44), Tables 4.155− 4.158 show empirical power
for the non-separable exponential covariance function, and Tables 4.159− 4.162 show adjusted
power. The tables show results for frequency vector sets F1 - F4; uniform sites and non-
196
uniform sites generated by the uniform / normal mixture; C = 0.5, 1, 1.5; κ = 0.01, 0.05, 0.10;
λn = 12, 24; n = 600, 1200, 1800.
We make the following observations about the simulation results:
• Size improves when λn increases; with λn = 12, size is very poor in some cases.
• For testing based on covariances, with small values of κ, size is far too small with larger
λn; with larger values of κ, size is relatively close to nominal.
• For Type 1 spectral distribution function estimating functions, for the smallest grid size,
power improves with larger values of C.
• For testing based on covariances, the lag set has a substantial effect; performance is often
less than ideal for very small and large lags, but better for lags in between.
• Testing based on the spectral distribution function usually performs better than testing
based on covariances.
• When λn = 12, for testing based on the spectral distribution function, Type 2 estimating
functions of the generally perform better than the Type 1 and Type 3 estimating functions;
the Type 1 functions do not hold size well at all, while the Type 2 functions holds their
size relatively well, and the Type 2 functions typically have better power than the Type
3 functions. Note that Types 1 and 2 different in one estimating function, with Type
2 focusing on one coordinate in the domain. Also note that Type 3 uses a bounded
frequency domain, which may be the cause of the reduced power for Type 3.
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4.2.3.4 Tables: Simulation Results for Testing for Covariance Separability
Table 4.67 Empirical size for testing for covariance separability based on covariances: uniform
sites; C(h) = e−2h1e−h2 ; lag sets C1 and C2; nominal size 0.1; based on 1000 runs
Lag Set
{(0, 1), (1, 0), (1, 1)}
Lag Set
{(0, 3), (3, 0), (3, 3)}
λn C κ n n600 1200 1800 600 1200 1800
12
0.5
0.01 0.113 0.138 0.127 0.160 0.155 0.142
0.05 0.151 0.159 0.153 0.114 0.156 0.139
0.1 0.162 0.164 0.160 0.117 0.108 0.117
1
0.01 0.108 0.118 0.121 0.111 0.151 0.134
0.05 0.125 0.156 0.148 0.098 0.133 0.134
0.1 0.118 0.153 0.162 0.105 0.095 0.108
1.5
0.01 0.097 0.122 0.119 0.083 0.129 0.113
0.05 0.116 0.135 0.152 0.088 0.119 0.115
0.1 0.110 0.138 0.152 0.089 0.095 0.100
24
0.5
0.01 0.030 0.080 0.111 0.044 0.071 0.114
0.05 0.047 0.097 0.090 0.044 0.095 0.112
0.1 0.065 0.091 0.128 0.056 0.075 0.125
1
0.01 0.030 0.045 0.082 0.034 0.025 0.066
0.05 0.027 0.057 0.087 0.032 0.033 0.074
0.1 0.043 0.060 0.084 0.026 0.062 0.112
1.5
0.01 0.035 0.043 0.046 0.033 0.033 0.046
0.05 0.023 0.044 0.063 0.026 0.038 0.049
0.1 0.043 0.039 0.066 0.027 0.043 0.051
36
0.5
0.01 0.021 0.034 0.046 0.021 0.026 0.041
0.05 0.018 0.037 0.057 0.023 0.019 0.051
0.1 0.032 0.032 0.055 0.025 0.029 0.050
1
0.01 0.027 0.026 0.021 0.018 0.018 0.027
0.05 0.023 0.030 0.034 0.022 0.017 0.026
0.1 0.021 0.027 0.036 0.034 0.024 0.037
1.5
0.01 0.015 0.028 0.025 0.023 0.011 0.021
0.05 0.016 0.018 0.033 0.022 0.023 0.029
0.1 0.025 0.019 0.030 0.019 0.024 0.026
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Table 4.68 Empirical size for testing for covariance separability based on covariances: uniform
sites; C(h) = e−2h1e−h2 ; lag sets C3 and C4; nominal size 0.1; based on 1000 runs
Lag Set
{(0, 0.5), (0.5, 0),
(0.5, 0.5)}
Lag Set
{(0, 0.25), (0.25, 0),
(0.25, 0.25)}
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.139 0.161 0.157 0.756 0.719 0.616
0.05 0.179 0.158 0.141 0.864 0.819 0.746
0.1 0.166 0.170 0.167 0.918 0.860 0.782
1
0.01 0.140 0.135 0.154 0.136 0.158 0.157
0.05 0.155 0.164 0.173 0.166 0.168 0.162
0.1 0.173 0.174 0.200 0.163 0.208 0.196
1.5
0.01 0.109 0.138 0.147 0.155 0.181 0.169
0.05 0.132 0.148 0.167 0.165 0.190 0.202
0.1 0.145 0.151 0.179 0.191 0.204 0.184
24
0.5
0.01 0.051 0.085 0.102 0.067 0.120 0.108
0.05 0.069 0.109 0.125 0.061 0.121 0.117
0.1 0.083 0.132 0.117 0.131 0.153 0.133
1
0.01 0.032 0.069 0.091 0.044 0.068 0.109
0.05 0.044 0.070 0.093 0.069 0.099 0.109
0.1 0.036 0.092 0.102 0.086 0.104 0.134
1.5
0.01 0.022 0.048 0.067 0.032 0.052 0.068
0.05 0.032 0.042 0.076 0.035 0.047 0.070
0.1 0.037 0.076 0.091 0.059 0.072 0.118
36
0.5
0.01 0.022 0.023 0.030 0.032 0.061 0.077
0.05 0.027 0.044 0.052 0.035 0.061 0.086
0.1 0.031 0.067 0.060 0.039 0.059 0.083
1
0.01 0.020 0.030 0.030 0.020 0.033 0.034
0.05 0.025 0.028 0.040 0.014 0.033 0.033
0.1 0.014 0.042 0.042 0.033 0.040 0.053
1.5
0.01 0.022 0.026 0.031 0.022 0.017 0.020
0.05 0.028 0.014 0.037 0.032 0.041 0.032
0.1 0.024 0.043 0.024 0.025 0.032 0.046
199
Table 4.69 Empirical size for testing for covariance separability based on covariances: mixture
of uniform and normal sites; C(h) = e−2h1e−h2 ; lag sets C1 and C2; nominal size
0.1; based on 1000 runs
Lag Set
{(0, 1), (1, 0), (1, 1)}
Lag Set
{(0, 3), (3, 0), (3, 3)}
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.224 0.260 0.264 0.017 0.012 0.005
0.05 0.286 0.304 0.294 0.020 0.020 0.017
0.1 0.265 0.308 0.304 0.107 0.116 0.121
1
0.01 0.199 0.235 0.275 0.018 0.009 0.009
0.05 0.262 0.298 0.295 0.019 0.020 0.015
0.1 0.246 0.291 0.284 0.094 0.118 0.104
1.5
0.01 0.182 0.230 0.261 0.012 0.011 0.013
0.05 0.241 0.305 0.283 0.018 0.018 0.017
0.1 0.234 0.302 0.279 0.081 0.119 0.108
24
0.5
0.01 0.082 0.118 0.121 0.065 0.114 0.115
0.05 0.099 0.125 0.123 0.089 0.120 0.155
0.1 0.109 0.117 0.140 0.112 0.114 0.134
1
0.01 0.056 0.086 0.105 0.050 0.086 0.092
0.05 0.078 0.097 0.108 0.051 0.095 0.117
0.1 0.078 0.098 0.124 0.065 0.106 0.126
1.5
0.01 0.037 0.073 0.108 0.053 0.072 0.079
0.05 0.047 0.091 0.104 0.048 0.075 0.093
0.1 0.056 0.088 0.111 0.044 0.101 0.114
36
0.5
0.01 0.023 0.055 0.061 0.033 0.060 0.080
0.05 0.038 0.055 0.098 0.040 0.055 0.066
0.1 0.041 0.075 0.093 0.044 0.090 0.095
1
0.01 0.028 0.034 0.058 0.021 0.035 0.038
0.05 0.026 0.035 0.063 0.033 0.038 0.046
0.1 0.028 0.057 0.096 0.032 0.052 0.063
1.5
0.01 0.025 0.041 0.037 0.026 0.026 0.037
0.05 0.027 0.035 0.035 0.040 0.036 0.034
0.1 0.032 0.053 0.065 0.020 0.039 0.060
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Table 4.70 Empirical size for testing for covariance separability based on covariances: mixture
of uniform and normal sites; C(h) = e−2h1e−h2 ; lag sets C3 and C4; nominal size
0.1; based on 1000 runs
Lag Set
{(0, 0.5), (0.5, 0),
(0.5, 0.5)}
Lag Set
{(0, 0.25), (0.25, 0),
(0.25, 0.25)}
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.271 0.348 0.325 0.728 0.611 0.562
0.05 0.296 0.325 0.327 0.790 0.715 0.641
0.1 0.306 0.318 0.315 0.856 0.740 0.732
1
0.01 0.263 0.331 0.310 0.251 0.320 0.331
0.05 0.299 0.326 0.339 0.271 0.303 0.338
0.1 0.305 0.312 0.332 0.297 0.300 0.322
1.5
0.01 0.240 0.318 0.304 0.308 0.316 0.347
0.05 0.275 0.307 0.313 0.327 0.346 0.371
0.1 0.270 0.303 0.310 0.326 0.331 0.379
24
0.5
0.01 0.083 0.125 0.155 0.096 0.137 0.148
0.05 0.120 0.129 0.130 0.116 0.138 0.159
0.1 0.109 0.160 0.162 0.119 0.132 0.144
1
0.01 0.069 0.088 0.132 0.069 0.113 0.140
0.05 0.084 0.111 0.106 0.120 0.145 0.159
0.1 0.081 0.126 0.129 0.130 0.152 0.173
1.5
0.01 0.051 0.073 0.115 0.056 0.092 0.116
0.05 0.061 0.104 0.118 0.070 0.116 0.143
0.1 0.059 0.137 0.114 0.104 0.143 0.153
36
0.5
0.01 0.044 0.068 0.074 0.054 0.101 0.103
0.05 0.032 0.075 0.099 0.063 0.111 0.134
0.1 0.055 0.099 0.108 0.094 0.096 0.113
1
0.01 0.032 0.042 0.058 0.026 0.054 0.070
0.05 0.022 0.039 0.064 0.028 0.063 0.100
0.1 0.046 0.062 0.081 0.047 0.081 0.105
1.5
0.01 0.028 0.037 0.047 0.024 0.042 0.045
0.05 0.030 0.044 0.065 0.033 0.055 0.083
0.1 0.032 0.039 0.069 0.044 0.069 0.087
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Table 4.71 Empirical power for testing for covariance separability based on covariances: uni-
form sites; exponential covariance; lag sets C1 and C2; nominal size 0.1; based on
1000 runs
Lag Set
{(0, 1), (1, 0), (1, 1)}
Lag Set
{(0, 3), (3, 0), (3, 3)}
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.814 0.867 0.834 0.701 0.722 0.695
0.05 0.886 0.902 0.873 0.355 0.213 0.140
0.1 0.907 0.900 0.896 0.090 0.063 0.054
1
0.01 0.842 0.908 0.902 0.724 0.763 0.782
0.05 0.917 0.920 0.912 0.315 0.278 0.239
0.1 0.905 0.904 0.908 0.209 0.163 0.102
1.5
0.01 0.788 0.908 0.911 0.638 0.758 0.784
0.05 0.853 0.914 0.913 0.404 0.460 0.462
0.1 0.850 0.914 0.907 0.255 0.207 0.148
24
0.5
0.01 0.826 0.868 0.892 0.770 0.828 0.858
0.05 0.849 0.880 0.907 0.731 0.807 0.825
0.1 0.807 0.877 0.902 0.708 0.791 0.798
1
0.01 0.682 0.845 0.892 0.578 0.747 0.809
0.05 0.621 0.798 0.870 0.592 0.777 0.817
0.1 0.720 0.852 0.900 0.580 0.745 0.801
1.5
0.01 0.523 0.751 0.844 0.481 0.673 0.776
0.05 0.538 0.762 0.861 0.478 0.675 0.773
0.1 0.537 0.735 0.852 0.472 0.669 0.769
36
0.5
0.01 0.715 0.829 0.864 0.658 0.788 0.845
0.05 0.668 0.813 0.849 0.665 0.790 0.823
0.1 0.693 0.831 0.858 0.679 0.780 0.817
1
0.01 0.511 0.714 0.795 0.467 0.666 0.786
0.05 0.514 0.713 0.799 0.490 0.674 0.762
0.1 0.467 0.693 0.805 0.455 0.672 0.744
1.5
0.01 0.349 0.562 0.684 0.350 0.532 0.664
0.05 0.373 0.574 0.681 0.373 0.559 0.663
0.1 0.372 0.591 0.709 0.358 0.551 0.657
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Table 4.72 Empirical power for testing for covariance separability based on covariances: uni-
form sites; exponential covariance; lag sets C3 and C4; nominal size 0.1; based on
1000 runs
Lag Set
{(0, 0.5), (0.5, 0),
(0.5, 0.5)}
Lag Set
{(0, 0.25), (0.25, 0),
(0.25, 0.25)}
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.902 0.914 0.903 0.509 0.615 0.631
0.05 0.894 0.917 0.904 0.471 0.530 0.522
0.1 0.862 0.895 0.888 0.466 0.514 0.519
1
0.01 0.893 0.929 0.932 0.909 0.930 0.928
0.05 0.936 0.933 0.944 0.916 0.922 0.931
0.1 0.934 0.945 0.943 0.878 0.926 0.916
1.5
0.01 0.820 0.927 0.935 0.938 0.950 0.944
0.05 0.858 0.926 0.935 0.948 0.946 0.951
0.1 0.871 0.931 0.943 0.936 0.948 0.954
24
0.5
0.01 0.852 0.877 0.906 0.802 0.869 0.905
0.05 0.881 0.889 0.914 0.785 0.864 0.883
0.1 0.900 0.892 0.917 0.660 0.835 0.855
1
0.01 0.739 0.854 0.898 0.712 0.871 0.903
0.05 0.769 0.871 0.908 0.808 0.893 0.919
0.1 0.682 0.838 0.913 0.863 0.905 0.939
1.5
0.01 0.594 0.808 0.878 0.497 0.775 0.843
0.05 0.560 0.786 0.867 0.502 0.714 0.833
0.1 0.550 0.770 0.873 0.557 0.792 0.901
36
0.5
0.01 0.706 0.809 0.860 0.829 0.869 0.888
0.05 0.654 0.797 0.841 0.821 0.864 0.893
0.1 0.708 0.834 0.860 0.751 0.851 0.878
1
0.01 0.556 0.741 0.823 0.490 0.696 0.781
0.05 0.504 0.698 0.802 0.449 0.625 0.775
0.1 0.505 0.715 0.819 0.495 0.714 0.826
1.5
0.01 0.362 0.561 0.694 0.381 0.582 0.701
0.05 0.389 0.603 0.716 0.461 0.648 0.782
0.1 0.387 0.587 0.724 0.406 0.609 0.739
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Table 4.73 Empirical power for testing for covariance separability based on covariances: mix-
ture of uniform and normal sites; exponential covariance; lag sets C1 and C2;
nominal size 0.1; based on 1000 runs
Lag Set
{(0, 1), (1, 0), (1, 1)}
Lag Set
{(0, 3), (3, 0), (3, 3)}
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.809 0.651 0.503 0.004 0.006 0.004
0.05 0.896 0.844 0.822 0.005 0.004 0.005
0.1 0.889 0.867 0.849 0.030 0.032 0.031
1
0.01 0.906 0.909 0.919 0.006 0.005 0.006
0.05 0.923 0.909 0.914 0.004 0.005 0.004
0.1 0.897 0.888 0.887 0.028 0.029 0.031
1.5
0.01 0.915 0.929 0.937 0.005 0.005 0.005
0.05 0.925 0.913 0.930 0.004 0.005 0.003
0.1 0.895 0.894 0.909 0.025 0.026 0.029
24
0.5
0.01 0.831 0.903 0.927 0.800 0.880 0.899
0.05 0.855 0.909 0.922 0.759 0.867 0.874
0.1 0.841 0.906 0.919 0.717 0.836 0.832
1
0.01 0.668 0.876 0.919 0.607 0.825 0.881
0.05 0.625 0.834 0.903 0.614 0.825 0.848
0.1 0.750 0.903 0.941 0.595 0.791 0.820
1.5
0.01 0.506 0.793 0.886 0.510 0.759 0.841
0.05 0.522 0.782 0.881 0.491 0.757 0.815
0.1 0.522 0.779 0.894 0.495 0.710 0.781
36
0.5
0.01 0.711 0.848 0.878 0.699 0.818 0.861
0.05 0.687 0.837 0.875 0.678 0.811 0.852
0.1 0.685 0.847 0.875 0.675 0.806 0.853
1
0.01 0.464 0.714 0.811 0.483 0.717 0.793
0.05 0.509 0.712 0.831 0.480 0.694 0.784
0.1 0.467 0.715 0.839 0.475 0.678 0.782
1.5
0.01 0.348 0.567 0.701 0.354 0.585 0.691
0.05 0.345 0.569 0.717 0.375 0.581 0.697
0.1 0.378 0.596 0.714 0.358 0.571 0.693
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Table 4.74 Empirical power for testing for covariance separability based on covariances: mix-
ture of uniform and normal sites; exponential covariance; lag sets C3 and C4;
nominal size 0.1; based on 1000 runs
Lag Set
{(0, 0.5), (0.5, 0),
(0.5, 0.5)}
Lag Set
{(0, 0.25), (0.25, 0),
(0.25, 0.25)}
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.913 0.907 0.913 0.586 0.631 0.608
0.05 0.907 0.889 0.902 0.564 0.666 0.668
0.1 0.893 0.854 0.860 0.601 0.692 0.749
1
0.01 0.921 0.938 0.954 0.931 0.933 0.943
0.05 0.936 0.938 0.957 0.926 0.928 0.947
0.1 0.948 0.949 0.958 0.923 0.926 0.942
1.5
0.01 0.922 0.939 0.953 0.950 0.956 0.961
0.05 0.927 0.936 0.958 0.945 0.949 0.962
0.1 0.934 0.945 0.952 0.955 0.956 0.966
24
0.5
0.01 0.824 0.900 0.921 0.798 0.901 0.930
0.05 0.872 0.922 0.934 0.751 0.889 0.917
0.1 0.895 0.927 0.936 0.658 0.839 0.897
1
0.01 0.703 0.871 0.932 0.678 0.897 0.923
0.05 0.736 0.884 0.937 0.820 0.917 0.948
0.1 0.692 0.895 0.936 0.837 0.937 0.948
1.5
0.01 0.570 0.803 0.901 0.477 0.748 0.876
0.05 0.546 0.768 0.888 0.463 0.704 0.859
0.1 0.561 0.805 0.918 0.549 0.820 0.914
36
0.5
0.01 0.693 0.813 0.864 0.814 0.889 0.896
0.05 0.626 0.807 0.849 0.791 0.881 0.893
0.1 0.727 0.849 0.871 0.723 0.866 0.898
1
0.01 0.551 0.758 0.844 0.504 0.674 0.798
0.05 0.527 0.708 0.820 0.444 0.648 0.764
0.1 0.492 0.742 0.829 0.481 0.740 0.847
1.5
0.01 0.358 0.576 0.696 0.367 0.563 0.720
0.05 0.405 0.623 0.746 0.433 0.667 0.793
0.1 0.369 0.620 0.745 0.367 0.621 0.776
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Table 4.75 Empirical power for testing for covariance separability based on covariances: uni-
form sites; non-separable Mate´rn covariance; lag sets C1 and C2; nominal size 0.1;
based on 1000 runs
Lag Set
{(0, 1), (1, 0), (1, 1)}
Lag Set
{(0, 3), (3, 0), (3, 3)}
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.778 0.814 0.822 0.589 0.598 0.552
0.05 0.833 0.843 0.860 0.327 0.167 0.098
0.1 0.851 0.856 0.877 0.095 0.063 0.050
1
0.01 0.801 0.870 0.883 0.601 0.688 0.696
0.05 0.855 0.876 0.899 0.273 0.243 0.170
0.1 0.835 0.863 0.881 0.235 0.169 0.119
1.5
0.01 0.765 0.877 0.912 0.528 0.670 0.689
0.05 0.803 0.883 0.893 0.370 0.400 0.414
0.1 0.777 0.847 0.887 0.235 0.229 0.172
24
0.5
0.01 0.720 0.841 0.815 0.670 0.771 0.766
0.05 0.750 0.828 0.830 0.625 0.732 0.726
0.1 0.706 0.813 0.818 0.575 0.706 0.702
1
0.01 0.578 0.766 0.800 0.496 0.679 0.732
0.05 0.558 0.747 0.792 0.510 0.675 0.724
0.1 0.629 0.806 0.824 0.453 0.686 0.703
1.5
0.01 0.457 0.690 0.747 0.412 0.605 0.690
0.05 0.449 0.703 0.760 0.372 0.600 0.680
0.1 0.446 0.667 0.753 0.397 0.575 0.685
36
0.5
0.01 0.559 0.672 0.723 0.497 0.638 0.692
0.05 0.526 0.671 0.704 0.482 0.631 0.666
0.1 0.510 0.670 0.722 0.478 0.610 0.658
1
0.01 0.374 0.537 0.647 0.348 0.518 0.609
0.05 0.403 0.555 0.644 0.369 0.505 0.609
0.1 0.338 0.574 0.651 0.352 0.510 0.575
1.5
0.01 0.260 0.431 0.551 0.243 0.416 0.513
0.05 0.292 0.424 0.520 0.279 0.424 0.521
0.1 0.275 0.464 0.538 0.271 0.427 0.495
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Table 4.76 Empirical power for testing for covariance separability based on covariances: uni-
form sites; non-separable Mate´rn covariance; lag sets C3 and C4; nominal size 0.1;
based on 1000 runs
Lag Set
{(0, 0.5), (0.5, 0),
(0.5, 0.5)}
Lag Set
{(0, 0.25), (0.25, 0),
(0.25, 0.25)}
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.850 0.863 0.889 0.508 0.585 0.612
0.05 0.856 0.868 0.884 0.486 0.548 0.565
0.1 0.817 0.835 0.876 0.483 0.515 0.521
1
0.01 0.868 0.891 0.920 0.866 0.895 0.927
0.05 0.889 0.905 0.934 0.852 0.898 0.913
0.1 0.898 0.914 0.929 0.817 0.881 0.909
1.5
0.01 0.795 0.891 0.921 0.904 0.921 0.938
0.05 0.791 0.878 0.916 0.894 0.920 0.940
0.1 0.828 0.887 0.915 0.884 0.919 0.939
24
0.5
0.01 0.757 0.832 0.836 0.729 0.842 0.839
0.05 0.810 0.856 0.849 0.660 0.794 0.801
0.1 0.810 0.859 0.845 0.565 0.738 0.808
1
0.01 0.601 0.797 0.831 0.623 0.820 0.839
0.05 0.656 0.813 0.840 0.705 0.845 0.864
0.1 0.592 0.796 0.823 0.763 0.875 0.866
1.5
0.01 0.495 0.730 0.787 0.412 0.680 0.774
0.05 0.449 0.692 0.777 0.408 0.626 0.737
0.1 0.460 0.687 0.777 0.473 0.707 0.799
36
0.5
0.01 0.510 0.659 0.716 0.658 0.737 0.761
0.05 0.463 0.630 0.693 0.642 0.736 0.757
0.1 0.539 0.699 0.742 0.582 0.708 0.757
1
0.01 0.430 0.573 0.672 0.356 0.535 0.617
0.05 0.373 0.533 0.648 0.325 0.477 0.591
0.1 0.395 0.559 0.652 0.382 0.569 0.674
1.5
0.01 0.305 0.443 0.538 0.283 0.447 0.523
0.05 0.308 0.464 0.572 0.343 0.474 0.624
0.1 0.284 0.415 0.576 0.311 0.461 0.599
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Table 4.77 Empirical power for testing for covariance separability based on covariances: mix-
ture of uniform and normal sites; non-separable Mate´rn covariance; lag sets C1
and C2; nominal size 0.1; based on 1000 runs
Lag Set
{(0, 1), (1, 0), (1, 1)}
Lag Set
{(0, 3), (3, 0), (3, 3)}
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.822 0.673 0.420 0.006 0.010 0.010
0.05 0.863 0.847 0.808 0.000 0.004 0.003
0.1 0.859 0.848 0.824 0.036 0.031 0.046
1
0.01 0.898 0.918 0.904 0.004 0.010 0.009
0.05 0.902 0.909 0.894 0.004 0.004 0.000
0.1 0.891 0.887 0.876 0.027 0.034 0.045
1.5
0.01 0.914 0.927 0.926 0.002 0.005 0.007
0.05 0.901 0.930 0.910 0.006 0.002 0.001
0.1 0.889 0.896 0.882 0.023 0.027 0.047
24
0.5
0.01 0.717 0.803 0.830 0.697 0.797 0.813
0.05 0.752 0.818 0.844 0.645 0.743 0.780
0.1 0.747 0.805 0.846 0.561 0.675 0.700
1
0.01 0.575 0.760 0.822 0.489 0.706 0.784
0.05 0.550 0.738 0.809 0.528 0.693 0.748
0.1 0.628 0.826 0.876 0.489 0.652 0.685
1.5
0.01 0.416 0.671 0.773 0.415 0.616 0.731
0.05 0.466 0.664 0.793 0.422 0.616 0.707
0.1 0.439 0.713 0.796 0.399 0.588 0.655
36
0.5
0.01 0.560 0.731 0.767 0.513 0.702 0.749
0.05 0.521 0.693 0.749 0.515 0.685 0.725
0.1 0.530 0.708 0.751 0.489 0.678 0.736
1
0.01 0.365 0.591 0.680 0.348 0.577 0.653
0.05 0.375 0.559 0.690 0.369 0.552 0.665
0.1 0.368 0.575 0.683 0.347 0.542 0.654
1.5
0.01 0.272 0.459 0.558 0.263 0.456 0.556
0.05 0.262 0.456 0.564 0.292 0.436 0.573
0.1 0.295 0.475 0.578 0.269 0.443 0.560
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Table 4.78 Empirical power for testing for covariance separability based on covariances: mix-
ture of uniform and normal sites; non-separable Mate´rn covariance; lag sets C3
and C4; nominal size 0.1; based on 1000 runs
Lag Set
{(0, 0.5), (0.5, 0),
(0.5, 0.5)}
Lag Set
{(0, 0.25), (0.25, 0),
(0.25, 0.25)}
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.879 0.903 0.883 0.590 0.624 0.593
0.05 0.869 0.884 0.869 0.609 0.649 0.657
0.1 0.862 0.858 0.839 0.617 0.668 0.742
1
0.01 0.922 0.921 0.926 0.920 0.916 0.919
0.05 0.930 0.932 0.921 0.912 0.928 0.920
0.1 0.923 0.931 0.924 0.903 0.930 0.918
1.5
0.01 0.915 0.929 0.929 0.940 0.940 0.938
0.05 0.914 0.931 0.928 0.938 0.942 0.933
0.1 0.921 0.931 0.924 0.938 0.943 0.933
24
0.5
0.01 0.718 0.807 0.840 0.711 0.808 0.825
0.05 0.786 0.846 0.851 0.631 0.764 0.826
0.1 0.834 0.864 0.858 0.589 0.745 0.799
1
0.01 0.586 0.774 0.832 0.590 0.767 0.834
0.05 0.613 0.803 0.845 0.669 0.828 0.876
0.1 0.593 0.797 0.860 0.794 0.873 0.887
1.5
0.01 0.466 0.707 0.786 0.408 0.617 0.734
0.05 0.454 0.691 0.778 0.386 0.604 0.738
0.1 0.469 0.720 0.830 0.469 0.729 0.848
36
0.5
0.01 0.511 0.688 0.739 0.659 0.764 0.803
0.05 0.473 0.645 0.728 0.622 0.775 0.785
0.1 0.533 0.692 0.753 0.575 0.731 0.782
1
0.01 0.409 0.618 0.692 0.362 0.533 0.639
0.05 0.373 0.555 0.669 0.324 0.518 0.614
0.1 0.367 0.579 0.676 0.366 0.585 0.698
1.5
0.01 0.261 0.465 0.555 0.288 0.450 0.585
0.05 0.323 0.496 0.608 0.310 0.527 0.632
0.1 0.281 0.478 0.584 0.294 0.489 0.616
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Table 4.79 Adjusted empirical power for testing for covariance separability based on covari-
ances: uniform sites; exponential covariance; lag sets C1 and C2; nominal size 0.1;
based on 1000 runs
Lag Set
{(0, 1), (1, 0), (1, 1)}
Lag Set
{(0, 3), (3, 0), (3, 3)}
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.794 0.823 0.789 0.479 0.558 0.554
0.05 0.855 0.870 0.850 0.290 0.090 0.079
0.1 0.888 0.876 0.874 0.075 0.061 0.042
1
0.01 0.828 0.896 0.893 0.684 0.644 0.745
0.05 0.900 0.906 0.898 0.328 0.139 0.100
0.1 0.890 0.886 0.889 0.183 0.171 0.092
1.5
0.01 0.811 0.894 0.901 0.702 0.694 0.766
0.05 0.845 0.908 0.899 0.471 0.321 0.362
0.1 0.838 0.889 0.886 0.297 0.222 0.163
24
0.5
0.01 0.882 0.874 0.887 0.863 0.854 0.850
0.05 0.885 0.882 0.907 0.857 0.815 0.806
0.1 0.855 0.883 0.894 0.813 0.812 0.755
1
0.01 0.849 0.881 0.897 0.787 0.859 0.849
0.05 0.830 0.860 0.879 0.821 0.858 0.841
0.1 0.838 0.877 0.913 0.806 0.812 0.784
1.5
0.01 0.761 0.864 0.898 0.699 0.849 0.878
0.05 0.792 0.867 0.895 0.751 0.846 0.869
0.1 0.737 0.858 0.894 0.723 0.820 0.835
36
0.5
0.01 0.871 0.876 0.888 0.859 0.874 0.892
0.05 0.848 0.876 0.878 0.863 0.856 0.859
0.1 0.864 0.888 0.883 0.858 0.847 0.861
1
0.01 0.771 0.849 0.871 0.733 0.840 0.887
0.05 0.769 0.858 0.880 0.777 0.841 0.848
0.1 0.757 0.843 0.873 0.704 0.820 0.857
1.5
0.01 0.618 0.801 0.842 0.586 0.789 0.850
0.05 0.637 0.804 0.828 0.665 0.793 0.833
0.1 0.631 0.808 0.838 0.608 0.795 0.833
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Table 4.80 Adjusted empirical power for testing for covariance separability based on covari-
ances: uniform sites; exponential covariance; lag sets C3 and C4; nominal size 0.1;
based on 1000 runs
Lag Set
{(0, 0.5), (0.5, 0),
(0.5, 0.5)}
Lag Set
{(0, 0.25), (0.25, 0),
(0.25, 0.25)}
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.870 0.896 0.881 0.025 0.008 0.008
0.05 0.860 0.897 0.891 0.053 0.028 0.023
0.1 0.815 0.857 0.874 0.131 0.111 0.086
1
0.01 0.858 0.922 0.926 0.884 0.922 0.920
0.05 0.921 0.923 0.936 0.874 0.904 0.923
0.1 0.923 0.932 0.933 0.826 0.891 0.896
1.5
0.01 0.806 0.870 0.927 0.896 0.945 0.932
0.05 0.806 0.906 0.920 0.934 0.929 0.939
0.1 0.825 0.919 0.930 0.910 0.936 0.941
24
0.5
0.01 0.886 0.881 0.906 0.839 0.863 0.904
0.05 0.905 0.887 0.911 0.840 0.847 0.877
0.1 0.902 0.884 0.913 0.606 0.735 0.828
1
0.01 0.866 0.879 0.904 0.861 0.885 0.902
0.05 0.885 0.884 0.909 0.859 0.893 0.914
0.1 0.827 0.856 0.913 0.880 0.904 0.934
1.5
0.01 0.823 0.861 0.904 0.747 0.858 0.880
0.05 0.779 0.865 0.889 0.679 0.809 0.869
0.1 0.724 0.820 0.882 0.671 0.835 0.887
36
0.5
0.01 0.849 0.871 0.899 0.873 0.884 0.903
0.05 0.843 0.861 0.872 0.889 0.891 0.898
0.1 0.864 0.867 0.889 0.868 0.875 0.885
1
0.01 0.785 0.861 0.894 0.745 0.837 0.853
0.05 0.741 0.851 0.883 0.703 0.810 0.870
0.1 0.747 0.854 0.873 0.697 0.836 0.885
1.5
0.01 0.604 0.798 0.854 0.604 0.811 0.846
0.05 0.656 0.826 0.862 0.665 0.814 0.882
0.1 0.665 0.790 0.876 0.670 0.779 0.850
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Table 4.81 Adjusted empirical power for testing for covariance separability based on covari-
ances: mixture of uniform and normal sites; exponential covariance; lag sets C1
and C2; nominal size 0.1; based on 1000 runs
Lag Set
{(0, 1), (1, 0), (1, 1)}
Lag Set
{(0, 3), (3, 0), (3, 3)}
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.567 0.283 0.144 0.030 0.033 0.035
0.05 0.804 0.650 0.566 0.027 0.028 0.024
0.1 0.848 0.795 0.773 0.029 0.026 0.027
1
0.01 0.856 0.835 0.815 0.025 0.043 0.046
0.05 0.873 0.847 0.848 0.022 0.024 0.026
0.1 0.864 0.832 0.831 0.029 0.026 0.030
1.5
0.01 0.878 0.885 0.900 0.033 0.039 0.041
0.05 0.879 0.864 0.889 0.017 0.023 0.027
0.1 0.851 0.847 0.848 0.032 0.025 0.026
24
0.5
0.01 0.854 0.893 0.922 0.849 0.857 0.887
0.05 0.855 0.897 0.920 0.804 0.846 0.812
0.1 0.830 0.903 0.908 0.700 0.821 0.797
1
0.01 0.806 0.888 0.917 0.743 0.848 0.885
0.05 0.709 0.838 0.901 0.724 0.840 0.824
0.1 0.799 0.903 0.930 0.706 0.784 0.796
1.5
0.01 0.720 0.846 0.882 0.668 0.819 0.879
0.05 0.731 0.805 0.876 0.667 0.824 0.825
0.1 0.676 0.807 0.861 0.659 0.710 0.754
36
0.5
0.01 0.849 0.871 0.905 0.824 0.873 0.872
0.05 0.806 0.866 0.880 0.822 0.864 0.878
0.1 0.820 0.865 0.878 0.816 0.826 0.856
1
0.01 0.707 0.847 0.876 0.768 0.847 0.858
0.05 0.753 0.836 0.878 0.727 0.816 0.860
0.1 0.739 0.813 0.850 0.698 0.794 0.825
1.5
0.01 0.589 0.772 0.858 0.641 0.803 0.829
0.05 0.628 0.782 0.855 0.618 0.782 0.820
0.1 0.611 0.754 0.814 0.606 0.771 0.795
212
Table 4.82 Adjusted empirical power for testing for covariance separability based on covari-
ances: mixture of uniform and normal sites; exponential covariance; lag sets C3
and C4; nominal size 0.1; based on 1000 runs
Lag Set
{(0, 0.5), (0.5, 0),
(0.5, 0.5)}
Lag Set
{(0, 0.25), (0.25, 0),
(0.25, 0.25)}
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.872 0.815 0.815 0.011 0.005 0.003
0.05 0.851 0.809 0.809 0.035 0.022 0.031
0.1 0.815 0.789 0.767 0.105 0.128 0.174
1
0.01 0.900 0.898 0.924 0.906 0.908 0.919
0.05 0.909 0.900 0.928 0.891 0.901 0.910
0.1 0.917 0.903 0.925 0.859 0.892 0.906
1.5
0.01 0.892 0.916 0.921 0.922 0.923 0.934
0.05 0.883 0.895 0.920 0.920 0.929 0.934
0.1 0.883 0.900 0.926 0.923 0.927 0.936
24
0.5
0.01 0.846 0.890 0.911 0.811 0.890 0.917
0.05 0.857 0.915 0.930 0.711 0.838 0.899
0.1 0.892 0.916 0.924 0.594 0.770 0.872
1
0.01 0.792 0.882 0.922 0.761 0.870 0.903
0.05 0.787 0.879 0.935 0.768 0.868 0.936
0.1 0.744 0.850 0.923 0.797 0.924 0.938
1.5
0.01 0.748 0.862 0.888 0.614 0.774 0.850
0.05 0.668 0.764 0.868 0.547 0.644 0.763
0.1 0.689 0.686 0.901 0.539 0.670 0.836
36
0.5
0.01 0.804 0.851 0.880 0.853 0.889 0.895
0.05 0.812 0.844 0.849 0.843 0.876 0.891
0.1 0.837 0.850 0.869 0.740 0.871 0.894
1
0.01 0.749 0.847 0.875 0.690 0.815 0.847
0.05 0.757 0.831 0.863 0.643 0.759 0.765
0.1 0.690 0.819 0.840 0.624 0.781 0.842
1.5
0.01 0.615 0.743 0.820 0.625 0.747 0.831
0.05 0.604 0.800 0.827 0.599 0.779 0.821
0.1 0.592 0.780 0.815 0.603 0.724 0.794
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Table 4.83 Adjusted empirical power for testing for covariance separability based on covari-
ances: uniform sites; non-separable Mate´rn covariance; lag sets C1 and C2; nomi-
nal size 0.1; based on 1000 runs
Lag Set
{(0, 1), (1, 0), (1, 1)}
Lag Set
{(0, 3), (3, 0), (3, 3)}
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.766 0.751 0.785 0.344 0.422 0.407
0.05 0.801 0.811 0.835 0.287 0.057 0.046
0.1 0.829 0.834 0.840 0.076 0.057 0.042
1
0.01 0.791 0.854 0.875 0.561 0.541 0.636
0.05 0.834 0.856 0.883 0.290 0.104 0.057
0.1 0.814 0.835 0.864 0.196 0.180 0.093
1.5
0.01 0.769 0.868 0.903 0.588 0.596 0.661
0.05 0.793 0.872 0.885 0.443 0.282 0.330
0.1 0.755 0.819 0.855 0.276 0.252 0.194
24
0.5
0.01 0.799 0.849 0.812 0.782 0.806 0.759
0.05 0.802 0.828 0.833 0.748 0.741 0.711
0.1 0.775 0.826 0.807 0.684 0.747 0.634
1
0.01 0.744 0.837 0.816 0.702 0.818 0.772
0.05 0.767 0.806 0.804 0.735 0.805 0.752
0.1 0.768 0.839 0.840 0.679 0.754 0.683
1.5
0.01 0.660 0.808 0.828 0.623 0.795 0.777
0.05 0.690 0.827 0.819 0.634 0.772 0.776
0.1 0.624 0.781 0.814 0.625 0.704 0.753
36
0.5
0.01 0.726 0.762 0.772 0.717 0.764 0.778
0.05 0.720 0.770 0.754 0.681 0.745 0.733
0.1 0.723 0.748 0.765 0.687 0.703 0.737
1
0.01 0.588 0.706 0.749 0.584 0.724 0.760
0.05 0.648 0.729 0.751 0.584 0.707 0.731
0.1 0.592 0.724 0.766 0.528 0.714 0.712
1.5
0.01 0.484 0.642 0.708 0.452 0.645 0.704
0.05 0.520 0.658 0.689 0.496 0.617 0.719
0.1 0.472 0.675 0.707 0.443 0.630 0.714
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Table 4.84 Adjusted empirical power for testing for covariance separability based on covari-
ances: uniform sites; non-separable Mate´rn covariance; lag sets C3 and C4; nomi-
nal size 0.1; based on 1000 runs
Lag Set
{(0, 0.5), (0.5, 0),
(0.5, 0.5)}
Lag Set
{(0, 0.25), (0.25, 0),
(0.25, 0.25)}
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.815 0.846 0.880 0.017 0.009 0.002
0.05 0.802 0.844 0.866 0.035 0.018 0.010
0.1 0.753 0.801 0.856 0.074 0.062 0.075
1
0.01 0.829 0.881 0.911 0.827 0.886 0.907
0.05 0.864 0.889 0.917 0.809 0.880 0.897
0.1 0.874 0.897 0.916 0.747 0.836 0.878
1.5
0.01 0.781 0.841 0.906 0.859 0.903 0.934
0.05 0.753 0.848 0.901 0.872 0.903 0.932
0.1 0.761 0.857 0.890 0.841 0.896 0.927
24
0.5
0.01 0.810 0.842 0.836 0.768 0.830 0.836
0.05 0.828 0.855 0.841 0.746 0.775 0.792
0.1 0.815 0.848 0.842 0.512 0.646 0.768
1
0.01 0.767 0.837 0.837 0.765 0.852 0.838
0.05 0.783 0.852 0.843 0.771 0.846 0.860
0.1 0.737 0.809 0.821 0.782 0.873 0.855
1.5
0.01 0.715 0.823 0.821 0.636 0.783 0.813
0.05 0.667 0.800 0.812 0.588 0.727 0.783
0.1 0.624 0.738 0.793 0.577 0.754 0.781
36
0.5
0.01 0.713 0.765 0.768 0.748 0.763 0.782
0.05 0.670 0.733 0.748 0.753 0.773 0.769
0.1 0.714 0.744 0.774 0.702 0.755 0.766
1
0.01 0.640 0.743 0.770 0.584 0.675 0.711
0.05 0.587 0.706 0.759 0.524 0.661 0.711
0.1 0.608 0.720 0.747 0.545 0.688 0.750
1.5
0.01 0.493 0.648 0.710 0.463 0.637 0.711
0.05 0.500 0.686 0.736 0.504 0.649 0.747
0.1 0.534 0.622 0.731 0.528 0.638 0.702
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Table 4.85 Adjusted empirical power for testing for covariance separability based on covari-
ances: mixture of uniform and normal sites; non-separable Mate´rn covariance; lag
sets C1 and C2; nominal size 0.1; based on 1000 runs
Lag Set
{(0, 1), (1, 0), (1, 1)}
Lag Set
{(0, 3), (3, 0), (3, 3)}
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.598 0.262 0.085 0.022 0.029 0.035
0.05 0.763 0.621 0.528 0.019 0.013 0.016
0.1 0.793 0.759 0.735 0.032 0.028 0.043
1
0.01 0.863 0.871 0.815 0.013 0.030 0.037
0.05 0.867 0.860 0.829 0.019 0.017 0.011
0.1 0.840 0.831 0.811 0.030 0.029 0.045
1.5
0.01 0.874 0.904 0.895 0.032 0.029 0.034
0.05 0.868 0.888 0.851 0.014 0.013 0.014
0.1 0.809 0.849 0.836 0.030 0.024 0.044
24
0.5
0.01 0.745 0.782 0.815 0.754 0.779 0.797
0.05 0.754 0.797 0.833 0.692 0.718 0.703
0.1 0.740 0.800 0.832 0.542 0.661 0.646
1
0.01 0.705 0.774 0.818 0.628 0.731 0.790
0.05 0.617 0.743 0.806 0.633 0.706 0.718
0.1 0.680 0.827 0.848 0.570 0.638 0.653
1.5
0.01 0.606 0.727 0.764 0.567 0.685 0.767
0.05 0.631 0.691 0.785 0.580 0.686 0.721
0.1 0.576 0.740 0.765 0.531 0.586 0.631
36
0.5
0.01 0.716 0.789 0.803 0.681 0.772 0.773
0.05 0.652 0.761 0.751 0.664 0.756 0.769
0.1 0.673 0.741 0.758 0.642 0.701 0.743
1
0.01 0.572 0.740 0.767 0.606 0.730 0.759
0.05 0.591 0.718 0.751 0.587 0.671 0.754
0.1 0.585 0.688 0.695 0.550 0.666 0.719
1.5
0.01 0.451 0.643 0.742 0.496 0.668 0.715
0.05 0.482 0.653 0.731 0.491 0.635 0.702
0.1 0.468 0.604 0.674 0.480 0.635 0.666
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Table 4.86 Adjusted empirical power for testing for covariance separability based on covari-
ances: mixture of uniform and normal sites; non-separable Mate´rn covariance; lag
sets C3 and C4; nominal size 0.1; based on 1000 runs
Lag Set
{(0, 0.5), (0.5, 0),
(0.5, 0.5)}
Lag Set
{(0, 0.25), (0.25, 0),
(0.25, 0.25)}
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.834 0.830 0.784 0.003 0.002 0.000
0.05 0.815 0.812 0.788 0.019 0.023 0.011
0.1 0.772 0.762 0.738 0.080 0.091 0.127
1
0.01 0.877 0.889 0.892 0.893 0.885 0.887
0.05 0.890 0.900 0.888 0.886 0.900 0.882
0.1 0.889 0.898 0.888 0.839 0.883 0.870
1.5
0.01 0.860 0.903 0.896 0.903 0.914 0.900
0.05 0.853 0.901 0.883 0.913 0.919 0.913
0.1 0.865 0.897 0.894 0.903 0.920 0.905
24
0.5
0.01 0.750 0.789 0.812 0.729 0.778 0.806
0.05 0.754 0.831 0.843 0.606 0.700 0.778
0.1 0.824 0.837 0.844 0.533 0.690 0.775
1
0.01 0.672 0.792 0.807 0.663 0.738 0.803
0.05 0.652 0.792 0.835 0.612 0.754 0.839
0.1 0.648 0.751 0.838 0.749 0.850 0.876
1.5
0.01 0.606 0.769 0.768 0.521 0.645 0.705
0.05 0.540 0.683 0.748 0.452 0.556 0.653
0.1 0.599 0.620 0.814 0.464 0.602 0.749
36
0.5
0.01 0.635 0.732 0.772 0.713 0.763 0.803
0.05 0.661 0.708 0.730 0.684 0.769 0.762
0.1 0.644 0.697 0.748 0.593 0.741 0.770
1
0.01 0.613 0.734 0.754 0.534 0.653 0.712
0.05 0.599 0.704 0.723 0.502 0.650 0.620
0.1 0.522 0.664 0.691 0.476 0.620 0.691
1.5
0.01 0.465 0.625 0.695 0.471 0.603 0.706
0.05 0.490 0.643 0.698 0.454 0.624 0.661
0.1 0.439 0.626 0.663 0.479 0.597 0.638
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Table 4.87 Empirical size for testing for covariance separability based on covariances: larger
values of κ; uniform sites; C(h) = e−2h1e−h2 ; lag sets C1 and C2; nominal size
0.1; based on 1000 runs
Lag Set
{(0, 1), (1, 0), (1, 1)}
Lag Set
{(0, 3), (3, 0), (3, 3)}
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.2 0.128 0.134 0.126 0.135 0.142 0.117
0.3 0.122 0.148 0.119 0.123 0.119 0.139
0.4 0.218 0.250 0.225 0.153 0.160 0.125
1
0.2 0.118 0.140 0.133 0.117 0.124 0.116
0.3 0.119 0.141 0.133 0.114 0.101 0.123
0.4 0.211 0.249 0.238 0.146 0.135 0.133
1.5
0.2 0.118 0.137 0.128 0.093 0.114 0.122
0.3 0.125 0.134 0.131 0.104 0.112 0.118
0.4 0.232 0.238 0.234 0.124 0.132 0.145
24
0.5
0.2 0.088 0.121 0.113 0.087 0.119 0.120
0.3 0.135 0.138 0.146 0.102 0.118 0.144
0.4 0.120 0.111 0.121 0.077 0.117 0.105
1
0.2 0.042 0.094 0.119 0.053 0.090 0.107
0.3 0.099 0.120 0.134 0.081 0.102 0.119
0.4 0.106 0.101 0.126 0.103 0.106 0.097
1.5
0.2 0.042 0.072 0.105 0.050 0.076 0.101
0.3 0.097 0.131 0.133 0.089 0.090 0.114
0.4 0.106 0.115 0.115 0.089 0.098 0.094
36
0.5
0.2 0.040 0.077 0.095 0.050 0.075 0.091
0.3 0.071 0.100 0.101 0.071 0.108 0.100
0.4 0.142 0.120 0.166 0.123 0.119 0.151
1
0.2 0.036 0.038 0.074 0.031 0.037 0.057
0.3 0.053 0.071 0.104 0.045 0.073 0.097
0.4 0.108 0.129 0.149 0.104 0.111 0.125
1.5
0.2 0.030 0.032 0.046 0.024 0.034 0.038
0.3 0.040 0.062 0.089 0.033 0.048 0.084
0.4 0.081 0.122 0.131 0.069 0.106 0.123
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Table 4.88 Empirical size for testing for covariance separability based on covariances: larger
values of κ; uniform sites; C(h) = e−2h1e−h2 ; lag sets C3 and C4; nominal size
0.1; based on 1000 runs
Lag Set
{(0, 0.5), (0.5, 0),
(0.5, 0.5)}
Lag Set
{(0, 0.25), (0.25, 0),
(0.25, 0.25)}
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.2 0.165 0.143 0.148 0.937 0.881 0.834
0.3 0.270 0.214 0.179 0.906 0.882 0.859
0.4 0.499 0.470 0.538 0.885 0.899 0.883
1
0.2 0.179 0.191 0.194 0.304 0.246 0.213
0.3 0.165 0.162 0.160 0.915 0.817 0.650
0.4 0.273 0.242 0.260 0.990 0.942 0.784
1.5
0.2 0.165 0.180 0.183 0.198 0.208 0.206
0.3 0.199 0.198 0.187 0.205 0.207 0.222
0.4 0.295 0.289 0.270 0.615 0.462 0.365
24
0.5
0.2 0.114 0.090 0.140 0.669 0.778 0.743
0.3 0.142 0.158 0.161 0.960 0.996 0.995
0.4 0.314 0.171 0.154 0.998 0.997 0.999
1
0.2 0.074 0.091 0.102 0.083 0.123 0.145
0.3 0.131 0.152 0.205 0.150 0.177 0.190
0.4 0.132 0.141 0.169 0.697 0.658 0.571
1.5
0.2 0.063 0.090 0.117 0.105 0.118 0.147
0.3 0.100 0.143 0.165 0.148 0.167 0.172
0.4 0.153 0.163 0.177 0.163 0.145 0.198
36
0.5
0.2 0.075 0.102 0.113 0.082 0.137 0.144
0.3 0.085 0.123 0.109 0.558 0.862 0.903
0.4 0.166 0.154 0.166 0.948 1.000 1.000
1
0.2 0.051 0.057 0.070 0.043 0.098 0.100
0.3 0.065 0.105 0.101 0.079 0.113 0.122
0.4 0.152 0.161 0.166 0.206 0.189 0.163
1.5
0.2 0.042 0.044 0.058 0.035 0.070 0.076
0.3 0.049 0.097 0.101 0.074 0.136 0.127
0.4 0.108 0.161 0.159 0.139 0.188 0.159
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Table 4.89 Empirical size for testing for covariance separability based on covariances: larger
values of κ; mixture of uniform and normal sites; C(h) = e−2h1e−h2 ; lag sets C1
and C2; nominal size 0.1; based on 1000 runs
Lag Set
{(0, 1), (1, 0), (1, 1)}
Lag Set
{(0, 3), (3, 0), (3, 3)}
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.2 0.277 0.290 0.312 0.119 0.099 0.121
0.3 0.374 0.380 0.409 0.012 0.008 0.009
0.4 0.491 0.483 0.506 0.032 0.020 0.030
1
0.2 0.253 0.269 0.319 0.125 0.101 0.129
0.3 0.373 0.394 0.441 0.011 0.008 0.009
0.4 0.481 0.498 0.539 0.022 0.028 0.020
1.5
0.2 0.268 0.266 0.313 0.119 0.091 0.125
0.3 0.355 0.380 0.412 0.016 0.004 0.007
0.4 0.482 0.502 0.536 0.027 0.022 0.017
24
0.5
0.2 0.215 0.260 0.289 0.108 0.116 0.126
0.3 0.267 0.310 0.345 0.205 0.230 0.260
0.4 0.340 0.380 0.402 0.165 0.179 0.195
1
0.2 0.165 0.200 0.260 0.085 0.108 0.108
0.3 0.237 0.265 0.300 0.159 0.207 0.240
0.4 0.286 0.356 0.421 0.144 0.175 0.189
1.5
0.2 0.148 0.195 0.249 0.071 0.092 0.100
0.3 0.198 0.255 0.296 0.149 0.203 0.211
0.4 0.262 0.340 0.396 0.135 0.176 0.175
36
0.5
0.2 0.108 0.098 0.111 0.076 0.108 0.118
0.3 0.181 0.236 0.306 0.142 0.162 0.190
0.4 0.236 0.247 0.302 0.191 0.235 0.237
1
0.2 0.063 0.083 0.108 0.055 0.076 0.100
0.3 0.152 0.195 0.252 0.122 0.144 0.163
0.4 0.208 0.222 0.282 0.185 0.201 0.221
1.5
0.2 0.039 0.065 0.088 0.038 0.056 0.092
0.3 0.115 0.162 0.211 0.091 0.159 0.152
0.4 0.213 0.223 0.242 0.163 0.182 0.187
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Table 4.90 Empirical size for testing for covariance separability based on covariances: larger
values of κ; mixture of uniform and normal sites; C(h) = e−2h1e−h2 ; lag sets C3
and C4; nominal size 0.1; based on 1000 runs
Lag Set
{(0, 0.5), (0.5, 0),
(0.5, 0.5)}
Lag Set
{(0, 0.25), (0.25, 0),
(0.25, 0.25)}
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.2 0.325 0.367 0.353 0.849 0.849 0.841
0.3 0.482 0.483 0.461 0.897 0.885 0.858
0.4 0.692 0.692 0.666 0.920 0.868 0.825
1
0.2 0.301 0.371 0.369 0.337 0.367 0.363
0.3 0.427 0.478 0.472 0.786 0.643 0.577
0.4 0.534 0.567 0.565 0.891 0.792 0.756
1.5
0.2 0.313 0.365 0.373 0.353 0.371 0.370
0.3 0.388 0.504 0.500 0.402 0.439 0.474
0.4 0.506 0.579 0.575 0.632 0.581 0.588
24
0.5
0.2 0.198 0.218 0.265 0.754 0.713 0.655
0.3 0.235 0.264 0.296 0.986 0.993 0.968
0.4 0.343 0.368 0.410 0.992 0.987 0.951
1
0.2 0.171 0.222 0.242 0.186 0.228 0.235
0.3 0.242 0.291 0.314 0.241 0.277 0.290
0.4 0.318 0.347 0.403 0.712 0.577 0.500
1.5
0.2 0.187 0.218 0.243 0.230 0.260 0.258
0.3 0.226 0.267 0.283 0.260 0.305 0.314
0.4 0.315 0.346 0.393 0.308 0.337 0.351
36
0.5
0.2 0.103 0.110 0.140 0.169 0.129 0.130
0.3 0.205 0.191 0.220 0.841 0.915 0.920
0.4 0.226 0.220 0.265 0.998 0.999 1.000
1
0.2 0.072 0.107 0.100 0.099 0.132 0.161
0.3 0.176 0.196 0.216 0.204 0.229 0.212
0.4 0.238 0.286 0.276 0.263 0.276 0.244
1.5
0.2 0.053 0.076 0.093 0.081 0.113 0.144
0.3 0.140 0.195 0.226 0.229 0.239 0.273
0.4 0.191 0.251 0.265 0.281 0.295 0.302
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Table 4.91 Empirical power for testing for covariance separability based on covariances: larger
values of κ; uniform sites; exponential covariance; lag sets C1 and C2; nominal
size 0.1; based on 1000 runs
Lag Set
{(0, 1), (1, 0), (1, 1)}
Lag Set
{(0, 3), (3, 0), (3, 3)}
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.2 0.911 0.913 0.891 0.505 0.343 0.265
0.3 0.851 0.816 0.737 0.452 0.293 0.175
0.4 0.778 0.685 0.578 0.071 0.043 0.042
1
0.2 0.832 0.898 0.892 0.567 0.560 0.530
0.3 0.922 0.942 0.922 0.660 0.642 0.589
0.4 0.958 0.956 0.932 0.275 0.136 0.082
1.5
0.2 0.931 0.943 0.936 0.444 0.530 0.545
0.3 0.841 0.924 0.929 0.508 0.575 0.555
0.4 0.948 0.949 0.932 0.475 0.358 0.229
24
0.5
0.2 0.826 0.888 0.912 0.758 0.800 0.837
0.3 0.919 0.915 0.935 0.742 0.779 0.807
0.4 0.934 0.909 0.938 0.853 0.844 0.844
1
0.2 0.669 0.861 0.921 0.618 0.772 0.825
0.3 0.872 0.918 0.928 0.726 0.827 0.854
0.4 0.812 0.926 0.950 0.671 0.812 0.845
1.5
0.2 0.538 0.798 0.893 0.486 0.717 0.775
0.3 0.707 0.896 0.917 0.645 0.814 0.848
0.4 0.828 0.943 0.958 0.627 0.828 0.887
36
0.5
0.2 0.723 0.855 0.873 0.607 0.790 0.823
0.3 0.766 0.878 0.901 0.697 0.819 0.860
0.4 0.892 0.906 0.926 0.792 0.842 0.864
1
0.2 0.590 0.800 0.878 0.442 0.654 0.776
0.3 0.599 0.822 0.917 0.497 0.703 0.829
0.4 0.742 0.870 0.928 0.634 0.812 0.868
1.5
0.2 0.405 0.618 0.767 0.346 0.551 0.702
0.3 0.460 0.712 0.862 0.387 0.599 0.760
0.4 0.668 0.859 0.926 0.506 0.749 0.853
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Table 4.92 Empirical power for testing for covariance separability based on covariances: larger
values of κ; uniform sites; exponential covariance; lag sets C3 and C4; nominal
size 0.1; based on 1000 runs
Lag Set
{(0, 0.5), (0.5, 0),
(0.5, 0.5)}
Lag Set
{(0, 0.25), (0.25, 0),
(0.25, 0.25)}
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.2 0.693 0.756 0.729 0.525 0.583 0.575
0.3 0.419 0.418 0.425 0.611 0.592 0.639
0.4 0.513 0.519 0.528 0.711 0.756 0.788
1
0.2 0.937 0.947 0.951 0.691 0.863 0.893
0.3 0.936 0.945 0.951 0.530 0.669 0.722
0.4 0.920 0.925 0.914 0.631 0.695 0.673
1.5
0.2 0.939 0.945 0.952 0.926 0.947 0.954
0.3 0.955 0.964 0.959 0.797 0.932 0.938
0.4 0.955 0.959 0.963 0.783 0.905 0.927
24
0.5
0.2 0.902 0.897 0.922 0.433 0.587 0.719
0.3 0.844 0.882 0.917 0.478 0.555 0.636
0.4 0.551 0.721 0.798 0.707 0.749 0.774
1
0.2 0.725 0.872 0.930 0.778 0.909 0.925
0.3 0.936 0.931 0.947 0.738 0.870 0.920
0.4 0.930 0.938 0.953 0.470 0.685 0.806
1.5
0.2 0.598 0.835 0.921 0.782 0.931 0.944
0.3 0.761 0.894 0.938 0.889 0.933 0.945
0.4 0.936 0.955 0.958 0.697 0.894 0.939
36
0.5
0.2 0.849 0.889 0.897 0.492 0.727 0.835
0.3 0.812 0.880 0.906 0.338 0.492 0.632
0.4 0.727 0.854 0.877 0.518 0.575 0.660
1
0.2 0.532 0.768 0.849 0.715 0.887 0.918
0.3 0.603 0.847 0.920 0.598 0.848 0.922
0.4 0.898 0.923 0.937 0.533 0.762 0.860
1.5
0.2 0.392 0.653 0.780 0.390 0.663 0.804
0.3 0.463 0.728 0.864 0.632 0.878 0.939
0.4 0.652 0.877 0.918 0.724 0.900 0.944
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Table 4.93 Empirical power for testing for covariance separability based on covariances: larger
values of κ; mixture of uniform and normal sites; exponential covariance; lag sets
C1 and C2; nominal size 0.1; based on 1000 runs
Lag Set
{(0, 1), (1, 0), (1, 1)}
Lag Set
{(0, 3), (3, 0), (3, 3)}
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.2 0.840 0.591 0.295 0.241 0.215 0.187
0.3 0.471 0.172 0.071 0.002 0.000 0.002
0.4 0.146 0.099 0.066 0.001 0.003 0.006
1
0.2 0.870 0.800 0.653 0.251 0.238 0.200
0.3 0.921 0.894 0.824 0.003 0.000 0.003
0.4 0.936 0.917 0.855 0.003 0.004 0.007
1.5
0.2 0.955 0.939 0.920 0.240 0.221 0.205
0.3 0.927 0.916 0.882 0.001 0.000 0.002
0.4 0.931 0.914 0.864 0.004 0.006 0.007
24
0.5
0.2 0.898 0.906 0.925 0.389 0.237 0.152
0.3 0.926 0.922 0.935 0.780 0.782 0.786
0.4 0.924 0.917 0.947 0.597 0.248 0.138
1
0.2 0.885 0.907 0.947 0.475 0.518 0.570
0.3 0.930 0.930 0.953 0.814 0.813 0.840
0.4 0.948 0.941 0.959 0.665 0.546 0.440
1.5
0.2 0.839 0.905 0.943 0.415 0.544 0.640
0.3 0.903 0.926 0.950 0.792 0.821 0.854
0.4 0.953 0.949 0.965 0.775 0.819 0.844
36
0.5
0.2 0.751 0.884 0.907 0.667 0.812 0.826
0.3 0.892 0.910 0.917 0.843 0.865 0.863
0.4 0.927 0.940 0.934 0.857 0.852 0.831
1
0.2 0.591 0.834 0.904 0.486 0.717 0.787
0.3 0.881 0.929 0.936 0.767 0.860 0.871
0.4 0.906 0.937 0.941 0.846 0.892 0.887
1.5
0.2 0.416 0.646 0.788 0.388 0.589 0.725
0.3 0.794 0.904 0.928 0.648 0.840 0.864
0.4 0.886 0.932 0.955 0.789 0.897 0.903
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Table 4.94 Empirical power for testing for covariance separability based on covariances: larger
values of κ; mixture of uniform and normal sites; exponential covariance; lag sets
C3 and C4; nominal size 0.1; based on 1000 runs
Lag Set
{(0, 0.5), (0.5, 0),
(0.5, 0.5)}
Lag Set
{(0, 0.25), (0.25, 0),
(0.25, 0.25)}
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.2 0.592 0.338 0.141 0.566 0.624 0.606
0.3 0.283 0.173 0.121 0.703 0.723 0.738
0.4 0.558 0.565 0.573 0.819 0.841 0.866
1
0.2 0.952 0.952 0.958 0.874 0.894 0.918
0.3 0.944 0.932 0.935 0.730 0.759 0.737
0.4 0.909 0.888 0.839 0.689 0.638 0.551
1.5
0.2 0.959 0.961 0.966 0.954 0.944 0.961
0.3 0.969 0.962 0.975 0.939 0.945 0.955
0.4 0.967 0.962 0.971 0.903 0.911 0.925
24
0.5
0.2 0.914 0.904 0.931 0.668 0.789 0.840
0.3 0.894 0.899 0.902 0.595 0.705 0.695
0.4 0.788 0.829 0.849 0.778 0.806 0.791
1
0.2 0.896 0.910 0.938 0.908 0.923 0.944
0.3 0.944 0.940 0.950 0.880 0.920 0.940
0.4 0.939 0.944 0.952 0.749 0.895 0.938
1.5
0.2 0.896 0.923 0.946 0.918 0.941 0.959
0.3 0.919 0.942 0.949 0.946 0.950 0.954
0.4 0.948 0.952 0.957 0.923 0.934 0.953
36
0.5
0.2 0.884 0.910 0.922 0.497 0.765 0.849
0.3 0.901 0.913 0.916 0.588 0.751 0.820
0.4 0.869 0.911 0.897 0.592 0.681 0.732
1
0.2 0.533 0.782 0.893 0.749 0.918 0.935
0.3 0.869 0.914 0.932 0.869 0.931 0.942
0.4 0.949 0.946 0.951 0.773 0.917 0.927
1.5
0.2 0.407 0.634 0.798 0.406 0.679 0.803
0.3 0.801 0.904 0.919 0.884 0.940 0.944
0.4 0.897 0.949 0.955 0.923 0.955 0.951
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Table 4.95 Adjusted empirical power for testing for covariance separability based on covari-
ances: larger values of κ; uniform sites; exponential covariance; lag sets C1 and
C2; nominal size 0.1; based on 1000 runs
Lag Set
{(0, 1), (1, 0), (1, 1)}
Lag Set
{(0, 3), (3, 0), (3, 3)}
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.2 0.895 0.906 0.878 0.307 0.191 0.197
0.3 0.795 0.711 0.683 0.347 0.193 0.061
0.4 0.641 0.502 0.337 0.037 0.024 0.032
1
0.2 0.806 0.873 0.873 0.492 0.484 0.437
0.3 0.914 0.925 0.915 0.608 0.638 0.484
0.4 0.935 0.929 0.916 0.176 0.091 0.058
1.5
0.2 0.917 0.940 0.929 0.493 0.497 0.409
0.3 0.791 0.881 0.915 0.499 0.534 0.452
0.4 0.921 0.923 0.904 0.410 0.253 0.128
24
0.5
0.2 0.846 0.882 0.907 0.784 0.779 0.805
0.3 0.908 0.910 0.919 0.738 0.744 0.754
0.4 0.926 0.907 0.935 0.872 0.834 0.844
1
0.2 0.822 0.870 0.914 0.766 0.788 0.824
0.3 0.873 0.915 0.924 0.764 0.826 0.844
0.4 0.791 0.924 0.946 0.666 0.793 0.848
1.5
0.2 0.742 0.845 0.888 0.659 0.791 0.772
0.3 0.728 0.882 0.907 0.666 0.829 0.836
0.4 0.826 0.936 0.953 0.692 0.836 0.893
36
0.5
0.2 0.804 0.870 0.873 0.752 0.829 0.835
0.3 0.813 0.878 0.901 0.762 0.812 0.860
0.4 0.877 0.900 0.915 0.743 0.830 0.842
1
0.2 0.759 0.867 0.900 0.676 0.793 0.837
0.3 0.733 0.863 0.916 0.688 0.772 0.837
0.4 0.736 0.854 0.907 0.628 0.798 0.850
1.5
0.2 0.607 0.800 0.858 0.559 0.734 0.824
0.3 0.652 0.805 0.882 0.576 0.740 0.797
0.4 0.692 0.846 0.910 0.580 0.741 0.837
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Table 4.96 Adjusted empirical power for testing for covariance separability based on covari-
ances: larger values of κ; uniform sites; exponential covariance; lag sets C3 and
C4; nominal size 0.1; based on 1000 runs
Lag Set
{(0, 0.5), (0.5, 0),
(0.5, 0.5)}
Lag Set
{(0, 0.25), (0.25, 0),
(0.25, 0.25)}
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.2 0.563 0.684 0.667 0.280 0.272 0.270
0.3 0.060 0.151 0.248 0.424 0.361 0.357
0.4 0.280 0.272 0.272 0.567 0.564 0.558
1
0.2 0.921 0.934 0.938 0.008 0.560 0.776
0.3 0.917 0.939 0.941 0.017 0.006 0.004
0.4 0.868 0.892 0.875 0.268 0.228 0.190
1.5
0.2 0.928 0.938 0.944 0.849 0.932 0.939
0.3 0.947 0.955 0.952 0.643 0.866 0.902
0.4 0.938 0.944 0.951 0.009 0.002 0.631
24
0.5
0.2 0.883 0.904 0.914 0.022 0.020 0.006
0.3 0.787 0.857 0.896 0.180 0.167 0.135
0.4 0.036 0.529 0.705 0.556 0.531 0.513
1
0.2 0.796 0.884 0.930 0.813 0.887 0.918
0.3 0.930 0.924 0.936 0.632 0.817 0.887
0.4 0.907 0.933 0.941 0.014 0.003 0.002
1.5
0.2 0.715 0.843 0.905 0.778 0.912 0.933
0.3 0.761 0.866 0.915 0.857 0.914 0.938
0.4 0.881 0.944 0.945 0.572 0.845 0.896
36
0.5
0.2 0.864 0.888 0.896 0.542 0.630 0.756
0.3 0.832 0.876 0.904 0.036 0.013 0.021
0.4 0.630 0.790 0.836 0.216 0.225 0.241
1
0.2 0.679 0.829 0.879 0.817 0.888 0.918
0.3 0.730 0.837 0.920 0.667 0.825 0.918
0.4 0.874 0.913 0.926 0.342 0.643 0.809
1.5
0.2 0.566 0.790 0.846 0.626 0.744 0.834
0.3 0.602 0.747 0.860 0.684 0.836 0.920
0.4 0.621 0.839 0.896 0.647 0.835 0.924
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Table 4.97 Adjusted empirical power for testing for covariance separability based on covari-
ances: larger values of κ; mixture of uniform and normal sites; exponential covari-
ance; lag sets C1 and C2; nominal size 0.1; based on 1000 runs
Lag Set
{(0, 1), (1, 0), (1, 1)}
Lag Set
{(0, 3), (3, 0), (3, 3)}
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.2 0.540 0.103 0.020 0.156 0.221 0.086
0.3 0.038 0.013 0.003 0.016 0.020 0.026
0.4 0.004 0.003 0.003 0.017 0.022 0.019
1
0.2 0.658 0.307 0.069 0.143 0.234 0.095
0.3 0.803 0.438 0.045 0.030 0.036 0.035
0.4 0.771 0.195 0.020 0.037 0.042 0.031
1.5
0.2 0.923 0.892 0.849 0.167 0.298 0.076
0.3 0.819 0.729 0.295 0.021 0.032 0.033
0.4 0.712 0.218 0.022 0.032 0.042 0.044
24
0.5
0.2 0.868 0.869 0.884 0.369 0.179 0.108
0.3 0.897 0.884 0.890 0.711 0.685 0.682
0.4 0.885 0.870 0.869 0.393 0.094 0.047
1
0.2 0.853 0.881 0.911 0.502 0.496 0.539
0.3 0.890 0.901 0.918 0.764 0.748 0.767
0.4 0.891 0.902 0.918 0.526 0.284 0.136
1.5
0.2 0.795 0.875 0.914 0.471 0.594 0.643
0.3 0.839 0.903 0.932 0.753 0.763 0.788
0.4 0.932 0.925 0.944 0.691 0.698 0.672
36
0.5
0.2 0.744 0.886 0.903 0.749 0.807 0.807
0.3 0.864 0.887 0.887 0.803 0.823 0.798
0.4 0.899 0.900 0.894 0.802 0.784 0.751
1
0.2 0.685 0.854 0.902 0.644 0.774 0.788
0.3 0.847 0.904 0.899 0.736 0.835 0.839
0.4 0.850 0.914 0.911 0.772 0.855 0.836
1.5
0.2 0.574 0.742 0.808 0.583 0.703 0.744
0.3 0.782 0.872 0.906 0.670 0.792 0.827
0.4 0.790 0.920 0.937 0.702 0.858 0.862
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Table 4.98 Adjusted empirical power for testing for covariance separability based on covari-
ances: larger values of κ; mixture of uniform and normal sites; exponential covari-
ance; lag sets C3 and C4; nominal size 0.1; based on 1000 runs
Lag Set
{(0, 0.5), (0.5, 0),
(0.5, 0.5)}
Lag Set
{(0, 0.25), (0.25, 0),
(0.25, 0.25)}
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.2 0.154 0.036 0.012 0.283 0.339 0.339
0.3 0.086 0.083 0.066 0.484 0.451 0.475
0.4 0.393 0.388 0.427 0.649 0.593 0.652
1
0.2 0.930 0.907 0.916 0.494 0.728 0.800
0.3 0.899 0.854 0.825 0.009 0.005 0.002
0.4 0.630 0.155 0.028 0.243 0.175 0.135
1.5
0.2 0.938 0.928 0.942 0.926 0.920 0.931
0.3 0.936 0.926 0.931 0.847 0.871 0.892
0.4 0.922 0.892 0.896 0.004 0.483 0.514
24
0.5
0.2 0.890 0.872 0.903 0.008 0.000 0.001
0.3 0.854 0.842 0.859 0.150 0.095 0.085
0.4 0.370 0.622 0.537 0.510 0.441 0.414
1
0.2 0.861 0.884 0.921 0.876 0.901 0.916
0.3 0.922 0.914 0.929 0.763 0.861 0.902
0.4 0.912 0.904 0.920 0.003 0.001 0.000
1.5
0.2 0.833 0.904 0.933 0.870 0.913 0.935
0.3 0.861 0.908 0.930 0.895 0.932 0.940
0.4 0.931 0.925 0.935 0.821 0.905 0.925
36
0.5
0.2 0.883 0.910 0.917 0.352 0.706 0.790
0.3 0.872 0.898 0.885 0.012 0.006 0.001
0.4 0.790 0.885 0.844 0.182 0.223 0.208
1
0.2 0.627 0.771 0.893 0.751 0.899 0.918
0.3 0.826 0.895 0.914 0.808 0.911 0.916
0.4 0.927 0.929 0.935 0.534 0.829 0.896
1.5
0.2 0.522 0.695 0.821 0.464 0.640 0.724
0.3 0.747 0.873 0.892 0.830 0.916 0.930
0.4 0.819 0.928 0.940 0.765 0.937 0.931
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Table 4.99 Empirical size for testing for covariance separability based on the spectral distri-
bution function: estimating function Type 1; uniform sites; C(h) = e−2h1e−h2 ;
vector sets D1 and D2; nominal size 0.1; based on 1000 runs
(t1, t2) = (1, 1) (t1, t2) = (1, 2)
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.255 0.406 0.543 0.326 0.565 0.776
0.05 0.288 0.446 0.525 0.374 0.653 0.777
0.1 0.292 0.481 0.557 0.436 0.707 0.813
1
0.01 0.166 0.318 0.421 0.198 0.384 0.560
0.05 0.214 0.380 0.493 0.247 0.485 0.666
0.1 0.243 0.425 0.531 0.315 0.584 0.743
1.5
0.01 0.171 0.265 0.365 0.186 0.293 0.427
0.05 0.203 0.312 0.407 0.205 0.362 0.527
0.1 0.237 0.387 0.470 0.270 0.451 0.627
24
0.5
0.01 0.093 0.107 0.124 0.090 0.108 0.138
0.05 0.095 0.138 0.158 0.103 0.160 0.171
0.1 0.112 0.135 0.180 0.110 0.154 0.231
1
0.01 0.118 0.105 0.110 0.099 0.096 0.102
0.05 0.119 0.103 0.117 0.102 0.113 0.108
0.1 0.136 0.134 0.151 0.118 0.142 0.178
1.5
0.01 0.116 0.120 0.115 0.126 0.118 0.115
0.05 0.113 0.127 0.126 0.112 0.118 0.115
0.1 0.133 0.124 0.133 0.121 0.123 0.134
36
0.5
0.01 0.095 0.094 0.109 0.092 0.084 0.106
0.05 0.086 0.087 0.095 0.078 0.095 0.094
0.1 0.101 0.116 0.113 0.095 0.113 0.111
1
0.01 0.114 0.107 0.123 0.101 0.090 0.106
0.05 0.112 0.110 0.120 0.100 0.097 0.109
0.1 0.099 0.100 0.109 0.092 0.098 0.105
1.5
0.01 0.122 0.122 0.114 0.110 0.117 0.105
0.05 0.134 0.122 0.119 0.115 0.115 0.123
0.1 0.124 0.123 0.108 0.110 0.120 0.100
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Table 4.100 Empirical size for testing for covariance separability based on the spectral distri-
bution function: estimating function Type 1; uniform sites; C(h) = e−2h1e−h2 ;
vector sets D3 and D4; nominal size 0.1; based on 1000 runs
(t1, t2) = (2, 2) (t1, t2) = (2, 4)
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.253 0.434 0.624 0.454 0.638 0.858
0.05 0.297 0.508 0.676 0.485 0.764 0.914
0.1 0.337 0.612 0.729 0.723 0.956 0.992
1
0.01 0.166 0.296 0.429 0.199 0.357 0.532
0.05 0.211 0.374 0.531 0.248 0.479 0.685
0.1 0.249 0.471 0.632 0.335 0.655 0.867
1.5
0.01 0.182 0.254 0.343 0.181 0.270 0.392
0.05 0.196 0.313 0.430 0.218 0.338 0.498
0.1 0.252 0.401 0.513 0.269 0.470 0.672
24
0.5
0.01 0.095 0.121 0.136 0.093 0.140 0.186
0.05 0.097 0.134 0.140 0.093 0.176 0.176
0.1 0.105 0.127 0.199 0.164 0.198 0.269
1
0.01 0.102 0.094 0.115 0.085 0.091 0.123
0.05 0.100 0.100 0.108 0.092 0.105 0.118
0.1 0.119 0.141 0.142 0.109 0.154 0.163
1.5
0.01 0.104 0.117 0.113 0.106 0.100 0.116
0.05 0.097 0.119 0.102 0.083 0.110 0.108
0.1 0.123 0.118 0.129 0.105 0.114 0.140
36
0.5
0.01 0.095 0.081 0.109 0.067 0.082 0.115
0.05 0.075 0.090 0.093 0.068 0.098 0.120
0.1 0.080 0.103 0.109 0.085 0.122 0.133
1
0.01 0.083 0.093 0.104 0.092 0.084 0.097
0.05 0.102 0.094 0.108 0.101 0.089 0.087
0.1 0.092 0.103 0.100 0.077 0.084 0.100
1.5
0.01 0.111 0.110 0.111 0.101 0.108 0.097
0.05 0.112 0.122 0.116 0.094 0.115 0.108
0.1 0.114 0.121 0.099 0.101 0.102 0.098
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Table 4.101 Empirical size for testing for covariance separability based on the spectral distri-
bution function: estimating function Type 1; uniform sites; C(h) = e−2h1e−h2 ;
vector sets D5 and D6; nominal size 0.1; based on 1000 runs
(t1, t2) = (0.5, 0.5) (t1, t2) = (0.5, 1)
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.153 0.196 0.188 0.294 0.468 0.606
0.05 0.169 0.209 0.211 0.332 0.505 0.578
0.1 0.193 0.196 0.227 0.364 0.502 0.568
1
0.01 0.142 0.204 0.205 0.211 0.377 0.516
0.05 0.164 0.198 0.217 0.224 0.423 0.560
0.1 0.177 0.224 0.222 0.280 0.472 0.546
1.5
0.01 0.154 0.205 0.209 0.188 0.306 0.420
0.05 0.182 0.194 0.204 0.213 0.345 0.473
0.1 0.208 0.219 0.233 0.237 0.405 0.516
24
0.5
0.01 0.112 0.112 0.122 0.094 0.122 0.158
0.05 0.125 0.118 0.131 0.121 0.156 0.177
0.1 0.109 0.138 0.126 0.117 0.164 0.218
1
0.01 0.135 0.117 0.109 0.122 0.114 0.109
0.05 0.123 0.117 0.131 0.115 0.121 0.129
0.1 0.137 0.127 0.125 0.129 0.142 0.168
1.5
0.01 0.156 0.135 0.121 0.134 0.126 0.117
0.05 0.143 0.124 0.120 0.130 0.119 0.112
0.1 0.157 0.139 0.121 0.136 0.131 0.134
36
0.5
0.01 0.140 0.133 0.126 0.104 0.105 0.109
0.05 0.116 0.115 0.094 0.088 0.097 0.100
0.1 0.117 0.112 0.117 0.099 0.116 0.121
1
0.01 0.131 0.113 0.145 0.117 0.112 0.131
0.05 0.140 0.145 0.130 0.115 0.114 0.112
0.1 0.121 0.116 0.117 0.102 0.111 0.119
1.5
0.01 0.156 0.146 0.136 0.131 0.128 0.125
0.05 0.142 0.137 0.145 0.125 0.116 0.130
0.1 0.136 0.134 0.114 0.133 0.125 0.115
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Table 4.102 Empirical size for testing for covariance separability based on the spectral dis-
tribution function: estimating function Type 1; mixture of uniform and normal
sites; C(h) = e−2h1e−h2 ; vector sets D1 and D2; nominal size 0.1; based on 1000
runs
(t1, t2) = (1, 1) (t1, t2) = (1, 2)
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.431 0.600 0.653 0.603 0.834 0.891
0.05 0.435 0.598 0.641 0.630 0.836 0.899
0.1 0.475 0.581 0.630 0.709 0.848 0.919
1
0.01 0.403 0.572 0.642 0.472 0.738 0.863
0.05 0.397 0.581 0.668 0.505 0.776 0.888
0.1 0.465 0.597 0.685 0.605 0.831 0.931
1.5
0.01 0.365 0.496 0.610 0.388 0.609 0.768
0.05 0.361 0.541 0.618 0.420 0.656 0.800
0.1 0.414 0.563 0.665 0.507 0.747 0.888
24
0.5
0.01 0.119 0.200 0.252 0.117 0.222 0.313
0.05 0.142 0.219 0.326 0.155 0.278 0.438
0.1 0.168 0.263 0.399 0.194 0.375 0.579
1
0.01 0.114 0.145 0.183 0.124 0.137 0.206
0.05 0.134 0.176 0.223 0.126 0.191 0.267
0.1 0.156 0.191 0.276 0.160 0.223 0.358
1.5
0.01 0.120 0.134 0.165 0.124 0.136 0.176
0.05 0.148 0.142 0.189 0.137 0.156 0.206
0.1 0.149 0.159 0.217 0.142 0.163 0.253
36
0.5
0.01 0.092 0.102 0.109 0.090 0.114 0.109
0.05 0.099 0.116 0.130 0.087 0.123 0.139
0.1 0.114 0.127 0.177 0.113 0.149 0.204
1
0.01 0.104 0.125 0.102 0.100 0.117 0.100
0.05 0.108 0.101 0.130 0.108 0.092 0.132
0.1 0.106 0.125 0.135 0.112 0.116 0.141
1.5
0.01 0.100 0.143 0.144 0.104 0.141 0.141
0.05 0.122 0.118 0.129 0.119 0.119 0.122
0.1 0.120 0.138 0.118 0.113 0.134 0.128
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Table 4.103 Empirical size for testing for covariance separability based on the spectral dis-
tribution function: estimating function Type 1; mixture of uniform and normal
sites; C(h) = e−2h1e−h2 ; vector sets D3 and D4; nominal size 0.1; based on 1000
runs
(t1, t2) = (2, 2) (t1, t2) = (2, 4)
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.459 0.715 0.819 0.675 0.914 0.964
0.05 0.532 0.751 0.847 0.786 0.951 0.988
0.1 0.619 0.788 0.870 0.957 0.996 1.000
1
0.01 0.384 0.636 0.760 0.458 0.751 0.887
0.05 0.437 0.694 0.823 0.525 0.805 0.957
0.1 0.544 0.767 0.882 0.705 0.951 0.995
1.5
0.01 0.349 0.511 0.666 0.365 0.580 0.756
0.05 0.373 0.592 0.724 0.415 0.668 0.849
0.1 0.468 0.684 0.823 0.550 0.856 0.969
24
0.5
0.01 0.131 0.183 0.237 0.158 0.212 0.285
0.05 0.144 0.211 0.349 0.179 0.251 0.437
0.1 0.170 0.303 0.472 0.250 0.403 0.654
1
0.01 0.105 0.123 0.174 0.107 0.128 0.188
0.05 0.127 0.167 0.223 0.128 0.176 0.243
0.1 0.157 0.191 0.267 0.161 0.223 0.335
1.5
0.01 0.128 0.138 0.158 0.126 0.142 0.149
0.05 0.134 0.153 0.192 0.133 0.157 0.201
0.1 0.143 0.156 0.206 0.152 0.162 0.239
36
0.5
0.01 0.079 0.108 0.110 0.085 0.142 0.125
0.05 0.090 0.106 0.130 0.088 0.127 0.147
0.1 0.109 0.127 0.178 0.115 0.145 0.215
1
0.01 0.097 0.115 0.095 0.095 0.109 0.096
0.05 0.101 0.098 0.136 0.095 0.094 0.125
0.1 0.113 0.113 0.135 0.094 0.120 0.131
1.5
0.01 0.091 0.137 0.143 0.089 0.128 0.133
0.05 0.119 0.114 0.114 0.116 0.109 0.111
0.1 0.109 0.137 0.121 0.103 0.140 0.123
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Table 4.104 Empirical size for testing for covariance separability based on the spectral dis-
tribution function: estimating function Type 1; mixture of uniform and normal
sites; C(h) = e−2h1e−h2 ; vector sets D5 and D6; nominal size 0.1; based on 1000
runs
(t1, t2) = (0.5, 0.5) (t1, t2) = (0.5, 1)
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.297 0.316 0.345 0.507 0.638 0.687
0.05 0.283 0.278 0.336 0.493 0.641 0.669
0.1 0.288 0.287 0.311 0.514 0.610 0.662
1
0.01 0.294 0.311 0.340 0.452 0.630 0.703
0.05 0.287 0.301 0.343 0.453 0.630 0.694
0.1 0.288 0.306 0.320 0.484 0.622 0.692
1.5
0.01 0.293 0.310 0.336 0.406 0.546 0.667
0.05 0.292 0.295 0.344 0.415 0.555 0.656
0.1 0.289 0.318 0.305 0.448 0.602 0.675
24
0.5
0.01 0.111 0.143 0.160 0.136 0.216 0.312
0.05 0.145 0.140 0.163 0.147 0.275 0.374
0.1 0.140 0.154 0.201 0.175 0.292 0.451
1
0.01 0.130 0.131 0.140 0.132 0.155 0.201
0.05 0.144 0.137 0.149 0.138 0.191 0.249
0.1 0.152 0.153 0.163 0.155 0.218 0.330
1.5
0.01 0.145 0.126 0.160 0.140 0.144 0.184
0.05 0.156 0.148 0.134 0.145 0.163 0.199
0.1 0.152 0.119 0.153 0.152 0.156 0.232
36
0.5
0.01 0.122 0.108 0.102 0.101 0.114 0.121
0.05 0.107 0.108 0.118 0.097 0.129 0.148
0.1 0.121 0.120 0.135 0.116 0.136 0.198
1
0.01 0.136 0.138 0.114 0.114 0.124 0.104
0.05 0.123 0.096 0.125 0.109 0.105 0.133
0.1 0.129 0.120 0.134 0.111 0.125 0.143
1.5
0.01 0.133 0.148 0.145 0.114 0.138 0.139
0.05 0.147 0.124 0.131 0.134 0.122 0.134
0.1 0.144 0.146 0.129 0.127 0.156 0.141
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Table 4.105 Empirical power for testing for covariance separability based on the spectral dis-
tribution function: estimating function Type 1; uniform sites; non-separable ex-
ponential covariance; vector sets D1 and D2; nominal size 0.1; based on 1000
runs
(t1, t2) = (1, 1) (t1, t2) = (1, 2)
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.724 0.820 0.852 0.797 0.867 0.877
0.05 0.748 0.827 0.868 0.816 0.867 0.896
0.1 0.753 0.820 0.876 0.816 0.876 0.909
1
0.01 0.807 0.881 0.913 0.844 0.907 0.920
0.05 0.815 0.882 0.921 0.861 0.909 0.923
0.1 0.830 0.893 0.929 0.864 0.921 0.937
1.5
0.01 0.778 0.889 0.908 0.844 0.914 0.918
0.05 0.801 0.895 0.923 0.853 0.915 0.939
0.1 0.839 0.910 0.928 0.865 0.929 0.936
24
0.5
0.01 0.729 0.790 0.834 0.786 0.815 0.853
0.05 0.723 0.806 0.830 0.777 0.830 0.851
0.1 0.728 0.811 0.838 0.766 0.823 0.864
1
0.01 0.703 0.789 0.855 0.791 0.828 0.878
0.05 0.677 0.798 0.850 0.760 0.838 0.875
0.1 0.691 0.824 0.856 0.759 0.835 0.886
1.5
0.01 0.653 0.773 0.831 0.746 0.819 0.869
0.05 0.657 0.774 0.834 0.740 0.833 0.871
0.1 0.634 0.781 0.839 0.751 0.824 0.868
36
0.5
0.01 0.631 0.754 0.787 0.707 0.783 0.810
0.05 0.634 0.765 0.806 0.701 0.796 0.820
0.1 0.642 0.748 0.818 0.712 0.785 0.834
1
0.01 0.587 0.727 0.785 0.673 0.772 0.820
0.05 0.571 0.724 0.787 0.667 0.783 0.816
0.1 0.574 0.707 0.783 0.662 0.775 0.823
1.5
0.01 0.504 0.665 0.758 0.637 0.734 0.804
0.05 0.500 0.650 0.750 0.615 0.724 0.790
0.1 0.515 0.671 0.740 0.632 0.741 0.794
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Table 4.106 Empirical power for testing for covariance separability based on the spectral dis-
tribution function: estimating function Type 1; uniform sites; non-separable ex-
ponential covariance; vector sets D3 and D4; nominal size 0.1; based on 1000
runs
(t1, t2) = (2, 2) (t1, t2) = (2, 4)
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.728 0.800 0.806 0.865 0.901 0.908
0.05 0.721 0.801 0.842 0.864 0.892 0.921
0.1 0.761 0.799 0.849 0.921 0.939 0.954
1
0.01 0.822 0.881 0.904 0.884 0.909 0.918
0.05 0.831 0.880 0.907 0.880 0.905 0.920
0.1 0.833 0.897 0.911 0.892 0.931 0.935
1.5
0.01 0.832 0.899 0.912 0.892 0.916 0.922
0.05 0.842 0.902 0.929 0.889 0.925 0.935
0.1 0.858 0.915 0.924 0.901 0.932 0.935
24
0.5
0.01 0.766 0.801 0.848 0.837 0.844 0.875
0.05 0.777 0.820 0.838 0.839 0.848 0.867
0.1 0.766 0.805 0.841 0.848 0.861 0.878
1
0.01 0.771 0.818 0.860 0.845 0.855 0.883
0.05 0.760 0.836 0.868 0.823 0.856 0.887
0.1 0.759 0.842 0.866 0.853 0.894 0.895
1.5
0.01 0.753 0.806 0.852 0.849 0.860 0.885
0.05 0.720 0.826 0.870 0.816 0.861 0.881
0.1 0.720 0.822 0.861 0.835 0.882 0.884
36
0.5
0.01 0.684 0.770 0.808 0.769 0.816 0.839
0.05 0.686 0.788 0.811 0.761 0.822 0.825
0.1 0.694 0.773 0.827 0.791 0.822 0.850
1
0.01 0.677 0.768 0.818 0.779 0.823 0.854
0.05 0.650 0.775 0.810 0.748 0.814 0.840
0.1 0.649 0.770 0.819 0.788 0.832 0.859
1.5
0.01 0.636 0.728 0.800 0.752 0.809 0.848
0.05 0.624 0.725 0.788 0.735 0.811 0.832
0.1 0.617 0.743 0.791 0.781 0.833 0.854
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Table 4.107 Empirical power for testing for covariance separability based on the spectral dis-
tribution function: estimating function Type 1; uniform sites; non-separable ex-
ponential covariance; vector sets D5 and D6; nominal size 0.1; based on 1000
runs
(t1, t2) = (0.5, 0.5) (t1, t2) = (0.5, 1)
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.717 0.830 0.832 0.821 0.907 0.932
0.05 0.696 0.808 0.814 0.845 0.922 0.948
0.1 0.705 0.785 0.780 0.863 0.937 0.956
1
0.01 0.735 0.865 0.881 0.831 0.914 0.935
0.05 0.726 0.849 0.868 0.843 0.922 0.944
0.1 0.724 0.835 0.843 0.856 0.928 0.951
1.5
0.01 0.692 0.839 0.872 0.803 0.906 0.917
0.05 0.662 0.843 0.877 0.811 0.917 0.943
0.1 0.697 0.837 0.859 0.852 0.925 0.937
24
0.5
0.01 0.666 0.773 0.824 0.750 0.807 0.848
0.05 0.668 0.786 0.830 0.737 0.823 0.860
0.1 0.656 0.787 0.840 0.743 0.823 0.875
1
0.01 0.599 0.741 0.819 0.690 0.801 0.864
0.05 0.578 0.739 0.812 0.696 0.810 0.864
0.1 0.587 0.770 0.837 0.695 0.815 0.881
1.5
0.01 0.497 0.686 0.765 0.649 0.779 0.845
0.05 0.519 0.687 0.785 0.666 0.778 0.842
0.1 0.475 0.684 0.765 0.647 0.775 0.844
36
0.5
0.01 0.542 0.696 0.764 0.648 0.761 0.790
0.05 0.542 0.732 0.793 0.650 0.771 0.821
0.1 0.576 0.711 0.798 0.655 0.760 0.831
1
0.01 0.459 0.639 0.709 0.596 0.734 0.783
0.05 0.436 0.650 0.734 0.581 0.731 0.796
0.1 0.459 0.617 0.712 0.587 0.721 0.786
1.5
0.01 0.346 0.554 0.670 0.508 0.669 0.764
0.05 0.374 0.526 0.655 0.501 0.656 0.749
0.1 0.382 0.562 0.649 0.521 0.670 0.740
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Table 4.108 Empirical power for testing for covariance separability based on the spectral dis-
tribution function: estimating function Type 1; mixture of uniform and normal
sites; non-separable exponential covariance; vector sets D1 and D2; nominal size
0.1; based on 1000 runs
(t1, t2) = (1, 1) (t1, t2) = (1, 2)
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.763 0.783 0.802 0.813 0.844 0.863
0.05 0.760 0.799 0.822 0.827 0.857 0.871
0.1 0.778 0.828 0.875 0.830 0.895 0.924
1
0.01 0.870 0.899 0.929 0.889 0.913 0.938
0.05 0.878 0.918 0.933 0.896 0.923 0.940
0.1 0.877 0.926 0.946 0.907 0.944 0.958
1.5
0.01 0.891 0.914 0.941 0.896 0.926 0.948
0.05 0.899 0.926 0.954 0.907 0.933 0.964
0.1 0.903 0.933 0.951 0.923 0.948 0.964
24
0.5
0.01 0.725 0.819 0.848 0.787 0.852 0.862
0.05 0.741 0.815 0.847 0.792 0.843 0.861
0.1 0.723 0.850 0.851 0.772 0.870 0.877
1
0.01 0.712 0.800 0.860 0.757 0.845 0.876
0.05 0.697 0.818 0.856 0.766 0.844 0.873
0.1 0.702 0.835 0.861 0.773 0.853 0.880
1.5
0.01 0.647 0.765 0.825 0.754 0.827 0.846
0.05 0.650 0.774 0.855 0.756 0.820 0.872
0.1 0.672 0.797 0.873 0.743 0.848 0.886
36
0.5
0.01 0.652 0.777 0.802 0.716 0.796 0.823
0.05 0.655 0.802 0.805 0.719 0.825 0.831
0.1 0.678 0.780 0.814 0.747 0.821 0.840
1
0.01 0.574 0.738 0.771 0.691 0.791 0.795
0.05 0.588 0.752 0.780 0.694 0.806 0.816
0.1 0.598 0.742 0.790 0.691 0.796 0.828
1.5
0.01 0.523 0.687 0.718 0.651 0.774 0.780
0.05 0.526 0.687 0.743 0.659 0.758 0.792
0.1 0.529 0.672 0.745 0.641 0.760 0.805
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Table 4.109 Empirical power for testing for covariance separability based on the spectral dis-
tribution function: estimating function Type 1; mixture of uniform and normal
sites; non-separable exponential covariance; vector sets D3 and D4; nominal size
0.1; based on 1000 runs
(t1, t2) = (2, 2) (t1, t2) = (2, 4)
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.754 0.798 0.793 0.875 0.887 0.908
0.05 0.762 0.786 0.784 0.887 0.893 0.911
0.1 0.753 0.808 0.819 0.932 0.951 0.972
1
0.01 0.875 0.893 0.918 0.914 0.915 0.932
0.05 0.884 0.914 0.927 0.906 0.923 0.937
0.1 0.875 0.904 0.930 0.923 0.936 0.948
1.5
0.01 0.900 0.909 0.934 0.911 0.928 0.941
0.05 0.904 0.920 0.952 0.921 0.926 0.954
0.1 0.902 0.928 0.946 0.934 0.940 0.953
24
0.5
0.01 0.757 0.834 0.864 0.830 0.867 0.883
0.05 0.775 0.825 0.836 0.843 0.872 0.868
0.1 0.773 0.849 0.846 0.859 0.895 0.891
1
0.01 0.766 0.824 0.875 0.841 0.871 0.889
0.05 0.759 0.846 0.866 0.840 0.888 0.895
0.1 0.772 0.845 0.879 0.865 0.892 0.903
1.5
0.01 0.751 0.808 0.850 0.839 0.867 0.891
0.05 0.761 0.812 0.875 0.838 0.873 0.903
0.1 0.754 0.838 0.890 0.873 0.892 0.911
36
0.5
0.01 0.696 0.791 0.813 0.788 0.837 0.839
0.05 0.702 0.814 0.821 0.793 0.856 0.839
0.1 0.724 0.806 0.833 0.815 0.861 0.857
1
0.01 0.680 0.783 0.791 0.774 0.840 0.826
0.05 0.690 0.798 0.812 0.797 0.859 0.838
0.1 0.684 0.783 0.819 0.811 0.862 0.861
1.5
0.01 0.640 0.763 0.774 0.777 0.835 0.831
0.05 0.652 0.753 0.788 0.776 0.849 0.836
0.1 0.642 0.753 0.788 0.798 0.837 0.849
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Table 4.110 Empirical power for testing for covariance separability based on the spectral dis-
tribution function: estimating function Type 1; mixture of uniform and normal
sites; non-separable exponential covariance; vector sets D5 and D6; nominal size
0.1; based on 1000 runs
(t1, t2) = (0.5, 0.5) (t1, t2) = (0.5, 1)
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.484 0.422 0.351 0.919 0.961 0.970
0.05 0.664 0.702 0.716 0.929 0.966 0.975
0.1 0.792 0.801 0.824 0.945 0.965 0.975
1
0.01 0.651 0.669 0.603 0.910 0.943 0.973
0.05 0.743 0.796 0.804 0.919 0.957 0.971
0.1 0.802 0.813 0.836 0.921 0.955 0.974
1.5
0.01 0.681 0.769 0.756 0.896 0.935 0.961
0.05 0.746 0.836 0.852 0.902 0.949 0.972
0.1 0.790 0.837 0.853 0.918 0.952 0.974
24
0.5
0.01 0.693 0.800 0.838 0.757 0.839 0.858
0.05 0.666 0.784 0.830 0.751 0.848 0.870
0.1 0.644 0.799 0.826 0.746 0.867 0.901
1
0.01 0.574 0.757 0.826 0.710 0.813 0.862
0.05 0.568 0.734 0.817 0.691 0.812 0.860
0.1 0.582 0.752 0.813 0.702 0.828 0.869
1.5
0.01 0.515 0.662 0.776 0.667 0.772 0.834
0.05 0.487 0.658 0.783 0.654 0.759 0.849
0.1 0.503 0.671 0.775 0.657 0.785 0.864
36
0.5
0.01 0.565 0.740 0.785 0.661 0.784 0.806
0.05 0.559 0.758 0.779 0.666 0.792 0.817
0.1 0.594 0.740 0.795 0.684 0.797 0.830
1
0.01 0.471 0.656 0.726 0.587 0.741 0.775
0.05 0.468 0.669 0.722 0.599 0.751 0.784
0.1 0.465 0.642 0.726 0.602 0.747 0.795
1.5
0.01 0.385 0.565 0.641 0.529 0.693 0.727
0.05 0.394 0.576 0.656 0.527 0.691 0.741
0.1 0.384 0.532 0.637 0.525 0.682 0.738
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Table 4.111 Empirical power for testing for covariance separability based on the spectral
distribution function: estimating function Type 1; uniform sites; non-separa-
ble Mate´rn covariance; vector sets D1 and D2; nominal size 0.1; based on 1000
runs
(t1, t2) = (1, 1) (t1, t2) = (1, 2)
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.695 0.746 0.826 0.760 0.812 0.853
0.05 0.672 0.779 0.816 0.763 0.821 0.858
0.1 0.719 0.794 0.838 0.772 0.843 0.890
1
0.01 0.758 0.830 0.882 0.808 0.853 0.894
0.05 0.774 0.838 0.874 0.815 0.861 0.894
0.1 0.793 0.855 0.910 0.822 0.874 0.917
1.5
0.01 0.745 0.845 0.890 0.797 0.864 0.902
0.05 0.786 0.849 0.897 0.826 0.860 0.907
0.1 0.802 0.876 0.910 0.843 0.876 0.920
24
0.5
0.01 0.623 0.700 0.740 0.666 0.729 0.774
0.05 0.611 0.725 0.750 0.677 0.751 0.775
0.1 0.630 0.723 0.755 0.683 0.745 0.770
1
0.01 0.595 0.694 0.753 0.660 0.739 0.768
0.05 0.583 0.736 0.772 0.662 0.765 0.796
0.1 0.593 0.746 0.776 0.659 0.773 0.796
1.5
0.01 0.553 0.680 0.728 0.641 0.742 0.767
0.05 0.554 0.687 0.746 0.623 0.722 0.778
0.1 0.547 0.703 0.766 0.634 0.746 0.802
36
0.5
0.01 0.498 0.599 0.671 0.526 0.629 0.687
0.05 0.473 0.603 0.676 0.523 0.637 0.686
0.1 0.507 0.598 0.653 0.551 0.629 0.686
1
0.01 0.430 0.559 0.628 0.489 0.606 0.662
0.05 0.423 0.540 0.640 0.499 0.591 0.671
0.1 0.440 0.553 0.620 0.505 0.612 0.653
1.5
0.01 0.386 0.508 0.587 0.473 0.581 0.637
0.05 0.360 0.493 0.600 0.440 0.560 0.648
0.1 0.384 0.507 0.581 0.454 0.570 0.621
242
Table 4.112 Empirical power for testing for covariance separability based on the spectral
distribution function: estimating function Type 1; uniform sites; non-separa-
ble Mate´rn covariance; vector sets D3 and D4; nominal size 0.1; based on 1000
runs
(t1, t2) = (2, 2) (t1, t2) = (2, 4)
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.719 0.780 0.804 0.828 0.866 0.881
0.05 0.687 0.767 0.785 0.841 0.870 0.877
0.1 0.719 0.782 0.824 0.891 0.916 0.922
1
0.01 0.793 0.841 0.867 0.848 0.868 0.892
0.05 0.794 0.849 0.880 0.844 0.865 0.903
0.1 0.817 0.854 0.892 0.872 0.900 0.914
1.5
0.01 0.784 0.861 0.889 0.856 0.869 0.905
0.05 0.816 0.858 0.905 0.862 0.866 0.910
0.1 0.840 0.870 0.904 0.874 0.883 0.918
24
0.5
0.01 0.648 0.713 0.755 0.718 0.775 0.790
0.05 0.655 0.723 0.744 0.725 0.783 0.791
0.1 0.656 0.726 0.759 0.751 0.787 0.808
1
0.01 0.643 0.727 0.773 0.718 0.781 0.797
0.05 0.642 0.758 0.784 0.725 0.793 0.815
0.1 0.651 0.771 0.793 0.746 0.818 0.824
1.5
0.01 0.622 0.737 0.762 0.720 0.794 0.794
0.05 0.623 0.721 0.782 0.709 0.779 0.805
0.1 0.623 0.740 0.803 0.728 0.796 0.832
36
0.5
0.01 0.503 0.624 0.679 0.601 0.662 0.699
0.05 0.512 0.625 0.671 0.591 0.685 0.706
0.1 0.550 0.617 0.678 0.633 0.697 0.706
1
0.01 0.490 0.595 0.670 0.582 0.661 0.710
0.05 0.498 0.583 0.666 0.605 0.670 0.709
0.1 0.490 0.601 0.653 0.623 0.700 0.724
1.5
0.01 0.470 0.571 0.638 0.578 0.653 0.698
0.05 0.434 0.549 0.639 0.585 0.640 0.700
0.1 0.460 0.564 0.624 0.610 0.678 0.709
243
Table 4.113 Empirical power for testing for covariance separability based on the spectral
distribution function: estimating function Type 1; uniform sites; non-separa-
ble Mate´rn covariance; vector sets D5 and D6; nominal size 0.1; based on 1000
runs
(t1, t2) = (0.5, 0.5) (t1, t2) = (0.5, 1)
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.680 0.774 0.845 0.759 0.842 0.915
0.05 0.690 0.789 0.839 0.792 0.874 0.920
0.1 0.668 0.762 0.828 0.801 0.870 0.929
1
0.01 0.700 0.813 0.873 0.783 0.865 0.918
0.05 0.687 0.805 0.857 0.786 0.864 0.911
0.1 0.698 0.791 0.872 0.801 0.861 0.923
1.5
0.01 0.671 0.804 0.863 0.760 0.863 0.906
0.05 0.671 0.797 0.870 0.797 0.860 0.906
0.1 0.679 0.815 0.862 0.813 0.880 0.917
24
0.5
0.01 0.582 0.682 0.719 0.644 0.733 0.752
0.05 0.576 0.703 0.740 0.641 0.749 0.774
0.1 0.562 0.700 0.754 0.642 0.738 0.788
1
0.01 0.494 0.645 0.710 0.609 0.709 0.756
0.05 0.491 0.677 0.719 0.593 0.738 0.782
0.1 0.504 0.675 0.730 0.610 0.753 0.782
1.5
0.01 0.429 0.590 0.661 0.558 0.685 0.734
0.05 0.443 0.611 0.686 0.562 0.691 0.757
0.1 0.436 0.622 0.682 0.554 0.709 0.772
36
0.5
0.01 0.447 0.570 0.658 0.499 0.619 0.686
0.05 0.426 0.565 0.642 0.498 0.626 0.669
0.1 0.457 0.567 0.649 0.532 0.599 0.664
1
0.01 0.350 0.491 0.590 0.443 0.559 0.641
0.05 0.339 0.460 0.565 0.427 0.548 0.632
0.1 0.350 0.493 0.572 0.443 0.570 0.623
1.5
0.01 0.289 0.435 0.521 0.386 0.515 0.599
0.05 0.279 0.402 0.520 0.364 0.485 0.601
0.1 0.284 0.415 0.515 0.384 0.508 0.581
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Table 4.114 Empirical power for testing for covariance separability based on the spectral dis-
tribution function: estimating function Type 1; mixture of uniform and normal
sites; non-separable Mate´rn covariance; vector sets D1 and D2; nominal size 0.1;
based on 1000 runs
(t1, t2) = (1, 1) (t1, t2) = (1, 2)
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.684 0.709 0.723 0.763 0.771 0.787
0.05 0.717 0.729 0.768 0.782 0.784 0.813
0.1 0.739 0.777 0.831 0.795 0.833 0.883
1
0.01 0.821 0.857 0.888 0.834 0.870 0.886
0.05 0.853 0.859 0.876 0.863 0.879 0.881
0.1 0.843 0.868 0.903 0.858 0.876 0.910
1.5
0.01 0.843 0.878 0.894 0.863 0.886 0.898
0.05 0.875 0.886 0.899 0.877 0.899 0.905
0.1 0.863 0.893 0.921 0.873 0.904 0.923
24
0.5
0.01 0.611 0.689 0.747 0.666 0.712 0.765
0.05 0.643 0.713 0.748 0.689 0.742 0.776
0.1 0.643 0.714 0.746 0.691 0.755 0.764
1
0.01 0.593 0.694 0.752 0.661 0.728 0.772
0.05 0.610 0.700 0.769 0.679 0.752 0.788
0.1 0.629 0.721 0.776 0.688 0.760 0.799
1.5
0.01 0.538 0.637 0.730 0.630 0.699 0.764
0.05 0.566 0.679 0.745 0.643 0.723 0.775
0.1 0.578 0.698 0.798 0.674 0.743 0.812
36
0.5
0.01 0.501 0.612 0.643 0.565 0.636 0.659
0.05 0.516 0.600 0.647 0.586 0.640 0.666
0.1 0.526 0.614 0.661 0.579 0.656 0.683
1
0.01 0.469 0.551 0.643 0.543 0.607 0.686
0.05 0.457 0.589 0.630 0.538 0.646 0.667
0.1 0.468 0.564 0.637 0.537 0.613 0.678
1.5
0.01 0.392 0.497 0.594 0.489 0.573 0.648
0.05 0.417 0.528 0.587 0.515 0.596 0.645
0.1 0.417 0.528 0.604 0.516 0.605 0.649
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Table 4.115 Empirical power for testing for covariance separability based on the spectral dis-
tribution function: estimating function Type 1; mixture of uniform and normal
sites; non-separable Mate´rn covariance; vector sets D3 and D4; nominal size 0.1;
based on 1000 runs
(t1, t2) = (2, 2) (t1, t2) = (2, 4)
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.723 0.733 0.742 0.822 0.853 0.851
0.05 0.737 0.727 0.749 0.844 0.859 0.862
0.1 0.738 0.741 0.755 0.885 0.903 0.927
1
0.01 0.829 0.863 0.882 0.866 0.885 0.898
0.05 0.855 0.859 0.874 0.878 0.887 0.895
0.1 0.845 0.856 0.895 0.884 0.893 0.908
1.5
0.01 0.845 0.884 0.888 0.862 0.887 0.905
0.05 0.875 0.889 0.899 0.884 0.904 0.916
0.1 0.870 0.899 0.906 0.889 0.916 0.921
24
0.5
0.01 0.649 0.698 0.765 0.730 0.760 0.787
0.05 0.666 0.719 0.760 0.750 0.770 0.800
0.1 0.678 0.743 0.756 0.778 0.800 0.815
1
0.01 0.657 0.727 0.776 0.733 0.779 0.812
0.05 0.662 0.752 0.782 0.766 0.774 0.820
0.1 0.675 0.758 0.798 0.768 0.808 0.822
1.5
0.01 0.622 0.687 0.763 0.737 0.759 0.806
0.05 0.634 0.715 0.775 0.750 0.774 0.799
0.1 0.659 0.741 0.808 0.774 0.805 0.839
36
0.5
0.01 0.541 0.622 0.664 0.626 0.672 0.700
0.05 0.571 0.631 0.659 0.648 0.676 0.691
0.1 0.579 0.628 0.676 0.677 0.690 0.720
1
0.01 0.529 0.609 0.686 0.628 0.677 0.740
0.05 0.543 0.632 0.660 0.644 0.709 0.713
0.1 0.528 0.612 0.672 0.652 0.691 0.735
1.5
0.01 0.483 0.570 0.632 0.596 0.663 0.706
0.05 0.503 0.577 0.621 0.628 0.674 0.687
0.1 0.506 0.597 0.643 0.650 0.692 0.712
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Table 4.116 Empirical power for testing for covariance separability based on the spectral dis-
tribution function: estimating function Type 1; mixture of uniform and normal
sites; non-separable Mate´rn covariance; vector sets D5 and D6; nominal size 0.1;
based on 1000 runs
(t1, t2) = (0.5, 0.5) (t1, t2) = (0.5, 1)
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.457 0.460 0.346 0.872 0.921 0.954
0.05 0.674 0.710 0.722 0.894 0.940 0.964
0.1 0.745 0.708 0.760 0.918 0.984 0.987
1
0.01 0.619 0.680 0.672 0.857 0.908 0.931
0.05 0.741 0.784 0.790 0.869 0.916 0.941
0.1 0.743 0.737 0.779 0.900 0.949 0.969
1.5
0.01 0.661 0.761 0.770 0.855 0.904 0.919
0.05 0.744 0.804 0.828 0.877 0.908 0.935
0.1 0.755 0.762 0.791 0.869 0.942 0.968
24
0.5
0.01 0.559 0.674 0.738 0.631 0.704 0.764
0.05 0.591 0.696 0.747 0.655 0.739 0.775
0.1 0.585 0.693 0.735 0.670 0.763 0.794
1
0.01 0.514 0.639 0.733 0.605 0.694 0.764
0.05 0.508 0.643 0.747 0.617 0.714 0.778
0.1 0.489 0.640 0.727 0.630 0.723 0.799
1.5
0.01 0.441 0.552 0.678 0.552 0.653 0.735
0.05 0.434 0.583 0.683 0.572 0.687 0.742
0.1 0.447 0.577 0.716 0.592 0.688 0.795
36
0.5
0.01 0.442 0.582 0.639 0.516 0.618 0.661
0.05 0.439 0.570 0.632 0.534 0.605 0.654
0.1 0.461 0.590 0.648 0.528 0.631 0.670
1
0.01 0.369 0.505 0.603 0.470 0.551 0.652
0.05 0.362 0.522 0.597 0.450 0.597 0.638
0.1 0.383 0.518 0.585 0.466 0.579 0.647
1.5
0.01 0.300 0.411 0.520 0.402 0.502 0.590
0.05 0.315 0.433 0.510 0.419 0.527 0.591
0.1 0.321 0.449 0.518 0.427 0.536 0.600
247
Table 4.117 Adjusted empirical power for testing for covariance separability based on the spec-
tral distribution function: estimating function Type 1; uniform sites; non-sepa-
rable exponential covariance; vector sets D1 and D2; nominal size 0.1; based on
1000 runs
(t1, t2) = (1, 1) (t1, t2) = (1, 2)
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.509 0.410 0.353 0.565 0.391 0.271
0.05 0.475 0.417 0.436 0.480 0.375 0.296
0.1 0.498 0.368 0.383 0.477 0.240 0.234
1
0.01 0.687 0.610 0.526 0.752 0.646 0.513
0.05 0.674 0.634 0.658 0.743 0.634 0.589
0.1 0.654 0.619 0.663 0.701 0.565 0.482
1.5
0.01 0.648 0.668 0.566 0.747 0.750 0.642
0.05 0.679 0.682 0.720 0.763 0.733 0.716
0.1 0.633 0.690 0.732 0.716 0.672 0.623
24
0.5
0.01 0.743 0.787 0.821 0.791 0.812 0.839
0.05 0.729 0.761 0.793 0.776 0.786 0.817
0.1 0.716 0.772 0.787 0.756 0.774 0.794
1
0.01 0.672 0.788 0.846 0.793 0.831 0.878
0.05 0.653 0.789 0.836 0.760 0.829 0.866
0.1 0.640 0.793 0.807 0.743 0.816 0.852
1.5
0.01 0.620 0.740 0.818 0.726 0.806 0.861
0.05 0.634 0.746 0.822 0.718 0.816 0.860
0.1 0.578 0.742 0.808 0.715 0.809 0.846
36
0.5
0.01 0.636 0.765 0.778 0.721 0.800 0.807
0.05 0.679 0.771 0.817 0.739 0.799 0.821
0.1 0.641 0.735 0.803 0.722 0.774 0.831
1
0.01 0.562 0.715 0.754 0.673 0.783 0.813
0.05 0.543 0.705 0.766 0.668 0.787 0.806
0.1 0.583 0.707 0.765 0.669 0.777 0.816
1.5
0.01 0.463 0.631 0.719 0.613 0.719 0.804
0.05 0.448 0.623 0.712 0.595 0.704 0.775
0.1 0.475 0.612 0.733 0.614 0.719 0.794
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Table 4.118 Adjusted empirical power for testing for covariance separability based on the spec-
tral distribution function: estimating function Type 1; uniform sites; non-sepa-
rable exponential covariance; vector sets D3 and D4; nominal size 0.1; based on
1000 runs
(t1, t2) = (2, 2) (t1, t2) = (2, 4)
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.501 0.406 0.345 0.284 0.456 0.357
0.05 0.429 0.349 0.275 0.277 0.422 0.262
0.1 0.480 0.258 0.260 0.191 0.332 0.266
1
0.01 0.757 0.745 0.586 0.819 0.831 0.717
0.05 0.742 0.686 0.638 0.807 0.759 0.678
0.1 0.713 0.640 0.590 0.820 0.728 0.631
1.5
0.01 0.741 0.789 0.701 0.841 0.868 0.821
0.05 0.764 0.779 0.758 0.832 0.850 0.807
0.1 0.746 0.718 0.697 0.847 0.847 0.815
24
0.5
0.01 0.768 0.788 0.831 0.842 0.812 0.832
0.05 0.783 0.781 0.810 0.840 0.820 0.830
0.1 0.763 0.777 0.778 0.821 0.821 0.816
1
0.01 0.771 0.821 0.855 0.856 0.862 0.873
0.05 0.760 0.836 0.860 0.827 0.853 0.881
0.1 0.738 0.813 0.842 0.845 0.872 0.879
1.5
0.01 0.743 0.789 0.845 0.847 0.860 0.876
0.05 0.726 0.812 0.867 0.823 0.857 0.880
0.1 0.690 0.803 0.840 0.832 0.875 0.872
36
0.5
0.01 0.690 0.795 0.799 0.798 0.822 0.831
0.05 0.726 0.795 0.819 0.791 0.824 0.815
0.1 0.714 0.764 0.817 0.797 0.811 0.834
1
0.01 0.702 0.774 0.815 0.783 0.828 0.859
0.05 0.647 0.785 0.807 0.746 0.818 0.850
0.1 0.663 0.769 0.819 0.801 0.843 0.859
1.5
0.01 0.618 0.715 0.795 0.752 0.805 0.848
0.05 0.600 0.692 0.768 0.740 0.803 0.832
0.1 0.609 0.712 0.793 0.780 0.833 0.855
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Table 4.119 Adjusted empirical power for testing for covariance separability based on the spec-
tral distribution function: estimating function Type 1; uniform sites; non-sepa-
rable exponential covariance; vector sets D5 and D6; nominal size 0.1; based on
1000 runs
(t1, t2) = (0.5, 0.5) (t1, t2) = (0.5, 1)
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.608 0.625 0.664 0.557 0.388 0.350
0.05 0.540 0.594 0.601 0.502 0.480 0.500
0.1 0.477 0.470 0.385 0.611 0.564 0.473
1
0.01 0.595 0.670 0.697 0.673 0.561 0.469
0.05 0.599 0.663 0.730 0.679 0.599 0.613
0.1 0.547 0.641 0.573 0.654 0.595 0.536
1.5
0.01 0.568 0.621 0.678 0.650 0.621 0.527
0.05 0.515 0.610 0.710 0.676 0.641 0.645
0.1 0.466 0.572 0.626 0.621 0.626 0.618
24
0.5
0.01 0.653 0.743 0.803 0.758 0.791 0.819
0.05 0.617 0.753 0.794 0.704 0.764 0.815
0.1 0.645 0.732 0.823 0.711 0.754 0.782
1
0.01 0.509 0.709 0.814 0.657 0.786 0.860
0.05 0.514 0.686 0.773 0.680 0.794 0.822
0.1 0.500 0.718 0.792 0.656 0.799 0.820
1.5
0.01 0.359 0.605 0.735 0.561 0.750 0.816
0.05 0.396 0.623 0.745 0.612 0.759 0.825
0.1 0.359 0.618 0.736 0.585 0.728 0.811
36
0.5
0.01 0.486 0.650 0.742 0.637 0.756 0.781
0.05 0.490 0.705 0.800 0.680 0.774 0.821
0.1 0.529 0.679 0.775 0.659 0.742 0.818
1
0.01 0.385 0.607 0.630 0.567 0.717 0.753
0.05 0.353 0.544 0.659 0.544 0.708 0.769
0.1 0.394 0.595 0.684 0.586 0.712 0.747
1.5
0.01 0.258 0.485 0.554 0.450 0.630 0.712
0.05 0.288 0.457 0.592 0.454 0.617 0.704
0.1 0.304 0.453 0.620 0.460 0.631 0.724
250
Table 4.120 Adjusted empirical power for testing for covariance separability based on the
spectral distribution function: estimating function Type 1; mixture of uniform
and normal sites; non-separable exponential covariance; vector sets D1 and D2;
nominal size 0.1; based on 1000 runs
(t1, t2) = (1, 1) (t1, t2) = (1, 2)
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.350 0.218 0.233 0.228 0.127 0.076
0.05 0.297 0.292 0.228 0.208 0.127 0.086
0.1 0.322 0.324 0.330 0.225 0.131 0.140
1
0.01 0.636 0.584 0.582 0.625 0.449 0.356
0.05 0.597 0.622 0.573 0.567 0.434 0.326
0.1 0.603 0.589 0.605 0.498 0.356 0.357
1.5
0.01 0.692 0.700 0.694 0.719 0.631 0.561
0.05 0.688 0.723 0.711 0.696 0.654 0.550
0.1 0.663 0.658 0.728 0.630 0.509 0.503
24
0.5
0.01 0.696 0.718 0.673 0.762 0.770 0.637
0.05 0.651 0.641 0.564 0.709 0.625 0.471
0.1 0.606 0.593 0.483 0.645 0.576 0.419
1
0.01 0.674 0.749 0.762 0.729 0.812 0.780
0.05 0.642 0.694 0.720 0.724 0.748 0.719
0.1 0.607 0.719 0.616 0.713 0.724 0.645
1.5
0.01 0.606 0.708 0.768 0.720 0.783 0.784
0.05 0.559 0.698 0.746 0.732 0.766 0.780
0.1 0.576 0.710 0.699 0.683 0.768 0.745
36
0.5
0.01 0.679 0.769 0.798 0.730 0.786 0.819
0.05 0.658 0.784 0.767 0.731 0.802 0.788
0.1 0.655 0.747 0.731 0.717 0.782 0.761
1
0.01 0.563 0.704 0.771 0.693 0.776 0.795
0.05 0.580 0.752 0.744 0.685 0.813 0.778
0.1 0.588 0.707 0.742 0.672 0.773 0.790
1.5
0.01 0.523 0.625 0.655 0.644 0.742 0.723
0.05 0.477 0.665 0.693 0.623 0.727 0.754
0.1 0.499 0.616 0.683 0.618 0.720 0.768
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Table 4.121 Adjusted empirical power for testing for covariance separability based on the
spectral distribution function: estimating function Type 1; mixture of uniform
and normal sites; non-separable exponential covariance; vector sets D3 and D4;
nominal size 0.1; based on 1000 runs
(t1, t2) = (2, 2) (t1, t2) = (2, 4)
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.326 0.147 0.100 0.284 0.130 0.084
0.05 0.232 0.164 0.081 0.220 0.137 0.057
0.1 0.226 0.131 0.115 0.213 0.116 0.076
1
0.01 0.670 0.533 0.467 0.708 0.556 0.418
0.05 0.605 0.482 0.347 0.659 0.464 0.283
0.1 0.519 0.393 0.333 0.581 0.275 0.165
1.5
0.01 0.727 0.707 0.674 0.807 0.745 0.723
0.05 0.722 0.667 0.605 0.777 0.725 0.607
0.1 0.680 0.544 0.542 0.794 0.583 0.424
24
0.5
0.01 0.729 0.771 0.728 0.787 0.800 0.791
0.05 0.713 0.685 0.596 0.792 0.782 0.670
0.1 0.669 0.638 0.513 0.774 0.776 0.626
1
0.01 0.760 0.807 0.822 0.836 0.854 0.861
0.05 0.721 0.761 0.785 0.823 0.850 0.838
0.1 0.704 0.786 0.714 0.846 0.859 0.824
1.5
0.01 0.703 0.775 0.809 0.830 0.852 0.866
0.05 0.697 0.770 0.791 0.826 0.846 0.865
0.1 0.701 0.786 0.790 0.849 0.876 0.875
36
0.5
0.01 0.726 0.788 0.810 0.801 0.801 0.833
0.05 0.715 0.801 0.789 0.804 0.844 0.824
0.1 0.714 0.789 0.766 0.805 0.836 0.813
1
0.01 0.688 0.777 0.800 0.775 0.836 0.832
0.05 0.679 0.802 0.781 0.801 0.860 0.827
0.1 0.672 0.766 0.785 0.815 0.849 0.837
1.5
0.01 0.655 0.727 0.717 0.787 0.827 0.814
0.05 0.609 0.733 0.767 0.767 0.843 0.831
0.1 0.629 0.706 0.759 0.793 0.816 0.838
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Table 4.122 Adjusted empirical power for testing for covariance separability based on the
spectral distribution function: estimating function Type 1; mixture of uniform
and normal sites; non-separable exponential covariance; vector sets D5 and D6;
nominal size 0.1; based on 1000 runs
(t1, t2) = (0.5, 0.5) (t1, t2) = (0.5, 1)
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.054 0.014 0.022 0.443 0.444 0.443
0.05 0.159 0.036 0.010 0.456 0.508 0.491
0.1 0.476 0.446 0.349 0.447 0.398 0.426
1
0.01 0.172 0.051 0.022 0.549 0.429 0.372
0.05 0.278 0.132 0.027 0.500 0.510 0.466
0.1 0.545 0.550 0.402 0.485 0.416 0.379
1.5
0.01 0.253 0.164 0.047 0.567 0.540 0.431
0.05 0.336 0.318 0.098 0.570 0.579 0.504
0.1 0.506 0.453 0.478 0.531 0.460 0.437
24
0.5
0.01 0.659 0.731 0.765 0.710 0.697 0.601
0.05 0.568 0.721 0.740 0.677 0.620 0.516
0.1 0.585 0.698 0.703 0.612 0.569 0.472
1
0.01 0.493 0.672 0.737 0.640 0.744 0.725
0.05 0.487 0.655 0.730 0.620 0.664 0.631
0.1 0.440 0.645 0.687 0.616 0.628 0.563
1.5
0.01 0.388 0.560 0.661 0.583 0.666 0.733
0.05 0.383 0.522 0.670 0.545 0.655 0.692
0.1 0.375 0.622 0.632 0.546 0.688 0.651
36
0.5
0.01 0.521 0.718 0.784 0.661 0.772 0.783
0.05 0.550 0.741 0.749 0.669 0.772 0.768
0.1 0.536 0.687 0.745 0.659 0.751 0.721
1
0.01 0.389 0.576 0.703 0.551 0.700 0.772
0.05 0.411 0.672 0.662 0.578 0.744 0.738
0.1 0.389 0.585 0.677 0.584 0.709 0.711
1.5
0.01 0.332 0.464 0.518 0.509 0.612 0.650
0.05 0.295 0.512 0.586 0.486 0.657 0.705
0.1 0.312 0.457 0.543 0.466 0.593 0.673
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Table 4.123 Adjusted empirical power for testing for covariance separability based on the spec-
tral distribution function: estimating function Type 1; uniform sites; non-sepa-
rable Mate´rn covariance; vector sets D1 and D2; nominal size 0.1; based on 1000
runs
(t1, t2) = (1, 1) (t1, t2) = (1, 2)
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.488 0.373 0.338 0.547 0.365 0.269
0.05 0.465 0.380 0.409 0.475 0.320 0.264
0.1 0.451 0.386 0.370 0.423 0.259 0.238
1
0.01 0.639 0.557 0.503 0.713 0.578 0.493
0.05 0.634 0.598 0.613 0.698 0.571 0.535
0.1 0.603 0.591 0.585 0.626 0.511 0.439
1.5
0.01 0.620 0.652 0.548 0.712 0.709 0.613
0.05 0.673 0.645 0.689 0.743 0.672 0.683
0.1 0.609 0.645 0.662 0.688 0.611 0.569
24
0.5
0.01 0.630 0.696 0.724 0.680 0.724 0.751
0.05 0.617 0.668 0.697 0.675 0.699 0.716
0.1 0.614 0.682 0.699 0.663 0.687 0.673
1
0.01 0.563 0.690 0.746 0.661 0.742 0.765
0.05 0.558 0.726 0.757 0.659 0.751 0.780
0.1 0.534 0.696 0.711 0.646 0.753 0.739
1.5
0.01 0.501 0.639 0.704 0.613 0.712 0.752
0.05 0.531 0.649 0.730 0.597 0.712 0.771
0.1 0.498 0.658 0.723 0.592 0.731 0.763
36
0.5
0.01 0.500 0.610 0.659 0.542 0.645 0.682
0.05 0.498 0.616 0.688 0.573 0.646 0.693
0.1 0.504 0.584 0.634 0.560 0.621 0.675
1
0.01 0.400 0.541 0.601 0.489 0.618 0.659
0.05 0.400 0.530 0.613 0.499 0.592 0.658
0.1 0.447 0.554 0.600 0.517 0.613 0.648
1.5
0.01 0.352 0.471 0.553 0.455 0.558 0.634
0.05 0.317 0.465 0.561 0.416 0.535 0.615
0.1 0.354 0.454 0.577 0.445 0.545 0.621
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Table 4.124 Adjusted empirical power for testing for covariance separability based on the spec-
tral distribution function: estimating function Type 1; uniform sites; non-sepa-
rable Mate´rn covariance; vector sets D3 and D4; nominal size 0.1; based on 1000
runs
(t1, t2) = (2, 2) (t1, t2) = (2, 4)
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.491 0.391 0.338 0.265 0.442 0.352
0.05 0.431 0.329 0.265 0.249 0.418 0.253
0.1 0.433 0.283 0.245 0.171 0.310 0.249
1
0.01 0.727 0.697 0.563 0.790 0.773 0.694
0.05 0.696 0.637 0.592 0.769 0.713 0.628
0.1 0.654 0.584 0.502 0.761 0.666 0.544
1.5
0.01 0.706 0.757 0.684 0.798 0.821 0.800
0.05 0.743 0.729 0.713 0.796 0.799 0.773
0.1 0.712 0.684 0.628 0.813 0.780 0.756
24
0.5
0.01 0.654 0.694 0.729 0.720 0.735 0.723
0.05 0.657 0.690 0.703 0.729 0.727 0.735
0.1 0.650 0.699 0.674 0.718 0.733 0.694
1
0.01 0.643 0.730 0.760 0.735 0.789 0.785
0.05 0.642 0.758 0.776 0.730 0.790 0.804
0.1 0.620 0.735 0.757 0.739 0.793 0.798
1.5
0.01 0.606 0.714 0.748 0.718 0.795 0.785
0.05 0.626 0.705 0.780 0.722 0.774 0.801
0.1 0.590 0.715 0.763 0.725 0.789 0.813
36
0.5
0.01 0.518 0.649 0.673 0.634 0.674 0.690
0.05 0.569 0.643 0.689 0.639 0.686 0.685
0.1 0.568 0.612 0.665 0.641 0.681 0.684
1
0.01 0.525 0.606 0.664 0.591 0.679 0.713
0.05 0.491 0.600 0.657 0.603 0.687 0.727
0.1 0.504 0.600 0.653 0.661 0.722 0.724
1.5
0.01 0.448 0.550 0.626 0.578 0.649 0.701
0.05 0.417 0.506 0.614 0.590 0.627 0.691
0.1 0.446 0.529 0.626 0.610 0.676 0.711
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Table 4.125 Adjusted empirical power for testing for covariance separability based on the spec-
tral distribution function: estimating function Type 1; uniform sites; non-sepa-
rable Mate´rn covariance; vector sets D5 and D6; nominal size 0.1; based on 1000
runs
(t1, t2) = (0.5, 0.5) (t1, t2) = (0.5, 1)
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.567 0.582 0.682 0.503 0.331 0.333
0.05 0.550 0.582 0.616 0.487 0.449 0.469
0.1 0.465 0.489 0.418 0.550 0.502 0.414
1
0.01 0.542 0.608 0.696 0.630 0.500 0.466
0.05 0.569 0.635 0.709 0.631 0.548 0.582
0.1 0.495 0.606 0.583 0.580 0.533 0.489
1.5
0.01 0.542 0.581 0.666 0.612 0.585 0.530
0.05 0.533 0.591 0.701 0.667 0.585 0.615
0.1 0.464 0.550 0.629 0.593 0.555 0.551
24
0.5
0.01 0.567 0.663 0.699 0.655 0.717 0.706
0.05 0.513 0.670 0.698 0.616 0.665 0.704
0.1 0.549 0.651 0.721 0.613 0.661 0.687
1
0.01 0.408 0.600 0.705 0.572 0.697 0.754
0.05 0.425 0.625 0.673 0.568 0.723 0.723
0.1 0.437 0.628 0.687 0.569 0.711 0.704
1.5
0.01 0.296 0.490 0.630 0.467 0.644 0.703
0.05 0.338 0.563 0.646 0.522 0.667 0.732
0.1 0.331 0.553 0.644 0.500 0.660 0.725
36
0.5
0.01 0.382 0.531 0.614 0.485 0.614 0.670
0.05 0.386 0.526 0.649 0.522 0.627 0.670
0.1 0.412 0.528 0.625 0.534 0.581 0.654
1
0.01 0.291 0.471 0.490 0.417 0.543 0.602
0.05 0.279 0.381 0.502 0.394 0.522 0.608
0.1 0.286 0.468 0.546 0.442 0.561 0.592
1.5
0.01 0.226 0.367 0.427 0.339 0.469 0.541
0.05 0.217 0.336 0.469 0.326 0.444 0.552
0.1 0.219 0.335 0.491 0.333 0.458 0.566
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Table 4.126 Adjusted empirical power for testing for covariance separability based on the spec-
tral distribution function: estimating function Type 1; mixture of uniform and
normal sites; non-separable Mate´rn covariance; vector sets D1 and D2; nominal
size 0.1; based on 1000 runs
(t1, t2) = (1, 1) (t1, t2) = (1, 2)
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.273 0.188 0.177 0.226 0.110 0.057
0.05 0.280 0.264 0.190 0.211 0.114 0.061
0.1 0.330 0.267 0.288 0.218 0.117 0.117
1
0.01 0.575 0.499 0.547 0.558 0.384 0.355
0.05 0.550 0.562 0.535 0.498 0.378 0.317
0.1 0.556 0.552 0.595 0.467 0.334 0.354
1.5
0.01 0.617 0.642 0.636 0.646 0.547 0.509
0.05 0.655 0.652 0.664 0.665 0.578 0.501
0.1 0.606 0.625 0.704 0.574 0.483 0.500
24
0.5
0.01 0.571 0.581 0.547 0.640 0.597 0.498
0.05 0.551 0.554 0.457 0.600 0.517 0.379
0.1 0.520 0.484 0.430 0.567 0.448 0.362
1
0.01 0.560 0.644 0.622 0.631 0.686 0.651
0.05 0.568 0.589 0.635 0.631 0.634 0.629
0.1 0.508 0.596 0.545 0.609 0.599 0.555
1.5
0.01 0.510 0.584 0.639 0.580 0.652 0.659
0.05 0.490 0.580 0.621 0.616 0.670 0.653
0.1 0.482 0.611 0.612 0.590 0.661 0.656
36
0.5
0.01 0.519 0.606 0.640 0.580 0.618 0.654
0.05 0.517 0.572 0.593 0.601 0.609 0.616
0.1 0.507 0.582 0.565 0.565 0.601 0.566
1
0.01 0.458 0.513 0.642 0.544 0.588 0.686
0.05 0.449 0.588 0.587 0.530 0.651 0.614
0.1 0.457 0.530 0.593 0.525 0.594 0.626
1.5
0.01 0.392 0.447 0.520 0.486 0.531 0.592
0.05 0.379 0.497 0.517 0.481 0.553 0.594
0.1 0.398 0.476 0.539 0.491 0.551 0.610
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Table 4.127 Adjusted empirical power for testing for covariance separability based on the spec-
tral distribution function: estimating function Type 1; mixture of uniform and
normal sites; non-separable Mate´rn covariance; vector sets D3 and D4; nominal
size 0.1; based on 1000 runs
(t1, t2) = (2, 2) (t1, t2) = (2, 4)
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.275 0.144 0.091 0.251 0.118 0.082
0.05 0.230 0.149 0.078 0.188 0.131 0.079
0.1 0.242 0.124 0.117 0.190 0.134 0.109
1
0.01 0.609 0.461 0.455 0.646 0.467 0.413
0.05 0.540 0.416 0.317 0.599 0.391 0.277
0.1 0.481 0.363 0.331 0.531 0.273 0.155
1.5
0.01 0.662 0.634 0.609 0.741 0.686 0.666
0.05 0.682 0.592 0.552 0.725 0.658 0.550
0.1 0.624 0.527 0.515 0.741 0.552 0.382
24
0.5
0.01 0.607 0.621 0.626 0.671 0.665 0.654
0.05 0.623 0.592 0.487 0.684 0.652 0.539
0.1 0.546 0.530 0.440 0.656 0.632 0.514
1
0.01 0.650 0.693 0.695 0.726 0.757 0.768
0.05 0.617 0.640 0.680 0.734 0.733 0.728
0.1 0.599 0.660 0.609 0.735 0.734 0.705
1.5
0.01 0.573 0.666 0.695 0.715 0.738 0.768
0.05 0.588 0.662 0.656 0.722 0.743 0.756
0.1 0.602 0.681 0.675 0.749 0.761 0.777
36
0.5
0.01 0.568 0.619 0.659 0.643 0.612 0.688
0.05 0.599 0.613 0.625 0.659 0.659 0.654
0.1 0.550 0.600 0.584 0.662 0.655 0.635
1
0.01 0.535 0.592 0.693 0.632 0.664 0.746
0.05 0.537 0.637 0.619 0.649 0.711 0.686
0.1 0.513 0.593 0.626 0.661 0.680 0.700
1.5
0.01 0.489 0.517 0.583 0.617 0.639 0.684
0.05 0.470 0.555 0.596 0.608 0.658 0.678
0.1 0.491 0.536 0.608 0.646 0.655 0.692
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Table 4.128 Adjusted empirical power for testing for covariance separability based on the spec-
tral distribution function: estimating function Type 1; mixture of uniform and
normal sites; non-separable Mate´rn covariance; vector sets D5 and D6; nominal
size 0.1; based on 1000 runs
(t1, t2) = (0.5, 0.5) (t1, t2) = (0.5, 1)
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.052 0.010 0.018 0.394 0.394 0.426
0.05 0.152 0.052 0.002 0.428 0.498 0.491
0.1 0.435 0.387 0.273 0.439 0.400 0.423
1
0.01 0.168 0.049 0.031 0.497 0.367 0.404
0.05 0.286 0.156 0.023 0.458 0.502 0.472
0.1 0.488 0.470 0.345 0.465 0.391 0.403
1.5
0.01 0.224 0.163 0.055 0.524 0.470 0.430
0.05 0.321 0.306 0.085 0.545 0.524 0.479
0.1 0.448 0.393 0.433 0.491 0.450 0.453
24
0.5
0.01 0.536 0.598 0.653 0.591 0.555 0.481
0.05 0.517 0.638 0.665 0.581 0.507 0.437
0.1 0.511 0.566 0.622 0.531 0.444 0.426
1
0.01 0.448 0.569 0.635 0.553 0.609 0.591
0.05 0.429 0.578 0.649 0.554 0.570 0.558
0.1 0.362 0.543 0.612 0.536 0.519 0.497
1.5
0.01 0.324 0.477 0.582 0.484 0.547 0.613
0.05 0.343 0.471 0.594 0.481 0.559 0.595
0.1 0.342 0.534 0.536 0.477 0.599 0.568
36
0.5
0.01 0.399 0.564 0.632 0.516 0.609 0.634
0.05 0.431 0.548 0.605 0.544 0.567 0.607
0.1 0.409 0.533 0.585 0.505 0.573 0.558
1
0.01 0.307 0.422 0.586 0.438 0.516 0.644
0.05 0.322 0.524 0.536 0.431 0.586 0.578
0.1 0.308 0.473 0.527 0.451 0.539 0.562
1.5
0.01 0.253 0.322 0.426 0.387 0.421 0.520
0.05 0.242 0.371 0.434 0.373 0.497 0.519
0.1 0.237 0.373 0.445 0.376 0.465 0.527
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Table 4.129 Empirical size for testing for covariance separability based on the spectral dis-
tribution function: larger values of C for smaller grid size λn = 12; estimating
function Type 1; uniform sites; C(h) = e−2h1e−h2 ; vector sets D1 - D6; nominal
size 0.1; based on 1000 runs
(t1, t2) = (1, 1) (t1, t2) = (1, 2)
λn C κ n n
600 1200 1800 600 1200 1800
12
2
0.01 0.165 0.252 0.309 0.168 0.262 0.348
0.05 0.183 0.276 0.348 0.213 0.301 0.456
0.1 0.220 0.330 0.418 0.245 0.391 0.528
3
0.01 0.137 0.218 0.237 0.167 0.223 0.252
0.05 0.196 0.238 0.269 0.212 0.256 0.327
0.1 0.202 0.284 0.347 0.206 0.306 0.419
4
0.01 0.147 0.191 0.218 0.158 0.188 0.229
0.05 0.203 0.207 0.245 0.208 0.210 0.270
0.1 0.202 0.258 0.311 0.199 0.270 0.352
(t1, t2) = (2, 2) (t1, t2) = (2, 4)
12
2
0.01 0.163 0.220 0.295 0.170 0.235 0.301
0.05 0.203 0.263 0.336 0.215 0.283 0.399
0.1 0.230 0.331 0.439 0.248 0.365 0.537
3
0.01 0.150 0.211 0.229 0.145 0.218 0.217
0.05 0.201 0.239 0.279 0.208 0.232 0.300
0.1 0.202 0.285 0.367 0.222 0.301 0.397
4
0.01 0.144 0.189 0.208 0.156 0.189 0.212
0.05 0.204 0.195 0.239 0.207 0.205 0.274
0.1 0.206 0.258 0.314 0.201 0.289 0.346
(t1, t2) = (0.5, 0.5) (t1, t2) = (0.5, 1)
12
2
0.01 0.143 0.187 0.200 0.174 0.259 0.363
0.05 0.194 0.216 0.209 0.209 0.324 0.408
0.1 0.187 0.230 0.233 0.231 0.353 0.450
3
0.01 0.143 0.188 0.170 0.167 0.220 0.255
0.05 0.209 0.193 0.200 0.216 0.267 0.314
0.1 0.198 0.224 0.232 0.200 0.288 0.375
4
0.01 0.165 0.177 0.180 0.172 0.192 0.233
0.05 0.205 0.184 0.195 0.220 0.210 0.282
0.1 0.217 0.222 0.218 0.212 0.262 0.322
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Table 4.130 Empirical size for testing for covariance separability based on the spectral dis-
tribution function: larger values of C for smaller grid size λn = 12; estimating
function Type 1; mixture of uniform and normal sites; C(h) = e−2h1e−h2 ; vector
sets D1 - D6; nominal size 0.1; based on 1000 runs
(t1, t2) = (1, 1) (t1, t2) = (1, 2)
λn C κ n n
600 1200 1800 600 1200 1800
12
2
0.01 0.309 0.449 0.581 0.341 0.546 0.691
0.05 0.341 0.461 0.594 0.393 0.573 0.746
0.1 0.370 0.527 0.639 0.442 0.667 0.829
3
0.01 0.300 0.405 0.480 0.307 0.467 0.558
0.05 0.327 0.440 0.523 0.359 0.508 0.606
0.1 0.358 0.461 0.565 0.378 0.566 0.709
4
0.01 0.313 0.389 0.431 0.320 0.443 0.493
0.05 0.337 0.409 0.476 0.361 0.446 0.537
0.1 0.358 0.429 0.524 0.377 0.500 0.627
(t1, t2) = (2, 2) (t1, t2) = (2, 4)
12
2
0.01 0.308 0.455 0.595 0.307 0.512 0.658
0.05 0.335 0.498 0.656 0.370 0.542 0.753
0.1 0.392 0.588 0.774 0.426 0.710 0.894
3
0.01 0.296 0.406 0.481 0.307 0.416 0.504
0.05 0.346 0.465 0.544 0.356 0.485 0.588
0.1 0.363 0.483 0.621 0.397 0.549 0.722
4
0.01 0.308 0.385 0.411 0.319 0.402 0.454
0.05 0.357 0.427 0.496 0.367 0.440 0.509
0.1 0.367 0.440 0.565 0.399 0.482 0.634
(t1, t2) = (0.5, 0.5) (t1, t2) = (0.5, 1)
12
2
0.01 0.291 0.310 0.341 0.344 0.506 0.636
0.05 0.299 0.324 0.341 0.379 0.509 0.614
0.1 0.307 0.315 0.306 0.426 0.547 0.652
3
0.01 0.260 0.297 0.308 0.309 0.456 0.539
0.05 0.299 0.303 0.354 0.346 0.458 0.555
0.1 0.311 0.307 0.341 0.368 0.486 0.597
4
0.01 0.275 0.310 0.308 0.321 0.409 0.483
0.05 0.309 0.305 0.347 0.351 0.394 0.502
0.1 0.312 0.311 0.348 0.360 0.458 0.552
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Table 4.131 Empirical power for testing for covariance separability based on the spectral dis-
tribution function: larger values of C for smaller grid size λn = 12; estimating
function Type 1; uniform sites; non-separable exponential covariance; vector sets
D1 - D6; nominal size 0.1; based on 1000 runs
(t1, t2) = (1, 1) (t1, t2) = (1, 2)
λn C κ n n
600 1200 1800 600 1200 1800
12
2
0.01 0.776 0.876 0.900 0.833 0.903 0.926
0.05 0.796 0.906 0.916 0.863 0.921 0.935
0.1 0.816 0.910 0.930 0.868 0.930 0.936
3
0.01 0.711 0.864 0.902 0.804 0.907 0.919
0.05 0.747 0.885 0.910 0.824 0.915 0.931
0.1 0.772 0.895 0.928 0.843 0.924 0.933
4
0.01 0.664 0.836 0.881 0.750 0.889 0.906
0.05 0.705 0.856 0.904 0.785 0.901 0.926
0.1 0.732 0.877 0.910 0.811 0.912 0.924
(t1, t2) = (2, 2) (t1, t2) = (2, 4)
12
2
0.01 0.833 0.897 0.912 0.892 0.918 0.926
0.05 0.852 0.916 0.929 0.900 0.921 0.939
0.1 0.857 0.916 0.936 0.905 0.930 0.942
3
0.01 0.798 0.905 0.919 0.875 0.927 0.936
0.05 0.820 0.902 0.923 0.884 0.923 0.933
0.1 0.829 0.913 0.935 0.901 0.931 0.939
4
0.01 0.766 0.899 0.902 0.868 0.933 0.925
0.05 0.796 0.899 0.926 0.874 0.932 0.931
0.1 0.804 0.904 0.918 0.891 0.932 0.935
(t1, t2) = (0.5, 0.5) (t1, t2) = (0.5, 1)
12
2
0.01 0.640 0.804 0.854 0.771 0.891 0.916
0.05 0.655 0.821 0.870 0.796 0.910 0.937
0.1 0.680 0.825 0.857 0.825 0.928 0.934
3
0.01 0.530 0.749 0.825 0.689 0.864 0.901
0.05 0.547 0.758 0.840 0.728 0.877 0.914
0.1 0.583 0.766 0.832 0.772 0.895 0.920
4
0.01 0.464 0.688 0.777 0.641 0.826 0.873
0.05 0.489 0.704 0.793 0.685 0.850 0.898
0.1 0.503 0.710 0.797 0.708 0.852 0.891
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Table 4.132 Empirical power for testing for covariance separability based on the spectral dis-
tribution function: larger values of C for smaller grid size λn = 12; estimating
function Type 1; mixture of uniform and normal sites; non-separable exponential
covariance; vector sets D1 - D6; nominal size 0.1; based on 1000 runs
(t1, t2) = (1, 1) (t1, t2) = (1, 2)
λn C κ n n
600 1200 1800 600 1200 1800
12
2
0.01 0.896 0.930 0.961 0.902 0.928 0.951
0.05 0.886 0.930 0.959 0.909 0.935 0.957
0.1 0.903 0.942 0.955 0.920 0.943 0.961
3
0.01 0.885 0.927 0.955 0.900 0.930 0.957
0.05 0.885 0.933 0.962 0.902 0.950 0.963
0.1 0.887 0.947 0.959 0.916 0.948 0.959
4
0.01 0.849 0.928 0.950 0.878 0.926 0.959
0.05 0.863 0.919 0.957 0.890 0.932 0.965
0.1 0.872 0.944 0.966 0.905 0.941 0.960
(t1, t2) = (2, 2) (t1, t2) = (2, 4)
12
2
0.01 0.910 0.931 0.956 0.918 0.938 0.956
0.05 0.898 0.922 0.957 0.912 0.930 0.958
0.1 0.912 0.933 0.962 0.929 0.943 0.961
3
0.01 0.896 0.928 0.961 0.916 0.940 0.958
0.05 0.899 0.940 0.962 0.914 0.949 0.969
0.1 0.910 0.947 0.957 0.925 0.951 0.963
4
0.01 0.872 0.937 0.953 0.903 0.939 0.954
0.05 0.882 0.927 0.966 0.914 0.938 0.968
0.1 0.902 0.943 0.965 0.936 0.952 0.965
(t1, t2) = (0.5, 0.5) (t1, t2) = (0.5, 1)
12
2
0.01 0.671 0.789 0.817 0.892 0.929 0.955
0.05 0.737 0.822 0.856 0.895 0.944 0.972
0.1 0.776 0.841 0.853 0.898 0.952 0.965
3
0.01 0.612 0.786 0.846 0.867 0.922 0.953
0.05 0.667 0.811 0.864 0.869 0.937 0.964
0.1 0.708 0.832 0.869 0.866 0.946 0.964
4
0.01 0.565 0.751 0.820 0.784 0.906 0.953
0.05 0.606 0.798 0.866 0.773 0.920 0.961
0.1 0.667 0.821 0.870 0.850 0.920 0.955
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Table 4.133 Empirical power for testing for covariance separability based on the spectral dis-
tribution function: larger values of C for smaller grid size λn = 12; estimating
function Type 1; uniform sites; non-separable Mate´rn covariance; vector sets D1
- D6; nominal size 0.1; based on 1000 runs
(t1, t2) = (1, 1) (t1, t2) = (1, 2)
λn C κ n n
600 1200 1800 600 1200 1800
12
2
0.01 0.740 0.852 0.897 0.798 0.869 0.901
0.05 0.754 0.853 0.894 0.820 0.866 0.907
0.1 0.779 0.871 0.910 0.820 0.881 0.917
3
0.01 0.687 0.834 0.898 0.786 0.867 0.917
0.05 0.710 0.834 0.898 0.793 0.864 0.913
0.1 0.738 0.855 0.899 0.803 0.870 0.911
4
0.01 0.631 0.801 0.867 0.751 0.851 0.894
0.05 0.662 0.818 0.886 0.755 0.856 0.899
0.1 0.709 0.829 0.875 0.774 0.861 0.897
(t1, t2) = (2, 2) (t1, t2) = (2, 4)
12
2
0.01 0.794 0.868 0.897 0.850 0.883 0.910
0.05 0.806 0.867 0.900 0.855 0.885 0.916
0.1 0.813 0.875 0.904 0.867 0.889 0.924
3
0.01 0.776 0.862 0.913 0.842 0.888 0.925
0.05 0.787 0.861 0.910 0.844 0.878 0.920
0.1 0.797 0.867 0.910 0.871 0.886 0.928
4
0.01 0.742 0.843 0.892 0.845 0.882 0.914
0.05 0.749 0.858 0.902 0.841 0.885 0.913
0.1 0.765 0.852 0.902 0.858 0.892 0.914
(t1, t2) = (0.5, 0.5) (t1, t2) = (0.5, 1)
12
2
0.01 0.614 0.788 0.851 0.745 0.862 0.906
0.05 0.616 0.779 0.850 0.767 0.861 0.905
0.1 0.635 0.787 0.846 0.779 0.870 0.910
3
0.01 0.507 0.722 0.837 0.690 0.828 0.897
0.05 0.539 0.726 0.822 0.710 0.829 0.902
0.1 0.549 0.750 0.809 0.728 0.848 0.898
4
0.01 0.475 0.665 0.772 0.628 0.790 0.861
0.05 0.466 0.695 0.775 0.652 0.816 0.880
0.1 0.488 0.683 0.767 0.686 0.794 0.856
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Table 4.134 Empirical power for testing for covariance separability based on the spectral dis-
tribution function: larger values of C for smaller grid size λn = 12; estimating
function Type 1; mixture of uniform and normal sites; non-separable Mate´rn
covariance; vector sets D1 - D6; nominal size 0.1; based on 1000 runs
(t1, t2) = (1, 1) (t1, t2) = (1, 2)
λn C κ n n
600 1200 1800 600 1200 1800
12
2
0.01 0.851 0.890 0.903 0.863 0.893 0.908
0.05 0.865 0.892 0.923 0.880 0.895 0.922
0.1 0.860 0.900 0.924 0.876 0.908 0.926
3
0.01 0.836 0.890 0.923 0.855 0.902 0.927
0.05 0.852 0.898 0.934 0.870 0.904 0.936
0.1 0.860 0.911 0.944 0.879 0.914 0.949
4
0.01 0.814 0.879 0.916 0.844 0.885 0.916
0.05 0.843 0.894 0.923 0.872 0.901 0.927
0.1 0.847 0.920 0.938 0.868 0.930 0.945
(t1, t2) = (2, 2) (t1, t2) = (2, 4)
12
2
0.01 0.858 0.889 0.905 0.874 0.905 0.913
0.05 0.872 0.899 0.914 0.890 0.912 0.917
0.1 0.868 0.899 0.914 0.893 0.908 0.929
3
0.01 0.848 0.899 0.927 0.875 0.904 0.930
0.05 0.867 0.903 0.929 0.890 0.915 0.936
0.1 0.881 0.913 0.945 0.896 0.921 0.953
4
0.01 0.843 0.889 0.914 0.872 0.904 0.925
0.05 0.868 0.900 0.925 0.886 0.914 0.929
0.1 0.870 0.923 0.941 0.896 0.932 0.946
(t1, t2) = (0.5, 0.5) (t1, t2) = (0.5, 1)
12
2
0.01 0.640 0.764 0.816 0.848 0.895 0.919
0.05 0.693 0.806 0.844 0.859 0.898 0.927
0.1 0.725 0.763 0.807 0.861 0.927 0.959
3
0.01 0.614 0.744 0.831 0.815 0.890 0.924
0.05 0.646 0.783 0.850 0.837 0.898 0.929
0.1 0.679 0.775 0.807 0.844 0.912 0.949
4
0.01 0.559 0.689 0.809 0.750 0.862 0.915
0.05 0.581 0.763 0.833 0.751 0.892 0.925
0.1 0.628 0.757 0.798 0.798 0.909 0.938
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Table 4.135 Adjusted empirical power for testing for covariance separability based on the
spectral distribution function: larger values of C for smaller grid size λn = 12;
estimating function Type 1; uniform sites; non-separable exponential covariance;
vector sets D1 - D6; nominal size 0.1; based on 1000 runs
(t1, t2) = (1, 1) (t1, t2) = (1, 2)
λn C κ n n
600 1200 1800 600 1200 1800
12
2
0.01 0.661 0.697 0.648 0.771 0.769 0.692
0.05 0.624 0.676 0.727 0.718 0.771 0.731
0.1 0.680 0.723 0.716 0.751 0.745 0.676
3
0.01 0.618 0.706 0.687 0.720 0.809 0.794
0.05 0.550 0.714 0.777 0.702 0.811 0.822
0.1 0.616 0.732 0.739 0.721 0.800 0.762
4
0.01 0.587 0.681 0.701 0.687 0.775 0.792
0.05 0.549 0.716 0.746 0.669 0.814 0.820
0.1 0.566 0.683 0.719 0.695 0.782 0.780
(t1, t2) = (2, 2) (t1, t2) = (2, 4)
12
2
0.01 0.757 0.808 0.754 0.850 0.871 0.861
0.05 0.734 0.788 0.796 0.840 0.875 0.852
0.1 0.754 0.792 0.741 0.862 0.875 0.851
3
0.01 0.742 0.808 0.801 0.859 0.899 0.897
0.05 0.716 0.826 0.853 0.836 0.882 0.893
0.1 0.713 0.802 0.813 0.858 0.882 0.884
4
0.01 0.713 0.805 0.825 0.844 0.900 0.892
0.05 0.696 0.805 0.845 0.829 0.888 0.895
0.1 0.687 0.764 0.807 0.846 0.884 0.889
(t1, t2) = (0.5, 0.5) (t1, t2) = (0.5, 1)
12
2
0.01 0.489 0.604 0.703 0.631 0.652 0.580
0.05 0.424 0.597 0.656 0.603 0.643 0.666
0.1 0.446 0.507 0.609 0.657 0.636 0.593
3
0.01 0.392 0.529 0.620 0.560 0.672 0.623
0.05 0.331 0.536 0.632 0.525 0.686 0.707
0.1 0.394 0.509 0.541 0.611 0.689 0.675
4
0.01 0.318 0.488 0.578 0.499 0.629 0.661
0.05 0.316 0.478 0.618 0.481 0.696 0.727
0.1 0.312 0.420 0.459 0.522 0.632 0.636
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Table 4.136 Adjusted empirical power for testing for covariance separability based on the
spectral distribution function: larger values of C for smaller grid size λn = 12;
estimating function Type 1; mixture of uniform and normal sites; non-separable
exponential covariance; vector sets D1 - D6; nominal size 0.1; based on 1000 runs
(t1, t2) = (1, 1) (t1, t2) = (1, 2)
λn C κ n n
600 1200 1800 600 1200 1800
12
2
0.01 0.692 0.768 0.753 0.757 0.728 0.665
0.05 0.682 0.759 0.702 0.725 0.688 0.578
0.1 0.678 0.686 0.740 0.708 0.594 0.590
3
0.01 0.694 0.764 0.789 0.771 0.772 0.771
0.05 0.655 0.725 0.701 0.721 0.717 0.642
0.1 0.610 0.707 0.705 0.650 0.674 0.590
4
0.01 0.625 0.756 0.783 0.731 0.780 0.777
0.05 0.586 0.681 0.699 0.672 0.729 0.710
0.1 0.547 0.726 0.682 0.659 0.725 0.619
(t1, t2) = (2, 2) (t1, t2) = (2, 4)
12
2
0.01 0.773 0.784 0.760 0.843 0.834 0.797
0.05 0.739 0.781 0.643 0.813 0.786 0.676
0.1 0.711 0.636 0.618 0.807 0.702 0.619
3
0.01 0.776 0.800 0.835 0.844 0.853 0.885
0.05 0.755 0.761 0.708 0.826 0.823 0.800
0.1 0.671 0.729 0.652 0.833 0.829 0.765
4
0.01 0.722 0.811 0.857 0.812 0.868 0.897
0.05 0.681 0.749 0.790 0.793 0.831 0.832
0.1 0.637 0.775 0.727 0.823 0.851 0.839
(t1, t2) = (0.5, 0.5) (t1, t2) = (0.5, 1)
12
2
0.01 0.296 0.225 0.087 0.588 0.572 0.508
0.05 0.331 0.410 0.168 0.555 0.569 0.510
0.1 0.455 0.511 0.585 0.571 0.514 0.485
3
0.01 0.303 0.278 0.250 0.609 0.602 0.599
0.05 0.295 0.399 0.254 0.554 0.569 0.524
0.1 0.314 0.457 0.573 0.507 0.536 0.435
4
0.01 0.234 0.289 0.251 0.521 0.615 0.599
0.05 0.224 0.353 0.263 0.431 0.569 0.505
0.1 0.293 0.458 0.493 0.458 0.540 0.420
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Table 4.137 Adjusted empirical power for testing for covariance separability based on the
spectral distribution function: larger values of C for smaller grid size λn = 12; es-
timating function Type 1; uniform sites; non-separable Mate´rn covariance; vector
sets D1 - D6; nominal size 0.1; based on 1000 runs
(t1, t2) = (1, 1) (t1, t2) = (1, 2)
λn C κ n n
600 1200 1800 600 1200 1800
12
2
0.01 0.634 0.685 0.649 0.727 0.757 0.683
0.05 0.614 0.644 0.699 0.683 0.707 0.692
0.1 0.625 0.670 0.657 0.697 0.681 0.629
3
0.01 0.602 0.670 0.708 0.702 0.749 0.782
0.05 0.530 0.682 0.724 0.675 0.758 0.784
0.1 0.580 0.682 0.677 0.667 0.749 0.721
4
0.01 0.568 0.656 0.711 0.674 0.761 0.787
0.05 0.500 0.702 0.723 0.630 0.778 0.777
0.1 0.521 0.620 0.679 0.658 0.718 0.734
(t1, t2) = (2, 2) (t1, t2) = (2, 4)
12
2
0.01 0.699 0.782 0.735 0.807 0.830 0.846
0.05 0.685 0.736 0.769 0.790 0.813 0.821
0.1 0.702 0.722 0.702 0.802 0.815 0.810
3
0.01 0.720 0.762 0.813 0.825 0.847 0.878
0.05 0.660 0.772 0.828 0.786 0.830 0.867
0.1 0.654 0.760 0.758 0.818 0.842 0.855
4
0.01 0.690 0.769 0.801 0.812 0.845 0.883
0.05 0.629 0.780 0.815 0.788 0.843 0.878
0.1 0.633 0.704 0.757 0.799 0.837 0.845
(t1, t2) = (0.5, 0.5) (t1, t2) = (0.5, 1)
12
2
0.01 0.488 0.585 0.718 0.609 0.618 0.574
0.05 0.438 0.575 0.649 0.586 0.592 0.625
0.1 0.432 0.501 0.617 0.606 0.587 0.552
3
0.01 0.386 0.513 0.625 0.552 0.633 0.642
0.05 0.323 0.542 0.603 0.516 0.647 0.657
0.1 0.378 0.516 0.531 0.562 0.650 0.634
4
0.01 0.318 0.464 0.605 0.504 0.619 0.664
0.05 0.289 0.483 0.598 0.453 0.665 0.687
0.1 0.278 0.421 0.461 0.487 0.574 0.611
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Table 4.138 Adjusted empirical power for testing for covariance separability based on the
spectral distribution function: larger values of C for smaller grid size λn = 12;
estimating function Type 1; mixture of uniform and normal sites; non-separable
Mate´rn covariance; vector sets D1 - D6; nominal size 0.1; based on 1000 runs
(t1, t2) = (1, 1) (t1, t2) = (1, 2)
λn C κ n n
600 1200 1800 600 1200 1800
12
2
0.01 0.615 0.711 0.709 0.677 0.665 0.597
0.05 0.647 0.693 0.657 0.660 0.614 0.533
0.1 0.648 0.641 0.699 0.669 0.549 0.562
3
0.01 0.632 0.682 0.715 0.708 0.689 0.696
0.05 0.603 0.655 0.629 0.648 0.638 0.552
0.1 0.581 0.668 0.635 0.597 0.640 0.531
4
0.01 0.589 0.681 0.714 0.689 0.702 0.700
0.05 0.525 0.643 0.640 0.627 0.673 0.632
0.1 0.548 0.669 0.597 0.626 0.670 0.550
(t1, t2) = (2, 2) (t1, t2) = (2, 4)
12
2
0.01 0.698 0.718 0.718 0.768 0.757 0.743
0.05 0.697 0.688 0.589 0.760 0.699 0.629
0.1 0.680 0.596 0.583 0.758 0.650 0.557
3
0.01 0.710 0.727 0.757 0.779 0.786 0.802
0.05 0.685 0.683 0.626 0.756 0.765 0.727
0.1 0.643 0.680 0.590 0.778 0.759 0.691
4
0.01 0.666 0.733 0.775 0.776 0.794 0.818
0.05 0.630 0.688 0.729 0.741 0.775 0.760
0.1 0.608 0.726 0.631 0.772 0.800 0.753
(t1, t2) = (0.5, 0.5) (t1, t2) = (0.5, 1)
12
2
0.01 0.260 0.240 0.106 0.520 0.514 0.471
0.05 0.311 0.405 0.173 0.496 0.526 0.490
0.1 0.428 0.462 0.518 0.511 0.490 0.471
3
0.01 0.296 0.259 0.243 0.584 0.527 0.525
0.05 0.274 0.358 0.261 0.479 0.501 0.461
0.1 0.289 0.416 0.466 0.473 0.539 0.425
4
0.01 0.240 0.272 0.232 0.494 0.561 0.541
0.05 0.233 0.328 0.270 0.394 0.506 0.442
0.1 0.263 0.414 0.440 0.451 0.515 0.387
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Table 4.139 Empirical size for testing for covariance separability based on the spectral distri-
bution function: estimating function Type 2; uniform sites; C(h) = e−2h1e−h2 ;
vector sets E1 and E2; nominal size 0.1; based on 1000 runs
(t1, t2) = (1, 2) (t1, t2) = (2, 1)
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.215 0.205 0.211 0.195 0.184 0.201
0.05 0.204 0.197 0.209 0.187 0.175 0.168
0.1 0.194 0.192 0.221 0.180 0.191 0.182
1
0.01 0.185 0.182 0.200 0.162 0.165 0.189
0.05 0.181 0.217 0.205 0.173 0.191 0.176
0.1 0.200 0.190 0.212 0.163 0.187 0.212
1.5
0.01 0.151 0.194 0.190 0.151 0.184 0.181
0.05 0.168 0.226 0.199 0.177 0.214 0.198
0.1 0.191 0.223 0.236 0.188 0.216 0.194
24
0.5
0.01 0.082 0.085 0.127 0.087 0.093 0.120
0.05 0.086 0.119 0.141 0.085 0.121 0.152
0.1 0.084 0.115 0.144 0.076 0.116 0.135
1
0.01 0.077 0.087 0.125 0.085 0.081 0.119
0.05 0.080 0.114 0.123 0.087 0.122 0.140
0.1 0.097 0.109 0.150 0.087 0.116 0.129
1.5
0.01 0.082 0.091 0.107 0.087 0.092 0.104
0.05 0.098 0.111 0.116 0.101 0.120 0.113
0.1 0.088 0.113 0.125 0.093 0.111 0.120
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Table 4.140 Empirical size for testing for covariance separability based on the spectral distri-
bution function: estimating function Type 2; uniform sites; C(h) = e−2h1e−h2 ;
vector sets E3 and E4; nominal size 0.1; based on 1000 runs
(t1, t2) = (1, 1) (t1, t2) = (2, 2)
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.176 0.185 0.190 0.239 0.213 0.203
0.05 0.178 0.166 0.190 0.197 0.216 0.224
0.1 0.168 0.174 0.174 0.214 0.207 0.207
1
0.01 0.172 0.169 0.189 0.166 0.195 0.200
0.05 0.175 0.201 0.188 0.186 0.202 0.199
0.1 0.179 0.163 0.210 0.192 0.192 0.211
1.5
0.01 0.156 0.182 0.175 0.163 0.187 0.188
0.05 0.176 0.200 0.195 0.169 0.225 0.210
0.1 0.177 0.206 0.213 0.191 0.220 0.226
24
0.5
0.01 0.078 0.097 0.127 0.085 0.093 0.114
0.05 0.085 0.131 0.138 0.082 0.114 0.139
0.1 0.084 0.127 0.151 0.074 0.113 0.136
1
0.01 0.087 0.088 0.125 0.072 0.087 0.123
0.05 0.082 0.111 0.137 0.083 0.128 0.140
0.1 0.097 0.113 0.146 0.089 0.109 0.134
1.5
0.01 0.086 0.101 0.108 0.071 0.093 0.110
0.05 0.098 0.119 0.117 0.091 0.111 0.116
0.1 0.096 0.127 0.128 0.093 0.114 0.125
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Table 4.141 Empirical size for testing for covariance separability based on the spectral dis-
tribution function: estimating function Type 2; mixture of uniform and normal
sites; C(h) = e−2h1e−h2 ; vector sets E1 and E2; nominal size 0.1; based on 1000
runs
(t1, t2) = (1, 2) (t1, t2) = (2, 1)
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.318 0.328 0.337 0.288 0.324 0.323
0.05 0.326 0.334 0.326 0.301 0.289 0.323
0.1 0.302 0.311 0.297 0.293 0.274 0.307
1
0.01 0.283 0.331 0.329 0.270 0.305 0.357
0.05 0.318 0.332 0.349 0.305 0.309 0.338
0.1 0.303 0.347 0.323 0.297 0.331 0.303
1.5
0.01 0.268 0.313 0.339 0.266 0.305 0.349
0.05 0.309 0.342 0.363 0.317 0.324 0.344
0.1 0.319 0.355 0.336 0.272 0.316 0.327
24
0.5
0.01 0.122 0.148 0.174 0.118 0.130 0.146
0.05 0.124 0.167 0.171 0.117 0.153 0.160
0.1 0.134 0.163 0.173 0.129 0.156 0.150
1
0.01 0.122 0.140 0.157 0.111 0.127 0.143
0.05 0.107 0.141 0.165 0.118 0.159 0.163
0.1 0.125 0.151 0.182 0.131 0.164 0.163
1.5
0.01 0.103 0.125 0.157 0.105 0.119 0.142
0.05 0.121 0.150 0.151 0.120 0.154 0.162
0.1 0.127 0.167 0.155 0.130 0.156 0.166
272
Table 4.142 Empirical size for testing for covariance separability based on the spectral dis-
tribution function: estimating function Type 2; mixture of uniform and normal
sites; C(h) = e−2h1e−h2 ; vector sets E3 and E4; nominal size 0.1; based on 1000
runs
(t1, t2) = (1, 1) (t1, t2) = (2, 2)
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.286 0.297 0.312 0.315 0.330 0.333
0.05 0.318 0.296 0.312 0.340 0.322 0.351
0.1 0.276 0.269 0.267 0.310 0.335 0.335
1
0.01 0.268 0.302 0.318 0.281 0.334 0.334
0.05 0.320 0.302 0.314 0.317 0.335 0.338
0.1 0.291 0.299 0.286 0.304 0.352 0.336
1.5
0.01 0.260 0.297 0.325 0.271 0.317 0.349
0.05 0.299 0.295 0.323 0.318 0.343 0.350
0.1 0.291 0.315 0.305 0.297 0.367 0.365
24
0.5
0.01 0.122 0.143 0.157 0.125 0.142 0.160
0.05 0.127 0.159 0.162 0.120 0.156 0.161
0.1 0.145 0.137 0.155 0.130 0.159 0.165
1
0.01 0.110 0.132 0.166 0.103 0.137 0.141
0.05 0.115 0.154 0.165 0.121 0.147 0.166
0.1 0.138 0.153 0.152 0.131 0.155 0.178
1.5
0.01 0.099 0.124 0.145 0.100 0.128 0.140
0.05 0.118 0.148 0.155 0.120 0.150 0.160
0.1 0.136 0.162 0.156 0.130 0.159 0.161
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Table 4.143 Empirical power for testing for covariance separability based on the spectral dis-
tribution function: estimating function Type 2; uniform sites; non-separable ex-
ponential covariance; vector sets E1 and E2; nominal size 0.1; based on 1000
runs
(t1, t2) = (1, 2) (t1, t2) = (2, 1)
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.790 0.856 0.865 0.750 0.843 0.863
0.05 0.829 0.890 0.888 0.820 0.882 0.889
0.1 0.863 0.884 0.895 0.852 0.884 0.873
1
0.01 0.774 0.907 0.911 0.766 0.904 0.911
0.05 0.849 0.914 0.913 0.854 0.922 0.915
0.1 0.872 0.916 0.927 0.863 0.921 0.933
1.5
0.01 0.709 0.895 0.915 0.694 0.897 0.917
0.05 0.799 0.906 0.926 0.808 0.913 0.931
0.1 0.833 0.923 0.928 0.831 0.929 0.920
24
0.5
0.01 0.727 0.870 0.890 0.737 0.858 0.886
0.05 0.728 0.850 0.881 0.714 0.849 0.884
0.1 0.744 0.857 0.903 0.731 0.852 0.894
1
0.01 0.569 0.767 0.860 0.573 0.762 0.850
0.05 0.549 0.772 0.866 0.554 0.766 0.868
0.1 0.562 0.792 0.881 0.557 0.783 0.879
1.5
0.01 0.443 0.674 0.785 0.448 0.673 0.787
0.05 0.442 0.669 0.797 0.439 0.663 0.798
0.1 0.460 0.697 0.820 0.461 0.681 0.819
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Table 4.144 Empirical power for testing for covariance separability based on the spectral dis-
tribution function: estimating function Type 2; uniform sites; non-separable ex-
ponential covariance; vector sets E3 and E4; nominal size 0.1; based on 1000
runs
(t1, t2) = (1, 1) (t1, t2) = (2, 2)
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.789 0.866 0.872 0.759 0.836 0.862
0.05 0.830 0.884 0.888 0.833 0.884 0.882
0.1 0.868 0.886 0.888 0.831 0.879 0.891
1
0.01 0.758 0.901 0.911 0.770 0.909 0.910
0.05 0.843 0.907 0.910 0.855 0.920 0.916
0.1 0.869 0.911 0.919 0.869 0.925 0.935
1.5
0.01 0.687 0.889 0.918 0.702 0.898 0.916
0.05 0.787 0.902 0.922 0.814 0.915 0.928
0.1 0.837 0.917 0.919 0.833 0.931 0.930
24
0.5
0.01 0.740 0.862 0.885 0.714 0.857 0.888
0.05 0.731 0.860 0.889 0.717 0.851 0.879
0.1 0.743 0.856 0.899 0.730 0.859 0.900
1
0.01 0.566 0.755 0.853 0.562 0.763 0.860
0.05 0.554 0.759 0.860 0.552 0.772 0.866
0.1 0.561 0.798 0.883 0.573 0.798 0.878
1.5
0.01 0.441 0.658 0.786 0.447 0.670 0.794
0.05 0.423 0.660 0.793 0.436 0.676 0.803
0.1 0.453 0.677 0.815 0.460 0.709 0.828
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Table 4.145 Empirical power for testing for covariance separability based on the spectral dis-
tribution function: estimating function Type 2; mixture of uniform and normal
sites; non-separable exponential covariance; vector sets E1 and E2; nominal size
0.1; based on 1000 runs
(t1, t2) = (1, 2) (t1, t2) = (2, 1)
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.914 0.913 0.924 0.912 0.918 0.925
0.05 0.921 0.916 0.927 0.917 0.907 0.933
0.1 0.926 0.926 0.925 0.928 0.925 0.932
1
0.01 0.926 0.942 0.945 0.922 0.937 0.938
0.05 0.928 0.943 0.939 0.928 0.937 0.943
0.1 0.932 0.956 0.946 0.937 0.956 0.955
1.5
0.01 0.925 0.951 0.949 0.919 0.950 0.950
0.05 0.935 0.947 0.953 0.931 0.950 0.953
0.1 0.944 0.964 0.956 0.941 0.963 0.960
24
0.5
0.01 0.709 0.848 0.885 0.706 0.843 0.881
0.05 0.711 0.869 0.898 0.708 0.860 0.889
0.1 0.715 0.883 0.901 0.733 0.865 0.903
1
0.01 0.550 0.735 0.850 0.543 0.733 0.845
0.05 0.565 0.778 0.872 0.569 0.771 0.871
0.1 0.588 0.807 0.896 0.573 0.790 0.904
1.5
0.01 0.433 0.635 0.766 0.429 0.630 0.761
0.05 0.473 0.666 0.792 0.474 0.664 0.788
0.1 0.471 0.699 0.836 0.458 0.696 0.838
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Table 4.146 Empirical power for testing for covariance separability based on the spectral dis-
tribution function: estimating function Type 2; mixture of uniform and normal
sites; non-separable exponential covariance; vector sets E3 and E4; nominal size
0.1; based on 1000 runs
(t1, t2) = (1, 1) (t1, t2) = (2, 2)
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.917 0.916 0.934 0.901 0.903 0.927
0.05 0.931 0.918 0.933 0.913 0.904 0.914
0.1 0.929 0.918 0.922 0.926 0.918 0.936
1
0.01 0.930 0.941 0.945 0.923 0.941 0.942
0.05 0.930 0.940 0.945 0.925 0.936 0.940
0.1 0.934 0.953 0.947 0.930 0.956 0.946
1.5
0.01 0.925 0.950 0.950 0.920 0.951 0.948
0.05 0.938 0.950 0.952 0.936 0.949 0.950
0.1 0.937 0.958 0.955 0.943 0.966 0.962
24
0.5
0.01 0.718 0.850 0.887 0.695 0.843 0.887
0.05 0.714 0.872 0.896 0.699 0.859 0.896
0.1 0.743 0.881 0.906 0.708 0.873 0.897
1
0.01 0.560 0.738 0.850 0.534 0.740 0.844
0.05 0.576 0.775 0.871 0.563 0.777 0.873
0.1 0.581 0.798 0.896 0.585 0.804 0.903
1.5
0.01 0.427 0.636 0.767 0.429 0.630 0.756
0.05 0.472 0.663 0.792 0.469 0.658 0.792
0.1 0.470 0.701 0.834 0.462 0.694 0.840
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Table 4.147 Adjusted empirical power for testing for covariance separability based on the spec-
tral distribution function: estimating function Type 2; uniform sites; non-sepa-
rable exponential covariance; vector sets E1 and E2; nominal size 0.1; based on
1000 runs
(t1, t2) = (1, 2) (t1, t2) = (2, 1)
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.421 0.655 0.701 0.486 0.701 0.714
0.05 0.662 0.798 0.821 0.671 0.835 0.866
0.1 0.734 0.821 0.835 0.762 0.827 0.846
1
0.01 0.644 0.761 0.831 0.610 0.812 0.850
0.05 0.691 0.853 0.882 0.716 0.857 0.890
0.1 0.767 0.875 0.894 0.783 0.893 0.893
1.5
0.01 0.564 0.727 0.834 0.546 0.749 0.829
0.05 0.604 0.783 0.896 0.638 0.827 0.899
0.1 0.677 0.852 0.881 0.732 0.848 0.884
24
0.5
0.01 0.769 0.883 0.876 0.770 0.864 0.878
0.05 0.771 0.831 0.849 0.766 0.832 0.855
0.1 0.770 0.846 0.885 0.772 0.841 0.881
1
0.01 0.668 0.797 0.820 0.614 0.803 0.834
0.05 0.637 0.741 0.842 0.628 0.722 0.816
0.1 0.575 0.770 0.824 0.601 0.751 0.840
1.5
0.01 0.506 0.698 0.757 0.475 0.676 0.778
0.05 0.453 0.645 0.766 0.436 0.608 0.769
0.1 0.488 0.622 0.783 0.476 0.634 0.784
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Table 4.148 Adjusted empirical power for testing for covariance separability based on the spec-
tral distribution function: estimating function Type 2; uniform sites; non-sepa-
rable exponential covariance; vector sets E3 and E4; nominal size 0.1; based on
1000 runs
(t1, t2) = (1, 1) (t1, t2) = (2, 2)
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.631 0.738 0.688 0.246 0.635 0.645
0.05 0.724 0.847 0.827 0.631 0.816 0.831
0.1 0.806 0.851 0.863 0.661 0.787 0.809
1
0.01 0.578 0.800 0.852 0.621 0.788 0.854
0.05 0.712 0.873 0.887 0.738 0.869 0.886
0.1 0.796 0.888 0.894 0.752 0.875 0.900
1.5
0.01 0.539 0.761 0.821 0.559 0.754 0.871
0.05 0.600 0.803 0.887 0.660 0.813 0.898
0.1 0.713 0.868 0.886 0.686 0.839 0.895
24
0.5
0.01 0.791 0.866 0.871 0.766 0.869 0.887
0.05 0.768 0.812 0.865 0.773 0.834 0.863
0.1 0.772 0.829 0.862 0.780 0.844 0.885
1
0.01 0.618 0.791 0.818 0.676 0.788 0.841
0.05 0.611 0.727 0.825 0.611 0.725 0.830
0.1 0.571 0.762 0.812 0.629 0.771 0.853
1.5
0.01 0.465 0.657 0.763 0.519 0.690 0.782
0.05 0.440 0.615 0.766 0.471 0.665 0.780
0.1 0.469 0.601 0.767 0.482 0.649 0.790
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Table 4.149 Adjusted empirical power for testing for covariance separability based on the
spectral distribution function: estimating function Type 2; mixture of uniform
and normal sites; non-separable exponential covariance; vector sets E1 and E2;
nominal size 0.1; based on 1000 runs
(t1, t2) = (1, 2) (t1, t2) = (2, 1)
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.822 0.860 0.872 0.809 0.856 0.878
0.05 0.848 0.857 0.862 0.860 0.850 0.871
0.1 0.852 0.855 0.875 0.856 0.865 0.872
1
0.01 0.866 0.910 0.899 0.863 0.909 0.908
0.05 0.861 0.905 0.912 0.868 0.898 0.914
0.1 0.875 0.910 0.917 0.887 0.915 0.923
1.5
0.01 0.831 0.915 0.909 0.848 0.910 0.913
0.05 0.838 0.909 0.914 0.851 0.913 0.918
0.1 0.842 0.924 0.928 0.853 0.922 0.928
24
0.5
0.01 0.661 0.756 0.789 0.636 0.811 0.839
0.05 0.618 0.745 0.831 0.664 0.754 0.811
0.1 0.634 0.797 0.851 0.638 0.810 0.879
1
0.01 0.493 0.642 0.685 0.506 0.660 0.764
0.05 0.537 0.642 0.727 0.525 0.643 0.747
0.1 0.512 0.678 0.787 0.479 0.660 0.796
1.5
0.01 0.427 0.557 0.607 0.405 0.568 0.636
0.05 0.418 0.491 0.638 0.421 0.484 0.637
0.1 0.430 0.530 0.681 0.411 0.517 0.690
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Table 4.150 Adjusted empirical power for testing for covariance separability based on the
spectral distribution function: estimating function Type 2; mixture of uniform
and normal sites; non-separable exponential covariance; vector sets E3 and E4;
nominal size 0.1; based on 1000 runs
(t1, t2) = (1, 1) (t1, t2) = (2, 2)
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.853 0.878 0.881 0.744 0.825 0.855
0.05 0.875 0.875 0.879 0.807 0.829 0.852
0.1 0.861 0.852 0.863 0.834 0.844 0.873
1
0.01 0.872 0.915 0.908 0.856 0.905 0.900
0.05 0.869 0.905 0.910 0.865 0.903 0.910
0.1 0.883 0.899 0.923 0.876 0.908 0.917
1.5
0.01 0.837 0.909 0.910 0.838 0.914 0.912
0.05 0.848 0.915 0.917 0.833 0.915 0.921
0.1 0.854 0.926 0.923 0.848 0.929 0.921
24
0.5
0.01 0.666 0.778 0.827 0.633 0.771 0.842
0.05 0.665 0.789 0.839 0.632 0.791 0.829
0.1 0.627 0.851 0.876 0.642 0.781 0.847
1
0.01 0.510 0.633 0.709 0.502 0.654 0.766
0.05 0.515 0.641 0.746 0.500 0.617 0.764
0.1 0.489 0.712 0.785 0.511 0.663 0.761
1.5
0.01 0.440 0.567 0.599 0.432 0.559 0.627
0.05 0.416 0.513 0.645 0.404 0.502 0.630
0.1 0.410 0.535 0.677 0.418 0.524 0.677
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Table 4.151 Empirical size for testing for covariance separability based on the spectral distri-
bution function: estimating function Type 3; uniform sites; C(h) = e−2h1e−h2 ;
vector sets F1 and F2; nominal size 0.1; based on 1000 runs
(v1, v2, v3) = (1, 3, 1) (v1, v2, v3) = (1, 3, 2)
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.209 0.192 0.171 0.270 0.260 0.207
0.05 0.183 0.199 0.176 0.247 0.222 0.217
0.1 0.197 0.186 0.188 0.255 0.215 0.212
1
0.01 0.157 0.153 0.161 0.215 0.191 0.192
0.05 0.175 0.172 0.183 0.221 0.191 0.210
0.1 0.165 0.180 0.169 0.205 0.196 0.199
1.5
0.01 0.138 0.135 0.154 0.176 0.191 0.170
0.05 0.150 0.172 0.175 0.201 0.190 0.176
0.1 0.169 0.163 0.166 0.192 0.186 0.192
24
0.5
0.01 0.117 0.152 0.185 0.150 0.196 0.235
0.05 0.126 0.162 0.140 0.168 0.248 0.196
0.1 0.132 0.134 0.133 0.202 0.244 0.200
1
0.01 0.097 0.112 0.130 0.122 0.152 0.174
0.05 0.112 0.102 0.104 0.131 0.148 0.155
0.1 0.090 0.120 0.111 0.154 0.158 0.162
1.5
0.01 0.076 0.092 0.105 0.109 0.142 0.126
0.05 0.104 0.102 0.093 0.129 0.126 0.109
0.1 0.092 0.094 0.103 0.120 0.129 0.123
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Table 4.152 Empirical size for testing for covariance separability based on the spectral distri-
bution function: estimating function Type 3; uniform sites; C(h) = e−2h1e−h2 ;
vector sets F3 and F4; nominal size 0.1; based on 1000 runs
(v1, v2, v3) = (1, 2, 1) (v1, v2, v3) = (1, 2, 2)
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.268 0.225 0.214 0.339 0.281 0.242
0.05 0.231 0.206 0.217 0.353 0.271 0.262
0.1 0.229 0.210 0.195 0.315 0.275 0.229
1
0.01 0.175 0.170 0.184 0.255 0.173 0.198
0.05 0.203 0.177 0.193 0.232 0.189 0.200
0.1 0.177 0.189 0.165 0.221 0.200 0.193
1.5
0.01 0.142 0.153 0.160 0.213 0.162 0.191
0.05 0.163 0.156 0.180 0.203 0.157 0.185
0.1 0.190 0.154 0.159 0.190 0.169 0.175
24
0.5
0.01 0.130 0.180 0.190 0.157 0.231 0.241
0.05 0.138 0.179 0.157 0.181 0.250 0.219
0.1 0.141 0.155 0.145 0.214 0.254 0.235
1
0.01 0.102 0.132 0.138 0.116 0.169 0.168
0.05 0.119 0.111 0.112 0.138 0.177 0.163
0.1 0.095 0.121 0.122 0.133 0.159 0.162
1.5
0.01 0.079 0.107 0.111 0.115 0.148 0.152
0.05 0.110 0.099 0.100 0.130 0.152 0.145
0.1 0.107 0.095 0.110 0.139 0.137 0.144
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Table 4.153 Empirical size for testing for covariance separability based on the spectral dis-
tribution function: estimating function Type 3; mixture of uniform and normal
sites; C(h) = e−2h1e−h2 ; vector sets F1 and F2; nominal size 0.1; based on 1000
runs
(v1, v2, v3) = (1, 3, 1) (v1, v2, v3) = (1, 3, 2)
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.290 0.266 0.286 0.287 0.246 0.255
0.05 0.274 0.248 0.266 0.268 0.225 0.227
0.1 0.278 0.241 0.238 0.232 0.242 0.208
1
0.01 0.273 0.249 0.272 0.239 0.228 0.242
0.05 0.269 0.250 0.253 0.236 0.221 0.198
0.1 0.262 0.244 0.227 0.234 0.220 0.204
1.5
0.01 0.241 0.239 0.267 0.225 0.218 0.234
0.05 0.267 0.232 0.233 0.220 0.212 0.203
0.1 0.238 0.244 0.231 0.207 0.214 0.187
24
0.5
0.01 0.140 0.141 0.168 0.201 0.209 0.199
0.05 0.146 0.146 0.185 0.223 0.199 0.191
0.1 0.124 0.157 0.132 0.193 0.197 0.186
1
0.01 0.121 0.110 0.115 0.156 0.159 0.145
0.05 0.116 0.136 0.140 0.170 0.162 0.158
0.1 0.107 0.123 0.142 0.149 0.155 0.166
1.5
0.01 0.101 0.112 0.118 0.131 0.139 0.146
0.05 0.116 0.114 0.145 0.135 0.155 0.135
0.1 0.114 0.114 0.119 0.135 0.143 0.158
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Table 4.154 Empirical size for testing for covariance separability based on the spectral dis-
tribution function: estimating function Type 3; mixture of uniform and normal
sites; C(h) = e−2h1e−h2 ; vector sets F3 and F4; nominal size 0.1; based on 1000
runs
(v1, v2, v3) = (1, 2, 1) (v1, v2, v3) = (1, 2, 2)
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.312 0.298 0.324 0.333 0.302 0.290
0.05 0.298 0.294 0.313 0.329 0.279 0.297
0.1 0.304 0.278 0.274 0.285 0.240 0.263
1
0.01 0.260 0.285 0.299 0.252 0.256 0.265
0.05 0.252 0.279 0.296 0.254 0.245 0.246
0.1 0.291 0.251 0.262 0.225 0.212 0.231
1.5
0.01 0.236 0.260 0.269 0.221 0.246 0.244
0.05 0.256 0.263 0.266 0.213 0.245 0.236
0.1 0.261 0.252 0.252 0.204 0.196 0.237
24
0.5
0.01 0.161 0.177 0.156 0.238 0.235 0.210
0.05 0.169 0.152 0.175 0.260 0.244 0.200
0.1 0.129 0.149 0.141 0.244 0.198 0.183
1
0.01 0.118 0.128 0.113 0.163 0.174 0.159
0.05 0.140 0.139 0.135 0.164 0.168 0.134
0.1 0.123 0.129 0.135 0.171 0.149 0.140
1.5
0.01 0.108 0.124 0.112 0.146 0.154 0.148
0.05 0.129 0.120 0.148 0.150 0.170 0.143
0.1 0.118 0.122 0.130 0.149 0.160 0.121
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Table 4.155 Empirical power for testing for covariance separability based on the spectral dis-
tribution function: estimating function Type 3; uniform sites; non-separable ex-
ponential covariance; vector sets F1 and F2; nominal size 0.1; based on 1000
runs
(v1, v2, v3) = (1, 3, 1) (v1, v2, v3) = (1, 3, 2)
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.581 0.656 0.681 0.468 0.517 0.516
0.05 0.643 0.718 0.722 0.443 0.435 0.468
0.1 0.715 0.769 0.795 0.647 0.723 0.755
1
0.01 0.357 0.414 0.497 0.277 0.335 0.369
0.05 0.421 0.486 0.563 0.279 0.266 0.285
0.1 0.493 0.650 0.708 0.459 0.616 0.678
1.5
0.01 0.261 0.280 0.321 0.236 0.239 0.251
0.05 0.298 0.346 0.371 0.224 0.211 0.207
0.1 0.365 0.458 0.555 0.365 0.471 0.568
24
0.5
0.01 0.392 0.600 0.679 0.338 0.455 0.549
0.05 0.382 0.572 0.636 0.321 0.431 0.493
0.1 0.429 0.629 0.696 0.326 0.370 0.425
1
0.01 0.245 0.321 0.436 0.233 0.288 0.339
0.05 0.230 0.322 0.371 0.218 0.263 0.329
0.1 0.252 0.343 0.404 0.215 0.208 0.256
1.5
0.01 0.177 0.231 0.296 0.192 0.224 0.238
0.05 0.191 0.239 0.305 0.192 0.204 0.274
0.1 0.182 0.234 0.282 0.193 0.165 0.213
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Table 4.156 Empirical power for testing for covariance separability based on the spectral dis-
tribution function: estimating function Type 3; uniform sites; non-separable ex-
ponential covariance; vector sets F3 and F4; nominal size 0.1; based on 1000
runs
(v1, v2, v3) = (1, 2, 1) (v1, v2, v3) = (1, 2, 2)
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.585 0.626 0.686 0.449 0.524 0.541
0.05 0.634 0.737 0.737 0.442 0.505 0.521
0.1 0.663 0.754 0.787 0.623 0.684 0.747
1
0.01 0.355 0.413 0.512 0.275 0.366 0.355
0.05 0.411 0.509 0.569 0.281 0.315 0.300
0.1 0.466 0.637 0.694 0.450 0.591 0.674
1.5
0.01 0.266 0.283 0.319 0.215 0.242 0.276
0.05 0.294 0.347 0.393 0.208 0.212 0.197
0.1 0.367 0.431 0.537 0.356 0.462 0.566
24
0.5
0.01 0.398 0.586 0.669 0.323 0.453 0.502
0.05 0.365 0.539 0.640 0.331 0.429 0.487
0.1 0.433 0.627 0.709 0.331 0.403 0.469
1
0.01 0.242 0.326 0.427 0.216 0.285 0.340
0.05 0.229 0.321 0.389 0.243 0.293 0.307
0.1 0.252 0.356 0.401 0.224 0.254 0.260
1.5
0.01 0.182 0.234 0.287 0.183 0.214 0.277
0.05 0.188 0.232 0.297 0.172 0.226 0.239
0.1 0.184 0.238 0.274 0.209 0.205 0.220
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Table 4.157 Empirical power for testing for covariance separability based on the spectral dis-
tribution function: estimating function Type 3; mixture of uniform and normal
sites; non-separable exponential covariance; vector sets F1 and F2; nominal size
0.1; based on 1000 runs
(v1, v2, v3) = (1, 3, 1) (v1, v2, v3) = (1, 3, 2)
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.875 0.890 0.921 0.799 0.849 0.863
0.05 0.858 0.891 0.894 0.778 0.839 0.843
0.1 0.843 0.860 0.866 0.704 0.774 0.770
1
0.01 0.766 0.870 0.900 0.625 0.789 0.843
0.05 0.776 0.877 0.879 0.645 0.795 0.825
0.1 0.744 0.837 0.849 0.549 0.674 0.709
1.5
0.01 0.643 0.813 0.884 0.532 0.680 0.783
0.05 0.645 0.828 0.859 0.497 0.706 0.765
0.1 0.579 0.745 0.781 0.409 0.542 0.591
24
0.5
0.01 0.414 0.595 0.702 0.353 0.514 0.608
0.05 0.410 0.602 0.690 0.368 0.527 0.577
0.1 0.514 0.695 0.785 0.370 0.519 0.582
1
0.01 0.233 0.345 0.446 0.232 0.307 0.399
0.05 0.252 0.379 0.416 0.249 0.313 0.349
0.1 0.281 0.431 0.508 0.248 0.322 0.362
1.5
0.01 0.183 0.248 0.332 0.180 0.221 0.278
0.05 0.193 0.275 0.312 0.196 0.245 0.269
0.1 0.224 0.305 0.364 0.198 0.242 0.266
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Table 4.158 Empirical power for testing for covariance separability based on the spectral dis-
tribution function: estimating function Type 3; mixture of uniform and normal
sites; non-separable exponential covariance; vector sets F3 and F4; nominal size
0.1; based on 1000 runs
(v1, v2, v3) = (1, 2, 1) (v1, v2, v3) = (1, 2, 2)
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.854 0.874 0.896 0.747 0.816 0.822
0.05 0.838 0.885 0.889 0.739 0.812 0.802
0.1 0.809 0.859 0.884 0.648 0.724 0.734
1
0.01 0.742 0.866 0.886 0.602 0.748 0.806
0.05 0.769 0.877 0.872 0.601 0.762 0.784
0.1 0.713 0.838 0.854 0.503 0.614 0.664
1.5
0.01 0.611 0.794 0.862 0.479 0.643 0.720
0.05 0.623 0.809 0.848 0.477 0.659 0.722
0.1 0.559 0.713 0.760 0.380 0.465 0.552
24
0.5
0.01 0.383 0.583 0.677 0.340 0.451 0.581
0.05 0.388 0.582 0.678 0.364 0.459 0.599
0.1 0.488 0.670 0.766 0.366 0.458 0.565
1
0.01 0.233 0.356 0.443 0.250 0.310 0.377
0.05 0.257 0.362 0.413 0.260 0.282 0.364
0.1 0.279 0.416 0.492 0.240 0.296 0.366
1.5
0.01 0.185 0.252 0.328 0.222 0.221 0.279
0.05 0.194 0.277 0.305 0.235 0.245 0.275
0.1 0.222 0.308 0.346 0.191 0.243 0.288
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Table 4.159 Adjusted empirical power for testing for covariance separability based on the spec-
tral distribution function: estimating function Type 3; uniform sites; non-sepa-
rable exponential covariance; vector sets F1 and F2; nominal size 0.1; based on
1000 runs
(v1, v2, v3) = (1, 3, 1) (v1, v2, v3) = (1, 3, 2)
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.276 0.326 0.416 0.066 0.104 0.214
0.05 0.406 0.482 0.503 0.072 0.135 0.191
0.1 0.493 0.618 0.699 0.272 0.529 0.539
1
0.01 0.230 0.250 0.325 0.085 0.127 0.167
0.05 0.235 0.314 0.304 0.070 0.107 0.101
0.1 0.347 0.479 0.549 0.208 0.383 0.501
1.5
0.01 0.188 0.197 0.207 0.109 0.129 0.144
0.05 0.190 0.233 0.215 0.099 0.096 0.111
0.1 0.251 0.312 0.353 0.186 0.306 0.421
24
0.5
0.01 0.370 0.481 0.430 0.224 0.177 0.139
0.05 0.325 0.359 0.511 0.191 0.131 0.206
0.1 0.358 0.515 0.582 0.158 0.080 0.152
1
0.01 0.259 0.312 0.359 0.199 0.196 0.202
0.05 0.205 0.312 0.366 0.171 0.180 0.235
0.1 0.262 0.284 0.393 0.151 0.135 0.159
1.5
0.01 0.220 0.241 0.288 0.173 0.184 0.193
0.05 0.181 0.238 0.322 0.149 0.160 0.244
0.1 0.205 0.254 0.271 0.172 0.138 0.186
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Table 4.160 Adjusted empirical power for testing for covariance separability based on the spec-
tral distribution function: estimating function Type 3; uniform sites; non-sepa-
rable exponential covariance; vector sets F3 and F4; nominal size 0.1; based on
1000 runs
(v1, v2, v3) = (1, 2, 1) (v1, v2, v3) = (1, 2, 2)
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.060 0.201 0.222 0.058 0.065 0.112
0.05 0.133 0.404 0.493 0.044 0.073 0.102
0.1 0.285 0.521 0.604 0.055 0.267 0.438
1
0.01 0.172 0.232 0.241 0.031 0.138 0.137
0.05 0.210 0.307 0.321 0.060 0.131 0.113
0.1 0.297 0.443 0.548 0.087 0.359 0.505
1.5
0.01 0.183 0.184 0.181 0.094 0.148 0.135
0.05 0.174 0.235 0.224 0.083 0.123 0.109
0.1 0.205 0.290 0.363 0.178 0.338 0.411
24
0.5
0.01 0.343 0.379 0.334 0.198 0.174 0.092
0.05 0.283 0.317 0.477 0.192 0.106 0.097
0.1 0.314 0.448 0.577 0.168 0.077 0.086
1
0.01 0.242 0.277 0.324 0.190 0.186 0.240
0.05 0.200 0.271 0.357 0.176 0.183 0.174
0.1 0.254 0.301 0.342 0.188 0.174 0.152
1.5
0.01 0.221 0.223 0.281 0.175 0.181 0.205
0.05 0.161 0.237 0.300 0.131 0.164 0.189
0.1 0.176 0.248 0.252 0.162 0.154 0.164
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Table 4.161 Adjusted empirical power for testing for covariance separability based on the
spectral distribution function: estimating function Type 3; mixture of uniform
and normal sites; non-separable exponential covariance; vector sets F1 and F2;
nominal size 0.1; based on 1000 runs
(v1, v2, v3) = (1, 3, 1) (v1, v2, v3) = (1, 3, 2)
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.682 0.802 0.845 0.383 0.670 0.741
0.05 0.742 0.826 0.824 0.470 0.695 0.751
0.1 0.650 0.765 0.788 0.421 0.579 0.614
1
0.01 0.536 0.725 0.807 0.353 0.582 0.708
0.05 0.538 0.770 0.800 0.391 0.638 0.711
0.1 0.468 0.695 0.745 0.272 0.447 0.504
1.5
0.01 0.402 0.620 0.721 0.328 0.501 0.592
0.05 0.394 0.687 0.762 0.269 0.553 0.609
0.1 0.331 0.509 0.604 0.224 0.322 0.384
24
0.5
0.01 0.284 0.463 0.575 0.127 0.130 0.342
0.05 0.310 0.474 0.444 0.121 0.212 0.271
0.1 0.430 0.556 0.734 0.161 0.267 0.355
1
0.01 0.214 0.303 0.418 0.167 0.190 0.276
0.05 0.217 0.296 0.320 0.143 0.198 0.212
0.1 0.268 0.368 0.415 0.144 0.230 0.272
1.5
0.01 0.180 0.228 0.306 0.141 0.171 0.220
0.05 0.182 0.248 0.250 0.142 0.175 0.202
0.1 0.214 0.274 0.328 0.166 0.181 0.208
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Table 4.162 Adjusted empirical power for testing for covariance separability based on the
spectral distribution function: estimating function Type 3; mixture of uniform
and normal sites; non-separable exponential covariance; vector sets F3 and F4;
nominal size 0.1; based on 1000 runs
(v1, v2, v3) = (1, 2, 1) (v1, v2, v3) = (1, 2, 2)
λn C κ n n
600 1200 1800 600 1200 1800
12
0.5
0.01 0.298 0.710 0.793 0.044 0.482 0.581
0.05 0.626 0.791 0.789 0.055 0.564 0.661
0.1 0.566 0.730 0.777 0.233 0.471 0.516
1
0.01 0.523 0.692 0.757 0.301 0.490 0.636
0.05 0.515 0.729 0.773 0.295 0.544 0.643
0.1 0.445 0.657 0.670 0.235 0.422 0.466
1.5
0.01 0.377 0.555 0.656 0.239 0.449 0.477
0.05 0.352 0.616 0.681 0.264 0.433 0.539
0.1 0.290 0.436 0.533 0.203 0.295 0.336
24
0.5
0.01 0.204 0.361 0.493 0.090 0.044 0.136
0.05 0.224 0.374 0.455 0.066 0.090 0.273
0.1 0.388 0.525 0.640 0.062 0.215 0.340
1
0.01 0.209 0.286 0.409 0.154 0.196 0.233
0.05 0.196 0.293 0.311 0.155 0.184 0.281
0.1 0.249 0.359 0.420 0.147 0.233 0.272
1.5
0.01 0.172 0.200 0.305 0.166 0.156 0.199
0.05 0.167 0.244 0.205 0.180 0.157 0.228
0.1 0.199 0.265 0.273 0.139 0.186 0.245
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4.2.4 Variogram Model Fitting
For variogram model fitting, using the just-identified estimating functions Gθ(ω) as in Sec-
tion 3.4.3 (i.e., r = p estimating functions for p variogram parameters), one way of constructing
approximate 100(1− α)% confidence regions for θ ∈ Θ ⊂ Rp is based on regions of the form
{θ ∈ Θ : −2 aˆn log[Rn(θ)/Rn(θˆn)] ≤ χ2p,1−α}, (4.46)
involving a chi-square calibration for the modified SFDEL statistic −2 aˆn log[Rn(θ)/Rn(θˆn)].
Another approach, based on results of [BLN], is to define a factor aˆn(θ) by substituting θ for
θˆn in (3.5) whereby −2 aˆn(θ0) logRn(θ0) → χ2p as n → ∞, at true parameter value θ0. This
suggests another confidence region as
{
θ ∈ Θ : −2 aˆn(θ) logRn(θ) ≤ χ2p,1−α
}
, (4.47)
which is not based on maximum EL estimation.
We compared the coverage probabilities of 90% confidence sets constructed by these two
different methods for data generated from two different process: a Mate´rn covariance model
(parameterized as in (4.45)) with ν = 1, r = 1.5, and a 1-parameter exponential covariance
model with range parameter r = 1.
For the Mate´rn model, we considered five different sets of lags:
G1: {(1, 1), (2, 2), (3, 3)}
G2: {(1, 1), (1, -1), (3, 3), (3, -3)}
G3: {(1, 1), (1, -1), (3, 3)}
G4: {(1, 1), (3, 3), (5, 5)}
G5: {(1, 1), (2, 2), (3, 3), (4, 4)}
For the exponential covariance model, we considered seven different sets of lags:
H1: {(1, 1), (2, 2)}
H2: {(1, 1), (2, 2), (3, 3), (4, 4)}
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H3: {(1, 1), (1, -1)}
H4: {(1, 1), (3, 3)}
H5: {(1, 1), (2, 2), (3, 3)}
H6: {(1, 1), (1, -1), (3, 3)}
H7: {(1, 1), (1, -1), (3, 3), (3, -3)}
4.2.4.1 Observations About Results
Tables 4.163−4.167 show empirical coverage probabilities of 90% confidence regions for both
methods for the Mate´rn model for lags G1 - G5 with uniform sites at the following combinations
of parameter values: C = 0.5, 1, 1.5; κ = 0.01, 0.05, 0.10; λn = 12, 24, 36; n = 600, 1200, 1800.
Tables 4.168− 4.172 show empirical coverage probabilities of 90% confidence regions for both
methods for the Mate´rn model for non-uniform sites generated by the uniform / normal mixture.
Tables 4.173 − 4.179 show empirical coverage probabilities of 90% confidence intervals for
both methods for the exponential model for lags H1 - H7 with uniform sites at the following
combinations of parameter values: C = 0.5, 1, 1.5; κ = 0.01, 0.05, 0.10; λn = 12, 24, 36; n =
600, 1200, 1800. Tables 4.180 − 4.186 show empirical coverage probabilities of 90% confidence
regions for both methods for the exponential model for non-uniform sites generated by the
uniform / normal mixture.
We make the following observations about the results:
• Confidence sets based on (4.46) (based on maximum EL estimation) generally perform
better than those based on (4.47) (not based on maximum EL estimation).
• The improvement is much greater for the 2-parameter Mate´rn model than the 1-parameter
exponential model.
• Coverage probabilities are rather poor for the Mate´rn model when the grid size is small.
• Coverage improves, approaching the nominal level, for the Mate´rn model as the grid size
increases.
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• When C gets too large, coverage probabilities worsens, particularly for the Mate´rn model.
• At most combinations of parameters, coverage is relatively close to nominal for the ex-
ponential model.
4.2.4.2 Tables: Simulation Results for Variogram Model Fitting
Table 4.163 Coverage probability for 90% confidence regions: Mate´rn covariance; uniform
sites; lag set G1; method A based on (4.47) (no maximum EL estimation), method
B based on (4.46) (maximum EL estimation); nominal size 0.1; based on 1000
runs
Lag Set {(1, 1), (2, 2), (3, 3)}
λn C κ
n
600 1200 1800
A B A B A B
12
0.5
0.01 0.656 0.725 0.620 0.686 0.617 0.689
0.05 0.653 0.720 0.621 0.686 0.622 0.679
0.1 0.654 0.710 0.653 0.699 0.651 0.696
1
0.01 0.656 0.731 0.597 0.664 0.591 0.650
0.05 0.639 0.700 0.612 0.665 0.600 0.648
0.1 0.666 0.709 0.601 0.642 0.603 0.646
1.5
0.01 0.636 0.691 0.559 0.624 0.567 0.621
0.05 0.632 0.682 0.590 0.644 0.568 0.614
0.1 0.622 0.678 0.572 0.609 0.586 0.615
24
0.5
0.01 0.845 0.916 0.830 0.891 0.768 0.866
0.05 0.835 0.898 0.833 0.883 0.770 0.838
0.1 0.856 0.912 0.781 0.835 0.759 0.828
1
0.01 0.844 0.894 0.832 0.890 0.810 0.889
0.05 0.836 0.889 0.824 0.875 0.813 0.869
0.1 0.836 0.894 0.824 0.866 0.809 0.849
1.5
0.01 0.787 0.850 0.808 0.859 0.805 0.847
0.05 0.786 0.850 0.804 0.862 0.783 0.846
0.1 0.783 0.840 0.786 0.834 0.775 0.827
36
0.5
0.01 0.888 0.947 0.896 0.938 0.870 0.932
0.05 0.900 0.949 0.882 0.939 0.857 0.926
0.1 0.881 0.941 0.869 0.925 0.850 0.911
1
0.01 0.858 0.918 0.899 0.958 0.855 0.911
0.05 0.857 0.923 0.871 0.931 0.870 0.928
0.1 0.863 0.923 0.870 0.919 0.861 0.921
1.5
0.01 0.839 0.905 0.867 0.932 0.834 0.907
0.05 0.830 0.885 0.854 0.908 0.856 0.919
0.1 0.833 0.891 0.864 0.917 0.853 0.911
296
Table 4.164 Coverage probability for 90% confidence regions: Mate´rn covariance; uniform
sites; lag set G2; method A based on (4.47) (no maximum EL estimation), method
B based on (4.46) (maximum EL estimation); nominal size 0.1; based on 1000
runs
Lag Set {(1, 1), (1,−1), (3, 3), (3,−3)}
λn C κ
n
600 1200 1800
A B A B A B
12
0.5
0.01 0.598 0.649 0.505 0.563 0.507 0.546
0.05 0.575 0.608 0.518 0.541 0.519 0.537
0.1 0.548 0.561 0.520 0.534 0.514 0.526
1
0.01 0.622 0.651 0.511 0.560 0.496 0.534
0.05 0.613 0.633 0.509 0.543 0.502 0.523
0.1 0.592 0.589 0.517 0.525 0.491 0.496
1.5
0.01 0.608 0.631 0.500 0.536 0.486 0.508
0.05 0.596 0.610 0.495 0.513 0.493 0.510
0.1 0.567 0.570 0.496 0.496 0.478 0.482
24
0.5
0.01 0.842 0.887 0.810 0.856 0.773 0.836
0.05 0.850 0.897 0.834 0.865 0.772 0.828
0.1 0.817 0.854 0.772 0.797 0.747 0.783
1
0.01 0.811 0.866 0.786 0.839 0.811 0.836
0.05 0.809 0.848 0.818 0.846 0.808 0.841
0.1 0.829 0.861 0.804 0.832 0.792 0.812
1.5
0.01 0.771 0.807 0.774 0.817 0.772 0.814
0.05 0.768 0.819 0.783 0.821 0.790 0.806
0.1 0.728 0.784 0.757 0.789 0.767 0.784
36
0.5
0.01 0.876 0.948 0.886 0.935 0.843 0.919
0.05 0.878 0.938 0.890 0.940 0.855 0.898
0.1 0.877 0.943 0.878 0.915 0.860 0.906
1
0.01 0.862 0.912 0.878 0.927 0.843 0.910
0.05 0.860 0.916 0.862 0.920 0.869 0.903
0.1 0.851 0.900 0.868 0.916 0.877 0.912
1.5
0.01 0.820 0.877 0.826 0.887 0.808 0.883
0.05 0.811 0.869 0.835 0.899 0.818 0.874
0.1 0.789 0.859 0.838 0.896 0.835 0.878
297
Table 4.165 Coverage probability for 90% confidence regions: Mate´rn covariance; uniform
sites; lag set G3; method A based on (4.47) (no maximum EL estimation), method
B based on (4.46) (maximum EL estimation); nominal size 0.1; based on 1000
runs
Lag Set {(1, 1), (1,−1), (3, 3)}
λn C κ
n
600 1200 1800
A B A B A B
12
0.5
0.01 0.608 0.659 0.516 0.553 0.518 0.548
0.05 0.586 0.602 0.516 0.532 0.516 0.523
0.1 0.562 0.582 0.532 0.541 0.529 0.545
1
0.01 0.656 0.673 0.531 0.557 0.504 0.527
0.05 0.624 0.641 0.523 0.542 0.503 0.509
0.1 0.613 0.622 0.527 0.524 0.505 0.514
1.5
0.01 0.622 0.634 0.539 0.544 0.505 0.518
0.05 0.622 0.626 0.527 0.538 0.496 0.498
0.1 0.589 0.593 0.502 0.511 0.486 0.486
24
0.5
0.01 0.867 0.913 0.838 0.884 0.808 0.852
0.05 0.869 0.911 0.839 0.870 0.796 0.833
0.1 0.839 0.882 0.802 0.836 0.779 0.810
1
0.01 0.833 0.872 0.820 0.875 0.817 0.859
0.05 0.832 0.876 0.835 0.876 0.824 0.838
0.1 0.823 0.870 0.834 0.861 0.811 0.830
1.5
0.01 0.764 0.811 0.786 0.837 0.790 0.830
0.05 0.763 0.817 0.802 0.835 0.799 0.829
0.1 0.731 0.798 0.764 0.800 0.780 0.801
36
0.5
0.01 0.886 0.948 0.899 0.942 0.857 0.919
0.05 0.877 0.936 0.895 0.941 0.854 0.911
0.1 0.886 0.941 0.869 0.920 0.880 0.919
1
0.01 0.857 0.915 0.894 0.942 0.858 0.910
0.05 0.852 0.920 0.871 0.922 0.877 0.924
0.1 0.859 0.916 0.869 0.929 0.875 0.913
1.5
0.01 0.819 0.869 0.834 0.896 0.833 0.891
0.05 0.809 0.872 0.848 0.908 0.836 0.883
0.1 0.801 0.863 0.846 0.905 0.826 0.889
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Table 4.166 Coverage probability for 90% confidence regions: Mate´rn covariance; uniform
sites; lag set G4; method A based on (4.47) (no maximum EL estimation), method
B based on (4.46) (maximum EL estimation); nominal size 0.1; based on 1000
runs
Lag Set {(1, 1), (3, 3), (5, 5)}
λn C κ
n
600 1200 1800
A B A B A B
12
0.5
0.01 0.673 0.718 0.601 0.668 0.600 0.667
0.05 0.672 0.710 0.624 0.676 0.621 0.664
0.1 0.683 0.724 0.662 0.700 0.647 0.689
1
0.01 0.675 0.723 0.593 0.644 0.579 0.641
0.05 0.655 0.685 0.618 0.670 0.607 0.645
0.1 0.691 0.728 0.613 0.659 0.620 0.650
1.5
0.01 0.658 0.683 0.565 0.601 0.562 0.610
0.05 0.655 0.676 0.612 0.647 0.573 0.611
0.1 0.666 0.694 0.594 0.622 0.599 0.627
24
0.5
0.01 0.847 0.883 0.826 0.870 0.809 0.845
0.05 0.843 0.887 0.841 0.876 0.801 0.847
0.1 0.860 0.889 0.810 0.844 0.781 0.832
1
0.01 0.839 0.886 0.842 0.873 0.828 0.871
0.05 0.828 0.871 0.843 0.880 0.834 0.863
0.1 0.853 0.888 0.839 0.859 0.816 0.834
1.5
0.01 0.780 0.837 0.809 0.850 0.818 0.848
0.05 0.791 0.836 0.816 0.854 0.811 0.830
0.1 0.771 0.827 0.799 0.831 0.789 0.805
36
0.5
0.01 0.899 0.933 0.883 0.926 0.863 0.905
0.05 0.894 0.935 0.891 0.931 0.859 0.906
0.1 0.892 0.935 0.873 0.911 0.878 0.904
1
0.01 0.854 0.924 0.901 0.943 0.877 0.917
0.05 0.864 0.917 0.872 0.921 0.887 0.918
0.1 0.871 0.917 0.876 0.911 0.881 0.914
1.5
0.01 0.854 0.898 0.869 0.908 0.843 0.901
0.05 0.827 0.871 0.870 0.915 0.848 0.901
0.1 0.831 0.895 0.863 0.907 0.851 0.905
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Table 4.167 Coverage probability for 90% confidence regions: Mate´rn covariance; uniform
sites; lag set G5; method A based on (4.47) (no maximum EL estimation), method
B based on (4.46) (maximum EL estimation); nominal size 0.1; based on 1000
runs
Lag Set {(1, 1), (2, 2), (3, 3), (4, 4)}
λn C κ
n
600 1200 1800
A B A B A B
12
0.5
0.01 0.655 0.728 0.597 0.676 0.601 0.673
0.05 0.660 0.723 0.617 0.680 0.630 0.673
0.1 0.653 0.706 0.659 0.702 0.639 0.688
1
0.01 0.637 0.701 0.585 0.654 0.569 0.638
0.05 0.643 0.699 0.605 0.667 0.615 0.657
0.1 0.647 0.702 0.611 0.646 0.606 0.648
1.5
0.01 0.619 0.678 0.544 0.612 0.552 0.606
0.05 0.620 0.663 0.566 0.622 0.573 0.624
0.1 0.613 0.665 0.575 0.628 0.598 0.630
24
0.5
0.01 0.832 0.900 0.803 0.880 0.756 0.847
0.05 0.825 0.887 0.806 0.866 0.763 0.847
0.1 0.834 0.888 0.775 0.823 0.755 0.829
1
0.01 0.829 0.887 0.813 0.864 0.798 0.862
0.05 0.824 0.871 0.807 0.860 0.792 0.854
0.1 0.834 0.890 0.806 0.855 0.801 0.861
1.5
0.01 0.783 0.842 0.790 0.845 0.788 0.833
0.05 0.780 0.846 0.801 0.854 0.793 0.837
0.1 0.772 0.831 0.788 0.832 0.782 0.827
36
0.5
0.01 0.881 0.939 0.887 0.934 0.861 0.927
0.05 0.900 0.936 0.877 0.931 0.847 0.918
0.1 0.880 0.941 0.874 0.923 0.844 0.902
1
0.01 0.856 0.911 0.897 0.948 0.849 0.908
0.05 0.856 0.917 0.869 0.926 0.862 0.910
0.1 0.865 0.919 0.877 0.914 0.860 0.922
1.5
0.01 0.840 0.896 0.869 0.911 0.830 0.898
0.05 0.818 0.881 0.848 0.897 0.852 0.909
0.1 0.833 0.895 0.855 0.905 0.851 0.902
300
Table 4.168 Coverage probability for 90% confidence regions: Mate´rn covariance; mixture of
uniform and normal sites; lag set G1; method A based on (4.47) (no maximum
EL estimation), method B based on (4.46) (maximum EL estimation); nominal
size 0.1; based on 1000 runs
Lag Set {(1, 1), (2, 2), (3, 3)}
λn C κ
n
600 1200 1800
A B A B A B
12
0.5
0.01 0.658 0.682 0.626 0.650 0.634 0.663
0.05 0.607 0.646 0.584 0.619 0.584 0.620
0.1 0.523 0.583 0.486 0.550 0.504 0.546
1
0.01 0.635 0.674 0.619 0.638 0.619 0.639
0.05 0.585 0.623 0.567 0.602 0.578 0.610
0.1 0.489 0.539 0.475 0.531 0.476 0.513
1.5
0.01 0.581 0.621 0.582 0.605 0.600 0.623
0.05 0.533 0.584 0.546 0.575 0.548 0.586
0.1 0.439 0.491 0.435 0.484 0.458 0.490
24
0.5
0.01 0.778 0.847 0.744 0.825 0.704 0.769
0.05 0.779 0.831 0.712 0.800 0.678 0.756
0.1 0.739 0.801 0.692 0.770 0.672 0.719
1
0.01 0.740 0.797 0.704 0.765 0.701 0.753
0.05 0.743 0.790 0.699 0.745 0.643 0.704
0.1 0.725 0.781 0.687 0.748 0.661 0.712
1.5
0.01 0.672 0.721 0.655 0.694 0.633 0.681
0.05 0.667 0.717 0.647 0.690 0.630 0.673
0.1 0.660 0.698 0.616 0.666 0.617 0.660
36
0.5
0.01 0.848 0.906 0.849 0.904 0.821 0.875
0.05 0.842 0.905 0.824 0.882 0.793 0.850
0.1 0.844 0.890 0.829 0.882 0.778 0.841
1
0.01 0.788 0.846 0.822 0.871 0.797 0.853
0.05 0.780 0.837 0.834 0.873 0.801 0.840
0.1 0.804 0.847 0.820 0.860 0.754 0.803
1.5
0.01 0.707 0.775 0.764 0.812 0.729 0.773
0.05 0.714 0.772 0.775 0.826 0.747 0.793
0.1 0.718 0.776 0.745 0.795 0.733 0.774
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Table 4.169 Coverage probability for 90% confidence regions: Mate´rn covariance; mixture of
uniform and normal sites; lag set G2; method A based on (4.47) (no maximum
EL estimation), method B based on (4.46) (maximum EL estimation); nominal
size 0.1; based on 1000 runs
Lag Set {(1, 1), (1,−1), (3, 3), (3,−3)}
λn C κ
n
600 1200 1800
A B A B A B
12
0.5
0.01 0.536 0.540 0.513 0.515 0.515 0.519
0.05 0.503 0.502 0.483 0.484 0.498 0.498
0.1 0.455 0.464 0.441 0.449 0.438 0.452
1
0.01 0.539 0.546 0.486 0.488 0.490 0.493
0.05 0.493 0.489 0.451 0.449 0.462 0.466
0.1 0.414 0.416 0.404 0.415 0.415 0.429
1.5
0.01 0.495 0.497 0.450 0.456 0.474 0.475
0.05 0.456 0.454 0.435 0.430 0.439 0.445
0.1 0.377 0.370 0.369 0.375 0.392 0.400
24
0.5
0.01 0.778 0.812 0.726 0.769 0.646 0.707
0.05 0.761 0.799 0.707 0.737 0.631 0.662
0.1 0.729 0.755 0.634 0.654 0.599 0.612
1
0.01 0.732 0.756 0.693 0.719 0.671 0.690
0.05 0.705 0.737 0.683 0.694 0.643 0.648
0.1 0.699 0.714 0.667 0.678 0.609 0.617
1.5
0.01 0.637 0.671 0.622 0.631 0.628 0.646
0.05 0.617 0.654 0.636 0.648 0.616 0.617
0.1 0.628 0.644 0.619 0.636 0.584 0.590
36
0.5
0.01 0.836 0.900 0.825 0.872 0.814 0.874
0.05 0.837 0.885 0.840 0.870 0.820 0.842
0.1 0.860 0.891 0.826 0.857 0.787 0.817
1
0.01 0.762 0.814 0.792 0.843 0.790 0.815
0.05 0.750 0.803 0.798 0.827 0.776 0.810
0.1 0.761 0.797 0.813 0.833 0.757 0.776
1.5
0.01 0.684 0.731 0.725 0.779 0.715 0.742
0.05 0.685 0.742 0.731 0.778 0.720 0.751
0.1 0.699 0.734 0.725 0.761 0.725 0.739
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Table 4.170 Coverage probability for 90% confidence regions: Mate´rn covariance; mixture of
uniform and normal sites; lag set G3; method A based on (4.47) (no maximum
EL estimation), method B based on (4.46) (maximum EL estimation); nominal
size 0.1; based on 1000 runs
Lag Set {(1, 1), (1,−1), (3, 3)}
λn C κ
n
600 1200 1800
A B A B A B
12
0.5
0.01 0.540 0.542 0.515 0.519 0.517 0.520
0.05 0.509 0.504 0.483 0.483 0.495 0.497
0.1 0.439 0.456 0.431 0.440 0.436 0.449
1
0.01 0.558 0.544 0.495 0.491 0.494 0.495
0.05 0.500 0.490 0.460 0.452 0.462 0.461
0.1 0.403 0.413 0.389 0.398 0.407 0.416
1.5
0.01 0.505 0.491 0.468 0.455 0.481 0.476
0.05 0.466 0.458 0.448 0.440 0.448 0.446
0.1 0.357 0.368 0.357 0.362 0.375 0.383
24
0.5
0.01 0.797 0.826 0.739 0.768 0.686 0.711
0.05 0.777 0.807 0.731 0.756 0.649 0.679
0.1 0.762 0.794 0.652 0.687 0.624 0.652
1
0.01 0.754 0.771 0.723 0.730 0.706 0.709
0.05 0.715 0.747 0.695 0.710 0.656 0.660
0.1 0.719 0.731 0.680 0.699 0.648 0.669
1.5
0.01 0.635 0.679 0.622 0.639 0.655 0.655
0.05 0.625 0.652 0.631 0.646 0.640 0.634
0.1 0.633 0.659 0.634 0.648 0.616 0.617
36
0.5
0.01 0.844 0.890 0.847 0.885 0.835 0.874
0.05 0.856 0.898 0.849 0.883 0.833 0.871
0.1 0.859 0.898 0.854 0.883 0.808 0.845
1
0.01 0.778 0.831 0.804 0.853 0.807 0.828
0.05 0.751 0.805 0.807 0.838 0.785 0.812
0.1 0.762 0.798 0.823 0.850 0.781 0.795
1.5
0.01 0.688 0.734 0.720 0.777 0.725 0.758
0.05 0.682 0.746 0.744 0.782 0.722 0.752
0.1 0.699 0.734 0.734 0.760 0.730 0.745
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Table 4.171 Coverage probability for 90% confidence regions: Mate´rn covariance; mixture of
uniform and normal sites; lag set G4; method A based on (4.47) (no maximum
EL estimation), method B based on (4.46) (maximum EL estimation); nominal
size 0.1; based on 1000 runs
Lag Set {(1, 1), (3, 3), (5, 5)}
λn C κ
n
600 1200 1800
A B A B A B
12
0.5
0.01 0.647 0.658 0.618 0.628 0.615 0.624
0.05 0.624 0.623 0.590 0.600 0.588 0.603
0.1 0.550 0.580 0.516 0.549 0.513 0.545
1
0.01 0.638 0.652 0.600 0.610 0.598 0.603
0.05 0.598 0.609 0.572 0.582 0.576 0.586
0.1 0.514 0.548 0.494 0.529 0.495 0.521
1.5
0.01 0.553 0.558 0.562 0.573 0.576 0.584
0.05 0.561 0.560 0.557 0.560 0.547 0.557
0.1 0.472 0.495 0.470 0.494 0.470 0.495
24
0.5
0.01 0.793 0.826 0.761 0.815 0.715 0.770
0.05 0.797 0.830 0.757 0.805 0.707 0.757
0.1 0.766 0.800 0.720 0.761 0.660 0.716
1
0.01 0.760 0.796 0.720 0.733 0.706 0.731
0.05 0.757 0.782 0.712 0.736 0.675 0.712
0.1 0.760 0.777 0.719 0.741 0.672 0.711
1.5
0.01 0.680 0.712 0.659 0.676 0.659 0.674
0.05 0.679 0.709 0.658 0.685 0.661 0.673
0.1 0.671 0.691 0.652 0.672 0.643 0.660
36
0.5
0.01 0.861 0.900 0.853 0.887 0.828 0.874
0.05 0.849 0.889 0.841 0.864 0.820 0.851
0.1 0.860 0.878 0.861 0.877 0.804 0.841
1
0.01 0.790 0.845 0.824 0.864 0.803 0.837
0.05 0.780 0.816 0.835 0.856 0.797 0.819
0.1 0.800 0.835 0.832 0.859 0.784 0.799
1.5
0.01 0.716 0.776 0.764 0.805 0.732 0.765
0.05 0.733 0.775 0.777 0.817 0.743 0.777
0.1 0.731 0.766 0.755 0.783 0.749 0.773
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Table 4.172 Coverage probability for 90% confidence regions: Mate´rn covariance; mixture of
uniform and normal sites; lag set G5; method A based on (4.47) (no maximum
EL estimation), method B based on (4.46) (maximum EL estimation); nominal
size 0.1; based on 1000 runs
Lag Set {(1, 1), (2, 2), (3, 3), (4, 4)}
λn C κ
n
600 1200 1800
A B A B A B
12
0.5
0.01 0.637 0.663 0.622 0.643 0.619 0.645
0.05 0.610 0.633 0.591 0.614 0.594 0.616
0.1 0.543 0.596 0.510 0.568 0.517 0.551
1
0.01 0.620 0.659 0.603 0.625 0.602 0.622
0.05 0.588 0.615 0.570 0.597 0.578 0.603
0.1 0.500 0.549 0.489 0.540 0.489 0.528
1.5
0.01 0.544 0.580 0.562 0.585 0.584 0.605
0.05 0.535 0.573 0.549 0.574 0.549 0.576
0.1 0.456 0.497 0.450 0.495 0.469 0.503
24
0.5
0.01 0.766 0.831 0.729 0.811 0.690 0.763
0.05 0.771 0.831 0.700 0.791 0.680 0.747
0.1 0.720 0.789 0.690 0.755 0.643 0.702
1
0.01 0.739 0.784 0.686 0.743 0.689 0.746
0.05 0.743 0.792 0.681 0.734 0.634 0.691
0.1 0.719 0.775 0.684 0.732 0.641 0.690
1.5
0.01 0.673 0.715 0.639 0.689 0.621 0.672
0.05 0.664 0.711 0.632 0.680 0.627 0.675
0.1 0.653 0.690 0.600 0.650 0.614 0.654
36
0.5
0.01 0.833 0.893 0.835 0.893 0.813 0.865
0.05 0.844 0.905 0.818 0.869 0.785 0.845
0.1 0.838 0.886 0.828 0.869 0.773 0.823
1
0.01 0.787 0.842 0.814 0.863 0.794 0.841
0.05 0.776 0.829 0.832 0.875 0.789 0.826
0.1 0.799 0.848 0.814 0.855 0.759 0.800
1.5
0.01 0.703 0.768 0.759 0.813 0.726 0.762
0.05 0.712 0.772 0.773 0.823 0.740 0.791
0.1 0.719 0.769 0.739 0.791 0.725 0.768
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Table 4.173 Coverage probability for 90% confidence intervals: exponential covariance; uni-
form sites; lag set H1; method A based on (4.47) (no maximum EL estimation),
method B based on (4.46) (maximum EL estimation); nominal size 0.1; based on
1000 runs
Lag Set {(1, 1), (2, 2)}
λn C κ
n
600 1200 1800
A B A B A B
12
0.5
0.01 0.853 0.855 0.803 0.808 0.809 0.812
0.05 0.843 0.857 0.825 0.829 0.833 0.839
0.1 0.848 0.863 0.807 0.813 0.855 0.858
1
0.01 0.877 0.900 0.812 0.816 0.811 0.813
0.05 0.853 0.886 0.825 0.836 0.828 0.831
0.1 0.875 0.889 0.789 0.798 0.843 0.843
1.5
0.01 0.897 0.921 0.823 0.844 0.827 0.828
0.05 0.876 0.906 0.820 0.836 0.845 0.846
0.1 0.889 0.908 0.804 0.814 0.854 0.859
24
0.5
0.01 0.899 0.947 0.871 0.914 0.886 0.923
0.05 0.894 0.947 0.883 0.928 0.869 0.898
0.1 0.893 0.946 0.878 0.905 0.868 0.890
1
0.01 0.900 0.968 0.904 0.956 0.900 0.948
0.05 0.894 0.948 0.899 0.944 0.893 0.941
0.1 0.897 0.948 0.886 0.928 0.897 0.927
1.5
0.01 0.887 0.959 0.906 0.963 0.903 0.956
0.05 0.889 0.964 0.914 0.968 0.900 0.954
0.1 0.893 0.952 0.890 0.937 0.888 0.931
36
0.5
0.01 0.903 0.968 0.920 0.976 0.918 0.966
0.05 0.891 0.967 0.902 0.957 0.898 0.949
0.1 0.894 0.958 0.907 0.964 0.900 0.942
1
0.01 0.893 0.979 0.907 0.974 0.901 0.962
0.05 0.896 0.961 0.908 0.967 0.902 0.961
0.1 0.904 0.963 0.882 0.950 0.902 0.960
1.5
0.01 0.884 0.967 0.894 0.964 0.907 0.965
0.05 0.884 0.956 0.904 0.966 0.928 0.972
0.1 0.892 0.956 0.884 0.963 0.904 0.965
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Table 4.174 Coverage probability for 90% confidence intervals: exponential covariance; uni-
form sites; lag set H2; method A based on (4.47) (no maximum EL estimation),
method B based on (4.46) (maximum EL estimation); nominal size 0.1; based on
1000 runs
Lag Set {(1, 1), (2, 2), (3, 3), (4, 4)}
λn C κ
n
600 1200 1800
A B A B A B
12
0.5
0.01 0.840 0.850 0.794 0.807 0.778 0.784
0.05 0.835 0.840 0.812 0.812 0.787 0.789
0.1 0.838 0.845 0.788 0.788 0.828 0.829
1
0.01 0.866 0.884 0.814 0.826 0.786 0.789
0.05 0.868 0.880 0.827 0.829 0.789 0.795
0.1 0.867 0.871 0.783 0.786 0.807 0.804
1.5
0.01 0.897 0.918 0.830 0.837 0.804 0.804
0.05 0.882 0.892 0.835 0.834 0.814 0.813
0.1 0.874 0.895 0.799 0.801 0.813 0.812
24
0.5
0.01 0.899 0.942 0.888 0.918 0.889 0.918
0.05 0.883 0.926 0.889 0.914 0.852 0.873
0.1 0.900 0.938 0.877 0.904 0.866 0.884
1
0.01 0.898 0.955 0.919 0.951 0.896 0.933
0.05 0.895 0.949 0.905 0.944 0.892 0.923
0.1 0.896 0.936 0.889 0.923 0.892 0.915
1.5
0.01 0.894 0.943 0.907 0.956 0.901 0.947
0.05 0.888 0.952 0.910 0.952 0.904 0.941
0.1 0.891 0.943 0.892 0.938 0.898 0.936
36
0.5
0.01 0.906 0.957 0.920 0.969 0.921 0.955
0.05 0.890 0.959 0.907 0.952 0.902 0.938
0.1 0.903 0.950 0.899 0.940 0.903 0.935
1
0.01 0.891 0.958 0.916 0.967 0.894 0.952
0.05 0.889 0.951 0.910 0.970 0.912 0.950
0.1 0.903 0.955 0.888 0.945 0.902 0.940
1.5
0.01 0.886 0.950 0.902 0.954 0.916 0.957
0.05 0.884 0.951 0.901 0.950 0.923 0.972
0.1 0.895 0.952 0.888 0.947 0.911 0.958
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Table 4.175 Coverage probability for 90% confidence intervals: exponential covariance; uni-
form sites; lag set H3; method A based on (4.47) (no maximum EL estimation),
method B based on (4.46) (maximum EL estimation); nominal size 0.1; based on
1000 runs
Lag Set {(1, 1), (1,−1)}
λn C κ
n
600 1200 1800
A B A B A B
12
0.5
0.01 0.852 0.856 0.799 0.794 0.819 0.816
0.05 0.860 0.859 0.793 0.786 0.839 0.837
0.1 0.826 0.829 0.808 0.806 0.838 0.840
1
0.01 0.871 0.875 0.790 0.784 0.805 0.800
0.05 0.866 0.870 0.804 0.797 0.819 0.810
0.1 0.832 0.839 0.797 0.791 0.811 0.806
1.5
0.01 0.880 0.891 0.821 0.818 0.819 0.813
0.05 0.878 0.884 0.825 0.820 0.832 0.819
0.1 0.873 0.869 0.806 0.799 0.818 0.807
24
0.5
0.01 0.895 0.963 0.893 0.930 0.875 0.906
0.05 0.898 0.960 0.890 0.926 0.882 0.907
0.1 0.895 0.941 0.875 0.897 0.878 0.891
1
0.01 0.899 0.968 0.907 0.953 0.903 0.943
0.05 0.885 0.950 0.895 0.944 0.882 0.927
0.1 0.885 0.945 0.890 0.924 0.903 0.915
1.5
0.01 0.878 0.953 0.895 0.958 0.898 0.956
0.05 0.872 0.951 0.900 0.958 0.880 0.946
0.1 0.880 0.945 0.900 0.938 0.890 0.923
36
0.5
0.01 0.889 0.975 0.898 0.967 0.911 0.971
0.05 0.889 0.976 0.906 0.966 0.888 0.946
0.1 0.895 0.972 0.918 0.967 0.895 0.949
1
0.01 0.906 0.977 0.889 0.981 0.909 0.981
0.05 0.895 0.972 0.903 0.970 0.911 0.972
0.1 0.905 0.976 0.926 0.972 0.902 0.964
1.5
0.01 0.887 0.970 0.882 0.967 0.908 0.973
0.05 0.888 0.963 0.887 0.972 0.883 0.960
0.1 0.888 0.966 0.890 0.962 0.891 0.960
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Table 4.176 Coverage probability for 90% confidence intervals: exponential covariance; uni-
form sites; lag set H4; method A based on (4.47) (no maximum EL estimation),
method B based on (4.46) (maximum EL estimation); nominal size 0.1; based on
1000 runs
Lag Set {(1, 1), (3, 3)}
λn C κ
n
600 1200 1800
A B A B A B
12
0.5
0.01 0.860 0.866 0.817 0.818 0.827 0.822
0.05 0.851 0.855 0.825 0.827 0.836 0.834
0.1 0.849 0.850 0.805 0.806 0.857 0.856
1
0.01 0.866 0.881 0.827 0.824 0.837 0.824
0.05 0.870 0.884 0.842 0.838 0.834 0.829
0.1 0.874 0.880 0.794 0.794 0.853 0.847
1.5
0.01 0.890 0.911 0.843 0.850 0.849 0.839
0.05 0.884 0.906 0.851 0.857 0.853 0.842
0.1 0.886 0.895 0.810 0.810 0.844 0.838
24
0.5
0.01 0.896 0.947 0.892 0.930 0.892 0.929
0.05 0.902 0.953 0.888 0.921 0.854 0.880
0.1 0.876 0.937 0.877 0.907 0.865 0.878
1
0.01 0.893 0.968 0.908 0.959 0.890 0.942
0.05 0.892 0.949 0.905 0.943 0.885 0.931
0.1 0.880 0.938 0.883 0.923 0.900 0.924
1.5
0.01 0.884 0.957 0.899 0.958 0.905 0.962
0.05 0.873 0.961 0.903 0.959 0.895 0.956
0.1 0.887 0.949 0.891 0.946 0.886 0.925
36
0.5
0.01 0.903 0.959 0.917 0.971 0.915 0.956
0.05 0.902 0.974 0.907 0.961 0.890 0.940
0.1 0.904 0.960 0.912 0.965 0.902 0.946
1
0.01 0.890 0.965 0.908 0.969 0.904 0.964
0.05 0.894 0.970 0.912 0.978 0.904 0.963
0.1 0.909 0.961 0.895 0.958 0.913 0.961
1.5
0.01 0.892 0.971 0.901 0.958 0.915 0.966
0.05 0.883 0.968 0.896 0.963 0.912 0.967
0.1 0.902 0.967 0.896 0.962 0.907 0.966
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Table 4.177 Coverage probability for 90% confidence intervals: exponential covariance; uni-
form sites; lag set H5; method A based on (4.47) (no maximum EL estimation),
method B based on (4.46) (maximum EL estimation); nominal size 0.1; based on
1000 runs
Lag Set {(1, 1), (2, 2), (3, 3)}
λn C κ
n
600 1200 1800
A B A B A B
12
0.5
0.01 0.837 0.850 0.794 0.806 0.776 0.781
0.05 0.842 0.849 0.816 0.817 0.794 0.795
0.1 0.847 0.850 0.794 0.795 0.839 0.842
1
0.01 0.868 0.885 0.814 0.818 0.784 0.784
0.05 0.872 0.883 0.832 0.828 0.795 0.800
0.1 0.870 0.880 0.787 0.789 0.818 0.817
1.5
0.01 0.901 0.918 0.828 0.838 0.804 0.805
0.05 0.880 0.895 0.835 0.839 0.815 0.818
0.1 0.873 0.895 0.799 0.803 0.828 0.823
24
0.5
0.01 0.894 0.941 0.887 0.921 0.893 0.925
0.05 0.881 0.933 0.888 0.914 0.856 0.878
0.1 0.899 0.946 0.875 0.908 0.868 0.884
1
0.01 0.899 0.956 0.920 0.960 0.899 0.932
0.05 0.893 0.945 0.907 0.947 0.890 0.926
0.1 0.894 0.935 0.883 0.924 0.891 0.918
1.5
0.01 0.894 0.947 0.907 0.952 0.902 0.947
0.05 0.889 0.960 0.909 0.957 0.901 0.944
0.1 0.886 0.947 0.889 0.938 0.904 0.940
36
0.5
0.01 0.907 0.960 0.922 0.970 0.916 0.957
0.05 0.894 0.959 0.906 0.954 0.903 0.942
0.1 0.902 0.958 0.902 0.946 0.909 0.935
1
0.01 0.891 0.962 0.915 0.967 0.894 0.950
0.05 0.896 0.957 0.911 0.962 0.913 0.953
0.1 0.902 0.958 0.883 0.948 0.896 0.943
1.5
0.01 0.889 0.959 0.896 0.957 0.914 0.960
0.05 0.879 0.954 0.906 0.955 0.927 0.975
0.1 0.892 0.954 0.889 0.957 0.909 0.956
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Table 4.178 Coverage probability for 90% confidence intervals: exponential covariance; uni-
form sites; lag set H6; method A based on (4.47) (no maximum EL estimation),
method B based on (4.46) (maximum EL estimation); nominal size 0.1; based on
1000 runs
Lag Set {(1, 1), (1,−1), (3, 3)}
λn C κ
n
600 1200 1800
A B A B A B
12
0.5
0.01 0.848 0.842 0.792 0.786 0.791 0.787
0.05 0.852 0.853 0.797 0.794 0.823 0.820
0.1 0.836 0.837 0.800 0.800 0.840 0.838
1
0.01 0.864 0.870 0.796 0.784 0.787 0.776
0.05 0.863 0.863 0.812 0.806 0.810 0.799
0.1 0.848 0.845 0.803 0.800 0.809 0.803
1.5
0.01 0.882 0.883 0.815 0.814 0.805 0.796
0.05 0.878 0.888 0.833 0.831 0.821 0.809
0.1 0.864 0.866 0.809 0.796 0.806 0.801
24
0.5
0.01 0.899 0.949 0.901 0.929 0.891 0.898
0.05 0.894 0.939 0.890 0.908 0.875 0.891
0.1 0.904 0.942 0.887 0.903 0.878 0.894
1
0.01 0.911 0.966 0.904 0.948 0.904 0.942
0.05 0.890 0.948 0.895 0.936 0.886 0.919
0.1 0.888 0.936 0.900 0.923 0.910 0.921
1.5
0.01 0.896 0.957 0.899 0.952 0.897 0.945
0.05 0.882 0.946 0.897 0.942 0.881 0.936
0.1 0.889 0.937 0.898 0.937 0.896 0.927
36
0.5
0.01 0.894 0.966 0.901 0.962 0.911 0.958
0.05 0.883 0.966 0.906 0.959 0.887 0.939
0.1 0.898 0.965 0.916 0.962 0.899 0.938
1
0.01 0.910 0.975 0.889 0.961 0.906 0.969
0.05 0.896 0.970 0.900 0.963 0.918 0.970
0.1 0.905 0.970 0.916 0.960 0.906 0.966
1.5
0.01 0.885 0.968 0.886 0.957 0.912 0.966
0.05 0.889 0.955 0.890 0.965 0.888 0.948
0.1 0.891 0.955 0.905 0.956 0.890 0.956
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Table 4.179 Coverage probability for 90% confidence intervals: exponential covariance; uni-
form sites; lag set H7; method A based on (4.47) (no maximum EL estimation),
method B based on (4.46) (maximum EL estimation); nominal size 0.1; based on
1000 runs
Lag Set {(1, 1), (1,−1), (3, 3), (3,−3)}
λn C κ
n
600 1200 1800
A B A B A B
12
0.5
0.01 0.823 0.825 0.777 0.769 0.772 0.775
0.05 0.849 0.845 0.799 0.795 0.808 0.802
0.1 0.828 0.825 0.803 0.805 0.834 0.835
1
0.01 0.860 0.869 0.791 0.783 0.763 0.761
0.05 0.860 0.858 0.811 0.803 0.795 0.786
0.1 0.843 0.847 0.802 0.795 0.800 0.795
1.5
0.01 0.875 0.890 0.806 0.804 0.792 0.778
0.05 0.883 0.891 0.830 0.826 0.803 0.786
0.1 0.863 0.867 0.798 0.794 0.794 0.787
24
0.5
0.01 0.898 0.944 0.894 0.919 0.888 0.901
0.05 0.889 0.924 0.890 0.908 0.865 0.874
0.1 0.908 0.941 0.888 0.899 0.875 0.883
1
0.01 0.909 0.958 0.904 0.940 0.904 0.939
0.05 0.883 0.949 0.899 0.938 0.882 0.913
0.1 0.880 0.925 0.894 0.911 0.909 0.912
1.5
0.01 0.894 0.954 0.902 0.955 0.905 0.942
0.05 0.884 0.941 0.896 0.936 0.889 0.932
0.1 0.894 0.932 0.901 0.934 0.897 0.917
36
0.5
0.01 0.897 0.958 0.905 0.955 0.905 0.947
0.05 0.886 0.960 0.906 0.953 0.890 0.933
0.1 0.900 0.957 0.925 0.957 0.898 0.934
1
0.01 0.910 0.965 0.891 0.960 0.899 0.962
0.05 0.890 0.965 0.903 0.959 0.919 0.966
0.1 0.910 0.965 0.925 0.966 0.917 0.963
1.5
0.01 0.885 0.957 0.884 0.958 0.908 0.964
0.05 0.889 0.951 0.888 0.960 0.891 0.953
0.1 0.883 0.954 0.903 0.960 0.890 0.956
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Table 4.180 Coverage probability for 90% confidence intervals: exponential covariance; mix-
ture of uniform and normal sites; lag set H1; method A based on (4.47) (no
maximum EL estimation), method B based on (4.46) (maximum EL estimation);
nominal size 0.1; based on 1000 runs
Lag Set {(1, 1), (2, 2)}
λn C κ
n
600 1200 1800
A B A B A B
12
0.5
0.01 0.738 0.750 0.723 0.734 0.724 0.733
0.05 0.676 0.681 0.686 0.695 0.672 0.676
0.1 0.677 0.679 0.676 0.679 0.684 0.688
1
0.01 0.766 0.778 0.720 0.722 0.702 0.706
0.05 0.698 0.713 0.673 0.678 0.660 0.662
0.1 0.697 0.699 0.655 0.659 0.655 0.660
1.5
0.01 0.770 0.804 0.731 0.737 0.711 0.709
0.05 0.715 0.736 0.678 0.687 0.643 0.648
0.1 0.706 0.718 0.646 0.651 0.652 0.656
24
0.5
0.01 0.891 0.930 0.860 0.884 0.862 0.872
0.05 0.895 0.932 0.884 0.896 0.862 0.870
0.1 0.881 0.910 0.879 0.897 0.864 0.868
1
0.01 0.898 0.948 0.896 0.924 0.891 0.914
0.05 0.904 0.950 0.900 0.925 0.894 0.911
0.1 0.912 0.952 0.903 0.917 0.862 0.877
1.5
0.01 0.913 0.962 0.911 0.942 0.910 0.932
0.05 0.895 0.941 0.899 0.921 0.904 0.923
0.1 0.894 0.939 0.905 0.927 0.890 0.898
36
0.5
0.01 0.889 0.970 0.890 0.936 0.886 0.919
0.05 0.902 0.958 0.898 0.943 0.889 0.922
0.1 0.917 0.957 0.900 0.933 0.897 0.913
1
0.01 0.894 0.963 0.900 0.955 0.909 0.963
0.05 0.877 0.946 0.910 0.957 0.912 0.958
0.1 0.907 0.965 0.889 0.946 0.902 0.937
1.5
0.01 0.883 0.953 0.877 0.955 0.908 0.953
0.05 0.872 0.937 0.919 0.967 0.920 0.957
0.1 0.891 0.948 0.901 0.953 0.890 0.938
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Table 4.181 Coverage probability for 90% confidence intervals: exponential covariance; mix-
ture of uniform and normal sites; lag set H2; method A based on (4.47) (no
maximum EL estimation), method B based on (4.46) (maximum EL estimation);
nominal size 0.1; based on 1000 runs
Lag Set {(1, 1), (2, 2), (3, 3), (4, 4)}
λn C κ
n
600 1200 1800
A B A B A B
12
0.5
0.01 0.760 0.769 0.744 0.756 0.743 0.749
0.05 0.690 0.704 0.685 0.694 0.685 0.689
0.1 0.660 0.668 0.665 0.677 0.686 0.690
1
0.01 0.775 0.794 0.730 0.740 0.726 0.734
0.05 0.708 0.719 0.681 0.685 0.663 0.668
0.1 0.664 0.672 0.651 0.652 0.648 0.656
1.5
0.01 0.789 0.816 0.742 0.752 0.728 0.738
0.05 0.727 0.749 0.693 0.698 0.666 0.673
0.1 0.694 0.700 0.652 0.655 0.646 0.650
24
0.5
0.01 0.896 0.922 0.867 0.881 0.848 0.857
0.05 0.888 0.902 0.867 0.876 0.830 0.838
0.1 0.882 0.902 0.886 0.893 0.858 0.859
1
0.01 0.903 0.944 0.897 0.913 0.882 0.903
0.05 0.901 0.935 0.893 0.906 0.888 0.902
0.1 0.914 0.947 0.896 0.908 0.865 0.872
1.5
0.01 0.911 0.956 0.902 0.938 0.912 0.926
0.05 0.900 0.946 0.887 0.913 0.900 0.915
0.1 0.898 0.939 0.903 0.920 0.880 0.898
36
0.5
0.01 0.898 0.944 0.884 0.929 0.892 0.927
0.05 0.908 0.952 0.894 0.927 0.886 0.907
0.1 0.919 0.951 0.899 0.928 0.890 0.906
1
0.01 0.898 0.956 0.904 0.953 0.910 0.950
0.05 0.889 0.942 0.920 0.958 0.913 0.944
0.1 0.911 0.963 0.891 0.932 0.907 0.932
1.5
0.01 0.891 0.949 0.887 0.943 0.903 0.950
0.05 0.874 0.941 0.919 0.963 0.924 0.949
0.1 0.896 0.952 0.890 0.942 0.904 0.942
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Table 4.182 Coverage probability for 90% confidence intervals: exponential covariance; mix-
ture of uniform and normal sites; lag set H3; method A based on (4.47) (no
maximum EL estimation), method B based on (4.46) (maximum EL estimation);
nominal size 0.1; based on 1000 runs
Lag Set {(1, 1), (1,−1)}
λn C κ
n
600 1200 1800
A B A B A B
12
0.5
0.01 0.671 0.673 0.648 0.642 0.645 0.645
0.05 0.661 0.660 0.654 0.647 0.630 0.627
0.1 0.709 0.703 0.670 0.666 0.676 0.676
1
0.01 0.719 0.710 0.641 0.633 0.626 0.622
0.05 0.680 0.668 0.638 0.635 0.616 0.613
0.1 0.705 0.698 0.658 0.653 0.634 0.630
1.5
0.01 0.710 0.709 0.650 0.631 0.624 0.617
0.05 0.681 0.678 0.633 0.627 0.618 0.617
0.1 0.687 0.672 0.640 0.639 0.623 0.623
24
0.5
0.01 0.881 0.913 0.866 0.868 0.863 0.863
0.05 0.895 0.918 0.865 0.872 0.869 0.864
0.1 0.868 0.897 0.864 0.858 0.848 0.846
1
0.01 0.874 0.932 0.894 0.918 0.904 0.906
0.05 0.910 0.943 0.891 0.902 0.884 0.879
0.1 0.883 0.918 0.873 0.880 0.883 0.877
1.5
0.01 0.879 0.926 0.889 0.914 0.915 0.923
0.05 0.869 0.915 0.913 0.914 0.896 0.893
0.1 0.861 0.892 0.884 0.895 0.877 0.872
36
0.5
0.01 0.907 0.967 0.895 0.941 0.901 0.927
0.05 0.884 0.947 0.892 0.929 0.897 0.925
0.1 0.892 0.954 0.897 0.923 0.884 0.903
1
0.01 0.884 0.948 0.897 0.966 0.904 0.946
0.05 0.876 0.940 0.905 0.964 0.904 0.939
0.1 0.873 0.938 0.889 0.938 0.893 0.909
1.5
0.01 0.870 0.924 0.873 0.947 0.886 0.935
0.05 0.844 0.911 0.890 0.941 0.900 0.942
0.1 0.809 0.886 0.870 0.920 0.867 0.900
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Table 4.183 Coverage probability for 90% confidence intervals: exponential covariance; mix-
ture of uniform and normal sites; lag set H4; method A based on (4.47) (no
maximum EL estimation), method B based on (4.46) (maximum EL estimation);
nominal size 0.1; based on 1000 runs
Lag Set {(1, 1), (3, 3)}
λn C κ
n
600 1200 1800
A B A B A B
12
0.5
0.01 0.727 0.727 0.714 0.714 0.704 0.705
0.05 0.658 0.662 0.667 0.665 0.662 0.664
0.1 0.686 0.684 0.668 0.673 0.685 0.682
1
0.01 0.757 0.758 0.705 0.700 0.692 0.692
0.05 0.701 0.702 0.666 0.663 0.649 0.648
0.1 0.693 0.689 0.652 0.654 0.652 0.651
1.5
0.01 0.762 0.767 0.715 0.713 0.695 0.692
0.05 0.733 0.732 0.685 0.684 0.643 0.638
0.1 0.709 0.706 0.663 0.658 0.649 0.649
24
0.5
0.01 0.896 0.925 0.883 0.892 0.872 0.879
0.05 0.902 0.933 0.877 0.882 0.881 0.883
0.1 0.885 0.904 0.897 0.898 0.872 0.867
1
0.01 0.888 0.944 0.902 0.934 0.894 0.917
0.05 0.907 0.943 0.887 0.904 0.903 0.910
0.1 0.902 0.939 0.894 0.905 0.880 0.881
1.5
0.01 0.898 0.951 0.917 0.947 0.913 0.930
0.05 0.890 0.932 0.893 0.924 0.917 0.933
0.1 0.877 0.931 0.905 0.922 0.891 0.892
36
0.5
0.01 0.879 0.956 0.882 0.941 0.909 0.936
0.05 0.896 0.949 0.898 0.934 0.898 0.936
0.1 0.899 0.959 0.892 0.914 0.902 0.918
1
0.01 0.891 0.958 0.895 0.963 0.914 0.960
0.05 0.892 0.957 0.908 0.953 0.908 0.945
0.1 0.893 0.953 0.885 0.938 0.908 0.935
1.5
0.01 0.878 0.946 0.895 0.952 0.894 0.951
0.05 0.867 0.930 0.898 0.960 0.907 0.946
0.1 0.864 0.940 0.891 0.944 0.894 0.947
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Table 4.184 Coverage probability for 90% confidence intervals: exponential covariance; mix-
ture of uniform and normal sites; lag set H5; method A based on (4.47) (no
maximum EL estimation), method B based on (4.46) (maximum EL estimation);
nominal size 0.1; based on 1000 runs
Lag Set {(1, 1), (2, 2), (3, 3)}
λn C κ
n
600 1200 1800
A B A B A B
12
0.5
0.01 0.749 0.760 0.737 0.746 0.735 0.744
0.05 0.685 0.699 0.679 0.689 0.682 0.686
0.1 0.667 0.668 0.671 0.679 0.680 0.686
1
0.01 0.772 0.788 0.728 0.740 0.717 0.730
0.05 0.706 0.712 0.676 0.682 0.659 0.664
0.1 0.671 0.677 0.651 0.657 0.651 0.655
1.5
0.01 0.788 0.811 0.737 0.745 0.721 0.728
0.05 0.723 0.749 0.685 0.695 0.654 0.661
0.1 0.693 0.709 0.652 0.662 0.640 0.647
24
0.5
0.01 0.892 0.927 0.865 0.882 0.847 0.856
0.05 0.885 0.913 0.876 0.879 0.839 0.840
0.1 0.879 0.905 0.884 0.894 0.853 0.861
1
0.01 0.898 0.942 0.895 0.922 0.883 0.904
0.05 0.902 0.934 0.893 0.908 0.889 0.896
0.1 0.913 0.949 0.901 0.917 0.860 0.875
1.5
0.01 0.912 0.956 0.902 0.936 0.911 0.928
0.05 0.900 0.941 0.890 0.917 0.905 0.919
0.1 0.896 0.944 0.900 0.922 0.885 0.899
36
0.5
0.01 0.897 0.952 0.880 0.933 0.893 0.924
0.05 0.905 0.951 0.894 0.932 0.887 0.915
0.1 0.917 0.955 0.900 0.929 0.895 0.913
1
0.01 0.902 0.963 0.907 0.953 0.914 0.957
0.05 0.888 0.944 0.917 0.955 0.912 0.948
0.1 0.912 0.963 0.890 0.936 0.903 0.931
1.5
0.01 0.891 0.951 0.889 0.949 0.903 0.951
0.05 0.872 0.944 0.922 0.967 0.925 0.957
0.1 0.895 0.947 0.897 0.947 0.898 0.941
317
Table 4.185 Coverage probability for 90% confidence intervals: exponential covariance; mix-
ture of uniform and normal sites; lag set H6; method A based on (4.47) (no
maximum EL estimation), method B based on (4.46) (maximum EL estimation);
nominal size 0.1; based on 1000 runs
Lag Set {(1, 1), (1,−1), (3, 3)}
λn C κ
n
600 1200 1800
A B A B A B
12
0.5
0.01 0.672 0.673 0.633 0.630 0.633 0.630
0.05 0.656 0.648 0.656 0.653 0.618 0.615
0.1 0.696 0.696 0.677 0.675 0.676 0.676
1
0.01 0.708 0.699 0.622 0.616 0.613 0.606
0.05 0.674 0.672 0.629 0.622 0.612 0.611
0.1 0.698 0.688 0.660 0.653 0.631 0.627
1.5
0.01 0.713 0.708 0.643 0.634 0.613 0.611
0.05 0.689 0.681 0.627 0.619 0.612 0.612
0.1 0.682 0.670 0.634 0.629 0.614 0.612
24
0.5
0.01 0.873 0.900 0.861 0.857 0.873 0.865
0.05 0.897 0.919 0.869 0.870 0.871 0.867
0.1 0.873 0.893 0.866 0.868 0.849 0.841
1
0.01 0.870 0.924 0.896 0.911 0.897 0.900
0.05 0.907 0.944 0.896 0.900 0.887 0.878
0.1 0.882 0.907 0.874 0.874 0.879 0.871
1.5
0.01 0.878 0.935 0.890 0.924 0.922 0.928
0.05 0.875 0.922 0.908 0.915 0.900 0.896
0.1 0.872 0.901 0.884 0.895 0.883 0.878
36
0.5
0.01 0.907 0.953 0.892 0.935 0.904 0.924
0.05 0.882 0.939 0.888 0.920 0.900 0.917
0.1 0.887 0.943 0.904 0.919 0.885 0.894
1
0.01 0.880 0.949 0.895 0.958 0.905 0.940
0.05 0.879 0.939 0.905 0.961 0.897 0.928
0.1 0.877 0.944 0.889 0.932 0.893 0.905
1.5
0.01 0.863 0.917 0.875 0.934 0.890 0.932
0.05 0.847 0.904 0.893 0.941 0.894 0.936
0.1 0.807 0.886 0.871 0.920 0.867 0.900
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Table 4.186 Coverage probability for 90% confidence intervals: exponential covariance; mix-
ture of uniform and normal sites; lag set H7; method A based on (4.47) (no
maximum EL estimation), method B based on (4.46) (maximum EL estimation);
nominal size 0.1; based on 1000 runs
Lag Set {(1, 1), (1,−1), (3, 3), (3,−3)}
λn C κ
n
600 1200 1800
A B A B A B
12
0.5
0.01 0.685 0.693 0.632 0.635 0.637 0.640
0.05 0.665 0.663 0.658 0.655 0.622 0.619
0.1 0.700 0.697 0.693 0.690 0.670 0.669
1
0.01 0.709 0.707 0.632 0.627 0.616 0.618
0.05 0.678 0.673 0.631 0.621 0.615 0.613
0.1 0.693 0.682 0.657 0.650 0.630 0.629
1.5
0.01 0.712 0.723 0.647 0.642 0.619 0.618
0.05 0.693 0.686 0.638 0.626 0.617 0.612
0.1 0.683 0.671 0.641 0.637 0.626 0.625
24
0.5
0.01 0.878 0.890 0.849 0.845 0.864 0.859
0.05 0.898 0.911 0.862 0.859 0.869 0.860
0.1 0.865 0.887 0.861 0.860 0.846 0.838
1
0.01 0.877 0.918 0.901 0.912 0.902 0.901
0.05 0.913 0.937 0.896 0.894 0.881 0.875
0.1 0.881 0.901 0.877 0.878 0.876 0.867
1.5
0.01 0.882 0.935 0.904 0.930 0.916 0.928
0.05 0.884 0.932 0.903 0.913 0.891 0.890
0.1 0.864 0.896 0.883 0.883 0.886 0.877
36
0.5
0.01 0.903 0.951 0.893 0.933 0.897 0.918
0.05 0.874 0.925 0.889 0.916 0.892 0.909
0.1 0.891 0.944 0.897 0.916 0.888 0.899
1
0.01 0.889 0.947 0.896 0.949 0.907 0.938
0.05 0.879 0.935 0.908 0.952 0.894 0.925
0.1 0.876 0.934 0.893 0.935 0.895 0.914
1.5
0.01 0.868 0.925 0.881 0.939 0.893 0.936
0.05 0.853 0.900 0.895 0.943 0.895 0.936
0.1 0.814 0.881 0.883 0.926 0.874 0.900
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CHAPTER 5. CONCLUSION
This dissertation developed two nonparametric likelihood formulations, based on empirical
likelihood (EL), for spatial data under a class of stochastic spatial designs allowing irregular
sampling locations. EL has parallels to other resampling methods, such as the bootstrap, but
forms a likelihood by probability profiling data rather than resampling data. Additionally, much
like the bootstrap, EL does not extend easily to dependent data and, as we have seen, requires
much caution and careful consideration to create apppropriate versions under dependence.
An attractive aspect of EL for dependent data is that the method often allows valid inference
without stringent distributional assumptions about the data generation. For spatial data with
irregular locations in particular, this dissertation has shown that suitable EL methods allow
inference based on log-likelihood ratio statistics having chi-square limits, which can be achieved
without explicit conditions about the process distribution, the nature of spatial dependence,
the concentration distribution of sampling locations, or the exact type of spatial asymptotic
structure. These represent factors that generally complicate statistical inference with such
spatial data.
Hence, EL can offer alternatives to fully parametric inference with spatial data. For handling
such data, current statistical methodology often relies on selecting a parametric model to
accurately represent the data-generating process. However, such parametric modeling often
presupposes some understanding of a data dependence structure on the part of a practitioner
(as well as some understanding of the nature of parametric model itself), so parametric models
can be dificult to select or formulate in practice. Additionally, inference drawn from a mistaken
model could be misleading, depending on the type and extent of the model misspecification. In
this sense, there is value in developing resampling methods, like EL, which allow valid statistical
inference without parametric modeling assumptions about a joint data distribution. Certainly,
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there exist spatial inference problems which need not be fully parametric in nature (e.g., spatial
regressions or variogram model fitting) and for which EL methods may be appropriate.
At the same time, EL can never replace parametric modeling or the important, flexible role
this plays in statistical inference, nor has this been suggested anywhere in this disseration. EL
is not a competitor to parametric modeling, but rather a complement. Through nonparametric
tests of spatial structure, we have seen that EL can have an important dual role in informing
or assessing parametric model development. This aspect may even represent the best chance
for EL methods with dependent data to have lasting impact in statistics.
