Networks are often used to incorporate heterogeneity in contact patterns in mathematical models of pathogen spread. However, few tools exist to evaluate whether potential transmission pathways in a population are adequately represented by an observed contact network. Here, we describe a novel permutation-based approach, the network k-test, to determine whether the pattern of cases within the observed contact network are likely to have resulted from transmission processes in the network, indicating that the network represents potential transmission pathways between nodes. Using simulated data of pathogen spread, we compare the power of this approach to other commonly used analytical methods. We test the robustness of this technique across common sampling constraints, including undetected cases, unobserved individuals and missing interaction data. We also demonstrate the application of this technique in two case studies of livestock and wildlife networks. We show that the power of the k-test to correctly identify the epidemiologic relevance of contact networks is substantially greater than other methods, even when 50% of contact or case data are missing. We further demonstrate that the impact of missing data on network analysis depends on the structure of the network and the type of missing data.
Introduction
Social network approaches are a common method in infectious disease ecology to document contact patterns among interacting individuals and for modelling the spread of pathogens [1] [2] [3] [4] [5] [6] . In a network approach, the epidemiological units of infection (e.g. individuals, herds, farms) are defined as nodes and inter-linked according to who is in contact with whom, where contact is assumed to represent transmission opportunities between the two nodes [2, 3] . Theoretical work has repeatedly demonstrated that incorporating contact pattern heterogeneity into epidemiological models can substantially alter model predictions [6] [7] [8] , while empirical studies show that network connectivity influences the risk of an individual acquiring an infection [9] [10] [11] [12] [13] [14] . Therefore, for network-based epidemiological investigations or predictive infectious disease modelling, it is important that the network through which an infection is assumed to spread correctly reflects the contact patterns that are, in fact, opportunities for pathogen transmission.
However, a pathogen may be transmitted through multiple types of contact and the relative contribution of different contact types in facilitating transmission opportunities may not be well understood. For example, gastrointestinal pathogens can be transmitted among individuals either during direct social interactions or through shared space leading to environmental exposure; the relative contribution of each type of contact to transmission can be difficult to tease apart, and the duration of contact adequate for exposure and transmission is usually unknown [9, 15, 16] . Thus, a foundational question that often goes & 2016 The Author(s) Published by the Royal Society. All rights reserved.
unaddressed is how to determine whether the observed pattern of cases is consistent with pathogen spread through an observed network that is presumed to represent potential transmission pathways between nodes [17] . Such validation of a network's ability to explain observed infection patterns is critical if we are to use these networks to develop predictive models of pathogen spread [3] .
Current approaches for determining whether an observed contact network has epidemiological significance for a pathogen of interest focus on statistically relating the occurrence of a pathogen (i.e. which nodes are infected) to the network connectivity of those individuals [2, 9, 13, 15, 18] . The most common approach is to compare the connectivity of infected and uninfected individuals in the network. An individual's connectivity can be quantified through a number of established centrality metrics [19, 20] . Degree is among the most common metric used, and is defined as the total number of contacts in which an individual engages [21] . If the network contributes to infection patterns, then we predict that individuals engaging in a large number of interactions (i.e. having high degree) would be more likely to be exposed to a pathogen. While this pattern is frequently reported [10, 13, 22] , high centrality can also correlate with a number of other factors, such as age, social dominance, hormone levels, etc., that may also influence an individual's susceptibility to infection [23] [24] [25] . Thus, higher infection rates observed in well-connected nodes do not directly answer whether an infection was transmitted along network edges. In addition, approaches that distil network data into individual-based measures cannot account for global clustering patterns of cases within the network, as would be expected for a pathogen propagating across network connections.
The social learning literature describes more sophisticated approaches for evaluating the significance of an observed contact network for creating transmission opportunities, where the goal is to identify if information or learned behaviours were acquired from social contacts [17,26 -29] . In network-based diffusion analysis, the order or time in which individuals acquire a learned behaviour is statistically related to their position in the social network in order to assess whether these behaviours are acquired through learning from social contacts [17] . In epidemiology, however, temporal data about the order or time of infection acquisition are often inaccurate or completely lacking, particularly, in the case of chronic infections, infections with latent or asymptomatic phases, and pathogens with poor diagnostics. In wildlife systems, serology data obtained from cross-sectional sampling are often used to define cases, and the date of infection is usually unknown [30] . Uncertainties about the date of infection also exist for livestock data, especially for chronic infections or for infections that are only detected through periodic surveillance [31] . In this paper, we focus on the types of data most frequently used in SNA studies (e.g. static networks with unknown dates of pathogen acquisition).
Not only are temporal data often unavailable, but also other forms of data inaccuracy often arise due to missing data [32] . Collection of data for constructing networks and identifying infected nodes may be incomplete. Interactions among individuals or even the individuals themselves can be undocumented. Sampling constraints can also lead to transient cases being missed, or individuals showing few clinical signs to go undetected. Even when case definitions are based on diagnostics rather than observation, diagnostic tests often have poor sensitivity. Thus, missing data can create a situation where the contact network and infection patterns are only partially observed.
For these reasons, new tools are needed to evaluate whether the observed pattern of cases is consistent with pathogen spread through the observed network. New approaches should consider the global infection pattern in the network, be robust to missing data and not rely on temporal ordering or time of infection. In this paper, we describe a novel permutation-based technique for assessing whether the pattern of observed cases is likely to have resulted from transmission processes in an observed network, which we refer to as the 'epidemiologic relevance' of the contact network. We compare the power of this technique in determining the epidemiologic relevance of the observed network to other commonly used analytical methods. We then test the robustness of this technique across common sampling constraints, including undetected cases, unobserved individuals and missing interaction data. Lastly, we demonstrate the utility of this method in two real-word datasets.
Network k-test procedure
To determine whether an observed contact network has epidemiologic relevance for a specific pathogen, we developed a permutation-based procedure loosely based on spatial clustering methods [33] . Here, we define the k-statistic as the mean number of cases observed to occur within one step of an infected case in the network, which is synonymous with an individual's direct contacts in the network (i.e. degree). To determine significance, the observed k-statistic is compared to a permuted distribution of k-statistics, in which the locations of cases are randomly re-allocated within the network (i.e. node-label swapping). A p-value is calculated as the number of permutations that produce k-statistics more extreme than the observed k-statistic. For example, a p-value of 0.05 signifies that only 5% of the random permutations resulted in a k-statistic that exceeded the observed k-statistic. If the mean number of cases within k steps is significantly greater than expected if cases were randomly distributed in the network, this suggests that the occurrence of cases is a result of propagation of the pathogen through network links. We refer to this procedure as the network k-test.
Evaluation of the network k-test on simulated datasets
We evaluated the accuracy of the network k-test in correctly identifying the epidemiologic relevance of a contact network for a variety of network types and infection patterns. We generated hypothetical datasets by simulating the spread of a pathogen through various theoretical network structures, assuming a simple susceptible-infected model of infection. We applied the network k-test procedure to these hypothetical datasets and calculated power as the proportion of simulations, in which the k-test correctly detected a significant relationship ( p , 0.05) between the observed network and the distribution of cases across the network. That is, power was taken to be equal to (1 -type II error rate). We compared the power of the network k-test to the Kruskal-Wallis test, which compares the degree (number of contacts) of infected and uninfected nodes, and logistic regression, which tests whether node rsif.royalsocietypublishing.org J. R. Soc. Interface 13: 20160166 degree is a significant predictor of infection status. These methods were selected because they represent commonly used approaches for assessing the importance of network connectivity on infection patterns [2, 10, 34, 35] . Monte Carlo p-values based on random re-assortments of individuals across nodes were used in both tests. Datasets were generated for four different network structures: Bernoulli, modular, scale-free and small world. All networks were undirected, consisted of 100 nodes, and were constructed to have approximately the same density (0.04-0.06) using network generation algorithms in the R package igraph [36] . Bernoulli networks were constructed with an edge probability of 0.05 [37] . Modular networks were constructed using the 'inter-connected island' algorithm with five communities. The probability of edges between members of the same community was set to 0.22. Two edges connected each pair of communities yielding an average modularity approximately 0.7, indicating strong community structure [38] . Scale-free networks were constructed using the Barabasi algorithm with linear preferential attachment and the number of edges added per additional node set to three [39] . Small-world networks were constructed using the Watts-Strogatz network model with each node having two neighbours and edges randomly re-wired with probability 0.05 [40] .
For a given network, pathogen spread was initiated by randomly infecting a single node. Transmission from an infected to an uninfected node was simulated stochastically and occurred with probability b per time-step, where higher values of b indicate a more transmissible pathogen. Pathogen spread was simulated until a pre-defined prevalence cut-off value was reached, allowing statistical methods to be applied to different network structures while keeping the number of cases constant. Prevalence cut-offs of 0.05, 0.25, 0.50 and 0.75 were considered. For each network type, we also considered two epidemic scenarios to evaluate the detection methods over different patterns of infection: a moderately infectious pathogen (b ¼ 0.04) and a highly infectious pathogen (b ¼ 0.133).
We simulated pathogen spread 100 times for all combinations of network type, pathogen infectiousness and prevalence cut-off values. Statistical tests were applied to each simulation and power was calculated for each scenario across the 100 simulations.
Robustness of network k-test to missing data
We evaluated the robustness of the network k-test across three common types of missing data in epidemiological studies: missing edges, missing nodes and missing cases. Following the same methodology as in our primary analysis, we first simulated the spread of a pathogen through hypothetical networks. We then explored the robustness of each analytical method (k-test, Kruskal-Wallis test, and logistic regression) across increasing levels of missing data by randomly eliminating 25% or 50% of edges, cases or nodes before running statistical tests (figure 1; electronic supplementary material, figures S1-S3). b and the prevalence cut-off were held constant across all simulations at 0.04 and 0.25, respectively. For each network type, 100 simulations were run for each level and type of missing data. Power was calculated for each scenario. rsif.royalsocietypublishing.org J. R. Soc. Interface 13: 20160166 3. Simulated results
Network k-test implementation
The k-test was implemented in R and made publically available with a graphical user interface in html format at https:// stemma.shinyapps.io/k-test/. The user is prompted to provide an edge list and attribute table that includes the infection status of each node in the network. Outputs of this method include a spreadsheet specifying the mean and median number of infected nodes within k steps for each permutation; the k-statistic and corresponding p-value for the observed data; and a density plot depicting the k-statistic's permuted distribution (figure 2). For the small-world network in figure 1a, for example, the corresponding density plot depicts the permuted distribution of k-statistics (i.e. the expected number of infected nodes within k ¼ 1 steps of each infected node if cases are distributed randomly in the network). The vertical line indicates the observed k-statistic (figure 2).
Comparison of the k-test to other analytical approaches
The k-test had substantial power (low type II error rates) to detect the epidemiologic relevance of an observed network, correctly rejecting the null hypothesis that the infection was distributed randomly in the network. Across a range of prevalence levels and network types, the power of the k-test was consistently close to one (figure 3). By contrast, the power of the Kruskal-Wallis and logistic regression to detect an effect of the network on infection patterns was often less than 0.5, especially for small-world networks, indicating that these tests would fail to detect a pattern around 50% of the time. The performance of these degree-based tests varied markedly based on pathogen prevalence and network type. For Bernoulli, modular and scale-free networks, degree-based tests performed adequately ( power . 0.75) if the prevalence was 75%. However, power rapidly dropped off as prevalence declined. For low-prevalence pathogens (5%), the statistical power of degree-based tests was approximately 0.1. Degree-based tests performed very poorly for all prevalence levels for small-world networks ( figure 3 ). There were no apparent differences in the performance of any statistical tests for pathogens with low and high transmissibility (electronic supplementary material, figure S4 ). When the size of the network was increased to 1000 nodes, all statistical approaches were performed with power close to 1. However, when the network size was reduced to 20 nodes, the k-test's power declined to 0.4 and 0.34 for Bernoulli and scale-free networks, respectively, though the power of the k-test was consistently 2-10 times higher than for the corresponding degree-based tests. rsif.royalsocietypublishing.org J. R. Soc. Interface 13: 20160166
To assess the k-test's ability to discriminate scenarios where the network had no relationship with pathogen spread, we repeated our analysis on networks where the observed cases were randomly distributed. We found that the k-test had high discriminatory abilities. Type I error rates were generally below 0.05, indicating that the frequency with which the k-test incorrectly rejects the null hypothesis was rare (electronic supplementary material, figure S5 ). Degree-based tests also exhibited low type I error rates, though logistic regression tended to have higher error rates particularly for small world and scale-free networks. However, when 50% of cases resulted from transmission through a scale-free network, and 50% were randomly distributed (i.e. transmitted through unknown mechanisms), the k-test still indicated that the network was epidemiologically relevant with power close to one, though one limitation is that the test does not give an estimation of the relative strength of the network's influence on transmission dynamics.
Robustness of k-test across common sampling constraints
The performance of the k-test was highly robust to missing edges (figure 4a). Statistical power was close to one even when only 50% of edges were observed, regardless of network type. By contrast, the power of degree-based tests declined by nearly half when only 50% of edges were observed in Bernoulli and modular networks. The power of degree-based tests was less sensitive to missing edges in scale-free and small-world rsif.royalsocietypublishing.org J. R. Soc. Interface 13: 20160166 networks; however, the power was already quite low even when the network was fully observed. The power of all three tests was reduced by missing cases and missing nodes (figure 4). For the k-test, declines in power were generally only observed when missing data reached 50%, whereas the other tests experienced performance reductions when only 25% of data were missing. Generally, even with only 50% of the data available, the power of the k-test still matched or exceeded the power of the other tests when applied to complete data. The k-test was more robust to missing cases and nodes for small-world networks, whereas scale-free networks were more susceptible to missing data. We also explored a more likely scenario where a 100-node scalefree network was missing multiple types of data concurrently (25% of each type). In this case, the k-test's power dropped to 0.66, whereas the power of the Kruskal-Wallis test and logistic regression decreased to 0.32 and 0.38, respectively. Thus, all tests experienced declines in power when excluding multiple types of data, but the performance of the k-test still exceeded that of the degree-based tests.
Applications to real-word datasets
To demonstrate the utility of our technique, we use the k-test to evaluate the epidemiologic relevance of two real-world contact networks. The first is based on bovine tuberculosis (bTB) in a cattle movement network in Uruguay, where edges were fully observed and cases were partially observed due to limited diagnostic sensitivity. The second example examines the occurrence of canine distemper virus (CDV) in a contact network based on spatial overlap of prides of African lions (Panthera leo).
Bovine tuberculosis in Uruguay
The first example uses data from a fully observed network of between-farm cattle movements in Uruguay, a country with a comprehensive animal traceability programme [41] . Here, nodes in the network represent farms (N ¼ 62 767 farms), and edges between nodes represent the movement of a batch of cattle (figure 5a). Uruguay experiences a very low farmlevel incidence of bTB, with typically fewer than 30 new infected farms detected annually. Dairy farms in Uruguay are tested annually for bTB using a tuberculin skin test, which has limited sensitivity to detect infected animals [42] . Movement of animals between farms is a commonly cited source of between-farm spread of livestock pathogens [18, 42, 43] , though local factors such as wildlife reservoirs and fence-line transmission have also contributed to bTB transmission in other countries [44] . If animal movements were a major contributor to bTB transmission in Uruguayan cattle, then we would expect that bTB-positive farms would be significantly more inter-linked in the network than expected by chance.
Owing to low transmissibility of the pathogen and lags in the detection of infected farms [31] , movements from several years prior to the detection of an infected farm may be responsible for between-farm transmission events. Thus, we used the k-test to assess the epidemiological relevance of the movement network from July 2008 to June 2013 to the distribution of bTB-positive farms observed in years 2011-2013 (n ¼ 58 infected farms). We also directly compared the relative roles of animal movement and geographical proximity in creating epidemiological links between farms by additionally contrasting spatial clustering with network clustering of cases. Parallel to the network permutations, we also calculated the number of bTB-positive farms that were within a 10 km radius of infected farms and compared this with the expected number of bTBfarms if the infected farms were randomly re-distributed across the population. This allowed us to simultaneously address clustering of cases across two hypothesized transmission pathways: local spatial spread and animal movements. This two-dimensional test is an extension of the basic k-test.
Infected farms were connected to a mean of approximately one other infected farms, which according to the k-test, is substantially greater than expected if bTB was distributed randomly in the network ( p , 0.001, figure 5b). Infected farms were also significantly more likely to have an infected neighbour within 10 km than expected if cases were randomly rsif.royalsocietypublishing.org J. R. Soc. Interface 13: 20160166 distributed in space, suggesting that both spatial and network processes interact to determine transmission patterns.
Canine distemper virus in African lions
In 1993-1994, an outbreak of CDV killed approximately onethird of the African lion population in Serengeti National Park [45] . Our second example explores the role of spatial overlap among territorial prides of lions in CDV transmission during this outbreak [46] . Infection was likely introduced into the Serengeti from domestic dogs bordering the park, and then spread through wild carnivore populations. Because this outbreak affected multiple host species, the network of interactions among lion prides was not thought to correlate with the pattern of infection [46] . Here, we apply the k-test to this outbreak to assess if our technique provides results that are consistent with previous conclusions on the lack of epidemiologic relevance of the inter-pride contact network.
In this analysis, nodes correspond to lion prides. Cases (i.e. infected prides) were nferred through a pride member's death or disappearance, and 90% of cases were detected only by serology [47] . Edges represent whether the territories of two prides overlapped in space. Territory boundaries were determined using a fixed-kernel utilization distribution of pride sightings over a 2-year period [48, 49] . A 75% probability contour was used to exclude outlying observations and produce a core range used by prides [50] . Data used to construct pride territories included all observations of each pride from 1991 to 1992, which was deemed to best represent the space use of each pride before the onset of the CDV outbreak in December 1993 [45, 46] . Here, we focus on the prides infected in the first six weeks of the outbreak (seven infected prides), which represents the early, rapid growth phase of the outbreak that was subsequently followed by a three-week lag in new cases (figure 6a). We chose to focus on this period because all prides eventually became infected, thus eliminating variation in the k-statistic. As with the Uruguay bTB example, we also calculated the number of cases within 10 km of each infected pride in the observed and permuted data to assess geographical clustering of cases as an alternative hypothesis for transmission. Distances between prides were calculated from the territory centroid. Additional detail on these data can be found in Craft et al. [46, 51] .
The conclusions of our analysis are in agreement with the previous work and confirm that the contact network was unrelated to the pattern of CDV spread in this host -pathogen system; the k-test failed to reject the null hypothesis that cases were distributed randomly in the network ( p ¼ 0.496). Furthermore, there was no evidence of spatial clustering. Infected prides were not more likely to be within 10 km of other infected prides than expected if CDV were distributed randomly in space ( p ¼ 0.474).
Discussion
In this paper, we present a novel approach, the network k-test, for determining whether an observed contact network is epidemiologically relevant given that transmission may occur by processes not captured by the observed data. The intuition behind the network k-test is that if the network connections represent transmission pathways, then infected nodes will be more likely to be connected to other infected nodes in the network than expected by chance. Using simulated data for a 100-node network, we showed that the k-test correctly identifies the epidemiologic relevance of the contact network nearly 100% of the time when the network is fully observed (figure 3), and consistently outperforms other commonly used statistical tests. Our results strongly suggest that an analytic approach focusing on the connectivity of infected nodes relative to other infected nodes will yield more statistical power than degree-based statistical approaches, which rely on comparisons of the degree of infected and uninfected nodes.
Unlike degree-based tests, such as Kruskal-Wallis tests and logistic regression, the power of the network k-test was not affected by pathogen prevalence or network type. Degree-based tests operate under the hypothesis that nodes with high degree are more likely to become infected. Thus, the poor performance of degree-based tests at low prevalence levels (5%) is related to the fact that the most highly connected nodes do not necessarily become infected due to the limited extent of the epidemic. In addition, network types with low rsif.royalsocietypublishing.org J. R. Soc. Interface 13: 20160166 variation in the degree distribution, such as small-world networks, may have insufficient variation to discern differences in connectivity among infected and uninfected nodes. Given that many real-world networks have small-world properties [40, [51] [52] [53] [54] , it is important to take into account network structure and pathogen prevalence when selecting appropriate statistical methods. Our results suggest that the k-test performs well across a diversity of scenarios.
The network k-test was highly robust to missing data (figure 4). Even with 50% of edges, cases or nodes missing, the k-test often achieved higher power than degree-based tests with complete data. Missing edges had less impact on power than other types of missing data, which is reassuring given that interaction data are often the most under-sampled type of data in practice [32, 55] . For the k-test, missing cases resulted in a greater reduction in power than missing nodes. While both may fragment infection chains, missing cases provide incorrect information (false-negative nodes), which may introduce more noise into the analysis than simply missing the node entirely.
The application of the k-test to two real-world datasets demonstrates the ability of the k-test to correctly discriminate between scenarios where the network did or did not influence the spread of infectious disease. In the first example, the k-test indicated that movement of cattle between farms in Uruguay played a significant role in determining the observed pattern of bTB cases in the country. In this example, the k-test performed effectively even with extremely low prevalence (less than 0.005%) and an unknown proportion of missing cases (not all bTB-positive farms were directly connected to other infected farms). In the second example, the k-test failed to reject the null hypothesis that CDV cases were randomly distributed in a contact network based on spatial overlap between lion prides. This is consistent with previous epidemiological models, which concluded that the pattern of spread of CDV in lions could not be explained by pride contact networks [46] . CDV is multi-host pathogen, and other carnivore species present in the ecosystem likely contributed to its spread [47] . Thus for CDV, we can consider a lion-only network as suffering from a large number of missing nodes (i.e. other carnivore species) or potentially an inappropriate definition of inter-pride contact.
The k-test provides a method to quantify whether the contact network has epidemiological relevance, which is the goal of many social network analysis studies. The k-test could also be applied as a first step in the process of developing predictive mathematical models of pathogen spread through networks based on empirical data, verifying that the assumed relationship between network connections and transmission is in fact consistent with the data. Furthermore, different types of contact may contribute to transmission, such as spatial proximity, fomites or physical contact, and it is important to verify that the contact definitions used in the empirical network are indeed relevant for pathogen spread [1] . An insignificant p-value in the k-test indicates that there is not sufficient support to conclude that the observed network plays a role in determining transmission opportunities.
The network k-test and network-based diffusion analysis (NBDA) have similar objectives of detecting whether the pattern of cases is consistent with transmission or diffusion through a network [17, 26, 27] . While NBDA methods are robust tools for examining the extent to which the network influences diffusion/transmission processes, data on the time or order in which nodes become infected are often not available for crosssectional sampling approaches, or when there exist delays in detection or dependence on serological tests that only indicate prior exposure. Thus, dates (and even order) of detection may not correspond to the date of infection. NBDA may be used if longitudinal sampling has been conducted, whereas the k-test may be more appropriate for other study designs. However, adapting the maximum-likelihood approaches used by NBDA for cross-sectional data could be a fruitful area of further methodological development of the k-test, especially if researchers are interested in incorporating individual-level variation in susceptibility.
One extension of the k-test could include incorporating two dimensions of contact to directly contrast alternative hypotheses about the definition of contact relevant for transmission. These two dimensions could contrast between network connectivity and geographical distances between cases, as explored by the case studies, or they could include two different contact networks with the same nodes as long as an adjacency matrix can represent each dimension. Indeed, a more general extension involving quantifications of the relative importance of each network would be highly useful.
The current version of the k-test is limited by its reliance on an unweighted network (i.e. network edges are binary and take on the values of either 1 or 0). Incorporating data on the relative strength of contact among nodes (such as the number of animals moved between farms or the frequency of contact between individuals) could be achieved with a pathbased approach. The summed weight of the edges along the shortest path connecting each pair of infected nodes could be used as an alternative to the k-statistic. A path-based approach could easily be adapted for dynamic networks, where patterns of contact change through time [56, 57] . These extensions are currently under development.
While the epidemiologic importance of an observed network can also be validated by comparing observed case data with predictions made by network-based epidemiological models, such models rely on a number of assumptions about transmissibility, incubation periods, etc., all of which can make outputs difficult to interpret. By contrast, the k-test is a data-driven approach that relies on few assumptions. The k-test outperforms other statistical approaches that compare the degree of infected and uninfected nodes, with high power across a diversity of network types, pathogen prevalence levels, and missing data constraints. Thus, our approach will likely be broadly applicable for analysing how observed contact networks contribute to transmission processes in populations.
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