Abstract Most of existing inpainting techniques require to know beforehandwhere those damaged pixels are, i.e., nonblind inpainting methods. However, in many applications, such information may not be readily available. In this paper, we propose a novel blind inpainting method based on a fully convolutional neural network. We term this method as blind inpainting convolutional neural network (BICNN). It purely cascades three convolutional layers to directly learn an end-to-end mapping between a pre-acquired dataset of corrupted/ground truth subimage pairs. Stochastic gradient descent with standard backpropagation is used to train the BICNN. Once the BICNN is learned, it can automatically identify and remove the corrupting patterns from a corrupted image without knowing the specific regions. The learned BICNN takes a corrupted image of any size as input and directly produces a clean output by only one pass of forward propagation. Experimental results indicate that the proposed method can achieve a better inpainting performance than the existing inpainting methods for various corrupting patterns.
Introduction
The problem of image inpainting commonly occurs when image pixels are damaged or missing [1, 2] . Its purpose B Nian Cai cainian@gdut.edu.cn 1 School of Information Engineering, Guangdong University of Technology, Guangzhou 510006, China 2 School of Electromechanical Engineering, Guangdong University of Technology, Guangzhou 510006, China is to reconstruct the missing parts of the image using the background information so that it is undetectable to many observers who are not familiar with the original image.
There are many classifications for image inpainting. If we consider the complication of the corrupting patterns in the images, image inpainting can be roughly classified into two categories. One category aims to first segment some specific image details or larger regions of a given image, then fills the resulting holes with some background textures or patterns [3] [4] [5] [6] . The inpainting methods in this category are almost non-blind since they need to know the exact locations of the unwanted patterns. The second category considers an image that is locally corrupted, for example by superimposed texts or lines. In this case, the missing regions are small but possibly all over the image, which results that much useful information is lost and influences the subsequent image processing. In this paper we focus on the second category.
The existing methods for the second category can be roughly distinguished in two groups: diffusion-based [7] [8] [9] and sparsity-based [10] [11] [12] [13] methods. The formers fill the missing regions by diffusing the image information from known regions into missing regions at the pixel level. They cause blurring artifacts when the missing regions are large although they have excellent performances in filling relatively small missing regions. Compared to the diffusion-based methods, sparsity-based methods typically produce better results when inpainting larger regions. However, sparsity-based methods need to solve complex optimization problems on usage. They usually meet with the difficulties of convergence when the dataset is huge or patch size is too large. It is worth noting that traditional algorithms mentioned above require to know beforehand where those missing regions are, which are nonblind inpainting methods. However, it is difficult in many cases.
Recently, deep learning is widely applied in many fields, especially pattern recognition, because it is a learning-based method that can benefit from the big dataset training and achieves ground-breaking results. However, only a few studies introduce deep learning into image restoration, such as image denoising [14, 15] , image super-resolution [16] [17] [18] , and image deconvolution [19] . More closely to our work, Rolf et al. [20] use the multi-layer perception (MLP) architecture to establish a deep learning framework for image inpainting task. They inform that the framework cannot achieve fair good image inpainting performance when it is trained without a mask, that is, the specific missing regions. The framework can achieve excellent image inpainting results when it is trained with a mask. However, the framework trained with a mask is also a non-blind strategy for image inpainting because the network input must consist of the corrupted image and the mask at the testing stage. It is well known that many parameters should be determined in the MLP. So, they use 1.8 million images to avoid the overfitting problem, which causes a heavy computational burden. Also, at the testing stage, overlapping patches are densely extracted from the images and pre-processed (e.g., subtracting mean). These patches are then input into the learned MLP. The overlapping reconstructed patches are aggregated (e.g., by weighted averaging) to form the inpainted image. Obviously, the whole procedure is time-consuming.
To solve these inherent problems in [20] , we propose a deep learning scheme called blind inpainting convolutional neural network (BICNN). Benefiting from the locally connected architecture in the convolutional neural network (CNN) [21, 22] , we use a relatively lightweight CNN architecture to establish a deep learning framework for image inpainting. It purely cascades three convolutional layers to directly learn an end-to-end mapping between a preacquired dataset of corrupted/ground truth subimage pairs. Here, subimages mean that these samples are treated as small images rather than patches. The sliding distance between the two adjacent subimages is 14 pixels. It is quite larger than the sliding distance between the two adjacent patches in [20] , which is only 1 pixel. Patches are overlapping and require some averaging as post-processing but subimages need not. Stochastic gradient descent with standard backpropagation [21, 22] is used to train the BICNN. At the testing stage, the corrupted image of any size is directly input into the learned BICNN. Then, the inpainted image is output by only one pass of forward propagation. Note that, the inpainting operation is directly implemented on the whole corrupted image. No information about the locations of the missing pixels is given, and the BICNN must automatically identify the pixels that require inpainting. In this sense, the BICNN is a blind image inpainting scheme. Furthermore, the BICNN is fully feedforward and does not need to solve any optimization problem at the testing stage, which is superior to the sparsity-based methods.
The remaining sections of this paper are organized as follows. In Sect. 2, we specify the network architecture of the BICNN as well as the details about its training algorithm. Sect. 3 demonstrates the experimental results and discussions. Conclusions are concluded in Sect. 4.
Deep convolutional networks for blind inpainting
We consider the network architecture in [14, 16] and propose the BICNN to inpaint a corrupted image. We train the BICNN with a dataset of corrupted/ground truth subimage pairs. Then, we use the learned BICNN to inpaint the image of any size without knowing the specific regions. The inpainting operation is directly implemented on the whole image. Figure 1 shows the architecture of a typical CNN [21, 22] for vision tasks. It contains all of the essential parts of the CNN. "a" is the convolution layer that transforms the input image into feature representations and "c" represents the convolution related operations for feature maps. "b" or "d" is to handle the pooling related operations. "e" involves some operations in the fully connected network.
The network architecture of the BICNN
This traditional architecture is commonly employed for pattern recognition. However, like the network architectures in [14, 16] , the BICNN is purely composed of several convolutional layers and has no pooling layers or fully connected layers. Given a corrupted image X, our goal is to predict a clean image Y that is close to the ground truth image Y * . For simplification, in the context, we assume that each output feature map combines a convolution with only a single input feature map. Concretely, if the number of layers is L, the network can be analogously expressed as 
Here, X is the input grayscale image, W l is the weight that maps the (l − 1)th layer to the lth one, and b l is the bias in the lth layer. h l is the activation in the lth layer and "*" is a convolution operator. (1) means that a corrupted image X is input into the BICNN. Then, the corrupted imageX is processed in the hidden layers via (2) . Here, we use the Rectified Linear Unit (ReLU) [23] for nonlinear transform in the hidden layers. The ReLU is a nonlinearity mapping σ (x) = max(0, X) which makes the convergence fast while still presenting good quality. Finally, the inpainted image Y is achieved in the output layer via (3). It is worth mentioning that all the convolution operations use no zero padding to avoid border effects during training. At the testing stage, all the convolutional layers are given sufficient zero padding. Thus, the output inpainted image Y will be the same size as the input corrupted image X.
Training procedure
The training procedure of the BICNN is to estimate the net-
, where x i and y * i is the corrupted and ground truth subimage, respectively. The MSE J(θ) is expressed as
where f (x i , θ) is the output of the BICNN for the input subimage x i . F is the Frobenius norm. Obviously, minimizing J(θ) is to solve a non-convex optimization problem. Stochastic gradient descent with standard backpropagation [21, 22] becomes the dominant tool to solve this non-convex optimization problem. At each iteration, a single pair is randomly drawn to calculate the gradients approximately, which is of high efficiency for a large-scale dataset. So, we describe the backpropagation algorithm in the BICNN by using a single training pair (x, y * ) in the context. Thus, (4) can be simplified as
In the backpropagation algorithm, given a training pair (x, y * ), a "forward pass" is first performed to compute all the activations (i.e., h l , l = 1, 2, . . . , L − 1) as well as the output value y according to (1)-(3). Then, we perform the backward propagation to calculate the related gradients by using the following strategy. The "error term" propagated backwards can be thought of the sensitivity map δ l [25] . To clearly describe the backward propagation, we define
Then, the activation h l in the lth layer is
For the (l+1)th layer, u l+1 can be obviously represented as
Thus, the output of the last layer, i.e., the Lth layer, is the predicted subimage y according to (3) .
According to (6) and (7) and the chain rule, δ l can be calculated as
Since ∂u l ∂b l = 1, (11) can be simplified as
According to (5), (10) and (12), the sensitivity map for the output layer δ L is expressed as
So, this sensitivity map δ L is actually the "error" backpropagated from higher layers to lower layers. According to the (8), (9) and (12), we have the recurrence relation as follows.
, (14) where δ l and δ l+1 are the sensitivity maps in the lth and (l + 1)th layers, respectively. W l+1 is the weight that maps the lth layer to the (l+1)th one. "•" denotes element-wise multiplication and " " is the cross-correlation which is different from the convolution "*" in the feed-forward pass.
Finally, we can obtain the following gradients after calculating the sensitivity map for each layer according to (6) . , The backpropagation algorithm in the BICNN is illustrated in Fig. 2 , which indicates all the derivations described above. The left of Fig. 2 indicates the feed-forward pass of the backpropagation algorithm. The rest refers to the backward propagation. Algorithm 1 shows the pseudocodes of the backpropagation algorithm in the BICNN.
After describing the backpropagation algorithm in detail, we can summarize the stochastic gradient descent in the BICNN in Algorithm 2. At the training stage of the stochastic gradient descent, one training pair is randomly drawn from the training set to calculate the stochastic gradients
∂P(θ) ∂θ
via Algorithm 1. Then, the stochastic gradients are used to update the network parameters θ = (W l , b l ) 1≤l≤L of the BICNN. The above steps repeat until the number of the iterations reaches a predefined maximum T . Every once in a while, we test the BICNN on a distinct and fixed validation dataset to assess its generalization error. The learned BICNN is the network which reaches the smallest estimated MSE.
The implementation of the BICNN
The high performing BICNN comes with a large computational cost due to the concatenation of several convolutional layers, which often requires implementations on GPUs. We use Caffe [26] to train the BICNN. The Caffe is a fully opensource framework that affords a clear access to deep architectures. Its codes are written in clean, efficient C++, with CUDA used for GPU computation, and nearly complete, well-supported bindings to Python/Numpy and MATLAB. The training of the BICNN costs about three to four days on Tesla K40c. Figure 3 shows the overall flowcharts of the BICNN for (a) the training process and (b) the testing process.
Experimental results and discussions

Experimental setting
All the experiments are performed on an Intel Xeon E5-2640 v2 (2.00 GHz) machine with 128 GB RAM. We generate the training and validation datasets by using the images in the imagenet [27] and use the Berkeley segmentation database [28] as the testing dataset. We perform all the experiments on grayscale images.
Datasets
To generate a large amount of corrupted/ground truth subimage pairs, we first randomly select 0.3 million ground truth images from the imagenet. Then, we corrupt these ground truth images by means of corrupting patterns, such as super-imposed text or stroke. In our experiments, the sizes of the subimages are all 33 × 33. The sliding distance between the two adjacent subimages are 14 pixels. So, we can obtain roughly 4 million corrupted/ground truth subimage pairs. 90 % of the subimage pairs are used as the training dataset and the rest as the validation dataset. To generate the testing dataset, we first randomly select the images from the Berkeley segmentation database. Then, we corrupt these images by means of the corrupting patterns that are quite different from those employed in the training dataset in content and locations but with the same font size. As mentioned in Sect. 2.1, all the convolutional layers have no padding during training. So, the size of the output subimage is 17 × 17. The MSE in (5) is evaluated only by the difference between the central 17 × 17 crop of ground truth subimage and the network output.
Implementation Details We define s l and n l as the kernel size and the kernel number in the lth layer, respectively. In our experiments, we use a three-layer network with s 1 = 9, Fig. 3 The overall flowcharts of BICNN for (a) the training process and (b) the testing process 
We first initialize all the weights by randomly drawing from a Gaussian distribution with mean 0 and standard deviation 0.001. The biases are initialized to be 0. We set the batchsize=1 and the momentum γ = 0.9 (see Algorithm 2). We set a small weight learning rate for the final layer (5 × 10 −6 ) and a large weight learning rate (5 × 10 −5 ) in all the other layers like [14] . The bias learning rate is twice as large as the weight learning rate in each layer, which usually leads to a good convergence.
Blind inpainting via the BICNN
As indicated above, the learned BICNN can automatically identify and remove the corrupting patterns from a corrupted image without knowing the specific missing regions. In this sense, the BICNN is a blind inpainting method. First, we conduct an experiment to illustrate the blind inpainting task via the BICNN. At the training stage, we generate the corrupted images by arbitrarily scratching the ground truth images with a width of 1 pixel. Two ground truth images (shown in Figs. 4a and 5a) are selected for illustration, whose sizes are 477 × 317 and 317 × 477, respectively. At the testing stage, two corrupting patterns, horizontal/vertical lines and scratches, are introduced into the ground truth images, whose strokes have the same width of 1 pixel. Figures 4b and 5b show the corresponding corrupted images. The learned BICNN can remove both corrupting patterns from the corrupted images as shown in Figs. 4c and 5c. Note that, these two corrupting patterns are quite different from those in the training dataset, except for the width of the stroke. Moreover, the learned BICNN takes a corrupted image of any size as input and directly produces a clean output by only one pass of forward propagation without knowing the specific missing regions. The learned first-layer weights are showed in Fig. 6 .
The BICNN is a fully feed-forward network and need not solve any optimization problem at the testing stage. So, it can work at a fast speed when inpainting a corrupted image. Here the corrupted images are inpainted via the learned BICNN within 1 s.
Comparisons between the BICNN and some existing inpainting approaches
In this section, we perform four experiments to compare the BICNN with the diffusion-based method [9] , the sparsitybased method [13] as well as the inpainting method based on deep learning [20] for lines or text removal. Four ground truth images are selected for illustration in Figs. 7a, 8, 9 and 10a. There are two inpainting frameworks in [20] , which are the non-blind inpainting framework with a mask and the blind inpainting framework without a mask. Noted that the inpainted images in Figs. 7e and 8e are achieved by the nonblind inpainting framework with a mask in [20] and those in Figs. 9e and 10e are achieved by the blind inpainting framework without a mask in [20] .
Note that, we have to train four BICNNs because the four corrupting patterns added in Figs. 7b, 8, 9 and 10b have different lines width or font sizes. The corrupting patterns in Fig. 7b are horizontal and vertical lines with a width of 3 pixels. The superimposed texts in Figs. 8b, 9 and 10b are different from each other in content and font size. At the training stage, in order to train the BICNN to remove the corrupting patterns in Fig. 7b , we generate the corrupted images by arbitrarily scratching the ground truth images with a width of 3 pixels. Similarly, to train each BICNN to remove the cor- As shown in Figs. 7 and 8 , obviously, the method in [9] achieves the worst inpainting results. For example, there are obvious artifacts existing in the chest-part of the shirt in Fig. 7c and some artifacts existing in the cheek of Lena in Fig. 8c . The method in [13] , the framework with a mask in [20] and our method can visually remove the corrupting patterns from the corrupted images.
Unlike the corrupting pattern in Fig. 8b , we add the texts with more densities into the ground truth images as shown in Figs. 9b and 10b . Especially, the useful information of the image is almost not achieved directly by vision in Fig. 10b . The method in [9] and the inpainting framework without a mask in [20] achieve the worse visual performances compared to the method in [13] and our method. For example, for the method in [9] , there are many artifacts existing in the upper floors in Fig. 9c and in the chest-part of the shirt in Fig. 10c . For the inpainting framework without a mask in [20] , some residual corrupting patterns exist in the smoothing regions, such as the sky in Fig. 9e and the background in Fig. 10e . However, the framework also has the advantage of preserving the details. Although the method in [13] performs a fairly better inpainting task visually than two above methods, some corrupting patterns cannot be removed excellently and some edges are blurred. Compared to the above three methods, our method achieves the best inpainting results in case of corrupting patterns removal and details preserving.
To further validate our method, we use two common metrics to quantitatively evaluate the inpainting performance, which are peak signal to noise ratio (PSNR) and structural similarity index measurement (SSIM). The quantitative eval- Fig. 6 The first-layer weights which act as detectors for the strokes Fig. 7 Inpainting the image via four methods. a Ground truth image, b corrupted image, the inpainting results achieved by c the method in [9] , d the method in [13] , e the inpainting framework with a mask in [20] , f our method uating results are illustrated in Tables 1 and 2 . As indicated in Tables 1 and 2 , the inpainted images via our method have the best PSNR and SSIM. The inpainting framework with a mask in [20] achieves good PSNR and SSIM values. The fairly good quantitative values are achieved by the method in [13] . The inpainting framework without a mask in [20] and the method in [9] achieve fairly bad quantitative performances. These facts are coincident with the visual evaluation experiments.
The most vital reason why our method and the inpainting framework with a mask in [20] can perform better inpainting results compared to the other methods is that we are both based on deep learning, which can benefit from the tremendous amount datasets during training. The prior knowledge about the corrupting patterns is incorporated at the training stage for these two methods. The inpainting framework with a mask in [20] employs the mask as a prior knowledge at both training and testing stages, which is a non-blind approach. Also, the methods in [9] and [13] are non-blind approaches because they need specified masks. The mask in [9, 13] or [20] specifies the missing regions in the corrupted image when inpainting. The three methods will fail without the masks. However, the BICNN can automatically remove the corrupting patterns from a corrupted image without know- Fig. 8 Inpainting the image via four methods. a Ground truth image, b corrupted image, the inpainting results achieved by c the method in [9] , d the method in [13] , e the inpainting framework with a mask in [20] , f our method Fig. 9 Inpainting the image via four methods. a Ground truth image, b corrupted image, the inpainting results achieved by c the method in [9] , d the method in [13] , e the inpainting framework without a mask in [20] , f our method ing the specific regions at the testing stage, which is a blind inpainting approach in this sense. Moreover, different from the method in [20] , the learned BICNN takes a corrupted image of any size as input and directly produces a clean output by only one pass of forward propagation. Furthermore, different from the method in [13] , the BICNN is fully feedforward and does not need to solve any optimization problem when inpainting. Fig. 10 Inpainting the image via four methods. a Ground truth image, b corrupted image, the inpainting results achieved by c the method in [9] , d the method in [13] , e the inpainting framework without a mask in [20] , f our method Table 2 The SSIM values of the inpainted images achieved by four methods As indicated above, the proposed BICNN performs well when the missing regions are small. However, if the size of each missing region is much larger than a half of the size of the training subimage, the inpainted region will appear blurry. Two examples are illustrated in Fig. 11 . We generate the two corrupted images by adding the random thick strokes with the width of 19 pixels and large holes with the diameter of 35 pixels, respectively. As shown in Fig. 11b, d , some blurs occur in the inpainted images.
Conclusions
In this paper, the main contribution is that we present a blind image inpainting method based on a fully convolutional neural network, which is called BICNN. At the training stage, the BICNN automatically learns how to map corrupted subimages to ground truth subimages, which implicitly captures the prior information of the artifacts. Once the BICNN is learned, it can automatically repair a corrupted image without knowing in advance where the damaged pixels are if only the corrupting patterns at the testing stage are similar in pixel width to those at the training stage. It is worth noticing that the learned BICNN can take a whole image of arbitrary size as input and directly output the corresponding inpainted image by only one pass of forward propagation. The comparison experiments indicate that the proposed BICNN is superior to the existing inpainting methods in both visual and quantitative performances. In our future work, we would like to investigate the functionality of the learned weights and to extend our method in some practical fields, such as medical image processing.
