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Abstract
Given a finite, connected graph G, T its edge adjacency matrix, and N,
a positive integer, this paper investigates some combinatorial and algebraic
properties of the Witt type formula
Ω(N,T ) =
1
N
∑
g|N
µ(g) TrT
N
g .
The sum ranges over the positive divisors of N and µ is the Mo¨bius function.
1 Introduction
The objective of the present paper is to investigate algebraic and combinatorial
aspects of the formula given in the abstract which gives the number of equivalence
classes of arbitrarily oriented but non-backtracking non-periodic closed paths of
length N in a oriented graph. The formula is well known in association with the
zeta function of a graph investigated by several authors. See [8, 9, 10] and references
therein. As shown in this paper the formula has several properties of the Witt
formula type not investigated previously, as far as I know.
Let’s recall Witt formula and some of its properties. Let N be a positive
integer, R a real number, µ the classical Mo¨bius function defined by the rules: a)
µ(+1) = +1, b) µ(g) = 0, if g = pe11 ...p
eq
q , p1, ..., pq primes, and any ei > 1, c)
µ(p1...pq) = (−1)q. The polynomial of degree N in R with rational coefficients given
in terms of Mo¨bius function,
M(N ;R) = 1
N
∑
g|N
µ(g)R
N
g , (1.1)
has many applications in algebra and combinatorics [5]. It is called the Witt formula
when it is associated with the following result [6]: If V is an R-dimensional vector
space and L is the free Lie algebra generated by V then L has a Z>0 gradation
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L =
⊕∞
N=1 LN , LN has dimension given by M(N ;R) which satisfies the formal
relation ∞∏
N=1
(1− zN)M(N ;R) = 1−Rz (1.2)
called the Witt identity. Notice that the coefficient of the linear term in the right
hand side is minus the dimension of the vector space that generates the Lie algebra.
Witt identity follows from the Poincare´-Birkoff-Witt theorem which says that
∞∏
N=1
(1− zN)−M(N ;R) = 1 +
∞∑
N=1
RNzN (1.3)
is the generating function for the dimensions of the homogeneous subspaces of the
enveloping algebra of L.
Witt formula is also called the necklace polynomial because M(N ;R) gives
the number of inequivalent non-periodic colorings of a circular string of N beads
- a necklace - with at most R colors [12]. In [7] S. Sherman associated it to the
number of equivalence classes of closed non-periodic paths of length N which tra-
verse counterclockwisely without backtracking the edges of a graph with R loops
counterclockwisely oriented and hooked to a single vertex so that Ω generalizesM.
Notice that the coefficient of the linear term in the right hand side of Witt identity
is minus the number of loops in the graph.
It is proved that the formula for Ω(N, T ) satisfies some identities analogous to
those satisfied by M(N,R) which Carlitz proved in [11] and Metropolis and Rota
in [12]. In [5], Moree proved similar identities for his Witt transform. Also, the
formula can be interpreted as a dimension formula and it can be associated to a
coloring problem.
The paper is organized as follows. In section 2, some preliminary definitions
and results are given. In section 3, several identities satisfied by the formula is
proved. In section 4, the formula is interpreted as a dimension formula associated
to free Lie super algebras and, in section 5, to necklace colorings. The formula is
applied to some examples.
2 Preliminaries
Let G = (V,E) be a finite connected and oriented graph where V is the set of vertices
with |V | elements and E is the set of oriented edges with |E| elements labeled e1,
...,e|E|. An edge has an origin and an end as given by its orientation. The graph
may have multiple edges and loops.
Now, consider the graph G∗ built from G by adding in the opposing oriented
edges e|E|+1 = (e1)−1, ...,e2|E| = (e|E|)−1, (ei)−1 being the oriented edge opposite to
2
ei and with origin (end) the end (origin) of ei. In the case that ei is an oriented
loop, ei+|E| = (ei)−1 is just an additional oriented loop hooked to the same vertex.
Thus, G∗ has 2|E| oriented edges.
A path in G is given by an ordered sequence (ei1 , ..., eiN ), ik ∈ {1, ..., 2|E|}, of
oriented edges in G∗ such that the end of eik is the origin of eik+1 . Also, a path can be
represented by a word in the alphabet of the symbols in the set {e1, ..., e2E}, a word
being a concatenated product of symbols which respect the order of the symbols in
the sequence.
In this paper, all paths are cycles. These are non-backtracking tail-less closed
paths, that is, the end of eiN coincides with the origin of ei1 , subjected to the non-
backtracking condition that eik+1 6= eik+|E|. In another words, a cycle never goes
immediately backwards over a previous edge. Tail-less means that ei1 6= e−1iN . The
length of a cycle is the number of edges in its sequence. A cycle p is called periodic
if p = qr for some r > 1 and q is a non periodic cycle. Number r is called the period
of p. The cycle (eiN , ei1 , ..., eiN−1) is called a circular permutation of (ei1 , ..., eiN )
and (e−1iN , ..., e
−1
i1
) is an inversion of the latter. A cycle and its inverse are taken as
distinct.
The classical Mo¨bius inversion formula is used several times in this paper.
Given arithmetic functions f and g it states that g(n) =
∑
d|n f(d) if and only if
f(n) =
∑
d|n µ(d)g(n/d).
In order to count cycles of a given length in a graph G a crucial tool is the
edge adjacency matrix of G [8]. This is the 2|E| × 2|E| matrix T defined as follows:
Tij = 1, if end vertex of edge i is the start vertex of edge j and edge j is not the
inverse edge of i; Tij = 0, otherwise.
Theorem 2.1. ([8]) The number TrTN (over)counts cycles of length N in a graph
G.
Proof. Let a and b be two edges of G. The (a, b)th entry of matrix TN is
(TN)(a,b) =
∑
ei1 ,...,eiN−1
T(a,ei1 )T(ei1 ,ei2 )...T(eiN−1 ,b)
From the definition of the entries of T it follows that (TN)(a,b) counts the number
of paths of length N with no backtracks from edge a to edge b. For b = a, only
closed paths are counted. Taking the trace gives the number of non-backtracking
closed paths with every edge taken into account as starting edge, hence, the trace
overcounts closed paths because every edge in the path is taken into account as
starting edge. The paths counted by the trace are tail-less, that is, ei1 6= e−1iN ;
otherwise, TrTN =
∑
a(T
N)(a,a) would have a term with entry (a, a
−1) which is not
possible.
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Theorem 2.2. [9] Denote by Ω(N, T ) the number of equivalence classes of non
periodic cycles of length N in G. This number is given by the following formula:
Ω(N, T ) =
1
N
∑
g|N
µ(g) TrT
N
g (2.1)
Proof. In the set of TrTN cycles there is the subset with NΩ(N, T ) elements formed
by the non periodic cycles of lengthN plus their circular permutations and the subset
with
∑
g 6=1|N
N
g
Ω(N
g
, T ) elements formed by the periodic cycles of length N (whose
periods are the common divisors of N) plus their circular permutations. (A cycle of
period g and length N is of the form
(ek1ek2 ...ekα)
g
where α = N/g, and (ek1ek2 ...ekα) is a non periodic cycle so that the number of peri-
odic cycles with period g plus their circular permutations is given by (N/g)Ω(N/g, T )).
Hence,
TrTN =
∑
g|N
N
g
Ω
(
N
g
, T
)
Mo¨bius inversion formula gives the result.
Remark 1. Some terms in the right hand side of (2.1) are negative. In spite of
that the right hand side is always positive. Multiply both sides by N . The fist term
equals TrTN while the other terms give (in absolute value) the number according
to period of the various subsets of periodic cycles which are proper subsets of the
larger set with TrTN elements.
Remark 2. Witt formula can be expressed in a form analogous to (2.1). Define Q
as the R × R matrix with all entries equal to one. The trace TrQN = RN counts
counterclockwisely oriented cycles in the graph with R loops counterclockwisely
oriented and hooked to a single vertex so that
M(N ;R) = 1
N
∑
g|N
µ(g)TrQ
N
g (2.2)
A recurrence relation which may be useful in practical calculations of Ω(N, T )
is given next.
Theorem 2.3.
NΩ(N, T ) = TrTN −
∑
g|N,g 6=N
g Ω (g, T ) (2.3)
Proof. This follows from
TrTN =
∑
g|N
g Ω (g, T ) = NΩ(N, T ) +
∑
g|N,g 6=N
g Ω (g, T ) .
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3 Some identities satisfied by Ω
It turns out that Ω(N, T ) satisfies some identities analogous to those satisfied by
Witt formula proved in [11, 12]. These identities are established in this section. In
[5], Moree proved similar identities for his Witt transform.
Theorem 3.1. Given the matrices T1 and T2 define S(s, Ti) =
∑
g|s µ(g) TrT
N
g
i ,
i = 1, 2, and denote by T1 ⊗ T2 the Kronecker product of T1 and T2. Then,∑
[s,t]=N
S(s, T1)S(t, T2) = S(N, T1 ⊗ T2) (3.1)
The summation is over the set of positive integers {s, t | [s, t] = N}, [s, t] being the
least common multiple of s, t. It also holds that
S(N, T l) =
∑
[l,t]=Nl
S(t, T ) (3.2)
Proof. In order to prove (3.1) it suffices to consider the equivalent formula (see [11])∑
k|N
∑
[s,t]=k
S(s, T1)S(t, T2) =
∑
k|N
S(k, T1 ⊗ T2)
Using Mo¨bius inversion formula, the left hand side is equal to∑
s|N
S(s, T1)
∑
t|N
S(t, T2) = (TrT
N
1 )(TrT
N
2 )
But (TrTN1 )(TrT
N
2 ) = Tr(T1 ⊗ T2)N . By Mo¨bius inversion formula this gives the
right hand side of the equivalent formula. Using ideas from [5], the next identity
can be proved using the following equivalent formula:∑
g|N
∑
[l,t]=Nl
g
S(t, T ) =
∑
g|N
S(N, T l)
The left hand side is equal to
∑
t|lN S(t, T ) = TrT
lN = Tr(T l)N . Apply Mo¨bius
inversion formula to get the result.
Remark 3. Formula (3.1) may be generalized to the case T = T1 ⊗ T2 ⊗ ...⊗ Tl to
give ∑
[s1,...,sl]=N
S(s1, T1) . . . S(sl, Tl) = S(N, T ) (3.3)
Also, it can be proved that
S(N, T s1 ⊗ T r2 ) =
∑
[rp,sq]=nrs
S(p, T1)S(q, T2) (3.4)
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where r and s are relatively prime and the summation is over all positive integers
p, q such that [rp, sq] = nrs. The proof is an application of previous identities as in
[12], Theorem 5.
Remark 4. In terms of Ω, using that [s, t](s, t) = st, (7) becomes∑
[s,t]=N
(s, t)Ω(s, T1)Ω(t, T2) = Ω(N, T1 ⊗ T2) (3.5)
where (s, t) is the maximum common divisor of s and t. This can be extended to
the general case (3.3) to give∑
[s1,...,sl]=N
(s1, · · · , sl)Ω(s1, T1) . . .Ω(sl, Tl) = Ω(N, T ) (3.6)
where (s1, · · · , sl) is the greatest common divisor of (s1, · · · , sl) and the sum runs
over all positive integers (s1, · · · , sl) with least common multiple equal to N and
T = T1 ⊗ · · · ⊗ Tl. Also, from (8),
Ω(N, T l) =
∑
[l,t]=Nl
t
N
Ω(t, T ). (3.7)
In terms of Ω (10) reads
NΩ(N, T s1 ⊗ T r2 ) =
∑
[rp,sq]=Nrs
pqΩ(p, T1)Ω(q, T2)
Using (rp, sq)[rp, sq] = rpsq with [rp, sq] = Nrs implies (rp, sq)N = pq and
Ω(N, T s1 ⊗ T r2 ) =
∑
[rp,sq]=Nrs
(rp, sq)Ω(p, T1)Ω(q, T2)
Replace s and r by s/(r, s) and r/(r, s) to get
(r, s)Ω(N, T
s/(r,s)
1 ⊗ T r/(r,s)2 ) =
∑
(rp, sq)Ω(p, T1)Ω(q, T2) (3.8)
The sum is over p, q such that pq/(pr, qs) = N/(r, s).
Another identity satisfied by Ω is of the Witt type (1.2). It is a well known
result about the ζ function of a graph G which is defined as follows:
ζ(z) :=
∏
[p]
(1− zl(p))−1 =
∞∏
N=1
(1− zN)−Ω(N,T ) (3.9)
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See [8] and [9]. The first product is over the equivalence classes [p] of backtrack-
less and tail-less closed paths of length l(p) in G. It is a famous result that ζ =
[det(1− zT )]−1, hence, Ω(N, T ) satisfies the Witt type identity
∞∏
N=1
(1− zN)Ω(N,T ) = det(1− zT ) (3.10)
As mentioned in the introduction, the coefficient of the linear term in Witt’s identity
is the negative of the number of loops in a graph with R loops hooked to a single
vertex. The coefficients in the expansion of the determinant det(1− zT ) as a poly-
nomial in z also have nice combinatorial meanings related to the structure of the
graph G as proved by several authors. See [10] and references therein. Next theorem
gives formulas for these coefficients and for those of the inverse of the determinant
which are relevant for the next section.
Theorem 3.2. Define
g(z) :=
∞∑
N=1
TrTN
N
zN . (3.11)
Then,
+∞∏
N=1
(1− zN)±Ω(N,T ) = e∓g(z) = [det(1− zT )]± = 1∓
+∞∑
i=1
c±(i)zi, (3.12)
where
c±(i) =
i∑
m=1
λ±(m)
∑
a1 + 2a2 + ...+ iai = i
a1 + ...+ ai = m
i∏
k=1
(TrT k)ak
ak!kak
(3.13)
with λ+(m) = (−1)m+1, λ−(m) = +1, c+(i) = 0 for i > 2|E|, and c−(i) ≥ 0.
Furthemore,
TrTN = N
∑
s = (si)i≥1, si ∈ Z≥0∑
isi = N
(±1)|s|+1 (| s | −1)!
s!
∏
c±(i)si (3.14)
where | s |= ∑ si, s! = ∏ si!.
Proof. Define P± by
P±(z) =
+∞∏
N ′=1
(1− zN ′)±Ω(N ′,T )
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Take the logarithm of both sides and use (2.1) to get
lnP± = ∓
∑
N ′
∑
k
1
k
Ω(N ′, T )zN
′k = ∓
+∞∑
N=1
∑
k|N
1
k
Ω
(
N
k
, T
)
zN
= ∓
+∞∑
N=1
TrTN
N
zN = ∓g(z)
from which the first equality in (3.12) follows. From the definition of g(z), it follows
that
∓g(z) := ∓
∞∑
N=1
TrTN
N
zN = ∓Tr
+∞∑
N=1
1
N
TNzN = ±Tr ln(1− zT )
= ±ln det(1− zT )
proving the second equality in (3.12).
The third equality is obtained formally expanding the exponential. As the
formal Taylor expansion of 1− e∓g, the coefficients c± are given by
c±(i) =
1
i!
di
dzi
[±(1− e∓g)] |z=0
Using Faa di Bruno’s formula as in [1], the derivatives can be computed explicitly
and (3.13) follows. The determinant is a polynomial of maximum degree 2|E|, hence,
c+(i) = 0 for i > 2|E|. Clearly, c−(i) ≥ 0.
To prove (3.14) write [2]
∓ln
(
1∓
∑
i
c±(i)zi
)
= ∓
+∞∑
l=1
(−1)
l
(
±
∑
i
c±(i)zi
)l
= ±
+∞∑
l=1
(±1)
l
∑
s = (si)i≥1
si ∈ Z≥0∑
si = l
(
∑
si)!∏
(si!)
(∏
c±(i)si
)
z
∑
sil
=
+∞∑
k=1
zk
∑
s = (si)i≥1, si ∈ Z≥0∑
isi = k
(±1)|s|+1 (| s | −1)!
s!
∏
c±(i)si
The second equality in (3.12) applied to the left hand side yields
∓ln
(
1∓
∑
i
c±(i)zi
)
=
+∞∑
k=1
TrT k
k
zk
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Compare coefficients to get the result.
Remark 5. Witt identity can be expressed in terms of a determinant:
∞∏
N=1
(1− zN)M(N ;R) = 1−Rz = det(1− zQ)
The proof is analogous to the proof of previous theorem using (2.2).
4 Ω and free Lie super algebras
As mentioned in the introduction the coefficient in the Witt formula (1.1) has an
algebraic interpretation as the negative of the dimension of a vector space that
generates a free Lie algebra and the inverse of this formula is the generating function
of dimensions of the subspaces of the enveloping algebra of the Lie algebra. Is it
possible that the coefficients in the determinant det(1 − zTG) above have similar
interpretation? The answer is positive. Formula (2.1) and the coefficients of the
determinant and its inverse can be interpreted algebraically in terms of data related
to Lie super algebras.
In series of papers S. -J. Kang and M. -H Kim [2, 4] generalized Witt formula
(1.1) to the case the free Lie algebra L is generated by an infinite graded vector
space. They obtained a generalized Witt formula for the dimensions of the homoge-
neous subspaces of L which satisfies a generalized Witt identity. In [4] S. -J. Kang
extended these results to super spaces and Lie super algebras. Some of the results
are summarized in the following proposition.
Proposition 4.1. Let V =
⊕∞
i=1 Vi be a Z>0-graded super space with finite di-
mensions dimVi = |t(i)| and super dimensions DimVi = t(i) ∈ Z, ∀i ≥ 1. Let
L = ⊕∞N=1 LN be the free Lie super algebra generated by V with a Z>0-gradation
induced by that of V . Then, the super dimensions of the subspaces LN are given by
formula
DimLN =
∑
g|N
µ(g)
g
W
(
N
g
)
(4.1)
The summation ranges over all common divisors g of N and W is given by
W (N) =
∑
s∈T (N)
(| s | −1)!
s!
∏
t(i)si (4.2)
where T (N) = {s = (si)i≥1 | si ∈ Z≥0,
∑
isi = N} and | s |=
∑
si, s! =
∏
si!. The
numbers DimLN satisfy the identity
∞∏
N=1
(1− zN)DimLN = 1−
∞∑
i=1
t(i)zi. (4.3)
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The right hand side of (4.3) is related to the generating function for the W ’s,
g(z) :=
∞∑
n=1
W (n)zn (4.4)
by the relation
e−g(z) = 1−
∞∑
i=1
t(i)zi (4.5)
Furthermore,
∞∏
N=1
(
1
1− zN
)DimLN
= 1 +
∞∑
i=1
DimU(L)izi (4.6)
where DimU(L)i is the dimension of the i-th homogeneous subspace of U(L), the
universal enveloping algebra of L.
In [4], (4.1) is called the generalized Witt formula; W is called Witt partition
function; and (4.3) is called generalized Witt identity.
See section 2.3 of [4]. Given a formal power series
∑+∞
i=1 tiz
i with ti ∈ Z, for
all i ≥ 1, the coefficients in the series can be interpreted as the super dimensions
of a Z>0-graded super space V =
⊕∞
i=1 Vi with dimensions dimVi = |ti| and super
dimensions DimVi = ti ∈ Z. Let L be the free Lie super algebra generated by
V . Then, it has a gradation induced by V and the homogeneous subspaces have
dimension given by (4.1). Apply this interpretation to the determinant det(1− zT )
which is a polynomial of degree 2|E| in the formal variable z. It can be taken as a
power series with coefficients ti = 0, for i > 2|E|. Comparison of the formulas in
Theorem 3.2 with formulas in the above Proposition implies the next result:
Proposition 4.2. Given a graph G, T its edge matrix, let V =
⊕2|E|
i=1 Vi be a Z>0-
graded super space with finite dimensions dimVi = |c+(i)| and the super dimensions
DimVi = c+(i) given by (3.13), the coefficients of det(1 − zT ). Let L =
⊕∞
N=1 LN
be the free Lie super algebra generated by V . Then, the super dimensions of the
subspaces LN are given by DimLN = Ω(N, T ). The algebra has generalized Witt
identity given by (3.10). The zeta function of G (3.9) is the generating function for
the dimensions of the subspaces of the enveloping algebra U(L) of L which are given
by DimU(L)n = c−(n), c−(n) given by (3.13) .
Example 1. G1, the graph with R ≥ 2 edges counterclockwisely oriented and
hooked to a single vertex shown in Figure 1. The edge matrix for G1 is the 2R× 2R
symmetric matrix
TG1 =
(
A B
B A
)
10
Figure 1: Graph G1
where A is the R×R matrix with all entries equal to 1 and B is the R×R matrix
with the main diagonal entries equal to 0 and all the other entries equal to 1. This
matrix has the trace given by
TrTNG1 = 1 + (R− 1)(1 + (−1)N) + (2R− 1)N , N = 1, 2, . . .
and the determinant
det(1− zTG1) = (1− z) [1− (2R− 1)z] (1− z2)R−1
= 1−
2R∑
i=1
c(i)zi
where c(2R) = (−1)R(2R− 1),
c(2i) = (−1)i(2i− 1)
(
R
i
)
, i = 1, · · · , R− 1
and
c(2i+ 1) = 2R(−1)i
(
R− 1
i
)
, i = 0, 1, · · ·R− 1
Futhermore,
[det(1− zTG1)]−1 =
+∞∑
q=0
zq
q∑
i=0
ai(2R− 1)q−i
where
ai =
i∑
k=0
(−1)i−k
(
k +R− 1
R− 1
)(
i− k +R− 2
R− 2
)
Let’s consider the case R = 2. In this case,
TrTNG1 = 2 + (−1)N + 3N , det(1− zTG1) = 1− 4z + 2z2 + 4z3 − 3z4
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so that the number of classes of reduced nonperiodic cycles of length N is given by
the formula
Ω(N, TG1) =
1
N
∑
g|N
µ(g)
(
2 + (−1)Ng + 3Ng
)
The graph generates the following algebra. Let V =
⊕4
i=1 Vi be a Z>0-graded
super space with dimensions dimV1 = 4, dimV2 = 2, dimV3 = 4, dimV4 = 3
and super dimensions DimV1 = −4, DimV2 = 2, DimV3 = 4, DimV4 = −3. Let
L = ⊕∞N=1 LN be the free graded Lie super algebra generated by V . The dimensions
of the subspaces LN are given by the generalized Witt formula
DimLN = 1
N
∑
g|N
µ(g)
(
2 + (−1)Ng + 3Ng
)
which satisfies the generalized Witt identity
+∞∏
N=1
(1− zN)Ω(N,TG1 ) = 1− [4z − 2z2 − 4z3 + 3z4]
The subspace Un(L) of the enveloping algebra U(L) have dimensions given by the
zeta function of the graph,
+∞∏
N=1
(1− zN)−Ω(N,TG1 ) = 1 + 1
16
∞∑
n=1
((−1)n + 39 · 3n − 24− 12n)zn
so that
DimUn(L) = 1
16
((−1)n + 39 · 3n − 24− 12n)
Example 2. G2, the bipartite graph shown in Figure 2.
Figure 2: Graph G2
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The edge matrix of G2 is
TG2 =

0 0 0 0 1 1
0 0 0 1 0 1
0 0 0 1 1 0
0 1 1 0 0 0
1 0 1 0 0 0
1 1 0 0 0 0

The matrix has the trace TrTNG2 = 0 if N is odd and TrT
N
G2
= 4 + 2 · 2N if N
is even, and the determinant
det(1− zTG2) = 1− 6z2 + 9z4 − 4z6
If N is odd, the number of classes of nonperiodic cycles of length N is Ω(N, TG2) = 0,
if N is odd, and
Ω(N, TG2) =
1
N
∑
g|N
µ(g)TrT
N
g
G2
if N is even. The graph generates the following algebra. Let V =
⊕3
i=1 V2i be a
Z>0-graded superspace with dimensions dimV2 = 6, dimV4 = 9, dimV6 = 4 and
superdimensions DimV2 = 6, DimV4 = −9, DimV6 = 4. Let L =
⊕∞
N=1 LN be the
free graded Lie superalgebra generated by V . The dimensions of the subspaces LN
are DimLN = 0, for N odd and
DimLN = 1
N
∑
g|N
µ(g)TrT
N
g
G2
for N even. The dimensions satisfy the generalized Witt identity
+∞∏
N=1
(1− zN)Ω(N,TG2 ) = 1− [6z2 − 9z4 + 4z6]
The generating function for the dimensions of the subspaces Un(L) of the enveloping
algebra U(L) is given by
+∞∏
N=1
(1− zN)−Ω(N,TG2 ) = 1 + 1
18
∞∑
n=1
(22n+5 − 6n− 14)z2n
so that
DimUn(L) = 22n+5 − 6n− 14
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5 Necklace colorings induced by paths
Given the set of 2|E| colors {c1, ..., c2|E|}, assign the colors ci, c|E|+i to edges ei, e|E|+i =
e−1i ∈ G∗, respectively, so that to a cycle of length N in G corresponds an ordered
sequence of N colors. Now, assign each color in this sequence to a bead in a circular
string with N beads - a necklace - in such a manner that two adjacent colors in the
sequence are assigned to adjacent beads. The non backtracking condition for cycles
implies that no two adjacent beads are painted with colors, say, ci and c|E|+i. It
is clear that there is a correspondence between the classes of nonperiodic cycles of
length N in G and classes of nonperiodic colorings of a necklace with N beads with
at most 2|E| distinct colors induced by the cycles so that the number of inequiva-
lent colorings is ΩG(N, T ). Of course the structure of the graph reflects itself on the
coloring. For instance, the presence of loops in the graph means that their assigned
colors may appear repeated in a string of adjacent beads. This can not happen to a
color assigned to an edge which is not a loop. The edge matrix T may be called the
color matrix. It basically tells what colors are allowed to follow a given color in the
necklace. Element Tij = 1, if a color cj can follow color ci and cj 6= c|E|+i; Tij = 0,
otherwise.
Example 3. The number of nonperiodic colorings of a necklace with N beads with
at most 6 colors and color matrix given by graph G1 with R = 3:
TG1 =

1 1 1 0 1 1
1 1 1 1 0 1
1 1 1 1 1 0
0 1 1 1 1 1
1 0 1 1 1 1
1 1 0 1 1 1

is
Ω(N, TG1) =
1
N
∑
g|N
µ(g)
(
3 + 2(−1)Ng + 5Ng
)
For N = 3, Ω(3, TG1) = 40. The classes of nonperiodic colorings are [cic
2
j ], [c3+ic
2
j ],
[cic
2
3+j], [c3+i c3+j
2], [c2i cj], [c3+i
2cj], [c
2
i c3+j], [c3+i
2c3+j], for (i, j) = (1, 2), (1, 3), (2, 3)
and [cicjck], [c3+icjck], [cic3+jck],[cicjc3+k], [c3+i c3+jck], [c3+icjc3+k], [cic3+j c3+k],
[c3+i c3+j c3+k], for (i, j, k) = (1, 2, 3), (1, 3, 2). These corresponds to the classes
of cycles [e+1i e
+2
j ], [e
−1
i e
2
j ], [e
+1
i e
−2
j ], [e
−1
i e
−2
j ], [e
+2
i e
+1
j ], [e
−2
i e
+1
j ], [e
+2
i e
−1
j ], [e
−2
i e
−1
j ],
for (i, j) = (1, 2), (1, 3), (2, 3) and [e+1i e
+1
j e
+1
k ], [e
−1
i e
+1
j e
+1
k ], [e
+1
i e
−1
j e
+1
k ],[e
+1
i e
+1
j e
−1
k ],
[e−1i e
−1
j e
+1
k ], [e
−1
i e
+1
j e
−1
k ],[e
+1
i e
−1
j e
−1
k ], [e
−1
i e
−1
j e
−1
k ], for (i, j, k) = (1, 2, 3), (1, 3, 2).
Example 4. For the graph G2 assign to the three oriented edges e1, e2, e3 the colors
c1, c2, c3, respectively. The graph is bipartite so only paths of even length are possi-
ble. The number of inequivalent nonperiodic colorings induced by the nonperiodic
14
cycles of length N is given by
Ω(N, TG2) =
1
N
∑
g|N
µ(g)TrT
N
g
G2
(5.1)
For N = 2, Ω(2, TG2) = 6. The classes are [e1e
−1
2 ], [e
−1
1 e2], [e1e
−1
3 ], [e
−1
1 e3], [e2e
−1
3 ],
[e−12 e3]. The induced colorings are [c1c5], [c4, c2], [c1c6], [c4c3], [c2c6], [c5c3]. For
N = 4 , Ω(4, TG2) = 6. The paths are [e1e
−1
2 e3e
−1
2 ], [e1e
−1
2 e1e
−1
3 ], [e1e
−1
3 e2e
−1
3 ],
[e−11 e2e
−1
1 e3], [e
−1
1 e2e
−1
3 e2], [e
−1
1 e3e
−1
2 e3]. To these classes correspond the colorings
[c1c5c3c5], [c1c5c1c6], [c1c6c2c6], [c4c2c4c3], [c4c2c6c2], [c4c3c5c3]. The graph has no
loops so strings of two or more beads with a same color is not possible.
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