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SECTION 1 
Recent work in pattern recognition (cf., for example, [3]) has revived 
interest in translation invariants and, therefore, the following addenda to [1] 
may be of some value. Recall that the n-th order autocorrelation function 
of faL  1 is given by 
M"(f)(t~, t~ ,..., t~) = f]®f(x + t~)f(x + t~) ""f(x + t~)f(x) dx. (*) 
Clearly, if g(x)=f(x  + c), then Mn(g)-= Mn(f) and, hence, M n is a 
"translation invariant," and the problem is to determine to what extent are 
the M~(f) complete invariants. In [1] it was shown that if M~(f) ~- Mn(g) 
for all n = 1, 2, 3 ..... then indeed, g(x) = f(x + c) for some c, and it was 
conjectured that for no finite set of n is this true. The conjecture is verified 
below in Section 3. On the other hand, we show in Section 2 that 
M'~(f ) = M~(g) for n ---- 1, 2, 3 already implies that f  and g are closely related 
and under some additional hypotheses, which are satisfied in many practical 
application, g is actually a translate off .  
We will denote byf(t)  the Fourier transform off, i.e.,f(t) = f~ d~f(x) dx, 
and note that since we assume throughout f EL 1, f is a continuous function. 
The set where f(t) =/= 0 will be denoted by S(f). Note that S(f) is always 
open. I f  Ml(f) = Ml(g), then t f(t)[ ~ = I ~(t)E ~ and thus, S(f) = S(g) = S 
say, and a(t) =f(t)/~(t) is defined on S and has modulus one. Thus, the 
relationship between f and g is governed by a(t) and it is to its study that 
we now turn. 
* And Hebrew University, Jerusalem, Israel. 
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SECTION 2 
Let f  be a real valued integrable function defined on the real line R. An easy 
application of Fubini's theorem shows that Mn(f)  eLI(R n) and thus, it has 
a Fourier transform and it follows easily from (*) that 
M'~(f)(tl ,..., tn) = f ( - - t  1 ,..., --t,~) f(t l )  ... f(t ,) .  (1) 
I f  Ma(f)  = Ml(g), define a(t) on S as in Section 1, and an easy calculation 
shows that if in addition M~(f)  = M~(g), then 
a(q + t 2 + "'" + t . )  = a(t l)  a(t2) "." a(t . )  
for t l , t~, . . . , t  n~S and t l+t  2+' ' '+t ,~S.  (2) 
Since f is real, S is symmetric, and its components are denoted by Sj ,  
S~ = --S_~-, and S o , the component that contains zero, is nonempty if and 
only if f(0) =/= 0. Let Ij(t) be the indicator function of S~. ; i.e., Ij(t) = 1 if 
t e S~ and is 0 otherwise. We can now formulate 
THEOREM 1. Suppose that Mn(f)  = M'~(g), S and a(t) defined as above, 
and either 
(i) n is even, >/2, and /(O) C= 0; or 
(ii) n is odd and >~ 3. 
Then there exist real numbers 0j, 0_j = --0j and 
Ij(t) a(t) = exp(i(ct + Oj)) Ij(t). (3) 
Proof. (1) Since 
[/(0)] "-~ M'(f ) ( t  1 ,..., t,) = f "" f a M~(f)(t l  '"" t,) dt,+l "" dr, 
if (i)holds, then Mi( f )  = Mi(g) for all 1 ~< i ~ n. Thus a(t) is well defined 
and we may assume M2(f) = M2(g). For n = 2 (2) means simply that a(t) 
is a muhiplicative function on S, and since S o is not empty by a result in 
[2, p. 144] that generalizes Hamel's theorem, we may conclude that 
a(t) = exp(ict) for t ~ S O . Now, fix an s e Sj .  Then for any u e S O so small 
that s + u e Sj ,  (2) gives a(u + s) = a(s)exp(icu). Let K be the largest 
interval about s, K C Sj for which a(t) = a(s) exp{--ics} exp{ict} for all t ~ K. 
We shall show that K = Sj and thus (3) holds with iOj = log(a(s)) - -  ics. 
Suppose indeed that K C S. Let sl be in S i , s x ~ K and s 1 = t + u with 
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t 6 K,  u ~ S O . Then  a(t + u) = a(t) exp(icu) -= a(s) exp(--ics) exp ic(t + u). 
Thus  we can embed K in a larger interval contradict ing its maximality. 
(2) We assume now that (ii) holds, and without loss of generality suppose 
that f is not identical ly zero. Then  by setting q = s l ,  t2 ---- --t8 = s~ .... 
in 0), 
n--l~2 n--l~2 
H ]/($i)12 = ~ tg( si)]2 
i=1 i=1 
since f ( t ) f ( - - t )~- l f ( t ) l  2 and, hence, Ij~t)] = I~(t)l. Now putt ing just  
t n = --t~_ 1 =- t in (2) we conclude that 
Mn-2( f )  = M"-~(g) 
and thus, we may suppose that n =- 3. 
Let  dj be the midpoint  of S~. ; u, v sufficiently small so that d r + u, d~ + v, 
d r + u + v are all in S j .  Using the fact that a(--t) -~ i/a(t) (since [ a(t)l ---- 1 
and [f(--t)f(t)] = [f(t)J ~) by putt ing t 1 = d~ q- u + v, t~ = --d~. - -  u, 
t 3 = d 3. in (2), we obtain 
a(dj + u + v) a(dj + v) 
- -  - -  (4 )  
a(d, ÷ u) '@3 
and hence 
a(d~ + u + v) a(d~ + u + v) .  a(dj + u) 
_ a(d r + v) .  a(d r + u) 
a(d~) a(d~) 
(5) 
Thus,  a(dj + t)/a(d~) is a multipl icative function on an interval containing 
the origin and hence, there is a cj so that 
aG + t) 
a(d~) - -  exp ic~t (6) 
for all t such that dj q- t ~ S~.. 
Now, if we repeat the argument for Sk ,  and then apply (2) with 
t 1 = d k + u, t2 = - -dk ,  t3 = d i ,  we obtain 
a(dk + u) a(d s + u) a(a~) = a(6)  (7) 
and thus c r = ck = c; Hence setting iOj = log a(d j ) -  icdr, we have (3). 
Q.E.D. 
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COROLLARY. ]f S(f) is dense in R and either 
(i) M3(f) ----- M3(g), or 
(ii) M2(f)  = M2(g) and f(o) ~= O. 
Then f(x) = g(x -- c) for some constant c. 
Proof. Fix a point t 6 S with a(t) = exp i(ct + 0), and let K be a maximal 
interval containing t and satisfying: for all u ~ K (~ S, a(u) = exp i(cu @ 0). 
By the theorem, K is not degenerate. Now let v e S, v ¢ K, but sufficiently 
close to K so that for some p, q E S~ (p --  q) -}- v = u ~ K(3  S. This is 
possible since S is dense in R. Now by the theorem we obtain 
a(v) = exp i(ev + 0). Hence, K is all of R, and then it follows readily that 
0 = 0. Q.E.D. 
The hypothesis of the corollary, namely that S be dense in R, is clearly 
satisfied i f f  is analytic. In some applications, f and g are defined on a finite set 
and the finite Fourier transform is used, and since these are analytic (they are 
actually polynomials), it follows that the third order autocorrelation function 
is a complete translation invariant in this case. Some related results giving 
sufficient conditions for f to be a translate of g in terms of the second order 
autocorrelation function may be found in [3]. 
SECTION 3 
The above discussion points the way to the construction of functions, not 
translates of one another, whose autocorrelation functions agree to prescribed 
order. The construction is divided into several steps. 
I. Let S be an open symmetric subset of R, not containing 0, with 
components S~, S_j = - -S t ,  % the midpoint of Sj (thus, x_ t = --%), and ~j 
the half width of St ,  i.e., Sj : (%- - -  3~-, xj + 3j). Now if I j  denotes the 
indicator of St ,  
a(t) = ~ exp i(ct + 0~) Ij(t) (S) 
will satisfy (2) for n = 1, 2 , . ,  N for all choices of the 0 t if and only if (2) is 
satisfied in a trivial way, and it is not hard to see that this holds if and only if 
k;x  l I j=l 
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for any choice of integers k3. satisfying 
o<~ Ik3.1 ~ N+ 1. (10) 
1 
In particular, if (xj};~ 1 is a sequence of positive numbers uch that 
1~ k3.xj[>~l for any kj such that 0 < ~, Ik3.1~N + 1, 
3"=1 j=l  
(11) 
then setting S~j = (jzxj -- 1/(N + 2), ±x3. + I/(N 4- 2)) and S = U~ Sj 
(8) defines a function that satisfies (2) for n = 1, 2,..., N. 
I I .  We now construct a sequence of integers x3. that satisfies (11). Set 
x a = 1, and recursively xj+ 1 = (N + 1)x3. @ 2. Suppose now that {k3.} 
satisfy (11) and letjo be the largest index for which kJo :# 0. We may assume 
that k3. ° > 0 and then jo >/2. Then 
l <~ k;ox~o--(N + l)x3.o-l <~ kjoxJo-- ~ [k3.]X3.o-1 
j~<J0-1 
< kjoXjo -- ~ I kj l xj <~ ~ kjx~ m 
j<jo_  1 
Using this sequence of xj ,  by I we can construct a set S so that a(t), defined 
by (8), satisfies (2) for n • N + 1. 
I I I .  Let h(x) be an L 1 function whose Fourier transform vanishes outside 
of ( - -  I/(N 4- 2), 1/(N + 2)). Define fo(x) h(x) v~ "-~e '°~ = /,k=l  COS XkX where 
0 { ~}~=1 • Then an elementary computation shows that for any 0, 0' 
A A 
If01 = If0,[ 
and thatfo/f o, satisfies (2). Unraveling the discussion that led to (2), we have 
proved 
THEOREM 2. No finite collection of n-th order autocorrelation functions 
forms a complete s t of translation i variants for real valued functions on the real 
line. 
Remark. The above method easily carries over to enable one to verify the 
Adler-Konheim conjecture for any locally compact Abelian group G whose 
dual ~ has elements of arbitrary high order. I f  ~ is of bounded order, then 
the conjecture need not hold for all n as finite groups already show. The 
situation for infinite G of bounded order is not clear. 
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