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Abstract
Motivational salience is a mechanism that determines an organism’s current level
of attraction to or repulsion from a particular object, event, or outcome. Motiva-
tional salience is described by modulating the reward by an externally controlled
parameter that remains constant within a single behavioral episode. The vector
of perceived values of various outcomes determines motivation of an organism
toward different goals. Organism’s behavior should be able to adapt to the varying-
in-time motivation vector. Here, we propose a reinforcement learning framework
that relies on neural networks to learn optimal behavior for different dynamically
changing motivation vectors. First, we show that Q-learning neural networks can
learn to navigate towards variable goals whose relative salience is determined by a
multidimensional motivational vector. Second, we show that a Q-learning network
with motivation can learn complex behaviors towards several goals distributed in
an environment. Finally, we show that firing patterns displayed by neurons in the
ventral pallidum, a basal ganglia structure playing a crucial role in motivated behav-
iors, are similar to the responses of neurons in recurrent neural networks trained in
similar conditions. Similarly to the pallidum neurons, artificial neural nets contain
two different classes of neurons, tuned to reward and punishment. We conclude
that reinforcement learning networks can efficiently learn optimal behavior in
conditions when reward values are modulated by external motivational processes
with arbitrary dynamics. Motivational salience can be viewed as a general-purpose
model-free method identifying and capturing changes in subjective or objective
values of multiple rewards. Networks with motivation may also be parts of a larger
hierarchical reinforcement learning system in the brain, in which motivational
vectors are used to transmit information between different levels of hierarchy.
1 Introduction
Motivational salience, which will be called here ‘motivation’, is a cognitive process that propels
an individual’s behavior towards or away from a particular object, perceived event, or outcome (1).
Mathematically, motivation can be viewed as a subjective or objective modulation of the perceived
value of a reward before the reward is actually received. Computational models for motivated
behavior, which are best represented by reinforcement learning (RL) models, address situations in
which the reward values are predetermined. However, fluctuations in physiological states, such as
confidence, satiety, addiction, etc., can profoundly affect behavior (1). Modeling such state factors is
an important goal in computational neuroscience and is in the early stages of mathematical description
(2). Here we build a neural network theory for motivational modulation of behavior and argue that
motivation leads to complex and hierarchical behaviors which add an extra level of complexity to
machine learning approaches.
The ventral pallidum (VP) is a part of the basal ganglia that receives inputs from a number of
mesocorticolimbic areas (2; 3; 4; 5; 6; 7; 8; 9; 10). As the major output of the ventral basal ganglia
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(11; 12; 13; 14; 15), the VP acts as a hub linking areas involved in reward processing with motor
output regions. It therefore is anatomically poised to mediate motivated behaviors. Indeed, lesions in
the VP induce aphagia and adipsia, the lack of motivation to eat and drink, respectively (16; 17; 18),
and anhedonia, the inability to feel pleasure (19). An intact VP is also necessary for drug seeking
behaviors (20; 21; 22; 23), and for active avoidance and aversive learning (24; 25; 26). In vivo single
unit recording studies in rodents and monkeys show that VP neuron firing correlates with motivational
salience (15; 27; 28; 29; 30). In this study, we build a neural network theory of representation of
motivation in VP and compare our findings to our experimental data.
2 Results
Motivation is defined mathematically as a need-dependent modulation of the perceived posi-
tive/negative reward value depending on animal’s extrinsic or intrinsic conditions (1). Thus, rats,
which are normally repelled by high levels of salt in their food, may become attracted to a salt-
containing solution following salt-free diet (2). To model this observation, Zhang, Berridge and
colleagues (31) have proposed that the perceived reward rt received at time t is not absolute, but is
modulated by an internal variable quantifying the level of motivation, which we will call here µ. The
perceived level of positive/negative reward r˜t as a function of motivation µ can be expressed by the
following equation:
r˜t = r˜(rt, µ) (1)
In the simplest example, the reward associated with salt is given by r˜t = µrt. Baseline motivation
towards salt can be defined by µ = −1, leading to the perceived reward of r˜t = −rt < 0. Thus,
normally the presence of salt in the diet is undesired. In the salt-free condition, the motivation is
changed to µ = +1, leading to the subjective reward of r˜t = +rt ≥ 0. Thus, salt-containing diet
becomes attractive. In reality, the function r˜(...) defining the impact of motivation on a perceived
reward is complex (1), including the dependence on multiple factors described by a motivation vector
~µ. Individual components of this vector describe various needs experienced by the organism, such as
thirst (e.g. µ1), appetite (µ2), etc. In this study, we explore the computational impact of motivation
vector in the context of RL and investigate the brain circuits that might implement these computations.
We base our theory of motivation on Q-learning (32), which relies on an agent estimating Q-
function, defined as the sum of future rewards given an action at chosen in a state ~st at time point t:
Q(~st, at) =
∑∞
τ=0 r(~st+τ |at)γτ (here and below, we omit averaging for simplicity). Here γ ≤ 1 is
the discounting factor that keeps the sum from diverging. If a correct Q-function is known, a rational
option for the agent is to pick an action that maximizes future rewards, i.e. at ← argmaxaQ(~st, a).
In case of motivation described by equation 1, since reward values are affected by the motivational
vector ~µ, for the Q-function, we obtain:
Q(~st, at, ~µ) =
∞∑
τ=0
r˜(~st+τ , ~µt+τ |at)γτ (2)
Here r˜(~st+τ , ~µt+τ |at) is the motivation ~µ-dependent perceived positive/negative reward obtained in
a state ~st+τ reached at time t+ τ given action at chosen at time t.
The state of the agent ~st and its motivation ~µ are distinct. First, motivation is a slowly changing
variable that is not affected substantially by an average action. For example, the state of the animal’s
thirst or appetite is not expected to change substantially during a single trial. At the same time, actions
chosen by the animal lead to immediate changes of the animal’s state ~st. Second, motivation and
state are represented and computed by different brain regions. The state of the animal is computed in
the cortex, while motivation is represented in the regions belonging to the reward system, such as
VP. Since the brain is efficient in performing RL tasks, assigning representations of motivation and
state to different brain regions may have computational rationale which is yet to be fully understood.
For example, motivation can be provided by an external manager and may not be dependent on an
agent’s actions. Thus representations of state and motivation may have different neurobiological
origins. Finally, an agent’s state and motivation may have different mathematical representations. In
examples below, the state variable will be given by a one-hot vector, while motivation is represented
by a full vector. Two arguments of the Q-function, ~st and ~µ, are therefore distinct.
It is also important to distinguish behavior with motivation from RL with subgoals (33). Motivated
behavior pursues multiple distributed sources of reward, with the network selecting its action based
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on ad hoc trained Q-function. This behavior involves minimum to no handcrafted features, which
makes motivation a step closer to general methods that leverage computation – a goal identified
recently by Richard Sutton (34).
As in the case of standard Q-learning, the action chosen by a rational agent is expected to maximize
the sum of expected future perceived rewards, i.e. at ← argmaxaQ(~st, a, ~µ). To learn correct
Q-function, one can use the Time Difference (TD) method (35). If the Q-function is learnt perfectly,
it satisfies the recursive relationship Q(~st, at, ~µ) = r˜(~st, ~µt) + γmaxat+1 Q(~st+1, at+1, ~µt+1). For
an incompletely learnt motivation-dependent Q-function, the Reward Prediction Error (RPE), δ is
non-zero:
δ = r˜(~st, ~µt) + γmax
at+1
Q(~st+1, at+1, ~µt+1)−Q(~st, at, ~µ) (3)
RPE can be used to update the Q-function directly or to train neural networks to optimize their policy.
Thus, conventional TD learning can be applied in the case when the expected sum of future rewards
(Q-function) is motivation-dependent. The expected sum of future rewards depends on the new set
of variables ~µ that evolve according to their own set of rules. These variables reflect fluctuations in
physiological or psychological states that substantially change the reward function and, therefore, can
generate flexible behaviors dependent on animals’ immediate needs.
To learn a correct Q-function, in addition to sampling the possible combinations of agent states ~st, the
networks with motivation have to be able to compute Q-function for a variety of motivations ~µ. Here,
we trained neural networks via backpropagation of the RPE values (equation 3), an approach that is
employed in deep Q-learning (36). Below we present several examples in which neural networks
could be trained to solve motivation-dependent tasks.
2.1 The Four Demands (4D) task
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Figure 1: The Four Demands (4D) example. (A) Agent populates a 6x6 environment separated into four rooms.
Each room is associated with its own reward and motivation (water, food, hobby, work). (B) The perceived
reward is a scalar product between the motivation vector and the vector function of position with components as
illustrated. (C) Components of the 4D motivation vector as functions of time. When agent enters a room, its
motivation is reset to zero. When the agent is not in the room, the motivation increases by 1 at each time step
until saturation at the maximum predefined value of θ. (D-F) Potential strategies in our model: (D) one-room
binge, (E) two-room binge, (F) migration.
Consider the example that we call Four Demands (4D; Figure 1). An agent navigates in a 6x6 square
gridworld separated into four 3x3 subdivisions (rooms) (Figure 1A). In each room, the agent receives
one type of reward rn(xt, yt), where n = 1...4 (Figure 1B). These rewards can be viewed as four
different resources, such as water, food, etc. Motivation is described in this system by a 4D vector ~µ
defining affinity of the agent for each of these resources. When the agent enters a room number n,
the corresponding resource in the room is consumed, the agent receives rewards defined by r˜t = µn,
and the corresponding component of the motivation vector µn is reset to zero (Figure 1C). In the
next time step, motivations in all four rooms are increased by one, i.e. µn ← µn + 1, which reflects
additional “wanting” of the resource induced by the “growing appetite”. After a prolonged appetitive
period, the motivation to a resource saturates at a maximum value of θ. Behavior of the agent is
determined by this parameter of our model.
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What are the potential behaviors of the agent? Assume, for simplicity, that the maximum allowed
motivation θ is large and does not influence our results. If the agent always stays in the same room
(one-room binge strategy, Figure 1D), the rewards received by the agent consist of the sequence of
zeros and ones, i.e. 0, 1, 0, 1, . . . This is because, in our model, after each reward consumption,
the motivation is set to zero and, then, increased by one in the next time step. The average reward
corresponding to this strategy is therefore r¯1_room_binge = 1/2. The average reward can be increased,
if the agent jumps from room to room in each time step. This is what we call a two-room binge
strategy (Figure 1E). In this case, the sequence of rewards received by the agent is described by
the sequence of ones, and the average reward is r¯2_room_binge = 1. Two-room binging therefore
outperforms the one-room binge strategy. Finally, the agent can migrate by moving in a cycle
through all four rooms (Figure 1F). In this case, the agent spends three steps in each room and the
overall period of migration is 12 steps. During these three steps, the agent receives three rewards
of 9 (the agent left this room nine steps ago), 0, and 1. The average reward rate per time step is
r¯migration = 10/3. Thus, migration strategy is more beneficial for the agent than both of the binging
strategies. Migration, however, is affected by the maximum allowed motivation value θ. When θ < 9,
the benefits of migration strategy are reduced. For θ = 1, for example, migration yields the reward
rate of just r¯migration|θ=1 = 2/3 , which is below the return of the two-room binging. Thus, our
model should display different behaviors for different values of θ.
Figure 2: Behaviors displayed by 3-layer neural network. (A) The architecture of the 3-layer fully connected
network computing the Q-function Q(a|~s, ~µ). (B) The average reward per time step received by the network
trained with maximum allowed motivation value θ (blue circles). For small values of θ, the network displays
2-room binge behavior, while for larger values of θ, migration dominates. (C) Network with addiction. The
first three components of motivation motivation cannot exceed the value of one. For the fourth component,
motivation cannot exceed the value of 10. (D) The behavior learned by the network (red dot) for this motivation
dynamics for six subsequent time point. The network learns to stay close to and periodically visit the room with
the highest motivation.
We then trained a simple feedforward neural network (Figure 2A) to generate behaviors using the
one-hot 36D (6x6) state vector representing agent’s position and the 4D vector of motivations as
inputs. The network was trained by backpropagating TD error δ to compute Q-values for five possible
actions (up, down, left, right, stay). The network was trained 100 times for different values of the
maximum allowed motivation value θ. The behavior displayed by the network depended on this
parameter. The phase diagram of agent’s behaviors (Figure 2B) shows that the agent successfully
discovered the migration strategy/2-room binge strategies for high/low values of θ correspondingly.
For intermediate values of θ (1.7 < θ < 3), the network discovered an alternating between two
rooms strategy in which it sit for one extra step in one of the room.
The networks with motivation can display more complex behaviors for different motivation dynamics,
such as binging, addiction, withdrawal, etc. These features can be introduced by varying the dynamics
of motivation as a function of time. In one example, by increasing the maximum reward for one of
the demands (smoking), we can train networks to display ‘smoking addiction’ (Figure 2C,D). Overall,
we suggest that networks with motivation can generate complex ongoing behaviors based on simple
set of conditions.
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2.2 The transport network task
In the next example, the agent navigaties in a system of roads connecting N cities (Figure 3A). The
goal of the agent is to visit a certain subset of the target cities. The visiting order is not important, but
the agent is supposed to use the route of minimal length. This problem is somewhat similar to the
vehicle routing problem (37). By contrast with the vehicle routing problem (37), we do not require
the agent to return to the city of origin for simplicity.
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Figure 3: The transport network example. An agent (black dot) navigates in a network of roads connecting the
cities. In this example, the total number of cities is N = 6, and the number of target cities to visit is m = 2.
Each city is associated with its own motivation. The motivation vector is initialized withm non-zero components.
The perceived reward is equal to the value of the motivation vector at the position of the agent, less the distance
traveled. When the agent visits a city with non-zero motivation (red circle), the motivation toward this city is
reset to zero. The task continues until all components of the motivation vector are zero, i.e. the agent loses its
motivation. (A-D) The steps of the agent through the network (black arrows) and the corresponding motivation
vectors.
We trained a neural network that receives the agent’s state (position) and the motivation vector as
inputs and computes the Q-values for all available actions (connected cities) at the given position
(Figure 4A). In every city, the agent receives a reward equal to the value of the motivation vector
at the position of the agent. The network is also negatively rewarded at every link between cities
in proportion to the length of this link. We trained the agent’s network using TD method by
backpropagating reward prediction error (δ). Trained neural networks produced behaviors that closely
match the shortest path solution (Figure 4B). In 82% of the test examples, the agent traveled the
shortest path. In the remaining 18% of cases, the paths chosen by agents are close to the shortest path
solution (Figure 4B). Overall, we suggest that networks with motivation can solve fairly complex
transport problems. In doing so, the agent is not instructed to perform any particular goal, but instead
learns to select the next target based on the rewards modulated by motivation.
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Figure 4: Training a neural networks to find the shortest route to visit a subset of target cities using the motivation
framework. (A) In this example, the total number of cities is N = 10, and the number of target cities to visit
is m = 3. The neural network receives the agent’s position and motivation vectors as inputs and computes
the Q-values for all available actions. (B) The performance of the agents measured by the path lengths in 50
randomly generated transport networks with three targets as functions of the training epoch. Arrangements of
the targets in test sets are not included in the training sets. The agent’s behavior closely matches the shortest
path solution at iteration 3 · 103 and continues to improve until iteration 105.
2.3 Responses of the ventral pallidum (VP) neurons in the Pavlovian conditioning task
To explore how motivation may be implemented in the brain, we trained three mice to associate the
specific cues (sound tones) with the different rewards. In the experiment, the animals received one of
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five possible rewards: a large or small positive reward (a drop of water); a large or small negative
reward (an air puff); or a zero reward – nothing at all. Trials containing positive or negative rewards
were separated into different blocks to motivate or demotivate the animal respectively. Throughout
the trials, we recorded the responses of the neurons in the VP – a brain area central to computing
motivation (see Introduction) (31) – and compared those to the responces of artificial neurons in our
model.
Figure 5: A behavioral task for the recording. (A,B) A schematic of the task. Trials were separated into the
negative and positive motivation blocks during which only negative or only positive rewards were delivered.
(C) Responses of neurons recorded in three mice can be clustered into the negative motivation (blue), positive
motivation (red), and neurons of mixed sensitivity (other). (D-G) Activity of representative neurons that
responded with elevated firing rates to negative rewards (D, E), or positive rewards (F, G).
In course of the training, the animals have learned to anticipate both positive and negative rewards.
To relate behavior to the underlying neuronal circuits, we recorded the activity of the VP neurons in
three mice while they were performing this task (Figure 5). Overall, we obtained 149 well-isolated
single neurons that showed task-related responses (Figure 5). We classified these neurons based on
their activity patterns, and found that there are at least three functionally distinct classes: 1) “positive
motivation” type whose activities increased during expectation of positive rewards and decreased
during expectation of negative rewards (Figure 5C,F,G); 2) “negative motivation” type with the
opposite activity (Figure 5C-E); and 3) “non-discriminative” type with responses not distinguishable
between the rewards of the different sign. Overall, our data suggests that the VP contains two
populations of oppositely-tuned neurons that respond to positive and negative rewards with elevated
firing rates. To gain insight into a potential explanation for this phenomenon, we investigated artificial
recurrent neural networks (RNNs) with motivation that were subjected to similar conditions as mice.
Because the Pavlovian conditioning task includes time as variable (Figure 5), we used RNNs as a
basis of our model. The network received two inputs. One input described the cue as a function
of time (Figure 6A,B) – which can be viewed as a state of the animal. Another input described
motivation, which was kept the same within the entire trial. Motivation input was introduced to
indicate to the network whether it is in a positive reward (µ = +1) or negative reward (µ = −1)
block of trials. The network was trained using backpropagation. For the trained network, the inputs
and outputs reflecting various conditions are shown in Figure 6B.
We observed (Figure 6B) that the network has learned a rational expectation of trial outcome. For
example, in the negative reward conditions (µ = −1), before a cue is presented, the expected value of
future reward Q(t) begins from a low negative value, in an expectation of future negative reward. As
the cue arrives, the expected value of future reward Q(t) changes to represent the expected outcome.
For example, in the trials with largest negative reward (leftmost column in Figure 6B), the network
adjusts its expectation to lower value after the cue arrives. For trials with low negative reward (second
column), no adjustment is necessary, and, therefore, reward expectation Q(t) remains unaffected by
the cue. Q(t) decreases slightly after the cue arrives due to the temporal discount γ = 0.9. Overall,
the network produces reward expectations Q(t) that accurately reflect motivational states and future
rewards.
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We clustered the responses of individual neurons in our network using a watershed-based (38)
clustering algorithm. We found that neural population contained two large groups of oppositely tuned
neurons (Figure 6C), similarly to the experimental observations in the brain (Figure 5C). These two
clusters of neurons increased their activity in positive/negative reward trials, respectively. We also
examined the recurrent connectivity between these two groups of neurons in the model (Figure 6D).
We found that similarly tuned neurons, i.e. cells belonging to the same functional cluster, tend to
excite each other. For example, the negative reward neurons (blue cluster) tend to form excitatory
connections with each other, similarly to the positive reward neurons (red cluster). Oppositely tuned
cell, inhibit each other. This form of connectivity is schematically shown in Figure 6F.
Figure 6: Recurrent neural network (RNN) in Pavlovian conditioning task with motivation. (A) The architecture
of the RNN computing the Q-function in the Pavlovian conditioning task. (B) Inputs and outputs of the RNN for
each trial type. Inputs: motivation, cue, reward. Outputs: Q-function. Bottom row: temporal difference (TD)
error. Trial types (left to right): large negative reward, small negative reward, no negative reward, no positive
reward, small positive reward, large positive reward. (C) Responses of neurons in the RNN can be clustered into
the negative motivation (blue), positive motivation (red), and neurons of mixed sensitivity (black). (D) Recurrent
connectivity matrix. (E) t-SNE representation. (F) Diagram of connectivity describing the push-pull circuit.
The structure of connectivity is shaped by the structure of the task – that has a working memory
component. In the Pavlovian conditioning task, cue and reward are separated by a temporal delay.
During the delay, the network has to remember the value of upcoming positive/negative reward in
the persistent activity present in both the responses of individual neurons in the VP in the brain
(Figure 5C) and the RNN neurons in the model (Figure 6C). Persistent activity in the RNN belongs
to the class of parametric persistent responses studied in working memory and decision-making tasks
(39; 40; 41). Previous studies suggest that persistent activity can be maintained by two groups of
oppositely tuned neurons, in a network architecture called the “push-pull” circuit, similar to the one
found by training our RNN (Figure 6F). In push-pull circuit, memory is maintained via positive
feedback. The positive feedback is produced by direct excitation between neurons of the same class
and disinhibition of the neurons of the opposite class (Figure 6F). Overall, our artificial RNN yields a
prediction for the structure of connectivity in the VP in the brain.
3 Discussion
Motivation has been defined previously as the need-based modulation of reward magnitude. Here
we propose an RL approach to the neural networks that can be trained to include motivation into the
calculation of action. We consider a diverse set of example networks that can solve different problems
following a similar pattern. These networks receive both current motivation and state variables as
inputs and are trained to accurately compute the magnitude of cumulative motivation-dependent
future rewards (Q-function). The action is then selected as a maximum over the Q-function. The
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network weights are updated using TD rule via the backpropagation algorithm. We find that the
networks can learn correct behaviors in this setting, including behaviors that reflect complex scenarios
of future motivation changes.
We trained our networks to compute future motivation-dependent reward in the Pavlovian conditioning
task. We found that the neurons in the recurrent network trained to recognize motivation can be
clustered into two oppositely tuned populations: positive/negative reward neurons. The former/latter
populations display increased firing in positive/negative reward trials. In agreement with this finding,
we find similar two groups in the responses of neurons in the mouse’s ventral pallidum (VP): a basal
ganglia region implicated in representing motivation-dependent estimates of reward (42). Thus, our
neural networks in the model, when trained to perform in realistic tasks, develop response patterns
comparable to experimentally observed in the brain.
We found that the recurrent network structure in this Pavlovian conditioning case is compatible with
the conventional models of working memory. After a cue, the information about upcoming reward
is maintained in the network due to the positive recurrent feedback. This feedback is produced
by inhibition between two oppositely tuned populations of neurons, i.e. positive/negative reward
sensitive cells. Thus, the presence of particular neural populations may be a consequence of the
functional requirements on the network to maintain persistent variables within a trial. This function
is reflected in both neural responses and architecture. Our findings present the prediction of the
networks architecture that can be tested experimentally.
Motivation offers a framework that is compatible with other methods in machine learning, such as R-
learning and hierarchical RL (HRL). R-learning is an average-reward RL model (43; 44). Specifically,
the cumulative sum of future rewards is computed with respect to the average reward level, which
can be viewed as a motivation variable. HRL methods include options framework (35; 33), RL
with subgoals (33), feudal RL (45; 46), HIRO (47), and others. In HRL, complex tasks are solved
by breaking them into smaller, more manageable pieces. In both the case of motivated agents and
HRL, the reward function is manipulated by an external process, such as a higher level manager (33).
HRL approaches have several advantages compared to traditional RL, such as transfer of knowledge
from already learned tasks, and the ability to faster learn solutions to complex tasks. Although
HRL methods are computationally efficient and generate behaviors separated into multiple levels of
organization – which resembles animals’ behavior – mapping of HRL methods to brain networks is
missing. Here, we suggest that motivation is a way HRL algorithms may be implemented in the brain.
For example, because of the dependence of the Q-function on motivation, the action choice depends
on the variable µ, representing motivation in our framework. For this reason, motivation allows RL to
have the flexibility of a rapid change in behavioral policy when the need of an animal fluctuates. The
same mechanism can be used to implement HRL, if motivation µ is supplied by another, higher-level
‘manager’ network with its own Q-function, Q(1)(µt, a(1), µ(1)). When the higher-level network
would pick an action a(1)t , it would lead to a change in the motivational state for the lower-level
network: µt → a(1)t → µt+1 thus rapidly changing the behavior of the latter. The ‘manager’ network
could on its own be controlled by a higher-level manager via its own motivation µ(1). The decision
hierarchy could be very complex, if it includes several management levels, with the dynamics of
motivation on level l determined via Q-function computed on level l+ 1: Q(l+1)(µ(l)t , a
(l+1), µ(l+1))
and µ(l)t → a(l+1)t → µ(l)t+1.
The interface between a ‘manager’ network and a low-level network in a HRL might necessitate the
anatomical separation between motivation and state vectors, i.e. reward circuits versus cortex, as they
would serve different functions in an HRL algorithm. In case of motivation, the goal of the agent is
not explicitly specified and may shift in the course of behavior if the motivational variables change
their values. Moreover, multiple goals may simultaneously be presented to an agent, whose aim is to
select the one that yields the highest rate of the subjective reward, using an objective algorithm with a
minimized number of handcrafted features.
Overall, we suggest that motivation-based networks may generate complex ongoing behaviors that
can adapt to dynamic changes in an organism’s demands. Thus, neural networks with motivation
can both encompass more complex behaviors than networks with a fixed reward function and be
mapped onto neuronal circuits that control rewarded behaviors. Since animal performance in realistic
conditions depends on the states of satiety, wakefulness, thirst, etc., our approach should help build
more realistic computational models that include these variables.
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