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Abstract: Model evaluation against experimental data is an important step towards accurate model
predictions and simulations. Here, we evaluated an energy-balance model to predict dew formation
occurrence and estimate its amount for East-African arid-climate conditions against 13 months of
experimental dew harvesting data in Maktau, Kenya. The model was capable of predicting the dew
formation occurrence effectively. However, it overestimated the harvestable dew amount by about a
ratio of 1.7. As such, a factor of 0.6 was applied for a long-term period (1979–2018) to investigate the
spatial and temporal variation of the dew formation in Kenya. The annual average of dew occurrence
in Kenya was ~130 days with dew yield > 0.1 L/m2/day. The dew formation showed a seasonal
cycle with the maximum yield in winter and minimum in summer. Three major dew formation zones
were identified after cluster analysis: arid and semi-arid regions; mountain regions; and coastal
regions. The average daily and yearly maximum dew yield were 0.05 and 18; 0.9 and 25; and 0.15 and
40 L/m2/day; respectively. A precise prediction of dew occurrence and dew yield is very challenging
due to inherent limitations in numerical models and meteorological input parameters.
Keywords: dew yield; spatial and temporal; cluster analysis; dew formation zones; arid; semi-arid
1. Introduction
Without a doubt, the overall picture of the world freshwater supply is will become
more and more challenging in the coming decades, especially in semi-arid regions [1–6].
Therefore, there is a need to look for alternative resources of water usable for beneficial
applications (e.g., potable, agriculture, etc.). Actual extraction of atmospheric moisture (i.e.,
fog and dew), as an alternative source of water by means of planner dew condensers, has
been implemented in many places worldwide [7–19].
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In practice, condensers can be assembled either on a small or large scale to harvest
fog and dew. As a condenser surface, low-density Polyethylene (LDPE) foil has been
recommended by the International Organization for Dew Utilization (OPUR) as a stan-
dard material used in condenser surfaces [20–24]. In general, there are many setups and
designs for dew condensers and the harvested dew amount can be significant (as much as
1 L/m2/day) depending on climate, season, local meteorological conditions, and condenser
surface properties [25,26]; see for example Table S1. Typically, meteorological parameters
are measured or forecasted at meteorological stations, but dew is rarely measured or re-
ported. Moreover, dew occurrence is not usually forecasted. Hussein et al. [27] suggested a
simple proxy to predict dew occurrence by monitoring the relative humidity (RH) and the
difference between ambient temperature (T) and dew point (DP); dew occurrence is highly
probable when RH > 85% and T—DP < 3 ◦C. In principle, such proxies cannot predict
or forecast the dew yield. Therefore, models have been developed to simulate the dew
occurrence and yield [28–41]. Utilizing these models can provide a worldwide map for
dew forecasting.
The first models to estimate dew yield were proposed by Beysens et al. [29] and Gandhi-
dasan and Abualhamayel [33] mainly similar to those in Nikolayev et al. [38], Nikolayev et al. [39],
and Pedro and Gillespie [37]. Dew models are either semi-empirical or analytical but all are
based on the energy balance between the atmosphere and the condenser [28,30,31,37,40]. The
same principle was also applied to specific environments [32–36]. However, the calibration
of dew models has not been extensively investigated and applied. Model calibration is
needed to have an accurate prediction for the dew yield and provide a reliable dew atlas.
Model calibration must be applied for any climate type and consider a long-term experi-
mental database of actual dew harvesting. Such a database is available in few regions in
the world. Beysens [30] compared model simulations against experimental data for dew
yield at 10 sites with different climates; the agreement between simulated and experimental
values was within 30%. Such comparisons were performed in other studies [31,34,39,42]. In
general, the uncertainty could be due to several reasons: (1) reliability of the experimental
database (2) reliability of the input meteorology conditions, and (3) validity of the model
setup (i.e., parameterizations, time resolution, etc.).
In this study, we aim at evaluating a global dew formation model, which was de-
veloped by Vuollekoski et al. [28], against experimental dew data (more than 12 months)
collected at Maktau (a temperate climate) in Kenya. Once the model was evaluated, we
extended the dew yield analysis to estimate the dew yield and identify the main dew
formation zones in Kenya during a long-term period (1979–2018).
2. Materials and Methods
2.1. Experimental Data and Site Description
We utilized the dew collection database collected at Maktau (southeastern Kenya,
3◦ 25′33 S, 38◦ 8′22 E, 1060 m a.s.l.), which was previously reported by Tuure et al. [43].
In general, Kenya’s climate varies from tropical along the coastal areas and central high-
lands to temperate mostly in western parts and arid climate in the rest of the country
according to the Köppen–Geiger climate classification. Therefore, about 80% of Kenya is
located in arid and semi-arid areas [44–46]. It is characterized by low and erratic rainfall
(100–1200 mm/year), high evapotranspiration rate, and a fragile ecosystem. The annual
precipitation in Kenya increased from southwest towards highlands and central parts of
the country and decreased in the northern and eastern parts [47,48]. Kenya has two rainy
periods: the long-rain season that lasts from roughly March to May and the short rains
from late October to early December [49]. Given the very few studies about dew, there is
still a lack of knowledge addressing dew water harvesting in Kenya [43,50]. This is the first
study estimating the dew collection potential in the whole of Kenya and evaluating the
results against the experimental data.
The dew harvesting was performed from 15 February 2016 to 31 March 2017 (about
13 months). The dew was harvested on four types of condenser surface materials installed
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on 10 condensers. The surface materials were: (1) white polyvinyl chloride foil (PVC),
(2) white polyethylene foil (PEW), (3) black polyethylene foil (PEB), and (4) OPUR. The
condenser setup consisted of an aluminum frame supporting a 1 × 1-m2 Styrofoam surface
tilted at a 30◦ angle with respect to the ground surface. The Styrofoam backing used was
2.5 cm thick and functioned as thermal insulation, which prevented the absorption of
long-wave radiation emitted from the soil and also convective heat flux in the air from
warming up the foil surface and reducing evaporation of dew water from the condenser.
All condensers were positioned facing west in order to lengthen the condensation time in
the morning. The condensed dew water was drained gravitationally from the foil surface
into a gutter which directed the water via a small tube into a small collecting tank or vessel.
The water drainage was assisted by manually wiping the remaining water droplets to
collect them and channel the resulting water into the gutter at sunrise.
2.2. Dew Formation Model and Simulation
2.2.1. Model Description
We evaluated a global dew formation model, which was developed by Vuollekoski et al. [28],
against the experimental data described in Section 2.1. This is an energy-balance modeling ap-
proach which is similar to that developed by Pedro and Gillespie [37] and Nikolayev et al. [38]





Prad + Pcond + Pconv + Plat
(Ccmc + Cwmw + Cimi)
(1)
where dTc/dt is the change rate in the condenser temperature. Cc, Cw, and Ci are the specific
heat capacity of condenser, water, and ice, respectively. Here, mc, mw, and mi are mass of
condenser, water, and ice, respectively. The right-hand side describes the heat exchange
involved in the process: Prad is the incoming and outgoing radiation, Pcond is the conductive
heat exchange between the condenser surface and the ground, Pconv is the convective heat
exchange, and Plat is the latent heat released by the condensation or desublimation of water.
The model reads all input data for a given grid point and numerically solves the
mass of water (mw) and ice (mi) and takes the preceding maximum value of mw + mi
as the representative daily yield given in millimeters on a 1-m2 condenser sheet (i.e.,
mm/m2/day equals L/m2/day). The model input parameters and their processing are
described in detail in the supplementary material (Section S1). In this study, the term “dew
yield” refers to the amount of water condensable on a 1m2 condenser. The terms “dew
occurrence” refers to the frequency of days that dew is observed on the condenser based
on the model prediction.
2.2.2. Meteorological Input Database
The dew formation model input consists of meteorological data, which was obtained
from the European Centre for Medium-Range Weather Forecast (ECMWF) Interim Re-
analysis for a period of 40 years (1978–2018). Reanalysis combines a massive number of
observations from a number of sources (satellite, radiosondes, aircraft, buoy data, sta-
tions, etc.) with a numerical weather prediction model to produce a coherent, long-term
gridded data set of the atmospheric dynamic and thermodynamic state over the whole
globe [51]. ERA-Interim has a native resolution of 0.75 degrees. Here, we consider the
full years (1979–2018) and we also use data that were interpolated on a higher resolution
(0.25 degrees, ~30 km) domain covering Kenya.
ERA-Interim contains two distinct types of fields, namely analysis fields and fore-
cast fields [52,53]. Analysis fields are produced by combining short-range forecasts and
observations whereas forecast fields are produced by the forecast model starting from an
analysis. In ERA-Interim analysis fields are available every 6 h (00:00, 06:00, 12:00, and
18:00 UTC) and forecast fields are available every 3 h and hence can be used to fill in the
gaps between the analysis. Furthermore, the forecast fields can either be instantaneous or
accumulated over the forecast period.
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The variables that are required for the dew formation model are the ambient air
temperature (Ta), dew point temperature (DP), short-wave and long-wave surface solar
radiation (Rsw and Rlw) and wind speed at 2 m extracted from horizontal and vertical wind
components (U and V) at 10 m and surface roughness (z0). From ERA-Interim, we extract
2-m Ta and DP from both the analysis and the instantaneous forecasts and obtain the short
and longwave surface radiation as an accumulated forecast field.
2.3. Model versus Experimental Data Comparison
The model simulation results of the dew yield were taken at the grid point (about
7 km; 3◦ 45 S, 38◦ 20 E, 1047 m a.s.l.) which was the closest to the experimental site of dew
harvesting (Figure 1). As described before, the experimental data were reported as total
dew harvested on a daily basis (i.e., collected before the sunrise); therefore, the simulated
yield was transformed to the cumulative dew yield consistently.
Water 2021, 13, x FOR PEER REVIEW 4 of 20 
 
 
ERA-Interim contains two distinct types of fields, namely analysis fields and forecast 
fields [52,53]. Analysis fields are produced by combining short-range forecasts and obser-
vations whereas forecast fields are produced by the forecast model starting from an anal-
ysis. In ERA-Interim analysis fields are available every 6 h (00:00, 06:00, 12:00, and 18:00 
UTC) and forecast fields are available every 3 h and hence can be used to fill in the gaps 
between the analysis. Furthermore, the forecast fields can either be instantaneous or accu-
mulated over the forecast period. 
The variables that are required for the dew formation model are the ambient air tem-
perature (Ta), dew point temperature (DP), short-wave and long-wave surface solar radi-
ation (Rsw and Rlw) and wind speed at 2 m extracted from horizontal and vertical wind 
components (U and V) at 10 m and surface roughness (z0). From ERA-Interim, we extract 
2-m Ta and DP from both the analysis and the instantaneous forecasts and obtain the short 
and longwave surface radiation as an accumulated forecast field. 
2.3. Model Versus Experimental Data Comparison 
The model simulation results of the dew yield were taken at the grid point (about 7 
km; 3° 45 S, 38° 20 E, 1047 m a.s.l.) which was the closest to the experimental site of dew 
harvesting (Figure 1). As described before, the experimental data were reported as total 
dew harvested on a daily basis (i.e., collected before the sunrise); therefore, the simulated 
yield was transformed to the cumulative dew yield consistently. 
 
Figure 1. A map of Kenya with the geographical topography and the model domain grid points. 
The location of the experimental site is indicated by an arrow. 
In order to make sure whether there is a linear correlation between the modeled and 
observed dew yield, we applied Pearson correlation (e.g., Benesty et al. [54]) and com-
pared the absolute correlation coefficient (R2) with the critical values (e.g., Weathington et 
al. [55]) for the number of paired data at α = 0.05 (i.e., 95% confidence level). If |r| > critical 
value does hold for all paired data, then it proves the existence of linear correlation in the 
data set. Accordingly, a simple linear regression model (i.e., 2D model, one predictor, and 
one response) was assumed to describe the relationship between the observed and simu-
lated dew yields [56–58] 
Yobserved = m × Xsimulated + c (2)
i . f it t r ical topography and the model domain grid points. The
location of the experimental site is indicated by an arrow.
I
yield, we ap lied Pearson correlation (e.g., Benesty et al. [54]) and compared
the absolute c rrelation coefficient (R2) with the critical values (e.g., Weathington et al. [55])
for the numb r of paired data at α = 0.05 (i.e., 95% confidence level). If |r| > critical value
does hold for all paired data, then it proves the existence of linear correlation in the data
set. Accordingly, a simple lin ar r g ession model (i. ., 2D model, one pr dictor, and o e
response) was assumed to describe th relationship between the observed an simulated
dew yields [56–58]
Yobserved = m × Xsimulated + c (2)
where Yobserved is the observed dew yield and Xsimulated is the simulated dew yield. In this
simple regression, c was assumed to be zero and m was the regression constant between
the observed and the simulated yield.
The comparison between observed and the simulated was represented by the Standard
Error of regression Slope (SES), Residual Sum of Squares (RSS), Explained Sum of Squares
(ESS), Total Sum of Squares (TSS), coefficient of determination (R2), Standard Deviations
(SD), Mean Absolute Error (MAE), and Root Mean Square Error (RMS). The Standard Error
of regression Slope (SES) represents the average distance that observed values deviate from
the regression line. The smaller the “SES” value, the closer the values are to the regression
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line. Residual Sum of Squares (RSS = Σ (Yobs − Yest)2) indicates the residual variation
of the observed values (Yobs) in relation to the estimated values (Yest) of the model. In
essence, RSS is the amount of variance in the data set that is not explained by the regression
model. The Explained Sum of Squares (ESS = Σ (Yest − Yobs)2), is a quantity that indicates
the variation of the estimated values (Yest) of the model in relation to its mean (Yobs) and
describing how much variation there is in the estimated values by the model compared
to the Total Sum of Squares (TSS). The total Sum of Squares (TSS = Σ (Yobs—Ymean)2) is
described as the sum of squares of deviation, which is the variation of the observed values,
Yobs, in relation to its mean, Ymean. In some cases, the total sum of squares equals the sum
of the two other sums of squares defined as TSS = RSS + ESS, when this relation does hold
as in our case, the definition of R2 is equivalent to
R2 = ESS/TSS = (ESS/n)/(TSS/n) (3)
where n is the number of observations. In this form, R2 is expressed as the ratio of the
explained variance (i.e., variance of the model’s predictions, ESS/n, to the total variance,
TSS/n (i.e., sample variance of the dependent variable) [59].
2.4. Cluster Analysis
The model simulation was performed for the long-term period 1979–2018 by using a
gridded domain that covered the whole regions of Kenya. In order to identify the major
dew formation zones in Kenya, we applied cluster analysis (CA) on the scaled output data
(i.e. multiplying the simulated yield by a factor obtained from the comparison between
the observed and the simulated yields). Cluster Analysis (CA) is an effective statistical
tool and technique that groups similar data points such that the points in the same group
are more similar to each other than the points in the other groups and commonly used in
atmospheric science [60,61]. We used hierarchical agglomerative clustering which consists
of four main steps [62]:
1. calculating the distance measure between all entries (data points);
2. merging the two closest entries as a new cluster;
3. recalculating the distance between all entries;
4. repeating steps 2 and 3 until all entries are grouped into distinct groups (i.e., clusters).
Similarity measurement is a critical step in the hierarchical approach which influences
the shape of the clusters [62]. The “Euclidean distance” is the most common distance metric
and widely used in atmospheric science. The Euclidean distance between two objects i and
j in a two-dimensional data matrix X (here the number of rows represented the number of
spatial grid points in the model simulation domain and the number of columns represented
the cumulative daily dew yield) is simply the squared difference between them for each of p




(xik − xjk)2 (4)
The next step is merging the two closest entries (grid points) to form a new cluster
based on a linkage criterion. There are some commonly used linkage criteria: single linkage,
complete linkage, average distance, and Ward’s minimum variance methods, which differ
in how the distances between entries are calculated and how the two closest entries are
defined [64]. Here, we used Ward’s method for further analysis [65], which is the most
frequent clustering technique used in climate research and it gives the most consistent
clusters [61,66–68]. It calculates the means of all variables (the amount of dew) within each
cluster, then calculates the Euclidean distance to the cluster mean of each case, and finally
sums across all grid points [69].
In any CA, the optimal number of clusters is an important issue; however, there is no
reliable and universally accepted method to decide the number of clusters and it can be
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a limitation when using CA, because the number of clusters also determines the amount
of variance in each group. Therefore, the number of clusters should be selected so that
both the number of groups and the variance within the groups are minimal. There are few
suggestions about the optimum number of clusters [69–71]. Although, this information
can be used as an indicator to decide the number of clusters a visual check of the result
can still help to make the right decision. In our case, a few steps at n = 2, 3, 4, 5, and 6 are
recommended as optimal numbers of clusters. By virtualizing all these steps, n = 3 (i.e.,
3 dew zones) was found to be a better estimate for this study.
3. Results and Discussion
3.1. Dew Yields—Model Simulation versus Measurement
The comparison between the simulated and observed dew yields is presented in
Figure 2, which covers the period 15 February 2016–31 March 2017. The model successfully
predicted the dew occurrence observed during that period. However, on some days, the
model predicted dew occurrence but there were no records reported for the actual dew
occurrence. This suggests that the model can predict dew occurrence regardless of being
collectible or not. In practice, negligible small dew yields are generally not harvestable
because droplets might remain on the condenser surface and eventually evaporate before
collection. It can be also that the model overestimates the dew yield. Quantitatively, the
mean daily simulated dew yield was about 0.13 L/day. The observed mean yield was
0.07–0.09. Specifically, the model overestimated the dew yield for ~75% (70–78%) of the
cases and underestimated about ~21% (18–28%) of the cases (Table 1).
Table 1. Comparison simulated and observed dew yield during 15 February 2016–31 March 2017,
using statistical parameters (Std: Standard deviation; MAE: Mean absolute Error; and RMSE: Root
Mean Square Error) in the unit of mm/day.
Condenser Mean Max Min Std MAE RMSE Underestimated(%)
Overestimated
(%)
OPUR1 0.09 0.32 0.00 0.06 0.05 0.07 25.66 70.07
OPUR2 0.08 0.28 0.00 0.06 0.06 0.07 21.09 76.19
PVC1 0.09 0.31 0.00 0.06 0.05 0.07 24.75 71.57
PVC2 0.09 0.32 0.00 0.06 0.04 0.07 26.97 70.07
PVC3 0.08 0.39 0.00 0.05 0.06 0.07 19.23 78.32
PEwhite1 0.07 0.26 0.00 0.05 0.07 0.07 19.80 76.17
PEwhite2 0.08 0.30 0.00 0.05 0.06 0.07 21.69 72.88
PEwhite3 0.07 0.32 0.00 0.06 0.06 0.07 18.84 77.05
PEblack1 0.08 0.29 0.00 0.05 0.06 0.07 21.38 74.48
PEblack2 0.08 0.31 0.00 0.05 0.06 0.07 17.47 78.42
simulated 0.13 0.37 0.00 0.07 − − − −
The disagreement between the simulated and observed dew yields could be due to
several reasons. For instance, the model has two adjustable empirical parameters: h (heat
transfer coefficient) and k (mass transfer coefficient). These are the functions of wind
velocity and independent of time [29,39]. In particular, heat and mass transfer coefficients
are important parameters in the model and determine how the condenser is cooled or
heated by its surrounding air (h) and how water vapor condenses on the surface (k), which
have an opposite effect during dew formation. Therefore, the overprediction indicates that
the h value used in this study (i.e., parameterization by Richards [72], valid for u < 5 m/s)
seems to be too small. More specifically, the model eliminates daytime dew due to incoming
shortwave radiation and atmospheric longwave radiation that increases the condenser
temperature and impedes condensation, it may also underestimate shortwave radiation
at dusk and ignore the thermal lag effect present in reality and overestimate diurnal
yield [31,72]. Moreover, in the model setup, we assumed there was no evaporation nor
sublimation; however, dew was harvested once a day and it is probable that evaporation
could occur before dew collection was performed.
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In addition to the above discussion, there were some differences in the panel set up in
the model and the experimental ones. For example, in the model setup, the condenser was
at 2 m height and horizontally aligned whereas in the experimental setup it was placed at
0.5 m from the ground and tilted at a 30◦ angle. Hence, the latter could be affected by the
soil heat flux and reduce the dew condensation. Most importantly, the distance between
the closest grid point and the exact location of the dew collections was ~7 km, and dew
is sensitive to the locals of the environment that might affect the dew yield and causes
difference between simulated and observed yields.
However, a comparison of the cumulative sums of observed and simulated dew
quantities (Figure 3) smooths down the daily variation and giving a better view of a strong
correlation between the observed and simulated dew yields.
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3.2. Simple Regression Analysis between Observed and Simulated Yields
The linear regression analysis and parameters are shown in Table 2. The coefficient of
determination (R2) for all condensers’ material was in the range of 0.41–0.56. The highest
correlation was observed for PVC2 (~0.55) and PVC1 (~0.53). The scaling factor (i.e., slope
(m)) was in the range 0.52–0.68 (overall 0.58 ± 0.05). Specifically, the scaling factor for the
OPUR condensers was 0.58–0.66 and for the PVC condensers it was 0.55–0.68. As for the
PE white and black condensers, the scaling factor was 0.52–0.58.
Table 2. Linear regression analysis and parameters during 15 February 2016–31 March 2017, in the
unit of mm/day. (N: number of data pairs; SES: Standard Error of regression Slope; RSS: Residual
Sum of Squares; ESS: Explained (regression) sum of squares; TSS: Total sum of squares and R2_ex
indicates the correlation coefficient as explained variance).
Condenser Slope SES N RSS ESS TSS R2_ex
OPUR1 0.66 0.06 304 1.51 0.58 1.18 0.49
OPUR2 0.58 0.05 294 1.05 0.44 0.90 0.49
PVC1 0.63 0.06 299 1.28 0.52 1.00 0.52
PVC2 0.68 0.06 304 1.41 0.61 1.09 0.56
PVC3 0.55 0.05 286 1.06 0.37 0.86 0.44
PEwhite1 0.52 0.05 298 0.93 0.35 0.72 0.49
PEwhite2 0.58 0.05 295 1.09 0.43 0.85 0.50
PEwhite3 0.54 0.05 292 1.07 0.36 0.90 0.41
PEblack1 0.55 0.05 290 0.98 0.38 0.79 0.48
PEblack2 0.54 0.05 292 0.94 0.37 0.79 0.47
A comparison between observed and scaled daily dew yields is presented in Figure 4.
It is important to remember that, in the model setup, we calculated the dew yield for
a sheet made of a suitable material such as low-density polyethylene (LDPE) or poly-
methylmethacrylate (PMMA). In reality, no clear variation between different types of
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condensers was observed; therefore, we scaled the model by using an average scaling
factor of 0.6 ± 0.04 for it to be true for all condenser material.
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3.3. Long-Term Gridded Model Simulation—Spatial and Temporal Variations
After scaling of the simulated dew yield, i.e., scaling by a factor of 0.62, we performed
long-term analysis for the spatial and temporal variations of the dew occurrence and
yield over Kenya. According to this analysis, dew occurred almost everywhere in Kenya
(Figure 5 and Figure S1). Figure 5 illustrates the seasonal occurrence of dew as a fraction
of days with any dew yield. Figure S1 presents a similar seasonal occurrence of dew but
for dew yield more than 0.1 L/m2/day. The frequency of dew occurrence was more than
70% (~265 days/ year) in the southern half of Kenya during all seasons. Whereas in the
northern half of the country, the average dew occurrence was less than 40% (146 days).
The smallest frequency of dew occurrence (<20% which is about 70 days) was observed in
the north-western part. Seasonal variation of average dew occurrence in Kenya was not
significant (62–72% days for summer and spring; respectively).
Limiting dew occurrence analysis to days with dew yield > 0.1 L/m2/day revealed a
notable difference in both frequency and spatial scale for dew yield (Figure 5 and Figure S2).
The average daily dew occurrence decreased by 35% with the highest decrease in spring
(by ~40%) and lowest in winter (by ~29%). Moreover, the highest frequency of dew days
was not in spring but in winter with ~45% (164 days). However, the seasonal variation was
not pronounced. On the spatial scale, the areas with high dew occurrence were observed
in the highlands and coastal regions. As expected, the areas and seasons with a high
probability of dew occurrence also had high dew yields (Figures 6 and 7). For example,
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winter, with an average of 0.09 L/m2/day, had the highest dew yields, whereas summer,
with 0.06 L/m2/day, had the lowest dew yield.
Water 2021, 13, x FOR PEER REVIEW 10 of 20 
 
 
3.3. Long-Term Gridded Model Simulation—Spatial and Temporal Variations 
After scaling of the simulated dew yield, i.e., scaling by a factor of 0.62, we performed 
long-term analysis for the spatial and temporal variations of the dew occurrence and yield 
over Kenya. According to this analysis, dew occurred almost everywhere in Kenya (Figure 
5 and Figure S1). Figure 5 illustrates the seasonal occurrence of dew as a fraction of days 
with any dew yield. Figure S1 presents a similar seasonal occurrence of dew but for dew 
yield more than 0.1 L/m2/day. The frequency of dew occurrence was more than 70% (~265 
days/ year) in the southern half of Kenya during all seasons. Whereas in the northern half 
of the country, the average dew occurrence was less than 40% (146 days). The smallest 
frequency of dew occurrence (<20% which is about 70 days) was observed in the north-
est n part. Se son l variation of average dew occurrence in Kenya was not significant 
(62–72% days for summer and spring; respectively). 
 
Figure 5. Dew occurrence maps showing the percentage of dew occurrence days during 1979–2018: (a) winter (December, 
January and February), (b) spring (March, April and May), (c) summer (June, July and August), and (d) autumn (Septem-
ber, October and November). 
Limiting dew occurrence analysis to days with dew yield > 0.1 L/m2/day revealed a 
notable difference in both frequency and spatial scale for dew yield (Figures 5 and S2). 
The average daily dew occurrence decreased by 35% with the highest decrease in spring 
(by ~40%) and lowest in winter (by ~29%). Moreover, the highest frequency of dew days 
was not in spring but in winter with ~45% (164 days). However, the seasonal variation 
was not pronounced. On the spatial scale, the areas with high dew occurrence were ob-
served in the highlands and coastal regions. As expected, the areas and seasons with a 
. e occ rre ce a s s o i g the perce tage of de occurrence ays during 1979–2018: (a) winter (December,
January and February), (b) spring ( arch, April and May), (c) summer (June, July and August), and (d) autumn (September,
October and November).
Regarding the spatial distribution, the coastal areas of the Indian Ocean and Lake
Victoria as well as the central mou tain regions pre ent d the highest ew yield throughout
t yea with mean cumulative daily dew var ing in the range 0.1–0.2 L/m2/day. The
remaining parts of the country did not show a comparable amount of dew yield (less than
0.04 L/m2/day). As for the monthly cumulative dew yield (Figure 7), the highest yields
(8–12 L/m2/month) were ob erved in the w stern par s of Kenya (i.e., the Lake Victoria
cost line) during autumn and early winter.
During the dry period (February–October), the dew occurrence was limited to only a
small area in the coastal and mountain regions. In general, Kenya is an equatorial country;
therefore, the seasonal temperature variations are small and the weather conditions depend
on the seasonal movement of the Intertropical Convergence Zone (ITCZ). In particular,
March is a transition month between north-easterly and south-easterly monsoons and
November is a transition month between southeast and northeast monsoons. These two
months have the highest relative frequencies of easterlies into Kenya [49], which bring
moisture from the Indian ocean. On the other hand, during these periods, relative humidity
and dew point showed a bimodal pattern as well as an increase in cloudiness. All these
together with a significant reduction in wind speed (~2 m/s) due to stable weather con-
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ditions, favor the formation of dew in Kenya. From June to October, the south-east trade
winds bring maritime air from the Indian Ocean [73]. Despite the maritime origin of the air
due to declination in temperature, increasing T–DP, reduction in relative humidity, and
stronger wind speed (~3 m/s) dew cannot form in large parts of the country.
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depend on the seasonal movement of the Intertropical Convergence Zone (ITCZ). In par-
ticular, March is a transition month between north-easterly and south-easterly monsoons 
and November is a transition month between southeast and northeast monsoons. These 
two months have the highest relative frequencies of easterlies into Kenya [49], which bring 
moisture from the Indian ocean. On the other hand, during these periods, relative humid-
ity and dew point showed a bimodal pattern as well as an increase in cloudiness. All these 
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, January and February), (b) spring (March, April and May), (c) summer (June, July and August), and (d) autumn
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The highest variation of dew occurrence and yield was mostly observed in northern
parts of Kenya, which re dry regions (Fi ure S2). High variation in the Lake Vi toria
region is also interesting since this area showed a high potential for de yield through ut
the year.
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3.4. Dew Formation Zones—Cluster Analysis
In order to identify the major dew zones in Kenya, we applied Cluster Analysis
(CA) on the scaled output data by assuming three clusters as an optimal number of dew
formation zones (Figure 8a). Accordingly, Table 3 lists some quantitative information about
the dew yield and related meteorological parameters (e.g., temperature, dew point, relative
humidity). The seasonal cycle of the overall mean dew yield for each zone is illustrated in
Figure 8b. Interestingly, the dew formation zones had a similar geographical distribution
as that for the sources of moisture and climate zones. Furthermore, the mountains and the
huge water bodies (i.e., The Indian ocean, Lake Victoria) played major roles in shaping the
dew formation zones.
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Table 3. Dew formation zones and their climate features (i.e., mean (min–max) values for meteoro-
logical parameters (T, DP, RH)) as well as statistical analysis for overall mean daily cumulative dew
yield (i.e., std, 25th, 75th and 99th percentile and yearly max dew yield).
Zone A Zone B Zone C
Region Arid a Semi-Arid Mountain region Coastal region
Climate Features Hot and dry Mild and humid Mild to hot and humid
Tmean (°C) 25 (24–28) 19 (11–26) 23 (22–25)
Td mean (°C) 16 (13–19) 15 (7–13) 18 (17–20)
RHmean (%) 60 (46–73) 69 (61–80) 74 (65–82)
Mean dew yield ± std
(L/m2/day) 0.03 ± 0.02 0.05 ± 0.03 0.09 ± 0.02
25% 0.007 0.031 0.055
75% (L/m2/day) 0.049 0.074 0.129
99% (L/m2/day) 0.130 0.130 0.215
Max/year (L/m2) >18 >25 >40
3.4.1. Dew Zone A–Arid and Semi-Arid Region
The first dew formation zone refers to the “arid and semi-arid” conditions that covered
the northern and eastern parts of Kenya as well as the Rift Valley, which runs through
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Kenya from north to south separating the western and eastern highlands. This zone had
a diverse range of topography and landscape including very dry lowlands in the north
and east to humid highlands, large lakes, and forest (i.e., Mau forest, the largest forest
complex in East Africa and one Kenya’s main water towers [74]). This zone was the driest
and hottest area in Kenya, especially those parts located on low altitudes. The precipitation
was sporadic and irregular, and the temperature varied between 40 ◦C during daytime and
20 ◦C during the nighttime with an annual mean of ~25 ◦C and small seasonal variation.
The maximum yearly dew that can be collected on 1 m2 of a radiative condenser in
this zone is ~18 L/m2/year, which is the lowest among all dew zones. The overall mean
daily dew yield in this zone was about 0.03 ± 0.02 (maximum 0.13) L/m2/day, which
was the lowest among the other dew zones. Correlation analysis showed that dew yield
in this zone was strongly related to high Td and RH and low wind speed as well as a
small difference in T and DP (Figure S6). The long-term mean of the daily cumulative
dew yield showed high values in late autumn and early winter (the peak was during
November–December) and in spring (the peak was in April). Clearly, the highest dew yield
accompanied the transition seasons, when ITCZ was changing its location by following
the sun and prevailing easterlies that transfer moist air from the Indian ocean into this
zone. It is important to mention here that air temperature did not change notably but the
relative humidity was relatively high; therefore, the dewpoint is expected to be high and
reach values closer to the air temperature. Furthermore, the wind speed was rather slow
(~2.5 m/s at 2 m) (Figure S3). Therefore, dew can occur during these months.
During June–October is the southern hemisphere winter, which is colder than at other
times in the year, but it is dry and the relative humidity is low. These conditions together
with high wind speed (~3.5 m/s) prevent dew formation. Therefore, the dew yield declined
and was somewhat ignorable (Figures 6–8). Regardless of the climatic conditions during
this period, the structure of topography may reduce dew condensation in some parts of
this zone. For example, in the Rift Valley, the surrounding mountains or hills can trap the
outgoing longwave radiations and reflect them back to the condenser surface, therefore
reducing night-time cooling and impeding the formation of dew. The observed dew yield
in Mexico City (i.e., 0.031 L/m2/day; [36]), which is located in the Valley of Mexico, can
support our explanation here for this zone.
3.4.2. Dew Zone B—Mountain Region
The second dew formation zone (i.e., the mountain region) included Kenya’s Central
Highlands region, which covered about 25% of our model domain (Figure 1). The max-
imum yearly dew yield in this zone was about 25 L/m2/year. The overall mean daily
dew yield in this region was about 0.05 ± 0.03 (max: 0.13) L/m2/day, which is similar
to the experimental studies conducted in Dodoma, Tanzania (south of Kenya) by (i.e.,
0.05 L/m2/day; [32,75]).
In this zone, dew occurred throughout the year-round with the highest yields during
December–January. During February, the dew yield declined to reach the lowest values
in October (Figure 8b). That was a result of low relative humidity, low wind speed,
and the increased difference between T and Td. Moreover, the sky was almost always
cloudy, especially in the evening, which reduces condensation. In other words, because
of cloudiness, the shortwave radiation during daytime exceeded the longwave radiation
during nighttime so that T-Td increased and led to a low dew formation rate (Figure S4).
Indeed, other than the large or medium scale weather patterns, dew formation in this
zone is mostly affected by the local weather conditions. In particular, the characteristics
of the general circulation were generally modified at individual locations by regional and
local factors, such as complex topography and large water bodies [76].
This could be another reason that dew did not occur in this zone. However, the wind
speed showed a strong negative effect (R2 = −0.76) on dew yield and seems that it had a
significant role in the amount of dew (Figure S7).
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3.4.3. Dew Zone C—Coastal Regions
The coastal zone is the smallest dew zone, which covered about 18% of the model
domain in Kenya’s land; however, it had the highest yearly dew yield (~40 L/m2/year). The
highest amount of mean daily dew yield (i.e., 0.09 ± 0.02 (max: 0.215) L/m2/day) was also
observed in this zone with dew occurrence throughout the year (Figure 8b). The amount of
dew yield in this zone is comparable with some coastal regions that have relatively similar
climate: coastal south-western Madagascar (0.06–0.19 L/m2/day; [77]), Kothara, India
(0.09 1 L/m2/day; [78]), Merlift, and south-west Morocco (0.1 L/m2/day; [79,80]).
This zone could be divided into two sub-zones: (1) the south-eastern part of Kenya
and (2) the western part of Kenya. The first sub-zone was characterized by lowlands along
with the coastlines of the Indian Ocean (Figure 1). The climate in this subzone was classified
as tropical climate (i.e., very humid, and temperatures remain relatively constant all the
year). The second subzone included the highlands located in the eastern portion of Lake
Victoria (Figure 1). Kakamega forest in western Kenya is one of East Africa’s major rain
forests [48]. The Rift Valley separated this subzone from the central mountain. Despite
differences between these two locations from a topographic point of view, due to access
to the vast water bodies (i.e., The Indian ocean and Lake Victoria), they have a significant
potential for dew yield all year round.
Regardless of the high temperature, the Indian Ocean and Lake Victoria acted as a
sufficient source of moisture for this zone. In addition, the weather was mainly stable and
calm, the sky was usually semi-cloudy, and the mean daytime was about 9 h (Figure S5).
The T-Td and relative humidity had the highest correlation with dew yield in this zone
(Figure S8). This means humidity and temperature controlled the level of dew yield here.
However, the temperature was rather constant and high but, due to significant moisture
content, dew can also occur during high-temperature conditions. Furthermore, the relative
humidity (provided by moist trade winds and sea breeze) was high enough to compensate
for the high temperature.
4. Conclusions
In this study, we used an energy balance model to estimate dew collection potential
on artificial surfaces in Kenya as an arid/tropical country. The model was tested against a
13-month (1 March 2016 to 31 March 2017) experimental data conducted for 10 different
condensers’ materials in Maktau, south Kenya. The model was used to simulate the dew
yield for 40 years (1979–2018) to investigate the spatial and temporal variations of dew
formation in Kenya and identify dew formation zones.
In general, the model overestimated the dew formation yield. Therefore, the model
scaling was performed by introducing a factor of 0.6 to the estimated dew yields. The
long-term model simulation for the dew formation was used to investigate the spatial and
temporal variation of dew formation in Kenya. The results showed that the average dew
occurrence in Kenya is ~265 days/year. However, not all days predicted by the model can
be dew-harvestable. Considering dew yield > 0.1 mm/day, the annual dew occurrence
was lowered by 35%. The dew showed a seasonal cycle with the maximum yields in winter
(0.2 L/m2/day; Lake Victoria) and minimum in summer.
Based on our CA, we identified three dew zones. Zone A (i.e., arid and semi-arid),
which covers more than half of Kenya’s land (57%) had the lowest potential for dew
collection with average dew 0.05 mm/day (i.e., L/m2/day). Zone C (i.e., coastal region)
had the highest potential of dew yield, with an average of 0.15 L/m2/day. However, this
zone only covers 18% of the country. Zone B (i.e., mountain region) was similar to dew
zone C, with a daily average dew yield of 0.9 L/m2/day. The maximum yearly dew yield in
dew zone A-C was about 18, 25, and 40 L/m2/year, respectively. These results suggest that
topography, sources of moisture (i.e., The Indian Ocean, Lake Victoria), and climate zones
played major roles in the distribution of dew formation zones in Kenya. The highland
and coastal areas showed the highest frequency of dew occurrence and yield throughout
the year.
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A precise prediction of dew occurrence and dew yield seems to be a challenge due to
some inherent limitations in numerical models and meteorological input parameters. Thus,
to achieve better estimations, the model needs to be calibrated with actual dew experiments
in different climates. Improving input data resolution and involving more parameters
in the calibration model is also recommended for future plans. However, uncertainly in
results caused by model assumptions does not affect the spatial (dew zones) and temporal
(seasonal variation) patterns in this study, and the results were in relatively good agreement
with some experimental studies conducted for same the climates. This could confirm that
the calibrated model has a reasonable performance in predicting dew in a long-term period,
which is valuable for water management addressing atmospheric moisture in the form
of dew.
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