We report on the design, production, and performance of compact 40-cm 3 Time Projection Chambers (TPCs) that detect fast neutrons by measuring the 3D ionization distribution of nuclear recoils in 4 He:CO 2 gas at atmospheric pressure. We use these detectors to characterize the fast-neutron flux inside the Belle II detector at the SuperKEKB electron-positron collider in Tsukuba, Japan, where the primary design constraint is a small form factor. We find that the TPCs meet or exceed all design specifications, and are capable of measuring the 3D surface shape and charge density profile of ionization clouds from nuclear recoils and charged tracks in exquisite detail. Scaled-up detectors based on the detection principle demonstrated here may be suitable for directional dark matter searches, measurements of coherent neutrino-nucleus scattering, and other future experiments requiring precise detection of nuclear recoils.
Introduction
Nuclear recoils provide a unique means of detecting the elastic scattering of fast neutrons [1] , coherent neutrino-nucleus scattering [2] , and possibly, if weakly interacting massive particles (WIMPs) are the constituents of dark matter, WIMPnucleon scattering [3] . For this reason, directional detection of nuclear recoils is desirable in a broad range of scientific and technological fields, including neutron imaging, homeland security, nuclear physics, and particle physics. For instance, directional recoil detection may be a key ingredient for unambiguously demonstrating the cosmological origin of a tentative dark matter signal [4, 5, 6] , and for penetrating the socalled neutrino floor [7] that is likely to impede conventional (non-directional) dark matter searches in the future. Micro pattern gaseous detectors [8, 9] have made it feasible to read out 3D ionization density in time projection chambers (TPCs) with high spatial resolution. This has enabled the reconstruction of the 3D direction and kinetic energy of short, mm-scale nuclear recoils [1] .
Here, we report on the design and low-level detector performance of the BEAST TPCs, a new generation of directional nuclear recoil detectors, consisting of miniature gas time projection chambers [10] where the ionization is avalanche-multiplied with Gas Electron Multipliers (GEMs) [8] and detected with the ATLAS FE-I4b Pixel Application Specific Integrated Circuit (ASIC) [11] . Although the principle of detection we use here is widely applicable, we have adopted a highly compact form factor, optimized for measuring the directional distribution and energy spectrum of fast neutron recoils inside the Belle II detector [12] , at the SuperKEKB collider [13] in Japan.
Our measurements are motivated by high neutron rates in SuperKEKB beam backgrounds that may eventually shorten the lifetime and degrade the performance of Belle II subdetectors. It is therefore important to validate the Belle II neutron simulations so that shielding can be added where required before the collider reaches full luminosity. We measure the flux and recoil directions of fast neutrons in situ during the second stage (Phase 2) of SuperKEKB commissioning, which occurs after the Belle II detector has been rolled into place around the accelerator beams. We have deployed eight detectors in the annular "VXD dock" space that surrounds the accelerator final focus quadrupole magnets, situated just inside the Belle II particle ID system. This location is exactly where we expect a large flux of neutrons incident on the particle ID systems, generated by showers from off-orbit beam particles hitting the accelerator beampipe. The VXD dock space is nominally reserved for vertex detector cabling boxes, but quite fortuitously this space is mostly empty during SuperKEKB commissioning Phase 2, because the full Belle II vertex detector is not installed until Phase 3.
We have constructed two neutron detector prototypes ( Fig. 1 ) and eight final detectors. In 2016, we deployed one prototype and one final detector during SuperKEKB Phase 1, when the Belle II detector was not present. At that time, we performed a first series of neutron measurements, which have already been reported, as part of the BEAST II experiment [14] . SuperKEKB Phase 2 measurements have recently concluded and will be reported in the future. Here, we report on the design of the BEAST TPCs themselves, on improvements in the readout firmware that were required to achieve the reconstruction of nuclear recoils, and on the low-level detector performance of the detectors measured with radioactive sources during production. The angular and energy resolution for nuclear recoils, as a function of recoil energy, will be reported separately.
Figure 1: A prototype BEAST TPC fast neutron detector, with 60 cm 3 sensitive volume. We built two such detectors, and deployed one during SuperKEKB commissioning Phase 1. We produced and installed another eight final detectors, with minor geometrical modifications, during commissioning Phase 2, directly outside the SuperKEKB QCS final focus magnets, to characterize the directional neutron flux resulting from beam background processes.
Basic detector design
The BEAST TPCs are based on a previous generation of smaller detectors built by our group, which are described in Ref. [1] . We refer the reader to that reference for a more general and detailed discussion of TPC charge readout with GEMs and a pixel chip. In this section we describe only the details sufficient to support the following discussion.
Physical description
Our basic design consists of a volume of gas inside a uniform electric field maintained by field cage. Ionized charge in the gas drifts to the anode of the field cage and passes through a pair of GEMs, each of which avalanche-multiplies the charge by a factor of order 100. We record the resulting avalanche charge with high resolution in both time and space with a pixel chip.
For calibrations and performance monitoring, we embed between one and three 210 Po alpha sources on the field cage so that the alphas traverse the entire width of the sensitive volume.
3D reconstruction
The digitized data from the pixel chip consists of row, column, relative time of threshold crossing, and TOT (time-overthreshold, a measurement of integrated charge) for each pixel that crossed threshold in the event, visualized in Fig. 2 . We assign physical coordinates to the pixel hits so that x cooresponds to the column, y to the row, and z to the relative thresholdcrossing time of the hit. We use a calibration to convert TOT to charge, and therefore our data now consists of charge measured in discrete positions in 3D space.
To extract track directionality, we fit the charge distribution in space with a line to obtain the polar angle θ (parallel to the drift field) and azimuthal angle φ (parallel to the x axis of the chip). The notation y cross refers to the y coordinate of intersection of the fit line with a chip edge.
Detector design optimization
The specific design of the BEAST TPCs is dictated by several application-specific constraints. We categorize these as Environmental, Directionality, Miniaturization or Performance constraints. In this section we describe these constraints and their effect on our design choices for the BEAST TPCs.
Environmental constraints
The Environmental constraints can be summarized as requiring that the BEAST TPCs operate stably in situ (inside Belle II) and that they do not interfere with the stable operation of neighboring Belle II sub detectors. The primary concerns are gas safety, operation in the 1.5 T Belle II solenoid field, electromagnetic interference, and the use of high voltage.
Drift gas
We seek a suitable drift gas that is inert and inexpensive. To this end, we evaluate gas mixtures containing 4 He nuclei as neutron targets and an additional inert quenching gas. To find the optimum gas, we develop the following figure of merit (FOM gas ):
where E ionization is the ionization energy of the recoil, G is the intrinsic gas gain, ε is the neutron-nucleus interaction probability, D t is the transverse diffusion, and W is the work function of the gas. We calculate E ionization using SRIM [15] for the maximum momentum transfer by a 1 MeV neutron to a 1 H or 4 He nucleus due to elastic scattering. Because the pixel chip has a period of 25 ns, we require a drift velocity of 10 µm/ns in order to achieve the same spatial quantization (250 µm in the drift direction) as the largest pixel dimension. This choice is motivated further in section 3.2.2. We then use MAGBOLTZ [16, 17] to calculate the transverse diffusion D t at the drift field value that gives this drift velocity. The intrinsic gain G is also calculated Figure 2 : (color online) Example of reconstructed 3D ionization distributions. Left: an alpha particle track from one of the calibration sources. Right: Four super-imposed fast-neutron recoil tracks. In both figures, the color of each box indicates the amount of ionization recorded in each 250 × 50 µm pixel with a signal above threshold. Green is higher ionization density, blue is lower. The vertical position of each box is assigned using the relative timing of threshold crossing for each pixel. Because the pixel integration time is longer than the typical charge cloud size, only one entry per horizontal position is measured, leading to the canoe shape of the reconstructed tracks.
with MAGBOLTZ, for a GEM field of 1 GV/cm. We determine the interaction probability ε using GEANT4 [18] . Figure 3 shows FOM gas values for different gas mixtures versus the 4 He proportion at 1 atm. The best FOM gas value is for a 70:30 mixture of He:CO 2 , for which the required drift velocity of 10 µm/ns occurs at a drift field of 530 V/cm. We select this gas and drift field for the BEAST TPCs. 
Vessel material
We look for a vessel material that has very low magnetic permeability (to minimize distortions in the 1.5 T axial Belle II solenoid field), low activation, low outgassing (to minimize gas contamination inside the vessel), and low hydrogen content (to minimize proton backgrounds). We therefore select aluminum 6063 as our vessel material, as it is inexpensive, readily available, and satisfies all of these requirements.
Directionality constraints
The baseline requirement of TPCs in BEAST is that they must be able to uniquely identify neutron recoils and measure their direction in 3D space over a broad range of expected recoil energies. This requirement influences a large number of design choices.
Gain
We use GEMs to amplify the ionization charge of neutron recoils. We use a pair of GEMs, each of which has a gain of order 100. Due to the limited dynamic range of the charge scale of the chip and other factors there is an optimum gain at which the charge recovery efficiency is maximized. We define a gain figure of merit:
where Q all is the total charge of a track after drift and amplification and just before arriving at the chip, and Q recovered is the charge collected by the chip, which is Q all minus the charge lost below the TOT threshold and due to TOT saturation. We expect FOM gain to be suppressed at low gains due to charge lost below threshold and also at high gains due to charge loss through TOT scale saturation. To calculate the optimum gain, we simulate the ionization, drift, amplification and digitization of a 300 keV 4 He recoil deposited 8 cm above the top GEM for a range of gains. The results, shown in Fig. 4 , indicate that the optimum gain is the range 2000 to 7000 and we choose GEM voltages to achieve a gain of 2000.
Pixel chip and drift velocity
We require that the recoil directionality is limited by diffusion rather than the spatial and temporal resolution of the readout. Because the diffusion is determined by the drift velocity, the choice of readout technology and drift velocity are coupled. Therefore we first select a high-resolution pixel chip, the FEI4b [19] . The FE-I4b has a 2 cm × 1.68 cm active area consisting of 80 × 336 pixels of 250 × 50 µm and a timing resolution of 25 ns. The chip capabilities and its use in the BEAST TPCs are discussed in more detail in Section 5.1.
With a high-resolution pixel chip, we now can optimize the drift velocity. If the drift velocity is too low, diffusion obscures the directionality of the drifted charge. Additionally, longer drift times lead to more charge loss through re-absorption with impurities in the gas, such as oxygen. Conversely, if the drift velocity is too high, the angle of the track with respect to the plane of the pixel chip cannot be measured. We define the longitudinal resolution as the time resolution multiplied by the drift velocity. To select our optimal drift velocity, we choose the maximum velocity that yields a longitudinal resolution no worse than the lateral resolution, in other words: 25 ns ·v d = 250 µm, so v d = 10 µm/ns.
Miniaturization constraints
We choose a vessel form factor that maximizes internal volume within the alotted SVD dock space. The external dimensions of the two prototypes were approximately 11 cm × 13 cm × 31 cm, with the long axis parallel to the beam/solenoid axis. Miniaturization to this scale creates potential problems with gas quality and HV protection that we discuss further in this section.
Internal materials
The internal components of the TPCs must satisfy the same specifications as the vessel material, including low magnetic permeability, low activation, low outgassing, and low hydrogen content. Due to the small gas volume of the TPCs, the ratio of surface area of all internal components to the volume of gas is unusually high. Consequently, minimizing outgassing is the most pressing of these constraints.
For the field cage rings we select the same material as the vessel, aluminum 6063. We use Acetal, an electrically insulating thermoplastic, to hold the field cage together and space the rings. For HV protection we use Kapton, a low-outgassing insulator with a dielectric strength of 77 kV/mm.
The pixel chip, its associated printed circuit board, components, and wiring are standard components not optimized for their outgassing properties.
High voltage insulation
The breakdown field strength of a 70:30 mixture of He:CO 2 at atmospheric pressure is 8 kV/cm. Given that a field cage voltage of is 8 kV is needed to achieve the target drift velocity, and that there is a 1 cm gap between the field cage and vessel, we expect HV discharges between the field cage and the vessel to be a significant risk.
In order to investigate HV discharges we perform a series of open-air tests up to 30 kV (roughly equivalent to 8 kV in He:CO 2 ). We find that inserting 0.5 mm-thick Kapton sheets between the field cage and the vessel increases the voltage we can apply to the field cage before discharges occur. However, the discharges still exploit the shortest path between field cage and vessel at 30 kV (Fig. 5, left) . Consequently, we add a second layer of insulation: a 1 mil deposition of Parylene C [20] on the inside surface of the vessel, which increases the breakdown voltage by 5.3 kV. As an additional benefit, Parylene C has low permeability to oxygen and other contaminating gases that may desorb from the vessel walls, effectively sealing the gas volume from a large source of outgassing. While a thicker layer of Parylene C would have provided a greater safety margin for electrical discharges, the price was prohibitive.
While the field cage is outside the vessel we obseve no discharges. However, we do see persistent corona generated by concentrated electric fields around minor machining defects on the field cage rings, particularly the "cathode mesh", the final ring, which is furthest from ground ( Fig. 5, right) . While corona itself is not a concern, we expect an increased likelihood of discharges from these defects and therefore use the coronas to investigate machining quality on the field cage rings. We test three different manufacturing processes for the field cage rings: laser cut, water jet and Computer Numerical Control (CNC) milling with a 25 µm precision cut. We find that CNC gives the most reliable results, minimizing both the number and the power of the corona discharges.
For the BEAST TPCs we have adopted all of these solutions: 0.5 mm Kapton sheets surrounding the field cage, 1 mil Parylene C coating on the interior vessel walls, and CNC-milled field-cage rings.
Performance constraints
The final design constraint dictates that the TPCs maintain performance sufficient to meet our physics goals throughout 6 months of operation in BEAST. Specifically, the TPCs must be able to detect and measure directionality for a broad range of neutron recoil energies with consistent gain and uniformity of response.
Field uniformity
We design the field cage to maintain a uniform electric field parallel to the z-axis. Drifting electrons in this field follow electric field lines. Any component of the field that is transverse to the z axis will therefore distort drifted tracks. A suitable field cage design will therefore minimize the transverse field E r (x, y, z) and maintain a constant z component of the field E z (x, y, z) throughout the volume.
We can approximate the maximum transverse displacement of a drifting electron in the field cage as
where z is the height of the electron above the anode, and z max is the height of the field cage. The integral is truncated at z max /2, i.e. the middle of the field cage in the drift direction, because the field distortions and hence the transverse displacement have the opposite sign above and below z max /2. As a result, a particle drifting from the middle of the field cage to the bottom experiences the maximum displacement. We calculate this maximum transverse displacement using COMSOL [21] , a finite element analysis package, for various field cage designs.
A consistent feature of all our field cage designs is rectangular rings, to fit within the vessel while maintaining 1 cm clearance with the vessel walls. This fixes the outer dimensions of the rings. The remaining parameters we can optimize are ring thickness, clearance between the inner edge of the rings and the sensitive volume, and the spacing between rings. We find that increasing the clearance and decreasing the spacing minimizes the average transverse displacement. We find no significant impact with different thicknesses.
We choose a field cage design (see Fig. 6 ) that minimizes the ring spacing and maximizes the clearance between the rings and sensitive volume, within practical and mechanical limits. We therefore use rings with a thickness of 0.8 mm, with inner dimensions 7 mm inside the outer dimensions. We round the edges to minimize the risk of high voltage discharges. The approximate maximum transverse displacement for this design is shown in Fig. 7 . We find that for this field cage design the maximum transverse displacement of ionization deposited above the active area of the pixel chip is approximately 100 µm.
Impact of external magnetic field
We orient the TPCs so that the drift field is parallel or antiparallel to the 1.5 T Belle II solenoid magnetic field. In order to study the impact of the magnetic field on the performance of the TPCs, we use the MAGBOLTZ+GARFIELD++ [22] simulation package from ideal (0 degrees) to worst-case (10+ degrees) alignment scenarios. We simulate the drift of a large number of individual charges from a common starting point 10 cm above the anode and measure both their position and spread (RMS) after drifting in both fields.
Our key findings are illustrated in Fig. 8 . We observe that the presence of the magnetic field and its orientation have negligible effects on the spread of the charges after drift, consistent with our expectations that this is determined primarily by gas properties. We also find that the effect of a misaligned magnetic field is to displace the arrival position of the electrons by an amount proportional to the misalignment angle for misalignments above 1 degree.
Based on this study we require alignment to be parallel to within 1 degree for Phase 2 operation (there is no solenoid in Phase 1). This ensures that the maximum displacement is below 100 µm, i.e. of the same magnitude as the expected displacements due to drift field uniformity.
Gain uniformity and stability
We do not expect the effective gain of the TPCs to be stable over time due to variations in gas conditions, pressure and temperature, and detector aging. To continuously monitor effective gain, we use the embedded 210 Po alpha sources. The 5.3 MeV alpha particles transect the sensitive volume, leaving a consistent and distinctive ionization trail. The variations in the recorded charge from these calibration tracks can then be used to monitor the effective gain variation with time, as presented in Section 6.1.2, and to correct for such variations. In order to achieve optimal energy resolution for nuclear recoils, it is also important that the gain be spatially uniform, or that any non-uniformities are calibrated out. Our previous generation detectors in fact exhibited substantial effective gain variations due to non-uniform metallization of the pixel chip [1] . This issue has been resolved in the BEAST TPCs. Measurements of the uniformity with respect to position are presented in Section 6.3.3.
Description of built detectors
We use both prototype and final TPCs in SuperKEKB Phase 1, and final TPCs in Phase 2. Both types of TPCs are roughly shoebox-sized aluminum vessels with a single FE-I4b pixel chip, aluminum field cage, two GEMs, embedded alpha sources, and Parylene C coating as described in the previous section. In this section we will describe in more detail the specific features of both types of TPCs.
Prototype pressure vessel
The 11 cm × 13 cm × 31 cm prototype pressure vessels consist of two parts: a rectangular box without a top ( Fig. 1 ) and Figure 5 : Left: a long time exposure showing multiple discharges between the top field cage ring (the "cathode mesh", foreground) and the vessel (background) at 30 kV. The discharges find the shortest path around, rather than through, the Kapton sheet (dark plane). Right: a long time exposure showing corona discharges from the cathode mesh (bottom). The field cage is shown supported by antistatic Acetal spacers, with the cathode directly above a table. The field cage rings in this test were machined using CNC milling, the method that left the fewest defects and thus the least amount of corona activity. Serial data and LV power, gas inlet and outlet, and HV all pass through both ends of the vessels via feedthroughs mounted to KF-16 or KF-40 flanges compressed onto the vessel wall with claw clamps. The holes are sealed with Viton o-rings with aluminum centering rings between the feedthroughs and the vessel.
Final pressure vessel
The final pressure vessel measures 10 cm × 15 cm × 31 cm and consists of three parts: a rectangular box without a top and with a large opening in one end (Fig. 9) , a separate lid, and a separate feedthrough endcap. The three parts of the pressure vessel are sealed by o-rings located on the lid and feedthrough endplate using 6 and 8 screws, respectively. Serial data, LV power, gas inlet and outlet, and GEM HV feedthroughs are welded onto the removable feedthrough endcap plate. Field cage HV enters via a dedicated 10 kV-rated feedthrough mounted on the side of the vessel.
Internal components
The key internal components of the TPCs are the pixel chip, GEMs, and field cage. Other internal components are auxiliary to these, providing structural support and electrical services. We assemble these into an integrated structure called a "tower" outside the vessel in order to simplify the assembly and testing. One tower consists of four parallel Delrin (acetal) threaded rods held in place by two PEEK (aluminum in prototype) support plates, one at the bottom and the other at the top, with all other components sandwiched between these two support plates, separated with Delrin spacers. Fig. 10 shows the assembly sequence of the first layers of a tower, and Fig. 11 shows a final TPC tower during assembly.
We assemble and test each tower in a class 10,000 clean room. After assembly and testing is complete we place the tower in a vessel, with the support plates sliding into a pair of slots milled into the inner walls of the vessel (see Fig. 9 ).
High voltage
The HV circuits in the TPCs provide the drift field (inside the field cage), transfer field (between GEMs), collection field (between the bottom GEM and pixel chip) and amplification voltage (across GEMs). In the final TPCs, all resistors are located inside the vessels and the values are fixed to achieve the optimal fields and gain (see Fig. 12 ). In the prototype TPCs, we use potentiometers located outside the vessels in place of some resistors for flexibility.
Each TPC utilizes two HV channels, which allows for independent adjustment of the drift field and gain: the "GEM voltage" sets the total voltage across both GEMs plus the voltage across the transfer and collection gaps. The "field cage voltage" provides the drift field. The field cage and amplification circuits are connected, so the voltage across the field cage is equal to the field cage voltage minus the GEM voltage. Table 1 summarizes the voltages, resistances and fields between each layer.
Gas system
The BEAST TPCs are designed to operate with a small flow (∼10 sccm) of premixed He:CO 2 at a 70:30 ratio. We use a mass flow controller to maintain a steady flow of gas, with additional pressure and flow gauges. In lab tests we pump air out of the vessels before purging with the target gas, but in BEAST operation we simply flow (at a maximum rate of 250 sccm) until achieving gain.
Charge readout and data acquisition
The FE-I4b pixel chip was originally designed for use in the pixel vertex detector of the ATLAS experiment at the Large Hadron Collider [19] . There, one is typically interested in assigning detected charge pulses to particular bunch crossings of the accelerator beams, which occur every 25 ns. To allow for timing-in of the pixel detector, readout of up to 16 consecutive bunch crossings was foreseen by the ATLAS collaboration. However, to read out large ionization clouds in a TPC with the FE-I4b, it is necessary to detect charge pulses in a much larger number of consecutive 25-ns periods. We achieved readout of up to 256 consecutive period by implementing custom readout sequences in the data acquisition system. In this section we describe the design and operation of the chip, to provide context, and then the implementation of this custom readout sequence.
FE-I4 pixel readout chip
The FE-I4 series pixel readout chip has been developed in view of future ATLAS pixel detector upgrades, in particular the ATLAS Insertable B-layer upgrade [19] . The chip is manufactured in an IBM 130 nm bulk CMOS process. It has an area of 20.2 × 18.8 mm 2 and comprises 26,880 hybrid pixel cells, arranged in 80 columns and 336 rows. Each pixel measures 250×50 µm 2 , which results in an active area of 89%. The analog part of each pixel holds a two stage amplifier architecture, optimized for low power consumption, low noise and fast rise time. The amplification stage is followed by a comparator, which is the last analog stage of the pixel.
The analog pixel is configured with thirteen global registers (e.g. bias currents, feedback currents and comparator threshold) and thirteen configuration bits for local adjustments (e.g. pre-amplifier feedback current and comparator threshold). The output signal of the two stage amplifier is fed into the comparator. The comparator output signal is logically high when the amplifier signal is above the threshold. The time interval that the signal is high is measured in units of clock cycles of the FE-I4 clock with a dynamic range of four bits. The FE-I4 clock runs at 40 MHz and is usually derived from the bunch crossing clock at the LHC. Thus, one bunch crossing (BC) corresponds to a time interval of 25 ns. The measured time interval (Time-over-Threshold, TOT) is to first order proportional to the pre-amplifier input charge, with the constant of proportionality Step a) shows the PEEK support plate (dark gray), Delrin threaded rods (white), and the pixel chip (red) mounted on its board (green) with nearby wire bond shield (dark gray).
Step b) adds the frames of the two GEMs (burgundy, with the GEMs removed for clarity) separated and supported by a PEEK spacer (white) to maintain a 2.4 mm gap between GEMs. There is a 3.4 mm between the chip and the first GEM foil.
Step c) adds the anode (dark gray), which is placed on the top GEM frame. Finally, step d) adds the first field cage ring (dark gray) with 1 cm Delrin spacers (white). Table 1 : Summary of the properties of the resistor ladder in the final TPC HV system, following Fig. 12 . Each row in this table corresponds to one resistor in the ladder, which corresponds to a specific gap and field. The first column contains the layer label, the second the resistor label, the third the resistance R, the fourth the voltage drop ∆V across the resistor, the fifth the length ∆z of the volume associated with the layer, and the last the resultant electric field in this volume. Here we have assumed that the field cage voltage is −8 kV and the GEM voltage is −2.1 kV, which correspond to the ideal drift velocity and gain. Figure 11 : One tower during assembly, annotated. For clarity, the pixel chip board is shown before it is pushed down into its final position. The second support plate is not shown and will be attached after the chip board is secured.
(i.e. the gain) determined by the pre-amplifier feedback current. The comparator outputs of all pixels are logically ORed to obtain the HitOR signal, which is available at pad level. The HitOR is logically high whenever any comparator output of an enabled pixel in the entire chip is high. A single digital region processes the information coming from 2 × 2 analog pixels (4-pixel digital region). In the 4-pixel digital region, five latency calculation and triggering units are shared between the pixels. Each pixel has five storage cells for TOT information, each assigned to a latency calculation and triggering unit. The time stamp, which is stored in the latency calculation and triggering unit, is common for all hits appearing at the same time but the TOT information is calculated and stored individually. The latency is the duration over which the TOT information is preserved in the memory. The latency can be adjusted from one to 255 clock cycles at 40 MHz. The data is stored locally and is transferred only on request (Level 1 trigger) to the chip periphery, where it is processed further and then sent out.
The hit data is marked for readout when the Level 1 trigger arrives just after the latency has passed. A missing Level 1 trigger will free up the memory. The FE-I4 allows up to 16 consecutive triggers (16 BC or 400 ns), distributed globally to all latency calculation and triggering units. After reading the hit data from the local buffers, reorganization and 8b/10b encoding, the data is transmitted serially to the readout system at 160 Mb/s.
Data Acquisition
Each FE-I4 chip inside a vessel is mounted on a custom interface board that routes power, LVDS communications and HitOR lines between the chip and the readout system, located outside the vessel. The interface board includes a grounded aluminum bridge over the wire bonds for protection. We convert the HitOR pulses to differential signals inside the vessel for transmission over twisted-pair cables up to 40 m to the readout system, described below.
Readout system
The pyBAR readout system [23] is based on the S3 MultiIO card [24] , an FPGA-based multi purpose test system. It comprises a FPGA firmware written in Verilog and a host software written in Python and C++ programming languages. The system includes automatic tuning of the FE-I4 chip and fast analysis of the FE-I4 raw data.
The readout system allows continuous and simultaneous readout of up to eight FE-I4 chips operating at 100 kHz Level 1 trigger rate.
Readout sequence
A readout sequence was implemented into pyBAR featuring the FE-I4 stop mode to allow readout of up to 256 consecutive BC (6.4 µs). In stop mode, the latency counters are frozen for all pending hits and no new hits will be stored. This preserves the hit information and allows the readout of the hit information at any time. In order to receive the hit information, sending a single Level 1 trigger and advancing the latency counters by one must be alternated. This can be repeated up to 256 times until the counters wrap around and no more stored hits remain. After finishing the stop mode readout, the FE-I4 can be set back to continuous mode to process any further hits. The stop mode readout also involves the HitOR signal, which is passed to the FPGA. When a hit is detected, the HitOR signal triggers a command sequencer inside the FPGA, which sends a command sequence to the FE-I4. The command sequence is entirely stored in memory on the FPGA and can have a length of up to several hundreds of thousand clock cycles at 40 MHz data rate. The trigger rate then is limited by the length of the command sequence, thus the number of consecutive BC designated for read out, and the time it takes to shift out all hit data. A trigger rate of 50 Hz can be achieved when reading out 256 consecutive BC assuming several thousands of hits. Higher trigger rates can be achieved by reducing the number of consecutive BC to be read out.
Without this stop mode scan sequence, we could not recover full tracks with longer than 4 mm extent in z, which includes not only a large portion of the nuclear recoils but the tracks with the best directional determination. We therefore use this stop mode scan with either 255 (Phase 1) or 100 (Phase 2) BCs.
Trigger veto
The length of a HitOR pulse encodes information about the charge contained in a track and the extent of the track in z. Electron recoils caused by x-rays interacting with the target gas are extremely copious in realistic running environments. HitOR pulses generated by these electron recoils are typically very short compared to those generated by nuclear recoils. Therefore we screen incoming HitOR pulses at the firmware level and only issue readout instructions to the chip if the HitOR length is sufficiently long (typically above 400 ns) so that the track is unlikely to be an electron recoil.
Testing and performance
Each TPC undergoes a series of quality control (QC) tests to validate their construction and basic performance. In addition, we have performed a number of more-stringent tests on a subset of the TPCs to verify that the TPCs meet the design criteria for track reconstruction. We describe these tests and their results here.
Quality control
Our QC procedure consists of a number of tests that each TPC undergoes to verify that they meet various performance objectives. We describe here the purpose and results of these tests.
Gas quality and leak checking
The first QC test validates detector cleanliness and absence of leaks. We start by pumping down, and when the pressure is between 50 and 100 mTorr we flush the vessel three times in a row for a second, with the flow controller set to maximum, and continue to pump down for three hours. Then, we stop the pump and measure the pressure for at least two hours, looking for an increase in pressure due to outgassing. In all TPCs we observe no leaks at negative gauge pressure and find that the outgassing curves do not show any unacceptable contamination.
To check for leaks at positive gauge pressure, we rapidly fill the vessel with 800 Torr of He:CO 2 and monitor the pressure for fifty minutes. In these tests, all TPCs come to an equilibrium pressure above atmospheric pressure and we therefore conclude that there are no significant leaks.
Gain, gain resolution, and stability
Each TPC must satisfy three objectives related to effective gain: that they can achieve a minimum effective gain of 10 4 , that the gain resolution at 5.9 keV is better than 20%, and that the gain is stable to better than 5% over long and short timescales.
To address the minimum effective gain and its resolution, we place an 55 Fe source on the cathode mesh with the source opening facing the chip. In He:CO 2 we expect to see only the 5.9 keV photon conversions, which should produce roughly 168 electron-ion pairs, mostly near the mesh. We read the amplified charge from a pad of copper that surrounds the pixel chip and also with the chip itself. The copper pad is connected to a pulseheight analyzer (PHA) as in Ref. [1] . We measure the charge distributions for different GEM voltages. Figure 14 shows the charge distribution measured by the chip. We extract the gain from a fit to this distribution, with a Gaussian for the signal and a third-order polynomial for the background. The effective gain is then equal to the peak position of the Gaussian divided by 168. Figure 15 shows the effective gain as a function of the GEM voltage for both the PHA and pixel chip readouts. We measure an effective gain with the PHA that has an offset of 2750 electrons with respect to the pixel chip. This offset may be related to the calibration procedure for the pixel chip or possibly the pixel metallization pattern. Regardless of the cause, this demonstrates that we have two methods of measuring the effective gain that agree to within 20%. All TPCs tested achieved well over the minimum effective gain required by the objective.
To measure the gain resolution, we use the same dataset and fits as above. We define the gain resolution as the ratio of the Gaussian width σ G in the fit to the charge distribution to its mean position. Figure 16 shows the gain resolution as function of the effective gain. As predicted in [1] , the resolution in the pixel chip is much better than in the copper pad for low gains. We attribute this to the much lower noise floor of the chip, which is determined by the capacitance and analog front end of individual pixels, and is of the order of 100 electrons. The PHA noise floor on the other hand is determined by the capacitance of the macroscopic copper pad used to collect the charge, and the downstream PHA signal chain. We find that with the chip the gain resolution is roughly 10% across a wide range of effective gains for all TPCs, satisfying the gain resolution requirement.
To measure gain stability, we monitor the total charge collected by the pixel chip from alpha tracks from the embedded 210 Po sources over time. Figure 17 shows the average collected charge (in TOT units) for three alpha sources at three different z positions for a one-week period. We find that the effective gain of all three sources remains constant within 5% throughout the week for all TPCs, satisfying the gain stability requirement.
Tracking performance
In order to achieve the physics goals of the BEAST TPCs, we require a recoil angle measurement precision of 15 degrees for 1-cm tracks, and an energy measurement precision of 20% at 5 keV. To encapsulate the effects of drift, amplification, and digitization, we measure the variation in the measured angle and charge of a standardized ionization track over repeated measurements. For the standardized tracks, we use the embedded 210 Po sources and select alpha tracks in a narrow range of angles. Alpha tracks in our sensitive volume manifest as highcharge density, straight tracks (see Fig. 2 ) that cross at least two sides of the chip and are therefore trivial to identify. 210 Po alpha sources during a 1-week run. We select only a narrow band of alpha tracks, satisfying |θ − 90| < 1 and |φ − 0| < 1. The effective gain differs between the sources due to diffusion and charge recombination. However, the effective gain of each source remains constant to within 5% throughout the week. In the following precision studies we use a sample of alpha tracks from each of three sources in a single prototype TPC. We consider only tracks within a narrow range of elevations with respect to the chip, between 9 and 17 degrees. The sources are mounted not only at different z positions but also at different y positions, therefore we can uniquely identify the source of each alpha track based on its position in φ vs. y cross space. Fig. 18 shows distributions of these two variables and the selections we use to define the standardized alpha track collections: we define y cross windows of width 400 µm so that the mean absolute value of φ of the tracks in the window is identical for all three windows. Fig. 19 shows the φ distributions for the standardized alpha tracks from the three sources. The spread of each distribution is due to a combination of non-zero source width and non-zero y cross window width in addition to the angular resolution we are trying to measure. We find that the Gaussian width of these peaks is 0.9 degrees for all three sources, indicating that our angle measurement precision is far better than the 15 degree target, and is probably significantly better than 1 degree.
Angle measurement precision

Charge measurement precision
The total deposited charge in one alpha track is the integral of the portion of the Bragg curve that subtends the sensitive volume. For the standardized alpha tracks, the tight angular selections also will select a very narrow band of deposited charges. Therefore we look at the total detected charge for these Histograms of the absolute value of φ for alpha tracks from the shaded boxes in Fig. 18 . All peaks have a Gaussian width around 0.9 degrees, which is the worst-case limit for the angle measurement precision.
tracks ( Fig. 20) and interpret the width of each peak as a worstcase limit on the charge measurement precision of the TPC. Although the peak charge varies from source-to-source due to the interaction of pixel threshold with diffusion, the width of the peaks is largely consistent, below 10% of the mean value, satisfying our charge measurement precision specification.
Testbeam
In order to test the TPC and readout technologies in a realistic environment, we performed testbeam studies with both the prototype and production TPCs at a D-D fusion neutron generator [25] [26]. The generator produces a high rate (up to 10 7 /s) of 2.5 MeV neutrons and copious x-rays, simulating both the target signal and most important physics background expected in beam background runs at SuperKEKB. In this section we focus on results from the prototype detector; we observed similar performance with the production TPC. The firmware trigger veto had not been developed by the testbeam and instead we used a hardware veto that was not 100% efficient, meaning that we accepted a large number of triggers from x-rays.
Testbeam description
The D-D testbeam setup is illustrated in Fig. 21 . A beam of deuterons accelerates through a variable accelerating potential (up to 90 kV) onto a fixed Ti target. The accelerated deuterons collide with stationary deuterons captured on the surface of the target and fuse, releasing neutrons. We position the TPC so that the drift field is parallel to the deuteron beam. The sensitive volume of the TPC subtends polar angles (θ) of 67-90 degrees with respect to the target and beam axis and 3.2 degrees in azimuth (φ). Fig. 18 . With these selections, the difference between the recovered energy for the three sources is largely due to charge diffusion leading to unrecovered charge in pixels that do not cross threshold. 
Testbeam results: rates
The instantaneous rate of fast neutron production by the D-D generator is estimated using a thermal neutron counter ( 3 He tube) embedded in a thermalizing block of polyethylene in the backward region outside the D-D vessel. The rate varies, depending principally on the accelerating potential. In Fig. 22 we show the detected rate in the TPC and the rate measured by the 3 He tube scaled to match the TPC rate as well as the rate of identified calibration alpha tracks during an 10-hour slow rampup of the accelerating potential and subsequent 2-hour pedestal period. We observe a good agreement between the shape of the generated neutron yield and detected neutron candidate curves.
We also observe that the alpha rate is suppressed by a factor of roughly 50% while the generator is on, likely caused by high trigger occupancy due to x-ray events. The neutron production rate is more sensitive to accelerating potential (roughly a factor of 10 increase per doubling) than the bremsstrahlung x-ray production (roughly a factor of 4 increase per doubling), perhaps explaining why the suppression factor of the alphas does not appear to depend on the neutron rate.
Testbeam results: uniformity
The D-D testbeam dataset includes a large number of events uniformly distributed throughout the sensitive volume of the TPC, comprised largely of electron recoils from x-rays and nuclear recoils from neutrons. We use this sample to probe the combination of charge drift, amplification, transfer and detection efficiencies across the surface of the chip, which we call the charge uniformity.
To select appropriate tracks to include in this sample, we first reject alpha tracks from the calibration sources by ignoring events that cross the side of the chip nearest the source and one or two other sides. We also reject events of non-physics origin (such as noise) by requiring the number of pixels above threshold in the event to be at least 5. We include all remaining tracks.
For each pixel, we sum the TOT of every unsaturated hit in that pixel from all tracks in the sample, ignoring hits with TOT<5. We divide this by the number of hits in the same pixel in the entire sample, effectively controlling for spatial differences in hit rate. We show the resulting charge uniformity in Fig. 23 . To calculate the effective uniformity, we ignore the five columns closest to the source and the outer two rows/columns on the remaining sides of the chip. We find that the mean TOT in this region is 8.0 with a standard deviation of 0.50, for a uniformity of 94%.
Testbeam conclusions
We have concluded testbeam studies with one prototype and one production TPC at a D-D fast neutron generator. In both cases we observed stable operation in an environment comparable to SuperKEKB during operation with modest suppression of event rates due to trigger saturation (roughly 50%) and excellent uniformity (94%). With a fully efficient firmware trigger veto we expect little or no event rate suppression due to trigger saturation. These tests validate our TPC and data acquisition technologies for beam background measurements at SuperKEKB.
Discussion of results and wider impacts
now that the paper is close to done, the first paragraph below almost seems more appropriate in the intro? We have reported on the design, production, testing, and performance of the BEAST TPCs, a new generation of 3D directional nuclear recoil detectors. These detector represent a factor of 60 (prototype) to 40 (final detector) scale-up in target volume over detectors of similar design previously constructed by our group [1] . The larger target volume was achieved by increasing the drift length to 10 (15) cm, and using a larger-area ATLAS FE-I4 [11] pixel readout ASIC. The longer drift length necessitated a field cage to maintain drift field uniformity, and the development of custom DAQ firmware, in order to read out large events that span more than 16 consecutive pixel chip clock cycles -far from the regular use case of the ATLAS pixel chip, but made possible by a special chip operation mode implemented by the designers with an eye to our application. Contrary to previous detectors [1] , we observe excellent uniformity in charge collection. We also generally observe outstanding performance in the reconstruction of short nuclear recoils, and the detectors satisfy all design goals. The detectors are capable of operating in quite high neutron fluxes, demonstrated with a D-D test source.
Even though the BEAST TPCs were specifically optimized for the directional detection of (higher-energy) fast neutrons, the performance was unexpectedly good and extended down to lower energies than we expected. The detectors have also already been shown in other work [14] to exhibit excellent particle identification capabilities, which allow the identification of the species of the recoiling nucleus and the rejection of electron backgrounds, down to recoil energies of approximately 15 keV. This energy range is of interest for the detection of nuclear recoils in the context of dark matter searches. High resolution charge readout has also been shown to enable full 3D fiducialization of TPCs, which is critical for background rejection in dark matter searches [27] . As a result, gas TPCs with highresolution charge readout have received strong interest from the directional dark matter detection community [6] .
