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Abstract—A continuity theory of lossless source coding over
networks is established and its implications are investigated. In
the given model, source and side-information random variables
and have ﬁnite alphabets, and the input sequences are
drawn i.i.d. according to a generic distribution on .
We consider traditional source coding, where all demands equal
source random variables.
We deﬁne a family of lossless source coding problems that
includes prior example network source coding problems as
special cases. We show that the lossless rate region
is inner semi-continuous in . We further show that for a
special type of networks called super-source networks, where
there is a super source node that has access to and
any other node with access to some source random variable
is directly connected to , is also outer semi-
continuous in . Based on the continuity of super-source
networks with respect to , we conjecture that
is also outer semi-continuous and therefore continuous in
for general networks.
I. INTRODUCTION
Characterization of rate regions for source coding over
networks is a primary goal in the ﬁeld of source coding
theory. Given a network and a collection of sources and
demands, the lossless rate region generalizes Shannon’s
source coding theorem [1] to describe the set of achievable
rate vectors for which the error probability can be made
arbitrarily close to zero as block length grows without bound.
The lossless rate region is denoted by , where
is the source and side-information distribution, here
assumed to be stationary and memoryless.
In this paper, which extends our earlier work from [2],
we investigate the continuity of with respect to
for a broad family of source coding problems deﬁned
in Section II. While it is tempting to assume continuity
of in without proof, we note that this
very basic property does not hold for all source coding
problems. For example, [3] gives an example of a network
source coding problem outside our proposed class for which
is not continuous in .
When is available in the form of a single-
letter characterization, proving or disproving its continuity
in is straight forward. For example, the rate region
characterization of Slepian and Wolf [4] is continuous in
, as are the multicast for independent sources [5],
dependent source [6], and dependent sources with side
0This material is based upon work partially supported by NSF Grant No.
CCR-0325324 and Caltech’s Lee Center for Advanced Networking.
information [7]. Introduction of auxiliary random variables
in single-letter characterizations of (e.g., [8],
[9], [10]) complicates the proof of continuity of
only mildly. Complete rate region characterizations for the
simplest lossless functional source coding problem appear
in [11]. While these rate regions are also continuous in
the source and side information distribution, is
not continuous in for all functional source coding
problems by [3].
Unfortunately, for most network source coding prob-
lems in the given class, single-letter characterizations of
and optimal coding strategies remain elusive,
and proving continuity from limiting characterizations is less
straight forward. A function is continuous if and only if it
is both inner and outer semi-continuous (see deﬁnitions in
Section III). Chen and Wagner demonstrate the inner semi-
continuity of rate regions for Gaussian CEO problems in
[12], [13]. We consider only ﬁnite-alphabet source and side-
information random variables.
For our proposed class of problems, we show that
is inner semi-continuous in . We further
show that is outer semi-continuous and hence
continuous when has a super-source node that has
access to the complete vector of sources
and the complete vector of side-information random variables
, and there is a direct link from to
any other source node that has access to some (
). We call such networks super-source networks.
The study of super-source networks may lead to more
general continuity results. In particular, we propose a con-
jecture on super-source networks and show that if this
conjecture holds then is outer semi-continuous,
and therefore continuous for all networks in our proposed
class.
The remainder of this paper is structured as follows. We
formulate a class of network source coding problems and
deﬁne continuity in Section II. Section III treats continuity of
with respect to . In Section III-A, we show
that is inner semi-continuous for general non-
functional source coding problems. We prove that
is continuous in for super-source networks in Section
III-B. We describe the Vanishment Conjecture and investigate
its implications in Section III-C. In Section III-D, we show
that if true, the Vanishment Conjecture would imply that
is outer semi-continuous and therefore contin-
uous in .
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II. FORMULATION
Here we deﬁne a class of network source coding problems
and their lossless rate regions. Let , . . . , be
the source random vector with ﬁnite alphabets and
let be the side-information random vector
with ﬁnite alphabets . We assume without loss of
generality that for all and
for all . The sequence , ,
. . . is drawn i.i.d. according to a generic distribution
of , which describes all network inputs.
A directed network is an ordered pair with vertex
set and edge set . Vector if and
only if there is a directed edge from to . For each edge
, we call the tail of and the head of ,
denoted by and , respectively. The
set of edges that end at vertex is denoted by and the
set of edges that begin at is denoted by , i.e.,
Let be a directed network. A non-functional net-
work source coding problem is deﬁned as .
Here sets and describe the random variable availabilities
and demands, respectively. The random variable availability
set is a subset of such that
( ) (resp. ( )) is available
at node if and only if (resp. ).
The demand set is a subset of such
that node demands function (for some
) if and only if . Let denote
the total number of reproduction demands, i.e., . For
each , sets and
summarize the random variable availabilities
and demands, respectively, at node , giving
We assume that for each demand pair (
), there exists a pair such that there
is a path from to .
As deﬁned, all the demands are sources. This excludes
“functional” network source coding problems like those
studied in [3], [11], where demands can be functions of the
sources rather than sources themselves.
A length- block code for with rate
vector contains a set of encoding functions
and a set of decoding functions
. The encoding and decoding
functions are deﬁned as follows
(i) For each ,
(ii) For each ,
Let denote the set of all probability distributions on
. For any set , we use to denote
the power set of , i.e., the set of all subsets of . Let
denote the set of nonnegative real numbers. Since for all
, is a subset of , can be
considered as a function from to .
Before deﬁning the continuity property, we introduce the
deﬁnitions of set operations in and distances on and
used in this paper. We deﬁne some set operations in
the following deﬁnitions.
Deﬁnition 2.1: Let and be subsets of the -
dimensional Euclidean space .
(a) For any -dimensional vector , deﬁne the set
(b) For any , deﬁne the set
Deﬁnition 2.2: Given a positive integer and a real num-
ber . Deﬁne
Deﬁnition 2.3: Let and
be two -dimensional real vectors.
(a) We say that is greater than or equal to , denoted by
, if and only if for all .
(b) We say that is greater than , denoted by , if and
only if for all .
The metrics on and used in this paper are as follows.
Deﬁnition 2.4: Let and be two subsets of the -
dimensional Euclidean space . We use to denote the
-norm of . For any , sets and are said to
be -close ( ) if and only if
(a) For every , there exists such that
.
(b) For every , there exists such that
.
Note that the above deﬁnition is equivalent to the Hausdorff
distance, which is used for compact subsets of . This
notion of the “distance” between two subsets in leads to
the deﬁnitions of the continuity of function (with
respect to ), which is described below.
Deﬁnition 2.5: is continuous with respect to
if and only if for any , there exists some
such that and are -close whenever
.
III. CONTINUITY OF WITH RESPECT TO
This section investigates the continuity of with
respect to . We begin by deﬁning inner semi-continuity
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and outer semi-continuity. One can show that is
continuous in if and only if both inner and outer semi-
continuities hold.
Deﬁnition 3.1: Rate region is inner semi-
continuous with respect to if and only if
for every sequence that converges to .
Deﬁnition 3.2: Rate region is outer semi-
continuous with respect to if and only if
for every sequence that converges to .
A. Inner Semi-Continuity
For any length- block code and for every edge ,
let denote the random variable that represents the encoded
message on and for all denote the
reproduction of at node by using the block code .
Suppose that is a non-functional network source coding
problem. Recall that for each , there exits a
pair and a path, denoted by , which
starts from and ends at . For every , let
. Deﬁne the set the
closure of the set below
for some length- block code
We next show that when
is non-functional. This inﬁnite-dimensional characterization
is useful for proving inner semi-continuity.
Lemma 3.3: If is non-functional, then
Proof. By deﬁnition, any in the interior of is
losslessly achievable. Thus, .
Conversely, let . For any ,
choose a rate- length- block code such that for all
,
Then by Fano’s inequality, for all
Thus . Since is arbitrary,
.
We next use to prove that is inner
semi-continuous when is non-functional.
Theorem 3.4: Let be a non-functional network source
coding problem. Given a source distribution . For
every sequence that converges to ,
Proof. Let . By Lemma 3.3,
for any , there exist an and a length- block code
such that
for any . Since and is ﬁxed,
for any , and ,
Hence there exists such that for all ,
for any . By Lemma 3.3,
Therefore,
B. Super-Source Networks
We call network source coding problem a super-source
network if it has one source node with access to ,
and for any other node that has access to some
( ), there is a direct link from to , that is,
. The following deﬁnition formalizes this idea.
Deﬁnition 3.5: Network source coding problem is
called a super-source network if and only if
for all , for all ,
and for all such that for
some .
We show that for any network source coding problem
of this type, is continuous in . We begin
by showing is continuous in for single-
super-source network coding problems, a subfamily of super-
source networks deﬁned blow. Then we extend this result
to show that this continuity property holds for super-source
network source coding problems. The following deﬁnition
deﬁnes single-super-source networks.
Deﬁnition 3.6: Network source coding problem is
called a single-super-source network if and only if
for all , for all ,
and for all and .
An example of a single-super-source networks is the
“diamond network,” shown in Fig. 1. Theorem 3.7 proves
the continuity of with respect to . The proof
of Theorem 3.7 replies on Lemma 1.1, which is stated and
proved in Appendix A.
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Fig. 1. The diamond network
Theorem 3.7: is continuous in for
single-super-source network source coding problems.
Proof. To show the continuity property, it sufﬁces to show
that
for any sequence that converges to .
Consider the new network source coding problem
, with source and side-information
random variables, where
for some
By Lemma 1.1, for any , choose such that for
any satisfying , there
exists a random vector with distribution
such that for all and for all
(1)
where is chosen so that
(2)
Let be the joint distribution for .
Let denote the lossless rate region for
the network . Now by Lemma 1.3 (a) and (b), for
sufﬁciently small,
Hence By symmetry,
Therefore, and
are -close.
Consider two other network source coding problems
, with sources and side-information
random variables, and , with
sources and side-information random variables. The sets
, , , and are deﬁned as
for some
for some
for some
Therefore by the deﬁnition of , in the network source
coding problem , we require that side information
should be losslessly reproduced at the nodes for which
has access to in the original network source coding
problem .
Let denote the lossless rate region for the
network . Then since has more side information at
the nodes with ,
By (1) and (2),
for all . Therefore,
By Lemma 1.3 (c), Hence
and are -close. By
symmetry, and are -close.
Since ,
and are -close.
In conclusion, and are
-close. Since the marginal distribution of
on is , which is equal to
, by Lemma 1.1, ,
and are -close. This shows
that is continuous in .
As an easier illustration of the proof of Theorem 3.7, we list
the lossless rate regions used in the proof for an example of
diamond network in Fig. 2.
We next extend this result to show that is
continuous when is a super-source network. First we
deﬁne for any network source coding problem . Note
that this deﬁnition works for general , i.e., need not be a
super-source network. This setting is also useful in the study
of outer semi-continuity for general in Section III-D.
For any network source coding problem
, we consider a new network source coding
problem deﬁned as follows, where
. First deﬁne
for some (3)
the set of vertexes in each of which has access to some
source ( ). The vertex set of contains
as a subset and has an extra super-source node . For each
, there corresponds a unique intermediate node
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(a) (b)
(c) (d)
(e) (f)
Fig. 2. The diamond network with different random variable availabilities
and demands
in between and . Thus, the vertex set is deﬁned as
The edge set contains as a subset and has extra links
and for all , i.e.,
The super-source node can fully observe , i.e.,
for all and for
all . For each , for all
, but for all , if and
only if . That is,
The demand set of contains as a subset and is
deﬁned as
is a single-super-source network by deﬁnition. An exam-
ple of turning into is shown in Fig 3. Let
denote the lossless rate region for . The network turns
each source accessibility at nodes in
other than to demands .
By Theorem 3.7, is continuous with respect
to . Hence for any sequence converging to ,
(4)
(a)
(b)
Fig. 3. An example of and the corresponding
We next deﬁne an injection into
for a plane that is deﬁned in (6) and then apply (4)
to conclude that the space is outer semi-
continuous in .
For , deﬁne , the source
vector available at in and deﬁne
By forcing for all
and applying the smoothness of the shape of
(Lemma 2.1), we get
(5)
where
(6)
We next connect to . By def-
inition of , there is an embedding
deﬁned for every by
, where
if
if
for some
if
for some
Now when is a super-source network, we show that
is onto, and hence conclude that is outer semi-
continuous in . Since inner semi-continuity with respect
to is know and proved in Section III-A, we conclude
from the following lemma that is continuous in
for any super-source network .
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Theorem 3.8: Let be a super-source network. Then
(7)
Proof. For any . We
want to show that the rate vector is in .
For any , let be a length- rate- block
code such that the error probability of successful
reconstructions is less than . For every , let
be the encoded message on the link . Since
,
On the other hand, by Fano’s inequality,
Hence
Therefore, there exists a function of , denoted by
, such that
It means that for every , by transmitting additional
random variable on the link , the messages
transmitted over and can be functions of
only such that the node can still get with
sufﬁciently high probability. (See Fig. 4.) Since
, the additional rate for transmitting can
be made arbitrarily small, and so the modiﬁed coding
scheme has the same rate . Therefore,
.
From Theorem 3.8, we conclude this subsection by The-
orem 3.9.
Theorem 3.9: . Let be a super-source network. Then
for any sequence of distributions that
converges to ,
Proof. By Theorem 3.8 and equation (5), is
outer semi-continuous in . Since is inner
semi-continuous in by Theorem 3.4, we conclude
that is continuous in .
C. The Vanishment Conjecture
In Section III-B, we prove that the injection is onto for
super-source network, which leads to is contin-
uous in by Theorem 3.9. Note that he only difference
between super-source networks and general network source
(a) Original Coding Strategy
(b) Modiﬁed Coding Strategy with
the same rate
Fig. 4. The descending process
coding problems is that there are direct links from super
source node to all the nodes in . (See deﬁnition
of in (3)). In any super-source network, if we force
the rates on those direct links ( ) to be
negligible, then the resulting rate regions are supersets of
the rate regions corresponding to the network without those
direct links ( ). The Vanishment Conjecture
states that those links of negligible rates can be removed.
We formalize this idea in the following paragraph.
Let be a network source coding problem. Consider the
super-source network deﬁned from as follows
By above deﬁnition, is the super-source network modiﬁed
from by adding the super source node and the links
for all . Fig. 5 shows an example of when
is the two-terminal network source coding problem.
(a) Two-terminal Network (b) Diamond Network
Fig. 5. The two-terminal problem and diamond networks.
Let denote the lossless rate region for .
For any , deﬁne the rate vector
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as
if
if
Deﬁne the plane
(8)
Then the map of restricted on
is an injection. Now deﬁne
(9)
By deﬁnition, .
We conjecture that this map is onto as well. See the
following deﬁnition.
Deﬁnition 3.10: The Vanishment Conjecture states that
(10)
D. Outer Semi-Continuity
We investigate outer semi-continuity here. The main idea
is to rely on the result in Section III-B and the Vanishment
Conjecture. Similar to the approach in Section III-B, we
begin by ﬁrst deﬁning the corresponding super-source net-
work of network source coding problem and embed
into by using deﬁned in (9),
where is the plane deﬁned in (8). Now since is a super-
source network, by Theorem 3.9, is continuous
in , which leads to
(11)
for every sequence that converges to
. We then have the following theorem.
Theorem 3.11: Let be a non-functional network source
coding problem. Let . Let be
a sequence that converges to . Then the Vanishment
Conjecture implies that
Proof. It is a direct consequence of equations (11) and (10).
Theorem 3.12: Let be a non-functional network source
coding problem. Let . Let be
a sequence that converges to . Then the Vanishment
Conjecture implies that
Proof. It is a direct consequence of Theorems 3.4 and
3.11.
APPENDIX
A. LEMMAS FOR THEOREM 3.7
In order to prove Theorem 3.7, the ﬁrst step is to show
that when two distributions and are sufﬁciently
close, there exists a joint distribution such that
the two pairs of random variables and
have distributions and , respectively, and satisfy
that they are equal to each other componentwise with high
probability.
Lemma 1.1: Let . For any , there exists
a such that for any satisfying
, there exists a joint distribution
satisfying the following properties:
1) For every and every ,
2) For every and every
,
3) .
4) .
Proof. We demonstrate the result by ﬁnding a conditional
distribution for which the joint distribution
satisﬁes the desired properties. Rename the alphabet of
as , where . Let
and for all .
Enumerate the alphabets of such that there exist
such that
Deﬁne the conditional distribution as
follows
Let be another random vector such that the joint
distribution of is deﬁned by
Then
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Now let be sufﬁciently small such that
whenever . Then
for all . Similarly,
for all . Finally, for all and
for all
We state without proving the following lemma that shows
that when a side information appears only at the super
source node in a single-super-source network, doesn’t
improve the whole lossless rate region.
Lemma 1.2: Let be a single-super-source network
source coding problem as in Theorem 3.7. Suppose that
but for all , . Then the
network source coding problem that has sources and
side-information random variables deﬁned as
satisﬁes that for all
, where is the marginal distribution
of on and is
the lossless rate region for the network source coding problem
.
The remainder of Appendix A is the following lemma,
which demonstrates some relations between the rate regions
for the networks , , and deﬁned in the proof of
Theorem 3.7. That result leads to conclude the proof of
Theorem 3.7. Since the results are straightforward, we state
the Lemma without proving it.
Lemma 1.3: Let , , , , , , , , and
be deﬁned as in the proof of Theorem 3.7. Let , ,
and denote the rate regions for networks , , and ,
respectively.
(a)
(b) For sufﬁciently small,
(c)
B. LEMMA FOR SECTION III-D
We describe and prove a lemma useful in Section III-D. In
this lemma, we prove the smoothness of boundary surfaces
for .
Let be a non-functional network source coding prob-
lem. For every , deﬁne the vector
for as follows
if
if
For any , deﬁne
The following lemma shows the smoothness of the boundary
surfaces of .
Lemma 2.1: Let be a network source coding problem
and be a ﬁxed edge. Suppose . Let
be a nonnegative real number such that
Then .
Proof. For simplicity, let denote .
By deﬁnition, for all . Therefore,
. On the other hand, since
is closed, . In
conclusion, . This completes the
proof.
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