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Abstract— The Environmental trace gas Monitoring Instru-
ment (EMI) onboard the Chinese high-resolution remote sensing
satellite GaoFen-5 is an ultraviolet–visible imaging spectrometer,
aiming to quantify the global distribution of tropospheric and
stratospheric trace gases and planned to be launched in spring
2018. The preflight calibration phase is essential to characterize
the properties and performance of the EMI in order to provide
information for data processing and trace gas retrievals. In this
paper, we present the first EMI measurement of nitrogen dioxide
(NO2) from a gas absorption cell using scattered sunlight as the
light source by the differential optical absorption spectroscopy
technique. The retrieved NO2 column densities in the UV and
Vis wavelength ranges are consistent with the column density in
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the gas cell calculated from the NO2 mixing ratio and the length
of the gas cell. Furthermore, the differences of the retrieved
NO2 column densities among the adjoining spatial rows of the
detector are less than 3%. This variation is similar to the well-
known “stripes-pattern” of the Ozone Monitoring Instrument
and is probably caused by remaining systematic effects like a
nonperfect description of the individual instrument functions.
Finally, the signal-to-noise ratios of EMI in-orbit measurements
of NO2 are estimated on the basis of on-ground scattered sunlight
measurements and radiative transfer model simulations. Based on
our results, we conclude that the EMI is capable of measuring the
global distribution of the NO2 column with the retrieval precision
and accuracy better than 3% for the tested wavelength ranges
and viewing angles.
Index Terms— Differential optical absorption spectroscopy
(DOAS), NO2, remote sensing, satellite, spectral analysis, trace
gases.
I. INTRODUCTION
GLOBAL monitoring of atmospheric trace gas distrib-utions from a number of ultraviolet–visible (UV–Vis)
spaceborne spectrometers including GOME, SCIAMACHY,
Ozone Monitoring Instrument (OMI), and GOME-2 [3]–[7]
has been playing an important role in studies of atmospheric
chemistry, air pollution, and climate change. Recently, these
observations have been used to estimate the emission of
pollutants [8]–[11], to validate model simulations [12], [13],
and to support operational services such as UV forecasts and
air quality forecasts [15], [16].
In order to measure global distributions of tropospheric and
stratospheric trace gases (e.g., NO2, O3, HCHO, and SO2),
the Environmental trace gas Monitoring Instrument (EMI)
was developed by the Anhui Institute of Optics and Fine
Mechanics (AIOFM), Chinese Academy of Sciences, Hefei,
China, and is planned to be launched in spring 2018 onboard
the Chinese high-resolution remote sensing satellite GaoFen-5,
which will fly in a sun-synchronous polar orbit with an
ascending equatorial crossing time of 1:30 P.M. EMI is a nadir-
viewing push broom spectrometer, designed to provide these
atmospheric measurements with a daily global coverage.
The differential optical absorption spectroscopy (DOAS)
technique based on Beer–Lambert law has been widely used to
retrieve slant column density (SCD) of several trace gases from
ground-based, mobile, airborne, and satellite measurements
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in the UV, Vis, and near-infrared ranges [18]. In this paper,
the DOAS technique is applied to laboratory measurements
of the EMI using scattered sunlight as the source. The light
traverses a gas cell filled with nitrogen dioxide (NO2) before it
is recorded by the EMI during the experiment. From the mea-
sured spectra, the NO2 absorption is analyzed in the UV and
Vis wavelength ranges. From this experiment, the quantitative
performance of the DOAS approach for the EMI is evaluated.
Similar studies have been done for other satellite instruments.
Measuring absorption cross sections of trace gases in a cell
at various pressures and temperatures was performed using a
Xenon lamp for GOME [19], [20], SCIAMACHY [23], and
GOME-2 [25] before launch. Measurements of trace gases
in a cell using a lamp and those in the atmosphere using
scattered sunlight in the zenith view were performed for the
OMI instrument with the DOAS retrieval approach [26]. It was
found that the derived cross sections of trace gases compare
quite well with those derived from the convolution of the
literature high-resolution cross sections with the accurately
measured OMI slit function [27].
By using a similar approach, scattered sunlight measure-
ments of NO2 in a gas absorption cell are performed with the
EMI to explicitly consider the solar Fraunhofer lines in the
DOAS fit and to characterize the ability of EMI to retrieve
NO2 SCD in orbit. Due to the known NO2 concentration
in the gas cell and the large field of view (FOV) of EMI,
the spatial row dependence can be characterized from the
retrieved NO2 SCDs. This study is motivated by the known
cross-track striping pattern of the NO2 SCDs retrieved from a
typical 2-D detector such as OMI, which is attributed to the
imperfect cross-track calibration [28]. Furthermore, the instru-
mental signal-to-noise ratio (SNR) of the scattered sunlight
measurements is characterized for EMI and transformed to
the in-orbit SNR by the use of radiative transfer model (RTM)
simulations.
This paper is organized as follows. First, the EMI and the
preflight calibration are described in Section II. Afterward, the
NO2 DOAS retrieval from the laboratory spectral measure-
ments by the EMI is given in Section III. And an estimation
of EMI SNR is given in Section IV. Finally, the summary and
conclusion are given in Section V.
II. DESCRIPTION OF THE EMI
A. Environmental Trace Gas Monitoring Instrument
The EMI is a satellite UV–Vis spectrometer, which is
designed to measure earthshine radiances and solar irra-
diances in the wavelength range of 240–710 nm at a
moderate spectral resolution [full width at half maximum
(FWHM)] of 0.3–0.5 nm (depending on wavelength and
viewing angle). The EMI adopts Offner imaging spectrom-
eter [29] with four spectral channels, and each channel uses a
2-D (spectral and spatial) CCD detector, which enables an
FOV of 114° and 0.5° in the swath and flight directions,
respectively. The four spectral channels cover the follow-
ing wavelength ranges: 240–315, 311–403, 401–550, and
545–710 nm for the UV1, UV2, VIS1, and VIS2 channels,
respectively. Fig. 1(a) illustrates the optical layout of the EMI
Fig. 1. (a) Optical layout of the EMI fore-optics system, and the Offner
convex grating imaging spectrometer. (b) Schematic of the experimental setup.
fore-optics system and the Offner convex grating imaging
spectrometer.
In the EMI operational mode of earthshine radiance mea-
surements, the typical exposure time of individual measure-
ments varies from 0.5 to 2 s, depending on the spectral
channels and measurement latitudes, in order to reach an
optimal saturation level of the CCD detectors. Individual radi-
ance measurements during the measurement period of 2 s are
co-added in the level 0–1b data processing phase, leading to an
effective integration time of 2 s for each spectrum. The binning
of spatial rows is applied to improve the SNR, i.e., 43 binned
rows for the UV (UV1 and UV2) channels and 48 binned rows
for the VIS (VIS1 and VIS2) channels. Therefore, the resulting
ground pixel sizes at exact nadir position for the UV and VIS
channels are 43 km×13 km (swath direction×flight direction)
and 37 km × 13 km, respectively. The detailed properties of
the EMI are shown in Table I.
B. EMI Preflight Calibration
In order to derive the instrumental parameters which are
needed to implement the level 0–1b processing as well as
to perform the spectral retrievals, a high-quality preflight
calibration phase is essential. For the EMI during this phase,
the following activities were performed: wavelength calibra-
tion, radiometric calibration, slit function characterization,
stray light suppression, diffuser feature measurements, etc.
An overview of the calibration work is as follows.
1) Wavelength Calibration: Highly structured Fraunhofer
lines of atmospheric scattered light are often used to
perform wavelength calibration [30], which has been
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TABLE I
INSTRUMENTAL PROPERTIES OF THE EMI
done for the EMI during the prelaunch phase. This
method will be applied to in-orbit wavelength calibration
within DOAS analysis by using solar irradiance spectra.
2) Radiometric Calibration: An integrating sphere uniform
source system (Labsphere type US-200-SF) is used to
derive the radiometric calibration parameters, such as
the pixel response nonuniformity correction parameters
and the absolute radiance conversion factor [31].
3) Instrument Slit Function: A PtCrNe hollow cathode
lamp is also used to characterize the EMI slit function.
A Gaussian function is fit to individual lines at certain
wavelengths, and the corresponding key parameters such
as FWHM are derived. In-orbit variability of EMI slit
function could also be parameterized by various function
forms such as super-Gaussian [32], by fitting solar
irradiance spectra with structured Fraunhofer lines.
4) Stray Light: Mechanisms including a light shield and
other baffles have been developed to suppress the stray
light. The spectral stray light was measured by the use of
edge pass filter, and then compared with optical model
simulations during the prelaunch phase.
5) Diffuser Features: Both the aluminum diffuser and
the quartz volume diffuser are used to introduce solar
irradiance into the EMI entrance optics, but they are
used for different purposes. The aluminum diffuser is
used for the weekly radiometric calibration, while the
quartz volume diffuser is used to measure the daily
solar reference spectrum. The hemispheric reflectance
and bidirectional reflectance distribution function of the
diffusers are measured to ensure radiometric calibration
accuracy, as described in [33].
III. NO2 GAS CELL MEASUREMENTS
A. Experimental Setup
The NO2 absorption in a cell was measured with the EMI
using scattered sunlight at ambient pressure (about 1 atm)
and temperature (about 293 K) in the laboratory (located
at 31.91° N, 117.16° E, and an altitude of 20 m above
the ground) of AIOFM, from 11 A.M. to 11:30 A.M. on
February 13, 2017. The main objective of the experiment is
to evaluate the instrument performance with natural sunlight
as light source.
A 40 cm×50 cm quartz window was inlayed in the wall of
the laboratory, and an 8-cm-long quartz cell was continuously
flushed with either NO2 gas or N2 gas. The NO2 gas is
taken from a gas bottle with an approximate mixing ratio
of 710 parts per million and then flows through a plastic pipe
to the gas cell at a stable flow rate of 7.5 L/min. The EMI
received the scattered sunlight passing through the window
of the laboratory and the cell in horizontal direction. Due
to the large FOV of the instrument and the limited width of
the window, only the CCD pixels in the most central viewing
direction, i.e., within an FOV of about 26° (about eight and ten
binned CCD rows for UV2 and VIS1 channels, respectively)
are illuminated. In the experiment, N2 was first flushed into
the gas cell for several minutes to eliminate all other gases
remaining in the cell, and then NO2 was flushed into the
cell. Meanwhile, the EMI continuously recorded spectra in
the UV2 and VIS1 channels during the gas flushing process.
The schematic of the experimental setup is shown in Fig. 1(b).
B. Spectral Analyses
One important advantage of the DOAS method is that
effects of scattering (e.g., Rayleigh and Mie scattering) are
considered by a broadband polynomial in the spectral analysis.
Therefore, knowledge about the exact amount and type of
scatterers is not necessary. The absorption of the atmospheric
absorbers in the measured NO2 spectra (with the gas cell filled
with NO2) is compensated for by using N2 reference spectra
(with the gas cell filled with N2), which are measured at the
same geometry and at the closest time.
The obtained EMI raw spectra are analyzed with the
QDOAS (version 2.111) software package [34]. The spectral
fitting window of NO2 is 338–370 nm for the UV2 channel
and 435–490 nm for the VIS1 channel. The spectral ranges
were chosen according to the wavelength coverage of the EMI,
and based on the experience gained in previous studies during
the CINDI [35], [36] and MAD-CAT (http://joseba.mpch-
mainz.mpg.de/mad_analysis.htm) campaigns. A NO2 cross
section at 298 K [1] with solar I0 correction [21], a ring spec-
trum calculated from the SAO2010 solar irradiance reference
spectrum [14], and an additional ring spectrum as described
in [17] are included in the DOAS fit. The logarithm of the
ratio of the two measured spectra for the light beams passing
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TABLE II
NO2 DOAS FIT SETTINGS
Fig. 2. DOAS fit results of NO2 in the (a) UV2 and (b) VIS1 wavelength
ranges. The black and red curves represent the measured and fit optical depths,
respectively.
through the cell either with N2 or NO2 is fit by the above-
mentioned cross sections convolved with the EMI slit function
and a fifth-order polynomial according to
ln
[
IN2(λ)
INO2(λ)
]
= σNO2(λ)SNO2 + P(λ) + R(λ) + R_add(λ).
(1)
Here, σNO2(λ) is the absorption cross section of NO2, SNO2 is
the SCD of NO2, P(λ) represents the polynomial, and IN2(λ)
and INO2(λ) are the measured spectra for the light beams
passing either through the cell with N2 or NO2, respectively.
The N2 reference spectra are selected for each individual
spatial CCD row, and wavelength shift was allowed in the
DOAS fit, in order to minimize the effects of slightly different
spectral properties of the different rows. The last two terms
on the right-hand side of (1) account for the ring effect.
Sensitivity tests show that inclusion of one or two ring spectra
has only a very small effect on the results of DOAS analysis
(see Appendix A). The detailed fit settings and parameters are
listed in Table II. Examples of the DOAS fits of NO2 in both
spectral ranges are shown in Fig. 2.
C. Discussion on the Fit Results
Based on the NO2 mixing ratio and the length of cell, the
NO2 SCD is estimated as (1.40±0.07)×1017 molecules/cm2.
Fig. 3. Temporal and spatial (row dependent) variabilities of the retrieved
NO2 SCDs. (a) Time series of NO2 SCDs from the central CCD rows in the
UV2 (red dots) and VIS1 (blue dots) channels during the gas flushing process.
During the first 2.5 min, N2 was flushed into the cell, and after that period
NO2 was flushed into the cell. The solid green line represents the calculated
NO2 SCD based on the length of the cell and the NO2 volume mixing ratios
in the cell. (b) and (c) Averaged NO2 SCDs from different CCD rows in
the UV2 (red) and VIS1 (blue) channels during the steady-state period. The
results before and after the light-path correction are shown. (Top and bottom)
Averaged NO2 SCDs and the relative deviation of NO2 SCDs from the median
values for individual spatial rows, respectively.
The uncertainty arises from the uncertainties of the NO2
mixing ratio and the fact that the gas cell was operated under
ambient conditions in the laboratory without pressure and
temperature control. To estimate the time needed to completely
fill the gas cell, the temporal evolution of the retrieved NO2
SCDs from the central CCD rows in the UV2 and VIS1
channels during the gas flushing process was investigated
[see Fig. 3(a)]. It is found that the NO2 SCDs reach a steady
state after the first 3 min of NO2 flushing, i.e., within the
time interval between 6 and 12 min of the timescale shown
in Fig. 3(a). During that period, the relative standard devia-
tion (SD) of the retrieved NO2 VCD is 3% for the UV2 and
1% for the VIS1 channels, respectively. The derived average
NO2 SCDs with fitting uncertainties in the steady-state stage
are (1.39 ± 0.04) × 1017 molecules/cm2 in the UV2 channel
and (1.37 ± 0.01) × 1017 molecules/cm2 in the VIS1 chan-
nel, respectively. The slight differences (smaller than 2%)
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among the SCDs retrieved in both channels and the calculated
value indicate an excellent performance of the EMI NO2
measurements.
The NO2 SCDs retrieved from the individual spatial rows
of the EMI are averaged during the steady-state period to
reduce the random noise and are shown in Fig. 3(b). The
results indicate a systematic dependence of the NO2 SCDs
on the spatial rows. Considering that the light path in the cell
is slightly different for different spatial rows, the NO2 SCDs
are corrected using a geometric equation, i.e., by multiplying
the SCDs by the cosine of the viewing angle of each spatial
row [see Fig. 3(c)]. The results indicate that the variability of
the corrected NO2 SCDs for different spatial rows is less than
3% in general, while after the geometric light-path correction,
the same values should be obtained for all rows. The relative
deviations increase toward the edges of the rows, as shown in
Fig. 3(c), which may be partly due to the lower transmission
of the quartz window (i.e., lower observed intensity) for larger
viewing angles. The remaining spatial row dependence of
the retrieved NO2 SCDs can probably be attributed to the
imperfect cross-track (i.e., spatial-row-dependent) calibration
of the instrument such as wavelength calibration, determi-
nation of the slit function, as well as dark current, offset,
and stray light correction. Slight contributions might also
arise from variations of the atmospheric NO2 absorption,
small differences between the solar zenith angle (SZA) of the
N2 reference spectrum and the NO2 spectrum, and a slight
variation of the NO2 concentration in the cell. A similar effect
has been found for typical 2-D CCD instruments, e.g., OMI,
and results in a pattern of cross-track “stripes” as described
in [26]. The spatial row dependence of the NO2 SCDs for the
EMI found in this experiment is in the similar range as the
cross-track “stripes” of the DOMINO v2.0 OMI NO2 products
(within 1.5×1015 molecules/cm2) [37]. A destriping algorithm
is currently applied to the published OMI NO2 product based
on the biases estimated from a cross-track variation of the
retrieved raw SCDs [37]–[39]. The spatial row dependence
of NO2 SCDs characterized in this paper could be used to
estimate the general magnitude of cross-track “stripes” of the
future in-orbit EMI NO2 products, although there is missing
information toward the edges of the swath.
IV. ESTIMATION OF EMI SNR
SNR is a main constraint for the detection limit of the
trace gas retrievals from satellite UV–Vis spectra [18], and
significantly impacts the quality of the level 2 data products,
especially for the weaker absorbers, such as SO2 and HCHO.
Therefore, the SNR of the EMI was characterized using two
methods in this section, referred to as method 1 and method 2.
Method 1 is based on the scattered sunlight measurements and
radiative transfer simulations, while method 2 is based on the
instrument specifications and the photon noise assumption.
A. Method 1
The SNR can be derived from the random structures in the
NO2 fit residuals. For that purpose, we determined the SDs of
the fit residuals at each wavelength for all measured spectra
during the steady-state period. The resulting SDs for different
spatial rows on the CCD detectors of the UV2 and VIS1 chan-
nels are shown in Fig. 4(a). Similar spectral structures of the
residual SDs are found for the adjoined spatial rows, which
are mainly caused by the spectral variation of the measured
spectra. The reciprocal of the residual SDs represents the
instrumental SNR, which is in the range of ∼600–800 for
the UV2 channel and ∼1000–1400 for the VIS1 channel. Note
that the measurements performed here were made at an almost
horizontal elevation angle, for which the observed radiances
are typically lower compared with those of a nadir-viewing
satellite instrument. Therefore, the derived SNR is not fully
representative for in-orbit measurements of EMI. According
to the fact that random noise is proportional to the square
root of the measured photoelectrons (UV–Vis spectrometers
are typically photon shot noise limited, see Appendix B),
the in-orbit EMI SNR could be estimated using the following
equation:
SNRsat = SNRgb ×
√
Rsat
Rgb
. (2)
Here, SNRgb is the EMI SNR derived from the experiment,
and Rgb and Rsat refer to the radiances from the ground-based
horizontal measurement and the satellite measurement, respec-
tively. In order to evaluate the EMI in-orbit SNR, Rgb and
Rsat are acquired from simulations with the vector linearized
discrete ordinate radiative transfer model (VLIDORT) [40].
Note that since the radiometric calibration parameters were
not yet available for the EMI sample version used in this
experiment, we used simulated Rgb in (2) rather than calibrated
measured radiances. The evaluation is expected to be represen-
tative for typical in-orbit conditions since the configuration of
the experiment is the same as the typical in-orbit measurement
settings, such as row binning and exposure time.
In the RTM simulations of Rgb, an ozone profile from
OMI [24], an aerosol optical depth (AOD) of 0.5 at 550 nm
from MODIS [22], and the corresponding solar and viewing
geometries are used as input parameters. The aerosol profile is
averaged from LiDAR measurements (hosted by AIOFM) dur-
ing noon time of typical sunny winter days in December 2014
at the top of the laboratory. Note that the LiDAR profile
was scaled by a MODIS-observed AOD of 0.5 at 550 nm
(see Appendix C). In order to estimate the EMI in-orbit SNR
at different latitudes, we simulated Rsat for different typical
geometries and surface albedo, which can be reasonably
derived from the OMI L1b data due to the similar orbital and
instrumental properties of the OMI and EMI (see Table III for
details). The simulated radiances for Rgb and Rsat are shown
in Fig. 4(b).
Rsat is simulated for EMI measurements over three Chi-
nese cities in August (i.e., with different SZAs), and after-
ward SNRsat is calculated based on (2); the SNR results
are shown in Fig. 4(c). The SNRsat varies slightly with
wavelength and SZA, within the range of ∼1000–1400 for
the UV2 channel and ∼1100–1800 for the VIS1 channel.
However, it should be noted that the model simulations of Rgb
might be not fully representative for the real measurements
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Fig. 4. Estimation of the EMI SNR of in-orbit NO2 measurements. (a) Wavelength-dependent SDs of the NO2 fit residuals for the measurements in the (Top)
UV2 and (Bottom) VIS1 channels, during the steady-state period of the NO2 flushing process. Different colors represent the results for individual spatial rows
on the CCD detectors. (b) Normalized radiances simulated by the VLIDORT model for the ground-based scattered sunlight measurements (Rgb) in black line
and the satellite measurements (Rsat). The different colors represent different SZAs. (c) In-orbit EMI SNR estimated for measurements over three Chinese
cities based on the SNR derived in (a) and the radiances simulated by the VLIDORT model in (b). The three cities are Guangzhou (22.6° N), Hefei (31.5° N),
and Beijing (39.5° N). (d) Comparison of in-orbit EMI SNRs calculated by two methods on the basis of (2) and (3). The results from method 1 and method 2
are shown by red and black lines, respectively.
TABLE III
INPUT PARAMETERS OF VLIDORT RADIANCE SIMULATIONS
made at an almost horizontal elevation angle. Also, the local
aerosol conditions might be different from the input derived
from MODIS measurements. Sensitivity tests show that the
model results probably overestimate the true radiance observed
by the instrument by up to 40% (based on the horizon
scan measurements of a MAX-DOAS instrument during the
CINDI-2 campaign [41]). Such an overestimation would
account for a 15% underestimation of the EMI in-orbit SNR
based on the scattered light observations.
B. Method 2
In addition to the determination of the SNR based on
the method described above, the SNR was also determined
by another method based on the direct estimation of the
photoelectron counts received by a single binned pixel of the
EMI CCD detector
SNRsat = SignalNoise ≈
√
Signal = √Rsat × t × s×a×w × τ .
(3)
Here, Rsat is the simulated radiance for satellite geometry
in units of photons/s/cm2/sr/nm, and t , s, a, w, and τ are
EMI parameters, namely, integration time (2 s), telescope
entrance area size (0.0308 cm2), solid angle for a single
pixel (about 0.0005 sr), wavelength interval for a single pixel
(0.095 nm for UV2 channel, and 0.123 nm for VIS1 channel),
and the combined system optical throughput and quantum
efficiency (about 0.092), respectively. The comparison results
of the two methods based on the same simulated radiance
for satellite geometry (Rsat) are shown in Fig. 4(d). The EMI
SNR results using method 2 are significantly higher than those
using method 1, which is probably caused by neglecting other
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(instrumental) sources of noise by method 2 and a possible
underestimation of the SNR by method 1.
V. CONCLUSION
Measurements of the NO2 absorption in a gas cell using
scattered sunlight are performed with the EMI, which is
designed for the Chinese high-resolution remote sensing satel-
lite GaoFen-5. The main aim of this experiment was to explic-
itly evaluate the quality of the NO2 DOAS retrievals in the UV
and Vis spectral ranges and to quantify the associated errors.
The fitting uncertainties of the retrieved NO2 SCDs were less
than 3% in the UV2 channel and 1% in the VIS1 channel,
and excellent agreement within a few percent was found
when compared with the known NO2 concentration in the gas
cell. From simultaneous NO2 SCD retrievals from adjoining
spatial rows, the consistency of the results in different viewing
directions (different rows of the CCD detector) was also tested.
Small differences of less than 3% were found, which are prob-
ably caused by instrument effects like imperfect description of
the instrument function. Finally, the SNR is characterized for
EMI in-orbit measurements to better understand the instru-
ment’s performance in relation to trace gas retrievals by using
two methods. Method 1 is based on the DOAS fitting residuals
and radiance simulated by an RTM model. The calculated in-
orbit SNR is found to be within the range of ∼1000–1400 for
the UV2 channel and ∼1100–1800 for the VIS1 channel.
These values probably underestimate the true SNR by up to
about 15% due to discrepancies of the simulated radiance from
the true radiance for the measurements of scattered sunlight
close to the horizon. Method 2 is based on the instrumental
parameters and the radiance simulated by the RTM. The SNR
obtained by method 2 is almost a factor of 2 larger than that
obtained by method 1, which is mostly attributed to the neglect
of other instrumental sources of noise in addition to the photon
noise. The estimated EMI in-orbit SNR is expected to allow
retrieving NO2 SCDs with a high precision.
In general, a good performance of the EMI is shown by the
on-ground measurements. The obtained results will be used
for comparison with the near-future in-orbit performance after
the scheduled launch in autumn 2017. Further optimization of
retrieval settings (e.g., fitting wavelength range, trace gas cross
sections, and ring effect) for the EMI NO2 product will be
done during the inflight calibration phase after launch. Based
on the results from the presented on-ground measurements,
EMI is capable of monitoring the global distribution of NO2
with accuracies and precisions better than 3%, at enhanced
pollution levels (as high as 1.40×1017 molecules/cm2), for the
tested wavelength ranges (338–370 and 435–490 nm). Here,
it should be noted that these results are only representative of
the central part of the swath (−10° to 16°). Typically, the mea-
surement uncertainties increase toward the swath edges. Thus,
our results should be seen as a lower limit for measurements
outside the measured viewing angle range. Although this paper
focuses on the NO2 retrieval, we could expect a similar range
of retrieval accuracies and precisions to be achieved by spectral
analyses for similar products (e.g., O3, HCHO, and SO2),
based on the experiences from precedent satellite observations
such as OMI.
Fig. 5. Comparison plots of DOAS fitting results by using three different con-
figurations including two ring spectra (blue), only ring spectrum (green), or no
ring spectrum (red), for the (a) UV2 and (b) VIS1 channels.
APPENDIX A
TESTS ON RING EFFECT
Sensitivity tests on the effect of ring spectra on the DOAS
analysis have been done before the discussion on the presented
fitting results. The DOAS analyses with one and two ring
spectra and without any ring spectra were performed and
compared for the scattered sunlight spectra (with the gas cell
filled with NO2). As shown from Fig. 5, it is obvious that
adding one ring or two ring spectra does not affect DOAS
fitting results (i.e., fit NO2 SCDs, SCD uncertainties, and
root mean square of residual) significantly for both UV2 and
VIS1 channels. The mean relative differences of retrieved SCD
among those results are very small, less than 5e-4 for UV2
channel and 1e-3 for VIS1 channel, respectively.
APPENDIX B
PHOTON SHOT NOISE
To verify the photon shot noise assumption, i.e., EMI is
dominated by photon shot noise, we did an additional test
based on about 200 scattered sunlight spectra (with the gas
This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.
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Fig. 6. Correlation plot between the SNR and the square root of the measured
counts for the scattered sunlight spectra for the central CCD row with N2 in
the glass cell (for details see text). Green line indicates the results for the UV2,
and red line indicates the results for the VIS1 channel.
cell filled with N2) taken in the laboratory experiment within
about 7 min.
The counts measured by the spectrometer are a function of
the number of photoelectrons Ne
counts = Ne × f. (B1)
Here, f is the conversion factor of photoelectrons to counts.
The SNR of the measured spectra can be determined from
the SD of the counts (STD) divided by the number of counts
SNR = counts
STD
. (B2)
If the photon noise is only considered, then the SNRphoton can
be calculated as
SNRphoton = Ne√Ne
. (B3)
Inserting (B1) into (B3), we obtain
SNRphoton =
√
counts
1√ f . (B4)
If the noise of the measured spectra is dominated by the photon
shot noise, namely, SNR = SNRphoton, a linear dependence
of the SNR on the (counts)1/2 is expected based on (B4).
Following the theory, the SNR of spectra at different count
levels is calculated and plotted against (counts)1/2 in Fig. 6.
Because all 200 spectra are measured with the same exposure
time, and the intensity of the scattered sunlight was rather
constant during the measurement period of about 7 min,
similar count levels are reached for all spectra.
In order to calculate the SNR as a function of the
count level, different numbers of single spectra are co-added.
In order to minimize the effects of the slightly changing inten-
sity of the scattered sunlight, the spectra were co-added by odd
and even indices of the records, respectively. Then, the SD
Fig. 7. Vertical profile of the aerosol extinction coefficient [km−1] at 355 nm
at altitudes between 0.2 and 1.5 km, averaged from LiDAR measurements
during noon time of typical sunny winter days in December 2014 at the top
of the AIOFM building.
of the difference between two spectra (even and odd) for
different count levels is calculated. Fig. 6 indicates that the
SNR depends linearly on
√
counts with a Pearson correlation
coefficient R2 greater than 0.98. Note that the slopes in
the plot represent the conversion factor term in the above
equations. Therefore, we conclude that the measurement noise
is dominated by the photon shot noise.
APPENDIX C
AEROSOL PROFILE INFORMATION
See Fig. 7.
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