We study the Weyl closure Cl(L) = K(x)h@iL \ D for an operator L of the rst Weyl algebra D = Khx;@i. We give an algorithm to compute Cl(L) and we describe its initial ideal under the order ltration. Our main application is an algorithm for constructing a Jordan-H older series for a holonomic D-module and a formula for its length. Using the closure, we also reproduce a result of Str ombeck (1978), who described the initial ideals of left ideals of D under the order ltration, and a result of Cannings and Holland (1994) , who described the isomorphism classes of right ideals of D.
Introduction
Let D = Khx; @i be the rst Weyl algebra over an algebraically closed eld K of characteristic zero. In this article, we shall investigate the Weyl closure of an operator L 2 D. Let us remark that for a left ideal I D, we can also de ne Cl(I) := K(x)h@iI \ D. However, since K(x)h@i is a PID, the ideal K(x)h@iI is generated by any element L 2 I having minimal order. Then Cl(I) = Cl(L), and so from now on, we shall only discuss the closure of a single operator. In a forthcoming article (Tsai) , we shall discuss the Weyl closure of a left ideal in the n-th Weyl algebra D n .
Suppose K = C and the operator L has order n. If 2 C is a nonsingular point, then in a neighborhood of , L has a vector space V (L) of dimension n of holomorphic solutions. In this case, the closure of L is equivalently the annihilating ideal of V (L) in D. From another perspective, the closure of L also arises naturally when considering the support of D=DL. In particular, Cl(L)=DL is the submodule of D=DL consisting of elements which are supported on a nite subset of K.
Our article contains three main results. First, we give an algorithm to compute the closure Cl(L) (see Algorithms 2.2, 3.3, 3.4) . This algorithm is an application of the restriction algorithm due to Oaku and Takayama (1998) . As a corollary, we can describe the space of isomorphism classes of left ideals of D, a result rst obtained by Cannings and Holland (1994) , and we obtain an algorithm to determine the isomorphism class of a left ideal from its generators (see Theorem 7.1 and Algorithm 7.2). Second, we give a Finally, we observe a combinatorial relationship between the above generators of the initial ideal and the following property of the solution space V . At x = 0, the solutions have multiplicity 1 and 4, at x = 1 and x = 3, the solutions have multiplicity 0 and 2, and at all remaining points, the solutions have multiplicity 0 and 1. This relationship will be made precise in Section 5 using the notion of cotype. In fact for general L, we shall see that the correct relationship is between the initial ideal in (0;1) (Cl(L)) and \solutions" of L in various spaces K x]=h(x ? ) i i.
We shall adopt the following notation in this paper. For a ring A and an A-module M, we denote by A fm 1 ; : : : ; m k g the left A-submodule generated by the elements fm 1 ; : : : ; m k g 2 M. If A is commutative, we alternatively denote this submodule by hm 1 ; : : : ; m k i. Also, when k = 1 we denote by Am the cyclic submodule generated by m. 2) The algorithm is an application of the restriction algorithm due to Oaku and Takayama for the special case of D=DL restricted to the point x = . The details which we present are implicit in their paper (1998) .
The rst observation is that the local closure arises naturally when considering the following torsion of D=DL: This complex is the restriction of D=DL to the point x = and is equivalent to the
since both complexes are quasi-isomorphic to the total complex of 0 0 Let us now describe the initial ideal of Cl (L) coming from the order ltration re ned by the V-ltration at the point x = . Equivalently, we describe a standard basis for Cl (L) in the sense of Brian con and Maisonobe (1984) at x = . For more details on Gr obner bases in the Weyl algebra, a good reference is (Saito, Sturmfels, and Takayama 1999) . In the following theorem, we describe the initial ideal of an ideal I having the property that DL I Cl (L). 
Proof. To simplify notation, we assume that = 0 and we write \in" for \in ." We wish to construct a Gr obner basis for I(V ) = D fL; where ord 0 (f) is the order of f at the point x = 0. Observe that in(M) is not an ideal of K x; x ?1 ; ] but a K x; ]-submodule. Let us now de ne a Gr obner basis of M to be a set of elements fT 1 ; : : : ; T m g M such that in(M) is generated by fin(T 1 ); : : : ; in(T m )g as a K x; ]-module. It then follows that the set fT 1 L; : : : ; T m Lg I(V ) is a Gr obner basis for I(V ) because I(V ) = ML and in(I(V )) = in(M)in(L). So to construct a Gr obner basis for I(V ), it su ces to construct a Gr obner basis for M and multiply it on the right by L.
In the remainder of the proof, we describe a Gr obner basis of M. Expanding into normal form, we may write
Now suppose the term c h x ?h?1 @ k?h of highest order in the above sum has order k ? h r n ? n. Then h n + k ? r n < n since k < r n .This also implies that k ? h r n ? n r h ? h since the r i are strictly increasing. We conclude that k r h . for suitable a h 2 K, for which T k+1 has order strictly less than k ? h. Continuing to replace if necessary, we arrive at T such that T k+1 has order less than r n ? n. Furthermore, since @ k?r h T (h) always has weight k+1, the new T di ers from our original T only in weights less than or equal to k +1. Thus, doing this for each k < r n in decreasing order, we eventually obtain T (n) of weight r n + 1 such that in(T) = x ?n?1 rn?n . This completes the induction. 
Global Closure
In this section, we give an algorithm to compute the Weyl closure Cl(L) and we describe its initial ideal under the order ltration. We remind the reader that K is algebraically closed of characteristic 0.
Theorem 3.1. Let L = p n (x)@ n + + p 0 (x) and let f 1 ; : : : ; k g be the distinct roots
The key to proving the theorem is the following observation. 
The hypothesis T 2 Cl(L) can now be written
Expanding out the right hand side, we nd that h(x) divides g m (x)p n (x) g m (x)(p n?1 (x) + mp 0 n (x)) + g m?1 (x)p n (x)
. . . As an isomorphism of right D-modules, these maps are compatible with right multiplication by L, so that we have an isomorphism of complexes,
It follows that
The closure Cl(L) is generated by L and the vector space of the left hand side. By Algorithm 2.2, the local closure Cl i (L) is generated by L and the i-th vector space component of the right hand side. This proves the equality of the theorem. 2
The theorem says that if we know the factorization of p n (x) over K, then the Weyl closure of L can be computed by computing local closures at the singular points. 
OUTPUT: t i=1 S i , generators of Cl(L).
In practice, however, we may not know the factorization of p n (x) over K. We shall give an algorithm when L 2 Qhx; @i, where Q is the eld of rational numbers. The algorithm has been implemented as a script in MAPLE. We assume the ability to factor a polynomial f(x) 2 Q x] into irreducibles over Q and the ability to bound the integer roots of a polynomial g(x) 2 Q( ) x], where Q( ) is an algebraic extension of Q. These requirements are within the capabilities of MAPLE. 
We also know from the isomorphism of complexes that U = L f :p( )=0g (U ), where ) is = 1, hence for step 4, we wish to compute the kernel of 
Proof. We have the decomposition I=DL = t k=1 I(V k )=DL = t k=1 H k=1 (x ? k ) j k g(x) such that g( k ) 6 = 0 for all k, then (x ? k ) j k m = in k (T ) 2 in k (I). This proves the inclusion \ " of (2). To prove the opposite inclusion \ " of (2), let fj k g t k=1 be a set of non-negative integers such that (x ? k ) j k m 2 in k (I) for all k. Then there exists T k 2 I such that in k (T k ) = (x ? k ) j k m . This implies that in (0;1) (T k ) = (x ? k ) j k g k (x) m for some g k (x) with g k ( k ) 6 = 0. Now consider the element S = h 0 (x)@ m?n L + P t k=1 h k (x)T k , and let H S (x) = h 0 (x)p n (x) + P t k=1 h k (x)(x ? k ) j k g k (x). Then in (0;1) (S) = H S (x) m as long as H S (x) 6 = 0. In particular, we may choose S so that H S (x) = gcdfp n (x); (x ?
Corollary 3.8. Let L = p n (x)@ n + + p 0 (x) 2 D and let f 1 ; : : : ; t g be the distinct roots of p n (x). Then the set of ideals which contain L and which contain no operator of lower order can be parameterized by the space
Gr V ] denotes the grassmannian of all vector subspaces of V . Furthermore, the possible initial ideals are described by Theorem 3.7.
Proof. Given I satisfying the above hypothesis, we claim that DL I Cl(L). To see this, suppose T = 2 Cl(L). Then L does not divide T in K(x)h@i. In particular, the greatest common right divisor G of L and T in K(x)h@i has order less than n. The left ideal generated by L and T in D will contain a multiple f(x)G, and since L is an element of minimal order in I, we must have that T = 2 I. The corollary now follows from give some simple applications coming from this point of view.
It will be convenient to replace L with its balanced form, which we de ne as follows. We can now formulate the equivalence between cotype and in (Cl(L)). q 0 (0) q 1 (0) q 0 (1) q 2 (0) q 1 (1) q 0 (2) q 3 (0) q 2 (1) q 1 (2) q 0 (3) q 4 (0) q 3 (1) q 2 (2) q 1 (3) q 0 (4) q 5 (0) q 4 (1) q 3 (2) q 2 (3) q 1 (4) q 0 (5) The matrix Q (L) is derived from the computation q( ) x i = q(i)x i . We observe that W j = ker(Q j ), where Q j denotes the left upper (j + 1) (j + 1) submatrix of Q (L).
The corollary now follows immediately from Algorithm 2. In particular, it is a nite ordered set which we shall usually write as fj 0 ; : : : ; j s g.
By de nition, the exponents of L are the roots of the indicial polynomial q 0 ( ).
To continue our comparison of Cl(L) with solution spaces, let us remark that there is another distinguished subset of the non-negative integral exponents coming from the power series solutions W 1 K x ? ]]. This subset of exponents can be described by the following de nition. .10, Part 3 shows that the type and cotype are the same when every nonnegative integral exponent corresponds to a power series solution. When this is the case, by Corollary 4.3 and Theorem 3.7, we get a relation between in (0;1) (Cl(L)) and the spaces of power series solutions of L at the singular points of L. In particular, we can derive the following applications, where it is clear that every non-negative integral exponent at a point of K corresponds to a power series solution. We state these applications without proof. 1. L has a basis of n entire solutions. 2. L has a basis of n power series solutions for every point of K. 
Jordan-H older Series
In this section, we give an algorithm to construct a Jordan-H older series for a holonomic D-module M, a formula for its length, and a partial characterization of the factors of M and their multiplicities.
By de nition, a Jordan-H older series for M is a maximal chain of submodules 0 = N 0 N 1 N r?1 N r = M with N i =N i?1 simple. When M is holonomic, such a series is nite and has a well-de ned length r. Further, for any simple D-module N, the multiplicity of N in M, which is the number of times N i =N i?1 is isomorphic to N, is also well-de ned. We denote it by mult(N; M) and if it is greater than 0, we say that N is a factor of M.
It is well-known that a holonomic D-module is cyclic. Thus, we shall assume that M is presented to us as D=I for some left ideal I D. Note that a Jordan-H older series for D=I equivalently corresponds to a maximal chain of ideals containing I, I = I 0 I 1 I r?1 I r = D:
Before going to the general case, let us rst consider the Jordan-H older problem when I = DL, where L is irreducible as an operator in K(x)h@i. (1), (2), and (3) are clearly equivalent. To prove the equivalence of (3) and (4) (3) and (4).
Step Since is a solution of T c 2 Cl(L), we noted earlier thatã( ) is in the kernel of e Q(S u ) ij ] i ?1;?n j ?1 . This means that P i c iw (?) i ã( ) = 0, as desired. Thus, we have shown thatã( ) can be extended to a vector a ?n ; ; a ?1 ; ; a k ] t in the kernel of e Q(L) ij ] i k;?n j k for any k. To complete the proof, we should make sure that the extensions for increasing k can be chosen so as to converge to a meaningful vector. Since L is balanced, we can write L = P r i=0 x i q i ( ). Let m be the maximum non-negative integer root of q 0 ( ) if it exists, or ?1 otherwise. By the above, we can extendã( ) to some a ?n ; ; a ?1 ; ; a m ] t in the kernel of e Q(L) ij ] i m;?n j m . Since Q + is lower triangular with diagonal entries q 0 (i), which are all nonzero for i m, then a ?n ; ; a ?1 ; ; a m ] t extends uniquely toã( e ) = a ?n ; ; a ?1 ; ; a m ; ] t in the kernel of e Q(L) ij ] i2Z;j ?n . 2 (Continuation of Part 2) To complete the Jordan-H older problem for D=Cl(L), we consider all the singular points 1 ; : : : ; t of L. For each a , we nd a maximal set of solutions We claim that this is a maximal chain of ideals between Cl(L) and D. To see this,
we rst note using Claim 5.2 that F(Cl(L)) has a basis h a1 (x)e ax ; ; h ara (x)e ax of solutions in K x]e ax such that deg(h ab ) = m ab ? Finally, we must show that H trt is minimal over Cl(L). First, we claim that an ideal I properly containing Cl(L) also contains a polynomial f(x). To see this, suppose we are given T = 2 Cl(L). Then as elements of K(x)h@i, L and T generate K(x)h@i because L is irreducible. This implies that the left ideal D fL; Tg D contains some polynomial f(x).
Second, we claim that an ideal I properly containing Cl(L) cannot contain a polynomial f(x) having no singular points as roots. This claim is a simple application of Gr obner bases and Bernstein's theorem: Suppose f(x) has no singular points as roots and that L has order n. Then for some pair of polynomials g(x) and h(x), the operator T = g(x)@ n f(x) + h(x)L 2 D ff(x); Lg has initial term in (0;1) (T ) = n . In particular, hf(x); n i in (0;1) (D ff(x); Lg) which implies that D=(Df(x) + Cl(L)) has dimension 0. By Bernstein's theorem, Df(x) + Cl(L) = D.
Translating over to the Fourier transform, we conclude that any ideal properly containing F(Cl(L)) contains some constant coe cient operator f(@). There is a unique minimal ideal of the form Df(@) + F(Cl(L)), and it is equal to the annihilating ideal of the solutions of F(Cl(L)) in 2K K x]e x . But F(Cl(L)) has no solutions in K x]e x when is not a singular point because D(@ ? ) m + F(Cl(L)) = D for all m in this case. Therefore, a minimal ideal of the form Df(@) + F(Cl(L)) is equal to the annihilating ideal of the solutions of F(Cl(L)) in t k=1 K x]e k x , which is exactly F(H trt ). 2 In particular, (3) is satis ed if the exponents of L are non-integral at every singular point.
Based upon our theorem, we shall now present an algorithm to compute a Jordan-H older series for a holonomic D-module. First however, we must address the role of the eld K. In particular, the Jordan-H older series depends on the eld K. For instance the D-module D=D(x 2 + 1) has length 2 when K = C and length 1 when K = Q. Moreover, when K = C in this example, the output of the algorithm cannot be de ned in the sub eld Q even though the input could be de ned there.
To avoid this di culty, we shall continue to assume that K is algebraically closed and that we can factor completely over K. In this sense, our algorithm is a theoretical one.
However, if we would like to take K = Q, then our algorithm can be turned into a practical algorithm by using the same techniques employed in Algorithm 3.4. 
Since L i is irreducible, we can use the methods developed in Theorem 5.1 to construct a Jordan-H older series for D=I i . These methods lead exactly to steps 5, 6, and 7 6. Inverse problem of Gr obner basis theory Given a term order or ltration of D, the inverse problem of Gr obner basis theory is to determine all initial ideals that occur under the term order or ltration. The inverse problem for the order ltration was solved by Str ombeck (1978) who gave a set of inequalities which must be satis ed by the initial ideal, and who also proved the existence of initial ideals satisfying any such set of inequalities. As a corollary of Theorem 3.7, we obtain another proof of Str ombeck's inequality. At the level of linear algebra, our proof is probably ultimately the same as Str ombeck's. However, we hope that our use of the closure o ers a clari cation by organizing the linear algebra involved. Let us also remark that Str ombeck's solution implies the solution of the inverse Gr obner basis problem with respect to lexicographic order @ > x or with respect to the order ltration re ned by the V-ltration. The inverse Gr obner basis problem with respect to the V-ltration was solved by Brian con and Maisonobe (1984) . As far as we know, the problem is open for the Bernstein ltration. where g j k;n ?n ( ) 6 = 0 and deg(g j k;n ?n ) = minfn; j k;n g. Thus, r j k;n ?n and deg(q r ) n. Now recall that ker(R k (L)) = ker R k (L) ij ] 0 i m;0 j m+r . This matrix is identically 0 below the rth diagonal while its rth diagonal consists of entries fq r (i)g i maxf0;?rg .
Here, the rth diagonal means the diagonal of entries in row i and column i + r. Now we have 2 cases. First, if r 0, then dim(ker(R k (L))) n since deg(q r ) n.
We conclude that j k;n ? k = dim(V k ) n, which implies j k;n+ k j k;n n + k .
Second, if r > 0, then the rst r columns of R k (L) are identically 0. So the subspace W spanned by f@ i g r?1 i=0 is contained in ker(R k (L)). Now let W k = V k \ W and suppose that dim(W k ) = r 0 . Then by (6.3), (x ? k ) j k;n ?r 0 n+r?r 0 2 in k (I), which implies that j k;n+r?r 0 j k;n ? r 0 . We also claim that n + k n + r ? r 0 . This follows because k = j k;n ? dim(V k ), where j k;n n + r and dim(V k ) n + r 0 . Finally, we obtain j k;n+ k j k;n+r?r 0 j k;n ? r 0 j k;n + n ? dim(V k ) = n + k which completes the proof of Part 1. ( 1 ? (i + n ? j 1;n )). Then V 1 = Span K f@ i : i 2 S 1 g = ker(R 1 (L)), as desired.
(ii) If j 1;n > n, then j 1;n+ 1 n+ 1 implies that j 1;n ?j 1;n+ 1 j 1;n ?n? 1 = jS 1 j?n. It follows that jS 1 \ 0; j 1;n ?n?1]j jS 1 j?n and hence, jS 1 \N j1;n?n j n. So we can de ne L = (x ? k ) j1;n?n ( 1 + 1) n?jS1\N j 1;n ?n j Q i2S1\N j 1;n ?n ( 1 ? (i + n ? j 1;n )). Then V 1 = Span K f@ i : i 2 S 1 g ker(R 1 (L)), as desired.
We now replace L by the operator (x ? 2 ) j2;n (x ? t ) jt;n L, which continues to have the property that ker(R 1 (L)) Span K f@ i : i 2 S 1 g = V 1 and also enjoys the property that in (0;1) (L) = ( Q t k=1 (x ? k ) j kn ) n . It now remains to further adjust L so that ker(R k (L)) contains V k as well. We shall give a brief sketch as to how this is done, and leave the details to the reader.
At the moment, the only thing we know about the matrix R k (L) for k 6 = 1 is that its (j k;n ? n)-th diagonal has entries coming from a polynomial of degree n and the matrix is zero below this diagonal. As usual, let i denote @ i if i 0 and denote (x ? k ) i if i > 0. Then by adding to L an operator Q i6 =k (x ? i ) M j kn ?n g 0 ( k ) where M >> m and where deg(g 0 ) n ? 1, we can adjust the matrix R k (L) so that the entries of the (j k;n ? n)-th diagonal come from an arbitrary polynomial of degree n and so that the matrix is still zero below this diagonal. In particular, we can force the entries indexed by S k \ N j k;n ?n to be zero. Also, for M su ciently large, the rst m columns of the matrices R i (L) for i 6 = k are una ected.
Similarly, for r > 0, we can add to L operators Q i6 =k (x ? i ) M (x ? ) r j kn ?n g r ( k ) with M >> m and deg(g r ) n?1 so that the (j k;n ?n+r)-th diagonal of R k (L) is given by an arbitrary polynomial either of degree n or degree n?1 and such that lesser diagonals are unchanged. So we can also force the entries indexed by S k \ N j k;n ?n n ft k g of the (j kn ? n + r)-th diagonal to be zero. Again for M su ciently large, the rst m columns of the matrices R i (L) for i 6 = k are una ected. If we do this for all r less than some su ciently large r 0 , we eventually obtain L such that in (0;1) (L) = Q t k=1 (x ? k ) j k;n n and such that ker(R k (L)) contains Span K f@ i : i 2 S k g = V k . Continuing this procedure for all k, we produce the desired L. 2 There exists a closed ideal I such that in (0;1) (I) is given by (6.1) if and only if for each k, either (i.) j kn n, or (ii.) j kn > n and k j kn ? n + 1.
Similarly in Corollary 4.13, we described the initial ideal of the annihilator of polynomials. It would be interesting to solve the inverse problem for this set of ideals. By Corollary 4.3 and Lemma 4.10, this problem is essentially equivalent to determining whether a vector space of polynomials can be found satisfying prescribed multiplicity conditions at various points. For instance, the ideal hx 
Isomorphism classes of left ideals
The space of isomorphism classes of right ideals of D was described by Cannings and Holland as a special case of their work (1994) . It was further studied by Le Bruyn (1995) . In this section, we will reproduce the description given by Cannings and Holland from the point of view of the closure. One added bene t of this approach is that given generators of an ideal, we can determine the corresponding isomorphism class using variants of our closure algorithms. To remain consistent with the rest of our article, we shall consider left ideals rather than right ideals. 
