Modeling and simulation technology is widely used to design complex products in industry. The problem of solving DAEs(Differential Algebraic Equations) is a key part of modeling and simulation technology, and computing the structural index of DAEs correctly and efficiently is very important to solve DAEs. The traditional algebraic method to compute the structural index is very costly. In this paper, we firstly convert the problem of computing the structural index of DAEs into the maximum weighted matching problem of bipartite graph, reducing a mass of symbolic manipulations; and then, we present an improved KM algorithm(called as Greedy_KM in this paper) based on the properties of DAEs to solve this matching problem. In order to solve the matching problem efficiently, it firstly computes matches as much as possible using greedy strategy, and then call KM algorithm to search the matches for the unmatched vertices after the step of greedy strategy. This paper also gives a set of numerical experiments to evaluate the time performance of our method. The results show that the time performance of Greedy_KM algorithm is significantly improved compared with the traditional Gaussian elimination algorithm and classical KM algorithm. ). Generally, to solve the general DAEs, it is desirable to convert the general DAEs to the frequency domain via Laplace transformation, which is the differentiation with respects to time (s = d/dt), and then transform the general DAEs into one of the four special kinds of DAEs by index reduction such that we can solve the DAEs by numerical methods directly. The index reduction is the process of reducing the general DAEs to ODEs by differentiating all or part of equations of general DAE. At present, the index reduction method based on structural index is one of most popular index reduction methods, where the structural index decides the minimum number of differential times.
INTRODUCTION
With the development of information society, building mathematical models and simulating those models in the computer becomes a way to quickly design complex products without building costly physical prototypes in industry. Modeling and simulation technology is widely used in economic, electric networks, mechanical systems, robotics, automotive, aircraft, etc. These dynamic systems are often described by general DAEs(differential algebraic equations) via modeling, such as Modelica modeling [1] . And the process of simulation is solving these DAEs. So, solving the general DAEs is a key part of the modeling and simulation.
However, it is impossible to solve the general DAEs by numerical methods directly. At present, there are only four special kinds of DAEs: Index-0 DAEs (also called as ODEs, Ordinary Differential Equations), Hessenberg Index-1 DAEs, Hessenberg Index-2 DAEs and Hessenberg Index-3 DAEs [2] that can be solved directly by numerical methods (such as Backward Difference method [3] , Runge-Kutta method [4] , etc.). Generally, to solve the general DAEs, it is desirable to convert the general DAEs to the frequency domain via Laplace transformation, which is the differentiation with respects to time (s = d/dt), and then transform the general DAEs into one of the four special kinds of DAEs by index reduction such that we can solve the DAEs by numerical methods directly. The index reduction is the process of reducing the general DAEs to ODEs by differentiating all or part of equations of general DAE. At present, the index reduction method based on structural index is one of most popular index reduction methods, where the structural index decides the minimum number of differential times.
The structural index can be computed as [5] : u (A str ) = d n-1 (A str ) -d n (A str ) + 1, where A str is the structural matrix of DAE, a n ¥ n nonsingular polynomial matrix in variable s = d/dt. d k (A str ) is the highest degree of minors of order k for a given integer k, that is:
Generally, the highest degree of minors d k (A str ) of polynomial matrices can be computed by elimination algorithms, such as Gaussian elimination algorithm [6] . However, this algorithm requires so many symbolic manipulations on rational functions that it is very costly [7] . So, such algebraic elimination approaches are not suitable for polynomial matrices which arise from large-scale dynamical systems. In order to solve this difficult problem faced by the algebraic elimination algorithms, this paper presents an efficient algorithm for computing the highest degree of minors d k (A str ). As the zero/nonzero structure of the structural matrix is similar to the adjacent matrix of a graph and the process of elimination for the matrix can be completed by traversing the paths in the graph we transform the problem of computing the d k (A str ) to the maximum weighted matching problem of bipartite graph. The details of how to transform the problem of the highest degree of minors to the maximum weighted matching problem of bipartite graph are described in section 3.
Previously, to solve the maximum-weighted matching problem, Kuhn and Munkres proposed a classical combinatorial optimization algorithm which is called KM algorithm [8] . The KM algorithm is a prototype of a great number of algorithms in many areas such as network flows, matroids, and matching theory. Other combinatorial optimization algorithms, such as Ford-Fulkerson method [9] , Edmons-Karp algorithm [10] which are developed from KM algorithm, can also solve matching problem. They are based on searching for augmenting path and their time complexities are O(n 3 ). Ford-Fulkerson method is used in network flows and Edmonds-Karp is designed for the nonbipartite graph. However, the problem of computing structural index is solving the maximum weighted matching of bipartite graph in this paper, so the above algorithms except for KM algorithm are not suitable for this problem. Most of the time, the scale of structural matrix is very large, so in order to compute the structural index efficiently, we analysis the property of structural matrix of DAEs and propose an improved KM algorithm to solve the matching problem with high efficiency. Specifically, in this paper, we focus on the linear timeinvariant DAE system. For the linear time-invariant DAE system, there are some rows in the structural matrix having different feasible matching columns with each other at most of time, so these rows have their unique matches which can be found through greedy strategy in O(n 2 ) times in the corresponding bipartite graph. This motivates us to compute the maximum weighted matching of the bipartite graph by combing the greedy strategy with the KM algorithm, we call this algorithm as Greedy_KM algorithm in this paper. The Greedy_KM algorithm has two main steps: (1) It computes matches as much as possible by using greedy strategy; (2) Use KM algorithm to search the matches for the vertices that are not matched in step (1) . Greedy_KM algorithm reduces the number of vertices which need calling KM algorithm to search their matches by using greedy strategy, and the classical KM algorithm guarantees the global optimal solutions. So we can solve the maximum weighted matching problem of bipartite graph correctly and efficiently.
In this paper, we have two main contributions:
(1)Transform the problem of computing structural index into maximum weighted matching problem of bipartite graph through network flow, reducing a mass of symbolic manipulations compared with numerical methods;
(2) In order to compute the maximum weighted matching problem with high efficiency, we propose an improved KM algorithm-Greedy_KM algorithm with the optimal running time O(n 2 ). This paper is organized as follows: Section 2 gives some necessary concepts, such as structural index, graph concepts, etc. Section 3 introduces how to transform the problem of computing the structural index into the maximum weighted-matching problem of bipartite graph. Section 4 presents the classical KM algorithm and our Greedy_KM algorithm for the maximum weightedmatching problem in detail. Some numerical experiments are provided to evaluate the time performance of Gaussian elimination algorithm, classical KM algorithm and Greedy_KM algorithm in Section 5. And Section 6 gives a conclusion.
PRELIMINARIES
As above descriptions in Section 1, in order to compute the structural index with high efficiency, we transform the problem of computing the highest degree of minors d k (A str ) to the maximum weighted matching problem of bipartite graph. In the following subsections, we will give the notations about structural index, graph theory and their properties in section 2.1 and 2.2 respectively.
Structural Index
Given a linear time-invariant DAE system Ax = b, where A = A(s) is a n ¥ n rational function matrix with A ij (s) being a rational function in s(s = d/dt) with coefficients from a certain field F (typically the real number field R), b is a n-dimension vector. According to the Cramer's rule, the solution x is as: (2) According to the solution x in (2), the structural index can be defined as: (3) where A str is the structural matrix [5] of DAE, and d k (A str ) in (1) is the highest degree of minors of order k for a given integer k.
The structural matrix A str describes the relationship between equations and variables, and it is constructed as (4), where the variables t ij (i, j = 1, 2, …, n) are independent. (4) Note that, the structural matrix A str just considers the information about degree of s, but ignores the numerical values of the coefficients, so the terms of A str are algebraic independent.
Example 1 (Compute the structural index of DAE):
Given a linear time-invariant DAEs as in (5), its structural matrix A str is presented in (6): 
By computing the determinants of minors of order n and n -1, we can get
Background of Graph Theory
Definition 1 (Maximum-Cost Flow) [12] . Let G(V, E, W) be a directed graph with s ∈ V being the source and t ∈ V being the sink, where V is the vertex set, E is the edge set, and each edge (u, u) ∈ E is assigned a weight w uu ∈ W and a capacity c(u, u) ≥ 0. A flow is a mapping f : V ¥ V → R which satisfies:
The value of flow is defined by the maximum flow is f max = max | f |, and the maximum-cost flow is a maximum flow with the maximum cost , where is the set of maximum flows. The directed graph G(V, E, W) is a network.
Definition 2 (Weighted Bipartite Graph). A graph G(V, E) is a bipartite graph if there is a partition {V
with W being the weight set is called as a weighted bipartite graph.
Definition 3 (Matching).
A matching M of a bipartite graph G is a set of edges, no two of which have a vertex in common.
For the network graph and weighted bipartite graph, there is a lemma as follows [13] .
Lemma 1 (Flow-Matching). Let G(V 1 , V 2 , E , W) be a weighted bipartite graph, it is can be expressed as a network graph Gʹ(Vʹ, Eʹ, Wʹ) by bringing into source s and sink t, where the vertex set is Vʹ = V 1 ∪ V 2 ∪ {s, t}, the edge set 
, and the capacity is C = {c(u, u) = 1| (u, u) ∈ Eʹ}. A matching M of bipartite graph G corresponds to a flow f of network graph Gʹ, and maximum weighted matching of bipartite graph is equal to the maximum-cost flow.
TRANSFORM THE PROBLEM OF COMPUTING STRUCTURAL INDEX u(A str ) TO MAXIMUM WEIGHTED MATCHING PROBLEM OF BIPARTITE GRAPH
In this section, we talk about how to transform the problem of computing the structural index u(A str ) to the maximum weighted matching problem of bipartite graph through network graph.
For the structural matrix A str , the row set U = {u i | i = 1, 2, …n} stands for the equation set, and the column set V = {u j | j = 1, 2, …n} stands for the variable set. According to the properties that the relationship between u i and u j corresponds to a path from vertex u i to vertex u j in a directed graph [11] and a network graph is a special directed graph which is introduced into source s and sink t, the relationship between u i and u j corresponds to a path in a network graph. So we can construct a network graph Gʹ(U ∪ V, Eʹ, Wʹ ) with bringing into source s and sink t according to A str . The edge set of the network graph is
As w su = 0 and w ut = 0, the computing of the value of maximum cost flow can be simplified as
it also can be expressed as
The number of edges in f max equals to n(n = |U| = |V|). According to the definition of d k (A str ) in (1) and Lemma 1(flow-matching in Section 2.2), there is d n (A str ) = max M n ∈ ‫ލ‬ n w(M n ) , where M n is the maximum weighted n-matching and ‫ލ‬ n denotes the set of all the matching of size n.
If the source s is chosen from equation set U and the sink t is chosen from variable set V, then we can get
, where M n -1 is the maximum weighted n -1-matching and ‫ލ‬ n-1 denotes the set of all the matching of size n-1.
So the problem of computing the structural index can be transformed to the maximum weighted-matching problem of bipartite graph, the structural index in (3) is equivalent to (7): 
Then we can get the value of structural index being u (
The maximum weighted-matching of bipartite graph is a classical optimization problem in graph theory, and it is significant in industrial and academic. At present, KM algorithm is a classical algorithm to solve the maximum weighted-matching problem of bipartite graph. In the next section, we will introduce the classical KM algorithm and our Greedy_KM algorithm which can compute structural index efficiently in detail.
MAXIMUM WEIGHTED MATCHING ALGORITHM
KM algorithm is a classical algorithm for the maximum weighted-matching problem of bipartite graph. However, as the scale of DAE system is often very large, it is very costly to compute the structural index of DAE by using KM algorithm. Most of the time, the structural matrix of DAE is a special matrix which can be transformed into main diagonally dominant positive matrices or diagonally dominant positive matrices by row/column permutations. According to this property of DAE, we combine KM algorithm and greedy strategy to propose an improved KM algorithm-Greedy_KM algorithm. We introduce the classical KM algorithm and Greedy_KM algorithm in Section 4.1 and Section 4.2 respectively, and compare the two algorithms theoretically in Section 4.3. Compared with the classical KM algorithm, Greedy_KM algorithm has a significant improvement in time performance for the maximum weighted matching problem of bipartite graph.
KM Algorithm
KM algorithm [14] was developed and published by Kuhn and Munkras in 1957. The time complexity of the original algorithm is O(n 4 ) when firstly published by Kuhn and Munkras, and later it has been improved to achieve a O(n 3 ) running time. KM algorithm is based on Hungarian method [15] which is a classical method for maximum matching problem of bipartite graph.
The main idea of KM algorithm is: Firstly, it converts the weight of edges to the value of feasible vertex labeling (in Definition 4), and then calls the Hungarian method to search a perfect matching for the bipartite graph. If it cannot find a perfect matching, modify the value of feasible vertex labeling to increase the feasible edges, and continue to call the Hungarian method to search a perfect matching; repeat this process until it finds a perfect matching M, this matching is the maximum weighted matching. The details of KM algorithm are described in Algorithm 4.1.
Definition 4 (Feasible vertex labeling). For a bipartite graph G(X, Y, E)
, each of the vertices u ∈ X gets associated with a label lx(u); each of the vertices u ∈ Y gets associated with a label ly(u). Given the weights of edges (u,u) ∈ E by w(u,v), then the vertex is called feasible vertex labeling if lx(u) + ly(u) ≥ w(u,v) for all u ∈ X, u ∈ Y and the edge e = (u, u) is called feasible edge if lx(u) + ly(u) = w(u, v).
Greedy_KM Algorithm
For the structural matrix A str , if the rows of the matrix have different feasible matching columns with each other, that is, these rows have their unique matches in the corresponding bipartite graph. This property motivates us that it just needs to find the matches for these rows via locally choice. As the main idea of the greedy strategy is making the locally choice at each stage with the hope of finding a global optimum efficiently with O(n 2 ) times, we can use greedy strategy to find matches for these rows. But for other rows having same feasible matching columns with some other rows, we cannot get their matches via locally choices such that their matches cannot be found by greedy strategy. For these rows, we can use KM algorithm to find their matches. In order to improve
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An Improved KM Algorithm for Computing the Structural Index of DAE System Input : Bipartite graph G = (X, Y, E) and the weight of edges W Output: the maximum weighted-matching M
Step 1: Make the bipartite graph G to a complete weighted bipartite graph by adding some edges with zero weight as necessary.
Step 2 
is the set of feasible edges.
Step 3: Run the Hungarian method for the G l , if it finds a perfect matching M, output it (M is the maximum weighted matching) and stop; Otherwise, the Hungarian method is finished with two vertex sets S ⊂ X and T ⊂ Y, where the vertices in S or T have been visited during the process of searching for augmenting path, go to Step 4.
Step 4: Compute the change value d as (a1) and modify the values of feasible vertex labeling as (a2) and (a3) to get the new feasible vertex labeling, then construct new equality subgraph G ʹ l with the new feasible vertex labeling, replace G l with G ʹ l , go to Step 3. Step 3: Call KM algorithm to search a perfect matching. Search augmenting paths for the unmatched vertices in X, if it finds a perfect matching M, output it (M is the maximum weighted-matching) and stop. Otherwise, go to Step 4.
Step 4: Compute the change value d as (a1) and modify the values of feasible vertex labeling as (a2) and (a3) to get the new feasible vertex labeling, and go to Step 3.
Algorithm 4.2: Greedy_KM Algorithm
In the step 2 of Algorithm 4.2, it will encounter three situations when using greedy strategy to search a feasible matching vertex y j for vertex x i . Such as Fig. 3 , search a feasible matching vertex y j for vertex x 3 .
Situation1: Vertex y j has not been matched by other vertices x k ∈ X (k = 1, 2, ... i -1, i + 1... n) and the weight w ij is maximum for x i and y j , that is w ij = max k=1...n w ik and w ij = max k=1...n w kj . Such as Fig. 3(a) , the vertex y 4 is suitable for x 3 , then label Assign[4] = 3.
Situation2: Vertex y j has been matched by vertex x m and w ij ≤ w mj , then mark that vertex x i is not matched. Such as Fig. 3(b) , the vertex y 2 has been matched by x 1 and w 32 ≤ w 12 , so mark that x 3 is not matched.
Situation3: Vertex y j has been matched by vertex x m but w ij > w mj , then label Assign[j] = i and mark that vertex x m is not matched, such as Fig. 3(c) , vertex y 2 has been matched by x 1 , but w 32 > w 12 , so label Assign[2] = 3 and mark that vertex x 1 is not matched.
For the Situation 1 and Situation 3, the match can be found in O(n 2 ) running time by using greedy strategy. But for the Situation 2, as it cannot find a feasible matching vertex y j for vertex x i with greedy strategy, it needs to use KM algorithm to search the match, and the running time is O(n 3 ). According to situation 1 and situation 3, we can see that using greedy strategy to search matches can reduce the number of vertices whose matches are needed to be found using KM algorithm. So that, it can reduce the total time to compute the maximum weighted matching of bipartite graph(corresponding to the highest degree of the matrix), especially for the special matrices, which can be transformed to main diagonally dominant positive matrices or diagonally dominant positive matrices by row/column permutations. The specific analysis is as follows.
A diagonally dominant positive matrix is a special diagonally dominant matrix, satisfying a ij ≥ 0 and a ij > ∑ j = 1...n, j ≠ i a ij , for all i. So, we can have a ii > a ij ≥ 0, i ≠ j. And a main diagonally dominant matrix is a matrix which satisfies a ii > a ij (i ≠ j), for all i and j.
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An Improved KM Algorithm for Computing the Structural Index of DAE System Given a special matrix A, supposing it can be transformed to a main diagonally dominant positive matrix or diagonally dominant matrix AЈ. The diagonal aʹ ii of matrix AЈ precisely corresponds to a term a ik in the ith row of matrix A. Therefore, the diagonal terms {aʹ 11 
So it is sure that there exists a different feasible matching column for each row of A. That is, if finding a feasible matching vertex c j in the column set Col(A) for the vertex r i = (i =1, ..., n) in the row set Row(A), all will be found by using greedy strategy, like as situation 1. At last there is no vertex in Row(A) needing to call KM algorithm, and it can get optimal time O(n 2 ) for computing the maximum weighted-matching of bipartite graph corresponding to the special matrix A.
Comparison and Analysis
The classical KM algorithm is based on Hungarian method and uses the feasible vertex labeling technique. In the process of searching augmenting paths, if it fails to search an augmenting path, modify the values of feasible vertex labeling to increase new feasible edges for the bipartite graph, and then continue to search the augmenting paths. That is, the later augmenting path is dependent on the status whether or not it fails to search an augmenting path, and also depends on the values of feasible vertex labeling at present. So, the KM algorithm adopts DFS single-augmented method [16] to search augmenting paths. The time complexity of searching an augmenting path by DFS is O(n 2 ) and it at most needs n times to search augmenting paths by running KM algorithm, the total time complexity of KM algorithm is O(n 3 ).
Greedy_KM algorithm takes advantages of the greedy strategy's properties, high efficiency and approximate solution. Assuming there are r matches computed by using greedy strategy with O(r 2 ) running time, then call KM algorithm to find matches for the unmatched n -r vertices in X with O((n -r)n 2 ) time. If r = n, it has the optimal running time O(n 2 ). The worst time is O(n 2 + n 3 ) when r = 0, it may slightly slower than classical KM algorithm. But in general, the time complexity is between O(n 2 ) and O(n 2 + n 3 ), when r is in the range [1, n -1]. If there is some rows having different feasible matching column with each other in the matrix A, Greedy_KM algorithm is better than the classical KM algorithm. Such as the matrix A is a diagonally dominant positive matrix or a special matrix including submatrix which can be converted into the diagonally dominant positive form by row/column permutations.
EXPERIMENT
In above sections, we transform the problem of computing the d k (A str ) (highest degree of minors) of the linear time-invariant DAE system Ax = b into maximum weighted matching of bipartite graph, reducing to a mass of symbolic manipulations. We also propose Greedy_KM algorithm to solve the maximum weighted matching problem. In order to evaluate the time performance of computing the highest degree of minors d k (A str ) by using traditional Gaussian elimination method, classical KM algorithm, and our Greedy_KM algorithm, we give a set of numerical experiments. For the Gaussian elimination, it just needs to consider the coefficient matrix A, which is a polynomial matrix in variable s(s = d/dt). For the KM algorithm and Greedy_KM algorithm, we construct a bipartite graph (in Section 3) G(X, Y, E) according to the structure matrix A str of the DAE system, where |X| = |Y| = n, |E| = m.
The experiments are operated on the Linux platform (Ubuntu SMP x86_64 GNU/Linux Kernel version2.6.35-32, Intel(R) Xeon(R) CPU X7550@ 2.00GHz, 48GB, GccVersion4.4.5). The DAEs in the experiments are randomly produced by programs. Generally, degree of s in the DAE system is almost in the range of [0, 10], so we consider produce the DAE with 0 ≤ deg s (A ij ) ≤ 10.
In the experiments, we compared the special sparse (m < n log n)(see as Fig. 4 .1) and dense matrices (m ≥ n log n)(see as Fig. 4 .2) including a subdeterminant that can be transformed to main diagonally dominant positive matrices or diagonally dominant positive matrices by row/column transformations, and also test the general sparse matrices (see as Fig. 4.2 shows that both classical KM algorithm and our Greedy_KM algorithm is obviously better than the traditional Gaussian elimination method, and the time performance of Greedy_KM algorithm is also significantly improved compared with classical KM algorithm.
When the number of vertices n < 1000, the speed up ratio of Greedy_KM algorithm is average about 400% compared with classical KM algorithm; When the number of vertices n ≥ 1000, the speed up ratio of Greedy_KM algorithm is average about 100% compared with classical KM algorithm.
Both Fig. 4.3 and Fig. 4.4 show that classical KM algorithm and our Greedy_KM algorithm is obviously better than Gaussian elimination method. Fig. 4.3 shows the results for the general matrix, when n < 1000, the time performance of Greedy_KM algorithm is improved in a certain extent, the speed up ratio of Greedy_KM algorithm is about [13%, 40%] compared with classical KM algorithm. But when n ≥ 1000, it is not improved obviously for the Greedy_KM algorithm. Fig4.4 shows that for the general dense matrix, the running time of the Greedy_KM algorithm is almost same to the classical KM algorithm. This is because of the degree of s in the DAE system being in the range of [0, 10], so many values repeatedly appear in the matrix. As many rows or columns having the same maximum value, their corresponding matches cannot be found by using greedy strategy, at last it affects the computation efficiency of Greedy_KM algorithm. From the point of view of the time performance and the results in above Figures, when 0 ≤ deg s (A ij ) ≤ 10, the Greedy_KM algorithm is significantly better than the classical KM algorithm for the special matrix including a subdeterminant that can be converted into the diagonally dominant positive form by row/column transformations; For all matrices, the classical KM algorithm and our Greedy_KM algorithm are significantly better than the traditional Gaussian elimination method.
CONCLUSION
Solving general DAE system is a difficult and challenging problem in mathematics, modeling and simulation filed. The popular method for solving this problem is transforming the general DAEs into one equivalent of four special DAE which can be solved by numerical methods, through index reduction method based on the structural index of DAEs. According to above descriptions in this paper, the structural index is an important part of structural index reduction and solving DAEs. In order to compute the structural index with high efficiency, we transform the problem of computing the structural index into the maximum weighted-matching problem of bipartite graph, and propose an improved KM algorithm -Greedy_KM algorithm. We also give some numerical experiments to evaluate time performance for our algorithm. The experiment results show that, for the matrix, which includes a submatrix that can be transformed into main diagonally dominant positive matrices or diagonally dominant positive matrices by row/column transformations, the time performance of Greedy_KM algorithm is significantly improved; for all matrices, both our Greedy_KM algorithm and classical KM algorithm is significantly better than the traditional Gaussian elimination method. Greedy_KM is also important in the distributed computing for the structural index of DAE. In the future, we will research how to compute the structural index of ultra large-scale DAE systems by combining strongly connected component method and the Greedy_KM algorithm, so that we can solve ultra large-scale general DAE with high efficiency and robustness on the distributed computers.
