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Research Agenda for the Semantic Grid:
A Future e-Science Infrastructure
David De Roure, Nicholas Jennings and Nigel Shadbolt
Executive Summary
e-Science offers a promising vision of how computer and communication technology can
support and enhance the scientific process. It does this by enabling scientists to generate,
analyse, share and discuss their insights, experiments and results in a more effective manner.
The underlying computer infrastructure that provides these facilities is commonly referred to
as the Grid. At this time, there are a number of grid applications being developed and there is
a whole raft of computer technologies that provide fragments of the necessary functionality.
However there is currently a major gap between these endeavours and the vision of e-Science
in which there is a high degree of easy-to-use and seamless automation and in which there are
flexible collaborations and computations on a global scale. To bridge this practice–aspiration
divide, this report presents a research agenda whose aim is to move from the current state of
the art in e-Science infrastructure, to the future infrastructure that is needed to support the full
richness of the e-Science vision. Here the future e-Science research infrastructure is termed
the Semantic Grid (Semantic Grid to Grid is meant to connote a similar relationship to the one
that exists between the Semantic Web and the Web).
In more detail, this document analyses the state of the art and the research challenges that are
involved in developing the computing infrastructure needed for e-Science. In so doing, a
conceptual architecture for the Semantic Grid is presented. This architecture adopts a service-
oriented perspective in which distinct stakeholders in the scientific process provide services to
one another in various forms of marketplace. The view presented in the report is holistic,
considering the requirements of e-Science and the e-Scientist at the data/computation,
information and knowledge layers. The data, computation and information aspects are
discussed from a distributed systems viewpoint and in the particular context of the Web as an
established large scale infrastructure. A clear characterisation of the knowledge grid is also
presented. This characterisation builds on the emerging metadata infrastructure with
knowledge engineering techniques. These techniques are shown to be the key to working with
heterogeneous information and also to working with experts and establishing communities of
e-Scientists. The underlying fabric of the Grid, including the physical layer and associated
technologies, is outside the scope of this document.
Having completed the analysis, the report then makes a number of recommendations that aim
to ensure the full potential of e-Science is realised and that the maximum value is obtained
from the endeavours associated with developing the Semantic Grid. These recommendations
relate to the following aspects:
·  The research issues associated with the technical and conceptual infrastructure of the
Semantic Grid;
·  The research issues associated with the content infrastructure of the Semantic Grid;
·  The bootstrapping activities that are necessary to ensure the UK’s grid and e-Science
infrastructure is widely disseminated and exemplified;
·  The human resource issues that need to be considered in order to make a success of
the UK e-Science and grid efforts;
·  The issues associated with the intrinsic process of undertaking e-Science;
·  The future strategic activities that need to be undertaken to maximise the value from
the various Semantic Grid endeavours.Semantic Grid
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We believe this structuring is compelling and we have, therefore, adopted it to
structure this report. We also intend that this approach will provide a reader who is
familiar with one layer with an introduction to the others, since the layers also tend to
reflect distinct research communities and there is a significant need to bridge
communities. However, there are a number of observations and remarks that need to
be made. Firstly, all grids that have or will be built have some element of all three
layers in them. The degree to which the various layers are important and utilised in a
given application will be domain dependent – thus in some cases, the processing of
huge volumes of data will be the dominant concern, while in others the knowledge
services that are available will be the overriding issue. Secondly, this layering is a
conceptual view on the system that is useful in the analysis and design phases of
development. However, the strict layering may not be carried forward to the
implementation for reasons of efficiency. Thirdly, the service-oriented view applies at
all the layers. Thus there are services, producers, consumers and contracts at the
computational layer, at the information layer and at the knowledge layer (figure 1.1).
Fourthly, a (power) grid is useless without appliances to plug in. Confining the
infrastructure discussion to remote services runs the risk of neglecting the interface,
i.e. the computers, devices and apparatus with which the e-Scientist interacts. While
virtual supercomputers certainly offer potential for scientific breakthrough, trends in
computer supported cooperative work (CSCW), such as embedded devices and
collaborative virtual environments, also have tremendous potential in facilitating the
scientific process. Whereas the grid computing literature has picked up on
visualisation [Foster99] and virtual reality (VR) [Leigh99], comparatively little
attention has been paid to pervasive computing and augmented reality – what might
be called the ‘smart laboratory’. This document addresses this omission.
With this context established, the next sub-section introduces a grid application
scenario that we will use to motivate and explain the various tools and techniques that
are available at the different grid levels.
1.2 Motivating Scenario
At this time, the precise set of requirements on the e-Science infrastructure are not
clear since comparatively few applications have been envisaged in detail (let alone
actually developed). While this is certainly going to change over the coming years, it
means the best way of grounding the subsequent discussion on models, tools and
techniques is in terms of a scenario. To this end, we will use the following scenario to
motivate the discussion in this document.
This scenario is derived from talking with e-Scientists across several domains
including physical sciences. It is not intended to be domain-specific (since this would
be too narrow) and at the same time it cannot be completely generic (since this would
not be detailed enough to serve as a basis for grounding our discussion). Thus it falls
somewhere in between. Nor is the scenario science fiction – these practices exist
today, but on a restricted scale and with a limited degree of automation. The scenario
itself (figure 1.2) fits with the description of grid applications as “coordinated
resource sharing and problem solving among dynamic collections of individuals”
[Foster01].Semantic Grid
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Figure 1.2: Workflow in the scenario
This scenario draws out a number of underlying assumptions and raises a number of
requirements that we believe are broadly applicable to a range of e-Science
applications:
·  Storage. It is important that the system is able to store and process huge
volumes of content in a timely and efficient fashion.
·  Ownership. Different stakeholders need to be able to retain ownership of their
own content and processing capabilities, but there is also a need to allow
others access under the appropriate terms and conditions.
·  Provenance. Sufficient information is stored so that it is possible to repeat the
experiment, re-use the results, or provide evidence that this data was produced
at this time (the latter may involve a third party).
·  Transparency. Users need to be able to discover, transparently access and
process relevant content wherever it may be located in the Grid.
·  Communities. Users should be able to form, maintain and disband
communities of practice with restricted membership criteria and rules of
operation.
·  Fusion. Content needs to be able to be combined from multiple sources in
unpredictable ways according to the users’ needs; descriptions of the sources
and content will be used to combine content meaningfully.
·  Conferencing. Sometimes it is useful to see the other members of the
conference, and sometimes it is useful to see the artefacts and visualisations
under discussion.
·  Annotation. From logging the sample through to publishing the analysis, it is
necessary to have annotations that enrich the description of any digital content.
This meta-content may apply to data, information or knowledge and depends
on agreed interpretations.Semantic Grid
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In designing any automated negotiation system the first thing that needs to be
established is the protocol to be used. In this context, this will be determined by the
market owner. Here the main consideration is the nature of the negotiation. If it is a
one-to-many negotiation (i.e., one buyer and many sellers or one seller and many
buyers) then the protocol will typically be a form of auction. Although there are
thousands of different permutations of auction, four main ones are typically used.
These are: English, Dutch, Vickrey, and First-Price Sealed Bid. In an English auction,
the auctioneer begins with the lowest acceptable price and bidders are free to raise
their bids successively until there are no more offers to raise the bid. The winning
bidder is the one with the highest bid. The Dutch auction is the converse of the
English one; the auctioneer calls for an initial high price, which is then lowered
progressively until there is an offer from a bidder to claim the item. In the first-priced
sealed bid, each bidder submits their offer for the item independently without any
knowledge of the other bids. The highest bidder gets the item and they pay a price
equal to their bid amount. Finally, a Vickrey auction is similar to a first-price sealed
bid auction, but the item is awarded to the highest bidder at a price equal to the second
highest bid. More complex forms of auctions exist to deal with the cases in which
there are multiple buyers and sellers that wish to trade (these are called double
auctions) and with cases in which agents wish to purchase multiple interrelated goods
at the same time (these are called combinatorial auctions). If it is a one-to-one
negotiation (one buyer and one seller) then a form of heuristic model is needed (e.g.
[Faratin99; Kraus01]). These models vary depending upon the nature of the
negotiation protocol and, in general, are less well developed than those for auctions.
Having determined the protocol, the next step is to determine the nature of the
contract that needs to be established. This will typically vary from application to
application and again it is something that is set by the market owner. Given these two,
the final step is to determine the agent’s reasoning model. This can vary from the very
simple (bidding truthfully) to the very complex (involving reasoning about the likely
number and nature of the other bidders).
The second main type of interaction is when a number of agents decide to come
together to form a new virtual organisation. This involves determining the participants
of the coalition and determining their various roles and responsibilities in this new
organisational structure. Again this is typically an activity that will involve
negotiation between the participants since they need to come to a mutually acceptable
agreement about the division of labour and responsibilities. Here there are a number
of techniques and algorithms that can be employed to address the coalition formation
process [Sandholm00; Shehory98] although this area requires more research to deal
with the envisaged scale of grid applications.
2.2.3 Marketplace Structures
Marketplaces should be able to be established by any agent(s) in the system (including
a service owner, a service consumer or a neutral third party). The entity which
establishes the marketplace is here termed the market owner. The owner is responsible
for setting up, advertising, controlling and disbanding the marketplace. In order to
establish a marketplace, the owner needs a representation scheme for describing the
various entities that are allowed to participate in the marketplace (terms of entry), a
means of describing how the various allowable entities are allowed to interact withSemantic Grid
28
·  Remote Procedure Calls. The code is installed in advance on the ‘server’. The
client sends parameters, a computation is invoked, and a result is returned. The
model is essentially synchronous. This approach is exemplified by the Distributed
Computing Environment (DCE) from the Open Software Foundation (now Open
Group).
·  Services
5. Again the code is server-side and the computation runs continuously (a
UNIX daemon or Windows service), clients connect and there is a bi-directional
interaction according to a high level communications protocol.
·  Distributed object systems. Within the object-oriented paradigm, remote method
invocation replaces remote procedure calls, usually with support for object request
brokering.
·  Database queries. The database is running on the server, a client sends a small
program (i.e. the query) and this is executed on the server, data is exchanged.
·  Client-side scripting. The client downloads the script from the server and executes
it locally in a constrained environment, such as a Web browser.
·  Message passing. This type of paradigm encapsulates distributed ‘parallel’
programming such as MPICH or PVM (note additionally that process invocation
may occur through techniques such as a remote shell). It also includes message
queuing systems.
·  Peer-to-peer. Those devices that traditionally act as clients (the office workstation,
the home computer) can also offer services, including computational services; i.e.
computation at the ‘edge’ of the network. In principle such systems can be highly
decentralised, promoting scalability and avoiding single points of failure.
·  Web-based computing. This involves the use of the Web infrastructure as a fabric
for distributed applications, and closely resembles Unix services and remote
procedure calls.
Each of the above models is in widespread use and when taken together they illustrate
the current practice in distributed systems deployment. It seems likely that grid
computing will not be based on just one of these technologies: they are the legacy
with which the infrastructure must interoperate, and although proponents of any one
of the above might argue that theirs is a universal solution, no dominant solution is
apparent in current practice. Of course they are closely inter-related and any system
could be expressed in multiple ways – different instances of a conceptual model.
So the key question to ask in this context is will this change as grid computing
evolves? In some respects the same distributed systems issues continue to apply. For
example, although wide area networks now operate at LAN speeds, the scale of the
wide area has grown too. Availability of very high speed networking might de-
emphasise the need for locality, but the global geographical scale of the Grid re-
emphasises it; e.g. local memory access must still be more efficient as the latency
over the wider area is fundamentally constrained by the speed of light. Data locality
continues to be key to application efficiency and performance. So although local
computational resources may use a variety of architectures (e.g. tightly coupled
multiprocessors), over the wide area the grid architecture is a classical distributed
system.
5 This notion of services is different from that described in section 2, although it can be regarded as a
particular technical implementation of these ideas.Semantic Grid
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·  OceanStore, a global persistent data store which aims to provide a ‘consistent,
highly-available, and durable storage utility atop an infrastructure comprised of
untrusted servers’ and scale to very large numbers of users. [Kubiatowicz00;
Zhuang01]
·  The Self-Certifying File System (SFS), a network file system that aims to provide
strong security over untrusted networks without significant performance costs
[Fu00].
·  PAST is a ‘large-scale peer-to-peer storage utility’ that aims to provide high
availability, scalability, and anonymity. Documents are immutable and the
identities of content owners, readers and storage providers are protected.
[Druschel01]
3.2 Data-Computational Layer Requirements
The emphasis of the early efforts in grid computing was driven by the need to link a
number of US national supercomputing centres. The I-WAY project, a forerunner of
Globus [Foster97a], successfully achieved this goal. Today the grid infrastructure is
capable of binding together more than just a few specialised supercomputing centres.
A number of key enablers have helped make the Grid more ubiquitous, including the
take up of high bandwidth network technologies and adoption of standards, allowing
the Grid to be viewed as a viable distributed infrastructure on a global scale that can
potentially support diverse applications.
The previous section has shown that there are three main issues that characterise
computational and data grids:
·  Heterogeneity: a grid involves a multiplicity of resources that are
heterogeneous in nature and might span numerous administrative domains
across a potentially global expanse.
·  Scalability: a grid might grow from few resources to millions. This raises the
problem of potential performance degradation as the size of a grid increases.
Consequently, applications that require a large number of geographically
located resources must be designed to be latency tolerant and exploit the
locality of accessed resources.
·  Adaptability: in a grid, a resource failure is the rule, not the exception. In fact,
with so many resources in a grid, the probability of some resource failing is
naturally high. Resource managers or applications must tailor their behaviour
dynamically so that they can extract the maximum performance from the
available resources and services.
At this layer, the main concern is ensuring that all the globally distributed resources
are accessible under the terms and conditions specified by their respective service
owners. This layer can consist of all manner of networked resources ranging from
computers and mass storage devices to databases and special scientific instruments.
These need to be organised so that they provide resource-independent and application-
independent services. Examples of these services are an information service that
provides uniform access to information about the structure and state of grid resources
or a security service with mechanisms for authentication and authorization that can
establish a user’s identity and create various user credentials.Semantic Grid
33
Against this background, the following are the main design features required at this
level of the Grid:
·  Administrative Hierarchy – An administrative hierarchy is the way that each grid
environment divides itself up to cope with a potentially global extent. The
administrative hierarchy, for example, determines how administrative information
flows through the Grid.
·  Communication Services – The communication needs of applications using a grid
environment are diverse, ranging from reliable point-to-point to unreliable
multicast. The communications infrastructure needs to support protocols that are
used for bulk-data transport, streaming data, group communications, and those
used by distributed objects. The network services used also provide the Grid with
important QoS parameters such as latency, bandwidth, reliability, fault-tolerance,
and jitter control.
·  Information Services – A grid is a dynamic environment where the location and
type of services available are constantly changing. A major goal is to make all
resources accessible to any process in the system, without regard to the relative
location of the resource user. It is necessary to provide mechanisms to enable a
rich environment in which information about the Grid is reliably and easily
obtained by those services requesting the information. The grid information
(registration and directory) services provide the mechanisms for registering and
obtaining information about the structure, resources, services, and status and
nature of the environment.
·  Naming Services – In a grid, like in any other distributed system, names are used
to refer to a wide variety of objects such as computers, services, or data. The
naming service provides a uniform name space across the complete distributed
environment. Typical naming services are provided by the international X.500
naming scheme or DNS (the Internet's scheme).
·  Distributed File Systems and Caching – Distributed applications, more often than
not, require access to files distributed among many servers. A distributed file
system is therefore a key component in a distributed system. From an applications
point of view it is important that a distributed file system can provide a uniform
global namespace, support a range of file I/O protocols, require little or no
program modification, and provide means that enable performance optimisations
to be implemented (such as the usage of caches).
·  Security and Authorisation – Any distributed system involves all four aspects of
security: confidentiality, integrity, authentication and accountability. Security
within a grid environment is a complex issue requiring diverse resources
autonomously administered to interact in a manner that does not impact the
usability of the resources and that does not introduce security holes/lapses in
individual systems or the environments as a whole. A security infrastructure is key
to the success or failure of a grid environment.
·  System Status and Fault Tolerance – To provide a reliable and robust environment
it is important that a means of monitoring resources and applications is provided.
To accomplish this, tools that monitor resources and applications need to be
deployed.
·  Resource Management and Scheduling – The management of processor time,
memory, network, storage, and other components in a grid is clearly important.
The overall aim is to efficiently and effectively schedule the applications that needSemantic Grid
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to utilize the available resources in the distributed environment. From a user's
point of view, resource management and scheduling should be transparent and
their interaction with it should be confined to application submission. It is
important in a grid that a resource management and scheduling service can
interact with those that may be installed locally.
·  User and Administrative GUI – The interfaces to the services and resources
available should be intuitive and easy to use as well as being heterogeneous in
nature. Typically user and administrative access to grid applications and services
are web based interfaces.
3.3 Technologies for the Data-Computational Layer
There are growing numbers of Grid-related projects, dealing with areas such as
infrastructure, key services, collaborations, specific applications and domain portals.
Here we identify some of the most significant to date.
3.3.1 Globus
Globus [Globus] [Foster97b] provides a software infrastructure that enables
applications to handle distributed, heterogeneous computing resources as a single
virtual machine. The Globus project is a U.S. multi-institutional research effort that
seeks to enable the construction of computational grids. A computational grid, in this
context, is a hardware and software infrastructure that provides dependable,
consistent, and pervasive access to high-end computational capabilities, despite the
geographical distribution of both resources and users. A central element of the Globus
system is the Globus Toolkit, which defines the basic services and capabilities
required to construct a computational grid. The toolkit consists of a set of components
that implement basic services, such as security, resource location, resource
management, and communications.
It is necessary for computational grids to support a wide variety of applications and
programming paradigms. Consequently, rather than providing a uniform
programming model, such as the object-oriented model, the Globus Toolkit provides a
bag of services which developers of specific tools or applications can use to meet their
own particular needs. This methodology is only possible when the services are distinct
and have well-defined interfaces (APIs) that can be incorporated into applications or
tools in an incremental fashion.
Globus is constructed as a layered architecture in which high-level global services are
built upon essential low-level core local services. The Globus Toolkit is modular, and
an application can exploit Globus features, such as resource management or
information infrastructure, without using the Globus communication libraries. The
Globus Toolkit currently consists of the following (the precise set depends on Globus
version):
·  An HTTP-based ‘Globus Toolkit Resource Allocation Manager’ (GRAM)
protocol is used for allocation of computational resources and for monitoring and
control of computation on those resources.Semantic Grid
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·  An extended version of the File Transfer Protocol, GridFTP, is used for data
access; extensions include use of connectivity layer security protocols, partial file
access, and management of parallelism for high-speed transfers.
·  Authentication and related security services (GSI)
·  Distributed access to structure and state information that is based on the
Lightweight Directory Access Protocol (LDAP). This service is used to define a
standard resource information protocol and associated information model.
·  Monitoring of health and status of system components (HBM)
·  Remote access to data via sequential and parallel interfaces (GASS) including an
interface to GridFTP.
·  Construction, caching, and location of executables (GEM)
·  Advanced Resource Reservation and Allocation (GARA)
3.3.2 Legion
Legion [Legion] [Grimshaw97] is an object-based ‘metasystem’, developed at the
University of Virginia. Legion provides the software infrastructure so that a system of
heterogeneous, geographically distributed, high performance machines can interact
seamlessly. Legion attempts to provide users, at their workstations, with a single
coherent virtual machine.
Legion takes a different approach to Globus to providing to a grid environment: it
encapsulates all of its components as objects. The methodology used has all the
normal advantages of an object-oriented approach, such as data abstraction,
encapsulation, inheritance, and polymorphism. It can be argued that many aspects of
this object-oriented approach potentially make it ideal for designing and
implementing a complex environment such as a metacomputer. However, using an
object-oriented methodology does not come without a raft of problems, many of
which are tied-up with the need for Legion to interact with legacy applications and
services.
Legion defines the API to a set of core objects that support the basic services needed
by the metasystem. The Legion system has the following set of core object types:
·  Classes and Metaclasses – Classes can be considered managers and policy makers.
Metaclasses are classes of classes.
·  Host objects – Host objects are abstractions of processing resources; they may
represent a single processor or multiple hosts and processors.
·  Vault objects – Vault objects represents persistent storage, but only for the
purpose of maintaining the state of object persistent representation.
·  Implementation Objects and Caches – Implementation objects hide the storage
details of object implementations and can be thought of as equivalent to an
executable in UNIX.
·  Binding Agents – A binding agent maps object IDs to physical addressees.
·  Context objects and Context spaces – Context objects map context names to
Legion object IDs, allowing users to name objects with arbitrary-length string
names.Semantic Grid
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3.3.3 WebFlow
WebFlow [Akarsu98] [Haupt99] is a computational extension of the web model that
can act as a framework for wide-area distributed computing and metacomputing. The
main goal of the WebFlow design was to build a seamless framework for publishing
and reusing computational modules on the Web, so that end users, via a web browser,
can engage in composing distributed applications using WebFlow modules as visual
components and editors as visual authoring tools. WebFlow has a three-tier Java-
based architecture that can be considered a visual dataflow system. The front-end uses
applets for authoring, visualization, and control of the environment. WebFlow uses a
servlet-based middleware layer to manage and interact with backend modules such as
legacy codes for databases or high performance simulations. WebFlow is analogous to
the Web; web pages can be compared to WebFlow modules and hyperlinks that
connect web pages to inter-modular dataflow channels. WebFlow content developers
build and publish modules by attaching them to web servers. Application integrators
use visual tools to link outputs of the source modules with inputs of the destination
modules, thereby forming distributed computational graphs (or compute-webs) and
publishing them as composite WebFlow modules. A user activates these compute-
webs by clicking suitable hyperlinks, or customizing the computation either in terms
of available parameters or by employing some high-level commodity tools for visual
graph authoring. The high performance backend tier is implemented using the Globus
toolkit:
·  The Metacomputing Directory Services (MDS) is used to map and identify
resources.
·  The Globus Resource Allocation Manager (GRAM) is used to allocate resources.
·  The Global Access to Secondary Storage (GASS) is used for a high performance
data transfer.
The current WebFlow system is based on a mesh of Java-enhanced web servers
(Apache), running servlets that manage and coordinate distributed computation. This
management infrastructure is implemented by three servlets: session manager, module
manager, and connection manager. These servlets use URL addresses and can offer
dynamic information about their services and current state. Each management servlet
can communicate with others via sockets. The servlets are persistent and application-
independent. Future implementations of WebFlow will use emerging standards for
distributed objects and take advantage of commercial technologies, such as CORBA,
as the base distributed object model.
WebFlow takes a different approach to both Globus and Legion. It is implemented in
a hybrid manner using a three-tier architecture that encompasses both the Web and
third party backend services. This approach has a number of advantages, including the
ability to plug-in to a diverse set of backend services. For example, many of these
services are currently supplied by the Globus toolkit, but they could be replaced with
components from CORBA or Legion.
3.3.4 Nimrod/G Resource Broker and GRACE
Nimrod [Nimrod] is a tool designed to aid researchers undertaking parametric studies
on a variety of computing platforms. In Nimrod, a typical parametric study is one thatSemantic Grid
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requires the same sequential application be executed numerous times with different
input data sets, until some problem space has been fully explored.
Nimrod provides a declarative parametric modelling language for expressing an
experiment. Domain experts can create a plan for a parametric computation (task
farming) and use the Nimrod runtime system to submit, run, and collect the results
from multiple computers. Nimrod has been used to run applications ranging from Bio-
informatics and Operational Research, to the simulation of business processes.
A new system called Nimrod/G [Buyya00b] uses the Globus middleware services for
dynamic resource discovery and dispatching jobs over Grids. The user need not worry
about the way in which the complete experiment is set up, data or executable staging,
or management. The user can also set the deadline by which the results are needed
and the Nimrod/G broker tries to find the optimal resources available and use them so
that the user deadline is met or the cost of computation is kept to a minimum.
The current focus of the Nimrod/G project team is on the use of economic theories (as
discussed in section 2.1) in grid resource management and scheduling as part of a new
framework called GRACE (Grid Architecture for Computational Economy)
[Buyya00a]. The components that make up GRACE include global scheduler
(broker), bid-manager, directory server, and bid-server working interacting with grid
middleware. The GRACE infrastructure APIs that grid tools and applications
programmers can use to develop software support the computational economy. Grid
resource brokers, such as Nimrod/G, uses GRACE services to dynamically trade with
resource owners to select those resources that offer optimal user cost or timelines
criteria.
3.3.5 Jini and RMI
Jini [Jini] is designed to provide a software infrastructure that can form a distributed
computing environment that offers network plug and play. A collection of Jini-
enabled processes constitutes a Jini community – a collection of clients and services
all communicating by the Jini protocols. In Jini, applications will normally be written
in Java and communicate using the Java Remote Method Invocation (RMI)
mechanism. Even though Jini is written in pure Java, neither Jini clients nor services
are constrained to be pure Java. They may include native code, acting as wrappers
around non-Java objects, or even be written in some other language altogether. This
enables a Jini community to extend beyond the normal Java framework and link
services and clients from a variety of sources.
More fundamentally, Jini is primarily concerned with communications between
devices (not what devices do). The abstraction is the service and an interface that
defines a service. The actual implementation of the service can be in hardware,
software, or both. Services in a Jini community are mutually aware and the size of a
community is generally considered that of a workgroup. A community’s lookup
service (LUS) can be exported to other communities, thus providing interaction
between two or more isolated communities.
In Jini a device or software service can be connected to a network and can announce
its presence. Clients that wish to use such a service can then locate it and call it toSemantic Grid
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sites to establish their own scheduling policies for running jobs in both time and
space. PBS is adaptable to a wide variety of administrative policies, and provides
an extensible authentication and security model. PBS provides a GUI for job
submission, tracking, and administrative purposes.
·  The Sun Grid Engine (SGE) [SGE] is based on the software developed by Genias
known as Codine/GRM. In the SGE, jobs wait in a holding area and queues
located on servers provide the services for jobs. A user submits a job to the SGE,
and declares a requirements profile for the job. As soon as a queue becomes
available for execution of a new job, the SGE determines suitable jobs for the
queue and will dispatch the job with the highest priority or longest waiting time; it
will try to start new jobs in the least loaded and most suitable queue.
3.3.8 Storage Resource Broker
The Storage Resource Broker (SRB) [SRB] has been developed at San Diego
Supercomputer Centre (SDSC) to provide “uniform access to distributed storage”
across a range of storage devices, via a well-defined API. The SRB supports file
replication, and this can occur either offline or on-the-fly. Interaction with the SRB is
via a GUI. The SRB servers can be federated. The SRB is managed by an
administrator, with authority to create user groups.
A key feature of the SRB is that it supports metadata associated with a distributed file
system, such as location, size and creation date information. It also supports the
notion of application-level (or domain-dependent) metadata, specific to the content
and not generalisable across all data sets.
In contrast with traditional network file systems, SRB is attractive for grid
applications in that it deals with large volumes of data, which can transcend individual
storage devices, because it deals with metadata and takes advantage of file replication.
3.4 Grid portals on the Web
A web portal allows application scientists and researchers to access resources specific
to a particular domain of interest via a web interface. Unlike typical web subject
portals, a grid portal may also provide access to grid resources. For example a grid
portal may authenticate users, permit them to access remote resources, help them
make decisions about scheduling jobs, allowing users to access and manipulate
resource information obtained and stored on a remote database. Grid portal access can
also be personalised by the use of profiles which are created and stored for each portal
user. These attributes, and others, make grid portals the appropriate means for e-
Science users to access grid resources.
3.4.1 The NPACI HotPage
The NPACI HotPage [Hotpage] is a user portal that has been designed to be a single
point-of-access to computer-based resources. It attempts to simplify access to
resources that are distributed across member organisations and allows them to be
viewed as either an integrated grid system or as individual machines.Semantic Grid
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The two key services provided by the HotPage include information and resource
access and management services. The information services are designed to increase
the effectiveness of users. It provides links to:
·  User documentation and navigation;
·  News items of current interest;
·  Training and consulting information;
·  Data on platforms and software applications;
·  Information resources, such as user allocations and accounts.
Another key service offered by HotPage is that it provides status of resources and
supports an easy mechanism for submitting jobs to resources. The status information
includes:
·  CPU load/percent usage;
·  Processor node maps;
·  Queue usage summaries;
·  Current queue information for all participating platforms.
HotPage’s interactive web-based service offers secure transactions for accessing
resources and allows the user to perform tasks such as command execution,
compilation, and running programs.
3.4.2 The SDSC Grid Port Toolkit
The SDSC grid port toolkit [GridPort] is a reusable portal toolkit that uses HotPage
infrastructure. The two key components of GridPort are the web portal services and
the application APIs. The web portal module runs on a web server and provides a
secure (authenticated) connectivity to the Grid. The application APIs provide a web
interface that helps end-users develop customised portals (without having to know the
underlying portal infrastructure). GridPort is designed to allow the execution of portal
services and the client applications on separate web servers. The GridPortal toolkit
modules have been used to develop science portals for applications areas such as
pharmacokinetic modeling, molecular modelling, cardiac physiology, and
tomography.
3.4.3 Grid Portal Development Kit
The Grid Portal Collaboration is an alliance between NCSA, SDSC and NASA IPG
[NLANR]. The purpose of the Collaboration is to support a common set of
components and utilities to make portal development easier and allow various portals
to interoperate by using the same core infrastructure (namely the GSI and Globus).
Example portal capabilities include the following:
·  Running simulations either interactively or submitted to a batch queue.
·  File transfer including: file upload, file download, and third party file transfers
(migrating files between various storage systems).
·  Querying databases for resource/job specific information.Semantic Grid
42
3.5.2 Particle Physics Grids
The EU Data Grid [DataGrid] has three principal goals: middleware for managing the
grid infrastructure, a large scale testbed involving the upcoming Large Hadron
Collider (LHC) facility, and demonstrators (production quality for high energy
physics, also earth observation and biology). The DataGrid middleware is Globus-
based.
The GriPhyN (Grid Physics Network) [GriPhyN] collaboration, led by the universities
of Florida and Chicago, is composed of a team of experimental physicists and
information technology researchers who plan to implement the first Petabyte-scale
computational environments for data intensive science. The requirements arise from
four physics experiments involved in the project. GriPhyN will deploy computational
environments called Petascale Virtual Data Grids (PVDGs) that meet the data-
intensive computational needs of a diverse community of thousands of scientists
spread across the globe.
The Particle Physics Data Grid [PPG] is a consortium effort to deliver an
infrastructure for very widely distributed analysis of particle physics data at multi-
petabyte scales by hundreds to thousands of physicists. It also aims to accelerate the
development of network and middleware infrastructure for data-intensive
collaborative science.
3.5.3 EuroGrid and UNICORE
The EuroGrid [EuroGrid] is a project funded by the European Commission. It aims to
demonstrate the use of grids in selected scientific and industrial communities, address
the specific requirements of these communities, and highlight their use in the areas of
biology, meteorology and computer-aided engineering.
The objectives of the EuroGrid project include the support of the EuroGrid software
infrastructure, the development of software components, and demonstrations of
distributed simulation codes from different application areas (biomolecular
simulations, weather prediction, coupled CAE simulations, structural analysis, real-
time data processing).
The EuroGrid software is UNICORE (UNiform Interface to COmputing REsources)
[UNICORE] which has been developed for the German supercomputer centres. It is
based on Java-2 and uses Java objects for communication, with the UNICORE
Protocol Layer (UPL) handling authentication, SSL communication and transfer of
data; Unicore pays particular attention to security.
3.6 Research Issues
The computation layer is probably the layer with the most software technology that is
currently available and directly useable. Nevertheless, as this section has highlighted,
distributed applications still offer many conceptual and technical challenges. The
requirements in section 3.2 express some of these, and we highlight the following as
key areas for further work:Semantic Grid
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1. Resource discovery – given a resource’s unique name or characteristics there
need to be mechanisms to locate the resource within the distributed system.
Services are resources. Some resources may persist, some may be transitory,
some may be created on demand.
2. Synchronisation and coordination – how to orchestrate a complex sequence of
computations over a variety of resources, given the inherent properties of both
loosely- and tightly-coupled distributed systems. This may involve process
description, and require an event-based infrastructure. It involves scheduling
at various levels, including metascheduling and workflow.
3. Fault tolerance and dependability – environments need to cope with the failure
of software and hardware components, as well as access issues – in general,
accommodating the exception-handling that is necessary in such a dynamic,
multi-user, multi-organisation system.
4. Security – authentication, authorisation, assurance and accounting mechanisms
need to be set in place, and these need to function in the context of increasing
scale and automation. For example, a user may delegate privileges to
processes acting on their behalf, which may in turn need to propagate some
privileges further.
5. Concurrency and consistency – the need to maintain an appropriate level of
data consistency in the concurrent, heterogeneous environment. Weaker
consistency may be sufficient for some applications.
6. Performance – the need to be able to cope with non-local access to resources,
through caching and duplication. Moving the code (or service) to the data
(perhaps with scripts or mobile agents) is attractive and brings a set of
challenges.
7. Heterogeneity – the need to work with a multitude of hardware, software and
information resources, and to do so across multiple organisations with
different administrative structures.
8. Scalability – systems need to be able to scale up the number and size of
services and applications, without scaling up the need for manual intervention.
This requires automation, and ideally self-organisation.
Although we believe the service-oriented approach will prove to be most useful at the
information and knowledge layers, it is interesting to note that it can be applied to the
various systems discussed in this section. In particular, it is compatible with the
CORBA model, with the way Java is used as a distributed environment, and with
Globus. We expect to see this trend continue in most of the significant grid
technologies. We note that layered and service-based architectures are common in
descriptions of the systems discussed in this section, notably Globus and IPG. For
example, IPG has a ‘grid common services layer’. Determining the core grid services
in a service-oriented architecture is also a research issue.
Java and CORBA address several of the above issues and provide a higher level
conceptual model, in both cases based on distributed object systems. However most
currently deployed systems use Globus, with the Java-based UNICORE system an
interesting alternative. A key question in all of this work, however, is what happens as
scale increases? None of the systems considered in this section have demonstrated
very large scale deployments, though some are set to do so. Pragmatically, some
solutions will scale reasonably well, and the Web has demonstrated that scalability
can be achieved; e.g. consider search engines. However we have significant concernSemantic Grid
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about the need to cross organisational boundaries and the obstacles this will impose,
relating to system management and security.
Many of these research issues are the subjects of working groups in the Global Grid
Forum [GGF].Semantic Grid
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4. The Information Layer
In this section we focus firstly on the Web. The Web’s information handling
capabilities are clearly an important component of the e-Science infrastructure, and
the web infrastructure is itself of interest as an example of a distributed system that
has achieved global deployment. The second aspect addressed in this section is
support for collaboration, something which is key to e-Science. We show that the web
infrastructure itself lacks support for synchronous collaboration between users, and
we discuss technologies that do provide such support.
It is interesting to consider the rapid uptake of the Web and how this might inform the
design of the e-Science infrastructure, which has similar aspirations in terms of scale
and deployment. One principle is clearly simplicity – there was little new in HTTP
and HTML, and this facilitated massive deployment. We should however be aware of
a dramatic contrast between Web and Grid: despite the large scale of the Internet, the
number of hosts involved in a typical web transaction is still small, significantly lower
than that envisaged for many grid applications.
The information layer aspects build on the idea of a ‘collaboratory’, defined in a 1993
US NSF study [Cerf93] as a “centre without walls, in which the nation’s researchers
can perform their research without regard to geographical location - interacting with
colleagues, accessing instrumentation, sharing data and computational resource, and
accessing information in digital libraries.” This view accommodates ‘information
appliances’ in the laboratory setting, which might, for example, include electronic
logbooks and other portable devices.
The next section discusses technologies for the information layer and this is followed
in 4.3 by consideration of support for collaboration. Section 4.4 considers the
information layer aspects of the scenario.
4.1 Technologies for the Information Layer
4.1.1 The Web for Information Distribution
The early web architecture involved HTTP servers and web browsers, the browser
simply being a client that supports multiple Internet protocols (including HTTP) and
the then-new document markup language HTML. In responding to an HTTP request,
the server can deliver a file or, using the Common Gateway Interface (CGI), invoke a
local program (typically a script) that obtains or generates the content to be returned.
The document returned by the server to the client is MIME-encoded so that the client
can recognise its type. Different content types are handled at the browser by native
support, invocation of a helper application or, more recently, browser ‘plugins’. With
forms, the client effectively sends a document rather than a simple request (in fact
HTTP has always supported document uploads, but this is only now becoming used as
authoring tools become better integrated).
Scalability is achieved through caching, whereby a copy of a document is stored at an
intermediary between client and server so that future requests can be serviced without
retrieving the entire document from the server. Familiar examples are the client-sideSemantic Grid
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caches maintained by web browsers, and ‘caching proxies’ shared by a group of users.
Hierarchical caching schemes have also been explored. These involve a tree of parent
and child caches in which each parent acts as a cache for the child caches below it. A
cache consults all its neighbours if it does not have a document, and if none of them
has it then it is obtained via a parent. Here there is a trade-off between performance
and freshness of the content – there are fewer gains from accessing highly dynamic
content, and some content is not cached at all. A server may specify an expiry time
after which a document is out-of-date, after which the proxy server will check for a
newer document. Documents that have changed recently are considered more likely to
change again. Sometimes it is necessary to access a server directly, not via a cache,
for reasons of access control (e.g. subscription to content).
The simplicity of the web architecture is constraining, and several techniques have
emerged to overcome this. For example, forms and cookies are used to maintain state
across multiple HTTP requests in order to have a concept of a session. This is
achieved by the server returning state information to the client that is then sent back to
the server in later requests. However, there are many practical advantages to the use
of the strict client-server architecture and bi-directional synchronous communication
over a single TCP/IP session. For example, once the client has connected to the server
then the return path is immediately available; to establish the connection in the reverse
direction may be prohibited by a firewall. There are performance penalties for
establishing a new TCP/IP connection for every request, because it takes time for
TCP/IP to establish a connection and for it to self-adjust to optimise performance to
prevailing network conditions (‘slow start’). This has led to the introduction of
‘persistent connections’ in HTTP version 1.1 so that a connection can be reused over a
close succession of requests. This is more efficient that using short connections in
parallel.
For security, HTTP can be transported through the ‘secure socket layer’ (SSL) which
uses encryption – this is ‘HTTPS’, and the related X509 standard deals with public
key encryption. The evolution of SSL within IETF is called TLS (Transport Layer
Security). Although HTTP is thought of as a reliable protocol, things can still go
wrong and IBM have proposed reliable HTTP (HTTPR), a protocol for reliable
messaging over HTTP.
4.1.2 Expressing Content and Metacontent
In section 3.1.2 we discussed the Web as an infrastructure for distributed applications,
where information is exchanged between programs rather than being presented for a
human reader. Such information exchange is facilitated by the XML family or
recommendations from W3C.
XML is designed to mark up documents and has no fixed tag vocabulary; the tags are
defined for each application using a Document Type Definition (DTD) or an XML
Schema. A well-formed XML document is a labelled tree. Note that the DTD or
Schema addresses syntactic conventions and does not address semantics. XML
Schema are themselves valid XML expressions. Many new ‘formats’ are expressed in
XML, such as SMIL (the synchronised multimedia integration language).Semantic Grid
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RDF (Resource Description Framework) is a standard way of expressing metadata,
specifically resources on the Web, though in fact it can be used to represent structured
data in general. It is based on ‘triples’ where each triple expresses the fact that an
object O has attribute A with value V, written A(O,V). An object can also be a value,
enabling triples to be ‘chained’, and in fact any RDF statement can itself be an object
or attribute – this is called reification and permits nesting. RDF Schema are to RDF
what XML Schema are to XML: they permit definition of a vocabulary. Essentially
RDF schema provide a basic type system for RDF such as Class, subClassOf and
subPropertyOf. RDF Schema are themselves valid RDF expressions.
XML and RDF (with XML and RDF schema) enable the standard expression of
content and metacontent. Additionally a set of tools has emerged to work with these
formats, for example parsers, and there is increasing support by other tools. Together
this provides the infrastructure for the information layer. Other representational
formats include the Ontology Interchange Language (OIL) and the DARPA Agent
Markup Language (DAML), which have been brought together to form DAML+OIL.
These are discussed in Section 5. W3C has created a Web Ontology Working Group
to focus on the development of a language to extend the semantic reach of current
XML and RDF metadata efforts.
4.1.3 Semantic Web
W3C ran a “Metadata Activity”, which addressed technologies including RDF, and
this has been succeeded by the Semantic Web Activity. The activity statement
[Semweb] describes the Semantic Web as follows:
“The Semantic Web is an extension of the current Web in which information is
given well-defined meaning, better enabling computers and people to work in
cooperation. It is the idea of having data on the Web defined and linked in a way
that it can be used for more effective discovery, automation, integration, and
reuse across various applications. The Web can reach its full potential if it
becomes a place where data can be shared and processed by automated tools as
well as by people.”
This vision is familiar – it shares much with the e-Science vision. The Scientific
American paper [BernersLee01] provides motivation, with a scenario that uses agents.
In a nutshell, the Semantic Web is intended to do for knowledge representation what
the Web did for hypertext. The Semantic Web activity now includes The Web
Ontology Working Group, which will build upon the RDF core work. Section 5
focuses on Semantic Web and associated technologies.
4.1.4 Towards an Adaptive Information Grid
Having focused on process-to-process information exchange, in this section we revisit
the interface to the human. A key goal of the Semantic Grid is to provide the e-
Scientist with the right information at the right time, i.e. personalisation and a degree
of context-awareness. This requirement is amplified by the huge scale of information
that will be generated by e-Science.
Content can be generated automatically or pre-existing content can be transformed
dynamically according to circumstances. To this end, the sets of links (hyperstructure)
support navigation around a body of documents and adapting these links is a powerfulSemantic Grid
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Another technique to extend functionality is to download code to the client, e.g. as
Java or JavaScript. Such applications are constrained by the execution environment
and typically only provide additional interactive functionality. Note that a downloaded
Java application (applet) is able to initiate a connection to the server, enabling new bi-
directional communication channels to be opened up. For example, this enables a
server to send live data to the client without the client polling for it.
What we have described in this section is current web practise which is relevant to the
information grid. Building on top of this, however, we envisage an “adaptive grid”
being developed, and this will be further supported by the emerging technologies
described in section 5.2.
The role of the browser is then to provide the human interface. Web browsers have
become the standard user interface to many services and applications, where they
provide a widely available and highly configurable interface. However in the fullness
of time it is clear that conventional browsers will not be the only form of interface to
web-based information systems; for example, with augmented reality, queries will be
made via many forms of device, and responses will appear via others.
4.1.5 The Web as an e-Science Information Infrastructure
The Web was originally created for distribution of information in an e-Science
context at CERN. So an obvious question to ask is does this information distribution
architecture described in 4.1.1-3 meet grid requirements? A number of concerns arise:
·  Version control. The popular publishing paradigm of the Web involves
continually updating pages without version control. In itself the web infrastructure
does not explicitly support versioning.
·  Quality of service. Links are embedded, hardwired global references and they are
fragile, rendered useless by changing the server, location, name or content of the
destination document. Expectations of link consistency are low and e-Science may
demand a higher quality of service.
·  Provenance. There is no standard mechanism to provide legally significant
evidence that a document has been published on the Web at a particular time
[Probity][Haber91].
·  Digital Rights Management. e-Science demands particular functionality with
respect to management of the digital content, including for example copy
protection and intellectual property management.
·  Curation. Much of the web infrastructure focuses on the machinery for delivery of
information rather than the creation and management of content. Grid
infrastructure designers need to address metadata support from the outset (this
issue is more fully justified in section 5).
To address some of these issues we can look to work in other communities. For
example, the multimedia industry also demands support for digital rights
management. MPEG-21 aims to define ‘a multimedia framework to enable
transparent and augmented use of multimedia resources across a wide range of
networks and devices used by different communities’ [MPEG21], addressing theSemantic Grid
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multimedia content delivery chain. It is interesting to consider its seven elements in
the context of grid computing:
1. Digital Item Declaration - schema for declaring digital items
2. Digital Item Identification and Description - framework for identification and
description of any entity
3. Content Handling and Usage - interfaces and protocols for creation, manipulation,
search, access, storage, delivery and content use and reuse
4. Intellectual Property Management and Protection
5. Terminals and Networks - transparent access to content across networks and
terminals
6. Content Representation
7. Event Reporting – for users to understand the performance of all reportable events
within the framework.
Authoring is another major concern, especially collaborative authoring. The Web-
based Distributed Authoring and Versioning (WebDAV) activity [WebDAV] is
chartered “to define the HTTP extensions necessary to enable distributed web
authoring tools to be broadly interoperable, while supporting user needs”.
In summary, although the Web provides an effective layer for information transport, it
does not provide a comprehensive information infrastructure for e-Science.
4.1.6 Information Requirements of the Infrastructure
We can view the e-Science infrastructure as a number of interacting components, and
the information that is conveyed in these interactions falls into a number of categories.
One of those is the domain specific content that is being processed. Additional types
include:
·  Information about components and their functionalities within the domain
·  Information about communication with the components
·  Information about the overall workflow and individual flows within it
These must be tied down in a standard way to promote interoperability between
components, with agreed common vocabularies. By way of example, Agent
Communication Languages (ACLs) address exactly these issues. In particular the
Foundation for Intelligent Physical Agents (FIPA) activity [FIPA], and more recently
DAML-S, provide approaches to establishing a semantics for this information in an
interoperable manner. FIPA produces software standards for heterogeneous and
interacting agents and agent-based systems, including extensive specifications. In the
FIPA abstract architecture:
·  Agents communicate by exchanging messages which represent speech acts, and
which are encoded in an agent-communication-language.
·  Services provide support agents, including directory-services and message-
transport-services.
·  Services may be implemented either as agents or as software that is accessed via
method invocation, using programming interfaces (e.g. in Java, C++ or IDL).Semantic Grid
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interaction is essentially ‘publishing things at each other’, and is reinforced by email
and newsgroups which also support asynchronous collaboration.
Despite this, however, the underlying internet infrastructure is entirely capable of
supporting live (real-time) information services and synchronous collaboration. For
example:
·  Live data from experimental equipment
·  Live video feeds (‘webcams’) via unicast or multicast (e.g. MBONE).
·  Videoconferencing (e.g. H.323, coupled with T.120 to applications, SIP)
·  Internet Relay Chat.
·  MUDs
·  Chat rooms
·  Collaborative Virtual Environments
All of these have a role in supporting e-Science, directly supporting people, behind
the scenes between processes in the infrastructure, or both. In particular they support
the extension of e-Science to new communities that transcend current organisational
and geographical boundaries.
Although the histories of these technologies predate the Web, they can interoperate
with the Web and build on the web infrastructure technologies through adoption of
appropriate standards. For example, messages can be expressed in XML and URLs
are routinely exchanged. In particular the web’s metadata infrastructure has a role:
data from experimental equipment can be expressed according to an ontology,
enabling it to be processed by programs in the same way as static data such as library
catalogues.
The application of computer systems to augment the capability of humans working in
groups has a long history, with origins in the work of Doug Englebart [Englebart62].
In this context, however, the emphasis is on facilitating distributed collaboration, and
we wish to embrace the increasingly ‘smart’ workplaces of the e-Scientist including
meeting rooms and laboratories. Amongst the considerable volume of work in the
‘smart space’ area we note in particular the Smart Rooms work by Pentland
[Pentland96] and Coen’s work on the Intelligent Room [Coen98]. This research area
falls under the “Advanced Collaborative Environments” Working group of the Global
Grid Forum (ACE Grid), which addresses both collaboration environments and
ubiquitous computing.
4.2.2 Access Grid
The Access Grid is a multicast videoconferencing infrastructure to support the
collaboration of e-Scientists. In the UK there will be access grid nodes at the national
and eight regional e-Science centres [AccessGrid]. Multicast videoconferencing is a
familiar infrastructure in the UK in the form of the JANET multicast backbone
(MBONE) which has been in service since 1991, first using tunnels and as a native
service since 2000; international native multicast peerings have also been established.Semantic Grid
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The ISDN-based videoconferencing world (based on H.320) has evolved alongside
this, and the shift now is to products supporting LAN-based videoconferencing
(H.323). In this world, the T.120 protocol is used for multicast data transfer, such as
remote camera control and application sharing. Meanwhile the IETF has developed
Session Initiation Protocol (SIP), which is a signalling protocol for establishing real-
time calls and conferences over internet networks. This resembles HTTP and uses
Session Description Protocol (SDP) for media description.
During a meeting there is live exchange of information, and this brings the
information layer aspects to the fore. For example, events in one space can be
communicated to other spaces to facilitate the meeting. At the simplest level this
might be slide transitions or remote camera control. These provide metadata which is
generated automatically by software and devices, and can be used to enrich the
conference and stored for later use. New forms of information may need to be
exchanged to handle the large scale of meetings, such as distributed polling and
voting.
Another source of live information is the notes taken by members of the meeting, or
the annotations that they make on existing documents. Again these can be shared and
stored to enrich the meeting. A feature of current collaboration technologies is that
sub-discussions can be created easily and without intruding – these also provide
enriched content.
In videoconferences, the live video and audio feeds provide presence for remote
participants – especially in the typical access grid installation with three displays each
with multiple views. It is also possible for remote participants to establish other forms
of presence, such as the use of avatars in a collaborative virtual environment. For
example, participants can share a 3D visualisation of the meeting spaces. This
convergence of the digital and physical – where people are immersed in a virtual
meeting space and/or remote participants are ‘ghosts’ in the physical meeting space –
is the area of the Equator project, one of the Interdisciplinary Research Collaborations
funded by the EPSRC in 2000 [EQUATOR].
The combination of Semantic Web technologies with live information flows is highly
relevant to grid computing and is an emerging area of activity [Page01]. Metadata
streams may be generated by people, by equipment or by programs – e.g. annotation,
device settings, data processed in real-time. Live metadata in combination with
multimedia streams (such as multicast video) raises quality of service (QoS) demands
on the network and raises questions about whether the metadata should be embedded
(in which respect, the multimedia metadata standards are relevant).
4.3 Information Layer Aspects of the Scenario
To realise the scenario, and the information services in table 2.2, the information layer
of the Semantic needs to deal with a variety of information types. These are identified
in the table 4.1, with comments on the content representation and metadata.Semantic Grid
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8. Collaboration infrastructure for the larger community, including interaction
between scientists, with e-Science content and visualisations, and linking smart
laboratories and other spaces.
9. Use of metadata in collaborative events, especially live metadata; establishing
metadata schema to support collaboration in meetings and in laboratories.
10. Capture and presentation of information using new forms of device; e.g. for
scientists working in the field.
11. Interplay between ‘always on’ devices in the e-Scientist’s environment and
portable devices with local storage.
12. Repesentation of information about the underlying grid fabric, as required by
applications; e.g. for resource scheduling and monitoring.Semantic Grid
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·  The large scale annotation and enrichment of scientific data, information and
knowledge in terms of these ontologies
·  The exploitation of this enriched content by knowledge technologies.
5.3 Technologies for the Knowledge Layer
Given the processes outlined above, this section deals with the state of those
technologies that might contribute to the construction and exploitation of annotated
knowledge content, and to the general life cycle of knowledge content.
We have reviewed some of the language development work that is being undertaken
to provide capabilities for expressive ontology modeling and content enrichment. The
W3C has recently convened a Semantic Web activity (www.w3.org/2001/sw) that is
looking into the options available and a community portal (www.semanticWeb.org)i s
in existence to give access to a range of resources and discussion forums. It is fair to
say that at the moment most of the effort is in building XML (www.w3.org/XML,
www.xml.com )a n dR D F( www.w3.org/RDF ) resources that, whilst limited, do give
us ways and means to build ontologies and annotate content.
Tools to build ontologies are thin on the ground but recently one of the best has
become open source and is attracting a lot of external development work. Protégé
2000 is a graphical-based software tool developed at Stanford. Protégé is conceptually
clear and supports both the import and export of ontologies in RDF, RDFS, and XML.
The currently available versions of Protégé2000 do not provide annotation tools to
map information from an ontology to related web content. Currently the process
involves inserting the XML or RDF annotations into the content manually. There is
clearly an urgent need for the semi-automatic annotation of content.
Besides ontology construction and annotation there are many other services and
technologies that we need in our knowledge grid:
·  services that support knowledge discovery methods that seek to locate patterns
in information sets,
·  services to cluster and index large amounts of content,
·  services that will provide mappings between one set of ontologies and another,
·  services that dynamically annotate content and link it up according to a
particular conceptual scheme,
·  services that précis large amount of content,
·  services that provide customized visualizations of large content sets,
·  services that perform substantial task oriented reasoning such as scheduling,
monitoring, diagnosis and assessment.
The need for these services is leading to the emergence of controlled vocabularies for
describing or advertising capabilities – one could almost say ontologies of service
types and competencies. Some of these have already been reviewed in section 4 and
include UDDI specification (www.uddi.org); ebXML (www.ebXML.org); and eSpeak
(www.e-speak.hp.com).Semantic Grid
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A number of these services are going to require inference engines capable of running
on content distributed on the knowledge grid. Inference has been an important
component in the visions of the Semantic Web that have been presented to date
[BernersLee99,01]. According to these views, agents and inference services will
gather knowledge expressed in RDF from many sources and process this to fulfil
some task. However most Semantic Web-enabled inference engines are little more
than proofs of concept. SiLRI [Decker98] for example is an F-Logic inference engine
that has the advantage of greater maturity over the majority of other solutions. In the
US, work on the Simple HTML Ontology Extensions (SHOE) has used for example
Parka, a high-performance frame system [Stoffel97]; and XSB, a deductive database
[Sagonas94]; to reason over annotations crawled out of Semantic Web content. There
are other inference engines that have been engineered to operate on the content
associated with or extracted from web pages. Description Logics are particularly well
suited to inferences associated with ontological structures – for example inferences
associated with inheritance, establishing which classes particular instances belong to
and providing the means to reorganize ontologies to capture generalities whilst
maintaining maximum parsimony [Horrocks99], see also
www.cs.man.ac.uk/~horrocks/FaCT .
However, with all of these inference engines there are likely to be problems of scale
and consistency depending on the number and quality of annotations crawled out of
enriched content. How can we ensure that any of our automated inference methods
deliver results in which we can trust? Trust spans a range of considerations but
includes at least the following important considerations:
·  Are the facts interred in the web annotations correct or complete?
·  Is the inference method sound?
·  Is the inference method considering all the relevant content?
A different perspective on undertaking reasoning on the Grid or Web is to move away
from generic methods applicable to any annotated content and concentrate instead on
task specific reasoning. The emergence of problem-solving environments (PSEs)
takes this position. These systems allow the user to exploit resources to solve
particular problems without having to worry about the complexities of grid fabric
management. As Gannon and Grimshaw [Gannon99] note “these systems …allow
users to approach a problem in terms of the application area semantics for which the
PSE was designed”. Examples include the composition of suites of algorithms to
solve for example design optimization tasks. Consider the design optimisation of a
typical aero-engine or wing (see figure 5.2). It is necessary (1) to specify the wing
geometry in a parametric form which specifies the permitted operations and
constraints for the optimisation process, (2) to generate a mesh for the problem
(though this may be provided by the analysis code), (3) decide which code to use for
the analysis, (4) decide the optimisation schedule, and finally (5) execute the
optimisation run coupled to the analysis code.Semantic Grid
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Figure 5.2: A web service knowledge enabled PSE [Geodise]
In the type of architecture outlined above, each of the components is viewed as a web
service. It is therefore necessary to wrap each component using, for example, open
W3C standards by providing an XML schema and using XML Protocol to interact
with it – in other words an ontology. However, often the knowledge in a human
designer’s mind as to how to combine and set up a suite of tasks to suit a particular
domain problem remains implicit. One of the research issues confronting architectures
such as that outlined above is to start to make the designer’s procedural knowledge
explicit and encode it within PSEs.
A similar approach to specialist problem solving environments on the Web originates
out of the knowledge engineering community. In the IBROW project
(http://www.swi.psy.uva.nl/projects/ibrow/home.html) the aim is the construction of
Internet reasoning services. These aim to provide a semi-automated facility that
assists users in selecting problem-solving components from online libraries and
configuring them into a running system adapted to their domain and task. The
approach requires the formal description of the capabilities and requirements of
problem-solving components. Initial experiments have demonstrated the approach for
classification problem solving.
Providing complete reasoning services will remain a difficult challenge to meet.
However, there are a variety of technologies available and under research
(www.aktors.org) to support the more general process of knowledge acquisition,
reuse, retrieval, publishing and maintenance.
Capturing knowledge and modelling it in computer systems has been the goal of
knowledge-based systems (KBS) research for some 25 years [Hoffman95]. For
example, commercial tools are available to facilitate and support the elicitation of
knowledge from human experts [Milton99]. One such technique, the repertory grid,
helps the human expert make tacit knowledge explicit.Semantic Grid
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KBS research has also produced methodologies to guide the developer through the
process of specifying the knowledge models that need to be built. One such
methodology, CommonKADS [Schrieber00], guides the process of building and
documenting knowledge models. Since, the development of knowledge intensive
systems is a costly and lengthy process it is important that we are able to re-use
knowledge content. CommonKADS is based around the idea of building libraries of
problem solving elements and domain descriptions that can be reused.
Knowledge publishing and dissemination is supported through a range of document
management systems that provide more or less comprehensive publication services.
Many are now exploiting content mark up languages to facilitate the indexing,
retrieval and presentation of content. As yet few of them are powerfully exploiting the
customization or personalization of content. However, within the UK EPSRC funded
Advanced Knowledge Technologies (www.aktors.org) or AKT project, there is a
demonstration of how content might be personalized and delivered in a way
determined by a user’s interests expressed via an ontology
(http://eldora.open.ac.uk/my-planet/).
One of the interesting developments in knowledge publishing is the emergence of
effective peer-to-peer publication archiving. The ePrints initiative (www.eprints.org)
provides a range of services to allow publications to be archived and advertised with
extended meta-data that will potentially allow a variety of knowledge services to be
developed. For example, content-based retrieval methods. Workflow tools also exist
that help support organization procedures and routines. For example, tools to support
the collection, annotation and cataloguing of genomic data. However, they often use
proprietary standards.
One of the key capabilities is support for communication and collaborative work and
this was discussed in section 4.2.1. A range of web conferencing tools and virtual
shared workspace applications is increasingly facilitating dialogue and supporting
communication between individuals and groups. Netmeeting using MCU technology
to support multicasting over the JANET is being trailed by UKERNA. CVW
developed by Mitre corporation presents a rich environment for virtual collaborative
meeting spaces. Digital whiteboards and other applications are also able to support
brainstorming activities between sites. More ambitious visions of collaboration can be
found in teleimmersive collaborative design proposals [Gannon99] exploiting CAVE
environments. This aspect of large-scale immersive technology and the mix of real
and virtual environments is at the heart of the research agenda for EQUATOR IRC
(http://www.equator.ac.uk).
As we noted in section 4.1.2, one of the core components to be inserted into the UK e-
Science Regional Centres are Access Grids. Access Grids support large-scale
distributed meetings, collaborative teamwork sessions, seminars, lectures, tutorials,
and training. An Access Grid node consists of large-format multimedia display,
presentation, and interaction software environments. It has interfaces to grid
middleware; and interfaces to remote visualization environments. Work in the area of
the sociology of knowledge sharing and management indicate that useful information
is exchanged through social activities that involve physical collocation such as the
coffee bar or water cooler. Digital equivalents of these are being used with some
success.Semantic Grid
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Agent Requirements Knowledge Technology Services
Scientist Agent
(SA)
Knowledge Acquisition of Scientist Profile
Ontology Service
Technician Agent
(TA)
Knowledge Acquisition of Technician Profile
Ontology Service
Knowledge Based Scheduling Service to book analyser
Analyser Agent
(AA)
Annotation and enrichment of instrument streams
Ontology Service
Analyser Database Agent
(ADA)
Annotation and enrichment of databases
Ontology Service
High Resolution
Analyser Agent
(HRAA)
Annotation and enrichment of media
Ontology Service
Language Generation Services
Internet Reasoning Services
Interest Notification Agent
(INA)
Knowledge Publication Services
Language Generation Services
Knowledge Personalisation Services
Ontology Service
Experimental Results Agent
(ERA)
Language Generation Services
Result Clustering and Taxonomy Formation
Knowledge and Data Mining Service
Ontology Service
Research Meeting
Convener Agent (RMCA)
Constraint Based Scheduling Service
Knowledge Personalisation Service
Ontology Service
International Sample
Database Agent (ISDA)
Result Clustering and Taxonomy Formation
Knowledge and Data Mining Services
Ontology Service
Paper Repository Agent
(PRA)
Annotation and enrichment of papers
Ontology Service
Dynamic Link Service
Discussion and Argumentation Service
Problem Solving
Environment Agent (PSEA)
Knowledge Based Configuration of PSE Components
Knowledge Based Parameter Setting and Input Selection
Ontology Service
Table 5.1: Example knowledge technology services required by agents in the scenario
Personalisation services will also be invoked by a number of our agents in the
scenario. These might interact with the annotation and ontology services already
described so as to customize the generic annotations with personal markup – the fact
that certain types of data are of special interest to a particular individual. Personal
annotations might reflect genuine differences of terminology or perspective –
particular signal types often have local vocabulary to describe them. Ensuring that
certain types of content are noted as being of particular interest to particular
individuals brings us on to services that notify and push content in the direction of
interested parties. The Interest Notification Agent (INA) and the Research Meeting
Convener Agent (RMCA) could both be involved in the publication of content either
customized to individual or group interests. Portal technology can support the
construction of dynamic content to assist the presentation of experimental results.
Agents such as the High Resolution Analyser (HRAA) and Experimental Results
Analyser (ERA) have interests in classifying or grouping certain information and
annotation types together. Examples might include all signals collected in a particular
context, sets of signals collected and sampled across contexts. This in turn provides aSemantic Grid
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basis for knowledge discovery and the mining of patterns in the content. Should such
patterns arise these might be further classified against existing pattern types held in
international databases – in our scenario this is managed in market places by agents
such as the International Sample Database Agent (ISDA).
At this point agents are invoked whose job it is to locate other systems or agents that
might have an interest in the results. Negotiating the conditions under which the
results can be released, determining the quality of results, might all be undertaken by
agents that are engaged to provide result brokering and result update services.
Raw results are unlikely to be especially interesting so that the generation of natural
language summaries of results will be important for many of the agents in our
scenario. Results that are published this way will also want to be linked and threaded
to existing papers in the field and made available in ways that discussion groups can
usefully comment on. Link services are one sort of knowledge technology that will be
ubiquitous here – this is the dynamic linking of content in documents in such a way
that multiple markups and hyperlink annotations can be simultaneously maintained.
Issue tracking and design rationale methods allow multiple discussion threads to be
constructed and followed through documents. In our scenario the Paper Respository
Agent (PRA) will not only retrieve relevant papers but mark them up and thread them
in ways that reflect the personal interests and conceptualizations (ontologies) of
individuals or research groups.
The use of Problem Solving Environment Agents (PSEAs) in our simulation of
experimentally derived results presents us with classic opportunities for knowledge
intensive configuration and processing. Once again these results may be released to
communities of varying size with their own interests and viewpoints.
Ultimately it will be up to application designers to determine if the knowledge
services described in this scenario are invoked separately or else as part of the
inherent competences of the agents described in section 2.3. Whatever the design
decisions, it is clear that knowledge services will play a fundamental role in realizing
the potential of the Semantic Grid for the e-Scientist.
5.5 Research Issues
The following is by no means an exhaustive list of the research issues that remain for
exploiting knowledge services in the e-Science Grid. They are, however, likely to be
the key ones. There are small-scale exemplars for most of these services.
Consequently many of the issues relate to the problems of scale and distribution
1. Languages and infrastructures are needed to describe, advertise and locate
knowledge level services. We need the means to invoke and communicate the
results of such services. This is the sort of work that is currently underway in
the Semantic Web effort of DAML-S and has been mentioned in section 4.
However, it is far from clear how this work will interface with that of the
agent based computing, Web Services and grid communities.
2. Methods are required to build large-scale ontologies and tools deployed to
provide a range of ontology services.Semantic Grid
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3. Annotation services are required that will run over large corpora of local and
distributed data. In some cases, for example, the annotation and cleaning of
physics data, this process will be iterative and will need to be near real time as
well as supporting fully automatic and mixed initiative modes. These
annotation tools are required to work with mixed media.
4. Knowledge capture tools are needed that can be added as plugins to a wide
variety of applications and which draw down on ontology services. This will
include a clearer understanding of profiling individual and group e-Science
perspectives and interests.
5. Dynamic linking, visualization, navigation and browsing of content from
many perspectives over large content sets
6. Retrieval methods based on explicit annotations.
7. Construction of repositories of solution cases with sufficient annotation to
promote reuse as opposed to discovering the solution again because the cost of
finding the reusable solution is too high.
8. Deployment of routine natural language processing as Internet services.
Capabilities urgently required include: tagging and markup of documents,
discovering different linguistic forms of ontological elements, and providing
language generation and summarization methods for routine scientific
reporting
9. Deployment of Internet based reasoning services – whether as particular
domain PSEs or more generic problem solvers such as scheduling and
planning systems.
10. Provision of knowledge discovery services with standard input/output APIs to
ontologically mapped data
11. Understanding how collaboration can be promoted using these knowledge
services with technologies such as the Access Grid.
12. Understanding how to embed knowledge services in ubiquitous and pervasive
devicesSemantic Grid
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6. Research Agenda
The following general recommendations arise from our research and analysis of the
state of the art and of the longer term vision for the Semantic Grid as outlined in this
report. These recommendations also embody our sense of the most important issues
that need to be addressed to effectively provide a computational infrastructure for e-
Science in general and the provision of grid based computational support in particular.
The recommendations are clustered into six themes and their ordering is not
significant.
Technical and Conceptual Infrastructure
These recommendations relate both to the languages and architectures at a technical
and a conceptual level.
1. Grid Toolkits - The technology and methodology does not exist to build the
Semantic Grid today. However developments to this end are likely to be
evolutionary and will need to include foundational elements found in widely
used toolkits such as Globus. Within these toolkits there remain issues that still
demand further research although it is important to be aware of what the US is
doing in these areas and for the UK to play to its strengths. Issues that still
need to be resolved are listed in section 3.6 and they include; naming, resource
discovery, synchronisation, security, fault tolerance, dependability, integration
of heterogeneous resources, scalability and performance.
2. Smart Laboratories - We believe that for e-Science to be successful and for the
Grid to be effectively exploited much more attention needs to focused on how
laboratories need to be instrumented and augmented. For example,
infrastructure that allows a range of equipment to advertise its presence, be
linked together, annotate and markup content it is receiving or producing. This
should also extend to the use of portable devices and should include support
for next generation Access Grids.
3. Service Oriented Architectures - Research the provision and implementation
of e-Science and grid facilities in terms of service oriented architectures. Also
research into service description languages as a way of describing and
integrating the problem solving elements of an e-Science grid. Here we
believe the emerging Web Services standards appear well suited to the e-
Science infrastructure. Although these technologies have not yet fully emerged
from the standards process, toolkits and test services exist and it is possible to
build systems with these now.
4. Agent Based Approaches - Research the use of agent based architectures and
interaction languages to enable e-Science marketplaces to be developed,
enacted and maintained. We believe that such approaches provide a level of
abstraction and define capabilities essential to realising the full potential of the
Semantic Grid.Semantic Grid
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5. Network Philosophies – Research into the role of lightweight communication
protocols for much of the threading of e-Science workflow. Investigate the
likely evolution of various network and service distributions. For example, the
extent to which within our computational networks there will be islands of
high capacity grid clusters amounting to virtual private network grids.
Investigate the merits of a range of fundamentally different configurations and
architectures – for example, peer-to-peer, WebFlow and JINI. Research the
relative merits of synchronous versus asynchronous approaches in our e-
Science and grid contexts.
6. Trust and Provenance – Further research is needed to understand the
processes, methods and techniques for establishing computational trust and
determining the provenance and quality of content in e-Science and grid
systems. This extends to the issue of digital rights management in making
content available.
Content Infrastructure
These recommendations relate to the technologies and methods that are relevant to the
way in which content is hosted and transacted on the Grid in e-Science contexts.
7. Metadata and Annotation – Whilst the basic metadata infrastructure already
exists in the shape of RDF, metadata issues have not been fully addressed in
current grid deployments. It is relatively straightforward to deploy some of the
technology in this area, and this should be promoted. RDF, for example, is
already encoding metadata and annotations as shared vocabularies or
ontologies. However, there is still a need for extensive work in the area of
tools and methods to support the design and deployment of e-Science
ontologies. Annotation tools and methods need to be developed so that
emerging metadata and ontologies can be applied to the large amount of
content that will be present in the Grid and e-Science applications.
8. Knowledge Technologies – In addition to the requirement for the research in
metadata and annotation above, there is a need for a range of other knowledge
technologies to be developed and customised for use in e-Science contexts.
These are described in detail in section 5.5 and include knowledge capture
tools and methods, dynamic content linking, annotation based search,
annotated reuse repositories, natural language processing methods (for
content tagging, mark-up, generation and summarisation), data mining,
machine learning and internet reasoning services. These technologies will
need shared ontologies and service description languages if they are to be
integrated into the e-Science workflow. These technologies will also need to
be incorporated into the pervasive devices and smart laboratory contexts that
will emerge in e-Science.
9. Integrated Media – Research into incorporating a wide range of media into the
e-Science infrastructure. This will include video, audio, and a wide range of
imaging methods. Research is also needed into the association of metadata and
annotation with these various media forms.Semantic Grid
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10. Content Presentation – Research is required into methods and techniques that
allow content to be visualised in ways consistent with the e-Science
collaborative effort. This will also involve customising content in ways that
reflect localised context and should allow for personalisation and adaptation.
Bootstrapping Activities
These recommendations relate to the processes and activities that are needed to get the
UK’s Grid and e-Science infrastructure more widely disseminated and exemplified.
11. Starter Kits - Currently the services provided by the grid infrastructure are
somewhat rudimentary, their functionality is changing and the interfaces to
these services are evolving. Grids will not be used to their full potential until
developers have access to services with stable and standard interfaces, as well
as richer functionality. Moreover the take up of the Grid will not happen until
there are tools and utilities that facilitate the development of grid-based
applications. Thus there is a clear need for more comprehensive starter kits to
include many more tutorial examples of what can be achieved. To this end, we
recommend continued research into development and deployment of portal
technology and capabilities to provide access to grid resources in an intuitive
and straightforward fashion
12. Exemplar and Reference Sites – Related to 11 above, there are a whole raft of
problems and issues associated with the take up and use of grid concepts,
infrastructure, and applications. Grids will not be used widely and successfully
until there is a fully functional grid infrastructure (this includes middleware
and tools to help developers of grid-based applications) and the grid
infrastructure will not mature and stabilise until it has been fully tested by a
whole range of varying kinds of grid-applications. However, the
establishment, documentation and dissemination of exemplar sites and
applications should be undertaken as a matter of urgency.
13. Use Cases - Grid software and experience to date primarily relate to contexts
where there are relatively few nodes but these nodes have large internal
complexity. We need to analyse current best practice and develop use cases to
establish the strengths and weaknesses of these approaches. This should
include opportunities that can be seen for additional services and gap analysis
to determine what is obviously missing. A careful understanding of the
medium scale heterogeneous IPG at NASA would be a useful initial example.
Human Resource Issues
These recommendations relate specifically to potential bottlenecks in the human
resources needed to make a success of the UK e-Science and grid effort.
14. Community Building – There is a clear need for the UK e-Science and grid
developers to establish strong links and watching briefs with the following
technical communities – Semantic Web and Web Services. There is also a
need to develop a balanced relationship between the application scientists and
computer scientists. Here multi- and inter- disciplinarity are key requirements.Semantic Grid
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20. e-Anything – Many of the issues, technologies and solutions developed in the
context of e-Science can be exploited in other domains where groups of
diverse stakeholders need to come together electronically and interact in
flexible ways. Thus it is important that relationships are established and
exploitation routes are explored with domains such as e-Business, e-
Commerce, e-Education, and e-Entertainment.Semantic Grid
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