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ABSTRACT 
Let G be a f i x e d f i n i t e group and cons ider a short exact sequence 
1 S E G 1 , 
where i s a f i n i t e l y generated group. The abel ian group S = S/S' may-
be regarded as a Zff-module and, f o r a f i x e d prime p , the elementary 
abe l ian p-group S = S/S'S^ = 'S/pS may be regarded as an IF^G-module. I f 
i s a f r e e group, S i s c a l l e d the r e l a t i o n module o f G determined by 
ip , and 5 the r e l a t i o n module modulo p . In general we c a l l S the 
r e l a t i v e r e l a t i o n module, and 5 the r e l a t i v e r e l a t i o n module modulo p . 
When the minimal number o f generators o f G and i s the same, S and S 
w i l l be c a l l e d minimal. 
Gaschiltz, Gruenberg and others have s tudied r e l a t i o n modules and 
r e l a t i o n modules modulo p . The main aim o f t h i s thes i s i s t o study 
r e l a t i v e r e l a t i o n modules modulo p when i s a f r e e product o f c y c l i c 
groups. To be more p r e c i s e , l e t X = {g., 1 < i < d] be a generating s e t 
o f G , G. the c y c l i c group generated by g. E the f r e e product o f 
the Q^ , 1 5 i 5 (i , ijj the epimorphism whose r e s t r i c t i o n t o each i s 
the i d e n t i t y isomorphism, and S the kerne l o f ip . 
/N 
Some o f the r e s u l t s may be summarised as f o l l o w s . S i s embedded in 
the d i r e c t sum o f the augmentation i d e a l s o f the IF G. , 1 < t < d , P ^ 
induced t o G , and the r e s u l t i n g f a c t o r module i s isomorphic t o the 
augmentation i d e a l o f \F^G . S may a l s o be embedded in a f r e e IF^(?-module 
o f rank d - 1 • 
Two r e l a t i v e r e l a t i o n modules, isomorphic as IF^-spaces, are r a r e l y 
isomorphic as G'-modules; that i s , S not only depends on G, p and d 
IV 
but also on ij^  . Some cases when S does not depend on ip are 
established. 
We say that p is semicoprime to the order of G^  if p divides the 
order of G and does not divide the orders of the G. , 1 < i < d . In 
the coprime and semicoprime cases a characterisation (including a criterion 
/N 
for counting projective summands) of S is given. Some relative relation 
modules (modulo p ) of SL(2, p) and PSL(2, p) are described completely; 
the description may be useful in the study of the factor groups of 
PSL(2, 7L) . 
Given an imrefinable direct decomposition of a module, the direct sum 
of all the nonprojective summands is called the nonprojective part of the 
module. In the semicoprime case the nonprojective part of 5 is a uniquely 
determined, nonzero and indecomposable module (and is also the non-
projective part of S when E ±s a free group). The nonprojective part of 
S in the nonsemicoprime case may be zero or decomposable (and may not be a 
homomorphic image of the nonprojective part of S when E is free). When 
G is a p-group, we prove that S is nonprojective and indecomposable. 
Some of the above results can be generalised in the case when the 
cyclic factors of E are not restricted to be the generators of G , 
however it is not known whether in this case the minimal relative relation 
modules of p-groups are also indecomposable. 
Some results may also be extended to S . 
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CHAPTER 1 
INTRODUCTION 
Let G be a f i x e d f i n i t e group and c o n s i d e r a s h o r t e x a c t sequence 
where F i s a f i n i t e l y generated f r e e group o f rank riF) . This e x a c t 
sequence i s o f t e n c a l l e d a f r e e p r e s e n t a t i o n o f G , and i? a r e l a t i o n 
group. By the w e l l known r e s u l t o f Nie l sen and S c h r e i e r , i? i s a f r e e 
group. The f r e e abe l ian group R = R/R' i s a Z(7-inodule and, f o r a f i x e d 
prime p , the elementary abe l ian p - g r o u p R = R/R'lP = R/pR i s an 
module. R i s c a l l e d the r e l a t i o n module o f G determined by tt , and R 
the r e l a t i o n module modulo p . 
A complete d e s c r i p t i o n o f r e l a t i o n modules modulo p i s due t o 
Gaschutz [ 3 ] , whose main r e s u l t s may be summarised as f o l l o w s . 
/ N 
( i ) R may be embedded in a f r e e IF^(7-module o f rank equal t o . 
The r e s u l t i n g q u o t i e n t module i s i somorphic t o the augmentation i d e a l o f 
¥^G and the r e s u l t i n g shor t e x a c t sequence i s c a l l e d the r e l a t i o n sequence 
modulo p of G determined by TT . 
( i i ) I f p does no t d i v i d e the o r d e r o f G , R i s a d i r e c t sum o f a 
t r i v i a l i r r e d u c i b l e IF (^-module and a f r e e IF (^-module o f rank equal t o P P 
HF) - 1 . 
( i i i ) I f p d i v i d e s the o rder o f G , R i s a d i r e c t sum o f a 
p r o j e c t i v e IF^G^-module ( p o s s i b l y z e r o ) and a uniquely determined non-
pro j e c t i v e , nonzero and indecomposable IF^G-module. 
( i v ) I f and R^ are two r e l a t i o n modules modulo p of G with 
t [ f ^ > , i?2 i somorphic t o a d i r e c t sum o f and a f r e e 
IF^G-module of rank equal to - r(F^) . 
/N 
A' consequence of (iv) is that R does not depend on tt and only 
depends on G, p and p(F) . 
The study of relation modules was initiated by Gruenberg [5] and [6]. 
An account of the theory of relation modules, including that of the modulo 
p case, may be seen in [5]. Some recent results may be found in [10] and 
[18]. 
Now consider a short exact sequence 
where is a finitely generated group. This exact sequence may be viewed 
as a homomorphic image of a suitable free presentation of G^  . As before, 
we define S = S/S' and S = S/S'S^ = S/pS . We call S the relative 
relation module of G determined by ip » and S the relative relation 
module modulo p . 
In [10], when is a free product of a free group and a subgroup of 
G , some results concerning whether a direct sum of a finite number of 
copies of S decomposes over ZG are proved. Apart from that, very little 
/N 
is known about 5 and 5 . 
The main aim of this thesis is to study the relative relation modules 
modulo p of G when is a free product of cyclic groups. To be more 
precise, suppose that a generating set X = {g-^ i •••» of G is 
given. Let G. be the cyclic subgroup generated by g. and let E be the Z- t-
free product of the G. ^ 1 < i ^ d . Define to be the epimorphism 
whose restriction to each G. is the identity isomorphism of G^ . Let S 
be the kernel of . It is known, for example see ([12], Corollary 4.9.2, 
p. 243), that 5 is a free group. 
In the rest of this introduction we shall only deal with relation and 
r e l a t i v e re la t i on modules modulo p (except f o r some comments where i t 
should be c l ear from the c o n t e x t ) ; f o r our convenience, reference to p 
w i l l be dropped. 
Our study o f r e l a t i v e re la t i on modules i s along the l ines o f Gaschiltz's 
theory o f r e la t i on modules, and f a l l s under three main headings: 
(a ) exact sequences assoc iated with r e la t i ve re lat ion modules; 
(b) decomposition proper t i e s ; 
( c ) comparison o f d i f f e r e n t re la t ive re lat ion modules o f G . 
Much o f our study depends on the re lat ionship between re lat ion and 
r e l a t i v e re la t i on modules: when r^F) = d , S i s a homomorphic image o f 
R and the kernel o f the homomorphism i s isomorphic to the d irect sum of the 
t r i v i a l i r reduc ib le submodules o f the IF (?. , l < i < d , induced to G . p ^ ' ' 
As a consequence o f th is r e la t i onsh ip , S may be embedded in the d i rec t sum 
o f the augmentation ideals o f the IF G^ . , 1 < i < d , induced to G ; the p 1 
resu l t ing f a c t o r module i s isomorphic t o the augmentation ideal o f IF^ G and 
the resu l t ing short exact sequence w i l l be ca l l ed the re la t ive re lat ion 
sequence o f G determined by ij; . The re lat ionship between R and 
/ N 
S a l so y i e lds a number o f other important r e s u l t s , including a formula f o r 
/ s 
the dimension o f S (and hence f o r the rank of S ). 
When p i s coprime to the order o f G , the r e la t i ve re lat ion modules 
are easy to work with. Our attempts to describe the re la t ive re la t ion 
modules in the noncoprime case have been only p a r t i a l l y success fu l . The 
d i f f i c u l t i e s in the noncoprime case are mainly due to the fa c t that the 
middle term of the r e l a t i v e re la t i on sequence need not always be p r o j e c t i v e . 
(Compare th is with the f a c t that the middle term of the re la t ion sequence i s 
/ s 
always p r o j e c t i v e . ) The middle term of the re la t ive re la t i on sequence o f S 
i s p r o j e c t i v e p rec i se ly when p i s coprime to the order o f each G. . We 
say that p i s semicoprime to the order o f G^  i f p divides the order o f 
G , and does not divide the order of any of the G. , 1 < i < d . 
'V 
Given an inrefinable direct decomposition of a module, the direct sum 
of all the projective summands is called the projective part of the module 
and the direct sum of the nonprojective summands is called the nonprojective non 
part of the module. We know ((iii) above) that the^projective part of any 
relation module B is nonzero and indecomposable, and (see (iv) above) does 
not depend even on r(F) . The same is true for relative relation modules 
in the seTnicoprime case only; in this case the nonprojective parts of R 
and S are isomorphic to each other. This makes it easy to describe the 
structure of relative relation modules in the semicoprime case. The non-
projective part of a relative relation module of G in the nonsemicoprime 
case may be zero or decomposable, and need not.be a homomorphic image of the 
nonprojective part of any relation module of G . Moreover the nonprojective 
parts, as well as the projective parts, of two relative relation modules of 
G may differ considerably. A suitable description of relative relation 
modules in the nonsemicoprime case remains unknown. 
R is called minimal if the minimal number of generators of G is 
equal to viF) • Similarly we say that S is minimal if d is the minimal 
number of generators of G^  . As a consequence of (iii) above, the minimal 
relation modules of finite p-groups are nonprojective and indecomposable. 
The minimal relative relation modules of finite p-groups are also non-
projective and indecomposable, a result far from being trivial. 
We know ((iv) above) that any two relation modules of G are either 
isomorphic to each other or differ by a direct summand isomorphic to a free 
IF G-module. An analogous result for relative relation modules is rarely P 
true. 
The thesis is divided into eight chapters, the first being this 
introduction. Chapter 2 contains some well known ideas and results about 
groups and modules, which will be used for the main results of this thesis. 
In Chapter 3, we introduce the notation and definitions of the relation 
and relative relation modules and using a result due to ^ mel'kin [16] and 
[17], we describe the relationship between relation and relative relation 
modules. The relative relation sequence and some other important exact 
sequences are also established in Chapter 3. It may be mentioned that the 
results of Chapter 3 also extend to S . 
In Chapter 4 we give a characterisation of relative relation modules in 
both the coprime case and the semicoprime case. Also in Chapter 4, by means 
of two separate examples we show that the nonprojective part of a relative 
relation module of G in the nonsemicoprime x;ase need not be either nonzero 
or a homomorphic image of the nonprojective part of any relation module of 
G -
Chapter 5 deals with the comparative study cf two relative relation 
modules and ^^ corresponding to different generating sets X^ and 
X^ of G . If X^ and X^ contain the same number of elements, it does 
/\ /s 
not necessarily mean that the dimensions of S^ and S^ are the same. 
Even if the dimensions of S^ and S^ are the same, and 
be isomorphic to each other. To show this we give an example which also 
A 
shows that the projective parts, as well as the nonprojective parts, of S^ 
and S^ need not be isomorphic to each other. There are some cases where 
S^ and isomorphic to each other. If X^ is contained in X^ , 
we show that S^ may be embedded into S^ and give an example to show that 
S^ need not decompose over . However there are some cases where S^ 
may decompose over S^ ; a consequence of one of them is that the non-
projective part of a relative relation module need not be indecomposable. The purpose of Chapter 6 is to study the semicoprime case in detail. 
There we develop a criterion for counting the principal indecomposable 
summands of the relative relation modules, which is also applicable in the 
coprime case. Using this criterion, some relative relation modules of 
SL(2, p) and PSL(2, p) are completely described; the description of 
relative relation modules of PSL(2, p) may be useful in the study of the 
factor groups of PSL(2,Z) . 
In Chapter 7 we prove that the minimal relative relation modules of 
finite p-groups are nonprojective and indecomposable. 
The aim of Chapter 8 is to examine whether the results of previous 
chapters generalise to the relative relation modules of G when the cyclic 
factors of the free product E are not restricted to be the generators of 
G . While most of the results of Chapters 3, H, 5 and 5 generalise, 
it is not known whether the minimal relative relation modules of finite 
p-groups are still indecomposable. 
In the development of the general theory of relation modules the 
importance of cohomological considerations can hardly be ignored. These 
considerations have motivated many of the results, providing natural 
applications for them. In this thesis we have been particularly concerned 
with the structure of relative relation modules modulo p . Here, as for 
relation modules modulo p , it is representation theory that provides the 
natural setting (even in Gruenberg [5], Chapter 2, cohomology only provides 
interpretations of some invariants). For this reason we have avoided the 
introduction of cohomological considerations. We hope to return to these 
considerations at a later stage. 
CHAPTER 2 
PRELIMINARIES 
The purpose of this chapter is to define certain ideas and provide a 
list of associated results mainly about groups, representations and modules, 
which will be used frequently throughout the thesis, often without reference. 
Most of the results are well known; whenever convenient, reference is 
provided. 
For the thesis, some knowledge of the theory of groups, including that 
of free groups and free products, representations and modules will already 
be assumed. We shall also assume familiarity with [3] and the first two 
lectures of [6]. Some knowledge of the homology of groups and modules 
(for example, [11]) will also be assumed, though our homological inter-
pretation will be very limited; in particular, knowledge of diagram lemmas 
such as the 3 x 3 lemma ([11], Lemma 5.1, p. 49) will be assumed. 
Throughout the thesis, all groups are finitely generated and all 
modules are finite dimensional vector spaces. In particular, G^  is a 
finite group, F a free group, 7L the ring of integers, p a fixed prime, 
and IF the field of p elements. 
P 
Depending on circumstances, an abelian group will be regarded as a 
Z - m o d u l e , and vice versa. Similarly an elementary abelian p-group will be 
regarded as a vector space over IF^ . 
The rest of the chapter is divided into two sections, the first of 
which contains results mainly about groups, and the second about modules. 
2.1 Groups and Extensions 
The results of this section are drawn mainly from [7] and [12]. The 
last result is due to Smel'kin [16] and [17]. 
Let be an arbitrary group, W the commutator subgroup of H , 
if^ the subgroup generated by pth powers of the elements of H , ZiH) the 
centre of H , and ^iH) the Frattini subgroup of H . 
Let Z be a generating set of H . J is called minimal, or a minimal 
generating set of H ^ if the number of elements in X is always less than 
or equal to the number of elements of any other generating set of H . A 
minimal generating set of F is called free and x>{F) , the number of free 
generators, is called the rank of F . 
A subgroup K of H is called characteristic if K is mapped onto 
itself by all automorphisms of H . A useful property of characteristic 
subgroups is: if K is a normal subgroup of H , and K^ a characteristic 
subgroup of K then K^ is normal in . It is well known that H' and 
hP are characteristic subgroups of H . 
The minimal number of generators of F/F' , as well as that of F/F'E^ , 
is the same as the rank of F (see [12], Theorem 2.4, p. 78). 
If G is a p-group, HG) contains G' ([7], Theorem 10.3.4, p. 
155, and Theorem 10.4. 3, p. 157), and so the minimal number of generators of 
G and that of G/G' is the same. Moreover G' n Z{G) ^ {l} ([9], Kapitel 
I, Satz 5.9, p. 31), and so contains a cyclic group of order p , which is 
necessarily normal in G . 
(2.1.1) DEFINITION. Let 5 = I I H(g) , the direct product of copies of H 
g^G 
indexed by G • Define H G i the (complete) wreath product of H by ff 
to be the semidirect product (split extension) of B and G , where, for 
g (i G , b ^ B i h^ - g ^bg is given by 
(2.1.2) b^ig') = b[g'g~^] . 
B and G are usually called the base group and the top group of the 
wreath product, respectively. 
The f o l l o w i n g i s a s p e c i a l case o f an important and powerful embedding 
theorem due t o Smel 'kin [ 1 6 ] and [ 1 7 ] . This r e s u l t has an important 
a p p l i c a t i on in Chapter 3 be l ow , and as i t i s not e a s i l y a c c e s s i b l e , we 
g ive a p r o o f . Smel 'k in h imse l f has given two p r o o f s , one each in [ 1 6 ] and 
[ 1 7 ] . , Here we present a s i m p l i f i e d v e r s i o n o f the p r o o f o f [ 1 7 ] . 
( 2 . 1 . 3 ) THEOREM. Let 1 R F G 1 he an exact sequence (a free 
•presentation of G where F is freely generated hy 
Then there exists an embedding 
n : F/R'lP ^ F/F'F^ wr G 
such that 
^ J \ 
The p r o o f uses another embedding theorem, due t o Kaloujnine and Krasner 
( see [ 1 3 ] , Theorem 2 2 . 2 1 , p . 4 6 ) , which we des c r ibe f i r s t . 
Let 
W* = R/R'lf' wr (7 , 
and denote by B* the base group o f W* . 
C l e a r l y , [F/R'IP) / [R/R'IP) ^ F/R ^ G . 
Define 
7T : F/R'lf G 
such that [fR'FF]Ti = /tt , f o r a l l f F • Since tt i s an epimorphism, tt 
i s an epimorphism; and s o , f o r some x € F/R'FF , an a r b i t r a r y element o f 
G may be expressed as xir . Let T be a r i g h t t ransversa l o f R/R'fF in 
F/R'FF (a complete s e t o f r e p r e s e n t a t i v e s o f the r i g h t c o s e t s o f R/R'lP in 
F/R'IP )• Def ine a map q of G i n t o F/R'^ such t h a t , i f - g , gQ 
i s the chosen r e p r e s e n t a t i v e o f the c o s e t o f x ( t h i s i s c a l l e d a t r a n s -
v e r s a l map), p i s not a homomorphism, however i t has the property that 
10 
a;(i((anT) iR/R'iP . Now define 
such that, for a: € F/R'^ , 
T : F/R'^ 
XX = (e^, ot) , 
where, for all g ^ G ^  
It may be verified that 9^ (0') ^  R/R'lf , and T is an embedding. 
Proof of Theorem (2.1.3). Let W = F/ F'F^ vfv G , and denote by B the 
base group of W . 
Let U be the homomorphism from F into W determined by 
/.U = f.F'^^(l), / 7T . Clearly, R'lf 5 ker U , and so we may define a \ u V ) 
homomorphism 
n : F/R'lf^ W 
such that (/i?'i?^ ) n • = fo , f ^ F . Then it only remains to check that n 
is one to one. 
Define 
such that 
a B B* 
f.F'F^i.1) a is the base group component of f.R'Fp 
. } I 
T , that is 
f.F'F^d) a = f,R'lf T (/.tt)-^  , 
where x is the Kaloujnine and Krasner embedding described above. B may be 
regarded as a free IF^G-module with 1 < i 5 as a free-generating 
set (see Section 3.2 below), and B as a submodule of B*. Therefore, a 
determines a homomorphism of B into B* , which we also denote by a . 
Now define 
11 
X • w 
such that (Zj, g)x = (Z?a, g) , for all Z? € B , and g i G . Clearly, x 
is a homomorphism. Moreover T = rix , because: 
f.R'lP nx = f.F'^U), f.TT X = /.F'i^(l) a, /^ TT 
f.R'lP T [f.^y^if.^] 
J 
T . 
Hence ker r| 5 ker x = {l} , and so r) is one to one. 
2.2 Group Representations and Modules 
The main source of reference for the results of this section is [2]. 
Unless otherwise stated, we shall use the notation and ideas of [2]. 
Let IF be an arbitrary field, and denote by A the group algebra 
IFG . Unless otherwise stated, a module, or (7-module, will always mean a 
right i4-module. The (right) regular i4-module will also be denoted by A . 
We shall assume familiarity with basic ideas and results about modules: for 
example. Chapter II of [2]. 
Let 7 be a module. A subset Y of 7 is called a generating set 
(or j4-generating set) of 7 , if every element of 7 can be expressed as 
an y^-linear combination of the elements of J . A generating set J of 7 
is called minimal, if the number of elements of Y is less than or equal to 
the number of elements of any other generating set of F . F is called 
cyclic if 7 can be generated by one element; thus V is cyclic if and 
only if V = vA , for some element V € V . A generating set 7 of F is 
called free, or an i4-basis, if every element of F can be expressed 
uniquely as an i4-linear combination of the elements of Y . 
Not every module has a free generating set. If F has a free 
generating set, F is called a free module and the number of free 
12 
generators of V is called the rank of V . If F is a free module with 
as a free generating set, then each v A is isomorphic to the regular 
module A . In other words, F is a free module of rank d if and only if 
V is isomorphic to a direct sum of d copies of ^ . A property of free 
modules is that any mapping of free generators into a module uniquely 
extends to an i4-homomorphism. 
Within any module V , there are two important chains of submodules, 
which we describe next. Define cp^F = F . Suppose that, for fe > 1 , 
k-1 k (p F has been defined. Then define <p F to be the smallest submodule of 
k—l. k Jc V such that cp F/cp F is completely reducible. Equivalently, (p F is 
k-1 the intersection of all maximal submodules of . cp F . 
For the second chain, define a^F = {o} ; and as above for k ^ 1 , 
k k k-1 O V to be the largest submodule of F such that O F/a V is completely 
reducible. In other words: 
We adopt the convention that cp^F = cpF , and o^V = OV . 
Usually {(p V) is called the lower Loewy series of F , and cp F the 
radical of CP^  ^F . Similarly {CT^F} is called the upper Loewy series of 
F , and a f F/a^" 
the socle of F/a F . Since we are dealing with 
finite dimensional modules, there always exist integers r and s such 
that (p F = {O} and o V = V ; the smallest possible r and s are 
called the lower and the upper Loewy lengths of F , respectively. It is 
well known that both the upper and the lower Loewy lengths are the same, and 
so each will simply be called the Loewy length. The following result is well known; we give a proof. 
13 
(2.2.1) LEMMA. Let U be a submodule of V . Then 
(i) (p[/ c and 
Hi) af/ e aF . 
Moveovevy if V = ® V. , 
i ^ 
(Hi) (p^F = © (p^F. J and 
i ^ 
(iv) a^V = @ a^v. , for all 0 . 
i ^ 
Proof , (i) Let M be a maximal submodule o f F . Then we claim that 
M r\ u is e i ther i/ , o r a maximal submodule o f U . Suppose that M r\ U 
i s not U . Then M + t/ = F ; and s o , V/M ^ {M^U)/M ^  U/{M n V) . 
Therefore, ll/{M n U) i s i r r e d u c i b l e , and hence the claim f o l l ows . 
This shows that (pt/ i s contained in every maximal submodule o f F , and so 
(pi/ must be contained in cpF . 
(ii) Since aV i s the largest completely reducible submodule o f V , 
and 0[/ i s a completely reducible submodule o f F , therefore oU ^ (JV -
(Hi) We f i r s t show that the resu l t i s true f o r = 1 • Clearly , 
V/{@(pV.) (F./cpF.) , and so F/ fecpF. ) i s completely reducib le . 
i ^ i i ^ 
Therefore, @ cpF. must contain (pF . The other inc lusion fo l lows by (i) . 
i ^ 
k k i^ +1 Ji'+l I f (pF = © ( p F . , b y the same argument i t fo l lows that cp^  F = © (p F. , 
i ^ i ^ 
and so the result follows by induction. 
(iv) We prove th is a lso by induction on k . By (H) above, 
© oV. c oV . For the other inc lus i on , l e t a . be the pro jec t i on o f F 
t — ^ ^ 
onto F. • Then a . must map .aF onto oV. , because oV i s completely 
reducible, and a. is a projection. Hence a F c @ a F . , and so aV = © aF, . 1- , t- . i 
% % 
1 4 
k-1 k-i Suppose that a V = @ o V. . Then 
V/o^ h = o[v/o^ ^7) = a @ H 
= ®a 
i 
v./o^'h. = © i 
v./a^'h. 
© a V . / a ^ - V . 
k k Therefore, a V = @ O V. , and so the proof i s completed. 
i ^ 
I f (pA = {0} , A i s c a l l e d semi-simple; otherwise A i s ca l l ed 
non-semi-simple. A i s semi-simple i f and only i f the charac ter i s t i c o f IF 
does not divide the order o f G (see [ 1 4 ] , Theorem 1.3 B ( i i ) , p. 12) . In 
p a r t i c u l a r , i s semi-simple i f and only i f p does not divide the 
order o f G . 
A module I i s said to be indecomposable i f J ^ {0} and i f i t i s 
impossible to express J as a d i rec t sum o f two nonzero submodules. I f I 
i s indecomposable, and tpJ = { o } , then o f course I i s an i rreduc ib le 
r 
module. Let © 7. be an unrefinable decomposition o f 7 (that i s , 
i=l ^ 
each 7. i s an indecomposable module). I f 7 has another unrefinable 
'V 
decomposition, 7 = @ U. say, then the Krull-Schmidt theorem ( [ 2 ] , 
i = l ^ 
Theorem 14 .5 , p. 83) gives v = s , and (possibly a f t e r reordering the 
J/ . 's ) 7. and U, are pairwise isomorphic to each other. In other words, 
"V ^ I' 
an unrefinable decomposition o f a module i s unique up to isomorphism. Each 
summand o f an unrefinable d i rec t decomposition o f a module i s called- an 
indecomposable summand o f the module. I f A i s non-semi-simple, each 
indecomposable summand o f A i s ca l l ed pr inc ipa l indecomposable module. 
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The following result links irreducible and principal indecomposable modules. 
(2.2.2) THEOREM. If A. is a principal indecomposable module^ A./^^A. is 
% "V 'V 
irveducible. Two principal indecomposable modules A^ and Aj are 
isomorphic to each other if and only if A./(^A. is isomorphic to A ./^s^A . . 
J J 
Every irreducible module is isomorphic to A./(s?A. j for some principal 
indecomposable module A. . 
% 
For a proof, see ([2], Theorem (54.11), p. 372; and Theorem 54.13, 
p. 374). 
Let Z be an extension field of IF . For an i4-module V , 
V^ = Z ®|p 7 is naturally a ZiJ-module. V is called absolutely irreducible, 
if I/^  is irreducible for each extension K of IF . IF is called a 
splitting field for G , if every irreducible module is absolutely 
irreducible. 
(2.2.3) DEFINITION. Let I be an indecomposable module. If, for an 
integer r , J is isomorphic to r indecomposable summands of an 
unrefinable decomposition of a module V , then we say that the multiplicity 
of J in F is r . If J is not isomorphic to any of the indecomposable 
summands of V , the multiplicity of J in 7 is said to be zero. 
(2.2.4) THEOREM ([2], Theorem (61.16), p. 419). Let P be a principal 
indecowiposable \F^G-module. Then the multiplicity of P in IF^G is equal 
to (dim7^?j/(dim(Hom|p^(P/(pP, P/cpP)}) . 
P 
Now we come to the ideas of projective and injective modules. 
A module P is called projective if every exact sequence 
O ^ P ^ V ^ U ^ O splits (7 = P @ t/) . A module I is called injective 
if every diagram 
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7 
U 
in which the row is exact, can be completed to a commutative diagram 
0 ^ I V 
V 
u 
It is perhaps desirable to mention that we do not consider projective and 
injective modules separately, because for a finite group G they are 
equivalent concepts ([2], Theorem (62.3), p. 421). 
(2.2.5) THEOREM. The following statements are equivalent: 
( i ) P is a pvoQective module; 
( i i ) P is isomorphic to a direct surmand of a free module; 
(Hi) any diagram 
P 
U ^ V 0 , 
in which the row is an exact sequence^ can be corrpleted 
to a commutative diagram 
P 
/ I 
U ^ V 0 ; 
(iv) any exact sequence 
splits. 
See ([2], Theorem 56.6, p. 382 ; Exercise 7, p. 38i+; and Theorem 
57.9, p. 389). 
As a consequence of the above theorem, all principal indecomposable, 
irreducible (in the semi-simple case) and free modules are projective. 
Moreover, a direct sum of projective modules is projective. 
Let ^ be a subgroup of Q • Since fH is a subalgebra of A , 
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every (7-inodule V i s a lso a £f-module which we denote by V and c a l l the 
H 
r e s t r i c t i o n o f V to H . Let be a ^^-module. Then w'^ = W A i s 
irH 
a G-module, where the G-action i s defined as (w O a)g = w ® ag . \P i s 
said to be induced from f/ t o G (or to i4 ) . I f Y i s an IF -bas i s o f 
V 
^ , and r a ( r i g h t ) transversal of E in G ^ then {y % t\ y 6 t 6 D 
Q 
i s an IF^-basis o f f/ . I f J i s a ^^-generating set o f J^  , Y may also 
Q 
be regarded as a G-generating set of . I f the dimension of J/ i s r , 
obviously the dimension of i s r times the index of E in G . 
( 2 . 2 . 6 ) REMARK. Let G. be a c y c l i c subgroup of G^  . In ¥G. , l e t t. 'V % % 
be the sum of a l l d i s t inc t elements o f G. \ then T. , the subspace 
spanned by t. , i s a t r i v i a l i rreduc ib le G'.-module. I f T. i s a 
transversal o f G. in G , the subspace spanned by {t.a: : a: € F. } i s 
Q 
isomorphic to T. . This c r i t e r i on w i l l be used in Chapter 3. 
The fo l lowing are some of the consequences o f the above d e f i n i t i o n s . 
( 2 . 2 . 7 ) LEMMA. Let E be a subgroup of G . Then 
(i) m)^ = IPG! . and 
(ii) if W is a -projective E-module^ \P is a projective 
G-module. 
For a proof o f f t j , see ( [ 2 ] , Theorem (12 .14 ) , p. 67) . For a proof o f 
(ii) , l e t W' be a ^f-module such that ® i s a f ree ^f-module (s ince 
W i s p r o j e c t i v e , W' always e x i s t s ) . Then by ( [ 2 ] , Theorem 12.12, p. 54) 
iW @ W)'^ ® . By (i) above, {W @ W i s a f ree G-module, and 
Q 
SO W must be projective. 
We shal l assume fami l iar i ty with Mackey's subgroup theorem ( f o r example, 
[ 2 ] , Theorem ( 4 4 . 2 ) , p. 324), as well as some other resul ts on induced 
18 
modules. 
Next we state a few other results we shall need 
(2.2.8) SCHANUEL'S LEMMA. Let 
0 t/ -> P V 0 
and 
be two short exact sequences of modules. Suppose that there exist 
homomorphisms 
f^ : P P^ and g^ : P^ P 
suoh that f = f^g and g = g^f . Then 
U ^F @ U^ . 
For a proof, see ([5], Lemma 11, p. 152). 
Note. If P and P^ ^ are projective, f^ and g^ always exist. 
(2.2.9) PROPOSITION (Heller [8]). Let 
be an exact sequence of modulesj where P is projective. Suppose 
U = U^ @ U^ ^  V = V^ ^  where U^, V^ are projective^ and i/^, F^ are 
nonprojective and do not contain a projective direct summand. Then U^ is 
indecomposable if and only if V^ is indecomposable. 
Finally let (7 be a p-group. It is well known for example ([2], 
Theorem (27.28), p. 189) that (p (iFpC] , is the unique maximal submodule of 
W G and aflF G^ ) is the unique minimal submodule of IF . Moreover everv 
. ' P P irreducible IF G'-module is isomorphic to the trivial module IF 
P p Consequently, 
is the unique principal indecomposable module. As 
is the unique minimal submodule of \F^ G we have 
(2.2.10) COROLLARY. If G is a p-group, every ¥^G-module isomorphic to 
a submodule of W^G is indecomposable. 
The details of the following result will be omitted. 
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( 2 . 2 . 1 1 ) LEMMA. L&t G be a p-group^ and Y = {y^, y^, ..., y^] he a 
generating set of an ¥^G-module V . Then the following statements are 
equivalent: 
(i) Y is a minimal generating set of V ; 
(ii) no proper subset of Y generates V ; 
(Hi) the dimension of F|(pF is r ^ and { (w.+cpF); y. ^ Y] 
is an IF -basis of F cpF . p 
Apart from the results of this chapter, we shall also need some results 
which will be introduced as the need arises. 
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CHAPTER 3 
RELATIVE RELATION MODULES AND ASSOCIATED EXACT SEQUENCES 
In this chapter, we introduce the concept of 'relative relation' 
modules, and establish a number of exact sequences associated with these 
modules. These exact sequences will play a central role throughout the rest 
of the thesis. The notation and terminology, as well as the results, of 
this chapter will be used repeatedly in the remaining chapters. 
The chapter is divided into three sections. In the first section, 3.1, 
we define our notation and the concept of relative relation modules, and 
record a number of elementary results. In Section 3.2, we describe a short 
exact sequence for relation and relative relation modules, which plays a 
vital role for the other results of this thesis. The exact sequence of 
Section 3.2 is used in Section 3.3, where a number of other important exact 
sequences are established. 
It is perhaps worth mentioning again that knowledge of [3], where the 
subject of relation modules and the theme of this thesis originates, is 
essential. Some knowledge of [6] (mainly Lecture 2 which contains an 
account of [3]) is also required. 
3.1 Concept of relative relation modules 
For the remainder of this chapter, G will be a (fixed) finite group 
of order n , and | A | = d > 2 } a (fixed) generating set of 
G , where ^ = {1, 2, ..., d} . Corresponding to i € A , let G. be the 
U 
cyclic subgroup generated by g'. , and n. the order of G. . Let be 
a cyclic group of order n^ generated by e^, = | \ E^ , the free product 
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of the ^^ i i € A ; and F a f ree group o f rank d , f r ee ly generated by 
[ f ^ , i ^ A} . 
Let 7T be the natural epimorphism o f F onto G determined by the 
mapping / • 9'• , i ^ A and the epimorphism o f E onto G 
determined by e. g. . Let i? and S be the kernels o f TT and ijj , 
r e spec t ive ly . Then 
( 3 . 1 . 1 ) 
and 
( 3 . 1 . 2 ) 
are short exact sequences. 
( 3 . 1 . 1 ) i s a lso ca l led a f ree presentation o f G , and R a re lat ion 
group. By a wel l known result o f 0. Schreier , i? i s a f ree group and i t s 
rank i s given by the formula 
( 3 . 1 . 3 ) r(i?) = n ( ( i - l ) + 1 . 
By ( [ 1 2 ] , Corollary 4 . 9 . 2 , p. 243) S i s a lso a f ree group. 
Let p be a prime. Denote 
R = R/R' , R = R/R'IF = R/pR , 
and 
S = S/S' , S = S/S 'S^ = S/pS . 
A 
As usual we sha l l regard R, S as Z-modules, and R, S as IF^-modules. 
De f ine 
TT F/R'^ ^ G 
such that [fR'-I^]^ = / T T , f o r a l l f ^ F ; and 
ijj : E/S'S^ G 
such that [eS'S^]^ = eip , f o r a l l e ^ E . Clearly TT , ^ are 
_ A A epimorphisms, and Ker IT = R , Ker tj^  = 5 . Thus 
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(3.1.4) 0 ^  R ^ F/R'lP G ^  1 , 
and 
(3.1.5) 0 ^  S E/S'^ ^ G 1 
are exact sequences (of groups). 
For elements g ^ G , vR'lF ^ R , define 
(3.1.6) [rR'l?]g = [fR'lfy^TR'lffR'lF = [f\f]R'lF , 
where (/i?'it^ )TT = g . This defines a {^ -action on R . Similarly, 
(3.1.7) [sS'^]g = [eS'^y^sS'^eS'S^ , 
where (eS 'SP] ^  = g , defines a (^ -action on S . 
Thus R and 5 may be regarded as IF^ (7-modules. Similarly R and S 
may also be regarded as ZG-modules. 
R is called the relation module determined by TT , or (3.1.1), and R the 
relation module modulo p . S will be called the relative relation module 
/s determined by ij; , or (3.1.2), and S the relative relation module modulo p . 
Choosing different generating sets of G , many relation and relative 
relation modules (modulo p ) may be obtained. Relation modules modulo p 
have been completely described by Gaschutz [3], whose main results will be 
stated as the need arises. The aim of this thesis is to study relative 
relation modules modulo p . 
In the rest of the thesis, we shall only deal with relation and 
relative relation modules modulo p ; for our convenience, reference to p 
will be dropped. 
In the remainder of this section we describe certain mappings, which 
will be used in the next section. 
Let (}) be the natural epimorphism of F onto E determined by the 
mapping f.^e., i € A , and let Q be the kernel of <p . Then 
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(3.1.8) 
is an exact sequence. Clearly, IT = # , where TT and ip are the 
homomorphisms defined in (3.1.1) and (3.1.2), respectively. Moreover, 
Q because QTT = Q<p\p = {l}i|j = {l} . We claim that i?4) = 5 . Since 
i?# = }?7T = {l} , i?(l) c Ker ij; = 5 . For the other inclusion, let x e S . 
Since (f) is onto, there exists f i F such that Then 
1 = = = /IT , and so f ^ R . Hence the claim follows. In other 
words, if 9 is the restriction of (j) to i? , 
(3.1.9) 
is an exact sequence. 
Let 
Z : F F/R'IF 
and 
E/S 'S^ 
be the natural epimorphisms. Then the product (()K is an epimorphism of F 
onto E/S'^ . Clearly, = S'S^ ; and so, Ker e c Ker (pK . 
Therefore, there exists a homomorphism 
(p' : F/R'fF ^ E/S 'S^ 
such that e(p' = (pK . Moreover (j)' is onto, because both (f) and K are 
onto. 
Let Q = QB'R^/R'J^ . Since QB'H^ is a normal subgroup of F , Q 
is a normal subgroup of F/R'IF . We claim that Q = Ker (P' . Clearly 
Q c Ker (p ' . For the other inclusion, let x € Ker (p' .• Then x = fR'if , 
for some f € F - Then S'S^ = x<p' = fe<p' = f<pK = (.f<p)S'S^ , and so 
f<p i S'^ . Since = S'S^ , there exists an element y R'lF such 
that y^ = f<p . But then (j) = f(p(y(p)~^ = 1 , and so fy~^ ^ Q . 
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Therefore / i s an element o f QR'lf , and so x ^ Q . Hence the claim 
f o l l o w s . In other words, we have shown that 
( 3 . 1 . 1 0 ) 0 Q ^ F/R'IP E/S'S^ ^ 1 
i s an exact sequence. (Note that Q i s contained in R . ) 
We conclude th is sec t ion with the fo l lowing 
( 3 . 1 . 1 1 ) LEMMA. Let S' he the restriction of to R . Then 
( 3 . 1 . 1 2 ) 0 Q R S 0 
is an exact sequence of G-modules. 
Proof. Clearly tt = (|)'i/T , where tt and ip are the homomorphisms defined 
in (3.1.1+) and ( 3 . 1 . 5 ) r espec t ive ly . The claim that (3 .1 .12 ) i s exact 
fo l lows in the same way as f o r ( 3 . 1 . 9 ) . We only show that 6 i s a 
(7-homomorphism. Let x be an element o f R , and g an element o f G . 
By ( 3 . 1 . 6 ) , xg = y'^xy , where y i s an element o f F/R'iF such that 
y^ = g . By ( 3 . 1 . 7 ) , 
{xg)%' = {f^xy]Q' = {yQ')~^x%'yQ' = 
= (,xQ')g (because = y^ zz g) , 
and so 9 ' i s a (7-homomorphism. 
3.2 Relationship between r e l a t i o n and r e l a t i v e r e l a t i o n modules 
Continuing our discussion o f the last s e c t i o n , we now describe Q . 
n . 
Let C be the subgroup of F generated by , t € A ; that i s , 
n. 
C = i ^ A) . 
Clearly C c Ker (p = Q . Moreover, Q i s the normal closure o f C in F , 
that i s . 
Let 
Q. -- f ^ F , i ^ a) 
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C = i f ^ R ' ^ , i ^ A) . 
IS an Then, clearly, Q is the normal closure of C in F/R'R . As Q 
IF^ (7-inodule, C may be regarded as an gene rating set of Q . 
Let y be the wreath product of F/F'F^ by G (see Definition 
(2.1.1)). As the base group S of f/ is abelian, we define 
(3.2.1) Hg')g = Hg'g) 
(so as to correspond to the conjugation in B by the elements of G , given 
by (2.1.2)). Accordingly, the product of elements of W is given by 
(3.2.2) ib, g){b\ g') = (bg'+b', gg') . 
In view of (3.2.1), B will be regarded as an IF^ G^ -module. Clearly 
'f'F'B^ig); i ^ A, g ^ g\ is an IF„-basis of B . By (3.2.1), 
I J P 
f.F'F^iDg = f.F'F^{g) , therefore i € aI is an IF^ ?^-gene rating 
V J c 
set of B . In fact this is a free generating set because each f .F'B^ig) 
has a unique expression in B . Thus B is a free module of rank d . To 
simplify the notation, we write 
b. = f.F'/(l) , and B = © b.fG . 
^=l 
% p 
Let 
n \ F/R'lP W 
be the embedding of Smel'kin's theorem (2.1.3). Then 
= [f.F'F^ii), f.TT 
= (2?., , for all i i A 
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Clearly c B . Therefore n restricted to R is an embedding of B 
into B . Moreover this restriction is a G^ -hoinoinorphisni. 
By (3.2.2) 
n, 
f/R'l^ n = 
n. n. 
b. 
n.-l-
+ ... , 1 
which is an element of B . Let 
t. = b. ^ ^ 
n.-l-
1 + g^ + ... + + ... + ^ ^^ , 1 
As Q is a submodule of R generated by if^R'Fp, i ^ k\ , Qr\ is a 
submodule of B generated by {t., i ^ A} , that is 
On = (t.g-, g ^ G, i ^ K) . u 
Corresponding to i ^ A , let T^ be the subspace spanned by t^ . Then, 
if g ^ G^ , 
t .g = b. 
n.-l^ 
1 + + . . . 
n.-l 
1 + ^ ^ + ... ^ g ^ 
= . % 
Therefore T. is a trivial (irreducible) G^  .-module. We claim that 
on S © r. . 
i--l ^ 
Corresponding to i € A , let T. be a (fixed) right transversal of 
Gj in G . Clearly, for g G , t^.g = t^x^ , where .x^. is the chosen 
representative of g . Therefore 
QD = < i i h, x^ i . 
If 7. = < t .a:., a;. € r . > , by Remark (2.2.6), V. may be regarded as fi , 
and so the claim follows. Then 
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Q ^ On ^  @ T. , 
• u ^=l 
because n is an embedding. 
In view of (3.1.12), our discussion so far may be summarised by 
(3.2.3) PROPOSITION. For i ^A, let T. he a trivial irreducible 
IF G.-module. Then 
P 
(3.2.4) •P. 0 ® T. ^  R • , ^ ^=l 
e' > 5 0 
is an exaot sequence of G-modules. 
(3.2.5) COROLLARY. The dimension of S is given hy the formula 
(3.2.6) dim S = nid-1) - ^ n Y IL . n. ^=l % 
+ 1 . 
Proof. We know that the rank of R is equal to the dimension of R , and 
so by the Schreier formula (3.1.3), dim R = n{d-l) + 1 . 
We also know that the dimension of T^ . is the index of G. in G , 
which is equal to n/n. . In view of (3.2.4), 
dim S - dim i? - dim ^ r © ^ 
i=l 
which gives the required formula (3.2.6). 
/V 
REMARK. The rank of S is equal to the dimension of S , and so this gives 
a formula for the rank of S . 
As mentioned earlier, the sequence (3.2.4) is crucial for the develop-
ment of other results. It has already given us the dimension of S . With 
the help of this sequence, we shall establish some more exact sequences in 
the next section. 
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3.3 Relative relation sequences 
Define 
such that 
p : - IF^  
I g = y k , k ^ IF ^ g g p 
Let g = Ker p . Then 
(3.3.1) 0 J f^G ^ 0 
is an exact sequence of (?-inodules. p is called the augmentation of , 
and J , which is a maximal submodule of W^G , is called the augmentation 
ideal of |F (? . {l-g, g ^ G} is an IF -basis and {l-a., a. € X} an IF G-p S •> s p I J J p 
generating set of ^ . The augmentation ideal of IF will be denoted by 
p % 
De fine 
G 
C. h.WG ^ g. 
such that 
[h^]^^ = [l-g-)x , for all or ^ ¥^G . 
Q 
Clearly f. is an epimorphism. Moreover T . c: Ker E. because ^ % — % 
t.r. = h. 
n . - l 
1 + ^^ + . . . ^ gy C,. = 
n.-ly 
1 + ^^ + . . . + 
= 0 . 
In fact Ker t . - T . because dim IF = dim T . + dim g. . Thus 
d „ d ^ d 
(3.3.2) © T^. ^ @ © £ 
J I' . , ^ p . , i=l i=l i=l 
is an exact sequence, where ^ restricted to each b .f G is given by S. 
p ^ 
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Next we define 
U . : b. IF ff T^. ^ ^ p ^ 
such that 
= t X , for all X G . u U p 
G Then u^ is an epimorphism. Moreover Ker U^ = because 
= [^-^-d^i = 0 , and dimlFpff = dim + dim . Thus 
^ ff ^ n ^ r (3.3.3) 0 e g. e @ ^ 0 
i=l i=l P i=l ^ 
is an exact sequence, where u restricted to each b AV G is given by u. . 
REMARK. The existence of and U- does not imply that 
IF (7 ^  • For example, if (? is a p-group, IF G is indecomposable. 
(3.3,1+) PROPOSITION (Gaschlitz [3]). Given a fvee pvesenixLtion (3.1.1)^ 
d 
(3.3.5) 0 -V e b . W G - ^ ^ ^ O 
i=l ^ 
is an exact sequence^ where tt ' is determined by the mapping b^ (l-S'^ ) , 
i ^ A . 
For a proof see ([6], Proposition 2.3, p. 7). 
(3.3.5) is called the relation sequence (modulo p ) determined by 
(3.3.1). 
Now we prove 
(3.3.6) PROPOSITION. Given an exact sequence (3.1.2)^ then 
^ G ih' (3.3.7) © g ->- 0 
i=l ^ 
is an exact sequence^ where 
X = ^  ' ^^^ i ^ k . and x^ € f G . 
J i 
NOTE. (3.3.7) will be called the relative relation sequence determined by 
(3.1.2). 
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Proof. Consider the diagram 
0 
@ T. 
i=l 
R 
e' 
-V © b.¥G 
i=l ^ P 
^=l 
IT 
a 
& 
0 
0 0 0 . 
We know that all the rows and columns, except the bottom row, of the 
above diagram are exact (see (3.2.4), (3.3.2) and (3.3.S)). Since 
d 
Ker 5 = ® T^. R Ker tt ' , there exists a homomorphism 
^=1 
i=l 
such that TT' = ^ip' . Moreover, is onto because tt ' is onto. 
Clearly ip' is the same as described in the statement of Proposition 
(3.3.5). By the definition of ip' the square @ is commutative, and so the 
commutativity of [2] and U follows. Then 
d . 
Ker e' = © T . = Ker ^ , 
i=l 
and so there exists a homomorphism 
V : S ^ @ 
G © ^ 
such that e'v = ip' ' In this way the square 0 is also commutative, and so 
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the required result follows by the 3 X 3 lemma. 
Next we define 
d 
A : e b.¥ G -^W G 
-^P P 
such that 
Z .a;. X = Z , for all i € A and x. i f G . 
\i ^ i ^ ^ p 
Clearly X is an epimorphism and its kernel, which we denote by L , is a 
free module of rank d - 1 . Thus 
(3.3.8) ^ X • 0 b .¥ G W G Q 
"-P P 
is an exact sequence. 
Finally, consider the diagram 
0 0 
d 
0 > © 4 ^=l 
d 
r . 0 
y 
e b.Fo 
^=l ^ 
u 
[1 
X 
0 M © y • IF, p 0 
0 0 0 . 
We know that the top two rows (sequences (3.3.7) and (3.3.8)) and the right 
two columns (sequences (3.3.1) and (3.3.3)) are exact. Moreover, the 
squares 
Let 
^ and are commutative. 
X = y kg, where k € IF 
glG r 9 P 
Then, for i 6 A , 
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- I K - 1 
g^G g^G 9 
= 0 
Therefore, for a = V bAi-g ^x. , i ^ A , x. ^ WG, aXp = 0 , and so 
^^ t' u* u u ID 
a € Ker Xp . That is Ker U ^  Ker Xp , and so there exists a homomorphism 
d ^ 
e : ® IF ^ "P 
such that = Xp . Moreover, 3 is onto because both X and p are 
onto. Denote by M , the kernel of 3 • Then the bottom row of the above 
diagram is exact. Let y be the restriction of O to L . Then the 
commutativity of is obvious, and so by the 3 X 3 lemma, the above 
diagram is commutative with all rows and columns exact. In other words, we 
have proved 
(3.3.9) PROPOSITION. Let L he a free W^G-module of rank d - i . Then 
(3.3.10) 
Li 
0 ^S ^ L 0 T^. IF 
i=l 
•is an exact sequence^ where 3 and y are as defined above. 
As an immediate consequence of the above proposition, S is embedded 
in a free module of rank d - 1 . It is perhaps appropriate to mention that 
an embedding of S into a free module of rank a - 1 can also be achieved 
by using a result of Smel'kin (other than Theorem (2.1.3) above) given in 
[16]. 
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CHAPTER 4 
STRUCTURE OF RELATIVE RELATION MODULES 
As we have already mentioned, the notation of Chapter 3 will be used 
throughout the rest of the thesis. It may be stressed that p will always 
be a fixed prime. Moreover, a relation module and a relative relation 
module, whenever used in the same context, will necessarily correspond to 
the same generating set X of G . Unless otherwise stated, a module or a 
(7-module will always mean an IF^ (?-module. 
Gaschutz [3] has completely described the structure of relation modules 
in terms of projective and nonprojective direct summands. If p is coprime 
to n (the order of G ), that is, if R is completely reducible, i? is 
isomorphic to the sum of IF^  and a free module of rank d - 1 . If p is 
/s 
noncoprime to n , R is a direct sum of a projective (possibly zero) and a 
uniquely determined nonprojective, nonzero and indecomposable module (see 
Proposition (4.2.3) below). 
In this chapter we attempt to describe relative relation modules in 
terms of projective and nonprojective direct summands. The coprime case is 
easy to deal with, as the modules are completely reducible; a 
characterisation (Proposition (4.1.2)) is given below. The noncoprime case 
is a complicated one, as the familiar tools, which enable us to 
describe relation modules, do not always enable us to describe relative 
relation modules. A suitable characterisation of relative relation modules 
in the noncoprime case remains unknown; however there are some cases where 
these modules can be described in a reasonable way. 
The chapter is divided into two sections. The first section deals with 
the coprime case, and the second with the noncoprime case. 
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4.1 The coprime case 
( 4 . 1 . 1 ) THEOREM (Gaschutz [ 3 ] ) . Let R he the relation module 
determined, by the sequence ( 3 . 1 . 1 ) . Then 
d-1 
R ® b.\FG @f . 
i = l ^ P P 
This comes immediately by an appl ication o f Maschke's theorem to the 
re lat ion sequence ( 3 . 3 . 5 ) . 
The fo l lowing result characterises the re lat ive re lat ion modules. 
( 4 . 1 . 2 ) PROPOSITION. Let S be the relative relation module determined 
by the sequence (3.1.2). Then 
^ G 5 ® ^ ^ @ ^ . 
(ii) S ® T. ^R ^ and 
i=l ^ 
(Hi) S @ U @ J where U is the sum of all nontrivial 
Q 
irreducible submodules of T. j for any (fixed) j € A . 
J 
Proof. (i) and (ii) fo l low by applying Maschke's theorem to the re lat ive 
re lat ion sequence ( 3 . 3 . 7 ) and the sequence ( 3 . 2 . 4 ) . For (Hi), c lear ly 
IF © © - ® J ? = IF = IF„ © £ , 
y tl d J tr Ir 
and so the Krull Schmidt theorem gives 
£ ^^  f/ © 4 • 
Then the resul t fo l lows by (i) above. 
(4.1.3) COROLLARY. S does not contain any trivial irreducible submodules. 
Q 
Proof. Since none o f the ^ j i ^ A , contains any t r i v i a l i rreducib le 
modules, the resul t fo l lows by ( 4 . 1 . 2 ) (Hi). 
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Proposition ( 4 . 1 . 2 ) reduces "the task o f obtaining an unrefinable 
Q decomposition o f S to the study o f i rreducib le submodules of T. , or 
Q 
those o f ^ . We sha l l return to these and other matters in Chapter 6, 
/ s 
where we shal l give a c r i t e r i on f o r an unrefinable decomposition of S . 
4.2 The noncoprime case 
( 4 . 2 . 1 ) DEFINITION. Let F be a module. Given an unrefinable 
( d i r e c t ) decomposition of Y , l e t P(F) be the sum o f a l l pro jec t ive 
indecomposable summands o f V , and N(V) the sum of a l l nonprojective 
indecomposable summands o f 7 . By the Krull Schmidt theorem P(7) and 
N(V) are unique up to isomorphism. P(7) i s ca l led the pro jec t ive part of 
V , and NiV) the nonpro j e c t i v e part o f V . I f i7(F) ^ F , we say that F 
does not contain a pro jec t ive summand. 
( 4 . 2 . 2 ) HYPOTHESIS. 0 cT" F ^ IF^  0 i s an exact sequence, 
where F and W are pro jec t ive modules, Ker g = (pW and J ^ cpF . 
The fol lowing result describes re lat ion modules completely. 
( 4 . 2 . 3 ) THEOREM (Gaschiitz [ 3 ] ) . Suppose that Hypothesis ( 4 . 2 . 2 ) is 
true. Then 
d-l 
R @ V ^ J @ b . [ f G @ W , 
i=l 
and J is a nonproQeotive^ nonzero and indeoomposahle module. 
For a proo f , see ( [ 6 ] , Theorem 2 .9 , p. 9 ) ; also [ 3 ] . 
By Theorem ( 4 . 2 . 3 ) i t i s obvious that the non-project ive part of R i s 
J ; that i s , J ^ NiR) • Moreover, NiR) does not depend on the choice of 
the generating set X of G • 
I t i s perhaps not unreasonable to say that a suitable description o f 
IJiS) i s a f i r s t step to describe an unrefinable decomposition o f S . 
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/S 
A c c o r d i n g l y , we f i r s t ask whether NiS) i s always n o n z e r o . The answer i s 
n o , as shown by the f o l l o w i n g example . 
( 4 . 2 . 4 ) EXAMPLE. Let G = S^ , the symmetric group on three symbo l s ; 
r 1 2 3 
p - 2 ; and X = , where S'j = ^'2 = 1 • Then the r e l a t i v e 
r e l a t i o n sequence ( 3 . 3 . 7 ) may be w r i t t e n as 
;; G ^ G lb' 
0 ^ ^ @ =£2 £ 0 • 
I t may be v e r i f i e d t h a t has o n l y two d i s t i n c t ( n o n i s o m o r p h i c ) 
p r i n c i p a l i n d e c o m p o s a b l e s , P^ and P^ s a y , each o f dimension two. 
Moreover , one o f them, P^ s a y , i s i r r e d u c i b l e and the o t h e r , namely P^ , 
has the p r o p e r t y t h a t 
C l e a r l y 
Moreover , we have t h a t 
^ ^ ^ Pj_ © Fp and ^ ^^  P^ © P^ . 
Thus S P^ , and so S i s p r o j e c t i v e . 
As S i s a homomorphic image o f P , i t i s n a t u r a l t o ask whether 
/V A 
NiS) i s always a homomorphic image o f i7(P) . U n f o r t u n a t e l y , the answer i s 
aga in n o , as shown by the f o l l o w i n g example. 
( 4 . 2 . 5 ) EXAMPLE. Let G = S^^ , the symmetric group on f o u r s y m b o l s ; X a 
g e n e r a t i n g s e t o f G o f any two e lements o f o r d e r s two and three 
r e s p e c t i v e l y ; and p = 3 . 
We know ( s e e [ 1 5 ] , Example "IS. 5 , p . 153) t h a t FgiS^ ^ has p r e c i s e l y f o u r 
d i s t i n c t indecomposab le modules , each o f dimension t h r e e . Moreover , two o f 
the d i s t i n c t p r i n c i p a l indecomposab les are i r r e d u c i b l e and the o t h e r 
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remaining two, P^ and P^ say , have the f o l l o w i n g s t r u c t u r e : 
P2/tpP2 = t/ = = aP^ , ^ IF^  ; 
where ' U i s the unique n o n t r i v i a l , one dimensional and i r r e d u c i b l e module 
corresponding t o the p a r i t y representat ion o f S^ . Clear ly P^/aP^ tpP^  , 
with the help o f which we can e s t a b l i s h an exact sequence 
0 -> OP^ P^ ^ P ^ IF ->0 2 2 1 p 
s a t i s f y i n g a l l the cond i t i ons o f Theorem ( 4 . 2 . 3 ) . Thus N(R) OP^ , whose 
dimension i s o f course one. By formula ( 3 . 2 . 6 ) the dimension o f S i s 
f i v e . There fore , the dimension o f N(S) i s e i t h e r two or f i v e . In any 
case NiS) cannot be a homomorphic image o f N{R) . ( R E M A R K . I t may be 
v e r i f i e d that the dimension o f N(S) i s two, and P(5) i s the p r o j e c t i v e 
i r r e d u c i b l e ( p r i n c i p a l indecomposable) module corresponding t o the par i ty 
representat ion o f •) 
nCr) and NiS) are always isomorphic to each other provided that the 
given generating s e t X of G s a t i s f i e s the condi t ion o f the f o l l owing 
d e f i n i t i o n . 
( 4 . 2 . 5 ) DEFINITION. I f p does not divide n . , the order o f ^ . , 'V X' 
g . ^ X ^ p is c a l l e d semicoprime to n with respect to X . 
t' 
We adopt the convention that our usage o f semicoprime w i l l always be 
with respec t t o the given generating se t X of G • Thus, i f p i s semi-
coprime to n , by ( 2 . 2 . 7 ) (ii) the g? and the [fi , i ^ A , are 
p r o j e c t i v e . 
( 4 . 2 . 7 ) PROPOSITION. Suppose that p is semicoprime to n ^ and 
Hypothesis ( 4 . 2 . 2 ) is true. Then 
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G ^ G 
S @V @ T. ^ J @ @W , 
and J is a nonprooeativey nonzero and indeoomposable module. 
Proof. The sequence of Hypothesis (4.2.2) gives the short exact sequences 
• (i) 0 ^ J 7 7/ 0 , and 
(ii) 0 ^ 7/ f/ IFp 0 . 
An application of Schanuel's lemma (2.2.8) to sequences (3.3.1) and 
(ii) gives 
(iii) Vf ^ . 
Sequence (i) above gives us an exact sequence 
(iv) 0 ^ J ^ V @ W^G 7/ © W^G 0 . 
The relative relation sequence gives an exact sequence 
i=l 
which in view of (iii) may be rewritten as 
. ^ r 
(v) Q ^ s © Vf @¥ G ^ 0 , 
i=l ^ P 
and another application of Schanuel's lemma, this time to (iv) and (v), 
yields 
d 
S ®V '^J © 
G 
i 
i=l 
The Krull Schmidt theorem now gives the required isomorphism. The rest of 
the assertions follow in the same way as in Theorem (4.2.3) (see the proof 
of Theorem 2.9, [6], p. 9). 
REMARK. The isomorphism of Proposition (4.2.7) may also be derived from 
Theorem (4.2.3) and the sequence (3.2.4); however the above proof does 
highlight the importance of the relative relation sequence. It should be 
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mentioned that the main argument of the above proof is similar to the one 
used in the proof of Theorem 2.9 of [6]. 
By Theorem (4.2.3) and Proposition (4.2.7) we have 
(4.2.9) COROLLARY. If p is semioop^ime to n , 
N{.h NiS) . 
The semicoprime case will be studied further in Chapter 6, where a 
criterion for counting the multiplicities of principal indecomposables in S 
will be established, and some relative relation modules of SL(2, p) and 
PSL(2, p) will be described completely. 
We have already seen that may not be a homomorphic image of 
N^R) . However, the case of minimal relation and relative relation modules 
(defined below) is entirely different. 
(4.2.9) DEFINITION. If X is a minimal generating set of G , the 
corresponding relation and the relative relation modules are called minimal. 
(NOTE. For this definition, p need not divide n .) 
If G is a p-group, we know that W^G is the unique principal 
indecomposable module. Therefore, if i? is a minimal relation module of a 
p-group G , it follows that 
0 R ^  © b A? G ¥ G ¥ -»-0 
i=l P P 
satisfies all the conditions of Theorem (4.2.3), where g is the augmentation 
and f is the same as 7T' of the relation sequence. Thus R itself is a 
nonprojective and indecomposable module. If the given generating set X of 
G contains only two elements, by Proposition (3.3.9) S is embedded in 
IF (? , so by Corollary (2.2.10) S is also nonprojective and indecomposable. 
In Chapter 7 we shall prove that all minimal relative relation modules of 
p-groups are nonprojective and indecomposable. 
Coming back to the general case, we know that the nonprojective part of 
uo 
relation modules is always indecomposable and does not depend on the choice 
of the generating set X of G . The nonprojective part of a relative 
relation module can be decomposable and the nonprojective parts of relation 
modules corresponding to two different generating sets of G can be 
different, which we will see in the next chapter. Any two relation modules 
of a group G are either isomorphic to each other, or differ by a free 
module as a direct summand. An analogous result for relative relation 
modules is far from being true, which we also analyse in the next chapter. 
In general, a suitable characterisation of the nonprojective parts of 
relative relation modules, and so the structure of relative relation 
modules, remains unknown. 
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CHAPTER 5 
COMPARISON OF RELATIVE RELATION MODULES 
Throughout this chapter, let p be a fixed prime; 
= fS'^ j 1 5 i < , ~ ^ - ^ - generating sets of G ; and 
G., H. the cyclic subgroups of G generated by g., h. respectively. 
Corresponding to X^ and X^ , let R^ and R^ be the relation modules of 
G with the relation sequences 
(5.0.1) O^R^-^ @ b^ \f G — ^ J 0 
i-l 
and 
(5.0.2) 0 - ^ R ^ e 3 
^ i=l ^ P 
/N ^ and S^ and S^ the relative relation modules with the relative relation 
sequences 
(5.0.3) 0 S^ @ e. — ^ ^ O 
1 i=l ^ 
and 
a (5.0.4) ^ 
The following result comes immediately by an application of Schanuel's 
lemma (2.2.8) to the sequences (5.0.1) and (5.0.2). 
(5.0.5) PROPOSITION. Suppose that d^ > d^ and d^ - d^ = r . Then 
(i) if r = 0 , \ ; 
(ii) if r > 1 3 R^ = L y where L is a free VF^G-module 
of rank r . 
/V 
A result for S^ and S^ analogous to Proposition (5.0.5) is far from 
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being true, which we aim to analyse in this chapter. The chapter is divided 
into two sections. In the first section we choose and S^ such that 
/N /S 
the dimensions of S^ and S^ are the same, and show by means of an 
example that S^ and S^ need not be isomorphic to each other. Some of /s /V 
the cases where S.^  and S^ may be isomorphic to each other are also given 
in the first section. In the second section, considering X^ a proper 
subset of X2 > w® show that S m a y be embedded into S^ ^^d give an /V 
example to show that S^ need not decompose over S^ . Some cases where 
S^ does decompose over S^ are also given in the second section. 
5.1 The isonxDrphism question 
Throughout this section let d-^  = d^ - d and H^ = G^ . , 
^ ^ 
1 5 i 5 <i • As a result the dimensions of S^ and S,^  are necessarily the 
same. The following example shows that and S^ may not be isomorphic 
to each other. 
(5.1.1) EXAMPLE- Let G = C'^y, O^ , the direct product of two cyclic 
groups of order q , where q is an integer greater than one; and 
= ' " ' 9q = • consider the 
following two cases. 
CASE (i) • q is not divisible, by p . 
Let 
0 © -»• ^^ 0 
and 
0 -y TI® 0 
be the exact sequences analogous to (3.2.4). Since p does not divide the 
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order of G , by Maschke's theorem we have 
and 
^ A _ / \ / \ 
Suppose that S ^ ^ S ^ . Since R ^ ^ R ^ by Proposition (5.0.5), the Krull 
Schmidt theorem gives that 
Since T^ is a trivial < - m o d u l e and G is an abelian group, ^ 
acts trivially on . Similarly < 9^02 ^  acts trivially on T^ . In vi ew 
of the above isomorphism < g^) must also act trivially on T^ , and so 
must be a trivial G-module. We know that is not a trivial G-module, 
/ S / V 
therefore and S^ cannot be isomorphic to each other. 
Case (ii). p is an odd prime and p = q . 
The relative relation sequences (5.0.3) and (5.0.4) may be rewritten as 
and 
G G 
0 b o ^ @ ^ £ 0 • 
L e t a; = {b^-b^) ( l - g j ^ n d y = [b^-b^ (l-g-g) (1-^2) ' 
be generated by x and ^^ ^^ ^ Lemma (7.1.2)). Suppose that ther 
exists an IF^ff-isomorphism 6 of S^ onto S^ • Then x6 = ya , for 
a ^ \FpG . We may write a = a + a' , for some nonzero element a of IF^ 
and some element a' of g . We know that { (l-^J , [l-g^] 
some 
IS a 
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generating set of ^ ; and so, a' = [l-g^a^ + (l-g^a^ f o r some 
aj^, a^ € . Then, using the commutativity of , 
ya = ay + + . 
Let .b = . We have 
(xZ))6 = (a;6)Z? = iya)b 
= ayb + y[l-g^ba^ + ' 
Clear ly , 
1 + + • • • + 1 + ^^ + . . . + 
and 
/x 
- 1 
Therefore, using g^ = ' 
y [l-g^ba^ = 2/ = 0 (because (l-g-^lP = 0 ) . 
which i s a nonzero element of ^^ • 
Hence 
This is contrary to the assumption that 5 is an IF^6^-isomorphism. 
) - 3 
Hence 
Sj^  and can not be isomorphic. 
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Note. In case (ii) of the above example, if we suppose that p = q = 2 
then S^ and S^ are isomorphic (one dimensional) modules. However, the 
minimal relative relation modules of C^ x C^ in the coprime case need not 
be isomorphic as shown by Case (i) of the above example. 
Remark, in the above example, the mapping ^ s 
extends to an automorphism of G . This shows that S^ and S^ may not be 
isomorphic to each other even if there is an automorphism of G mapping Z^ 
onto X^ . 
S^ and S^ are projective in case (i) and nonprojective as well as 
indecomposable in case (ii) of Example (5.1.1). Case (i) is due to Maschke's 
theorem and case (ii) follows by Corollary (2.2.10) because (7 is a p-group 
and both and S^ are embedded in \F^ G (see Proposition (3.3.9)). Thus 
A 
in general the projective parts, as well as the nonprojective parts, of S^ 
and S^ need not be isomorphic to each other. 
We prove (5.1.2) PROPOSITION. Let x be a fixed element of G and suppose that 
H. = Cf: , 1 < i S d . Then S^ ^S^ . ^ ^ 1 2 
Proof. Clearly h^ = 
- G^ • Then the statement of the proposition is equivalent to the 
following two statements: 
a. X 
, 1 < i < d » for some integer a. such that 
a. 
(i) if h^ = g^'- , l^i S d \ 
(ii) ^S^^S^ if g^^ , l^i < d 
Equivalently, we prove (i) and (ii). 
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( i ) Clearly i < d . Therefore i t i s enough to show 
that the mappings and ip^  of (5 .0. 3) and (5.0.4) coincide with each 
other. Recall that 
and 
•2 = z 
^ 
• 
y. 
^ 
' ^^ p 
Clearly, 
V. 
V, = l 
= ( i - ^O • 
Therefore, 
•a.-i V. 
V. = l 
• -v 
a.-i Vj 
y. K 
y. 
Thus and coincide with each other. 
( i i ) Let r . be a ( r i gh t ) transversal of G. in G . z- ^ 
Then 
{t^, t i r^ l i s a transversal of H^ in G . We know that 
{ ( 1 - s ) , z ^ G^} i s an IF^-basis of ^ and z ^ G^ an IF^-basis 
G 
of h, . Thus {(1-3)7!;; z ^ G^i t ^ V^} i s an IF -basis of and 
1 Cj • e r^ . IS an IF^  basis of ^ . Define 
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r ^G G : h . g . = t % 
such t h a t 
I a = X a J a - z ) t ] x , 
where a^^ 6 IF^  . i t may be v e r i f i e d t h a t i s an IF^-isomorphism. To 
show t h a t i s a (^-isomorphism, l e t g be an element o f G and t an 
e lement o f V^ . Then, f o r some g^ € G^ and ^^ ^ , = 
and so 
= 
C l e a r l y , U - z ) g = ^ a . (1-2 .) , a . € IF , and 
z.^G. 3 V 
3 ^ 
so 
3 ^ J ^ 
X 
[ U - z f t ' ^ K . g . 
- 1 
Thus ^ • i s an IF (^-isomorphism. 
^ P 
[Remark, i t i s a w e l l known f a c t t h a t i s an isomorphism.) 
Next d e f i n e 
V : £ 
such t h a t 
V = X . 
I t may a l s o be v e r i f i e d t h a t U i s an |Fp(?-isoraorphism. Now c o n s i d e r 
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d r % 
0 -> © hV ^ ^ 0 
d ^ 
^ i = l ^ 
where C i s the isomorphism whose r e s t r i c t i o n to ^ i s the isomorphism 
K- defined above. Then i t fo l lows that ijj'v = ^ifi' . The existence o f an 
isomorphism o f S^ onto , namely the r e s t r i c t i on o f ^ to , i s now 
immediate. This completes the proof . 
I t i s not known whether there i s an isomorphism between S^ and S^ 
i f we only suppose that the elements o f X^ and X^ are pairwise conjugate 
to each other. However this i s true in the semicoprime case. 
( 5 . 1 . 3 ) COROLLARY. Let p be semicoprime to the order of G and suppose 
X. /s /\ 
that h. = gr , x. ^ G ^ 1 S i < d . Then S. ^ S. . 
% % J- ^ 
G , .G 
=2, ' This fol lows by Schanuel's lemma ( 2 . 2 . 8 ) as the ^ and ^ 
1 < 5 cZ , are p r o j e c t i v e . 
(5.1.4) Remark. For an isomorphism between and S^ in the semi-
coprime case, i t i s only necessary to have an isomorphism between the middle 
terms o f the sequences ( 5 . 0 . 3 ) and ( 5 . 0 . 4 ) . 
5.2 Adding generators 
Throughout this sect ion we suppose that X^ = X^ u . 
We prove 
( 5 . 2 . 1 ) PROPOSITION. S^ is a submodule of S^ and S^/S^^^. 
Proof. Let 
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F = ©^ and ^ = ^ . 
Clearly the r e s t r i c t i on of to V i s prec ise ly ip^  . Therefore, 
Ker ip^  n V = Ker ip^  , 
that i s 
n 7 = . 
Moreover, 
(^^/S j n [V/S j = [S^ n v)/S^ = S^/S^ = { o } . 
Therefore the sum of ^^^ ^^ ^ d i rect sum. Then 
(52/5J © ( F / 5 j = , 
because S^/S^ and V/S^ are submodules of (V @ W)/S^ and 
dimfs^/^J + dim(7/5J = d im ( (F© . Now 
(V © W)/S^ ^ [V/Sj © W . 
The Krul l Schmidt theorem then gives the requires result that ~ ^ ' 
( 5 .2 .2 ) COROLLARY. Suppose that, p does not divide the order of . 
Then S^^S^®^ . 
Q 
This fo l lows because ^ i s p ro j ec t i v e . 
The fo l lowing example shows that S^ need not decompose over and 
(5 .2 .3 ) EXAMPLE. For th is example, l e t p = 2 , G = C^ x C^ , 
X^ = { g^ , g^) , ^2 = {^Q, g^. g^} , where g^ = g^g^ . ' Then the r e l a t i v e 
re la t ion sequences (5 .0 .3 ) and (5 .0 .4 ) may be written as 
0 ^ © ^2=4 
and 
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We know that [= generates K g ? , 0 5 i < 2 . Clearly 
= = ' ^ = ^ i = 2 ; and s o , 
z/2 = and y^ = g^] [l^g^] + ^^ (1+^^) . Then 
"" ° ' 1 £ i < 3 , and so = , ' ^ ® subset of S^ . In 
fact J is an IF^-linearly independent s e t , and so must be a basis because 
• ^ • r 
dim S^ ' J = 3 . It is easy to check that the space spanned by , y^} 
is the unique maxinial submodule of S , and so S is indecomposable. 
Finally we prove 
(5.2.4) PROPOSITION. Suppose that g^ ^ X^ . Then S^ . 
Proof. We suppose without loss of generality that gQ - g^ ' Then 
G G G G 
= g^ . Let F = © > ^IID define • ^ ^ © SQ to be the identity 
i-1 
Q 
isomorphism of V and ri^  ^ F © ^ ^ 7 to be the epimorphism whose restriction 
Q 
to V and g^ is the identity isomorphism. Then it is easy to check that 
= rij^ij;^' and = • Now applying Schanuel's lemma to (5.0.3) and 
(5.0.4), 
The Krull Schmidt theorem then gives the required result. 
Remark. For Proposition (5.2.4), it is only necessary to assume that 
is a power of an element of X ^ . However it is not known whether 
Proposition (5.2.4) is true if we only suppose that is a conjugate of 
an element of X ^ in G . 
51 
Q 
In Proposition (5.2.4) if we suppose that G is a p-group, then ^ 
/V is nonprojective, and so the nonprojective part of S^ is isomorphic to the 
G ^ direct sum of ^ and the nonprojective part of S^ . This substantiates 
our earlier remarks that the nonprojective part of a relative relation 
module (in the nonsemicoprime case) may be decomposable. 
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CHAPTER 6 
RELATIVE RELATION MODULES IN THE SEMICOPRIME CASE 
Let Z = {g-,, i ^ a} be a generating set of G , and S the relative 
relation module of G determined by (3.1.2). Throughout this chapter we 
assume that p is semicoprime to the order of G , that is, p does not 
divide the orders of the cyclic groups G. generated by g. , i i K . 
Proposition (4.2.7) has already outlined the structure of S in terms 
of projective and nonprojective modules. Recall that the nonprojective part 
B\S) of S is isomorphic to the nonprojective part of relation 
modules, and so ^7(5) is uniquely determined and does not depend on the 
choice of X • In the first of the two sections of this chapter, we give a 
criterion for counting the multiplicities of the principal indecomposable 
summands of S • The usefulness of this criterion is shown in the second 
section, where a complete description of some relative relation modules of 
SL(2, p ) and PSL(2, p ) is given. 
6.1 Counting projective summands 
Let 7 and be |FG-modules, where IF is an arbitrary field. 
Horn iV, W) , the set of all |FG-homomorphisms of V into , is a vector 
FG 
space over IF . The dimension of this vector space, which is called the 
intertwining number of V and W , will be denoted by liV, W) . 
(6.1.1) LEMMA- 1(0 A/) = ' 
^ ^ 
Moreover3 if \FG is semi-simple^ 
7(7, = !({/, V) . 
For a proof, see ([2], Corollary (43.16), p. 320 and Exercise (43.6), 
p. 322). 
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(6.1.2) DEFINITION. Let 7 be a G-module. Then 
{v ^ V \ vg = V fov all ^ ^ G} is a G-module, which we call the fixed point 
space of V . If is a (proper) siibgroup of G , the fixed point space 
of V^ will be called the H-fixed point space of V . 
Now we prove 
(6.1.3) PROPOSITION. Let P be a pHnoipal indeaomposable W^G-module 
with P/cpP = f/ 3 r the dimension of U ^ and s the dimension of the 
G.-fixed point space of U . Then the multiplicity of P in T^. is 
G . s/I{U^ U) and the multiplicity of P in is (r-s)/liU, U) 
Proof. Let m be the multiplicity of P in T. . We claim that 
I 
(i) m = liU.U) ' 
As T . is projective, we may write 
... , 
where , 1 5 J 5 t , are principal indecomposable modules. Clearly, 
t) 
u] = U) ; 
and so 
u) -
JiU, U) , if V.&P , 
V 
, if 7. ^^  P . 
J 
Without loss of generality, we may suppose that 7^, 7^, 
are isomorphic to P . Then, by Lemma (6.1.1), 
7 , m ^ t , 
m 
I rf. u 
m 
j=i ^ 
and so. 
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J? , U m I[V.,V] m I[V.,U] 
- T o w = 
= m . 
Hence the claim fo l lows. 
Now we claim 
( i i ) I T^., V = s . 
By Nakayama's lemma ( [ 9 ] , Kapitel 5, Satz 16.6, p. 556), 
I T?, U 
^ 
Since p does not divide the order of G. , U i s completely reducible, 
1 
and so we suppose that 
UQ = T @W , 
i 
where T i s the (d i rec t ) sum of a l l t r i v i a l irreducible submodules of 
11Q , and {/ the sum of a l l nontrivial irreducible submodules of l]^ . 
i i 
Clearly T i s the G. - f ixed point space of 11 , and so the dimension of T 
must be y . Then by Lemma ( 6 . 1 . 1 ) , i[t., T) - r , because T. i s a 
t r i v i a l irreducible G^.-module. Moreover, W) = 0 , because W does "V I' 
not contain any t r i v i a l irreducible modules. Then 
I t I U - liT., U^ ] - I[T., r) 
^ 
= s , 
and so the claim fo l lows. Now the assertion that the mult ipl ic i ty of P in 
T^. i s s/I(U, U) fol lows from ( i ) and ( i i ) . 
Q 
The assertion that the mult ip l i c i ty of P in g. i s (.r-s)/IiUi U) 
fo l lows from Theorem (2 .2 .4 ) and the Krull Schmidt theorem, because 
IF ^ r ? © g? . p ^ ==z. 
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By Schur's lemma ([2], (27.3), p. 181) we have an immediate 
(6.1.M-) COROLLARY. If in addition to the assumptions of Proposition 
(5.1.3)^ IF is a splitting field for G, the multiplicity of P in T? 
L t-
P 
is s and the multiplioity of P in is r - s . 
Remark, in Proposition (6.1.3), if we suppose that p is coprime to the 
order of G then replacing P by we get the multiplicities of the 
G G irreducible submodules of and ^ . The same applies to Corollary 
(6.1.4). 
Propositions (4.2.7) and (6.1.3) provide us with a criterion for 
finding an unrefinable decomposition of S . For this, we need to calculate 
the dimensions of the G.-fixed point spaces, as well as the dimensions of 
u 
the endomorphism rings, of the irreducible modules. This is not an easy 
task in general. In cases when IF^  is a splitting field for G , the task 
is reduced to calculating the dimensions of the fixed point spaces alone, 
which may still not be easy. In order to show that the above results may be 
useful in some cases, we shall describe some of the relative relation 
modules of SL(2, p) and PSL(2, p) in the next section. 
We complete this section with the following well known result, which 
will be needed in the next section. 
(6 .1 .5 ) LEMMA. Let V be an ¥G-module, where IF is an arbitrary field. 
Theny for any extension field K of ¥ ^ the dimensions of the fixed point 
spaces of V and V^ are the same. 
Proof. Let y be a trivial irreducible |F(;-module. 
By ([2], Theorem (43.14), p. 320) the dimension of the fixed point 
space of V is equal to I{T, V) , and that of / is . By 
([2], (29.5), p. 200), 
K 
and so 
I{T, V) = J(/, / ) . 
Hence the result follows. 
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6 . 2 Some r e l a t i v e r e l a t i o n modules of SL (2 , p ) and PSL(2, p ) 
Let p be a fixed prime other than 2 and 3 , and G - SL(2, p) , 
the group of all 2 X 2 matrices over IF^  of determinant one. We know 
that G can be generated by 
= 
' 0 1 0 l' . 02 = 
-1 0 \ > .-1 1 
where 
= 90 = 
6 
h 
1 0 
0 1 
Let S be the relative relation module (modulo p ) of G corresponding to 
/s 
X = {g^, g^ . We wish to determine all indecomposable summands of 5 . To 
do so, of course, we must know the submodule structure of IF^ G . The 
following description of all irreducible IFpG'-modules was first given by 
Brauer and Nesbitt [1]. 
For an integer m greater than or equal to one, let V^ be the set of 
all homogeneous polynomials in two indeterminates, x and y say, over IF^  
of degree m - 1 - ^m ^^ ^ vector space over IF^  and 
, 0 < 7 < m-l] is an IF -basis of 7 . ^ may be regarded as a J. y ' ^  — w — ' J " p m m 
ff-module, where the G^ -action is defined by 
(6.2.1) = [a^i^+a^^yY (a^^x+a^^y) 
m-l-j 
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where 
9 = 
^11 ^12 
^21 ^22 
€ G . 
In fact {V^, l < w 5 p } is a complete set of nonisoinorphic irreducible 
G-modules. Moreover, each V^ is an absolutely irreducible module; and 
so, IF^  is a splitting field for G . For details, see ([1], Section 30); 
also ([4], (3.1)). 
We suppose that 1 5 OT 5 p} is a complete set of all non-
isomorphic principal indecomposable modules with P^/cpP^ = V^ . The Loewy 
structure of each P^ is explicitly known (for example, see [4], Section 
6), and is given below. 
(6.2.2) (i) dim P = m 
p , if m = 1 , or m = p , 
2p , otherwise; 
(ii) s , ^^P^ = OP^ = IFp = ^^ ; 
(iii) if 2 5 m 5 p-1 , 
cpP /(p^ P ^ V @ V , , 
^ m^ m p-m-r p-m+1 
(P^P ^ oP ^ V ; 
^ m m m 
(iv) Pp = . 
Now we are ready to determine the indecomposable summands of S 
A A 
First we determine the nonprojective part NK.S) of S . 
Clearly there exists an epimorphism g : P^^ IF^  such that 
Ker ^ = (pPj_ . Since 
7 ^ cpP./cp'p, 
and 
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There exists an epimorphism ^ ' ^ p 2 ^  that Ker f cz cpP^  ^  
Thus 
0 Ker f P „ P IR ^ 0 P-2 1 P 
is an exact sequence, which satisfies all the conditions of Proposition 
(4.2.7). Therefore we have 
(6.2.3) N{S) = Ker / , and dim = p + 1 . 
Now we proceed to determine the principal indecomposable summands of 
S . Our main task is to find the multiplicity of each principal 
G G indecomposable P^ in ^^ and in ^^ • i = 1, 2 and for 
m = 1, 2, ..., p , let f-{V ) denote the dimension of the (?.-fixed point (y ' TH '' 
space of F . By Corollary (6.1.4) the multiplicity of P in e. is 
772 " I 
equal to m - f.[Vj , and so our need is to find the values of f.[v ] . 
As IF need not be a splitting field for G. , let IF be an extension of P 
IF so that IF is a splitting field for G. . By Lemma (6.1.5), ( O P U U III 
is the same as the dimension of the -fixed point space of V^ , which is 
the same as the dimension of the subspace of V^ fixed by g^ . We may 
regard g. as a matrix over IF . Then, since p does not divide the order 
I" 
of G. , by Maschke's theorem we can find matrices 
a. 0 
, i = l , 2 , a.,3. CIF 
such that g. is conjugate to g. in GL(2, |F) • In fact. 
= 
0) 0" y 0' 
> dn = 3 5 (0 l-O y 
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where O) and y are fourth and sixth roots of unity, because 
o " 
det g^ = det ^^ = 1 , and 3\ ^ g\ ^ 
0 1 
We calculate the dimension of the subspace of fixed by g - which is 
Tfl 'V 
the same as ( O because g. and g. are conjugate to each other. If 
we regard i, 0 5 j 5 m-l} as an IF-basis of F^ ^ , (6.2.1) gives 
(6.2.4) - iu^)' 
and 
(6.2.5) -
Clearly the dimension of the subspace of V^ ^ fixed by g^ , and so 
' ^^ number of x^y^'^'^ fixed by g^ , which is the same as 
the number of equations (6.2.4) for which _ ^ ^ ^^ other 
words, is the number of equations (6.2.4) in which 3(m-l) - 2j 
is divisible by 4 , because to is a fourth root of unity. Similarly, 
] is the number of equations (6.2.5) in which 5(w-l) - 4j is 2 nr' 
divisible by 6 . Firstly, we have 
(6.2.6) = dim F^ = 1 . 
Next we claim 
(6.2.7) If /n is even, = 0 . 
For this we need to show that 
3(m-l) - 2J 1 and 5im-l) - 4J 1 , 
for all m and for all j . Since m is even, 3(OT-1) - 2J is odd, and 
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so can not be a multiple of 4 . For the same reason 5(m-l) - Uj can not 
be a multiple of 6 . Hence the claim follows. 
Now we come to the case when m is odd. 
Let us calculate first. Suppose that U divides m - l . 
Then 3(??2-l) - is a multiple of U , if j = 0 (mod 2) . If we suppose 
that 4 does not divide m - 1 then 3(OT-1) - 2J is a multiple of 4 
provided J = 1 (mod 2). Then in the same way as before we have 
(6.2.8) If m is odd. 
m-1 
, if 4 m-1 , 
, if . 
For odd m , we now calculate " ~ is even and so will be 
a multiple of 6 whenever it is a multiple of 3 . Therefore 
^5(;.-l)-4j ^ ^ ^ 3|5(^-1)-4J . 
We need to consider the three cases: 
(i) 3|w-l , 
(ii) z\m , and 
(iii) 3|?72+1 . 
Case (i). 3|5(m-l)-4j , if J = 0 (mod 3) . 
Case (ii). 3|5(w-l)-4j , if J = 1 (mod 3) . 
Case (iii). 3|5(OT-1)-4j , if J = 2 (mod 3) . 
The above three cases yield 
(6.2.9) If m is odd, 
m+2 , if 3 m-1 , 
m t m 
m-2 , if 3|ot+1 
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Now we come to the multiplicity of P ^ in 5 . By Proposition 
(4.2.7), 
S @ © ^ NCS) , 
where N{S) is given by (6.2.3). Denote by , the multiplicity of P^ 
in S . If a^ = m - - /jt^J ' Proposition (6.1.3), together with 
the Krull Schmidt theorem, gives 
t = m 
a ^ + 1 , if w = 1 , 
a ^ - l . i f m = p - 2 , 
a. m , otherwise. 
Using (6.2.6), (6.2.7), (6.2.8) and (6.2.9), our discussion may be 
summarised by 
(6.2.10) PROPOSITION. Let he the multiplicity of P^ in 5 , and 
I P the direct sum of I copies of P . Then mm ' ' m m 
^ P 
S = N(S) ® I P y 
m=l m m 
where Ni^) is given by (6.2.3), and 
0 y if m = 1 y 
K = m 
m y if m is even^ 
a^ - 1 y if m = p - 2 , 
^m 
J otherwise. 
where 
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a = m 
m-1 
m+x 
^ if 12\m-l , 
3 if 31^7+1 ^ 3 
m~3 , if 3\m , 3 
if 3l;7/-l , , 
m-hS , if 3|m 3 4|m-l , 
m+-7 3 if 3|w+l , . 
Now l e t H = PSL(2, p) . We know that H i s the factor group 
G/Z{G) , where the centre Z((7) o f G i s a c y c l i c subgroup of G in 
2 
fact Z{G) = < 3> , where ^ = g= g 2 • Corresponding to 
= g^ mod Z{G) , i = 1, 2 , l e t K be the relative relation module of 
/N 
H . We now describe K . 
We know that = (p - l )p (p+ l ) , and = ^ ( (p - l )p (p+ l ) ) . We also 
know that {P , P , P n' ^ } ^^ ^ complete set of nonisomorphic X. o u 
princ ipal indecomposable IF^ff-modules. Thus IF^G © V (as G -^module $) 
where V ^ @ ^P^ @ ... © (p-l)Pp_^ . By Proposition (6 .2 .10 ) , V i s 
also a summand of 5 . By the above description of N(S) i t follows that 
N i h = N i h . In fact S ^ K @ V (as G-modules) because (by ( 3 . 2 . 5 ) ) 
a i , g _ d i , X = _ ( p - i ) p ( p t i ) . ( f c i M e i ) 
= dim y . 
This may be summarised by 
(5.2.11) COROLLARY- ^ ^ © W ^  where W is the direct sum of all 
/V ^ ^ 
those principal indecomposable summands P^ of S {given by Proposition 
(6.2.10)) for which m is odd. 
A, Note. In the above description o f S we do not require s p e c i f i c generators 
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of G of order U and 6 . That is, relative relation modules of G 
corresponding to any two generators of order 4 and 6 are isomorphic. 
This is also in accordence with Remark (5.1.4-), because if g. and g. 
^ d 
G G are any two elements of order 4 , or 6 , R. = as modules. Relative 
— J 
relation modules of H corresponding to any two generators of order 2 and 
3 are also isomorphic. 
Remark. Let G be an arbitrary (finite) group, Z a normal subgroup of 
G , and H = G/ Z . Let 5 be a relative relation module of E 
/N 
corresponding to a generating set X of G , and K a relative relation 
module of H corresponding to a generating set X' of H . Suppose that /s ^ 
p (the given (fixed) prime for S and K. ) is semicoprime to the orders of 
G and ff (with respect to X and X' ), and that p does not divide the 
order of X • Then N(S) = IV(K) . Moreover, if X' = (Zx, x ^ X} , /s 
S ^ @ V (as (^-modules), where 7 is a projective module. 
A final remark is concerned with PSL(2,Z) , which we denote by E . 
We have an exact sequence 
where H = PSL(2, p) , which gives us another exact sequence 
0 K/^'-f^ ^ ^ H ^ 1 . 
We may regard E as * » gives us K/K'lP as the above 
relative relation module K of E . The above description of ^ may lead 
to some useful information about E/K'lf ; the classification of factor 
groups of E is an interesting problem in its own right, 
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CHAPTER 7 
MINIMAL RELATIVE RELATION MODULES OF p-GROUPS 
Throughout this chapter, let p be a fixed prime, G a p-group, X 
a minimal generating set of G and R, S the relation and relative 
relation modules of G corresponding to J . As a result R and S are 
minimal (see Definition (4.2.9)). 
As mentioned in Chapter 4, R is nonprojective and indecomposable. In 
this chapter we shall prove that S too is nonprojective and indecomposable. 
/v 
(Recall that if X contains only two elements, the result that S is 
nonprojective and indecomposable is a consequence of Proposition (3.3.9); 
however this result will not be needed in this chapter.) 
The nonprojectivity of ^ follows easily; it is the indecomposability 
which occupies most of the discussion. The idea is to prove that § is 
indecomposable when G is abelian and use this result to prove the 
indecomposability of S in the nonabelian case. It is perhaps desirable to 
mention that the indecomposability of S in the abelian case may be proved 
in two ways. The way which we adopt is longer but proves the result 
directly; as well it is more interesting and informative. 
This chapter is also divided into two sections. The indecomposability 
of S in the abelian case is proved in Section 7.1; the nonabelian case is 
proved in Section 7.2. The nonprojectivity of ^ (in both cases) is also 
proved in Section 7.2. 
7.1 Indecomposability in the abelian case 
T^Nrouahout thi's we. sKaW ^ a t (a is "tWc 
c L i r t c t t^rodLuct o f -H^e . T h i s h o l d s > ^c.rH'i c u l a r i-f Q is 
The relative relation sequence of G with respect to X may be 
written as 
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(7.1.1) 
where 
G 
0 5 © b ^ ^ ^ 
i=l 
d 
For the rest of this section, let A = IF G , B. = b , and B - @ B. . 
^ ^=l 
We wish to construct a minimal generating set of S , which will enable us 
to prove the indecomposability of S . For the required generating set of 
S , we need certain bases for the Loewy factors of A and B which we 
shall describe first. 
We know that irreducible ^-modules are isomorphic to the trivial 
module IF^  , and (fA is the unique maximal sub module of A . Thus 
(pi4 = ^  , and each Loewy factor of an y4-module is isomorphic to a direct sum 
of copies of IFp . Some more facts about 4-modules, which we shall need, 
are given by Lemma (2.2.11). 
Let 
Y = 
I 
d U. 
y € A \ y = TT (l-S-^ ) ^^ € 0 5 o^ 5 n^-l 
i=l 
Clearly 7 is a set of nonzero and distinct elements of A . (Note that 
n. 
(l-^^) ^  = 0 , because the order n^ of g^ is a power of p .J Since G 
is The, dir^^ct -fsroducT of (^c'^ > the 
number of elements of Y is the same as the order of G . We claim that J 
is a basis of A . For this it is sufficient to show that Y spans A . 
Let X be an arbitrary element of A . Clearly 
X = a^ + x^ , 
for some € IF and x. € . Since {l-g-, 9,- ^ is a generating set O p 1 ~ U L-
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of £ ) niay be written as 
Rewriting each a. as a sum of an element of IF and an element of e; , x ^ p ' 
may be' written as 
^ = ^ S ^'itl-^) ^ I. (l-^i) ; a. ^ IF , a.. € ^  . ) J 
Continuing in this way, x may be rewritten as 
n.-l 
+ I 
ya 
where a € IF . In this expression of x , the second sum must be zero 
t/ ir 
n. 
because k = i for some i € A = {l, 2, .. . , d} , and ^ = 0 . 
Therefore 
a; = Z ot, V , 
€7 
and so the claim follows. 
Now we describe the desired bases for the- Loewy factors of A . For an 
d U. d t element y of Y given as y = ] f (l-^-) j define Y, 
i = l i=l 
length of y . Let Z- = ^ ("-"l) • Clearly the length of an arbitrary 
i=l 
element of 1 ranges from 0 to I . Corresponding to k , 0 < k < I , 
let be the set of all elements of Y of length k . Clearly each Y^ 
is nonempty and Y is the disjoint union of the Y. , 0 S k < I . (Note 
that YQ = {1} , and Y^ = 
d n.-l 
T ^ Let M., be the IF -space K p 
spanned by Y^ u v ... u Y^ . As above, it is easy to check that M^ 
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is a submodule of A . Moreover Y^ n M^^^ = 0 . We claim that M^ = (^A 
Clearly M^ = = A . Suppose that = J^'^A , 1 < k < I . Then 
cp A/M^ = . Clearly, for all g^ ^ X and. x i A , 
^(l-S'^) ^ ' Therefore G acts trivially on iJ^'^A/M^ , and so 
(p A M^ . For the other inclusion, let x € M^ . Clearly 
^ = Z yA^-s'd'^i.- > 
k-1 
for some y. € Y and a.. ^ A . Then 2/. C (p A \ and so, for all i 
u K —X I'J 1, 
and J , 
A (i-^J = y,- fi-^J + / A = A , 
k-1 k k 
because G acts trivially on (p A/i\> A . Therefore cc ^ cp i4 , and so 
k k 
M^ A . Thus A/^  = (p i4 , and hence the claim follows by induction. 
Now, clearly, Y^ is a generating set of (p A . Therefore 
< IJ 
In fact this is an equality because 
dim ^ = |y| = t \ h 
{ k*' \ k k+1 
Thus <y+(p A^ y ^ yA is a basis of cp i4/ip A . Equivalently (Lemma 
(2.2.11)), Y^ is a minimal generating set of cp /I . 
For a fixed i ^ A , let 
Z^ = {z \ z = y € 7, [l-g^]y f o} . 
n . - l 
Clearly [ ^ - g A y = 0 if and only if y - [l-g.]^ y' for some y' i Y \ 
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the number of such in Y i s exactly n /n . , where n = |y 
Therefore 
Z = dim B. . n. % 
Define the length of an element b.(l-g.]y o f Z^ to be the same as the 
length o f the element {l-g^y of Y , and z j the set of a l l elements of 
Z^ of length k . (Note that the length of an arbitrary element of Z'^  
ranges from 1 to I As be fore , i t may be shown that Z^ i s a basis of 
B^ and Z^ i s a minimal generating set of cp^  B^^  . Let 
d . d . 
Z = U Z , and Z, = U ZT . 
i = l i = l ^ 
Then, in view of Lemma (2 .2 .1 ) (Hi), Z i s a basis of B and Z^ i s a 
k-1 
minimal generating set o f cp B . 
Remark. The Loewy length o f A i s equal to 1+1 and the Loewy length 
d of B i s Z , where ^ = Z (^ ' " l ) • 
i = l 
Now we prove 
( 7 .1 .2 ) LEMMA. Let 
^ " ^ho I ho " ; J ^ A, ^ < j } . 
/N 
Then T is a minimal generating set of S . 
(Note that \T\ = HD(D-L) •) /N 
Proof. We f i r s t show that T generates S . Let V be the module 
generated by T . Clearly Vijj' = {0} , where ij;' i s the epimorphism of /s 
( 7 . 1 . 1 ) . Therefore V ^ S . For the other inclusion, i t i s s u f f i c i e n t to 
show that an arbitrary element o f S may be expressed as a sum of an 
k I element o f V and an element o f ( p 5 , 0 < k < I , because cp 5 = {o} . 
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This we show by induction on k . The r e su l t i s t r i v i a l l y true f o r k = 0 . 
Le t X be an element o f S . For a f i x e d fe , 0 < k S 1-1 , suppose that 
h 
X = V + x' ; V ^ V , x' ^ (p B . 
We want t o show that x may a lso be expressed as a sum of an element of V 
k+1 
and an element o f (p B . x' may be expressed as an i4- l inear combination 
o f the elements o f » "the given generat ing se t o f cp S ; that i s 
= Z a ^ ^ I ^d^^-^d^H/x, ' 
A, 1 1 A i d a 
1 d 
where y . ^ Y and a, ^ A . Rewrit ing each a, as a sum of an element 
I K . A. A. 
kW. o f IF^ and an element o f ^ , f o r some € cp S , x ' may be expressed as 
X - Xq + x^ , 
where 
A^ 1 1 A^ d d 
a^ € IF . C l ea r l y , in the expression o f x^ , the elements (l-g'.lzy , 
\ P ^ 
i ^ A , belong t o ; however these elements need not be d i s t i n c t , f o r /Ct-L 
example {l-g.]y, = [l-g.)y, i f and only i f y = [l-g.]y and 
y^ = [ l - g ^ ] y f o r some y ^ Y^ . I f 
3 
l e t 
^ ^ J 
J 
r' V "s s 
Then may be expressed as 
= ^ ^x^x ' 
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where the x^ are d i s t i n c t elements of 
^ k+1 
Then 
where . 
Clear ly 
•z- J r s 
0 = xip^ = vrp' + x'lp' = x'lp' 
= x^lp' + X^ll)' , 
and 
Therefore 
f k+1 ^ k+1 [cp c cp ^ ( in f a c t t h i s i s an e q u a l i t y ) . 
k+1 
9 M = (x^ip'+x^^'] + = x^ip' + 
k+1 
k+1 
because x^ip' € cp £ . Since the x^ are d i s t i n c t elements of > 
each must be zero. Therefore 
and so 
^ J r 
which i s an element of V . Thus x^ ^ V . We have shown t h a t 
k+l X = V + XQ + x^ = Vj^ + Xj^ , Vj^ ^ V , Xj^ ^ (f) B . 
By induction a; € 7 , and so S'(zV. Hence F = 5 . 
To complete the proof , we now e s t a b l i s h the minimality of T . In 
view of Lemma ( 2 . 2 . 1 1 ) , we only need to show t h a t no proper siibset of T 
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generates S . On the contrary suppose that T is not minimal. Then an 
element of T may be expressed as an .4-linear combination of the rest of 
the elements of T . That is, 
= X , say. 
Then 
Note that [l-g.] , ^ ji'^'Qj] ; J ^ A, i < j} is a set of 
distinct elements of Z^ , the given minimal generating set of cpS . 
Therefore (^"S'y) ' which is an element of Z^ ' 4-linear 
combination of the rest of the elements of Z^ . It means that is not 
2 2 
a minimal generating set of cpB , which is a contradiction. Therefore T 
is a minimal generating set of S . 
Remark. Using T , bases for the Loewy factors of S may be constructed. 
It follows that the Loewy length of S is one less than that of S (or two 
less than that of A ). Moreover, dimCa^) = d - 1 , and so S can not be 
embedded in a free (J-module of rank d - 2 [we already know (Proposition 
(3.3.9)) that S can be embedded in a free module of rank d - l] . 
Next let 
C = c. . c.. = [b -b) I I (1-^1 3 ^ A, i < j 
A=1 
Then 
C\ = hdid-1) . 
("In fact C is a subset of aS and a suitable subset of C , for example 
/s ^ 
{c^^i 1 < i S d-l\ , is a basis of oS .] 
We prove 
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(7.1.3) LEMMA. Let V he a submodule of S . Suppose that 
dimf (F-Kp5)/(p5) = r , 
where 0 < r < hd{d-l) . Then V contains at least v elements of C . 
Proof. If r = 0 , there is nothing to prove; so suppose that r > 0 . We 
may choose a set {v^ \ V^ V, 1 < m < v] such that [v^-^S, l < m < v 
is a basis of (F+(p5)/cp5 . As ff is a (minimal) generating set of S , 
each V ^ may be written as 
y = Z o. . .t. . + w . 
t er ^^ 
ij 
where a • • € IF and w ^ (p5 . Clearly, in the expression of each v , at 
OTi-j p rn 
least one a . . must be nonzero. Also, at least v of the t . . for which 
a .. are nonzero must be distinct. Suppose that a .. ^ 0 , and let 
TnuQ Tftl-Q 
d o. 
!/ = T T (i-ff,) ' 
where 
A=1 
n ^ - 2 , if \ - i or A = J , 
n ^ - 1 , otherwise. 
Then 
d n^-1 
X=1 
= a . .a. . ; rm-o 
and so, 
[a ..] - o.. ^ V . 
Since at least v of the t . . are distinct, F contains at least .r 
•z-J 
distinct elements a . , of C . This completes the proof. 
(7.1.U) PROPOSITION. S is indscomposable. 
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Proof. Suppose that 
S = , 
and 
din,(F^/cpy^) = r. , i = 1, 2 . 
We know that T is a minimal generating set of S , and |T| = hd(d-l) . 
Therefore, by Lemmas (2.2.1) (Hi) and (2.2.11), 
dim(5/(p5) = hd{d-l) = + r^ . 
Since F./cp^ ,- = ^ = (^ .--Hp^ )/(p5 , V. contains a set C. of at 
least V. elements of C by Lemma (7.1.3). In view of the above 
decomposition, C. must contain precisely r. elements. In fact t- t 
C = C^^ C^ , and C^ n = 0 . 
We pick the element , of C and suppose without loss of generality la 
that G-, J (i Cn • Then we claim that C c F, • Clearly la 1 — 1 
^Id = f^ed ' 1 < ^  < ^  • 
There are four possibilities, namely: 
^ir "kd ^ ^2 ' 
(iii) a^^ € F^ , c^^ ^ V^ ; 
We establish (i) by eliminating the rest. Suppose that (ii) is true. 
Then c-, , € F^ , which is a contradiction; so (ii) is not true. Suppose la 2 
that (iii) is true. Then c^^ = o^^ - o ^ , and so c^^ i V^ . This is 
also a contradiction. Similarly (iv) is not true. Thus c^^, c^, c^^ , 
1 < k ^ d , are elements of F^ . Using the above method, we may show that 
the other elements of C also belong to V^ , nevertheless the result 
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follows because the elements of C are linear combinations of the elements 
of C* = 1 < i < d-l] . TTnus C c , and so v^ = 0 . That is, 
V^ = cpF^  ; so = {0} . Therefore F = , and hence V is 
indecomposable. 
Remark. in the above proof, using the fact that C* is a basis of oS , we 
could conclude that aS = OV^ , and thereby complete the proof. 
7.2 Nonprojectivity and indecomposability in the general case 
In this section we return to the situation where G is possibly non 
elemerrhxrv^  ^ 
^abelian, and prove that S is indecomposable. 
The sequence (3.3.10) is of great help, yielding the following two 
short exact sequences: 
^ r R (7.2.1) 0 M © T. ^  IF 0 , • "Z- P 
where 
g^G 
n.-l 1 
1 ^^ ^ = 1 ^q ^ = (l-^^) , i ^ A ; 
(7.2.2) 0 ^  S ^ L M 0 , 
where y is the same as in (3.3.10) and L is a free G-module of rank d-l. 
G G Note. Each T. is indecomposable by Corollary (2.2.10), because T. is 
embedded in IF G^  . 
P 
(7.2.3) LEMMA. 5 and M are nonpTojective and do not contain any 
projective sumnands. 
/S A 
Proof. By Proposition (3.2.3), S is a homomorphic image of R . 
Therefore, if S contains a projective summand, so does R . We know that A 
R is nonprojective and indecomposable. Therefore S is nonprojective and 
does not contain any projective summands. 
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Now suppose that M contains a pro ject ive summand. Then M , and so 
i=l ^ ' P 
@ T^ , contain as an indecomposable summand. This i s not possible 
^ C G because the indecomposable summands o f © T. are T. , and 
i = l ^ 
Q 
dim T^ < dim . Therefore M does not contain a pro ject ive summand. 
In view of ( 7 . 2 . 2 ) and Lemma ( 7 . 2 . 3 ) , Hel ler ' s Proposition ( 2 . 2 . 9 ) 
yie lds 
( 7 . 2 . 4 ) LEMMA. S is indecomposable if and only if M is indeoomposable. 
Proposition ( 7 . 1 . 4 ) y ie lds 
( 7 . 2 . 5 ) COROLLARY. If G islabelian^ M is indeoomposable. 
The idea i s to prove that M i s indecomposable f o r noi^belian G . 
First we describe a generating set o f M which w i l l help us to prove the 
desired resu l t . 
( 7 . 2 . 6 ) LEMMA. Let T = {[t .-t ]•, i , u ^ A, u is fixed] . Then V is a 
"h XL' 
generating set of M . 
Proof. Let V be the module generated by T . Clearly V (Z Ker 3 = M . 
For the other inc lusion, l e t m ^ M . Since [t. •> i i K] i s a generating 
d Q 
set o f @ T. , m may be written as 
i = l ^ 
Rewriting each a^ as a sum of an element o f IF^  and an element of ^ , we 
have 
m =• m^ ^ m^ s 
where 
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and 
• , a. , € IF . 
i j ^ -z-J -z-J P 
n . 
We f irst show that OT € 7 . Since it. ( l -^ . ) = ( l -^ . ) = 0 , m may be 
^ 3 0 ' 3 2 
rewritten as 
^ 5 J 
Since each (t^-t^.) is an IF^-linear combination of the elements of T , 
m^  is an element of F . Now we show that nj^  € F . Clearly 
0 = = + m^ , and w^ B = 0 . 
Therefore 
= Z = 0 , 
and so 
J i ^ 
Thus 
'"l ^ Z O'if^i'^j) ' J » 
and so m^ i V - Hence the result follows. 
Remark- i t may be shown that r is a minimal generating set of M . In 
the abelian case, using r » a result analogous to Lemma (7.1.2) may also be 
proved, which would also give us the indecomposability of M . 
Now we prove 
(7 .2 .7) THEOREM. S is indecomposable 
Proof. Equivalently, we shall prove that M is indecomposable. In'view of 
Corollary (7 .2 .5) i t is only necessary to consider the case that G is not 
/abelian. 
77 
Let Z be a normal subgroup of G contained in , H = GtZ , and 
We know that Z is a minimal generating set of G and 2. is contained in 
, therefore J is a minimal generating set of H . Let H. be the 
cyclic subgroup of H generated by h. , and S. the trivial irreducible 
submodule of IF^ i?^  . We know that x ^ C^ is a basis of T? , where 
C. is a (right) transversal of G. in G . Let s. be the sum of all ^ 1 1 . 
distinct elements of E. , and 'C. a transversal of E. in E . Then 
s.x, X ^ €.] is a basis of . Let 
(7.2.8) 0 ® S^ IF 0 
i=l ^ P 
be the analogue of (7.2.1), so that M = N if Z = {l} . 
The idea is to prove that il/ is indecomposable for all Z , which 
would of course give us the required result. This will be proved by 
induction on e = \§(q/Z\ . For e = 1 , the result follows by Corollary 
dc-i^ errtcLr^  
(7.2.5) because Z = <^ <5 and E is^^abelian. Suppose that the result is 
true for all e less than . In other words, N is indecomposable 
for all Z other than Z = {1} . In particular, let Z be a fixed cyclic 
group of order p contained in G n Z(G) (recall that such a Z always 
exists). Accordingly, we fix E and N . By the induction hypothesis N 
is indecomposable. To complete the proof, we need to show that M is 
indecomposable. For this, we first describe a relationship between M and 
N . We need to consider the following two cases. 
Case (i) . G. r\ Z = Z . Let C. be a fixed transversal of G. in G . % % ^ -. 
Then C^ = {x \ x = Zx, x 6 is transversal of E^ in E , because 
G.Z = G. . Define ug - ug , where w ^ , g G , and g = Zg . This 
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is a G^ -action on and 
such that 
6 : T? , 
Y, a^ t^ a; 6 = 1 a^.s^.x , a^ . € IF^  , 
•x€C. x^C. % P 
is a G-isomorphism. 
Case Cii). G^ n Z = {l} . Let D^ be a complete set of (z, G^ double 
coset representatives in G . By definition 
G = U G.xZ , 
xW. % 
and 
x^ - x^ if and only if G.x^Z = G.x^Z , x^ , x^ € D. . 
We show that C. - xz\ x ^ D., z ^ Z\ is a transversal of G. in G . 
Let g G . Clearly g = g'xz for some g' i G^^ x € D^ and z ^ Z . 
For some x., x^ € D- and , ^ Z , suppose that G.x z = G-xz . 1 2 ^ 1 z tllt-^z 
Then G.x^Z = G.x.Z , and so x=x.. Thus x,z. = g"x,z^ , for ^l 1 z 1 1 " 1 z some 
g" e G^ . Then " ^ Z n G^ = {l} , and so = 
Therefore G.x.z^ = G.x^z^ if and only if a;, = x. and 2 = 2 . Hence ^ 1 1 ^ 2 2 i. Z L Z 
C. is a transversal of G. in G . Now it follows that 
'C. = {x \ X = Zx, X ^ B.} is a transversal of H. Ln H . Define a 
ff-action on S". as in Case (i) and define t 
such that 
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•x^B. 
z^Z 
^ a.t.xz X = £ a.s.x , a . ^ IF . 
x^D. % 
C l e a r l y \ i s an IF^-epimorphism; we show t h a t \ i s a l s o a 
G-homomorphism. Le t x ^ G . Then [t.xz^g = t.zxg = t.zg x z = t .x z , 
where xg - Q-^x^z^ , z^ = zz^ , ^ ^^ > ^ ^ Z . C l e a r l y 
~ 5 and x^ - Zx^ = Z^^xg- = h ^ g , where /i^ = Zg^ ^ ff^ . 
T h e r e f o r e s.x - s .xg , and so 
[[Uxz]g]\ = [Ux^z^X = = [s^x]g 
= ( ( t . a r z U l ^ . 
Hence X i s a <?-epimorphism. We wish t o f i n d t h e k e r n e l o f X . By 
Mackey ' s s i ibgroup theorem ( [ 2 ] , Theorem ( 4 4 . 2 ) , p . 3 2 4 ) , 
Z 
= e 
Z x^D. % 
[T . ® x) 
(f.nZ 
1 
S i n c e ( f . n Z ^ [G. n z ] ^ = { l } , 
. = © 
^ J z x^V. 
^ 
= © t.Ux , s a y . 
xiD. ^ 
S i n c e Z i s a c y c l i c group of o r d e r p , each t.Ux i s a f r e e IF Z-t P 
module o f r ank one and t h e Loewy s e r i e s of t.Ux i s u n i s e r i a l o f l e n g t h "V 
p , w i t h each f a c t o r a t r i v i a l i r r e d u c i b l e module. C o n s e q u e n t l y , 
(^[t.Ux] = a^~^[t.Ux] S(p(lF Z) = z , 
and so 
T^.il-z) = ® (p(t.to) = © o^~^[t.Ux] . 
x^D. xW. ^ 
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Since T? i s a G-module and Z i s central , i s also a G-module 
with t ^ ( l - s ) as i t s generator. In fac t = Ker A , because 
[t^{l-z)a)\ = 0 , f o r a l l a € W^G , and 
dim T. - dim u T^a-.) 
= dim . 
Now we are ready to associate M and N in an exact sequence. 
Without loss o f general i ty , we may suppose that 
{ l } , i f i = 1, 2, . . . , r , r 5 cf , 
G. n Z = 
1 
Define 
, i f i = r+1, ..., d 
d ^ d „ 
e : @ T . ^ @ 
i=l i = l 
Q such that 9 res tr i c ted to T. i s 
^ 
(a) the homomorphism A of Case ( i i ) , i f 1 5 i S r , 
(b) the isomorphism 6 of Case ( i ) , i f r+l < i < d . 
Let ^ be the kernel of 6 . Clearly 
= © T^.{l-z) . 
^=l 
Moreover, using the sequences ( 7 .2 .1 ) and ( 7 . 2 . 8 ) , i t i s easy to check that 
M9 = ^ and that f/ i s also the kernel of 6 restr i c ted to M . Thus 
M/W . 
The main argument of the proof i s in the following two cases. 
Case (1 ) . r < d . Since Z is. central in G , i t fol lows easi ly that 
Mil-z) i s a (?-module with T d - s ) = {yil-z), y i T} a generating s e t , 
where T = ; 1 - ^ - d-l] i s a minimal generating set of M by 
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Lemma (7.2.6). As r < d , ^ ^e have G^ n Z = Z . Then t^(l-s) = 0 , and 
so 
t.il-z) , if 1 < i < r , 
u 
1,0 , otherwise. 
Thus r(l-3) = {U(l-z), 1 < i < r} , which is also a generating set of W 
Therefore Mil-z) = W . 
Now suppose that M is decomposable, that is 
M = M' @ M" 
Then M(l-3) = M'(l-3) @ M"{l-z) (as G-modules), and so 
N '^M/W = M/M{l-z) = M'/M'{l-z) @M"/M"U-z) . 
Since N is indecomposable, one of the above summands of iV must be zero. 
Suppose without loss of generality that M' = M'd-s) . Then 
M' = M'il-zf = {0} . Hence M - M" , and so M is indecomposable. 
Case (2)• r = d . Let 
d . 
V = @ T. 
Then 
i=l 
d 
V^ = ® f e [b-Ux]] , 
^ i=l x^D. ^ 
and 
cplF^ l = = 
= © ( © 
d 
1-1 x^D. 
= © © a^ ^[t.Ux] 
•x^D. 
= (F [V ] (by Lemma (2.2.1) (iv))^ 
82 
(Note that i f ^^ regarded as G'-module, the indecomposable 
"" 1 G G-summands (up to isomorphism) o f cr (l/ 1 are T.{l-z) , i € A ; th i s 
u 'V 
f a c t w i l l be needed l a t e r in the p r o o f . ) 
Let 
i = l 
Clear ly V^ i s a f r e e Z-module o f rank k , with [t^x-, x ^ D^^ i € A} as 
a f r e e Z-generat ing s e t . Let 9 be the IF Z-epimorphism o f F onto IF Z 
P ^ P 
determined by the mapping t .x 1 , f o r a l l t .x , and l e t U be the 
kerne l o f 0 . C l ear ly , U is a f r e e Z-module o f rank k - 1 . Let p 
be the augmentation o f IF Z^ . With the epimorphism 3 o f ( 7 . 2 . 1 ) i t may be 
v e r i f i e d that 3 = 9p . Then i t f o l l ows that (M )^ Q = z , and U i s the 
kerne l o f 6 r e s t r i c t e d to M^ . That i s , M^/U = £ • In f a c t 
because i/ i s a f r e e Z-module. Then 
because (f^'^lM^) E f.^ z^) ^^^ ^^^ ( 2 . 2 . 1 ) (iv)) 
= d i m ( / " ^ i / ) + dim / ' V Q 
= ( k - l ) ( p - l ) + dim FQ 
= ( f e - l ) ( p - l ) + (p -1 ) 
= kip-1) 
= dim aP-'ivJ 
Now suppose that 
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M = M' @ M" (as C-modules) . 
Then 
By the Krul l Schmidt theorem we may suppose that M'^  i s a f r e e Z-module o f 
rank k ' and 
where U^ i s a f r e e Z-module o f rank ik-l-k') . By Lemma ( 2 . 2 . 1 ) (iv) , 
Clearly 
= {m ^ M' I = 0} . 
Moreover, f o r any m € a^'^M'^ and g i G , mg ^ because 
mg{ l -z )P~^ = = 0 . Therefore i s a G-module. 
S i m i l a r l y , 
i s a (^-module. Then 
N ^ M/W = = M' / / " ^ (M l^ 0 "^ [m'^ ] . 
Since N i s an indecomposable (^-module, one o f the f o l l owing must be 
t rue ; 
-1, ( a ) M' = [Mf] ; Z ^ ^"ZJ 
( b ) M" = M'^ = O^'^Im'^] ' 
Clear ly (a ) i s only p o s s i b l e when M' = {0 } . Therefore suppose that (b ) Z 
i s t rue . Then 
O^ [M'^] = a^" i/^ e = M'^ 
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Again t h i s i s only p o s s i b l e when U^ = {o} . Therefore 
M" = M'^ = = . 
Then, c l e a r l y , M" i s an indecomposable Z-summand of a^ = 
There fore M" must a l s o be an indecomposable (7-summand of O^ [v^] . We 
know that the indeconposable (7-summands of O^ [ v ^ are isomorphic to 
T.(,l-z) , i € A , and so dim M" = dim z) , f o r some i ^ A . We know "V % 
t h a t dim M" = p - 1 and dim T ? ( l - s ) = {p-l)\D.\ , where D. i s a 
complete s e t of [ z , G.) double coset r e p r e s e n t a t i v e s in G . Therefore 
D. must contain only one element, and so G - G.Z . Then 
and so ^ ^ <5 • This i s , of course , a 
c o n t r a d i c t i o n . Therefore M" = {o} , and hence M = M' . Thus M i s 
indecomposable. This completes the proof of the theorem. 
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CHAPTER 8 
EPILOGUE 
In this chapter we shall examine the way in which some of the results 
of previous chapters generalise for relative relation modules in the case 
when the cyclic factors of the free product E of (3.1.2) are no longer 
restricted to be the generators of G . The main reason for considering 
this generalisation separately in this chapter is that we have not been able 
to find a suitable generalisation of some of the main results of previous 
chapters (Chapter 7 in particular). 
Unless otherwise stated, we shall use the notation and definitions of 
previous chapters. Recall that, in Section 3.1, X = \g •, 1 5 i 5 <i} is a 
generating set of G , G. the cyclic group generated by g. and n. the 
order of G. . 
Throughout this chapter, let E . be a cyclic group of order m . 
generated by e . , where m. = n.k. , and let E be the free 
product of the ^^ •> 1 - - ^ • (of course, if each E^ is infinite, E 
is a free group of rank d .) Let \p be the epimorphism of E onto G 
determined by the mapping e . a . , 1 < i d , and let 
u u 
(8,1) 1 S E J t 
be the resulting short exact sequence. For a fixed prime p , let R be 
the relation module (modulo p ) determined by (3.1.1) and S the relative 
relation module (modulo p ) determined by (8.1). 
The results of Section 3.1 are still true except that here E .".and S 
are different groups from what we had there and that S in the present case 
need not be a free group. 
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In order to describe the structure of iS , we suppose without loss of 
genera l i ty that 
( a ) k^ i s f i n i t e and p does not divide k^ , if i 5 6 , 
<S 5 d ; and 
(b ) k . i s i n f i n i t e or p divides fe. , i f 6+1 < i < d . 
Let 0 ' be the epimorphism of R onto S as in (3 .1 .12) . Then the 
kernel Q of 9 ' i s the normal closure of { f ^ R ' l F , 1 S i 5 . As in 
Section 3.2, i t may be shown that ^ = © T. . Then 
i = l 
^ G B' (8.2) 0 © T. R S 0 
Ul ^ 
i s an exact sequence, a general isation of ( 3 .2 .4 ) . Now the dimension of S 
i s given by the formula 
(8. 3) dim S = n ( d - l ) -
6 
Z -
V I . , n. + 1 (n = G ) . 
In the same way as ( 3 . 3 . 7 ) , i t may be shown that 
^ G lb' 
( 8 .4 ) © j J © b - I F G ^ I ^ A - ^ O 
i=l ^ i=6+l P 
i s an exact sequence, where ip' i s the IF^G-extension of the mapping 
( l -^^l -V [l-g.] , i f 1 < t < 6 ; 
h ' ( l-0'O > i f 6+1 < i < cZ , 
'V 
Of course (8 .4 ) reduces to the re la t ion sequence (3 .3 .5 ) i f 6 = 0 , and to 
the r e l a t i v e re la t ion sequence (3 .3 .7 ) i f 5 = d . (8 .4 ) w i l l be cal led the 
r e l a t i v e re la t ion sequence determined by ( 8 .1 ) . 
/ N In the case when 6 = 0 , S being a re la t ion module can not be 
embedded in a f r ee IF (?-module of rank d - 1 (see ( 8 . 3 ) ) . However, in the 
V 
case when 6 = (i , we have a sequence (3 .3.10) in which S i s embedded in a 
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free IF^G-module of rank d - 1 . The proof of (3.3.10) does not generalise 
in the case when 0 < 6 < cZ (because the square analogous to d (in the 
proof of (3.3.10)) does not commute), and we do not know in this case 
whether there exists a sequence analogous to (3.3.10) (or even an embedding 
of S • into a free module of rank d - 1 ). 
In the coprime case S may be characterised by 
(8.5). Suppose that p is coprime to the order of G . Then 
5 d 
(i) 5 © ^ ^ ® g. ® b.¥ G , 
U l ^ i=6+l ^ P 
(ii) S ® ^ i? , and 
i = l ^ 
5 tf-i 
(iii) xf 6 < d , S ® ^. ® 2). IF C? (if 6 = d , 5 may be 
P i=l i=6+l P 
described as in (4.1.2) (iii)^ . 
(i) and (ii) follow by application of Maschke's theorem to (8.4) and (8.2), 
and (iii) follows from (i). Note that S in the coprime case contains 
exactly (i - 6 copies of the trivial module IF^  ; this follows from 
(8.5) (i). Also in this case if 6 > 1 , S is embedded in a free 
module of rank d - 1 , which also follows from (8.5) (i). 
If p divides the order of G but does not divide the orders of the 
G. , 1 < i < 6 , we say that p is semicoprime to the order of G 
(compare this with definition (4.2.6)). 
The following result characterises S in the semicoprime case, and, by 
using (8.4), follows as for Proposition (4.2.7). 
(8.6). Suppose that p is coprime to the order of G , and suppose that 
the hypothesis (4.2.2) is true. Then 
r ^ r ^ 
S @ V® T. ^  J ® g. © 
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for any fixed J < 6 ; and J is nonprojective, nonzero and 
indecomposable. [if 6 < d , the above isomorphism reduces to 
5 d-1 
S @ V^ J @ @ bAV^G .) 
Of course, (8.6). reduces to Theorem (4.2.3) if 6 = 0 , and to 
Proposition (U.2.7) if 6 = d . (8.6) also shows that the nonprojective 
part ( see defini'tion (4-.2.9)) of S in "the semi cop pi me ca.se is isomorphic 
/S 
to the nonprojective part of R . 
An unrefinable decomposition of S in the semicoprime and coprime case 
may be obtained by Proposition (6.1.3) and Corollary (6.1.4). 
Let 1 < i < d^ , = 1 - ^ - generating sets 
of G , G.J H. the cyclic groups generated by g. and h. respectively. If "ly t' Z' 
/S 
and S^^ S^ the relative relation modules with the relative relation 
sequences 
(8.7) 0 ^  S^ ^  @ ® h G ^ £ -> 0 , 
(8.8) ® ^ e bA'FG 
A generalisation of Proposition (5.1.2) may be given as 
(8.9). Suppose that = d^ ^ d , and = = 6 • Let a; be a fixed 
element of G such that H. - (f. , Then 5 = • 
% % -L ^ 
As for Proposition (5.1.2), we divide the proof of (8.9) into two 
parts: 
(i) if ^ l < i < 6 
\ 
(ii) = ^f h^^ g\ . 1 5 ^ 5 6 . 
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The proof of (8.9) (i) is the same as that of (5.1.2) (i). For the proof of 
(8.9) (ii), define 
6 d 6 d 
? : 0 h. @ B. IF G ® g. ® h.W G 
i-~l ^  ^=6+1 ^ P i=l ^  i=6+l ^ P 
Q 
such that C restricted to ^ is the same as for (5.1.2) and C 
restricted to 3 • F is the isomorphism given by ^ .a ^  b .ax , for all 
o. ^  f^G . Then the result follows as for Proposition (5.1.2). 
In the same way as Proposition (5.2.4) and Corollary (5.2.2), we have (8.10). Let X^ = [g^, 1 < i < 6^} , X^ = {h^, 1 S i < 6^} and suppose 
that d^ = d^ + 1 . Then 
(i) if r = , and 
(ii) if X^ = X'^ u {h} and if either h ^ X^ or 
p does not divide the order of (h) . 
For the rest of this chapter we suppose that G^  is a p-group and S 
is minimal (see Definition (U.2.9)). 
Recall that, if 6 = 0 , S being a relation module is nonprojective 
and indecomposable, and if 6 = d , the same result is proved in Chapter 7. 
It is true that even in the general case S is nonprojective and does not 
contain any projective summands; the result follows as in Lemma (7.2.3). 
However it is not known in the general case whether S is indecomposable as 
well. Recall that when & = d , the proof of the indecomposability of S 
given by Theorem (7.2.7) relies on both the indecomposability in the abelian 
case and the sequence (3.3.10), and the proof of the abelian case depends on 
a minimal generating set of S In the case when 6 < li , we neither have 
a minimal generating set of S (which even in the abelian case may be 
cumbersome to construct) nor do we know of any exact sequence analogous to 
(3.3.10). Also, we do not have any counter examples to show that S may be 
decomposable. 
90 
We close this chapter and this thesis by the following 
QUESTION. Let S be a minimal relative relation module of a p-group G 
determined by (8.1) where E is an arbitrary finitely generated group.^is 
/N 
S indecomposable? 
(Note that S is always nonprojective and does not contain any 
projective summands (see Lemma (7.2.3).) 
91 
REFERENCES 
[ 1 ] R. Brauer and C. Nesb i t t , On the modular characters of groups, 
Ann. of Math. (2 ) 42 (1941), 556-590. 
[ 2 ] C.W. Curtis and I . Reiner, Representation theory of finite groups 
and associative algebras. Pure and Appl. Math., vo l . 11. 
Intersc ience, New York, London and Sydney, 1962. 
[ 3 ] W. Gaschutz, Uber modulare Darstellungen endlicher Gruppen, die 
von f r e i en Gruppen induziert werden, Math. Z. 60 (1954), 
274-286. 
[ 4 ] D.J. Glover, A study of certain modular representations, J. 
Algebra 51 (1978), 425-475. 
[ 5 ] K.W. Gruenberg, Cohomologioal topics in group theory. Lecture 
Notes in Mathematics, vo l . 143. Springer-Verlag, Ber l in , 
Heidelberg and New York, 1970. 
[ 6 ] K.W. Gruenberg, Relation modules of finite groups. Regional 
Conference Series in Math., number 25. Amer. Math. Soc., 
Providence, R . I . , 1976. 
[ 7 ] M. Ha l l , J r . , The theory of groups. The Macmillan Company, New 
York, 1959. 
[ 8 ] A. He l l e r , Indecomposable representations and the loop-space 
operation. Proa. Amer. Math. Soc. 12 (1961), 640-643. 
[ 9 ] B. Huppert, Endliohe Gruppen I , Die Grundlehern der math. 
Wissenschaften, Band 134. Springer-Verlag, Berlin and 
New York, 196 7. 
[10 ] W. Kimmerle, Relat ive re la t ion modules on generators f o r in tegra l 
group rings of f i n i t e groups. Math. Z. 172 (1980), 143-156. 
[11 ] S. Mac Lane, Homology, Die Grundlehren der math. Wissenschaften, 
Band 114, Springer-Verlag, Berlin and New York, 1967. 
92 
[12] W. Magnus, A. Karrass and D. So l i tar . Combinatorial group theory^ 
Pure and Appl. Math., Vol. 13. Interscience, New York, London 
and Sydney, 1966. 
[13] H. Neumann, Varieties of groups, Ergebnisse der Math, und ihrer 
Grenzgebiete, Band 37, Springer-Verlag, Berlin, Heidelberg and 
New York, 1967. 
[14] B.M. Puttaswamaiah and J.D. Dixon, Modular representations of 
finite groups. Academic Press, New York, San Francisco and 
London, 1977. 
[15] J.P. Serre, Linear representations of finite groups. Graduate Texts in 
Mathematics, 42, Springer-Verlag, New York, Heidelberg and 
Berlin, 1977. 
[16] A.L. Smel'kin, Wreath products and variet ies of groups, Izv. 
Akad. Nauk SSSR Ser. Mat. 29 (1965), 149-170. 
[17] A.L. Smel'kin, Note to my paper 'Wreath products and variet ies of 
finite groups', Izv. Akad. Nauk SSSR Ser. Mat. 31 (1967), 
[18] J.S. Williams, Trace ideals of relation modules of f i n i t e groups. 
Math. Z. 163 (1978), 261-274. 
