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Abstract
In this paper a new notion of differentiability of set-valued maps is introduced. Based on ordered spaces
techniques, (Λ,C)-lower and (Λ,C)-upper contingent derivatives are defined. Conditions for (Λ,C)-
differentiability are given. Furthermore we show that these concepts are suitable for the formulation of
optimality conditions for set-valued optimization problems with set-optimization criteria.
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1. Introduction
In set-valued analysis numerous problems are modelled in terms of multifunctions that take
values in a vector space Y partially ordered by a closed convex pointed cone C, see [2,4,14,27]
and references therein.
In most of the cases the image sets of these multifunctions are connected by the following
relations, see [9]. Given A,B ⊂ 2Y \ {∅}
(i) Al B if B ⊂ A+C,
(ii) Au B if A ⊂ B −C,
(iii) Au,l B if Al B and Au B .
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ational principles, see [8,10,11,14,20] and references therein. Furthermore as these relations are
reflexive and transitive, new criteria for set-valued optimization can be formulated in terms of
them. With these criteria the whole image sets are compared. In [17], D. Kuroiwa was the first
to introduce these criteria, called set-optimization criteria, and to establish optimality conditions.
In the following, by  we consider any relation l , u, l,u.
Definition 1.1. Let H be a family of nonempty subsets of Y . An element A ∈H is a -minimal
(respectively -maximal) if for any B ∈H such that B  A (respectively A  B) then A  B
(respectively B A).
Let X,Y be normed spaces, Y partially ordered by C, and a set-valued map F :X → 2Y ,
S = domF . By the previous definition the solutions of an optimization problem
(P) optimize F(x), x ∈ S,
are defined in the following way:
Definition 1.2. An element x ∈ S is a -minimum (respectively -maximum) of F if F(x) is a
-minimal (respectively -maximal) of the family H= {F(x): x ∈ S}.
By A l B (respectively A u B) we mean B ⊂ A + C (respectively A ⊂ B − C), and by
A l,u B we mean A l B or A u B .
Definition 1.3. An element x ∈ S is a local -minimum of F (respectively local -maximum
local) if there exists a neighborhood U of x such that F(x) is a -minimal of the fam-
ily H= {F(x): x ∈ S ∩U}. Moreover if F(x′)  F(x) (respectively F(x)  F(x′)) for any
x′ ∈ (S∩U)\{x}, x is said to be a strict local-minimum (respectively strict local-maximum)
of F .
In the sequel by l-minimum, u-minimum and u, l-minimum (respectively l-maximum,
u-maximum, u, l-maximum) we refer to l-minimum, u-minimum and u,l-minimum, re-
spectively (respectively l-maximum, u-maximum and u,l-maximum). It is easy to check
the following property that remains valid for local and strict local minimums and maximums.
Proposition 1.4. If x ∈ S is an l-minimum and u-minimum of F (respectively l-maximum and
u-maximum) of F then x is a u, l-minimum (respectively u, l-maximum) of F .
Recently set-optimization criterion has been studied by several authors, see [8,12,13,17,18].
In [1] with the aim of obtaining optimality conditions, derivative concepts are used for the first
time. In this case the authors used a notion of derivative of F based on directional derivatives
of selections. We recall that in nonsmooth analysis several notions of derivatives of set-valued
maps have been introduced, a brief and concise exposition about different approaches can be
found in [6]. One approach is the theory of (epi-)graphical derivatives, based on tangent cones to
(epi-)graphs see [2,3,15,22–24,26], which have been successfully used in set-valued optimiza-
tion with vector criterion, see [14,21]. The aim of this work is to introduce (Λ,C)-derivatives
of set-valued maps and to derive optimality conditions for set-valued optimization with set-
optimization criteria. These derivatives are defined in terms of contingent derivatives of maps
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damental role. Furthermore as (Λ,C)-derivatives are defined at points x¯ ∈ domF , instead of
graphF , it seems to be a suitable tool to study the local variation of F at x¯. In particular we
show that this notion of differentiability is useful in set-valued optimization with set-optimization
criterion, especially if the image sets of F are unbounded with respect to C.
This paper is organized as follows. In Section 2 some preliminaries and notations are given.
In Section 3 the notion of C-total family is introduced. Moreover truncated set-valued maps and
their associated maps of infima/suprema are studied. Section 4 is devoted to (Λ,C)-derivatives.
A notion of (Λ,C)-differentiability is introduced and conditions for this kind of differentiability
are given. Finally in Section 5, following set-optimization criterion, optimality conditions are
also given.
2. Notations and preliminaries
In the following, A is a nonempty subset of Y and C ⊂ Y is a closed convex pointed cone
that is regular and strongly minihedral. Numerous cones verify these properties, for example the
cone Rn+ of all vectors with nonnegative components in Rn or the cone of nonnegative functions
in the function spaces Lp[0,1] for any 1  p < ∞, see [16] for an exhaustive review of them
and their properties. By a  b (respectively b a) we denote b− a ∈ C. A is said to be C-lower
bounded (respectively C-upper bounded) if there exists z1 ∈ Y (respectively z2 ∈ C) such that
A ⊂ z1 +C (respectively A ⊂ z2 −C). A is C-bounded if it is C-lower and C-upper bounded. We
recall that C is regular if every sequence C-decreasing and C-lower bounded has a limit, and C is
strongly minihedral if for every C-lower bounded set A there exists its infimum, i.e. IMin({y ∈ Y :
A ⊂ y +C}) = ∅ (see [7]).
Given a, b ∈ Y by [a, b]C we denote the order interval [a, b]C = {y ∈ Y : a  y  b}.
A regular cone is always normal, see Theorem 1.2.1 of [7]. We recall:
Definition 2.1. (See [5].) C is normal if for all sequences (xn)n∈N, (yn)n∈N such that 0 xn  yn
for every n ∈ N if yn → 0 one has xn → 0.
Definition 2.2.
(a) y ∈ A is an ideal minimal (respectively ideal maximal) of A with respect to C if y  a
(respectively a  y) for every a ∈ A. The set of all ideal minimal elements of A is denoted
by IMin(A) (respectively IMax(A)).
(b) y ∈ A is a weak minimal (respectively weak maximal) of A with respect to C if
(a − int(C))∩A = ∅ (respectively (a + int(C)) ∩ A = ∅). The set of all weak minimals
(respectively weak maximals) of A is denoted by WMin(A) (respectively WMax(A)).
Let x ∈ A, by T (A,x) we denote the contingent cone to A at x. If {At }t∈N is a sequence of
subsets of Y , by lim supt At we mean the upper limit of {At }t∈N, i.e. the set of cluster points of
sequences (xt )t∈N such that xt ∈ At (see [2]).
Let W ∈ 2X×Y , by πX(W) we denote the projection of W onto X, i.e.
πX(W) =
{
x ∈ X: ∃y ∈ Y such that (x, y) ∈ W}
and by B(0, t) the closed ball centered at the origin of radius t ∈ R+. We recall that the effective
domain and the graph of a set-valued map F :X → 2Y are defined by
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graphF = {(x, y) ∈ X × Y : y ∈ F(x)}.
We suppose S ⊂ X, x¯ ∈ S and F :S → 2Y a set-valued map whose effective domain is given
by S.
Definition 2.3. Let M ∈ R+ \ {0}. A set-valued map F :S → 2Y is M-Lipschitz around x¯ ∈ S if
there exists a neighborhood U of x¯ such that
F(x) ⊂ F(x′)+M‖x − x′‖B(0,1) for any x, x′ ∈ U ∩ S.
Definition 2.4. The contingent derivative DcF(x¯, y¯) of F at (x¯, y¯) ∈ graphF is the set-valued
map from X to Y defined by
graphDcF(x¯, y¯) = T
(
graphF, (x¯, y¯)
)
.
Definition 2.5. A map f :S → Y is Hadamard directionally differentiable at x¯ ∈ S in a direction
u ∈ T (S, x¯) if there exists the limit
f ′H (x¯, u) = lim
un→u,hn→0+
f (x¯ + hnun)− f (x¯)
hn
.
If f is Hadamard directionally differentiable at x¯ ∈ S in every direction u ∈ T (S, x¯), f is said to
be Hadamard directionally differentiable at x¯.
It is easy to check the following property:
Proposition 2.6. If f is Hadamard directionally differentiable at x¯ ∈ S, then
(i) domDcf (x¯, f (x¯)) = T (S, x¯);
(ii) Dcf (x¯, f (x¯))(u) = f ′H (x¯, u) for every u ∈ T (S, x¯).
3. C-total families and associated maps
Definition 3.1. A sequence of subsets Λ ≡ (Λt )t∈N of Y is said to be C-total if the following
properties hold:
(1) Λt is C-bounded for any t ∈ N.
(2) Y =⋃t∈NΛt .
(3) Λt ⊂ Λt ′ if t ′  t .
Example 1. If int(C) = ∅ we consider the family Λ ≡ (Λt )t∈N of closed balls centered at the
origin of radius t , Λt = B(0, t) = {y ∈ Y : ‖y‖ t}. It is clearly seen that (Λt )t∈N is C-total.
Let F :S → 2Y be a set-valued map and Λ ≡ (Λt )t∈N a C-total family. We consider the
associated family of truncated set-valued maps (HΛ,t )t∈N, (HΛ,t )t∈N defined by
HΛ,t (x) =
(
F(x)−C)∩Λt for any x ∈ S,
HΛ,t (x) =
(
F(x)+C)∩Λt for any x ∈ S.
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IMin
({y ∈ Y : A ⊂ y −C}), IMax({y ∈ Y : A ⊂ y +C}).
If we fix x¯ ∈ S, as Λ is C-total, there exists t0 ∈ N such that for any t  t0(
F(x¯)−C)∩Λt = ∅.
Hence for any t  t0 it yields
IMin
({
y ∈ Y : (F(x¯)−C)∩Λt ⊂ y −C}) = ∅.
Respectively there exists t ′0 ∈ N such that for any t  t ′0
IMax
({
y ∈ Y : (F(x¯)+C)∩Λt ⊂ y +C}) = ∅.
We denote Ix¯ = {n ∈ N: n  t0} (respectively Jx¯ = {n ∈ N: n  t ′0}). It is clear that Ix¯ , Jx¯ are
subsequences of N. For any t ∈ Jx¯ we associate HΛ,t with a map of suprema γΛ,t
γΛ,t (x) = IMin
({
y ∈ Y : HΛ,t (x) ⊂ y −C
})
,
and for any t ∈ Ix¯ we associate HΛ,t with a map of infima ϕΛ,t
ϕΛ,t (x) = IMax
({
y ∈ Y : HΛ,t (x) ⊂ y +C
})
,
defined at domHΛ,t and domHΛ,t , respectively.
Given x¯ ∈ S, the limits of sequences {ϕΛ,t (x¯)}t∈Ix¯ , {γΛ,t (x¯)}t∈Jx¯ are denoted by limt ϕΛ,t (x¯),
limt γΛ,t (x¯), respectively.
Example 2. Let X = R, Y = R, C = R2+, and consider the C-total family Λt = {B(0, t): t ∈ N}
and the set-valued map from S = R+ to R2 given by
F(r) = {(x, y): y = −rx, x  0}∪ {(x,0): 0 x  r}
∪ {(0, y): −r  y  0}.
Let us calculate the maps ϕΛ(·, t) and γΛ(·, t). Given a fixed element r ∈ R+ we have
F(r)+C = {(x, y): y  rx, x  0}∪ {(x, y): x  0, y −r},
F (r)−C = {(x, y): y  rx, x  0}∪ {(x, y): x  r, y  0}.
Thus
HΛ,t (r) =
{
(x, y): 0 x2 + y2  t2, y  rx, x  0}
∪ {(x, y): 0 x2 + y2  t2, x  0, y −r},
HΛ,t (r) =
{
(x, y): 0 x2 + y2  t2, y  rx}
∪ {(x, y): 0 x2 + y2  t2, x  r, y  0}.
Consequently for t sufficiently large
HΛ,t (r) ⊂
{
(x, y):
−t√
1 + r2  x  t, −r  y  t
}
,
HΛ,t (r) ⊂
{
(x, y): −t  x  r, −t  y  tr√
2
}
,1 + r
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ϕΛ,t (r) =
( −t√
1 + r2 ,−r
)
,
γΛ,t (r) =
(
r,
tr√
1 + r2
)
.
Proposition 3.2. For any x ∈ S, the sequences {ϕΛ,t (x)}t∈Ix and {γΛ,t (x)}t∈Jx are C-decreasing
and C-increasing, respectively.
Proof. Let x ∈ S and {t1, t2} ⊂ Ix such that t1  t2. As Λt2 ⊂ Λt1 we have HΛ,t2(x) ⊂ HΛ,t1(x).
Therefore F(x) ∩ Λt2 ⊂ ϕΛ,t1(x) + C what implies that, by definition of the element ϕΛ,t2(x),
ϕΛ,t1(x) ϕΛ,t2(x).
By a similar reasoning {γΛ,t (x)}t∈Jx is C-increasing. 
Given a set-valued map F :S → 2Y whose image sets are C-lower bounded and an element
x ∈ S, there exist the elements Θ(x), Ψ (x) defined by
Θ(x) = IMin{y ∈ Y : F(x) ⊂ y −C},
Ψ (x) = IMax{y ∈ Y : F(x) ⊂ y +C}.
Proposition 3.3. Let x ∈ S. If F(x) is C-lower bounded, then
Ψ (x) = lim
t
ϕΛ,t (x),
Θ(x) = lim
t
γΛ,t (x).
Proof. Let x ∈ S. For any t ∈ Ix we have
HΛ,t (x) ⊂ F(x)+C ⊂ Ψ (x)+C.
By definition of ϕΛ,t (x) we deduce
ϕΛ,t (x) Ψ (x). (3.1)
Therefore the sequence {ϕΛ,t (x)}t∈Ix is C-lower bounded and by previous proposition
{ϕΛ,t (x)}t∈Ix is also C-decreasing. Since C is regular, there exists limt ϕΛ,t (x) and
lim
t
ϕΛ,t (x) Ψ (x). (3.2)
On the other hand, given y ∈ F(x)+C, as F(x)+C =⋃t∈Ix (F (x)+C)∩Λt , there exists an ele-
ment t ′ ∈ Ix such that y ∈ (F (x)+C)∩Λt ′ , thus y  ϕΛ,t ′(x). Because ϕΛ,t (x) is C-decreasing,
for any t  t ′
y  ϕΛ,t ′(x) ϕΛ,t (x).
Taking limits we have y  limt ϕΛ,t (x).
Therefore
F(x) ⊂ F(x)+C ⊂ limϕΛ,t (x)+C
t
980 L. Rodríguez-Marín, M. Sama / J. Math. Anal. Appl. 335 (2007) 974–989and
Ψ (x) lim
t
ϕΛ,t (x). (3.3)
Finally, as C is pointed, from (3.2) and (3.3), it yields Ψ (x) = limt ϕΛ,t (x).
Similar reasoning holds for the element Θ(x). 
4. (Λ,C)-contingent derivatives
Given x¯ ∈ S and Λ ≡ (Λt )t∈N a C-total family, by means of the contingent derivatives of ϕΛ,t
and γΛ,t at x¯, a new notion of derivative of F at x¯ is defined. We recall that for any t ∈ Ix¯ and
t ′ ∈ Jx¯ we have
graphDcϕΛ,t
(
x¯, ϕΛ,t (x¯)
)= T (graphϕΛ,t , (x¯, ϕΛ,t (x¯))),
graphDcγΛ,t ′
(
x¯, γΛ,t ′(x¯)
)= T (graphγΛ,t ′ , (x¯, γΛ,t ′(x¯))).
Definition 4.1. The (Λ,C)-lower contingent derivative of F at x¯ is the set-valued map
DΛF(x¯) :X → 2Y defined by
graphDΛF(x¯) = lim sup
t
T
(
graphϕΛ,t ,
(
x¯, ϕΛ,t (x¯)
))
.
The following characterization of DΛF(x¯) in terms of sequences is useful:
“v ∈ DΛF(x¯)(u) if and only if given a sequence (ut , vt )t∈N ⊂ X × Y defined by vt ∈
DcϕΛ,t (x¯, ϕΛ,t (x¯))(ut ) there exists a subsequence (utk , vtk )k∈N such that (utk , vtk ) →k
(u, v).”
It is easily seen that DΛF(x¯) is a closed cone, therefore DΛF(x¯) is positive homogeneous and
closed, i.e. DΛF(x¯)(αu) = αDΛF(x¯)(u) for any α > 0, u ∈ domDΛF(x¯) and graphDΛF(x)
is a closed set. In the same way we define the notion of (Λ,C)-upper contingent derivative and
its characterization in terms of sequences.
Definition 4.2. The (Λ,C)-upper contingent derivative of F at x¯ ∈ S is the set-valued map
DΛF(x¯) :X → 2Y such that
graphDΛF(x¯) = lim sup
t
T (graphγΛ,t ,
(
x¯, γΛ,t (x¯)
)
.
Then:
“v ∈ DΛF(x¯)(u) if and only if given a sequence (ut , vt )t∈N ⊂ X × Y defined by vt ∈
DcγΛ(x¯, γΛ(x¯, t))(ut ) there exists a subsequence (utk , vtk )k∈N such that (utk , vtk ) →k (u, v).”
The zero element is always contained in the contingent cone, therefore we always have
0 ∈ DΛF(x¯)(0). But if the graph of the derivative is reduced to (0,0) it does not provide sub-
stantive information. To avoid this situation, the following notions of (Λ,C)-differentiability are
introduced.
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F is said to be (Λ,C)-lower differentiable at x¯ if graphDΛF(x¯) = {(0,0)}.
F is said to be (Λ,C)-upper differentiable at x¯ if graphDΛF(x¯) = {(0,0)}.
Definition 4.4. Let x¯ ∈ S. The (Λ,C)-contingent derivative of F at x¯ ∈ S is the set-valued map
DΛF(x¯) :X → 2Y×Y defined by
DΛF(x¯)(u) = DΛF(x¯)(u)×DΛF(x¯)(u)
for any u ∈ domDΛF(x¯)∩ domDΛF(x¯).
F is said to be (Λ,C)-contingently differentiable at x¯ ∈ S if F is (Λ,C)-upper and (Λ,C)-
lower differentiable at x¯ and
graphDΛF(x¯)∩ graphDΛF(x¯) =
{
(0,0)
}
.
Example 3. We consider Example 2.
Let x¯ = 0. Then ϕΛ,t (r) = (− t√
1+r2 ,−r) for any t ∈ R+, r ∈ R+.
Let (u, v) ∈ T (graphϕΛ,t , (0, (−t,0))).
It is easy to check that ϕΛ,t (r) = (− t√
1+r2 ,−r) is Hadamard directionally differentiable at 0.
Then we have
(u, v) = (u, (ϕΛ,t )′H (0)(u))= (u, (0,−1)u)
and
domDcϕΛ,t
(
0, ϕΛ,t (0)
)= R+, DcϕΛ,t(0, ϕΛ,t (0))(u) = (0,−u).
Therefore
domDΛF(0) = R+, DΛF(0)(u) = (0,−u).
In the same way
domDΛF(0) = 0, DΛF(0)(0) = {0} × R+.
Example 4. Let X = R, Y = R, C = R2+. Consider the C-total family Λ ≡ (Λt )t∈N, given by
Λt = [−t, t] × [−t, t] for any t ∈ N. Let F the set-valued map from R to R2 defined by
F(r) = {(x, r + er+x): x  0}.
For t big enough there exists a neighborhood U of r¯ = 1, such the maps γΛ,t , ϕΛ,t are given by
ϕΛ,t (r) =
(−t, r + er−t),
γΛ,t (r) =
(
0, r + er)
for any r ∈ U , hence
DcϕΛ,t
(
1, ϕΛ,t (1)
)
(u) = (0, (1 + e1−t)u),
DcγΛ,t
(
1, γΛ,t (1)
)
(u) = (0, (1 + e)u)
for any u ∈ R.
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lim sup
t
graphDcϕΛ,t
(
1, ϕΛ,t (1)
)= lim sup
t
{(
u,0,
(
1 + e1−t)u): u ∈ R}
= {(u,0, u): u ∈ R},
lim sup
t
graphDcγΛ,t
(
1, γΛ,t (1)
)= lim sup
t
{(
u,0, (1 + e)u): u ∈ R}
= {(u,0, (1 + e)u): u ∈ R}
and
domDΛF(1) = R, DΛF(1)(u) = (0, u),
domDΛF(1) = R, DΛF(1)(u) =
(
0, (1 + e)u)
for any u ∈ R.
Consequently F is (Λ,C)-contingently differentiable at 0, domDΛF(1) = R and
DΛF(1)(u) =
(
(0, u),
(
0, (1 + e)u)).
In the following, we give conditions for the (Λ,C)-differentiability of set-valued maps.
Definition 4.5. Let M ∈ R+ \ {0}. A map f :S → Y is M-calm at x¯ ∈ S if there exists a neigh-
borhood U of x¯ such that for any x ∈ U ∩ S∥∥f (x)− f (x¯)∥∥M‖x − x¯‖.
Calmness property for singled-valued maps and other generalization for set-valued maps have
been widely used with different names in set-valued/nonsmooth analysis, especially in mathemat-
ical programming (see [25]). Excellent references for these properties with historical comments
can be found in [19,22,26].
Lemma 4.6. Let Y be a finite dimensional space, a map f :S → Y and M ∈ R+ \ {0}. If f is
M-calm at x¯ ∈ S, then:
(i) domDcf (x¯, f (x¯)) = T (S, x¯);
(ii) Dcf (x¯, f (x¯))(u) ⊂ B(0,M‖u‖) for any u ∈ T (S, x¯).
Proof. It is always verified that domDcf (x¯, f (x¯)) ⊂ T (S, x¯), it is sufficient to prove that for
any u ∈ T (S, x¯) then u ∈ domDcf (x¯, f (x¯)). Given u ∈ T (S, x¯) there exist (xn) ⊂ S, (hn) ⊂ R+
such that xn → x¯, hn(xn − x¯) → u. As f is M-calm at x¯, for n sufficiently large, we have
f (xn)− f (x¯) ∈ B
(
0,M‖xn − x¯‖
)
thus
hn
(
f (xn)− f (x¯)
) ∈ B(0,M∥∥hn(xn − x¯)∥∥). (4.1)
Because Y is finite dimensional there exists v ∈ Y , without loss of generality, such that
hn(f (xn)− f (x¯)) → v. Hence (u, v) ∈ T (graphf , (x¯, f (x¯))), i.e. v ∈ Dcf (x¯, f (x¯))(u).
On the other hand, from (4.1) it is obvious that if v ∈ Dcf (x¯, f (x¯))(u) then v ∈ B(0,M‖u‖)
for any u ∈ T (S, x¯). 
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is M-calm at x¯ ∈ S if there exists a neighborhood U of x¯ and t0 ∈ Ix¯ such that for any t  t0 and
any x ∈ U ∩ S it is verified∥∥ϕΛ,t (x)− ϕΛ,t (x¯)∥∥M‖x − x¯‖ (respectively ∥∥γΛ,t (x)− γΛ,t (x¯)∥∥M‖x − x¯‖).
Proposition 4.8. Let Y be a finite dimensional space and M ∈ R+ \ {0}, x¯ ∈ S. If the family of
maps {ϕΛ,t (·)}t∈Ix¯ (respectively {γΛ,t (·)}t∈Jx¯ ) is M-calm at x¯, then:
(i) domDΛF(x¯) = T (S, x¯) (respectively domDΛF(x¯) = T (S, x¯)).
(ii) If T (S, x) = {0} then F is (Λ,C)-lower (respectively (Λ,C)-upper) differentiable at x¯ ∈ S
and domDΛF(x¯) = T (S, x¯) (respectively domDΛF(x¯) = T (S, x¯)).
Proof. For any t ∈ Ix¯ by definition of family M-calm then ϕΛ,t is M-calm at x¯. By the
Lemma 4.6
domDcϕΛ,t
(
x,ϕΛ,t (x¯)
)= T (S, x¯).
As
domDΛF(x¯) = πX
(
lim sup
t
T
(
graphDcϕΛ,t
(
x¯, ϕΛ,t (x¯)
)))
it is clearly seen that
domDΛF(x¯) ⊂ T (S, x¯).
Let us prove that T (S, x¯) ⊂ domDΛF(x¯). Given u ∈ T (S, x¯) let us see that
lim sup
t
DcϕΛ
(
x¯, ϕΛ,t (x¯)
)
(u) = ∅.
From Lemma 4.6 we have
DcϕΛ,t
(
x¯, ϕΛ,t (x¯)
)
(u) ⊂ B(0,M‖u‖). (4.2)
Let (vt )t∈Ix¯ such that vt ∈ DcϕΛ,t (x¯, ϕΛ,t (x¯))(u). By (4.2) we have ‖vt‖ M‖u‖ and conse-
quently, as Y is finite dimensional, we suppose without of loss of generality that there exists
v ∈ Y such that vt → v. Therefore v ∈ lim supt DcϕΛ,t (x¯, ϕΛ,t (x¯))(u).
By definition of DΛF(x¯),
lim sup
t
DcϕΛ,t
(
x¯, ϕΛ,t (x¯)
)
(u) ⊂ DΛF(x¯)(u)
therefore v ∈ DΛF(x¯)(u).
If T (S, x¯) = {0} then it is obvious that (ii) is verified. 
Theorem 4.9. Let Y be a finite dimensional space, M ∈ R+\{0}. Suppose that there exists t0 ∈ Ix¯
and a neighborhood U of x¯ ∈ S such that for any t  t0
(a) S ∩U ⊂ domϕΛ,t (respectively S ∩U ⊂ domγΛ,t );
(b) ϕΛ,t (respectively γΛ,t ) is Hadamard directionally differentiable at x¯ ∈ S;
(c) ‖(ϕΛ,t )′H (x¯)(u)‖M‖u‖ (respectively ‖(γΛ,t )′H (x¯)‖M‖u‖) for any u ∈ T (S, x¯).
Then:
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(ii) if T (S, x) = {0}, then F is (Λ,C)-lower (respectively (Λ,C)-upper) differentiable at x¯ and
domDΛF(x¯) = T (S, x¯) (respectively domDΛF(x¯) = T (S, x¯)).
Proof. Let u ∈ T (S, x¯) and t  t0. As DcϕΛ,t (x¯, ϕΛ,t (x¯))(u) = (ϕΛ,t )′H (x¯)(u) then it is veri-
fied DcϕΛ,t (x¯, ϕΛ,t (x¯))(u) = (ϕΛ,t )′H (x¯)(u). By a similar reasoning as in Proposition 4.8, there
exists v ∈ DΛF(x¯)(u), and if T (S, x¯) = ∅, then F is (Λ,C)-lower differentiable en x¯. 
In the following results we suppose that int(C) = ∅, Λ ≡ {B(0, t)}t∈N. Under this hypothesis
there exists the infimum of B(0,1) that is denoted by ΦB , i.e.
ΦB = MaxI
{
y ∈ Y : B(0,1) ⊂ y +C}.
Definition 4.10. Let M ∈ R+ \ {0}. A family of set-valued maps {HΛ,t (·)}t∈Ix¯ (respectively
{HΛ,t (·)}t∈Jx¯ ) is M-Lipschitz around x¯ ∈ S if there exists a neighborhood U of x¯ and t0 ∈ Ix¯ (re-
spectively t0 ∈ Jx¯ ) such that for any t  t0, U ∩S ⊂ domHΛ,t (respectively U ∩S ⊂ domHΛ,t )
and for any x, x′ ∈ U ∩ S
HΛ,t (x) ⊂ HΛ,t (x′)+M‖x − x¯‖B(0,1)(
respectively HΛ,t (x) ⊂ HΛ,t (x′)+M‖x − x¯‖B(0,1)
)
.
Proposition 4.11. Let M ∈ R+ \ {0} and int(C) = ∅. If the family of set-valued maps
{HΛ,t (·)}t∈Ix¯ (respectively {HΛ,t (·)}t∈Jx¯ ) is M-Lipschitz around x¯ ∈ S then the family of maps{ϕΛ,t (·)}t∈Ix¯ (respectively {γΛ,t (·)}t∈Jx¯ ) is M-calm at x¯.
Proof. Let t  t0. For any x ∈ U ∩ S we have
HΛ,t (x) ⊂ HΛ,t (x¯)+M‖x − x¯‖B(0,1),
HΛ,t (x¯) ⊂ HΛ,t (x)+M‖x − x¯‖B(0,1).
From the previous inclusions
ϕΛ,t (x) ϕΛ,t (x¯)+M‖x − x¯‖ΦB,
ϕΛ,t (x¯) ϕΛ,t (x)+M‖x − x¯‖ΦB.
Then
M‖x − x¯‖ΦB  ϕΛ,t (x)− ϕΛ,t (x¯)−M‖x − x¯‖ΦB
and consequently
MΦB 
ϕΛ,t (x)− ϕΛ,t (x¯)
‖x − x¯‖ −MΦB.
As C is regular thus normal, the order interval [MΦB,−MΦB ]C is topologically bounded, see
Theorem 2.2.10 of [5], therefore there exists M∗ > 0 such that
[MΦB,−MΦB ]C ⊂ B(0,M∗)
and
ϕΛ,t (x)− ϕΛ,t (x¯) ∈ B(0,M∗).‖x − x¯‖
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what implies that the family {ϕΛ,t (·)}t∈Ix¯ is M-calm at x¯.
Similar reasoning holds for the family {γΛ,t (·)}t∈Jx¯ . 
Corollary 4.12. Let Y be a finite dimensional space, x¯ ∈ S, T (S, x¯) = {0}, int(C) = ∅, and
M ∈ R+\{0}. If the families of set-valued maps {HΛ,t (·)}t∈Ix¯ and {HΛ,t (·)}t∈Jx¯ are M-Lipschitz
around x¯ then F is (Λ,C)-differentiable at x¯ and domDΛF(x¯) = T (S, x¯).
Proof. In a finite dimensional space a pointed cone is normal, see result 2.2.11 of [5]. From
Propositions 4.11 and 4.8 we get the result. 
5. Optimality conditions
In this section X,Y are supposed to be finite dimensional spaces, x¯ ∈ S, T (S, x¯) = {0} and
M ∈ R+ \ {0}.
Theorem 5.1. Let the family of maps {ϕΛ,t (·)}t∈Ix¯ be M-calm at x¯, then:
(i) If DΛF(x¯)(u)∩ −C = ∅ for any u ∈ T (S, x¯) \ {0}, then x¯ is a strict local l-minimum of F .
(ii) If DΛF(x¯)(u)∩C = ∅ for any u ∈ T (S, x¯) \ {0}, then x¯ is a strict local l-maximum of F .
Proof. We just prove (i). (ii) is proved in a similar fashion.
Suppose, contrary to our claim, that x¯ is not a strict local l-minimum of F , therefore we have
a sequence (xn) ⊂ S, xn = x¯, such that for any n ∈ N
F(x¯) ⊂ F(xn)+C. (5.1)
Consequently F(x¯)+C ⊂ F(xn)+C for any n ∈ N. Therefore for any t  t0 and any n ∈ N, we
have
HΛ,t (x¯) ⊂ HΛ,t (xn)
thus
ϕΛ,t (x¯) ϕΛ,t (xn). (5.2)
As {ϕΛ,t (·)}t∈Ix¯ is M-calm at x¯, for n sufficiently large∥∥ϕΛ,t (xn)− ϕΛ,t (x¯)∥∥M‖xn − x¯‖ (5.3)
and ϕΛ,t (xn) →n ϕΛ,t (x¯).
Because ‖ϕΛ,t (xn)−ϕΛ,t (x¯)‖‖xn−x¯‖ is bounded by M , without loss of generality, we can assume that
there exists (u, vt ) ∈ X × Y such that(
xn − x¯
‖xn − x¯‖ ,
ϕΛ,t (xn)− ϕΛ,t (x¯)
‖xn − x¯‖
)
→ (u, vt ).
Hence vt ∈ DcϕΛ,t (x¯, ϕΛ,t (x¯))(u) for any t  t0, and ‖vt‖M . We may suppose, without loss
of generality, that there exists a subsequence (tk)k∈N of (t)tt0 such that vtk → v when k → ∞,
thus v ∈ DΛF(x¯)(u).
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ϕΛ,t (xn)− ϕΛ,t (x¯)
‖xn − x¯‖  0 for any t  t0.
Therefore vtk  0 and v  0 which contradicts hypothesis. 
Using a similar reasoning as in the previous theorem we get optimality conditions for F with
respect to u.
Theorem 5.2. Let the family of maps {γΛ(·, t)}t∈Jx¯ be M-calm at x¯, then:
(i) If DΛF(x¯)(u)∩ −C = ∅ for any u ∈ T (S, x¯) \ {0}, then x¯ is a strict local u-minimum of F .
(ii) If DΛF(x¯)(u)∩C = ∅ for any u ∈ T (S, x¯) \ {0}, then x¯ is a strict local u-maximum of F .
From the previous results and Proposition 1.4 we deduce the following corollaries with respect
to u,l .
Corollary 5.3. Let the families of maps {ϕΛ,t (·)}t∈Ix¯ , {γΛ,t (·)}t∈Jx¯ be M-calm at x¯, then:
(i) If DΛF(x¯)(u) ∩ (−C × −C) = ∅ for any u ∈ T (S, x¯) \ {0}, then x¯ is a strict local l, u-
minimum of F .
(ii) If DΛF(x¯)(u)∩ (C ×C) = ∅ for any u ∈ T (S, x¯) \ {0}, then x¯ is a strict local l, u-maximum
of F .
Corollary 5.4. Let int(C) = ∅ and the families of maps {HΛ,t (·)}t∈Ix¯ and {HΛ,t (·)}t∈Jx¯ be
M-Lipschitz around x¯, then:
(i) If DΛF(x¯)(u) ∩ (−C × −C) = ∅ for any u ∈ T (S, x¯) \ {0}, then x¯ is a strict local u, l-
minimum of F .
(ii) If DΛF(x¯)(u)∩ (C ×C) = ∅ for any u ∈ T (S, x¯) \ {0}, then x¯ is a strict local u, l-maximum
of F .
Lemma 5.5. Let int(C) = ∅, H be a family of nonempty subsets of Y and A ∈H.
(i) If WMin(A) = ∅ (respectively WMax(A) = ∅) and there exists B ∈H such that A ⊂ B +
int(C) (respectively A ⊂ B − int(C)), then A is not an l-minimal (respectively u-maximal)
of H.
(ii) If there exists B ∈ H such that WMin(B) = ∅ and B ⊂ A + int(C) (respectively
WMax(B) = ∅ and B ⊂ A − int(C)), then A is not an l-maximal (respectively u-minimal)
of H.
Proof. We prove (i) and (ii) for the relation l . For the relation u the proof is analogous.
(i) Suppose, contrary to our claim, that A is an l-minimal of H. As A ⊂ B + int(C) then
A ⊂ B +C and, by the l-minimality of A, B ⊂ A+C. Therefore we have
A ⊂ B + int(C) ⊂ A+C + int(C) ⊂ A+ int(C)
which contradicts WMin(A) = ∅.
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A ⊂ B +C and, by the l-maximality of A, B ⊂ A+C thus
B ⊂ A+ int(C) ⊂ B +C + int(C) ⊂ B + int(C)
which contradicts WMin(B) = ∅. 
Theorem 5.6. Let int(C) = ∅ and F be (Λ,C)-contingently differentiable at x¯. Suppose that
there exists t0 ∈ N such that for any t  t0
(a) IMin(F (x¯)) = ϕΛ,t (x¯), IMax(F (x¯)) = γΛ,t (x¯);
(b) there exist IMin((F (x)+C)∩Λt) and IMax((F (x)−C)∩Λt) for any x ∈ S \ {x¯}.
Then:
(i) if x¯ is a local l-minimum of F , then DΛF(x¯)(u)∩ −int(C) = ∅ for any u ∈ domDΛF(x¯);
(ii) if x¯ is a local u-maximum of F , then DΛF(x¯)(u)∩ int(C) = ∅ for any u ∈ domDΛF(x¯).
Proof. We just prove (i). From (i) of Lemma 5.5(ii) is proved in a similar fashion.
Suppose, contrary to our claim, that there exists u ∈ domDΛF(x¯), such that v ∈ DΛF(x¯)(u)∩
−int(C). By definition there exists, without loss of generality, a sequence (vt )tt0 such that
vt ∈ DcϕΛ,t (x,ϕΛ,t (x))(ut ) ∩ −int(C) and (ut , vt ) → (u, v), hence for any t  t0 there exist
sequences (htn) ⊂ R+, (xtn) ∈ S such that
htn
(
ϕΛ,t
(
xtn
)− ϕΛ,t (x¯))→ vt .
For any neighborhood of U at x¯ and for n big enough there exists xtn ∈ U such that
htn
(
ϕΛ,t
(
xtn
)− ϕΛ,t (x¯)) ∈ −int(C)
therefore
ϕΛ,t (x¯)+C ⊂ ϕΛ,t
(
xtn
)+ int(C). (5.4)
From hypothesis (a) and (b), for any t  t0 we have
F(x¯)+C = IMin({(F(x¯)+C)∩Λt}+C)= ϕΛ,t (x¯)+C,{(
F
(
xtn
)+C)∩Λt}+C = ϕΛ,t(xtn)+C,
and by (5.4)
F(x¯) ⊂ F(x¯)+C = ϕΛ,t (x¯)+C ⊂ ϕΛ,t
(
xtn
)+ int(C)
⊂ {(F (xtn)+C)∩Λt}+ int(C) ⊂ F (xtn)+ int(C).
As ∅ = IMin(F (x¯)) ⊂ WMin(F (x¯)), from Lemma 5.5, x¯ is not a local l-minimum of F . 
Theorem 5.7. Let int(C) = ∅ and F be (Λ,C)-contingently differentiable at x¯. Suppose that
there exists t0 ∈ N such that for any t  t0
(a) there exist IMin((F (x¯)+C)∩Λt) and IMax((F (x¯)−C)∩Λt) = ∅;
(b) IMin(F (x)) = ϕΛ,t (x), IMax(F (x)) = γΛ,t (x) for any x ∈ S \ {x¯}.
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(i) if x¯ is a local l-maximum of F , then DΛF(x¯)(u)∩ int(C) = ∅ for any u ∈ domDΛF(x¯);
(ii) if x¯ is a local u-minimum of F , then DΛF(x¯)(u)∩ −int(C) = ∅ for any u ∈ domDΛF(x¯).
Proof. We just prove (i). (ii) is proved in a similar fashion.
Following proof of previous theorem we get that for any t  t0
ϕΛ,t
(
xtn
) ∈ ϕΛ,t (x¯)+ int(C).
By (a) and (b) we deduce
(
F
(
xtn
)+C)= {(F (xtn)+C)∩Λt}+C ⊂ {(F(x¯)+C)∩Λt}+ int(C)
⊂ F(x¯)+ int(C).
From Lemma 5.5, x¯ is not a l-maximal of F . 
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