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ABSTRACT
As an online, crowd-sourced, open English-language slang dictio-
nary, the Urban Dictionary platform contains a wealth of opinions,
jokes, and definitions of terms, phrases, acronyms, and more. How-
ever, it is unclear exactly how activity on this platform relates to
larger conversations happening elsewhere on the web, such as dis-
cussions on larger, more popular social media platforms. In this
research, we study the temporal activity trends on Urban Dictionary
and provide the first analysis of how this activity relates to content
being discussed on a major social network: Twitter. By collecting
the whole of Urban Dictionary, as well as a large sample of tweets
over seven years, we explore the connections between the words
and phrases that are defined and searched for on Urban Dictionary
and the content that is talked about on Twitter. Through a series
of cross-correlation calculations, we identify cases in which Urban
Dictionary activity closely reflects the larger conversation happen-
ing on Twitter. Then, we analyze the types of terms that have a
stronger connection to discussions on Twitter, finding that Urban
Dictionary activity that is positively correlated with Twitter is cen-
tered around terms related to memes, popular public figures, and
offline events. Finally, We explore the relationship between periods
of time when terms are trending on Twitter and the corresponding
activity on Urban Dictionary, revealing that new definitions are
more likely to be added to Urban Dictionary for terms that are
currently trending on Twitter.
CCS CONCEPTS
• Information systems→Web applications; Content analysis
and feature selection; • Applied computing; • Human-centered
computing;
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1 INTRODUCTION
Online communities provide us with the means to study what
people are interested in and talking about. This includes political
engagement [1], sports discussions [24] and general news [11].
However, these communities do not exist in isolation: the same
users may visit multiple platforms, and information can propagate
from one community to another. For example, we regularly see this
ecosystem effect when sharing memes [25] and news media [26].
Studying these kinds of connections can help us to learn more about
how information moves across the web, and also can give us more
insight into the way people are using various platforms.
In this study, we focus on the platform Urban Dictionary (UD),1
which is an online, crowdsourced dictionary for English slang and
colloquial language. Urban dictionary is known to be both complex
and noisy, but also potentially invaluable in terms of its vantage of
emerging slang terminology [17]. It serves as a mirror of parts of
today’s society, reflecting current trends and providing a perspec-
tive on the zeitgeist. For example, surges in definitions around U.S.
Presidents George W. Bush (in office 2001-2009), Barack Obama
(2009-2017) and Donald Trump (2017-Present) show how real-world
events impact use of language online (Figure 1).
We posit that this connection to the zeitgeist may provide pow-
erful insight into ongoing discussions, as well as offering a tool
to better interpret online discourse. However, to date, we lack the
tools or computational studies that can measure the connection
between UD and the kinds of conversations happening elsewhere
on the web, e.g., Twitter. We are particularly interested in under-
standing how terminology may spread between platforms, and how
UD influences with wider web-sphere.
To overcome this deficiency, we present the first study to explore
the relationship between UD and the use of terminology on a major
social media platform, Twitter. We select Twitter due to its huge
scale and ease of access to data. In this work, we specifically seek
to answer the following research questions:
(1) Is activity on Urban Dictionary significantly correlated with
discussions taking place on Twitter?
1https://www.urbandictionary.com/
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(a) George W. Bush (b) Barack Obama (c) Donald Trump
Figure 1: Number of new Urban Dictionary definitions per month for the names of three recent U.S. Presidents.
(2) If yes, for which terms does activity on these two platforms
exhibit either a positive or negative temporal correlation?
What are the characteristics of these terms?
(3) Is it more likely that new definitions are added to Urban
Dictionary for a term if it is currently trending on Twitter?
To answer these questions, we collect minute-level data files
containing tweets from a 1% sample of all of Twitter between Jan-
uary 2012 and the end of September 2019, as well as a snapshot
of the entirety of Urban Dictionary in October 2019. We use cross
correlation analysis to explore the connections between activity on
the two platforms, and we find that in some cases, UD activity does
reflect trends on Twitter, albeit with varying degrees of correlation
and temporal lag. We categorize UD terms2 based on their asso-
ciation with Twitter, and find that positively correlated terms are
more associated with political figures, memes, and historic events,
while negatively correlated terms are more negative in sentiment,
nonprofessional, and often have explicit themes. We also explore
the relationship between trending terms on Twitter and UD, finding
that this tends to be strong in time periods connected to the creation
of new definitions on UD.
We warn the reader that this paper contains offensive terms due to
the nature of the data. It is necessary not to censor this content, so to
offer a comprehensive description of material on Urban Dictionary.
2 RELATEDWORK
Multi-PlatformAnalyses. There has been a recent surge in inter-
est surrounding multi-platform influence. This includes understand-
ing how news and links spread across websites [26]; how image
content is copied between social media [25]; and even how commu-
nities coordinate to impact other platforms [15]. These studies have
shown that web and social platforms sit within a wider ecosystem
with (poorly understood) influence over each other. We contribute
to this understanding by inspecting how two particular platforms
influence each other: UD and Twitter.
Evolution of Language & UD. People have been studying the
evolution of languages for hundreds of years [6]. This includes
changes in word meanings [16], as well as how words are used [12,
13]. Social media, however, has provided the first opportunity to
2Throughout the paper, we generically describe items that are defined in UD as “terms”,
while acknowledging that some of the headwords are actually multi-word expressions.
get real-world insight into day-to-day changes in language [20].
We posit that UD better allows us to understand this evolution
“on the ground”. There have been a small set of recent studies of
UD. Smith et al. [21] performed a qualitative analysis of how UD
has effected and influenced both access to and formulation of the
lexis. Smith [21] performed a qualitative study, focusing on the
word “meep”, and exploring how UD might free language from
prescriptive language ideologies. Wilson et al. [22] used UD as a
training corpus for neural-network based word embeddings, finding
that these embeddings were competitive with other popular pre-
trained word embeddings models across a range of tasks including
sentiment analysis and sarcasm detection. Closest to our work is
that by Nguyen et al. [17], who performed a quantitative study of
terminology indexed on UD. They offer a statistical analysis of UD’s
content, showing for example a high presence of opinion-focused
entries.
Our work differs in that we specifically look at how UD may
influence other platforms. Furthermore, we focus on understanding
“activity log” data, which was not inspected in these prior studies.
3 METHODOLOGY & DATA
We start by outlining our data collection methodology, as well as
how we control for missing data.
3.1 Urban Dictionary
UrbanDictionary is an online, crowd-sourced dictionary for (mostly)3
English-language terms containing definitions that are not typically
captured by traditional dictionaries. In the best cases, users provide
meaningful definitions for new and emerging language, while in
reality, many entries are a mix of honest definitions (“Stan: a crazy
or obsessed fan”), jokes (“Shoes: houses for your feet”), personal
messages (“Sam: a really kind and caring person”), and inappro-
priate or offensive language [18]. Each entry, uploaded by a single
user, contains a term, its definition, examples, and tags (Figure 2).
Further, those who view the entry have the opportunity to provide
other definitions to the entry and/or also provide a vote in the form
of a “thumbs-up” or a “thumbs-down”. These votes are recorded
and used to rank the possible definitions for a given term when it
is looked up in Urban Dictionary. Entries in the Urban Dictionary
3Terms from other languages like “hombre” are defined, but definitions and examples
describe code-switched usage of these terms within English speaking contexts.
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can be for a singular word, a phrase (e.g., “spill the tea”, Figure 2),
or an abbreviation (e.g., “brb” and “FYI”).
For every entry in Urban Dictionary, we crawl and store all of the
aforementioned information, resulting in a total of approximately
2 million unique defined terms with an average of 1.8 definitions
per term. The full histogram of the number of definitions per term
is presented in Figure 3. This data collection includes an up-to-date
version of Urban Dictionary as of October 16, 2019. In order to get
a high-level understanding of the data, we also plot the upvotes
and downvotes assigned to the full set of definitions in Figure 4.
We note similar skewness in these figures as was reported in an
earlier analysis of Urban Dictionary data [18].
We also scrape all “activity” statistics, which reflect user interest
in these terms measured on month-to-month basis. This is shown
on the right hand side of Figure 2 (#7) and represents the number
of page clicks a definition has received. We collect this information
for all terms from January 2012 onward, since this is the earliest
month for which this data is available across the site. As opposed to
the temporal signal provided by the UD definitions, these activity
statistics provide a more continuous gauge of overall interest in
terms over time from a consumer perspective. These activity logs
represent the number of visits to each word page over time. These
are normalized, preventing us from known the scale of accesses.
Instead, we can only see the trend. Note that these activity logs only
cover 21.8% of all terms, as less popular terms are not accompanied
by the activity log.
3.2 Twitter
We gather historical Twitter data from archive.org,4 covering the
same period as the Urban Dictionary activity statistics (i.e., starting
in January 2012). This covers multiple terabytes of Twitter data,
gathered using the 1% “sprinkle” sample of the Twitter streaming
API. Since UD is an English-language resource, we apply the pre-
trained fasttext language classifier [7] to all of the tweets, and
only search for UD terms within the tweets that identified as being
written in English. This is particularly important as UD contains a
handful of terms, intended to be English slang or acronyms, that
share surface forms with tokens in other languages (e.g., the In-
donesian word “nih” will be confused with the UD term defined
as an acronym for “Not Invented Here” or “National Institute of
Health”), leading to false positives. Further, we exclude words that
are less than three characters long (the letters of the English alpha-
bet have their own definitions on Urban Dictionary) or those that
are included in a stopword list5, leaving us with a set of 1,560,780
words and phrases to search for in each tweet.
3.3 Searching Twitter for UD terms
We check for all UD terms in each tweet using the Aho-Corasick
algorithm [2],6 which provides the locations of all substrings that
match those in the input list to search for. We consider a term to be
matched only if the characters before and after the substring match
are both non-alphanumeric and if the string is not preceded with
an@, indicating that the string is part of a handle (i.e., a username).
4https://archive.org/download/archiveteam-json-twitterstream
5English stopword list retrieved from https://www.academia.edu/7221849/
6We use the implementation provided in the pyahocorasick Python package.
We cannot first apply tokenization to the tweets, because some
UD terms contain multiple tokens (e.g., “falling in love”) or special
characters like punctuation (“thebomb.com”), and so tokenization
and other most text pre-processing steps would only make it more
difficult to detect these terms. Therefore, we operate directly on
the raw text of the tweets. The resulting total counts are then
aggregated at the day-level, and the daily totals are then averaged
across each month so that the length of a given month does not
disproportionately affect its total count.
3.4 Missing Data.
While our dataset represents a majority of the time period being
studied, some segments of the Twitter data are missing for all
terms. We assume this was due to issues within the archive.org data
collection. To correct this, we check for any missing data at the
minute-level and record the total number of minutes for which we
have data each month. We define 𝑂𝑚 (𝑀) as the observed minute
count for the month 𝑀 in a particular year. We then compute a
correction for each month as:
𝐶 (𝑀) = 𝐸𝑚 (𝑀)
𝑂𝑚 (𝑀)
where 𝐸𝑚 (𝑀) is the expected or actual number of minutes with
month𝑀 . We estimate the number of minutes within a month as
60×24×𝑛𝑑𝑎𝑦𝑠 where𝑛𝑑𝑎𝑦𝑠 is the number of days during that month
and year, taking leap years into account. We then take the total
activity count 𝑎(𝑀) for each term found in month𝑀 and multiply
it by 𝐶 (𝑀), rounding to the nearest whole integer, labeling this
quantity, the corrected count for this month and year, as 𝑎(𝑀). The
average correction score across all months was 1.06, indicating that
only a small number of total minutes were typically missing for a
given month. In some instances, however, data is missing at the day
level. For months missing more than 14 days of data,7 we impute
the counts of each term for that month by inserting the average of
the (corrected) counts from the previous and following months.
4 CROSS-PLATFORM DYNAMICS
We next proceed to explore key trends both within UD, as well as
Twitter. We start by explaining how we selected key terms shared
between both datasets, before proceeding to explore how these two
platforms influence each other.
4.1 Term Selection
Rather than examine every term in Urban Dictionary, we focus our
study on the subset of terms that provide us with enough data to
explore interesting trends across our two platforms of interest. We
consider all terms that:
(1) have been defined on UD;
(2) appear in our Twitter data sample at least 10,000 times over
the course of nearly eight years of data;
(3) have recorded activity logs on UD that share at least 12
complete months of overlap with the available Twitter data.
After applying these filtering steps, we are left with 31,803 terms,
which appear in Twitter a total of 5,969,621,745 (≈ 6 billion) times.
The distribution of the total number of times that each of these
7These months were January 2014, January-March 2015, and May 2018.
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Figure 2: Example entry on Urban Dictionary, including the head word (1), definition (2), usage examples (3), tags (4), user and
date (5), upvote and downvote counts (6), and activity graph (7). Words and phrases in color that are also bold and underlined
indicate links to other entries on Urban Dictionary.
Figure 3: Number of definitions per term defined on Urban
Dictionary (log scale) [22].
terms appears in Twitter is presented in Figure 5. Most of the terms
appear between 10,000 (our minimum threshold value) and 1million
times, with a few appearing tens of millions of times through the
time period we examine. Some of the most common UD terms on
Twitter include “lol” (31 million occurrences), “love” (29 million),
“twitter” (17 million), ”retweet” (16 million), and “god” (16 million).
Interestingly, “love” and “god” are also two of the words that have
previously been identified as having the largest number of distinct
definitions on UD [17]. We spend the rest of the section exploring
how these two time series datasets influence each other.
4.2 Who influences whom? Twitter or UD?
We start by exploring how the use of terms with UD and Twitter
correlate over time. Our goal is to understand if terms are intro-
duced on Twitter and then spread to UD, or vice versa. Specifically,
Figure 4: Counts of upvotes and downvotes per entry on Ur-
ban Dictionary, with histograms (log scale) [22].
measuring the cross-correlation between the two time series al-
lows us to capture the relationships between the two sequences,
as well as providing a measure of the time offset at which the two
sequences are most highly correlated. Since the Twitter and UD
data have differing units of measurement, we first normalize each
month in time series, 𝑆 , according to:
𝑛(𝑀, 𝑆) = 𝑎(𝑀) − 𝜇𝑆
𝜎𝑆
where 𝜇𝑆 and 𝜎𝑆 are the mean and standard deviation of the series 𝑆 ,
respectively, and 𝑎(𝑀) is the corrected activity value as computed
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Figure 5: Histogram of total occurrences of selected (see sec-
tion 4.1) UD terms in entire Twitter sample (log scale).
in section 3.2, or the raw activity value in the case of UD. Then,
define the series of all normalized values 𝑛(𝑀, 𝑆) for a given word
as 𝑆𝑤 , and let 𝑈𝑤 and 𝑇𝑤 represent the time series activity of term
𝑤 for UD and Twitter data, respectively.
We can then measure the zero-normalized cross correlation as:
𝑅𝑤 (𝑘,𝑈 ,𝑇 ) =
∑
𝑀 ∈𝑋 (𝑈𝑤 ,𝑇𝑤 )
(𝑛(𝑀 + 𝑘,𝑈𝑤) × 𝑛(𝑀,𝑇𝑤))
where 𝑋 (𝑈𝑤 ,𝑇𝑤) represents the longest overlapping period of
time for which 𝑈𝑤 and 𝑇𝑤 are defined and 𝑘 represents a num-
ber of months. Call the time lag resulting in the most extreme
positive or negative correlation 𝑡𝑤 = argmax𝑘 |𝑅𝑤 (𝑘,𝑈 ,𝑇 ) | for
𝑘 ∈ [𝑘𝑚𝑖𝑛 .. 𝑘𝑚𝑎𝑥 ].
In order to split the terms based on thosewith a positive, negative,
or no correlation, we identify the terms for which the difference
between 𝑅𝑤 (𝑡,𝑈 ,𝑇 ) and 0 is statistically significant with a value
of 𝛼 = 0.01, correcting for multiple hypothesis testing using the
Benjamini–Hochberg procedure [3]8 to control the false discovery
rate. When we find that we have sufficient evidence to reject our
null hypothesis, 𝐻0 : 𝑅𝑤 (𝑡,𝑈 ,𝑇 ) = 0, we report that a term ex-
hibits either a positive (if 𝑅𝑤 (𝑡,𝑈 ,𝑇 ) > 0) or negative (otherwise)
correlation between UD and Twitter activity with the defined 𝛼
value.
We next proceed to discuss our results. The distribution of𝑅𝑤 (𝑡,𝑈 ,𝑇 )
for all values of𝑤 is presented in Figure 6a, and the distribution for
which the values are statistically significant in their difference from
0 is presented in Figure 6b. For context, the final value of 𝑡𝑤 tells us
that the highest correlation for term𝑤 occurs when𝑈𝑤 is shifted
by an offset of 𝑡𝑤 months. So, when 𝑡𝑤 is negative, we can say that
the Twitter activity seems to lag behind the UD activity, and when
𝑡𝑤 is positive, the opposite is true. When 𝑡𝑤 = 0, the two time series
seem to be most highly correlated with one another with no lag.
8We use the implementation provided in the statsmodels Python package.
(a) All terms.
(b) Only significantly correlated terms.
Figure 6: Stacked histograms of most extreme temporal cor-
relations between UD and Twitter activity trends consider-
ing possible time lags of 𝑡 = [−3 .. 3]months before and after
removal of cases where 𝐻0 was rejected.
Figures 6a and 6b show that there are, indeed, noticeable correla-
tions between the use of terminology on Twitter and its definition
in UD. It is marginally more typical for terms to emerge on Twit-
ter before UD, rather than vice versa. Overall, we identify 4,917
terms for which Urban Dictionary and Twitter activity is corre-
lated. To provide context, Figure 7 provides prominent examples
of three terms that have positive, negative and no correlations. We
see noticeable differences with viral terms like “Pokémon” highly
correlated. Further examples of these terms are presented in Table 1.
For instance, we see that for certain well known and longstanding
terms (e.g., “goth” and ”f*cked”), Twitter lags behind UD, but for
other more emergent terms and memes (e.g., “alex from target”,
“pokemon go” and “harlem shake”) Twitter is ahead of UD. This
suggests that terminology usage requires a critical mass, before
warranting inclusion on UD.We also see cases where sudden events
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Positive correlation Negative correlation
term corr t term corr. t
alex from target 1.000 0 goth -0.778 1
number neighbor 1.000 0 naruto -0.721 1
harlem shake 0.997 0 mole -0.720 3
omarosa 0.993 0 troll -0.717 1
pokemon go 0.991 0 squirt -0.699 2
balsa 0.990 3 as*hat -0.698 0
united airlines 0.989 0 f*ck me -0.691 3
alternative facts 0.989 0 pornography -0.685 2
franken 0.978 0 f*cked -0.676 3
scaramucci 0.978 -1 hai -0.676 3
ebola 0.977 -1 p*ssy -0.676 2
lochte 0.977 0 fisting -0.675 -3
hurricane irma 0.975 0 balls deep -0.675 1
kokobop 0.974 0 fanboy -0.674 3
paris agreement 0.973 -1 squirting -0.670 2
Table 1: Examples of termswith strong positive and negative
correlations between Twitter and UD activity trends, along
with the value of 𝑡 (in [−3 .. 3]) for which this correlationwas
measured.
Positive correlation Negative correlation
tag PMI tag PMI
#rap 0.843 #f*ckboy 0.587
#politics 0.771 #sensitive 0.579
#b*tches 0.664 #big d*ck 0.527
#meme 0.639 #pathetic 0.523
#omg 0.563 #cheater 0.477
#internet 0.559 #personality 0.469
#ghetto 0.521 #creative 0.452
#school 0.515 #bestfriend 0.445
#poser 0.485 #america 0.436
#wtf 0.467 #pleasure 0.430
Table 2: Examples of UD tags applied to terms with with sig-
nificant positive and negative correlations between Twitter
and UD activity trends.
(e.g., “hurricane irma”) rapidly emerge on Twitter, before later be-
ing added to UD. Briefly, we also examine the number of likes and
dislikes given to definitions of these words on UD, finding no major
differences from the overall distribution (originally presented in
Figure 4).
4.3 What themes are defined and discussed?
We next inspect which themes are covered within these terms. To
achieve this, we use hashtags associated with each term as a proxy
(each definition can be accompanied by tags). First, we take the set of
tags given by UD users to each of the terms and compute the point-
wise mutual information (PMI) between the occurrence of the tag
and one of three categories [14]. Specifically, we categorise terms
based on whether or not their usage is correlated on Twitter with
UD (as defined in Section 4.2). For simplicity, we group each term
t < 0 t = 0 t > 0 all
positive correlation 75.8% 63.9% 72.5% 70.0%
no significant correlation 79.01% 79.4% 81.6% 80.2%
negative correlation 94.6% 94.2% 89.7% 93.1%
all 82.1% 77.4% 80.9% 79.8%
Table 3: Percentage of terms with definitions inWiktionary.
into: positive correlation, negative correlation, or no correlation.
PMI is computed as
𝑃𝑀𝐼 (𝑥,𝑦) = log p(𝑥,𝑦)x y
where, in our case, 𝑥 is a variable representing the event that a tag
is attached to a term and 𝑦 represents the event that a term belongs
to the set of either positively correlated or negatively correlated
time series. The joint probability p(𝑥,𝑦) represents the likelihood
that a specific tag has been assigned to a term that also belongs to a
category: positive, negative, or no correlation, and we can compute
a PMI score for each tag for each set. Note that we consider the full
set of tags, including those assigned to the “not correlated” group,
when computing the observed probabilities of tags or categories
occurring, though we are only interested in computing the final
PMI scores for the positively correlated and negatively correlated
categories.
The tags with the highest PMI scores for the positive and nega-
tive correlation groups are presented in Table 2. We are particularly
curious to understand if these terms with significant correlations
are nonstandard English words, multi-word expressions, or proper
nouns. To explore this, we compute the percentage of each group
that has been defined in the English section of the online resource
Wiktionary.9 Table 3 shows the proportion of terms that are defined
in Wiktionary for each cross-section of data based on level of cor-
relation and value of 𝑡 . Interestingly, we observe that the greatest
fraction of terms that are undefined in Wiktionary come from the
“positive correlation” group (note the lower overall fraction of terms
with definitions for this group, the first row in Table 3) indicating
that words from this group are less likely to be standard English
words.
4.4 Are UD entries more likely for trending
terms?
We conjecture that certain terms may experience rapid surges in
popularity, and that these surges may correlate with new entries
being added for terms on UD. Thus, we next explore if certain
terms start to “trend” at points within our measurement period,
both within Twitter and UD, and how likely it is that new entries
are added to UD for terms that are currently trending. Previously
proposed trending detection algorithms typically act in real time,
relying only the use of data preceding the point of the trending
period in order to detect trends as early as possible [23]. Trend
detection approaches may also involve the use of machine learning
models that are trained to recognize examples of items that were
known to go on to be considered trending [4]. However, these
approaches depend on knowledge of “ground truth” for which terms
9https://en.wiktionary.org/
Analyzing Temporal Relationships between Trending Terms on Twitter and Urban Dictionary Activity WebSci ’20, July 6–10, 2020, Southampton, United Kingdom
(a) Pokémon Go: positive correlation (0.99) (b) Guacamole: no sig. correlation (−0.11) (c) Naruto: negative correlation (−0.72)
Figure 7: Month-level plots of three example terms with correlated and uncorrelated activity on Urban Dictionary and Twitter
over time. Pokémon Go is an augmented reality mobile phone game that was initially released on July 6, 2016, exhibiting
highly focused attention. The cross-platform interest in the term “guacamole” shows no consistent patterns over time. For the
Japanese manga Naruto, increases in Twitter discussion in early 2017 align with the end of a ten year television series, while
activity on Urban Dictionary begins to drop-off around the same time.
eventually moved into a trending period, meaning that a potentially
unknown definition of trending is being learned. Others approaches
aim for personalization by incorporating user-level features such as
the types of topics that a person is typically interested in [5], which
we do not make use of as we are searching for general periods of
upward trending. Additionally, we do not consider burst detection
methods [10] which can accurately identify abnormal spikes in
usage, since we also wish to discover trends that experience a rapid
initial increase in usage followed by long plateaus of high usage,
e.g., for terms that were first introduced at some point in time yet
remained popular after the initial increase in usage.
As we are able to analyze the entire period of interest post-hoc,
and we would like to apply criteria for trending detection that are
general to both UD and Twitter, we opt for the following approach.
Inspired by previous work in the earth science domain [19], we fit
a piece-wise function across the entire time series. This allows us
to quickly check for sections of rapid increases by analyzing the
slope of this function at a given point in time.
To fit the piece-wise function, we first split the time series at all
identified change points using the pruned exact linear time (PELT)
change point detection algorithm [9]10. PELT is a dynamic program-
ming approach used to efficiently find the best segmentation of a
time series by minimizing a cost function defined in terms of the
likelihood of the data in each segment. After running PELT on each
time series, we then fit an ordinary least squares regression line
to each segment of the data that lies between two change points,
and inspect the slope of the line. If the slope is greater than the
threshold 𝜏𝑚 , we mark this period of time as “trending” for this
term. In our analyses, we set 𝜏𝑚 = max(𝑆)4 where 𝑆 represents all
points in a time series. Figure 8 shows an example of the results of
this trending detection approach on our Twitter data sample.
We compute all trending periods for both the UD and Twitter
time series for all terms, and compare these time periods to the dates
during which new definitions are added to UD for a given term. Let
the symbol 𝑑 represent a binary random variable that is true in
the event that a new definition for a term is added during a given
10We use the implementation provided in the ruptures Python library.
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Figure 8: Twitter activity plot for the term “Vibing” along
with detected trending periods (shaded regions) using the
proposed approach.
month, and false otherwise. Then, let 𝑢 be true if term the same
term is trending during month the same month. We estimate the
conditional probabilities associated with various values of 𝑑 and 𝑢
in Table 4. We find that the probability of observing a new definition
for a given term is statistically significantly more likely in a given
month if activity centered around that term is trending on either
UD or Twitter. Further, when a term has received a new definition
in a given month, it is also more likely that this term would be
marked as trending according to our trend detection algorithm for
either the UD activity or the Twitter activity time series.
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Twitter UD
p(𝑑 |𝑢) 0.105 0.113
p(𝑑 |¬𝑢) 0.077 0.104
p(𝑢 |𝑑) 0.142 0.172
p(𝑢 |¬𝑑) 0.111 0.162
Table 4: Observed probabilities associated with the creation
of new definitions on UD and trending periods on Twitter
(column 1) and UD (column 2). Bold font denotes a statisti-
cally significant difference from the quantity directly below
in the table using a two sample t-test and 𝛼 = .001. 𝑑 = 1 in-
dicates that a term is defined in a given month, and 𝑢 = 1
indicates that the same term is trending on either Twitter or
UD during that month.
Figure 9: Twitter and UD activity for the term “ebola”.
5 DISCUSSION
Having completed our analyses, we return to our initial research
questions and attempt to answer each given the evidence that we
have gathered.
(1) Is any activity on Urban Dictionary significantly corre-
lated with discussions taking place on Twitter? In section 4.2,
we computed the cross-correlations between the monthly Twitter
and UD activity time series and found that, for a subset of terms of
interest, there was a significant correlation between activity on the
two platforms. While we are unable to make conclusions about the
majority of terms that appear on UD and Twitter, we are able to
identify those terms for which there exists either a positive or neg-
ative correlation. Overall, we find that there are more terms with a
significant positive correlation, and that these correlations occur
with a time lag of 0, suggesting that the activity that is happening
on UD and Twitter is generally synchronized for these terms. These
results confirm that UD itself does in fact reflect trends occurring
elsewhere around the internet, and based on qualitative analyses,
events taking place in the offline world.
(2) If yes, for which terms does activity on these two platforms
exhibit either a positive or negative temporal correlation?What
are the characteristics of these terms? As we did find a link be-
tween the activity on the two platforms, we explored some of these
terms and their attributes later in Section 4.2. We notice several
major trends for the terms exhibiting positive correlations between
Twitter and UD activity measurements. First, we see a theme of in-
ternet memes, exemplified by the terms “alex from target”, “harlem
shake”, and ”number neighbor”, as well as tags such as #meme and
#internet. Second, there are a myriad of terms related to political
figures and large-scale events, such as “omarosa”, “scaramucci”,
“ebola”, “hurricane irma” and “paris agreement”, as well as the tag
#politics. Since many of these terms are related to extremely spe-
cific events that took place in a single month or even a single day,
the online activity observed on both platforms is often very acutely
focused around the time of that event. For example, see the time
series plot of the term “ebola” in Figure 9. There is a single major
spike in both time series in late 2014, roughly when the first case
of the Ebola virus was confirmed in the United States during the
2014-2016 epidemic [8]. For the negatively correlated terms, we
instead see a range of slang and risqué language. While further
investigation is needed to fully understand why these terms exhibit
a strong negative correlation between UD and Twitter activity, one
possibility is that we may be tapping into a larger trend taking place
on these platforms in which language that was once considered
taboo and was relegated only to website like UD is now more well
known and commonplace, appearing more on Twitter, making it
less novel on UD. Either way, it is clear that these two platforms do
influence each other (either tacitly or directly).
(3) Is it more likely that new definitions are added to Urban
Dictionary for a term if it is currently trending on Twitter? In
Section 4.4 we define trending for a given term on either platform.
Given this definition and the data we have about the creation of new
definitions for terms of UD, we calculate the likelihood of terms
appearing both inside and outside of trending intervals, finding it
(statistically) significantly more likely to witness new definitions
during trending periods when considering both UD and Twitter
time series. Additionally, we find that terms are more likely to be
trending during months for which new definitions have been added
to UD. While capturing the causal relationships at play, if they exist,
is left as future work, these results solidify the relationship that
exists between the observed user behaviors on these two platforms
centered around specific types of content.
6 CONCLUSION
We have presented the first analysis of the temporal relationships
between online activity on the under studied platform Urban Dic-
tionary and the broad conversations happenings on Twitter. We
explored the relationships between periods of time when terms
were trending and corresponding activity on Urban Dictionary,
such as the creation of new definitions, finding that new definitions
are more likely to occur during these periods. Through a series
of cross-correlation analyses, we identified cases in which Urban
Dictionary activity most closely reflects the content being discussed
on Twitter. By inspecting and characterizing the types of terms that
have a stronger connection to discussions on Twitter, we found that
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Urban Dictionary activity that is positively correlated with Twitter
mentions is centered around terms related to memes, popular public
figures, and offline events. While this work represents an initial
venture into the study of the links between these two platforms,
we hope that it provides a foundation for future work exploring the
web and its many components as a larger socio-technical system,
searching for interactions between various online communities and
their behaviors rather than studying each one in isolation.
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