Introduction and Results
The Landau-Lifshitz (sometimes Landau-Lifshitz-Gilbert) equation describing the dynamics of an 2D isotropic ferromagnet is (eg. [12] ) u t = a 1 (∆ u + |∇ u| 2 u) + a 2 u × ∆ u, a 1 ≥ 0, a 2 ∈ R (1.1)
where the magnetization vector u = u(t, x) = (u 1 , u 2 , u 2 ) is a 3-vector with normalized length, so can be considered a map into the 2-sphere S 2 :
u : [0, T ) × R 2 → S 2 := { u ∈ R 3 | | u| = 1}.
(1.
2)
The special case a 2 = 0 of (1.1) is the very well-studied harmonic map heat-flow into S 2 , while the special case a 1 = 0 is known as the Schrödinger flow (or Schrödinger map) equation, the geometric generalization of the linear Schrödinger equation for maps into the Kähler manifold S 2 . In order to exhibit the simple geometry of (1.1) more clearly, we introduce, for u ∈ S 2 , the tangent space
to the sphere S 2 at u. For any vector v ∈ R 3 , we define two operations on vectors:
For u ∈ S 2 , P u projects vectors orthogonally onto T u S 2 , while J u is a π/2 rotation (complex structure) on T u S 2 . Denoting a = a 1 + ia 2 ∈ C, (1 The energy associated to (1.1) is simply the Dirichlet functional
and (1.6) formally yields the energy identity
implying, in particular, energy non-increase if a 1 > 0, and energy conservation if a 1 = 0 (Schrödinger map).
To a finite-energy map u : R 2 → S 2 is associated the degree
If lim |x|→∞ u(x) exists (which will be the case below), we may identify u with a map S 2 → S 2 , and if the map is smooth, deg( u) is the usual Brouwer degree (in particular, an integer). It follows immediately from expression (1.9) that the energy is bounded from below by the degree: 10) and equality here is achieved exactly at harmonic maps solving the first-order equations
which, in stereographic coordinates
are the Cauchy-Riemann equations, and the solutions are rational functions. These harmonic maps are critical points of the energy E and, in particular, static solutions of the Landau-Lifshitz equation (1.1) .
In this paper we specialize to the class of m-equivariant maps, for some m ∈ and polar coordinates
In terms of the radial profile map v = (v 1 , v 2 , v 3 ), the energy is Finite energy implies v is continuous in r and lim r→0 v = ± k, lim r→∞ v = ± k (see [10] for details). We force non-trivial topology by working in the class of maps Σ m := { u = e mθR v(r) | E( u) < ∞, v(0) = − k, v(∞) = k}.
(1.17)
It is easy to check that the degree of such maps is m:
The harmonic maps saturating inequality (1.10) which also lie in Σ m are those corresponding to βz m (β ∈ C × = C\{0}) in stereographic coordinates (1.12) . In the representation S 2 ⊂ R 3 , the harmonic map corresponding to z m is given by The full two-dimensional family of m-equivariant harmonic maps in Σ m is then generated by rotation and scaling, so for s > 0 and α ∈ R, we denote µ = m log s + iα, h[µ] = e αR h s , h s = h(r/s).
(1.20)
The harmonic map e mθR h[µ] corresponds under stereographic projection to e −µ z m . We are concerned here with basic global properties of solutions of the LandauLifshitz equations (1.1), especially the possible formation of singularities, and the long-time asymptotics.
For finite-energy solutions of (1.1) in 2 space dimensions, finite-time singularity formation is only known to occur in the case of the 1-equivariant harmonic map heat-flow (a 2 = 0) -the first such result [4] was for the problem on a disk with Dirichlet boundary conditions (this was extended to Σ 1 on R 2 in [9] ). Examples of finite-time blow-up for different target manifolds (not the physical case S 2 ) are also known (eg. [20] ).
For the Schrödinger case (a 1 = 0), [5] showed that small-energy solutions remain regular. In the present setting, the energy is not small -indeed by (1.10) and (1.18), E ↾ Σm ≥ 4πm.
(1.21)
A self-similar blow-up solution, which however carries infinite energy, is constructed in [6] .
In the recent works [11, 9, 8] , it was shown that when m ≥ 4, solutions of (1.1) in Σ m with near minimal energy (E( u) ≈ 4πm) are globally regular, and converge asymptotically to a member e mθR h[µ] of the harmonic map family. In particular, the harmonic maps are asymptotically stable. The analysis there fails to extend to m ≤ 3, due to the slower spatial decay of d dµ h[µ] (a point which we hope to clarify below). With a new approach, we can now handle the case m = 3 as well: Theorem 1.1. Let m ≥ 3, a = a 1 + ia 2 ∈ C\{0}, and a 1 ≥ 0. Then there exists δ > 0 such that for any u(0, x) ∈ Σ m with E( u(0)) ≤ 4mπ + δ 2 , we have a unique global solution u ∈ C([0, ∞); Σ m ) of (1.
Moreover, for some µ ∈ C we have
In short, every solution with energy close to the minimum converges to one of the harmonic maps uniformly in x as t → ∞. Even for the higher degrees m ≥ 4, this result is stronger than the previous ones [11, 9, 8] , where the convergence was given only in time average.
1 Note that in the dissipative case (a 1 > 0), solutions converge to a harmonic map also in the energy norm, while this is impossible for the conservative Schrödinger flow (a 1 = 0).
The analysis for the case m = 2 seems trickier still, and we have results only in special case of the harmonic map heat-flow (a 2 = 0) with the further restriction that the image of the solution remain on a great circle: v 2 ≡ 0 (a condition preserved by the evolution only for the heat-flow). These results show, in particular, that the strong asymptotic stability result of Theorem 1.1 for m ≥ 3 is no longer valid; instead, more exotic asymptotics are possible, including infinite-time concentration (blow-up) and "eternal oscillation": Theorem 1.2. Let m = 2 and a > 0. Then there exists δ > 0 such that for any
In addition, we have the following asymptotic formula for s(t): 
Estimate (1.23) shows that these solutions do converge asymptotically to the family of harmonic maps. However, the evolution along this family, described by the parameter s(t), does not necessarily approach a particular map in Σ 2 (although it might -case (1)). The solution may in fact converge pointwise (but not uniformly) to a constant map ± k (which has zero energy, zero degree, and lies outside Σ 2 ) as in (2)-(3) (this is infinite-time blow-up or concentration), or it may asymptotically "oscillate" along the harmonic map family, as in (4)- (6) .
Note that the above classification (1)- (6) is stable against initial "local" perturbation. Namely, if two initial data v 1 (0) and v 2 (0) satisfy
the corresponding solutions have the same asymptotic type among (1)- (6) . More precisely, the difference of their scaling parameters converges in (0, ∞). The point is that the energy just barely fails to control the above integral.
In particular, the oscillatory behavior in (4)-(6) is driven solely by the distribution around spatial infinity. In fact, if we replace the domain R 2 by the disk D = {x ∈ R 2 | |x| < 1} with the same symmetry restriction with m = 2 and the same boundary conditions v(t, 0) = − k and v(t, 1) = k, then it is known [1, 7] that all the solutions behave like (2), namely they concentrate at x = 0 as t → ∞. Also, if we replace the domain R 2 by S 2 , then we can rather easily show in the dissipative case a 1 > 0 that the solution converges to one harmonic map for all m ∈ N, by the argument in this paper, or even those in the previous papers. We state the result on S 2 in Appendix A with a sketch of the proof.
As for other target spaces, we should mention an example in [19, Section 5] , which is "eternal winding" by heat flow around a compact 1-parameter family of harmonic maps from S 2 to S 2 × R 2 with an artificial warped metric. Our result has the following comparative advantages:
(1) The geometric setting is very simple and physically natural.
(2) The asymptotic formula is explicit in terms of the initial data. In addition, our analysis works in the same way in the dissipative (a 1 > 0) and the dispersive (a 1 = 0) cases. We need a 2 = 0 in Theorem 1.2 only because the angular parameter α(t) gets beyond our control (hence we remove it by the constraint), but the rest of our arguments could work in the general case. We will use the parameter convergence in the proof of Theorem 1.1 in the dispersive case a 1 = 0 to fix our linearized operator. However it is possible to treat the linearized operator even with non-convergent parameter and a 1 = 0, if we assume one more regularity on the initial data. We do not pursue it here since the wild behavior of α(t) prevents us from using it.
1.1. The main difficulty and the main idea. The standard approach for asymptotic stability is to decompose the solution into a leading part with finite dimensional parameters varying in time, and the rest decaying in time either by dissipation or by dispersion. In our context, we want to decompose the solution in the form
such that the remainderv(t) decays, and the parameter µ(t) ∈ C converges as t → ∞ (at least for Theorem 1.1). In favorable cases (the higher m, in our context), we can choose µ(t) such that all secular modes forv(t) are absorbed into the time evolution of the main part h[µ(t)]. This means that the kernel of the linearized operator foř v(t) is spanned by the parameter derivatives of h[µ], and hence we can put that component of
. This is good both forv(t) and µ(t), because (1)v(t) will be free from secular modes, and so we can expect it to decay by dissipation or dispersion, at least at the linearized level. (2) The decomposition is preserved by the linearized equation. Henceμ(t) is affected byv only superlinearly, i.e. at most in quadratic terms. In particular, if we can get L 2 decay ofv in time, thenμ(t) becomes integrable in time, and so converges as t → ∞. This is indeed the case for m > 3.
However, the above naive argument does not take into account the space-time behavior of each component. The problem comes from the fact that the decomposition and the decay estimate must be implemented in different function spaces, and they may be incompatible if the eigenfunctions decay too slowly at the spatial infinity.
In fact, the parameter derivative of h[µ] is given by
and hence the eigenfunctions are O(r −m ) for r → ∞, i.e. slower for lower m. On the other hand, the spatial decay property in the function space for the time decay estimate is essentially determined by the invariance of our problem under the scaling
which maps solutions into solutions, preserving the energy. If we want L 2 decay in time (so that we can integrate quadratic terms inμ), then a function space with the right scaling is given byv
(1.29)
To preserve such norms in x under the orthogonal projection, the eigenfunction must be in the dual space, for which m > 3 is necessary. Indeed, this is the essential reason for the restriction m ≥ 4 in the previous works [10, 11, 9] . We emphasize that the above difficulty is common for the dissipative and dispersive cases, since they share the same scaling property. That is, the dissipation does not help with this issue, even though it gives us more flexibility in the form of decay estimates.
The main novelty of the present approach is the non-orthogonal decomposition
where ϕ s (r) is smooth and supported away from r = 0 and from r = ∞, so that the (non-orthogonal) projection may preserve the decay estimates. This is good for the remainderv, but not for the parameter µ -the decomposition is no longer preserved by the linearized evolution, since they have no particular relation. This implies that we get a new error term inμ(t) which is linear inv(t) (see Section 6) . This contribution is handled by including it in a sort of "normal form" for the dynamics of the parameters µ(t), explained in Section 7. In particular, it is this new term which drives the non-trivial dynamics for the m = 2 heat-flow given in Theorem 1.2.
For the purely dispersive (Schrödinger map) case, one tool we use should be of some independent interest: the 2D radial "double-endpoint Strichartz estimate" for Schrödinger operators with sufficiently "repulsive" potentials (in the absence of a potential, the estimate is false). The proof is given in Section 10.2.
1.2. Organization of the paper. In Section 2, we use the "generalized Hasimoto transform" to derive the main equation used to obtain time-decay estimates of the remainder term. Section 3 gives the details of the solution decomposition described above, and addresses the inversion of the Hasimoto transform. The estimates for going back and forth between the different coordinate systems (the "Hasimoto" one of Section 2 and the decomposition of Section 3) are given in Section 4. Section 5 is devoted to establishing the time-decay (dispersive if a 1 = 0, diffusive if a 1 > 0) of the remainder term, using energy-, Strichartz-, and scattering-type estimates. The dynamics of the parameters µ(t) are derived and estimated in Section 6. The leading term in the equation forμ is not integrable in time, and so Section 7 gives an integration by parts in time to identify (and estimate) a kind of "normal form" correction to µ(t), whose time derivative is integrable. At this stage, the proof of Theorem 1.1 for m > 3 is complete. A more subtle estimate of an error term for m = 3 is done in Section 8, completing the proof in that case. Finally, in Section 9, the normal form correction is analyzed in the case m = 2, a 2 = 0, v 2 = 0, in order to prove Theorem 1.2. Proofs of certain linear estimates (including the double-endpoint Strichartz) are relegated to Section 10. Appendix A states the analogous theorems for domain S 2 and sketches the proofs.
1.3. Some further notation. We distinguish inner products in R 3 and C by
Both will be used for
while (f, g) just denotes a pair of functions. For any radial function f (r) and any parameter s > 0, we denote rescaled functions by
We denote the Fourier transform on R 2 by F , and, for radial functions, the FourierBessel transform of order m by F m :
where J m is the Bessel function of order m. For m ∈ Z we have
We denote the Laplacian ∆ x on the subspace spanned by d-dimensional spherical harmonics of order m by
.
(1.37)
Generalized Hasimoto transform
First we recall from the previous papers [10, 9, 8] the equation for the remainder part, which is written in terms of a derivative vanishing exactly on the harmonic maps, and so independent of the decomposition. The equation was originally derived in [5] in the case of small energy solutions (hence with no harmonic map component), and called there the generalized Hasimoto transform.
Under the m-equivariance assumption (1.13), the Landau-Lifshitz equation (1.6) is equivalent to the following reduced equation for v(r, t):
Define the operator ∂ v on vector-valued functions by
Since for any vector b,
For future use, we denote the corresponding operator on scalar functions by
Then equation (2.1) can be factored as
where
will always denote a covariant derivative (which acts on T v S 2 -valued functions), and * denotes the adjoint in L 2 (R 2 ). Denote the right-most factor in (2.4) by
v w, and applying D v to both sides yields
Now we rewrite the equation for w by choosing an appropriate orthonormal frame field on T v S 2 , realized in C 3 . Let e = e(t, r) satisfy
Let S, T be real scalar, and let q, ν be complex scalar, defined by
Then we have the general curvature relation
Using the equation (2.4) for v, we get
Now we fix e by imposing
(The unique existence of such e will be guaranteed by Lemma 4.1.) Then (2.11) yields
A key observation is that in the Schrödinger (non-dissipative) case a = i, we can pull out the derivative on q: S r = (∂ r + 2 r )(
, and so
The evolution equation (2.7) for w yields our equation for q:
This is the basic equation used to establish diffusive (a 1 > 0) or dispersive (a 1 = 0) decay estimates. The operator acting on q can be expanded as
Decomposition and orthogonality
Next we introduce coordinates for the decomposition of the original map
or more precisely for the remainderv, and a localized orthogonality condition which determines the decomposition. The choice of coordinates is the same as in the previous works [11, 9, 8] , while the decomposition itself is different.
For each harmonic map profile h[µ], µ = m log s+iα, we introduce an orthonormal frame field
We express the difference from the harmonic map in this frame by
In other words
, where we denote
As explained in the introduction, the orthogonality condition in the previous works
would not work for m ≤ 3 due to the slow decay of h s 1 for r → ∞. Hence instead we determine the parameter µ by imposing localized orthogonality
with some smooth localized function
and so we have
In order to estimate z by w (or equivalently q), we introduce a right inverse of the operator
Then we have
Moreover we have the following uniform bounds
where the L p q norm is defined in (1.37). Moreover, the condition on ϕ is optimal in the following sense:
We give a proof in Section 10. Note that the above bounds are scaling invariant:
We can combine the estimates of the Lemma with the embedding
The above lemma is used as follows. First note that the orthogonality (ϕ
s z because of (3.12). For the energy norm, we choose θ = 0 and p = 2 in Lemma 3.
Since |L s − ∂ r | 1/r, we further obtain 17) where the space X is defined by the norm
The Sobolev embedding X ⊂ L ∞ is trivial by Schwarz:
Hence we get by using (3.10),
For L 2 t estimates of z, we use Lemma 3.1 with θ = 1 and
for any p ∈ [1, ∞], and so by using (3.10),
If we were to use h 1 instead of ϕ, then we would need m > 3 for the Strichartztype bound (3.22), and m > 2 for the energy bound (3.16) , by the last statement of the lemma.
Coordinate change
Before beginning the estimates for the evolution, we establish in this section the bi-Lipschitz correspondence between the different coordinate systems: v and (µ, q), including unique existence of the decomposition. It is valid for any map in our class Σ m with energy close to the ground states.
For that purpose, we need to translate between the different frames e and f. At each point (t, r), we define M = f ⊗ e ∈ GL R (C), a real-linear map C → C, by
Since f(∞) = e −iα e(∞), and f ⊥ h[µ], we have
Then e can be recovered from M by
provided that |γ| < 1. We further introduce some spaces with (pseudo-)norms.
The metric on C is defined such that
Then there exists δ > 0 such that the system of equations 
In particular, we have pointwise smallness
so that we can neglect higher order terms in z orv.
Proof. We always assume (3.9), (3.4) and (3.5), which define the maps
with the Lipschitz continuity
The energy can be written as
(4.12)
x and | v| = 1, the boundary conditions v 3 (0) = −1 and v 3 (∞) = 1 make sense in the energy norm.
Next we consider a point orthogonality.
. In this case v is recovered from ( w, µ 0 ) by solving the ODE: 13) or the equivalent integral equation
The uniform bound on R s δ(r−1) can be localized onto any interval I ∋ s 0 , because z is the solution of the above initial value problem. Hence we get, in the same way as in (3.16),
Thus every v ∈ Σ m (δ) is close at least to some h[µ 0 ], and we have v 1 − v 2 ∈ X by (4.11). Σ m (δ) is a complete metric space with this distance. Now we take any ϕ ∈ C 1 0 (0, ∞) satisfying (ϕ | h 1 ) = 1, and look for µ around µ 0 solving the orthogonality
Its derivative in µ is given by
(4.18)
In particular we have
In addition, both F (µ) and ∂ µ F are Lipschitz in v. Therefore by the implicit mapping theorem, if δ > 0 is small enough, there exists a unique µ ∈ C for each v such that F (µ) = 0 and |µ − µ 0 | δ, and v → µ is Lipschitz. Then 20) and so by the same argument as for (4.16), we get z X δ, and in addition,
and so the implicit mapping theorem implies that µ 1 = µ 2 . Thus we get a bijection v → (µ, w) with the Lipschitz continuity
For the frame field e, we consider the matrix M = f ⊗ e, together with the equivalent set of equations (4.3) and (4.4). Integrating (4.3) from r = ∞, we get
while (4.4) provides
Hence for fixed v ∈ Σ m (δ) (and µ), we can get (M, e) ∈ Y × L ∞ by the contraction mapping principle for the system of (4.3) and (4.4). Moreover we get 
(4.28) Combining this with (4.24) and (4.25), we get (z, M, e) for any fixed (µ, q) by the contraction mapping, and moreover they satisfy
. (4.29)
Decay estimates for the remainder
In this section we derive dissipative or dispersive space-time estimates of the remainderv in terms of z, from the equation (2.15) for q. First by the smallness of z, we obtain from (3.20) and (3.22),
for all p ∈ [1, ∞]. Next we estimate the factor S, by using
Then from the expression in (2.15) for S, we have
In the dispersive case a 1 = 0, we avoid the derivative by using expression (2.14)
For the time decay estimates, we treat the dissipative and the dispersive cases separately. 
Since the last term can be absorbed by (4.9) smallness ofv, we get
So by using the bound (3.17) on R s ϕ , we obtain 9) and also from (5.3),
5.2. Dissipative decay. Next we show the convergence q → 0 as t → ∞, by comparing it with the free evolution. For T > 0, let
Then we have 12) where the potential V (t, x) is given by
Multiplying the equation with q T , we get the energy identity
and hence by Schwarz, and using estimate (5. 17) where 18) and S is given by (2.14). We have 19) and so
Now we need the endpoint Strichartz estimate for H s with fixed scaling s: This Lemma will be proved in Section 10.2. Hence if | log(s(t)/s(0))| ≪ 1 for all t, then we have 
For the scattering of q, we further expand the equation 27) where N 2 is as in (5.18) , and
Then the global Strichartz bound implies that
) once again, we get the scattering of q. For the vanishing of z, we use the inversion formula
x → L ∞ , the latter two terms contribute at most with
, hence we may drop them. Also we may replace q by its asymptotic free solution q ∞ := e it∆ (m−1) 2 q + . Moreover we may approximate q + by nicer functions. Hence we assume that q := F m−1 q + ∈ C ∞ 0 (0, ∞). Then we may further replace the free solution with the stationary phase part:
where the error is bounded by Plancherel
Now that spatially local vanishing is clear (eg. it follows from R s ϕ Mq(t) rL ∞ q ∞ (t) L ∞ → 0), we may extract the leading term of R s ϕ for large x. We assume that s(t) ∈ L ∞ t and supp ϕ s ⊂ (0, b) for a fixed b ∈ (0, ∞). Then for r > b we have
(5.33)
Thus we are reduced to showing that
for any χ ∈ C ∞ 0 (0, ∞). By partial integration on (ρ/t)e iρ 2 /(4t) , we have
The right hand side is bounded by r m /t, using |χ(ρ/t)| ρ/t for the first, second and fourth terms, |χ ′ (ρ/t)| 1 for the third, and M r ∈ L ∞ t L 1 (dr) for the fourth term. Thus we obtain z(t) L ∞ x → 0.
Parameter evolution
It remains to control the asymptotic behavior of the parameter µ(t) of the harmonic map part of the solution. Its evolution is determined by differentiating the localized orthogonality condition
and each term on the right is expanded by usinǧ
• f,
Plugging this into the above and then dividing it by s 2 , we geṫ
The last two terms are bounded by 
Hence using that
(6.8)
Partial integration for the parameter dynamics
Now we want to integrate in t the right hand side of (6.3), which is not bounded in L 1 t . The key idea is to employ the q equation (2.15), by identifying a factor of L v L * v q, through a partial integration in space. For the spatial integration, we first freeze the phase factor M. Since h[µ] = v = − k at r = 0, we have M(t, 0) = e ie α , i.e. f(t, 0) = e ie α e(t, 0) for some real α(t). Then D t f(t, 0) = i α ′ (t)f(t, 0) − iS(t, 0)f(t, 0), and so
We decompose
and rewrite the leading term of (6.3) as follows.
The second term is bounded by qvr
, and the last two terms are bounded by
( 7.4) where the last factor is further bounded by using thatM = 0 at r = 0
We further rewrite the remaining (main) term. By the definition of c, we have
where the operator R s ϕ was defined in (3.11). Let
where the asymptotic form easily follows from the fact that
Then we have, by using equation (2.15) for q, 10) and, using (3.9), the last term is bounded by 12) either by (5.10) or (5.25). The last two terms of (
where we used (6.8) and (5.1). Thus we have obtained
Integrating by parts in t, the leading term is rewritten as
+ṡ(e ie α q | (r∂ r + 1)ψ s ). (7.15) The last term can be bounded in L 1 t by using (6.8),
If m = 2 or m > 3, then (r∂ r + 1)ψ ∈ L 1 , and so the above is further bounded by q
. When m = 3, we need some extra effort to bound the last factor in L 2 tthis is done in the next section.
If m > 2, we have for the leading term 17) while for m = 2 this term can be infinite from the beginning. We will show in Section 9 that the time difference [(e ie α q | ψ s /s)] t 0 can be controlled for finite t, but still may become unbounded as t → ∞ for some initial data.
This also means that the second last term of (7.15) is beyond our control when m = 2, and so in this case we force it to vanish by making the assumptions a 2 = 0 and v 2 = 0. For the other cases (m > 2), we should estimate S(t, 0), for which we use in the Schrödinger case (a = i) that 18) since |w 3 | |q||ν| and |ν| h s 1 + |z|. Thus we get at each t, using (5.1),
), (7.20) where we used (6.8) . If m > 3, then ψ ∈ L 1 and hence the last factor
δ. Its estimate for m = 3 is deferred to the next section. In the dissipative case a 1 > 0, we estimate simply by (2.15) at each t
and hence the second term in
where we used (6.8) and (5.9).
Thus we have obtained all the necessary estimates to prove Theorem 1.1 when m > 3. Furthermore, its proof for m = 3 will be complete once we show
23) which will be done in Section 8.
For Theorem 1.2, it remains to derive the asymptotic formula (1.24) from the leading term (q | ψ s /s), and to show that all of the asymptotic behavior (1)- (6) can be realized by choice of the initial data u(0, x) -this is done in Section 9.
Special estimates for m = 3
In this section we finish the proof of Theorem 1.1 by showing (7.23). It suffices to estimate the leading term for r → ∞:
with χ ∈ C ∞ satisfying χ(r) = 0 for r < 1 and χ(r) = 1 for r > 2, since the rest decays at slowest
Once the above is proved, we can conclude that
The boundedness of µ and the scattering of q imply that the "normal form" correction (e iα q | ψ s /s) converges to zero, and so µ(t) is convergent as t → ∞.
To estimate (8.1), we use perturbation from the free evolution e at∆
2 :
where N 0 and N 2 are as in (5.28) and (5.18), satisfying
For the contribution of N 2 as well as the initial data, we use the following estimate.
Lemma 8.1. For any l > 0, any a ∈ C × with Re a ≥ 0, and any functions g(r), f (r), and F (t, r), we have
Proof. We start with the estimate for the free part. Let g = F l g and f = F l f . The above L 2 t norm equals by Plancherel in space,
where we put
If a 1 > 0, then (8.6) is bounded by Minkowski
If a 1 = 0, then a 2 = 0 and (8.6) is bounded by Plancherel in t,
Thus in both cases we obtain
Then the first desired estimate follows from
since |J l (r)| min(r l , r −1/2 ) for r > 0. By duality, the estimate on the Duhamel term is equivalent to 12) which is equivalent to 13) which is dual to the first estimate.
For the potential part N 0 , we transfer the equation to R 6 by u = r −2 q and consider
Then thanks to the decay of the potential, we have 3/2 (R 6 ). Thus to summarize, we have
Completion of the proof of Theorem 1.1: Let initial data u(0) be specified as in Theorem 1.1. The existence of a unique local-in-time solution u(t) in the given spaces can be deduced by working in the (µ, q) variables (using the bijection of Lemma 4.1) and using estimates similar to those of Sections 5 and 6. The details are carried out in the Schrödinger case (a = i) in [11] , and carry over to the general case in a straightforward way (in fact, there are well-established methods for energyspace local existence in the dissipative case, starting with the pioneering work [17] on the heat-flow). It follows from this local theory that the solution continues as long as µ(t) is bounded and q is bounded in
For m > 3, the estimates of the previous four sections give the boundedness of q and µ which ensure the solution is global, as well as the convergence of µ(t). The convergence to a harmonic map then follows from the estimates of Section 5.
9. Special estimates for m = 2, a > 0, v 2 = 0 Let m = 2 and (with no further loss of generality) a = 1. By the bijective correspondence v ↔ (µ, q), it is clear that v 2 = 0 is equivalent to µ, q ∈ R. It remains to control the leading term for the parameter dynamics
In particular, we will show that this can diverge to ±∞, or oscillate between them for certain initial data. First by the asymptotics for r → ∞, we have
x , where we denote
Hence we may replace s The double integral for |q − r| > r/2 is bounded by using the second form by 4t min(t −1/2 , t −1 ) min(1, r/t, 1/r), (9.6) and that for |q − r| < r/2 is bounded by using the first form by
and by the second form by r 2 /t × 1/r = r/t.
The nonlinear part of q contributes as
where the potential term is given by
The contribution from the last two parts is estimated with the r −1 bound from the above Lemma, thus bounded by 
where we also used that |1 − h 3 (r)| r −2m . It suffices to bound the last double integral. Let τ = t − t ′ . For 0 < τ < s(t) 2 , the r integral is bounded by 12) hence its τ integral is bounded by
For s(t) 2 < τ , the r integral is bounded by 14) and its τ integral is bounded by square of
Thus we obtain
namely we may replace q by the free solution q 0 in the leading asymptotic term. Furthermore, we can freeze the scaling parameter because
(9.17)
where O(1) is convergent.
The leading term is further rewritten in the Fourier space by using that
(9.19)
Thus we obtain (using that
and the error term O(1) converges to a finite value as t → ∞.
Completion of the proof of Theorem 1.2: As in the proof of Theorem 1.1, we now have all the estimates to conclude the solution is global (in particular, µ(t) remains finite by the above formula and estimates), and the convergence to the harmonic map family follows from the estimates of Section 5. It remains to consider the asymptotics of s(t).
Since
|q(0, r)|dr < ∞, it is easy to make up q(0) ∈ L 2 , for any given s(0) ∈ (0, ∞), such that the first term on the right of (9.21) attains arbitrarily given lim sup ≥ lim inf ∈ [−∞, ∞] as t → ∞. In particular, all of the asymptotic behaviors (1)-(6) in Theorem 1.2 can be realized by appropriate choices of (q(0), s(0)), for which Lemma 4.1 ensures existence of corresponding initial data u(0) ∈ Σ 2 .
Using that v 2 = 0, we can further rewrite the leading term in terms of v. Since e = (v 3 , i, −v 1 ), we have
where β is defined by v = (cos β, 0, sin β). Hence we have
where O(1) converges as t → ∞.
Proofs of the key linear estimates
10.1. Uniform bound on the right inverse R ϕ .
Proof of Lemma 3.1. Let s = 1 and omit it. It suffices to prove
From this we get by duality, 2) and the bilinear complex interpolation covers the intermediate cases.
It remains to prove (10.1). We rewrite the kernel of R ϕ
where χ(r) is defined by
We decompose the double integral dyadically such that r ∼ 2 j , r ′′ ∼ 2 k and r ′ ∼ 2 l , and let
For R ϕ , we have
The sums over k are bounded for j − 1 ≤ k ≤ l + 1 and for l − 1 ≤ k ≤ j + 1 respectively by
and since the exponential factors are bounded, after summation over l we get Then the sums over k and l are bounded in both cases by 10) and hence R *
Next we show the optimality. Let b ∈ Z, and choose any g which is piecewise constant on each dyadic interval (2 j , 2 j+1 ), supp g ⊂ [2 b , ∞), and g ≥ 0. Then for 0 < r ≤ 2 b we have
where we denote
is necessary since we can choose arbitrary non-negative
is also necessary. 10.2. Double endpoint Strichartz estimate. Lemma 5.1 holds for more general radial potentials. We call
the Kato estimate for the operator H, and 
, and suppose 15) from which the Kato estimate follows by Plancherel in t (see [11] for details). On the other hand, if the double-endpoint estimate were to hold for zero-angular-average functions, so would the endpoint homogeneous estimate. Since the latter is known to hold for radial functions (see Tao [18] ), it would therefore hold for all 2D functions, which is false (see Montgomery-Smith [15] , also see [18] ). Alternatively, a constructive counter-example is given by placing delta functions of the same mass but opposite sign at (1, 0) and (0, 1) in the plane.
Proof of Theorem 10.1. Following [14] , we use the identity where f and g are radial (i.e. f (s) = f (|x|, s), etc.). The desired estimate follows from
Using the 1/t decay for e it∆ (m) 2 L 1 →L ∞ , we can easily bound the supremum of the summand. To get summability, we need decay both faster and slower than 1/t. In fact we have, for ϕ = ϕ(|x|) radial, Next, when the decay is slower than 1/t, namely if we choose µ > 0 in (10.16), then we get a non-endpoint Strichartz estimate using the Hardy-Littlewood-Sobolev inequality in time: 17) for 0 < α ≤ 1/2 and 1/p = 1/2 − α/2. Now the rest of the proof follows along the lines of Keel-Tao [13] . We will prove that For the first exponents (10.19), we use the decay estimate (10.16) and the L ∞,α − L 1,−α duality at each (s, t). Then we get
where we used Hölder for s, t, a. For the second exponents (10.20) , we use the non-endpoint Strichartz (10.17) for both integrals in s and t, after applying the Schwartz inequality in x. Then we get |I j (f, g)| The only property we need is that this set includes a neighborhood of (0, 0), where we are looking for the summability. Now we use bilinear interpolation (see [ , and we used the interpolation property of weighted spaces (cf. [2] ):
By choosing α = β = 0 in (10.22), we get the desired result.
Proof of Lemma 10.2 . By time translation, we can replace the interval of integration in (10.12) and (10.13) by (−∞, t). Then by taking the dual, we can also replace it by (t, ∞). Adding those two, we can replace it by R. Then the standard T T * argument implies that Applying (10.12) for H and (10.13) for H 0 , and using
(10.23)
Then by duality we also get
2 ) . Feeding this back into (10.23), we get
2 ) . The estimate on e iHt ϕ is simpler, or can be derived from the above by the T T * argument. In this setting we can use the "standard" orthogonality to decide µ: since gh 1 ∈ r −1 L 1 . The energy identity
implies the a priori bound on q:
Since g −1/2 r, we get (by using q = R s * ϕ L s * q as on R 2 ), Anyway, if δ is small enough (depending on s), we get by the same argument as on If m > 1, we can improve this for s < 1 as follows. By the same argument as on R 2 , we have and hence if δ > 0 is small enough, we get the desired convergence as on R 2 .
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