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ON THE INJECTIVITY OF THE KUDLA-MILLSON LIFT AND
SURJECTIVITY OF THE BORCHERDS LIFT
JAN HENDRIK BRUINIER AND JENS FUNKE*
Abstract. We consider the Kudla-Millson lift from elliptic modular forms of
weight (p + q)/2 to closed q-forms on locally symmetric spaces corresponding to
the orthogonal group O(p, q). We study the L2-norm of the lift following the Rallis
inner product formula. We compute the contribution at the Archimedian place.
For locally symmetric spaces associated to even unimodular lattices, we obtain an
explicit formula for the L2-norm of the lift, which often implies that the lift is in-
jective. For O(p, 2) we discuss how such injectivity results imply the surjectivity of
the Borcherds lift.
1. Introduction
In previous work [8], we studied the Kudla-Millson theta lift (see e.g. [18]) and
Borcherds’ singular theta lift (e.g. [3, 6]) and established a duality statement between
these two lifts. Both of these lifts have played a significant role in the study of
certain cycles in locally symmetric spaces and Shimura varieties of orthogonal type.
In this paper, we study the injectivity of the Kudla-Millson theta lift, and revisit
part of the material of [6] from the viewpoint of [8], to obtain surjectivity results
for the Borcherds lift. Moreover, we provide evidence for the following principle:
The vanishing of the standard L-function of a cusp form of weight 1 + p/2 at s0 =
p/2 corresponds to the existence of a certain ”exceptional automorphic product” on
O(p, 2) (see Theorem 1.8).
We now describe the content of this paper in more detail. We begin by recalling the
Kudla-Millson lift in a setting which is convenient for the application to the Borcherds
lift. Let (V,Q) be a non-degenerate rational quadratic space of signature (p, q). We
write (·, ·) for the bilinear form corresponding to the quadratic form Q. We write r
for the Witt index of V , i.e., the dimension of a rational maximal isotropic subspace.
Throughout we assume that the dimension m = p + q of V is even. Let H = O(V )
be the orthogonal group of V . We let D be the bounded domain associated to H(R),
which we realize as the Grassmannian of oriented negative q-planes in V (R).
Let L ⊂ V be an even lattice of level N , and write L# for the dual lattice. The
quadratic form on L induces a non-degenerate Q/Z-valued quadratic form on the
discriminant group L#/L. Recall that the Weil representation ρL of the quadratic
module (L#/L,Q) is a unitary representation of SL2(Z) on the group ring C[L
#/L],
which can be defined as follows [3], [6]. If (eγ)γ∈L#/L denotes the standard basis of
C[L#/L], then ρL is given by the action of the generators T = ( 1 10 1 ) and S = (
0 −1
1 0 )
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of SL2(Z) by
ρL(T )(eγ) = e(γ
2/2)eγ,
ρL(S)(eγ) =
e(−(p− q)/8)√
|L#/L|
∑
δ∈L#/L
e(−(γ, δ))eδ,
where e(w) := e2πiw. This representation factors through the group SL2(Z/NZ).
Let Γ ⊂ O(L) be a torsion-free subgroup of finite index which acts trivially on
L#/L. Then
X = Γ\D
is a real analytic manifold. For x ∈ L# with Q(x) > 0, we let
Dx = {z ∈ D; z ⊥ x}.
Note that Dx is a subsymmetric space attached to the orthogonal group Hx, the
stabilizer of x in H . Put Γx = Γ ∩Hx. The quotient
Z(x) = Γx\Dx −→ X
defines a (in general relative) cycle in X . For h ∈ L#/L and n ∈ Q, the group Γ
acts on Lh,n = {x ∈ L + h; Q(x) = n} with finitely many orbits, and we define the
composite cycle
Z(h, n) =
∑
x∈Γ\Lh,n
Z(x).
Kudla and Millson constructed Poincare´ dual forms for such cycles by means of
the Weil representation, see e.g. [18]. They constructed a Schwartz form ϕKM ∈
[S(V (R))⊗Zq(D)]H(R) on V (R) taking values in Zq(D), the closed differential q-forms
on D. Let ω∞ be the Schro¨dinger model of the Weil representation of SL2(R) acting
on the space of Schwartz functions S(V (R)), associated to the standard additive
character. We obtain a C[L#/L]-valued theta function on the upper half plane H by
putting
Θ(τ, z, ϕKM) = v
−m/4 ∑
h∈L#/L
∑
x∈L+h
(ω∞(gτ )ϕKM)(x, z)eh.
Here τ = u + iv ∈ H and gτ = ( 1 u0 1 )
(√
v 0
0
√
v−1
)
∈ SL2(R) is the standard element
moving the base point i ∈ H to τ . In the variable τ , this theta function transforms
as a (non-holomorphic) modular form of weight κ = m/2 for SL2(Z) of type ρL. In
the variable z, it defines a closed q-form on X . Kudla and Millson showed that the
Fourier coefficient at e2πinτeh is a Poincare´ dual form for the cycle Z(h, n).
Let Sκ,L denote the space of C[L
#/L]-valued cusp forms of weight κ and type ρL
for the group SL2(Z). We define a lifting Λ : Sκ,L → Zq(X) by the theta integral
f 7→ Λ(f) =
∫
SL2(Z)\H
〈f(τ),Θ(τ, z, ϕKM)〉 du dv
v2
,(1.1)
where 〈·, ·〉 denotes the standard scalar product on C[L#/L].
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In the present paper, we consider the question whether Λ is injective. We compute
the L2-norm of the differential form Λ(f) in the sense of Riemann geometry by means
of the Rallis inner product formula [25]. First, using the see-saw
Sp(2)
PP
PP
PP
PP
PP
PP
P
O(V )×O(V )
SL2× SL2
nnnnnnnnnnnn
O(V )
and the Siegel-Weil formula (see e.g. [19], [20], [22], [28]), the inner product can be
expressed as a convolution integral of f against the restriction of a genus 2 Eisenstein
series to the diagonal (see Proposition 4.8).
Such convolution integrals can be evaluated by means of the doubling method, see
e.g. [5], [12], [24], [25]. If f is a Hecke eigenform of level N , one obtains a special
value of the partial standard L-function of f (where the Euler factors corresponding
to the primes dividing the level N and ∞ are omitted) times a product of “bad”
local factors corresponding to the primes dividing N and ∞. If m > 4, then, by
the Euler product expansion, the special value of the partial standard L-function is
non-zero. Therefore the lift Λ(f) vanishes precisely if at least one of the “bad” local
factors vanishes. By the analysis of the present paper we determine the local factor
at infinity.
In the special case where L is even and unimodular, the level of L is N = 1, so that
∞ is the only “bad” place. The space Sκ,L is equal to the space Sκ(Γ(1)) of scalar
valued cusp forms of weight κ for Γ(1) = SL2(Z). We obtain the following explicit
formula for the L2-norm of the lift (see Theorem 4.10):
Theorem 1.1. Assume that m > 3 + r, where r is the Witt index of V . Let f ∈
Sκ(Γ(1)) be a Hecke eigenform, and write ‖f‖22 for its Petersson norm, and Df(s)
for its standard L-function. Then Λ(f) is square integrable and
‖Λ(f)‖22
‖f‖22
= C · Df (m/2− 1)
ζ(m/2)ζ(m− 2) ,
where C = C(p, q) is an explicit real constant, which does not depend on f .The
constant C vanishes if and only if p = 1.
Corollary 1.2. Assume that m > max(4, 3+r) and that L is even unimodular. When
p 6= 1, the theta lift Λ is injective. When p = 1, the lift vanishes identically.
It would be interesting to compute the bad local factors at finite primes (or at
least to show their non-vanishing) as well. However, in our setting, this requires first
a suitable Hecke theory for vector valued modular forms in Sκ,L, which is not yet
available. It seems conceivable that one could prove more general injectivity results
along these lines. For the relationship between the vector-valued modular forms in
Sκ,L and the adelic language, see [16].
Note that in this context, J.-S. Li [14] has used the theta correspondence and
the doubling method for automorphic representations in great generality to obtain
non-vanishing results for cohomology when passing to a sufficiently large level.
In the body of the paper, we actually consider the generalization of the Kudla-
Millson lift due to Funke and Millson [11]. It maps cusp forms in Sκ,L to closed
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differential q-forms with values in certain local coefficient systems. Moreover, we use
an adelic set-up for the theta and Eisenstein series in question.
1.1. Surjectivity of the Borcherds lift. We briefly discuss how the injectivity
results on the Kudla-Millson lift imply surjectivity results for the Borcherds lift. We
revisit part of the material of [6] in the light of the adjointness result of [8] between
the regularized theta lift and the Kudla Millson lift. We restrict ourselves to the
Hermitean case of signature (p, 2) where X is a p-dimensional complex algebraic
manifold. The special cycles Z(h, n) are algebraic divisors on X , also called Heegner
divisors or rational quadratic divisors.
We say that a meromorphic modular form for Γ has a Heegner divisor, if its divisor
on X is a linear combination of the Z(h, n). A large supply of modular forms with
Heegner divisor is provided by the Borcherds lift, see [2], [3]. We briefly recall its
construction.
A meromorphic modular form for a congruence subgroup of SL2(Z) is called weakly
holomorphic, if its poles are supported on the cusps. If k ∈ Z, we write Wk,L for the
space of weakly holomorphic modular forms of weight k for SL2(Z) of type ρL. Any
f ∈ Wk,L has a Fourier expansion of the form
f(τ) =
∑
h∈L#/L
∑
n∈Z+Q(h)
c(h, n)e(nτ)eh,
where only finitely many coefficients c(h, n) with n < 0 are non-zero. We write V −
for the quadratic space (V,−Q) of signature (2, p) and L− for the lattice (L,−Q) in
V −.
Theorem 1.3 (Borcherds [3], Theorem 13.3). Let f ∈ W1−p/2,L− be a weakly holo-
morphic modular form with Fourier coefficients c(h, n). Assume that c(h, n) ∈ Z for
n < 0. Then there exists a meromorphic modular form Ψ(z, f) for Γ (with some
multiplier system of finite order) such that:
(i) The weight of Ψ is equal to c(0, 0)/2.
(ii) The divisor Z(f) of Ψ is determined by the principal part of f at the cusp ∞.
It equals
Z(f) =
∑
h∈L#/L
∑
n<0
c(h, n)Z(h, n).
(iii) In a neighborhood of a cusp of Γ the function Ψ has an infinite product ex-
pansion analogous to the Dedekind eta function, see [3], Theorem 13.3 (5.).
The proof of this result uses a regularized theta lift. Let ϕp,20 ∈ S(V (R)) be the
Gaussian for signature (p, 2). The corresponding Siegel theta function
Θ(τ, z, ϕ0) = v
∑
h∈L#/L
∑
x∈L+h
(ω∞(gτ )ϕ0)(x, z)eh
transforms like a non-holomorphic modular form of weight p/2− 1 of type ρL in the
variable τ . Hence the theta integral
(1.2) Φ(z, f) =
∫
Γ(1)\H
〈f(τ),Θ(τ, z, ϕp,20 )〉 dµ
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formally defines a Γ-invariant function on D. Because of the singularities of f at
the cusps, the integral diverges. However, Harvey and Moore discovered that it can
be regularized essentially by viewing it as the limit T → ∞ of the integral over the
standard fundamental domain truncated at ℑ(τ) = T , see [3], [13]. It turns out that
Φ(z, f) defines a smooth function on X \ Z(f) which has a logarithmic singularity
along Z(f). Moreover,
Φ(z, f) = −2 log ‖Ψ(z, f)‖Pet + constant,
where ‖ · ‖Pet denotes the Petersson metric on the line bundle of modular forms of
weight c(0, 0)/2 over X . From this identity, the claimed properties of Ψ(z, f) can be
derived.
Modular forms for the group Γ ⊂ O(L) arising via this lift are called automorphic
products or Borcherds products. By (ii) they have a Heegner divisor.
Here we consider the question whether the Borcherds lift is surjective. More pre-
cisely we ask whether every meromorphic modular form for Γ with Heegner divisor
is the lift Ψ(z, f) of a weakly holomorphic form f ∈ W1−p/2,L−?
An affirmative answer to this question was given in [6] in the special case that the
lattice L splits two hyperbolic planes over Z. In the (more restrictive) case that L is
unimodular, a different proof was given in [7] using local Borcherds products and a
theorem of Waldspurger on theta series with harmonic polynomials [27].
The approach of [6] was to first simplify the problem and to consider the regularized
theta lift for a larger space of “input” modular forms. Namely, we let Hk,L be the
space of weak Maass forms of weight k and type ρL. This space consists of the smooth
functions f : H → C[L#/L] that transform with ρL in weight k under SL2(Z), are
annihilated by the weight k Laplacian, and satisfy f(τ) = O(eCv) as τ = u+ iv → i∞
for some constant C > 0 (see [8] Section 3).
Any f ∈ Hk,L has a Fourier expansion of the form
f(τ) =
∑
h∈L#/L
∑
n∈Q
c+(h, n)e(nτ)eh(1.3)
+
∑
h∈L#/L
c−(h, 0)v1−keh +
∑
n∈Q
n 6=0
c−(h, n)H(2πnv)e(nu)eh,
where only finitely many of the coefficients c+(h, n) (respectively c−(h, n)) with neg-
ative (respectively positive) index n are non-zero. The function H(w) is a Whittaker
type function.
For f ∈ Hk,L, put ξk(f) = R−k(vkf¯), where R−k is the standard raising operator
for modular forms of weight −k. This defines an antilinear map ξk : Hk,L →W2−k,L−
to the space of weakly holomorphic modular forms in weight 2−k. It is easily checked
that Wk,L is the kernel of ξk. According to [8], Corollary 3.8, the sequence
0 // Wk,L // Hk,L
ξk
// W2−k,L− // 0
is exact. We let H+k,L be the preimage under ξk of the space of cusp forms S2−k,L− of
weight 2− k with type ρL−. Hence we have the exact sequence
0 // Wk,L // H
+
k,L
ξk
// S2−k,L− // 0 .
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The space H+k,L can also be characterized as the subspace of those f ∈ Hk,L whose
Fourier coefficients c−(h, n) with non-negative index n vanish. This implies that
f(τ) =
∑
h∈L#/L
∑
n<0
c+(h, n)e(nτ)eh +O(1), ℑ(τ)→∞,
i.e., the singularity at ∞, called the principal part of f , looks like the singularity of a
weakly holomorphic form.
For f ∈ H1−p/2,L−, we can define the regularized theta lift Φ(z, f) as in (1.2), see
[6], [8]. This generalized lift is related to the Kudla-Millson lift Λ defined in (1.1) in
the following way (see [8], Theorem 6.1).
Theorem 1.4. Let f ∈ H+1−p/2,L− and denote its Fourier expansion as in (1.3). The
(1, 1)-form ddcΦ(z, f) can be continued to a smooth form on X. It satisfies
ddcΦ(z, f) = Λ(ξ1−p/2(f))(z) + c+(0, 0)Ω.
Here Ω denotes the invariant Ka¨hler form on D normalized as in [8].
On the other hand, the following “weak converse theorem” is proved in [6], Theo-
rem 4.23.
Theorem 1.5. Assume that p > r. Let F be a meromorphic modular form for the
group Γ with Heegner divisor
div(F ) =
∑
h
∑
n<0
c+(h, n)Z(h, n)
(where c+(h, n) = c+(−h, n) without loss of generality). Then there is a weak Maass
form f ∈ H+1−p/2,L− with principal part
∑
h
∑
n<0 c
+(h, n)e(nτ)eh whose regularized
theta lift satisfies
Φ(z, f) = −2 log ‖F‖Pet + constant.(1.4)
Note that the proof in [6] is only given in the case that p ≥ 3 (where the assumption
on the Witt index is automatically fulfilled). However, the argument extends to the
low dimensional cases. It is likely that the hypothesis on the Witt index can be
dropped as well, but we have not checked this.
Corollary 1.6. Assume that p > r. Let F be a meromorphic modular form for the
group Γ with Heegner divisor as in Theorem 1.5. Let f ∈ H+1−p/2,L− be a weak Maass
form whose regularized theta lift satisfies (1.4). Then
Λ(ξ1−p/2(f)) = 0.
Proof. The assumption on f implies that
ddcΦ(z, f) = −2ddc log ‖F‖Pet = c+(0, 0)Ω.
On the other hand, according to Theorem 1.4, we have
ddcΦ(z, f) = Λ(ξ1−p/2(f))(z) + c
+(0, 0)Ω.
If we combine these identities, we obtain the claim. 
Corollary 1.7. Assume the hypotheses of Corollary 1.6. If Λ is injective, then f is
weakly holomorphic, and F is a constant multiple of the Borcherds lift Ψ(z, f) of f
in the sense of Theorem 1.3.
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Proof. By Corollary 1.6 we have Λ(ξ1−p/2(f)) = 0. Since Λ is injective, we find that
ξ1−p/2(f) = 0. But this means that f is weakly holomorphic. 
When the lattice L splits two hyperbolic planes over Z, it was proved in [6] that
Λ is injective by considering the Fourier expansion of the lift. In Section 4 of the
present paper we show (for even unimodular lattices) how such injectivity results can
be obtained by the Rallis inner products formula.
We end this section by stating a converse of Corollary 1.6. If r > 0, we let ℓ ∈ L
be a primitive isotropic vector, and let ℓ′ ∈ L# be a vector with (ℓ, ℓ′) = 1. We let L0
be the singular lattice L ∩ ℓ⊥ and let K be the Lorentzian lattice L0/Zℓ.
Theorem 1.8. Assume that p ≥ 2 and p > r. Let f ∈ H+k,L− and assume that
the Fourier coefficients c+(h, n) (n < 0) of the principal part of f are integral. If
ξ1−p/2(f) ∈ ker(Λ), then there exists a meromorphic modular form F for Γ (with
some multiplier system of finite order) such that:
(i) The weight of F is equal to c+(0, 0)/2.
(ii) The divisor of F is equal to
Z(f) =
∑
h∈L#/L
∑
n<0
c+(h, n)Z(h, n).
(iii) In a neighborhood of a cusp of Γ, given by a primitive isotropic vector ℓ ∈ L,
the function F has an automorphic product expansion
F (z) = Ce((ρ, z))
∏
λ∈K ′
(λ,W )>0
∏
δ∈L#/L
δ|L0=λ
(
1− e((λ, z)) + (δ, ℓ′)))c+(λ,Q(λ)).
Here C is a non-zero constant, and we have used the notation of [3].
Proof. Theorem 1.4 and the fact that Λ
(
ξ1−p/2(f)
)
= 0 imply that
ddcΦ(z, f) = c+(0, 0)Ω.
(In particular, if c+(0, 0) = 0, then f is pluriharmonic.) Now we can argue as in [6],
Lemma 3.13 and Theorem 3.16 to prove the claim. 
We note that the assumption on r and p is needed to guarantee that the multiplier
system of F has finite order. (When f is not weakly holomorphic, we cannot argue
with the embedding trick as in [4], Correction).
If f is weakly holomorphic, then ξ1−p/2(f) = 0 and the Theorem reduces to Theorem
1.3. However, if Λ is not injective, and f is a weak Maass form such that ξ1−p/2(f) is a
non-trivial element of the kernel, then Theorem 1.8 leads to exceptional automorphic
products. If there are any cases where Λ is not injective, it would be very interesting
to construct examples of such exceptional automorphic products.
Remark 1.9. If p ≥ 4, the existence of the meromorphic modular form F with
divisor (ii) is related to the fact that H1(X,OX) = 0 in this case, which can be proved
following the argument of [9] §3.1. Therefore the Chern class map Pic(X)→ H2(X,Z)
is injective.
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2. Theta functions and the Siegel-Weil formula
Let V be a vector space over Q of dimension m with a non-degenerate bilinear
form ( , ). For simplicity we assume that m is even. We let H = O(V ) be the
orthogonal group of V , and we let G = Sp(n) be the symplectic group acting on a
symplectic space of dimension 2n over Q. The embedding of U(n) into G(R) given by
k = A + iB 7→ k = ( A B−B A ) gives rise to a maximal compact subgroup K∞ ⊂ G(R).
At the finite places, we pick the open compact subgroup Kp = Sp(n,Zp). Then
K = K∞ ×
∏
pKp is the corresponding maximal compact subgroup of G(A), the
symplectic group over the ring of adeles of Q. We let ω = ωn be the Schro¨dinger
model of the Weil representation of GA acting on S(V n(A)), the space of Schwartz-
Bruhat functions on V n(A), associated to the standard additive character of A/Q
(which on R is given by t 7→ e(t) = e2πit). Note that since m is even we do not
have to deal with metaplectic coverings. We form the theta series associated to
ϕ ∈ S(V n(A)) by
θ(g, h, ϕ) =
∑
x∈V n(Q)
(ω(g)ϕ)(h−1x),(2.1)
with g ∈ G(A) and h ∈ H(A). We assume ϕ = ϕ∞ ⊗ ϕf with ϕ∞ ∈ S(V n(R)) and
ϕf ∈ S(V n(Af )).
We now briefly review the Siegel-Weil formula, see e.g. [15]. We put
I(g, ϕ) =
∫
H(Q)\H(A)
θ(g, h, ϕ)dh,(2.2)
where dh is the invariant measure on H(Q)\H(A) normalized to have total volume
1. By Weil’s convergence criterion [28], I(g, ϕ) is absolutely convergent if either V is
anisotropic or if
(2.3) m− r > n + 1.
Here r is the Witt index of V , i.e., the dimension of a maximal isotropic subspace of
V over Q.
We set n(b) = ( 1 b0 1 ) for b a symmetric n × n matrix and m(a) =
(
a 0
0 ta−1
)
for
a ∈ GL(n). Then the Siegel parabolic is given by P (A) = N(A)M(A) with N =
{n(b); b ∈ Matn, b = tb} and M = {m(a); a ∈ GL(n)}. Then using the Iwasawa
decomposition G(A) = P (A)K we define
(2.4) Φ(g, s) = (ω(g)ϕ) (0) · det |a(g)|s−s0A ,
where
s0 =
m
2
− n+ 1
2
.(2.5)
Thus Φ defines a section in a certain induced parabolic induction space (see [15]
(I.3.6)). Note that Φ is determined by its values on K. Since Φ comes from ϕ ∈
S(V n(A)), we also see that Φ is a standard section, i.e., its restriction to K does not
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depend on s, and we write Φ(k) = Φ(k, s) for k ∈ K. Furthermore, Φ factors as
Φ = Φ∞ ⊗ Φf .
We then define the Eisenstein series associated to Φ by
E(g, s,Φ) =
∑
γ∈P (Q)\G(Q)
Φ(γg, s),(2.6)
which for Re(s) > ρn := (n + 1)/2 converges absolutely and has a meromorphic
continuation to the whole complex plane. The extension of Weil’s work [28] by Kudla
and Rallis in the convergent range is:
Theorem 2.1. ([19], [20].) Assume Weil’s convergence criterion holds.
(i) Then E(g, s,Φ) is holomorphic at s = s0.
(ii) We have
I(g, ϕ) = c0E(g, s0,Φ),
where c0 = 1 if m > n + 1 and c0 = 2 if m ≤ n+ 1.
We translate the adelic Eisenstein series into more classical language, see [15] sec-
tion IV.2. We let Kf(N) ⊂
∏
pKp be a subgroup of finite index of level N , i.e.,
Γ := G(Q) ∩ (G(R)Kf (N))
contains the principal congruence subgroup Γ(N) ⊂ Sp(n,Z). We assume that Φf is
Kf(N)-invariant. Furthermore, if ϕf corresponds to the characteristic function of a
coset of an even lattice L of level N in V , then we have
Φf(γ) =
∏
p|N
Φp(γ)
for γ ∈ Γ. Via G(A) = G(Q)G(R)Kf(N) we see that the Eisenstein series E(g, s,Φ)
is determined by its restriction to G(R). We assume that the restriction of Φ(g, s) to
K∞ is given by
Φκ∞(k, s) := det(k)
κ.(2.7)
We denote the unique section at the Archimedian prime with this property by Φκ∞.
Let gτ = n(u)m(a) with
taa = v be an element moving the base point i1n of the
Siegel upper half plane Hn to τ = u+ iv. Then we obtain a classical Eisenstein series
of weight κ (and level N):
E(gτ , s,Φ) =
∑
γ∈(P (Q)∩Γ)\Γ
Φκ∞(γgτ )Φf (γ)
= det(v)κ/2
∑
γ∈(P (Q)∩Γ)\Γ
(
det(v)
| det(cτ + d)|2
)(s+ρn−κ)/2
det(cτ + d)−κ Φf(γ),
with γ = ( a bc d ). In particular, if N = 1 then
E(gτ , s,Φ) = det(v)
κ/2E(n)κ
(
τ, (s+ ρn − κ)/2
)
,(2.8)
where
E(n)κ (τ, s) =
∑
γ∈Γ∞\Sp(n,Z)
(
detℑ(γτ))s det(cτ + d)−κ(2.9)
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is the classical Siegel Eisenstein series for Sp(n,Z) of weight κ.
For later use, we introduce an embedding ι0 of Sp(n)× Sp(n) into Sp(2n) by
(2.10)
(
a b
c d
)
×
(
a′ b′
c′ d′
)
7→

a b
a′ b′
c d
c′ d′
 .
3. Special Schwartz forms
We change the setting in this section and consider the real place only. We assume
that V is now a real quadratic space of signature (p, q) of dimension m. Since it does
not make any extra work we do allow m odd in this section. We set H = O(V ). We
pick an oriented orthogonal basis {vi} of V such that (vα, vα) = 1 for α = 1, . . . , p
and (vµ, vµ) = −1 for µ = p+ 1, . . . , m, and we denote the corresponding coordinate
functions by xα and xµ. We let z0 be the q-dimensional subspace span{vp+1, . . . , vm}
with the induced orientation. We let KH be the maximal compact subgroup of H
stabilizing z0. We realize the symmetric space D = H/K
H associated to V as the
Grassmannian of oriented negative q-planes in V . Thus D has two components
D = D+ ∐D−,
where
D+ = {z ⊂ V ; dim z = q, ( , )|z < 0, z has the same orientation as z0}.
Thus D+ ≃ H0/KH0 with H0 = SO0(V ), the connected component of the orthogonal
group, and KH0 the maximal compact subgroup of H0 stabilizing z0. We associate to
z ∈ D the standard majorant ( , )z given by
(x, x)z = (xz⊥, xz⊥)− (xz, xz),
where x = xz + xz⊥ ∈ V is given by the orthogonal decomposition V = z ⊕ z⊥. We
write ( , )0 = ( , )z0.
Let h be the Lie algebra of H and let h = p⊕k with kH = Lie(KH) be the associated
Cartan decomposition. Then p ≃ h/kH is isomorphic to the tangent space at the base
point z0 of D. With respect to the above basis of V we have
(3.1) p ≃
{(
0 X
tX 0
)
; X ∈ Matp,q(R)
}
.
We let Xαµ (1 ≤ α ≤ p, p+1 ≤ µ ≤ p+q) denote the element of p which interchanges
vα and vµ and annihilates all the other basis elements of V . We write ωαµ for the
element of the dual basis corresponding to Xαµ.
We let ω = ωn be the Weil representation of the metaplectic cover Mp(n,R) of
Sp(n,R) acting on the Schwartz functions S(V n). We let K = U˜(n) be the maximal
compact subgroup of Mp(n,R) given by the inverse image of the standard maximal
compact subgroup U(n) in Sp(n,R). Recall that K admits a character det1/2 whose
square descends to the determinant character of U(n). We also write ω for the as-
sociated Lie algebra action on the space of K-finite vectors in S(V n). It is given by
the so-called polynomial Fock space S(V n) ⊂ S(V n). It consists of those Schwartz
functions on V n of the form p(x)ϕ0(x), where p(x) is a polynomial function on V
n.
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Here ϕ0(x) is the standard Gaussian on V
n. More precisely, for x = (x1, . . . , xn) ∈ V n
and z ∈ D, we let
ϕ0(x, z) = exp
(
−π
n∑
i=1
(xi, xi)z
)
,
and set ϕ0(x) = ϕ0(x, z0). We view
(3.2) ϕ0 ∈ [S(V n)⊗ C∞(D)]H ≃ [S(V n)⊗
∧0
(p∗)]K
H
,
where the isomorphism is given by evaluation at the base point z0 of D. In the
following we will identify corresponding objects under this isomorphism.
Kudla and Millson (see [17]) constructed (in much greater generality) Schwartz
forms ϕKM on V taking values inAq(D), the differential q-forms onD. More precisely,
ϕKM ∈ [S(V )⊗Aq(D)]H ≃ [S(V )⊗
∧q
(p∗)]K
H
,
where the isomorphism is again given by evaluation at the base point of D. The
Schwartz form ϕKM is given by
ϕKM =
1
2q/2
p+q∏
µ=p+1
[
p∑
α=1
(
xα − 1
2π
∂
∂xα
)
⊗Aαµ
]
ϕ0.
Here Aαµ denotes the left multiplication by ωαµ. More generally, we consider the
Schwartz forms
ϕq,ℓ ∈ [S(V )⊗
∧q
(p∗)⊗ Symℓ(V )]KH
with values in the ℓ-th symmetric powers of V introduced by Funke and Millson
[11]. Viewing the Kudla-Millson form ϕKM as the form ϕq,0 ∈ [S(V ) ⊗
∧q(p∗) ⊗
Sym0(V )]KH , the forms ϕq,ℓ are given by
ϕq,ℓ =
[
1
2
p∑
α=1
(
xα − 1
2π
∂
∂xα
)
⊗ 1⊗Avα
]ℓ
ϕKM
=
1
2ℓ
p∑
α1,...,αℓ=1
[
ℓ∏
i=1
(
xαi −
1
2π
∂
∂xαi
)
⊗ 1⊗
ℓ∏
i=1
Avαi
]
ϕKM .
Here Av denotes the multiplication with the vector v in the symmetric algebra of
V . Note that Symℓ(V ) is not an irreducible representation of H , and we denote
by ϕq,[ℓ] the projection of ϕq,ℓ onto Hℓ(V ), the harmonic ℓ-tensors in V . It consists
of those symmetric ℓ-tensors which are annihilated by the signature (p, q)-Laplacian
∆ =
∑p
α=1
∂2
∂v2α
−∑mµ=p+1 ∂2∂v2µ . Here we view vα and vµ as independent variables. It can
be also characterized as the space of symmetric ℓ-tensors in V which are orthogonal
with respect to the induced inner product on Symℓ(V ) to vectors of the form r2w.
Here w ∈ Symℓ−2(V ) and r2 denotes the multiplication with ∑pα=1 v2α −∑mµ=p+1 v2µ.
Recall that we have Symℓ(V ) = Hℓ(V )⊕ r2 Symℓ−2(V ) as representations of H .
The Schwartz form ϕq,ℓ (and also ϕq,[ℓ]) is an eigenfunction of weight m/2+ℓ under
the action of k ∈ K, see [17, 11], i.e.,
(3.3) ω(k)ϕq,ℓ = det(k)
m/2+ℓϕq,ℓ.
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Here k is the element in U˜(1) corresponding to k ∈ S˜O(2) ⊂ Mp(1,R). Moreover,
ϕq,ℓ(x) is a closed differential form on D.
We normalize the inner product on Symℓ(V ) inductively by setting
(w1 · · ·wℓ, w′1 · · ·w′ℓ) =
1
ℓ
ℓ∑
j=1
(w1, w
′
j)(w2 · · ·wℓ, w′1 · · · ŵ′j · · ·w′ℓ).
With this normalization we easily see that for the restriction of ( , ) to the positive
definite subspace span{vα; 1 ≤ α ≤ p} of V we have
p∑
α1,...,αℓ=1
β1,...,βℓ=1
(
ℓ∏
i=1
vαi ,
ℓ∏
i=1
vβi
)
= pℓ.
We let S˜ym
ℓ
(V ) be the local system on D associated to Symℓ(V ). Then for the wedge
product, we have ∧ : Ar(D, S˜ymℓ(V )) × As(D, S˜ymℓ(V )) → Ar+s(D) by taking the
inner product on the fibers Symℓ(V ). We are ultimately more interested in the form
ϕq,[ℓ], but calculations with ϕq,ℓ are more convenient. In this context the following
lemma will be important later.
Lemma 3.1. Let η ∈ A(p−1)q(D, S˜ymℓ−2(V )). Then
ϕq,ℓ ∧ r2η = − 1
2π
(ω(R)ϕq,ℓ−2) ∧ η.
Here R = 1
2
( 1 ii −1 ) ∈ sl(2,C) is the standard SL(2)-raising operator.
Proof. By the adjointness of 1
ℓ(ℓ−1)∆ and r
2 with respect to the inner product in
Sym•(V ), we have ϕq,ℓ∧r2η = 1ℓ(ℓ−1)(∆ϕq,ℓ)∧η. Note that ∆ operates on the coefficient
part of ϕq,ℓ. Then switching to the Fock model of the Weil representation, see the
proof of Lemma 3.5, and using (3.11) one easily sees ∆ϕq,ℓ = − ℓ(ℓ−1)2π ω(R)ϕq,ℓ−2. We
leave the details to the reader. 
We let ∗ denote the Hodge ∗-operator on D. Then ϕq,ℓ(x1) ∧ ∗ϕq,ℓ(x2) with
x = (x1, x2) ∈ V 2, being a top degree differential form, gives rise to a scalar-valued
Schwartz function φq,ℓ on V
2 defined by
(3.4) φq,ℓ(x, z)µ = ϕq,ℓ(x1, z) ∧ ∗ϕq,ℓ(x2, z).
Here µ is the volume form on D induced by the Riemannian metric coming from the
Killing form on g. For convenience we scale the metric such that the restriction of µ
to the base point z0 is given by
µ = ω1,p+1 ∧ · · · ∧ ω1,p+q ∧ ω2,p+1 ∧ · · · ∧ ωp,p+q.(3.5)
Note that
φq,ℓ ∈ [S(V 2)⊗ C∞(D)]H0 ≃ [S(V 2)⊗
∧0
(p∗)]K
H0
.
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Lemma 3.2. We have
φq,ℓ(x) =
pℓ
2q+2ℓ
p∑
α1,...,αq+ℓ=1
q+ℓ∏
i=1
(
xαi1 −
1
2π
∂
∂xαi1
)(
xαi2 −
1
2π
∂
∂xαi2
)
ϕ0(x)
=
pℓ
2q+2ℓ
(
p∑
α=1
(
xα1 − 1
2π
∂
∂xα1
)(
xα2 − 1
2π
∂
∂xα2
))q+ℓ
ϕ0(x).
Example 3.3. For signature (p, 2), we have
φq,0(x) =
p∑
α=1
(x2α1 −
1
4π
)(x2α2 −
1
4π
)ϕ0(x) + 4
p∑
α,β=1
α6=β
xα1xβ1xα2xβ2ϕ0(x).
Note that (3.3) immediately implies:
Lemma 3.4. For k1, k2 ∈ S˜O(2) ⊂ Mp(1,R), we have
ω(ι0(k1, k2))φq,ℓ = det(k1k2)
m/2+ℓφq,ℓ.
The action of the full maximal compact K ⊂ Mp(2,R) on φq,ℓ via the Weil repre-
sentation is more complicated, as we now explain. We let
(3.6) g = k⊕ p+ ⊕ p−
be a Harish-Chandra decomposition of g = sp(2,C), where k = Lie(K)C,
(3.7) p+ =
{
p+(X) =
1
2
(
X iX
iX −X
)
; X ∈ Mat2(C), tX = X
}
,
and p− = p+. Note that p+ is the holomorphic tangent space of H2 at the base point
i12 and is spanned by the raising operators
R1 = R11 = p+ ( 1 00 0 ) , R2 = R22 = p+ (
0 0
0 1 ) ,(3.8)
R12 =
1
2
p+ ( 0 11 0 ) .(3.9)
Note that R1 = ι0(R, 0) and R2 = ι0(0, R) are the images of the SL2-raising operator
R in sp(2,C) under the two standard embeddings of sl(2) into sp(2).
Recall that the adjoint action of K on p+ is isomorphic to the standard action of K
on Sym2(C2). Explicitly, the intertwiner is given by Rrs 7→ eres, where e1, e2 denotes
the standard basis of C2. We obtain an isomorphism of K-modules
(3.10) Sym• Sym2C2 =
∞⊕
j=0
Symj Sym2C2 ≃ U(p+)
of the symmetric algebra on Sym2C2 with the universal enveloping algebra of p+.
Lemma 3.5. We have
φq,ℓ =
pℓ(−1)q+ℓ
2ℓπq+ℓ
ω(R12)
q+ℓϕ0.
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Proof. We indicate a quick proof using the Fock model of the Weil representation.
For more details for what follows, see the appendix of [11]. There is an intertwining
map ι : S(V n) → P(Cn(p+q)) from the polynomial Fock space to the infinitesimal
Fock model of the Weil representation acting on the space of complex polynomials
P(Cn(p+q)) in n(p + q) variables such that ι(ϕ0) = 1. We denote the variables in
P(Cn(p+q)) by zαi (1 ≤ α ≤ p) and zµi (p + 1 ≤ µ ≤ p + q) with i = 1, . . . , n.
Moreover, the intertwining map ι satisfies
ι
(
xαi − 1
2π
∂
∂xαi
)
ι−1 =
1
2πi
zαi.
Hence in the Fock model, we have
φq,ℓ =
pℓ
2q+2ℓ
(
1
2πi
)2(q+ℓ) [ p∑
α=1
zα1zα2
]q+ℓ
.
On the other hand, for the action of the raising operators, we find
(3.11) ω(Rrs) =
1
8π
p∑
α=1
zαrzαs − 2π
m∑
µ=p+1
∂2
∂zµr∂zµs
.
In the Fock model, we therefore have ω(R12)
q+ℓϕ0 =
[
1
8π
∑p
α=1 zα1zα2
]q+ℓ
, and the
lemma follows. 
We obtain:
Proposition 3.6. For k ∈ K ≃ U˜(2), we have
ω(k)φq,ℓ =
pℓ(−1)q+ℓ
2ℓπq+ℓ
det(k)(p−q)/2 (Ad(k)R12)
q+ℓ ϕ0.
Proof. This follows immediately from Lemma 3.5 and the fact that the Gaussian ϕ0
has weight (p− q)/2. 
Remark 3.7. The Kudla-Millson forms ϕKM cannot be expressed in terms of ele-
ments in p+.
Proposition 3.6 reduces the K-action on φq,ℓ to the representation theory of the
group U(2)(C) = GL2(C) on Sym
• Sym2C2, which is given as follows.
Lemma 3.8. The GL2(C)-representation Sym
j Sym2C2 decomposes as
Symj Sym2C2 ≃
[j/2]⊕
i=0
Sym2j−4iC2 ⊗ det 2i
into its irreducible constituents. The summand for i = [j/2] is given by
(3.12) Sym2j−4[j/2]C2 ⊗ det 2[j/2] =
{
det j if j is even,
Sym2C2 ⊗ det j−1 if j is odd,
and is generated by the vector
(3.13)
αj =
[j/2]∑
i=0
(
[j/2]
i
)
(−1)i(e21)i(e22)i(e1e2)j−2i =
{
[(e1e2)
2 − e21e22]j/2 if j is even,
(e1e2) [(e1e2)
2 − e21e22][j/2] if j is odd.
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Proof. For the first statement, see e.g. [10], p.81/82. For (3.13), note that in
Sym2 Sym2C2 = Sym4C⊕ det 2,
the vector
α2 = (e1e2)
2 − e21e22
generates the one-dimensional sub-representation. Then, for j even, αj is given by
the image of (α2)
j/2 ∈ Symj/2 Sym2 Sym2C2 under the projection onto Symj Sym2 C2.
The argument for j odd is analogous. 
By slight abuse of notation, we also write αj for the corresponding element in U(p+)
and define another Schwartz function ξ = ξq,ℓ ∈ S(V 2) by
(3.14) ξ = ξq,ℓ =
pℓ(−1)q+ℓ
2ℓπq+ℓ
ω(αj)ϕ0.
Proposition 3.9. For the Schwartz function φq,ℓ, there exists a ψ ∈ S(V 2) such that
φq,ℓ = ξq,ℓ + ω(R1)ω(R2)ψ.(3.15)
Proof. We have
(e1e2)
q+ℓ − αq+ℓ = e21e22
[(q+ℓ)/2]∑
i=1
(
[(q+ℓ)/2]
i
)
(−1)i(e21)i−1(e22)i−1(e1e2)q+ℓ−2i.
Using the intertwiner with U(p+), we recall that e
2
i corresponds to Ri. Thus ψ is
given by
ψ =
pℓ(−1)q+ℓ
2ℓπq+ℓ
[(q+ℓ)/2]∑
i=1
(
[(q+ℓ)/2]
i
)
(−1)iω
(
Ri−11 R
i−1
2 R
q+ℓ−2i
12
)
ϕ0.

One easily sees using (3.11):
Lemma 3.10. The Schwartz function ξ vanishes identically if and only if p = 1 and
q + ℓ > 1.
Example 3.11. For q = 2, p > 1, and ℓ = 0, we have
φ2,0 · Ωp = CϕKM ∧ ϕKM ∧ Ωp−2 + C ′ω(R1)ω(R2)ϕ0 · Ωp
for some nonzero constants C and C ′. Here Ω denotes the Ka¨hler form on the Her-
mitian domain D. But we will not need this.
In view of Lemma 3.8 and Proposition 3.6, we see for q + ℓ even that
(3.16) ω(k)ξ = det(k)m/2+ℓξ
for k ∈ K. We let Ξ(g, s) be the section in the induced representation corresponding
to the Schwartz function ξ via (2.4).
Proposition 3.12. Let q + ℓ be even. Then Ξ is the standard section (2.7) at the
infinite place of weight m/2 + ℓ. More precisely,
(3.17) Ξ(s) = C(s)Φm/2+ℓ∞ (s)
16 JAN H. BRUINIER AND JENS FUNKE
for a certain (explicit) polynomial C(s). Moreover,
C(s0) 6= 0
with s0 = (m− 3)/2 as in (2.5) for p > 1, while C(s) ≡ 0 for p = 1.
Proof. The identity (3.17) follows from (3.16) and the uniqueness of Φ
m/2+ℓ
∞ . The
precise statement follows from considerations in [21]. The element αq+ℓ is trivially a
highest weight vector of weight µ = (q+ℓ, q+ℓ) of GL2(C). Therefore we can take αq+ℓ
equal to the element u0µ ∈ U(p+) (or uµ ∈ U(g)) in the notation of [21], p.31/32. Then
by Corollary 1.4 of [21], we have Ξ(s) = uµΦ
(p−q)/2
∞ (s) = cP
(p−q)/2
µ (s)Φm/2+ℓ(s), for a
certain polynomial P
(p−q)/2
µ and a nonzero constant c. One easily sees P
(p−q)/2
µ (s0) 6= 0
for p > 1. See also [21], p. 38. For p = 1, Ξ vanishes identically, since already ξ = 0
by Lemma 3.10. 
Remark 3.13. For q + ℓ odd, we see in the same way
Ξ(s) = C(s)R12Φ
m/2+ℓ−1
∞ (s)
for a certain polynomial C(s). Note that αq+ℓ is not a highest weight vector for
Sym2C2 ⊗ det q+ℓ−1 (which has weight (q + ℓ+ 1, q + ℓ− 1)).
4. The L2-norm of the theta lift
We now return to the global situation and retain the notation of Section 2. Let V
be a non-degenerate quadratic space over Q of signature (p, q) and even dimension
m = p+q. We let L ⊂ V be an even lattice and write L# for the dual lattice. For each
prime p, we let Lp = L⊗Zp and let KHp be the subgroup of O(Lp) given by the kernel
of O(Lp)→ O(L#p /Lp). Then KHf =
∏
pK
H
p is an open compact subgroup of H(Af).
We write H(R)0 = SO0(V (R)), and we let K
H
∞ be a maximal compact subgroup of
H(R). Then D = H(R)/KH∞ is the symmetric domain of oriented negative q-planes
considered in the previous section. By strong approximation we write
H(A) =
∐
j
H(Q)H(R)0hjK
H
f(4.1)
with hj ∈ H(Af). Then we put
X = XKH
f
= H(Q)\(D ×H(Af))/KHf(4.2)
such that
X ≃
∐
j
Xj(4.3)
with Xj = Γj\D+, where Γj = H(Q) ∩ (H(R)0hjKHf h−1j ). We let ϕf ∈ S(V (Af))K
H
f
be a KHf -invariant Schwartz function on the finite adeles. Then ϕf corresponds to a
linear combination of characteristic functions on the discriminant group L#/L. Since
ϕq,ℓ is an eigenfunction of weight
κ = m/2 + ℓ
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under the action of U(1), we can form the classical theta function on H, the upper
half space, by setting
θ(τ, z, ϕq,ℓ ⊗ ϕf ) = v−κ/2
∑
x∈V (Q)
ϕf(x)ω∞(gτ )ϕq,ℓ(x, z)
= v−ℓ/2
∑
x∈V (Q)
ϕf (x)ϕq,ℓ(
√
vx, z)eπi(x,x)u.
Here τ = u + iv ∈ H, and gτ = ( 1 u0 1 )
(√
v 0
0
√
v−1
)
∈ G(R) ⊂ G(A) is the standard
element moving the base point i ∈ H to τ . Then θ(τ, z, ϕq,ℓ ⊗ ϕf) transforms like
a non-holomorphic modular form of weight κ for the principal congruence subgroup
Γ(N) of SL2(Z) taking values in the differential q-forms on X . Here N is the level
of L, i.e., the smallest positive integer such that 1
2
N(x, x) ∈ Z for all x ∈ L#. In
particular, if L is unimodular, θ(τ, z, ϕq,ℓ ⊗ ϕf) is a form for the full modular group
SL2(Z).
We write Sκ(Γ(N)) for the space of cusp forms of weight κ for Γ(N). We normalize
the Petersson scalar product be putting
(f, g) =
1
[Γ(1) : Γ(N)]
∫
Γ(N)\H
f(τ)g(τ)vκ dµ(τ)(4.4)
for f, g ∈ Sκ(Γ(N)). Here dµ(τ) = du dvv2 is the invariant measure on H. For f ∈
Sκ(Γ(N)), we consider the theta lift
Λ(f) =
(
f, θ(τ, ϕq,ℓ ⊗ ϕf)
)
=
∫
Γ(N)\H
f(τ)θ(τ, ϕq,ℓ ⊗ ϕf)vκ dµ(τ).(4.5)
It defines a linear map
Λ : Sκ(Γ(N)) −→ Zq(X, S˜ym
ℓ
(V ))(4.6)
into the S˜ym
ℓ
(V )-valued closed differential q-forms on X .
In order to show the injectivity of Λ, we study its L2-norm given by
‖Λ(f)‖22 =
∫
X
Λ(f) ∧ ∗Λ(f).(4.7)
We will use the doubling method to compute ‖Λ(f)‖22, see [5, 12, 24, 25].
Proposition 4.1. Assume that m > 3+ r so that Weil’s convergence criterion (2.3)
in genus 2 holds. Then Λ(f) is square integrable, and
(4.8) ‖Λ(f)‖22 =
(
f(τ1)⊗ f(τ2), I˜(τ1,−τ¯2, φq,ℓ ⊗ φf)
)
,
where ( , ) denotes the Petersson scalar product on Γ(N)× Γ(N) and
(4.9) I˜(τ1, τ2, φq,ℓ ⊗ φf) =
∫
X
θ(τ1, τ2, z, φq,ℓ ⊗ φf)µ
is the integral over the locally symmetric space of the theta series
(4.10) θ(τ1, τ2, z, φq,ℓ ⊗ φf ) = (v1v2)−κ/2
∑
x∈V 2(Q)
φf(x)(ω∞(ι0(gτ1, gτ2))φq,ℓ(x, z),
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(which by (3.3) defines a modular form of weight κ on Γ(N) × Γ(N)). Here φf =
ϕf ⊗ ϕf ∈ S(V 2(Af)).
Proof. The formula (4.8) implies the square integrability since the right hand side of
(4.8) is absolutely convergent by Weil’s convergence criterion (2.3). We have
‖Λ(f)‖22 =
∫
X
(∫
Γ(N)\H
f(τ1)θ(τ1, ϕq,ℓ ⊗ ϕf )vκ1dµ(τ1)
)
∧
(∫
Γ(N)\H
f(τ2)θ(τ2, ∗ϕq,ℓ ⊗ ϕf)vκ2dµ(τ2)
)
.
Interchanging the integration, we obtain∫ ∫
f(τ1)f(τ2)
(∫
X
θ(τ1, ϕq,ℓ ⊗ ϕf ) ∧ θ(τ2, ∗ϕq,ℓ ⊗ ϕf)
)
(v1v2)
κdµ(τ1)dµ(τ2).
Since ϕq,ℓ is real valued, we easily see by the explicit formulas of the Weil represen-
tation that
θ(τ2, ∗ϕq,ℓ ⊗ ϕf ) = θ(−τ¯2, ∗ϕq,ℓ ⊗ ϕf)
and therefore
θ(τ1, ϕq,ℓ ⊗ ϕf) ∧ θ(τ2, ∗ϕq,ℓ ⊗ ϕf) = θ(τ1,−τ¯2, z, φq,ℓ ⊗ φf)µ
by (3.4). This implies the assertion. 
Remark 4.2. For signature (p, 2), the lift Λ(f) is actually always square integrable,
see [6, 8]. We expect this to be true for other signatures as well even if Weil’s
convergence criterion does not hold. In that case, one would need to regularize the
theta integral I˜ as in [22].
Note that the Schwartz function ξ introduced by (3.14) is KH∞-invariant. We can
therefore consider ξ ∈ [S(V 2)⊗ C∞(D)]H(R) by setting
ξ(x, z) = ξ(h−1∞ x)
with h∞ ∈ H(R) such that h∞z0 = z. In particular, ξ(x, z0) = ξ(x).
Proposition 4.3. Define θ(τ1, τ2, z, ξ ⊗ φf) and I˜(τ1, τ2, ξ ⊗ φf) in the same way as
for φq,ℓ in (4.10), (4.9). Then
‖Λ(f)‖22 =
(
f(τ1)⊗ f(τ2), I˜(τ1,−τ¯2, ξ ⊗ φf)
)
.
Proof. By Proposition 3.9 and Proposition 4.1, we see (omitting φf from the notation)
‖Λ(f)‖22 =
(
f(τ1)⊗ f(τ2), I˜(τ1,−τ¯2, φq,ℓ)
)
=
(
f(τ1)⊗ f(τ2), I˜(τ1,−τ¯2, ξ)
)
+
(
f(τ1)⊗ f(τ2), I˜(τ1,−τ¯2, ω(R1)ω(R2)ψ)
)
=
(
f(τ1)⊗ f(τ2), I˜(τ1,−τ¯2, ξ)
)
+
(
f(τ1)⊗ f(τ2), R1R2I˜(τ1,−τ¯2, ψ)
)
.
By the adjointness of the Maass lowering and raising operators with respect to the
Petersson scalar product, the latter summand vanishes. 
Corollary 4.4. Let p = 1 and q + ℓ > 1. Then Λ vanishes identically.
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Proof. This is obvious from Proposition 4.3 and ξ = 0 (Lemma 3.10). 
Remark 4.5. We could have defined the lift Λ of f by using the Schwartz form ϕq,[ℓ]
instead of the form ϕq,ℓ. Using Lemma 3.1 we see by the argument of the proof of
Proposition 4.3 that the L2-norms ‖Λ(f)‖ coincide.
We want to relate the integral I˜(τ1, τ2, ξ⊗φf) to the pullback of a genus 2 Eisenstein
series via the Siegel-Weil formula. We first need to relate the integral over the locally
symmetric spaceX to an integral overH(Q)\H(A). We do this following [16], pp. 332.
First we define the theta series associated to ξ more generally for g ∈ G(A) and
h = (h∞hf ) ∈ H(A) by
θ(g, h, ξ ⊗ φf ) =
∑
x∈V 2(Q)
ω(g)ξ(h−1∞ x, z0)φf(h
−1
f x),
where z0 is the base point of D. Note that
θ(τ1, τ2, z, ξ ⊗ φf) = (v1v2)−κ/2θ(ι0(gτ1 , gτ2), h∞, ξ ⊗ φf )
with h∞ ∈ H(R) such that z = h∞z0.
We normalize the Haar measure on H(A) such that H(Q)\H(A) has volume 1.
Moreover, we normalize the Haar measure dh∞ on H(R) such that∫
D
f(z)µ =
∫
H(R)
f(h∞z0) dh∞
for compactly supported functions f on D. Here µ denotes the measure on D in-
duced by the invariant Riemann metric normalized as in (3.5). This gives rise to a
factorization dh = dh∞ × dhf .
Remark 4.6. One has, see also [16] Remark 4.18, that
vol(KHf ) =
1
vol(X, µ)
,
where vol(X, µ) denotes the volume of X with respect to the volume form µ on D.
Proposition 4.7. We have
1
vol(X, µ)
I˜(τ1, τ2, ξ ⊗ φf) = (v1v2)−κ/2
∫
H(Q)\H(A)
θ(ι0(gτ1, gτ2), h, ξ ⊗ φf)dh,
were dh is the invariant measure on H(A) such that H(Q)\H(A) has volume 1.
Proof. We use the above normalizations of the Haar measures on H(R) and H(Af).
By means of (4.1) we obtain∫
H(Q)\H(A)
θ(ι0(gτ1 , gτ2), h, ξ ⊗ φf)dh
=
∑
j
∫
H(Q)\H(Q)H(R)0hjKHf h−1j
θ(ι0(gτ1, gτ2), hhj, ξ ⊗ φf)dh
= vol(KHf )
∑
j
∫
Γj\H(R)0
θ(ι0(gτ1 , gτ2), h∞hj, ξ ⊗ φf)dh∞
= (v1v2)
κ/2 vol(KHf )I˜(τ1, τ2, ξ ⊗ φf).
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The assertion now follows using Remark 4.6. 
Proposition 4.8. Let Ξ(s)⊗Φf (s) be the section associated to ξ ⊗ φf via (2.4) and
let s0 = (m− 3)/2. Then
1
vol(X, µ)
‖Λ(f)‖22 = (v1v2)−κ/2
(
f(τ1)⊗ f(τ2), E(ι0(gτ1 , g−τ¯2), s0,Ξ⊗ Φf)
)
.
Proof. Using Proposition 4.7 and the Siegel-Weil formula, Theorem 2.1, we find
1
vol(X, µ)
I˜(τ1, τ2, ξ ⊗ φf) = (v1v2)−κ/2E(ι0(gτ1, gτ2), s0,Ξ⊗ Φf ).
Now the assertion follows from Proposition 4.3. 
Corollary 4.9. Assume that q + ℓ is even and p > 1. Let Φκ∞(s) be the standard
section defined by (2.7), and let Φf (s) be the section associated to φf via (2.4). Then
1
vol(X, µ)
‖Λ(f)‖22 = C(s0)(v1v2)−κ/2
(
f(τ1)⊗ f(τ2), E(ι0(gτ1 , g−τ¯2), s0,Φκ∞ ⊗ Φf )
)
,
where C(s0) is the nonzero constant in Proposition 3.12.
Proof. We have Ξ(g, s) = C(s)Φκ∞(g, s) by Proposition 3.12. Hence the Corollary
immediately follows from Proposition 4.8. 
Suppose that f is an eigenform of level N and let S denote the set of primes
dividing N together with ∞. Then the doubling method [24, 25, 5, 12] expresses a
convolution integral as on the right hand side above as a product of the standard
L-function LS(s0+
1
2
, f) with the Euler factors corresponding to p ∈ S omitted times
a product of “bad” local factors corresponding to the primes in S. If m > 4 then
s0 +
1
2
lies in the region of convergence of the Euler product of LS(s, f). Hence the
L-value does not vanish. Therefore the lift Λ(f) vanishes precisely if at least one of
the “bad” local factors vanishes. By the analysis of the present paper we determine
the local factor at infinity.
We now specialize to the case when the lattice L is even and unimodular. Then
ϕf corresponds to the characteristic function of L and Φf (s) = 1. The level of L is
N = 1, so that ∞ is the only “bad” place. By the above analysis we obtain a very
explicit formula for ‖Λ(f)‖22 as we shall now explain.
In this case θ(τ, z, ϕq,ℓ) is a modular form of weight κ = m/2 + ℓ for SL2(Z) and
vanishes unless q + ℓ is even, which we assume from now on as well. Then κ is even,
because 8 | p− q. By Corollary 4.9 and (2.8) we have
1
vol(X, µ)
‖Λ(f)‖22 = C(s0)
(
f(τ1)⊗ f(τ2), E(2)κ (τ1,−τ¯2,−ℓ/2)
)
,(4.11)
where E
(2)
κ (τ1, τ2, s) is the pullback of the classical genus 2 Siegel Eisenstein series
E
(2)
κ (τ, s) (see (2.9)) to the diagonal.
We recall the definition of the standard L-function of a Hecke eigenform f ∈
Sκ(Γ(1)). We use the normalization of [1], [5], [23]. We denote the Fourier coeffi-
cients of f by c(n) and assume that f is normalized, i.e., c(1) = 1. Let p be a prime.
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The Satake parameters α0,p, α1,p of f at p are defined by the factorization of the Hecke
polynomial
(1− c(p)X + pκ−1X2) = (1− α0,pX)(1− α0,pα1,pX).(4.12)
Hence
α20,pα1,p = p
κ−1, α0,p(1 + α1,p) = c(p).
According to Deligne’s theorem, formerly the Ramanujan-Petersson conjecture, we
have |α1,p| = 1. The standard L-function of f is defined by the Euler product
Df(s) =
∏
p
[
(1− p−s)(1− α−11,pp−s)(1− α1,pp−s)
]−1
.(4.13)
It converges for ℜ(s) > 1. The corresponding completed L-function
Ψf(s) = π
− 3s
2 Γ
(
s+ 1
2
)
Γ
(
s+ κ− 1
2
)
Γ
(
s+ κ
2
)
Df(s)(4.14)
has a meromorphic continuation to C and satisfies the functional equation
Ψf(s) = Ψf (1− s)(4.15)
(see e.g. [5], [26]). It is well known (see [26], Introduction, [29]) that Df(s) can be
interpreted as the Rankin L-series
Df (s) = ζ(2s)
∞∑
n=1
c(n2)n−s−κ+1 =
ζ(2s)
ζ(s)
∞∑
n=1
c(n)2n−s−κ+1.
Theorem 4.10. Assume that m > 3+r so that Weil’s convergence criterion (2.3) in
genus 2 holds. Furthermore, assume that q+ℓ is even and that L is even unimodular.
Let f ∈ Sκ(Γ(1)) be a Hecke eigenform, and write ‖f‖22 = (f, f) for its Petersson
norm normalized as in (4.4). We have
1
vol(X, µ)
· ‖Λ(f)‖
2
2
‖f‖22
= C(s0)µ(1, κ,−ℓ/2) Df (m/2− 1)
ζ(m/2)ζ(m− 2) ,
where
µ(1, κ,−ℓ/2) = 23−m/2(−1)κ/2πΓ(m/2 + ℓ/2− 1)
Γ(m/2 + ℓ/2)
.
Proof. The statement follows from (4.11) by means of [5], identities (14) and (22). 
Remark 4.11. By the same argument it is easily seen that (Λ(f),Λ(g)) = 0 for two
different normalized Hecke eigenforms f and g.
Corollary 4.12. Assume that m > max(4, 3 + r), p > 1, q + ℓ even, and that L is
even unimodular. Then the theta lift Λ : Sκ(Γ(1))→ Zq(X, S˜ym
ℓ
(V )) is injective.
Proof. This follows from Theorem 4.10, Proposition 3.12, and the convergence of the
Euler-product for Df (m/2− 1) in this case. 
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