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Renormalization group ideas and results from critical droplet theory are used to construct a
scaling ansatz for the imaginary component of the free energy of an Ising model in its metastable
state close to the critical point. The analytic properties of the free energy are used to determine
scaling functions for the free energy in the vicinity of the critical point and the abrupt transition
line. These functions have essential singularities at the abrupt transition. Analogous forms for the
magnetization and susceptibility in two dimensions are fit to numeric data and show good agreement,
especially when their nonsingular behavior is modified to match existing numeric results.
The Ising model is the canonical example of a sys-
tem with a continuous phase transition, and the study
of its singular properties marked the first success of the
renormalization group (rg) method in statistical physics
[1]. Its status makes sense: it’s a simple model whose
continuous phase transition contains all the essential fea-
tures of more complex ones, but admits rg methods in
a straightforward way and has exact solutions in certain
dimensions and for certain parameter restrictions. How-
ever, the Ising critical point is not simply a continuous
transition: it also ends a line of abrupt phase transitions
extending from it at zero field below the critical temper-
ature. Though typically neglected in rg scaling analyses
of the critical point, we demonstrate that there are nu-
merically measurable contributions to scaling due to the
abrupt transition line that cannot be accounted for by
analytic changes of control or thermodynamic variables.
Rg analysis predicts that the singular part of the free
energy per site F as a function of reduced tempera-
ture t = 1 − Tc/T and field h = H/T in the vicinity
of the critical point takes the scaling form F (t, h) =
|t|2−αF(h|t|−βδ) for the low temperature phase t < 0
[2]. When studying the properties of the Ising critical
point, it is nearly always assumed that the universal scal-
ing function F is analytic, i.e., has a convergent Taylor
series. However, it has long been known that there exists
an essential singularity in F at zero argument, though
its effects have long been believed to be unobservable
[3], or simply just neglected [4–9]. With careful analysis,
we have found that assuming the presence of the essen-
tial singularity is predictive of the scaling form of, for
instance, the susceptibility and magnetization.
The provenance of the essential singularity can be un-
derstood using the methods of critical droplet theory for
the decay of an Ising system in a metastable state, i.e., an
equilibrium Ising state for T < Tc, H > 0 subjected to
a small negative external field H < 0. The existence
of an essential singularity has also been suggested by
transfer matrix [10–13] and rg methods [14], and a dif-
ferent kind of essential singularity is known to exist in
the zero-temperature susceptibility [15–20]. It has long
been known that the decay rate Γ of metastable states
in statistical mechanics is often related to the metastable
free energy F by Γ ∝ ImF [21–24]. ‘Metastable free
energy’ can be thought of as either an analytic continu-
ation of the free energy through the abrupt phase tran-
sition, or restriction of the partition function trace to
states in the vicinity of the local free energy minimum
that characterizes the metastable state. In any case,
the free energy develops a nonzero imaginary part in the
metastable region. Heuristically, this can be thought of
as similar to what happens in quantum mechanics with a
non-unitary Hamiltonian: the imaginary part describes
loss rate of probability that the system occupies any ‘ac-
cessible’ state, which corresponds to decay.
In critical droplet theory, the metastable state decays
when a domain of the equilibrium state forms whose
surface-energy cost for growth is outweighed by bulk-
energy gains. There is numerical evidence that, near
the critical point, these droplets are spherical [25]. The
free energy cost of the surface of a droplet of radius
R is ΣSdR
d−1 and that of its bulk is −M |H |VdR
d,
where Sd and Vd are the surface area and volume of a
(d − 1)-sphere, respectively, and Σ is the surface ten-
sion of the equilibrium–metastable interface. The crit-
ical droplet size is then Rc = (d − 1)Σ/M |H | and the
free energy of the critical droplet is ∆Fc = pi
d/2Σd((d −
1)/M |H |)d−1/Γ(1 + d/2). Assuming the typical sin-
gular scaling forms Σ/T = |t|µS(h|t|−βδ) and M =
|t|βM(h|t|−βδ) and using known hyperscaling relations
[26], this implies a scaling form
∆Fc = T
pid/2(d− 1)d−1
Γ(1 + d/2)
Sd(h|t|−βδ)
(−h|t|−βδM(h|t|−βδ))d−1
∼ TG−(d−1)(h|t|−βδ)
(1)
for the free energy change due to the critical droplet.
Since both surface tension and magnetization are finite
and nonzero forH = 0 at T < Tc, G(X) = −BX+O(X
2)
for small negative X with
B =
M(0)
d− 1
(
Γ(1 + d/2)
pid/2S(0)d
)1/(d−1)
. (2)
This first term in the scaling function G is related to the
ratio between the correlation length ξ and the critical
2domain radius Rc, with
Bh|t|−βδ =
ξ
Rc
(
Γ(1 + d/2)
pid/2S(0)(ξ−0 )
d−1
)1/(d−1)
(3)
where the critical amplitude for the correlation length
ξ−0 is defined by ξ = ξ
−
0 |t|
−ν for t < Tc and H = 0.
Since S(0)(ξ−0 )
d−1 is a universal amplitude ratio [27],
(Bh|t|−βδ)/(ξ/Rc) is a universal quantity. The decay
rate of the metastable state is proportional to the Boltz-
mann factor corresponding to the creation of a critical
droplet, yielding
ImF ∼ Γ ∝ e−∆Fc/T = e−G(h|t|
−βδ)−(d−1) . (4)
For d > 1 this function has an essential singularity in the
invariant combination h|t|−βδ.
This form of ImF for small h is well known [28, 29]. We
make the scaling ansatz that the imaginary part of the
metastable free energy has the same singular behavior as
the real part of the equilibrium free energy, and that for
small t, h, ImF (t, h) = |t|2−αH(h|t|−βδ), where
H(X) = AΘ(−X)(−BX)be−1/(−BX)
d−1
(5)
and Θ is the Heaviside function. Results from combin-
ing an analysis of fluctuations on the surface of crit-
ical droplets with rg recursion relations suggest that
b = −(d− 3)d/2 for d = 2, 4 and b = −7/3 for d = 3 [30–
32]. Assuming that F is analytic in the upper complex-h
plane, the real part of F in the equilibrium state can
be extracted from this imaginary metastable free energy
using the Kramers–Kronig relation
ReF (t, h) =
1
pi
∫ ∞
−∞
ImF (t, h′)
h′ − h
dh′. (6)
This relationship has been used to compute high-order
moments of the free energy with H in good agreement
with transfer matrix expansions [33]. Here, we evaluate
the integral explicitly to come to functional forms. In 3d
and 4d this can be done directly given our scaling ansatz,
yielding
F3d(Y/B) =
A
12
e−1/Y
2
Y 2
[
Γ(16 )E7/6(−Y
−2)
− 4Y Γ(23 )E5/3(−Y
−2)
] (7)
F4d(Y/B) = −
A
9pi
e1/Y
3
Y 2
[
3Ei(−Y −3)
+ 3Γ(23 )Γ(
1
3 , Y
−3) + Γ(13 )Γ(−
1
3 , Y
−3)
]
,
(8)
where En is the generalized exponential integral and
Γ(x, y) is the incomplete gamma function. At the level of
truncation of (5) at which we are working the Kramers–
Kronig relation does not converge in 2d. However, higher
moments can still be extracted, e.g., the susceptibility, by
taking
χ =
∂M
∂H
= −
1
T
∂2F
∂h2
= −
2
piT
∫ ∞
−∞
ImF (t, h′)
(h′ − h)3
dh′. (9)
With a scaling form defined by Tχ = |t|−γY(h|t|−βδ),
this yields
Y2d(Y/B) =
AB2
piY 3
[
Y (Y − 1)− e1/Y Ei(−1/Y )
]
(10)
Scaling forms for the free energy can then be extracted
by direct integration and their constants of integration
fixed by known zero-field values, yielding
M2d(Y/B) =M(0) +
AB
pi
(
1−
Y − 1
Y
e1/Y Ei(−1/Y )
)
(11)
F2d(Y/B) = −Y
(
M(0)
B
−
A
pi
e1/Y Ei(−1/Y )
)
(12)
with F (t, h) = t2F(h|t|−15/8) + t2 log t2 in two dimen-
sions, as α = 0 and βδ = 158 .
How are these functional forms to be interpreted?
Though the scaling function (5) for the imaginary free
energy of the metastable state is asymptotically correct
sufficiently close to the critical point, the results of the
integral relation (6) are not, since there is no limit of t
or h in which it becomes arbitrarily correct for a given
truncation of (5). It is well established that this method
of using unphysical or metastable elements of a theory
to extract properties of the stable or equilibrium the-
ory is only accurate for high moments of those predic-
tions [34, 35]. The functions above should be understood
as possessing exactly the correct singularity at the co-
existence line, but requiring polynomial corrections, es-
pecially for smaller integer powers. Using these forms
in conjunction with existing methods of describing the
critical equation of state or critical properties with ana-
lytic functions in h will incorporate these low-order cor-
rections while preserving the correct singular structure.
In other words, the scaling functions can be exactly de-
scribed by F˜(X) = F(X)+f(X) for some analytic func-
tion f . Higher order terms in the expansion of F˜ become
asymptotically equal to those of F because, as an ana-
lytic function, progressively higher order terms of f must
eventually become arbitrarily small [36].
How predictive are these scaling forms in the proxim-
ity of the critical point and the abrupt transition line?
We simulated the 2d Ising model on square lattice using
a form of the Wolff algorithm modified to remain effi-
cient in the presence of an external field. Briefly, the
external field H is applied by adding an extra spin s0
with coupling |H | to all others [37]. A quickly converging
estimate for the magnetization in the finite-size system
was then made by taking M = sgn(H)s0
∑
si, i.e., the
3magnetization relative to the external spin [38]. Data
was then taken for susceptibility and magnetization for
Tc − T,H ≤ 0.1. This data, rescaled as appropriate to
collapse onto a single curve, is plotted in Fig. 1.
For the 2d Ising model on a square lattice, ex-
act results at zero temperature have S(0) = 4/Tc,
M(0) = (25/2 arcsinh1)β [39], and Y(0) = C−0 =
0.025 536 971 9 [40], so that B = T 2cM(0)/piS(0)
2 =
(227/16pi(arcsinh 1)15/8)−1. If we assume incorrectly that
(10) is the true asymptotic form of the susceptibility
scaling function, then Tχ(t, 0)|t|γ = limX→0 Y
2d(X) =
2AB2/pi and the constant A is fixed to A = piY(0)/2B2 =
219/8pi3(arcsinh 1)15/4C−0 . The resulting scaling func-
tions Y and M are plotted as solid blue lines in Fig. 1.
Though there is good agreement between our functional
forms and what is measured, there are systematic dif-
ferences that can be seen most clearly in the magne-
tization. This is to be expected based on our earlier
discussion: these scaling forms should only be expected
to well-describe the singularity at the abrupt transition.
Our forms both exhibit incorrect low-order coefficients
at the transition (Fig. 2) and incorrect asymptotics as
h|t|−βδ becomes very large.
In forthcoming work, we develop a method to incorpo-
rate the essential singularity in the scaling functions into
a form that also incorporates known properties of the
scaling functions in the rest of the configuration space
using a Schofield-like parameterization [5, 7, 41]. Briefly,
we define parameters R and θ by
t = R(1− θ2) h = h0R
βδg(θ) (13)
where h0 is a constant and f is an arbitrary odd function
whose first finite zero θc > 1 corresponds to the abrupt
transition. In these coordinates the invariant combina-
tion h|t|−βδ is given by
h|t|−βδ =
h0g(θ)
|1− θ2|βδ
=
h0(−g
′(θc))
(θ2c − 1)
βδ
(θc−θ)+O
(
(θc−θ)
2
)
,
(14)
an analytic function of θ about θc. The simplest function
of the coordinate θ that exhibits the correct singularity
at the abrupt transitions at h = ±0, t < 0 is
Y(θ) = Y
(
h0(−g
′(θc))
(θ2c − 1)
βδ
(θc−θ)
)
+Y
(
h0(−g
′(θc))
(θ2c − 1)
βδ
(θc+θ)
)
(15)
This function is analytic in the range −θc < θ < θc.
In order to correct its low-order behavior to match that
expected, we make use of both the freedom of the coordi-
nate transformation g and an arbitrary analytic additive
function Y ,
g(θ) =
(
1−
θ2
θ2c
) ∞∑
n=0
gnθ
2n+1 Y (θ) =
∞∑
n=0
Ynθ
2n (16)
so that Y˜(θ) = Y(θ)+Y (θ). By manipulating these coeffi-
cients, we can attempt to give the resulting scaling form a
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FIG. 1. Scaling functions for (top) the susceptibility and
(bottom) the magnetization plotted in terms of the invari-
ant combination h|t|−βδ. Points with error bars show data
with sampling error taken from simulations of a 4096 × 4096
square-lattice Ising model with periodic boundary condi-
tions and Tc − T = 0.01, 0.02, . . . , 0.1 and H = 0.1 ×
(1, 2−1/4, . . . , 2−50/4). The solid blue lines show our analytic
results (10) and (11), the dashed yellow lines show a scaling
function modified to match known series expansions of the
susceptibility to third order, and the dotted green lines show
the polynomial resulting from truncating the known series
expansion after the eight terms reported by [12, 13].
series expansion consistent with known values. One such
prediction—made by fixing the first four terms in the low-
temperature, critical isotherm, and high-temperature ex-
pansions of Y˜—is shown as a dashed yellow line in Fig. 1.
As shown in Fig. 2, the low-order free energy coeffi-
cients of this prediction match known values exactly up
to n = 5, and improve the agreement with higher-order
coefficients. Unlike scaling forms which treat Y as ana-
lytic at the coexistence line, the series coefficients of the
scaling form developed here increase without bound at
high order.
Abrupt phase transitions, such as the jump in magne-
tization in the Ising model below Tc, are known to imply
essential singularities in the free energy that are usually
thought to be unobservable in practice. We have argued
that this essential singularity controls the universal scal-
ing behavior near continuous phase transitions, and have
4n
|f
n
|
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FIG. 2. The series coefficients defined by F˜(X) =
∑
n fnX
n.
The blue pluses correspond to the scaling form (12), the yel-
low saltires correspond to a scaling function modified to match
known series expansions of the susceptibility to third order—
and therefore the free energy to fifth order—and the green
stars correspond to the first eight coefficients from [12, 13].
The modified scaling function and the known coefficients
match exactly up to n = 5.
derived an explicit analytical form for the singularity in
the free energy, magnetization, and susceptibility for the
Ising model. We have developed a Wolff algorithm for
the Ising model in a field, and showed that incorporat-
ing our singularity into the scaling function gives good
convergence to the simulations in 2d.
Our results should allow improved high-precision func-
tional forms for the free energy [7], and should have im-
plications for the scaling of correlation functions [42, 43].
Our methods might be generalized to predict similar sin-
gularities in systems where nucleation and metastability
are proximate to continuous phase transitions, such as
2D superfluid transitions [44, 45], the melting of 2D crys-
tals [46], and freezing transitions in glasses, spin glasses,
and other disordered systems.
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