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Jacobson’s lemma asserts that if A and B are matrices over a field of charac- 
teristic 0 and A commutes with AB - BA then AB - BA is nilpotent. It 
first appeared as Lemma 2 of [l, p. 8771. 
There are three proofs available. All three are useful, leading as they do 
to different generalizations. The original proof, nominally generalized, runs 
as follows. Let ’ be a derivation of an algebra over a field of characteristic 0. 
Suppose that a commutes with a’ and that f(u) = 0, f a polynomial of degree n. 
Then (u’)~+~ = 0. For on differentiating f(u) = 0, one gets f’(u) a’ = 0. 
This is the case k = 1 off(k)(u)(a’)2k-1 = 0. By differentiating and multiplying 
by a’ one gets the same equation with k replaced by k + 1. For k -:= n this 
yields (u’)~+~ = 0 since f(“)(u) is a nonzero scalar. 
The second proof is that of Kleinicke [3] (the nearly simultaneous paper 
of Shirokov [4] is similar but differs in that it uses exponentials). This time 
it is b that is assumed to satisfy an equation of degree 71 and the conclusion 
improves to the vanishing of the nth power instead of the (2~ - 1)st. In terms 
of an abstract derivation ’ one assumes b” = 0. By Leibnitz’ rule (bm)cm) = 
m!(V)“” for all m and (b nl (7) ) = 0 for r > m. Since b” is a linear combination 
of lower powers of b, (b n cn) = 0 follows. Hence (b’)” = 0. This proof generalizes ) 
agreeably to Banach algebras. 
The third proof [2, Lemma 4, p. 441 replaces a and b by sets {a,}, (bJ and 
the assumption is that each a, commutes with c = C (u,b, - b,uJ. A trace 
argument proves that every power of c has trace 0, whence c is nilpotent. This 
version fits the application to Lie algebras; it can be generalized to infinite- 
dimensional contexts where there is a suitable trace. 
In this paper I shall study further what can be said of a and b when a com- 
mutes with ub - bu and a is algebraic. Now for many questions it is acceptable 
to assume further that a is nilpotent, for one easily sees that the semisimple 
part of a commutes with b. So let us assume that a” = 0. In recent work of 
Herstein the following question arose: Does it then follow that ub is nilpotent ? 
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This is true; in fact, (aZ~)~+s a = 0. The following statement also holds: In 
the subalgebra generated by ab and ba every product of 2n - 1 elements 
vanishes. Both assertions are covered in the following theorem (for the first 
taker=2n-2,~=2n-3andforthesecondtaker=s=2n-l). 
THEOREM. Let a and b be elements in an algebra over a field of characteristic 0. 
Assume that a commutes with ab - ba and that an = 0. Let r and s be nonnegative 
integers satisfying 2r 2 s + 2n - 1. Let d be a product (in any order) of r terms a 
and s terms b. Then d = 0. 
The main part of the proof consists of an analysis of a linear transformation 
that “intertwines” two Jordan blocks. 
LEMMA 1. Let V and W be finite-dimensional vector spaces over a Jield of 
characteristic 0, say of dimensions m and n. Suppose given linear transformations 
A: V -+ I’, B: V + W, C: W+ W such that 
C2B - 2CBA + BA2 = 0 (1) 
(this is equivalent to C(CB - BA) = (CB - BA)A.) Assume that V has a 
basis {xi} satisfying Ax, = 0 and Axi = xipl for i > 2; write Vi for the subspace 
spanned by x1 , . . . , x, . Suppose likewise that the basis {yj} of W satisfies Cy, = 0 
and Cyj = yJpl for j 2 2 and write Wj for the s&puce spanned by y1 ,..., yi . 
Then for all k: 
(9 BVk C W,,, , 
(ii) BV, C Wk--mfn+l for m > n, 
(iii) BV, C W, if m = n. 
Proof. (i) The proof is by induction on k. By defining x0 = x-r = 0, 
special precautions for starting the induction can be avoided. Apply (1) to xk: 
C2Bx, - 2CBx,-, + Bx,-, = 0. (2) 
By induction Bx,_, E W,-, and Bx,-, E W, so that CBx,-, E W,-, . Hence 
C2Bx, E W,-, , and we deduce Bx, E W,,, . 
(ii) This time the induction on k is descending. For k = m or m - 1 
the conclusion is vacuous. In (2) we may assume Bx, E W,-,,,,, and Bx,-, E 
WI+*+, to be known. Then C2Bx, and CBx,-, lie in Wk-,,,,.,,-l and so 
Bx,-, E Wk-2--m+nfl as required. 
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(iii) Let t, be the coefficient of yL+r in the expression of Bxi in terms 
of the y’s The vanishing of the coefficient of yk-r in (2) gives us the equations 
-25 + t, zzz 0 
t, - 2t2 + t, =o 
t, - 2t, + t, =o 
t,-, - 2t,-2 + &n-l 
= 0 
5 m-2 - 2t,-, = 0, 
corresponding to the values k = 2,..., m. Note that when the last equation 
is formed C2Bx, does not contribute a term in ym-r since Bx, cannot involve 
the term ym+l (it does not exist since we are here assuming m = n). This is a 
set of m - 1 homogeneous linear equations for m - 1 elements. The deter- 
minant is nonzero and is in fact equal to (- l)+lm (this is the one place in 
the proof where characteristic 0 is used). Hence the t’s are 0, proving (iii). 
Ln proving the theorem we shall use the following corollary of Lemma 1. 
LEMMA 2. Let the assumptions and notation be as in Lemma 1. Let W, be 
the C-invariant subspace of W generated by BV,: . Then 
n-2h am--k- 1. (3) 
Proof. We always have h < k + 1 by part (i) of Lemma 1. Hence (3) 
follows when m < n. Assume m = n. Then h < k by (iii) and again (3) follows 
(with a little room to spare). Finally there is the case m > n. Then h < k - 
m + n + 1 by (ii) and (3) is deduced once more. 
We turn to the proof of the theorem. By passing to the regular representation 
of the algebra we can suppose that a and b are linear transformations (on a 
possibly infinite-dimensional vector space). So let us change notation to A 
and B acting on the vector space V, and let us write D for the linear trans- 
formation corresponding to d. Since A” = 0, V is a direct sum of A-invariant 
subspaces V, of dimension \cn on each of which A acts in Jordan fashion. 
Let E denote the projection of V onto 5, and write BOa = EsBEo, . We can 
look at Be, as a linear transformation from V, to Ve . Suppose, by way of con- 
tradiction, that D # 0. It is then possible to insert suitable E’s in the r + s - 1 
spaces between the r + s factors of D, and also at the beginning and end, 
in such a way that the product (say D*) is still nonzero. The B’s occurring 
in D are thereby replaced by certain BBa’ s. Note that the two E’s occurring 
to the left and right of an A must be equal. 
We construct a sequence of pairs consisting of a space V, and a nonzero 
i2-invariant subspace S of V, . To this pair attach the integer 
(dim Va) - 2(dim S). 
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Suppose that D* finishes with E,, . Then the initial pair is taken to be V, , V, . 
If I’,, has dimension Y the attached integer is -Y. Since I < n, this integer 
is at least --n. Suppose, in our progress through D*, we have reached the pair 
V, , T. If the next factor is an A, we pass to the pair V, , AT; the attached 
integer increases by 2. If the next factor is Bc6 we pass to the pair V, , U, where 
U is the A-invariant subspace of V, generated by B,,T. By Lemma 2 the attached 
integer has decreased by at most 1. Therefore at the end of the process the 
integer will have increased by at least 2~ - s (since there are Y A’s and s B’s 
in D). This is at least 2n - 1 by hypothesis. Since the initial value of the integer 
was at least --n, the final value is at least (-n) + (2n - 1) = n - I. But 
its largest possible value is n - 2. With this contradiction the proof of the 
theorem is complete. 
To conclude the paper two remarks are appended. 
1. The theorem remains true when the identity a26 - 2aba + ba2 = 0 
satisfied by a and b is suitably generalized. For example, we can take it to be 
Mb + 2pba $ vba2 = 0 
provided the following conditions are satisfied: A and v are nonzero, and for 
every m. we require the nonvanishing of the m by m determinant with p’s on 
the main diagonal, h’s on the diagonal one above, V’S on the diagonal one below, 
and zeros elsewhere. (Characteristic 0 is not required in this formulation.) 
2. If the nilpotence assumption is switched from A to B, there is apparently 
nothing of consequence that can be said. In particular, AB need not be nilpotent. 
Two by two matrices will not suffice for an example, but with three by three 
matrices one may take 
A=(i ; 81, B=[ i e). 
Here A commutes with AB - BA, B3 = 0, but AB is not nilpotent. 
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