Acquisition of software intensive systems demands significant work on requirements prior to establishing the contract. Two significant challenges of pre-contract phase are the identification of functional requirements and determination of approximate budget. In this chapter, experiences gained from the implementation of a business process based requirements elicitation approach to two large innovative military applications are presented. The requirements elicitation process proposes determination of requirements of a software intensive system to be acquired from the business objectives and defined processes. In addition to the details related to the requirements elicitation process, management practices for coordinating the efforts related to acquisition process and determination of costs are also discussed.
INTRODUCTION
Acquisition cycles perceive requirements elicitation as the process to identify and understand needs and constraints of the customer. While generic approaches are successfully applied to acquire manufacturing goods and services, software acquisition provides unique challenges at this stage.
During the acquisition of large and innovative software systems, requirements elicitation entails more than obtaining and processing customer needs and have major risks related to cost, quality, scope and schedule. Specifically, acquisition of contracted software demands significant work on functional requirements prior to establishing the contract.
In most cases, large and innovative software systems have numerous stakeholders with conflicting and frequently, unidentified stakes. The attributes of the system to be acquired might require unique methodologies to be utilized and the characteristics of the acquisition organization make a difference. Ideally, the acquirer needs to understand the concept, the domain as a whole, the technology to be utilized and technical and management constraints of the project. The current business processes should be explicit and potential new technologies should be prototyped. Only such an understanding creates a solid foundation for the challenges of defining the functional contract requirements as well as to make realistic estimates of size, effort, and cost.
Notations and tools developed primarily for business process modeling provide a natural tool set for establishment and transformation of need from concept to system requirements. Organizational processes facilitate better understanding the system as a whole, depict potential stakeholder conflicts, enable determination of clear boundaries, and provide a natural medium of communication. Once the organizational process baseline is established, it can also be used as an enabler for technical processes. It can be used to estimate the size of the software system to be developed, which in turn is used to estimate the effort and related costs. It can be used as a source for software requirements specification. Both forward and backward trace ability can be easily established and partially automated. It is also possible to automate generation of specifications in natural language and software size estimation in Mark II FP. In other words business process models, when used effectively, can be a basis to respond to the several challenges of pre-contract phases.
During the last three years, we have implemented a business process model based approach together with a unique set of notations and tools (Demirörs et al., 2003) to guide two large military acquisition projects. Our tasks involved business process modeling, requirements elicitation, size and cost estimation and preparation of technical documents for acquisition of Command, Control, Communications, Computers, Intelligence, Surveillance, and Reconnaissance (C4ISR) sub-systems for Turkish Land Forces Command (TLFC). The outcomes of the implementations formed the major parts of the Request for Proposals (RFP) currently issued by TLFC.
In this chapter, we focus on the implementation of a business process based approach for requirements elicitation as well as on management practices for coordinating the efforts for RFP preparation. Based on the elicited requirements, the method used for estimating the size of the software products of the projects is also briefly discussed.
In part 2, an overview of the literature on software intensive system acquisition and business process modeling for requirements elicitation is presented. In part 3, the descriptions of the cases are given. Part 4 gives the summary descriptions of the acquisition planning processes and discusses the mapping between our approach and C4ISR Architecture Framework's descriptive views. The details of the two challenging processes of the pre-contract phase of software intensive system acquisition; system requirements elicitation and software size estimation are also discussed in this section. Finally, in parts 5 and 6, we provide lessons learned and present conclusions, respectively.
BACKGROUND STUDIES
There are several frameworks, models, and practices that guide the agencies in acquiring softwareintensive systems. These include Software Acquisition Capability Maturity Model (CMU/SEI, 2002) , Capability Maturity Model Integration (CMMI)'s Supplier Agreement Management process area (CMU/SEI, 2001 ), IEEE's Recommended Practice for Software Acquisition (IEEE, 1998) , and the C4ISR Architecture Framework (DoD, 1997).
Software Acquisition Capability Maturity Model (SA-CMM) offers a framework for organizational improvement, and it focuses on building the acquisition process capability of an organization. It defines five levels of software acquisition process maturity. The CMMI's Supplier Agreement Management process area is targeted to manage the acquisition of products from suppliers for which there exists a formal agreement. It has a context for system and software acquisition, and remains more generic when compared with other models. It includes the practices for determining the type of acquisition that will be used for the products to be acquired, selecting suppliers, establishing and maintaining agreements with suppliers, executing the supplier agreement, accepting delivery of acquired products, and transitioning acquired products to the project.
The Software Engineering Institute (SEI)'s models and practices specified above describe what characteristics the acquisition process should possess, and do not mandate how the acquisition process should be implemented or who should perform an action. In other words, neither of them guides as an acquisition life cycle. IEEE's Recommended Practice for Software Acquisition (IEEE, 1998) offers such a life cycle for a typical software acquisition process, which primarily includes planning, contracting, product implementation, product acceptance, and follow-on phases. IEEE defines and relates one or more steps to each of these phases, as given in Table 1 . It should be noted that these steps might overlap or occur in a different sequence, depending upon the organizational needs. One of the primary reasons underlying the definition of these models is to develop a mechanism to appropriately define the requirements of a software-intensive system, which will be taken as a basis by both acquirer and supplier organizations throughout the acquisition. Defining softwareintensive system requirements is not straightforward; it requires extensive understanding of the domain and representing domain knowledge formally and visually, not to get lost in the domain and skip any point, as well as to enable ease of understanding and health of validation. There are several approaches and related techniques used to gather domain knowledge, including functional approaches such as Data Flow Diagrams (DFD), scenario-based approaches such as use cases, and business process oriented approaches such as business process modeling.
Business Process Modeling is a technique used to understand, depict, and re-organize business processes of an organization. Davenport (1993) defines a process as "a specific ordering of work activities across time and place, with a beginning, an end, and clearly defined inputs and outputs: a structure for action" (p.5). A business process defines how an organization achieves its purpose including vision and goals.
Analysis and design of business processes are the major tasks of business process reengineering (Scheer, 1994; Hammer and Champy, 2001) . Business process modeling has been implemented by a large number of organizations as part of business process reengineering during the last decades (Davenport, 1993; Hammer and Champy, 2001) . It is claimed that it adds most value when the application environment is complex, multi-dimensional, and many people are directly involved in using the system (Yourdon, 2000) .
Analysis of business processes requires understanding the current business processes of the organization before designing the new one. Especially in complex organizations, there is no way to migrate to a new process without understanding the current one. Existing business process models Technical criteria governing interoperable implementation / procurement of the selected system capabilities enable participants to develop a common understanding of the existing state, and are used to establish a baseline for subsequent business process innovation actions and programs. Design of business processes is performed before starting implementation of the system, in order to translate the requirements of the business process innovation into proposed system requirements. Existing business processes are the foundation of this kind of study for finding out the weak points. When designing the new system, it is worthwhile to try to describe the new processes based on the business objectives, and as to respond to business requirements (Cummnis, 2002) . The target process models serve as the foundation for implementing the new business processes and defining the requirements for new information technology systems.
As a result, business process modeling brings the following advantages to the requirements elicitation of software-intensive systems: -Brings broader view to business domain. -Creates a common language between analysts and customers/users, leading an increase in customer/user participation in the requirements elicitation process. -Increases efficiency in determining deficiencies in the current business processes and modeling the target business processes. -Helps in identifying business requirements as the knowledge is captured at a more abstract, business need level than many other specification approaches (Demirörs, 1996; Wiegers, 1999) .
DESCRIPTION OF THE CASES
We have implemented the planning phase of the acquisition life cycle in the context of acquiring two large innovative military applications for TLFC. TLFC is a part of the Turkish Armed Forces, and consists of 4 armies, 1 training-and-doctrine command, and 1 logistic command.
The projects targeted RFP preparation for two different, but closely related C4ISR sub-systems for TLFC. Middle East Technical University (METU) Project Office, as depicted in Figure 2 , counselled TLFC Project Office for preparing the technical contract of the system to be acquired.
Throughout the chapter, we coded these projects as A and B. Due to security constraints, names and descriptions of the organizational processes are not provided. We briefly define the characteristics of the projects to provide insight on the implementations of the acquisition planning process. The domains of project-A and project-B are different but complementary with a high-degree of data exchange requirements. There are four other C4ISR subsystem projects that are planned to be integrated with these two. Therefore, not only the functional requirements of each subsystem domain, but also the integration requirements of project-A and project-B with these projects had to be considered.
Both projects required taking a system viewpoint to map domain requirements to hardware, software, and telecommunication components. Estimated sizes for the software components of these systems as well as the number of staff involved, and the duration and total effort utilized for the acquisition planning process by METU Project Office are given in Table 2 . The effort utilized by TLFC Project Office is not included as the collected data were not consistent. Both projects required various resources to be utilized including human resources, process modeling notations and tools, and domain specific materials such as books and guidelines. The characteristics of the resources utilized in project-A and project-B and their organizations were similar, since not only the purpose of both of the projects was to acquire C4ISR subsystems, but the customer was TLFC in both cases, as well.
Human resources included Project Coordination Committee, the staff of METU and TLFC project offices, domain experts, and the current executives and representatives of the military units where the system would be used. The organization of the project staff is shown in Figure 2 .
Figure 2. Projects Organization
Project Coordination Committee coordinated and monitored the tasks of the METU and TLFC project offices and was in coordination with the coordination committees of other C4ISR subsystem projects of TLFC in order to depict the system interfaces.
METU Project Office counseled TLFC for preparing the technical contract of the system to be acquired within the boundary of the project and included a project manager, and software and hardware/telecommunication analysis teams. Analysis teams modeled the business processes and specified the software, hardware, and telecommunication requirements.
TLFC Project Office executed the processes of the project and included a project manager, externally involved domain experts who have the domain knowledge, executives, and current representatives of the military units, who would use the system to be acquired.
In project-A, the project staff consisted of 7 part-time persons from METU Project Office, 4 graduate students of METU who have military background, and 5 part-time persons from TLFC Project Office. In addition, 2 domain experts, and 4 representatives of the organizational units, where the system would be used, joined the validation activities.
In project-B, the project staff consisted of 9 part-time persons from METU Project Office, and 9 part-time persons from TLFC Project Office, who are also domain experts. Not all of the TLFC Project Office staff participated in the workgroup meetings at the same time. They participated in an interchangeable manner. In addition, 7 more domain experts, who are not the members of TLFC Project Office, and 2 representatives of the organizational units, where the system would be used, joined the validation activities.
Other resources we utilized in the projects included process modeling notations and tools, and the domain books and documents. We proposed in (Demirörs et. al., 2003) that the candidate tool for business process modeling should support definitions for process, process flow, input/output, input/output flow, role, and responsibility entities at minimum. Specifically in these projects, Architecture of Integrated Information System (ARIS) concept and ARIS toolset (Scheer, 2003) were used as the modeling tool. ARIS is frequently used by consultants and companies in creating, analyzing, and evaluating organizational processes for business process reengineering.
While modeling the business processes, Organizational Charts, Function Trees, Extended Event Driven-Process Chain (eEPC) diagrams, Access diagrams, and Network Topology diagrams were used as basic process modeling notations. The Organizational Chart reflects the organizational units (as task performers) and their interrelationships, depending on the selected structuring criteria. 'Business processes' consist of complex functions that are divided into sub-functions and 'basic functions' represents the lowest level in semantic Function Tree diagrams. The procedure of a business process is described as a logic chain of events by means of an event-driven process chain. Events are triggering functions and are the result of functions. By arranging a combination of events and functions in a sequence, eEPCs are created. We created totally 210 distinct diagrams in project-A, and 295 in project-B to model existing business processes of different levels of organization units by using the eEPC notation.
In project-B, in order to generate user-level functional system requirements by KAOS tool (Su, 2004) ; we derived and used a special notation while modeling target business processes. This notation differed from project-A's in the way that color codes and specific rules for the naming of functions, inputs and outputs were used.
Hardware components and their high-level relations for each organizational unit were modeled by using the Access diagram notations. The assignment of software components to hardware components, and the domain users of these hardware components were also modeled by using the same type of diagram notations. Network Topology diagram notations were utilized to represent the system architecture.
Military books and instructions were among the basic resources, especially when domain experts had uncertainties and disagreements related to the concept of the processes. Throughout the requirements elicitation process of project-A and project-B; 15 and 9 military books and guidelines related to the domain were utilized, respectively.
ACQUISITION PLANNING PROCESSES
The processes we implemented for acquisition planning are shown in Figure 3 . Summary descriptions for the processes of acquisition planning phase are as follows.
Figure 3. Acquisition Planning Phase
Planning and Managing Acquisition Planning Project: A project management plan was prepared at the start of the project, in order to describe the activities, responsibilities, schedule, and effort as related to acquisition planning. Throughout the projects, the performances of the projects were tracked and accordingly the plan was updated.
Eliciting System Requirements: We performed a business process based requirements elicitation approach to define software-intensive system requirements (Demirörs et. al., 2003 ). We determined user-level functional requirements for software components of the systems, non-functional system requirements, commercial off-the-shelf (COTS) product requirements, and hardware and telecommunication infrastructure requirements for both systems.
Estimating Software Size, System Development Effort and Cost: We estimated the sizes of the software components of the systems based on the functional software requirements elicited in the previous step and using Mark II Function Points Analysis method (Demirörs and Gencel, 2004) . Effort and cost for the system development were also estimated by using software size estimates.
Preparing Statement of Work for System Development:
We described system and software development life cycles, which are to be applied by the supplier organizations, together with engineering process steps and their outputs. We used IEEE's system and software engineering standards (IEEE, 1998b; IEEE, 1998c) and recommended practices as a reference in describing the templates for process outputs.
Preparing RFP: We gathered the system requirements, the system development estimates, and the statement of work. Then we integrated these with the acquisition regulations of the TLFC in the form of a RFP. We included acquisition schedule, management practices, and deliverables; quality requirements for system and software development and management processes; quality assurance requirements for the deliverables; and qualifications of the system and software development and management staff in the RFP to be issued for the system development.
In this study, we focused on the details of the two challenging processes of the pre-contract phase of software-intensive system acquisition; system requirements elicitation and software size estimation processes.
The Requirements Elicitation Process
The business process modeling based requirements elicitation process we implemented is depicted in Figure 4 . Since the projects were military, C4ISR Architecture Framework (DoD, 1997) also influenced us while defining this process.
Figure 4. Requirements Elicitation Process
The process includes four technical sub-processes, namely; concept exploration, analysis and modeling of current business processes, modeling of the target system, system requirements definition, and quality assurance activities; verification and validation.
C4ISR Architecture Framework provides the rules, guidance, and product descriptions for developing and presenting architecture descriptions of the systems to be acquired. As discussed in the background studies, there are three major views that logically combine to describe the architecture, which are the operational, systems, and technical views. In this process, we utilized an "integrated" description. Table 3 demonstrates the mapping between the C4ISR Architecture views and the requirements elicitation process we defined. The practices were performed by the collaboration of the customer and contractor project offices. The detailed steps of the requirements elicitation process and, if any, the differences in the subprocesses of project-A and project-B are explained in the following sub-sections.
Concept exploration
This process was performed to get knowledge about the domain and review previous documents. All the material, including military procedures, forms and guidelines, and related class notes were gathered. Those resources helped in requirements elicitation process for several times, such as in describing business processes and developing target conceptual and detailed design in the direction of the business goals. The following activities were performed to execute this process: -Concept documents for the projects had been prepared prior to requirements elicitation contracts. METU Project Office reviewed the concept documents in order to have a general understanding of the domain. The documents had mostly addressed current hardware and telecommunication infrastructure at an introductory level, so it was just used as a means to start domain analysis. -TLFC Project Office attended several orientation meetings together with METU Project Office for the staff to know each other, and provided short presentations about the domain and answered the questions of METU Project Office. During the life cycle, orientation meetings for the domain experts and representatives of the organizational units, who will use the system, were also held. -Written resources such as books, instructions, forms, and reports were asked by METU Project Office, and provided by TLFC Project Office where available.
Analysis and modeling of current business processes
This process was performed to understand the current business processes with their business flows, inputs, outputs, and responsible bodies, as shown in Figure 5 . Current business processes were modeled using ARIS Toolset, which provided the foundation for modeling of target business processes. The activities performed to execute this process are discussed in the following paragraphs. 
Concept Exploration Completed

Figure 5. Analysis and Modeling of Current Business Processes
Identifying organizational units of business domain: People to be interviewed were determined by METU Project Office together with the TLFC Project Office. Then, a schedule was made to hold these interviews. As a result of these interviews, the organizational units of the business domain were identified, and organization charts were generated. In addition, the key stakeholders were identified and the stakeholder representatives, who would join the workgroups for determining the key business processes as well as analyzing and modeling the current business processes, were determined.
Identifying key business processes of organizational units: This study was the foundation for more detailed business process analysis. Key business processes were determined after a study of the workgroup. Further modeling activities were based on these identified key business processes. Then, the models of the key business processes were produced.
Decomposing key business processes into sub business processes:
The workgroup analyzed the key business processes, and further decomposed them into sub business processes. Decomposition was performed up to several levels when required, until the lowest level sub-processes did not involve any nesting, and had a simple flow of execution from beginning to the end.
Modeling lowest level sub business processes: Each lowest level sub business process model was constructed in terms of processes, flow of processes, inputs and outputs of the processes, and the responsible bodies of the processes, which are all supported by Extended Event-Driven Process Chain (eEPC) notation. Uncertainties and disagreements about the execution of the processes were discussed by domain experts and stakeholder representatives, and resolved by referring to domain books and instructions where available. Ease of understanding of the eEPC notation resulted in extensive contribution and feedback from the customer. Feedbacks including change requests taken at anytime were reflected to the models by the staff of METU Project Office.
Creating data dictionary for business domain: Concepts and entities of the business domain that were introduced during current business process modeling were described in a data dictionary which formed a basis for developing a common language between TLFC Project Office and METU Project Office. The entities put into the dictionary included forms, reports, and instructions related to the business domain.
Modeling of the target system
This process was performed to describe IT oriented target system, as depicted in Figure 6 . In modeling process enhancements, defining hardware and software components, and constructing target business process models, we also used ARIS Toolset. Target business process models provided the foundation for defining system requirements. The activities performed to execute this process are discussed in the following paragraphs.
Reviewing and enhancing current business processes:
Current business process models were revisited from the beginning for possible enhancements, or even redesign, considering the business goals and needs. The weaknesses, bottlenecks, and deficiencies of the current business processes were determined and removed wherever possible. However, enhancements were limited due to strict policies and regulations of the military. In addition, TLFC Project Office gave up some enhancements because of the long approval cycles in the organization. 
Figure 6 Modeling of the Target System
Updating the data dictionary: current data dictionary was updated to reflect the changes in the concepts and entities of the business domain, which appeared during enhancement of current business process models and construction of target business process models. The data dictionary was extended to include new concepts and entities whenever required.
Identifying business processes that need IT support:
Enhanced business process models were reviewed to identify the business processes that need IT support. All standard manual operations such as document recording and reporting were decided to be automated. Since the systems have strong inter-relations with other systems, management operations were decided to be automated with a need for a workflow management system to provide coordination. Some processes required decision on intelligence in IT support such as decision support systems. The customer decided to evaluate such requirements based on price and benefits to be detailed and suggested by the supplier.
Identifying software components to provide IT support: While identifying business processes that need IT support, we had a clear insight on which software components should cooperate in providing that support. Therefore, the software components of the system were determined, and high-level relationships among these components were set. The software components that are not specific to the domain were determined basically as; documents management system, reports management system, workflow management system, geographical information system, and messaging system. Since the projects had system contexts, hardware interface and system interface software components were also included in the set.
Assigning software components to business processes that need IT support:
During the two previous activities, we informally performed the mapping between business processes and software components. This activity was performed differently in project-A and project-B.
In project-A, the models of target business processes did not include identification of IS infrastructure within the business process models since these were reflected in the system breakdown structure that was prepared simultaneously. At the end of this study, gaining satisfactory domain knowledge, we could associate the system architecture with the business process models, which enabled us to determine the requirements of the target system for each organizational unit separately at a later stage.
In project-B, we performed a careful analysis on current business process models to transform their organization-based structure into a system-based structure. This was performed to obtain a unique and generic set of target business process models for all organizational units rather than having several sets of target business process models for different organizational units, which overlap in functionality. Simultaneously, we formalized our insight on the relationships between business processes and supporting IT components by putting corresponding assignments on current business process models as to construct a unique set of system-based target business process models. We connected each business process needing IT support to the corresponding software to provide that support, while constructing target business process models. This notation, which included business processes, software components, and their connections, formed a basis for defining user-level functional system requirements at a later stage.
Identifying hardware components:
Hardware components of the system were identified based on target business process models and the organization chart. Organizational units were analyzed to decide on hardware support. As a result of this activity, hardware components and their high-level relations were modeled by using Access diagrams for each organizational unit. In addition, the existing and the needed hardware were also depicted.
Assigning software components to hardware components: The software components to run on each hardware component were identified. An Access diagram, showing the software components assigned to hardware components with the domain user types, was constructed for each organizational unit.
Identifying data transmission requirements: By using the target business process models, the data transmission requirements were determined based on the data exchange requirements between organizational units as well as between other C4ISR subsystems. The sizes and frequencies of transmits determined the requirements related to bandwidth and speed.
Identifying telecommunication infrastructure:
Telecommunication infrastructures of the systems were determined using the Access diagrams showing the hardware components and organizational units and data transmission requirements. The existing telecommunication infrastructure, as well as building new ones, and the related constraints were analyzed. Then, the customer evaluated the required bandwidth and speed requirements based on the performance of the transmission media that can be supplied and on the importance of the data to be transmitted. Accordingly, some decisions were made. Due to some limitations on basic technology supportability and organizational rules governing the implementation of system elements, some processes of the organizational units were decided not to be automated. In addition, some data were decided to be sent manually as in the current system.
Identifying system architecture: This activity was simply the integration of the work done up to this point. Software components assigned to hardware components together with telecommunication infrastructure constituted the system architecture. As a result of this activity, system architecture diagrams, showing all hardware components and software components at each organizational unit, and the telecommunication infrastructure among these units, were constructed. The system architecture diagram was constructed by using Network Topology diagram type.
System requirements definition
This process was performed to generate the target systems' software, hardware, and telecommunication requirements, as shown in Figure 7 . The activities performed to execute this process are discussed below. 
Figure 7 System Requirements Definition
Preparing System Breakdown Structure (SBS): Using the information on system architecture diagrams, an SBS including all IT components of the systems to the fifth level was prepared.
Defining user-level functional system requirements: User-level functional requirements of the target system were elicited based on processes, flow of processes, inputs, outputs, and actors defined in the target business process models. As we mentioned at the start of part 4, we generated the requirements manually from target business process models in project-A, and automatically from target business process models using a tool in project-B.
Since the requirements were generated manually in project-A, a small organizational unit of the domain (approximately 1/10 of the model system in terms of size) was selected as pilot, and its user-level functional requirements were defined as a trial by the whole workgroup. The experience of the pilot study was then used in planning the rest of the user-level functional requirements elicitation efforts. Three teams of workgroup were formed to define the functional system requirements for each organizational unit and worked in parallel for the rest of the process, which benefited the workgroup in defining a standard way of working and in time saving. By using 210 business process models, the manual generation of 10092 FP requirements document took 40 person-days. The number of functional system requirements was about 400 in pages, and about 1380 in number of basic requirements, each composed of 3 sub-requirements on the average (e.g., 1a, 1b, 1c).
In project-B, the requirements were generated automatically from target business process models using KAOS tool (Su, 2004) developed specifically to generate requirements in natural language from target business process models. We derived and used a special notation while modeling target business processes, and generated a generic target system model that involves all the processes of each organizational unit. The tool run on that notation to generate user-level functional system requirements with respect to system components assigned to each target process. After modeling target business processes using the notation's conventions at required detail, the tool benefited in time saving for requirements definition. 295 business process models are instantiated by the KAOS tool and totally 1270 user-level functional requirements were generated. The generation took 30 minutes. On the other hand, results showed that 517 generated requirements (40.7 % of generated requirements) required corrections and they were corrected in 3.5 person-days.
Defining COTS requirements:
Commercial off-the-shelf (COTS) product requirements of the target systems were largely determined based on the requirements of Turkish Armed Forces, and many of the regarding make/buy decisions and cost analyses (Aslan, 2002) were skipped due to this reason. The types of software components that were identified as COTS products included operating system, database management system, office programs, documents management system, reports management system, workflow management system, and geographical information system.
Defining non-functional system requirements: Non-functional system requirements were determined by analyzing implicit requirements of the target business process models as well as by discussing special requirements and likely weaknesses, bottlenecks, and deficiencies of the systems with the customer. ISO/IEC 9126 (ISO/IEC, 1991) was used as a guideline while determining nonfunctional requirements. Function understandability, inherent availability, mean time between breakdowns, mean time to repair, and failure resolution rate were defined and assigned target values for both systems. In addition, security requirements of the target systems were determined by analyzing access restrictions of the actors to processes, and process inputs and outputs. Subjects and objects of the model systems were identified and subject-object-authorization matrices were constructed.
Defining hardware and telecommunications infrastructure requirements: System Breakdown Structure (SBS), which included all IT components of the systems and system architecture diagrams, showing IT components at each organizational unit, and the telecommunication infrastructure among these units, were used as a basis to detail requirements of these components. Since the applications were military, there were a lot of constraints put by rules and regulations while specifying the hardware and telecommunication requirements.
Integrating system requirements:
The requirements for all system components, including functional and non-functional system requirements, COTS requirements, and hardware and telecommunications infrastructure requirements were integrated at this activity to construct overall system requirements. System requirements generated as the end product of requirements elicitation process were included in RFP.
Software Size Estimation
The size of the projects to be acquired was estimated by using Mark II FP method (UKSMA, 1998).
For both cases, as the user-level functional system requirements were generated from business process models with respect to different subsystems; the size of each subsystem was estimated and then summed to compute the sizes of the whole development projects.
The size estimates of the software components of the systems to be contracted for the development projects, the number of staff and the effort utilized to make software size estimations are given in Table 4 . Since the estimation method and the procedure we followed were very similar in both of the projects, we will only discuss size estimation procedure of project-B in this chapter.
In project-B; the user-level functional system requirements were generated from business process models with respect to 11 different subsystems as shown in Table 5 . Original names of the subsystems and modules in the project are not given due to security constraints. While making software size estimation, some difficulties were faced as Mark II FP method is designed to estimate size after the software requirements specification is complete. First one is the differences in the abstraction levels of system level functional requirements. Therefore, some assumptions on the kind of transactions and the number of Data Entity Types (DETs) had to be made while making Mark II FP estimation. The percentage of such transactions was about 60% of the overall. The accuracy of the method decreases as the abstraction level of the requirements gets higher. Another was that, due to insufficient details of some requirements, the method could not be used to size them at all. Thus, we had to use expert opinion to estimate their sizes. The percentage of the number of such requirements to overall was 2.2%, and the percentage size of the subsystems involving these requirements to the whole project was found to be 14.1%.
LESSONS LEARNED
Identifying domain experts and reaching them as scheduled were among the most critical tasks. Orientation meetings at the start of the projects, and regular progress meetings between METU and TLFC project offices enabled effective communication throughout the projects. These meetings provided the opportunity to discuss conflicting issues, to notify demands on resources, and to replan the work under progress.
Modeling existing business processes took significant time and almost half of the total project effort, but other than being a baseline for requirements specification, it helped the stakeholders to identify the bottlenecks and the improvement points needed in the business processes.
The domains of project-A and project-B are different but complementary with a high-degree of data exchange requirements. In addition, both project-A and project-B have numerous integration points with other seven C4ISR subsystem projects of the TLFC. Therefore, during the execution of project-B, we organized coordination meetings with other TLFC C4ISR subsystems' project committees. Although this task was difficult due to required formalization in the organization, the business process models created an excellent baseline to discuss issues related to integration of projects. The process models enabled the representatives of other C4ISR projects to visualize the whole picture in a short time and create an early consensus on how the data would be exchanged among these projects.
Currently, the systems for which we completed acquisition planning have entered into the development phase. The TLFC has decided to integrate the development of projects A and B since corresponding systems are complementary and their requirements are redundant. The TLFC has suspended the release of the RFP, and decided to complete system and software requirements specification stages on its own, specifically by assigning responsibility to one of its departments that develops in-house systems and software. The development group has used elicited system requirements as a basis for their planning as well as for requirements specification. They are currently generating use case specifications and scenarios based on user-level functional system requirements.
Another challenging task was orientation of domain experts for business process modeling. Domain experts needed assistance to think in terms of business processes, and in identifying and decomposing the key business processes using specific notations. Almost all domain knowledge was documented in books, instructions, guidelines, or reports. The existence of written resources helped in understanding the context of the domain in detail, and speeded up the orientation of consultants to the domain. However, identifying and modeling business processes by TLFC Project Office following these resources were stringent, since the domain knowledge is captured in terms of business work products rather than business processes in these resources. In other words, there was confusion between preparing a domain document and executing the processes behind it. For example, documenting the sections of a domain report actually requires executing the steps of a business process that generates that report. This confusion between business work products and business processes slowed down the modeling from time to time, and frequently required elaboration of what business process modeling is.
In both projects, orientation was provided via meetings and frequent discussions. However, regular formal training sessions might have been better to save overall effort in such projects. Since TLFC Project Office had been staffed by domain experts, we needed to assist them on the details of business process modeling and system requirements elicitation throughout the projects. This assistance was one of the most important indicators of success, and was therefore provided with great care, as to proceed within context but not to restrict the expectations of the domain.
Modeling and analyzing current business processes provided considerable guidance for creating target business processes. Process-oriented analysis also enabled extensive understanding of the domain. Determination of IS supported functions, new information flows, and changes in existing workflows were the results of the target business modeling. Indeed, current and target business modeling were performed together to some extent, because bottlenecks, deficiencies, and problems were already captured in current business modeling. This activity was performed differently in project-A and project-B. In project-A, the models of target business processes did not include identification of IS infrastructure within the business process models. Gaining satisfactory domain knowledge, we could associate the system architecture with the business process models and determine the requirements of the target system. In project-B, we constructed target business process models in order to generate user-level functional system requirements automatically.
During requirements elicitation process, we generated functional requirements manually from target business process models in project-A, and automatically from target business process models by using KAOS Tool (Su, 2004) in project-B. For project-A, size of which was estimated to be 10,092 Mark II FP, the manual generation of requirements document took 2 person-months. After modeling target business processes using the notation's conventions at required detail, KAOS Tool generated functional requirements of project-B, which was 25,454 Mark II FP in size, in 30 minutes. Thus, the planning of the target system modeling and functional requirements generation processes was made according to whether the requirements generation would be made manually or automatically.
Readers will notice that the ratio between the number of user-level functional system requirements and software size in Mark II FP in project-A is quite different from that in project-B. That is, 10,092 Mark II FP were estimated from 1,380 requirements in project-A, whereas 25,454 Mark II FP were estimated from 1,270 requirements in project-B. There were two reasons; first one lies in the difference between the methods used while generating target business process models as a basis for requirements elicitation, and the second reason was the difference in abstraction levels of the generated requirements of the projects.
In project-A, we kept the organization-based structure of current business process models while constructing target-business process models, and as a result, we had different sets of functional requirements for different organizational units. However, these sets had overlapping requirements among organizational units due to similarities in functionality, causing greater number of requirements. 1,156 requirements of 1,380 were overlapping among organizational units, which constitute about 85 % of the total requirements. Not leading a problem, the overlaps in the requirements were handled while performing software size estimation for project-A. By using this experience gained from project-A, in project-B, we transformed the organization-based structure of current business process models into a system-based structure while constructing target business process models. As a result, we obtained a unique and generic set of target business process models, and therefore user-level functional system requirements which had no overlaps.
This resulted in a greater number of user-level functional requirements in project-A than in project-B although the real number of functionalities required were not so. This means that if the requirements had been organized in a system structure based manner, project-A would have only 224 requirements.
Another point is that, the abstraction levels of target business processes were higher in project-A than in project-B. If both projects had used a system structure based organization, the number of requirements would not have been comparable since the number of functionalities, which each requirement constitutes, would be very different.
During both projects, we maintained a project effort metric database. The team members entered data related to type of work, activity name and effort attributes into this database. This helped to reflect more realistic figures to the management plan as the projects progressed, since we utilized this database to estimate the effort needed for modeling the remaining business processes.
CONCLUSION
Establishment and transformation of need from concept to system requirements can be supported by means of notations and tools developed for business processes reengineering. Process oriented approach not only helped the organization to see the big picture, but enabled to focus on the required improvements to be able to utilize the acquired system as well.
Although business process modeling requires significant effort, it brings various advantages. For example, automatic generation of software functional requirements, as well as consistent application of software size estimation methodologies were possible in project-B, both have great value especially for large and innovative projects. In addition, we observed that business process modeling is an effective way to explicitly define requirements of a software system while creating visibility and consensus among different stakeholders of other systems, which are to be integrated to each other.
We implemented our approach to two systems to elicitate the requirements of activity-based operations of two organizational units. However, not all technology solutions, such as highly graphical systems, embedded systems and real time systems are inherently activity-based. We have no observation on the usability of our approach for such systems.
There is no doubt that, pre-development processes need further research studies for development of systematic approaches (Demirors et. al, 2001 ). Specifically extensive research on pre-development methodologies including processes, notations, heuristics as well as tools and techniques to support such methodologies are required. These methodologies should also link the development phases with the work products of the pre-development phases.
