Abstract-A novel optimization method is proposed to minimize a convex function subject to bilinear matrix inequality (BMI) constraints. The key idea is to decompose the bilinear mapping as a difference between two positive semidefinite convex mappings. At each iteration of the algorithm the concave part is linearized, leading to a convex subproblem. Applications to various output feedback controller synthesis problems are presented. In these applications, the subproblem in each iteration step can be turned into a convex optimization problem with linear matrix inequality (LMI) constraints. The performance of the algorithm has been benchmarked on the data from the COMPl e ib library.
point methods for semidefinite programming (SDP) [3] , [21] and efficient open-source software tools such as Sedumi [27] and SDPT3 [29] . However, solving optimization problems involving nonlinear matrix inequality constraints is still a big challenge in practice. The methods and algorithms for nonlinear matrix constrained optimization problems are still limited [8] , [10] , [16] .
In control theory, many problems related to the design of a reduced-order controller can be conveniently reformulated as a feasibility problem or an optimization problem with bilinear matrix inequality (BMI) constraints by means of, for instance, Lyapunov's theory. The BMI constraints make the problems much more difficult than the LMI ones due to their nonconvexity and possible nonsmoothness. It has been shown in [4] that the optimization problems involving BMI are NP-hard. Several approaches to solve optimization problems with BMI constraints have been proposed. For instance, Goh et al. [11] considered problems in robust control by means of BMI optimization using global optimization methods. Hol et al. in [15] proposed to used a sum-of-squares approach to fixed order -infinity synthesis. Apkarian and Tuan [2] proposed local and global methods for solving BMIs also based on techniques of global optimization. These authors further considered this problem by proposing parametric formulations and difference of two convex functions (DC) programming approaches. A similar approach can be found in [1] . However, finding a global optimum in optimization with BMI constraints is in general impractical and global optimization methods are usually recommended only for low dimensional problems. Our method developed in this paper is classified as a local optimization method which aims to find a local optimum based on solving a sequence of convex semidefinite programming problems. The approach in this paper is to generalize the idea of DC programming to optimization with convex-concave matrix inequality constraints. However, this is not only a technical extension since many characterizations of standard nonlinear programming are no longer preserved in nonlinear semidefinite programming, see, e.g., [25] , [28] . Moreover, converting a nonlinear semidefinite programming problem into a standard nonlinear programming one usually requires some spectral functions which are related to the eigenvalues of matrix mappings. The resulting problem is in general nonconvex and nonsmooth, see, e.g., [7] .
Sequential semidefinite programming method for nonlinear SDP and its application to robust control was considered by Fares et al. in [9] . Thevenet et al. [30] studied spectral SDP 0018-9286/$26.00 © 2011 IEEE methods for solving problems involving BMI arising in controller design. Another approach is based on the fact that problems with BMI constraints can be reformulated as problems with LMI constraints and additional rank constraints. In [22] , Orsi et al. developed a Newton-like method for solving problems of this type.
In this paper, we are interested in optimization problems arising in static output feedback controller design for a linear, time-invariant system of the form (1) where is the state vector, is the performance input, is the input vector, is the performance output, is the physical output vector, is state matrix, is input matrix, and is the output matrix. Using a static feedback controller of the form with , we can write the closed-loop system as follows: (2) The stabilization, , optimization and other control problems for this closed-loop system will be considered.
A. Contribution
Many control problems can be expressed as optimization problems with BMI constraints and these optimization problems can conveniently be reformulated as optimization problems with difference of two positive semidefinite convex (psd-convex) mappings (or convex-concave decomposition) constraints (see Definition 2.1 below). In this paper, we propose to use this reformulation leading to a new local optimization method for solving some classes of optimization problems involving BMI constraints. We provide a practical algorithm and prove the convergence of the algorithm under certain standard assumptions.
The algorithm proposed in this paper is very simple to implement by using available SDP software tools. Moreover, it does not require any globalization strategy such as line-search procedures to guarantee global convergence to a local minimum. The method still works in practice for nonsmooth optimization problems, where the objective function and the concave parts are only subdifferentiable, but not necessarily differentiable. Note that our method is different from the standard DCA approach in [24] , [26] since we work directly with positive semidefinite matrix inequality constraints instead of transforming into DC representations as in [1] , [2] .
We show that our method is applicable to many control problems in static state/output feedback controller design. The numerical results are benchmarked using the data from the library. Note, however, that this method is also applicable to other nonconvex optimization problems with matrix inequality constraints which can be written as convex-concave decompositions.
B. Outline of the paper
The remainder of the paper is organized as follows. Section II provides some preliminary results which will be used in what follows. Section III presents the formulation of optimization problems involving convex-concave matrix inequality constraints and a fundamental assumption, Assumption A1. The algorithm and its convergence results are presented in Section IV. Applications to optimization problems in static feedback controller design and numerical benchmarking are given in Section V. The last section contains some concluding remarks.
II. PRELIMINARIES
Let be the set of symmetric matrices of size , , and resp., be the set of symmetric positive semidefinite, resp., positive definite matrices. For given matrices and in , the relation (resp., ) means that (resp., ) and (resp., ) is (resp., ). The quantity is an inner product of two matrices and defined on , where is the trace of matrix . The statement b) provides at least three different explicit psdconvex-concave decompositions of the bilinear form . Intuitively, we can see that the first decomposition has a "strong curvature" on the second term, while the second and the third decompositions have "less curvature" on the second term due to the compensation between and .
The following result will be used to transform Schur psdconvex constraints to LMI constraints.
Lemma 3.2: a) Suppose that . Then the matrix inequality is equivalent to (7) b) Suppose that , , then we have:
(8) The proof of this lemma immediately follows by applying Schur's complement and Lemma 2.2 [6] . We omit the proof here.
B. Optimization Involving Convex-Concave Matrix Inequality Constraints
Let us consider the following optimization problem:
where is convex, is a nonempty, closed convex set, and and ( ) are psd-convex. Problem (9) is referred to as a convex optimization problem with psd-convex-concave matrix inequality constraints.
Let be a polyhedral in . Then, if is nonlinear or one of the mappings or ( is nonlinear then (9) is a nonlinear semidefinite program. If ( ) are linear then (9) is a convex nonlinear SDP problem. Otherwise, it is a nonconvex nonlinear SDP problem.
Let us define as the Lagrange function of (9), where ( ) considered as Lagrange multipliers. The generalized KKT condition of (9) is presented as (10) Here, is the normal cone of at defined as if , otherwise.
A pair satisfying (10) is called a KKT point, is called a stationary point and is the corresponding multiplier of (9) . The generalized optimality condition for nonlinear semidefinite programming can be found in the literature, e.g., [25] , [28] .
Let us denote by (11) the feasible set of (9) and by the relative interior of which is defined by where is the set of classical relative interiors of [6] . The following condition is a fundamental assumption in this paper.
Assumption A1: is nonempty. Note that this assumption is crucial for our method, because, as we shall see, it requires a strictly feasible starting point . Finding such a point is in principle not an easy task. However, in many problems, this assumption is always satisfied. In Section V, we will propose techniques to determine a starting point for the control problems under consideration.
IV. THE ALGORITHM AND ITS CONVERGENCE
In this section, a local optimization method for finding a stationary point of problem (9) is proposed. Motivated from the DC programming algorithm developed in [24] and the convexconcave procedure in [26] for scalar functions, we develop an iterative procedure for finding a stationary point of (9) . The main idea is to linearize the nonconvex part of the psd-convexconcave matrix inequality constraints and then transform the linearized subproblem into a quadratic semidefinite programming problem. The subproblem can be either directly solved by means of interior point methods or transformed into a quadratic problem with LMI constraints. In the latter case, the resulting problem can be solved by available software tools such as Sedumi [27] and SDPT3 [29] .
A. The Algorithm
Suppose that is a given point, the linearized problem of (9) around is written as
Here, we add a regularization term into the objective function of the original problem, where is a given matrix that projects in a certain subspace of and is a regularization parameter. Since ( ) are psd-convex and the objective function is convex, problem (12) and go back to Step 1. The following main property of the method makes an implementation very easy. If the initial point belongs to the relative interiors of the feasible set , i.e.,
, then Algorithm 1 generates a sequence which still belongs to . In particular, no line-search procedure is needed to ensure global convergence.
This property follows from the fact that the linearization of the concave part is its an overestimate of this mapping (in the sense of the positive semidefinite cone), i.e., which is equivalent to Hence, if the subproblem (12) has a solution then it is feasible to (9) . Geometrically, Algorithm 1 can be seen as an inner approximation method.
The main tasks of an implementation of Algorithm 1 consist of:
• determining an initial point ; • solving the convex semidefinite program (12) repeatedly. As mentioned before, since is nonconvex, finding an initial point in is, in principle, not an easy task. However, in some practical problems, this can be done by exploiting the special structure of the problem (see the examples in Section V).
To solve the convex subproblem (12), we can either implement an interior point method and exploit the structure of the problem or transform it into a standard SDP problem and then make use of available software tools for SDP. The regularization parameter and the projection matrix can be fixed at appropriate choices for all iterations, or adaptively updated.
Lemma 4.1:
If is a solution of (12) linearized at then it is a stationary point of (9) .
Proof: Suppose that is a multiplier associated with , substituting into the generalized KKT condition (39) of (12) we obtain (10) . Thus, is a stationary point of (9).
B. Convergence Analysis
In this subsection, we restrict our discussion to the following special case.
Assumption A2: The mappings ( ) are Schur psd-convex and is formed by a finite number of LMIs. In addition, is convex quadratic on with a convexity parameter . This assumption is only technical for our implementation. If the mapping is Schur psd-convex then the linearized constraints of problem (12) can directly be transformed into LMI constraints (see Lemma 3.2) . In practice, ( ) can be general psd-convex mappings and can be a general convex function.
Under Assumption A2, the convex subproblem (12) can be transformed equivalently into a quadratic semidefinite program of the form s.t.
where is a linear mapping from to , , and is a symmetric matrix, by means of Lemma 3.2.
A vector is said to satisfy the Slater condition of (13) if . Suppose that the triple satisfies the KKT condition of (13) (see [10] ), where is a primal stationary point, is a Lagrange multiplier and is a slack variable associated with and . Then, problem (13) is said to satisfy the strict complementarity condition at if . Let be a stationary point of (13) . We say that is a feasible direction to (13) if is a feasible point of (13) for all sufficiently small. As in [10] , we assume that the second order sufficient condition holds for (13) at with modulus if for all feasible directions at with , one has . We say that the convex problem (13) is solvable and satisfies the strong second order sufficient condition if there exists a KKT point of the KKT system of (13) that satisfies the second order sufficient condition and the strict complementary condition.
Assumption A3: The convex subproblem (12) is solvable and satisfies the strong second order sufficient condition.
Assumption A3 is standard in optimization and is usually used to investigate the convergence of the algorithms [9] , [10] , [25] .
The following lemma shows that is a descent direction of problem (9) whose proof can be found in the Appendix.
Lemma 4.2:
Suppose that is a sequence generated by Algorithm 1. Then:
a) The following inequality holds for : (14) where is the convexity parameter of . b) If there exists at least one constraint , , to be strictly feasible at , i.e., , then provided that . c) If and is full-row-rank then is a sufficient descent direction of (9), i.e., for all . The following theorem shows the convergence of Algorithm 1 in a particular case.
Theorem 4.3:
Under Assumptions A1, A2, and A3, suppose that is bounded from below on , where is assumed to be bounded in . Let be a sequence generated by Algorithm 1 starting from . Then if either is strongly convex or and is full-row-rank for all then every accumulation point of is a KKT point of (9) . Moreover, if the set of the KKT points of (9) is finite then the whole sequence converges to a KKT point of (9) .
Proof: Let be the sequence of sample points generated by Algorithm 1 starting from . For a given , let us define the following mapping:
Then, is a multivalued mapping and it can be considered as the solution mapping of the convex subproblem (12) . Note that the sequence generated by Algorithm 1 satisfies for all . We first prove that is a closed mapping. Indeed, since the convex subproblem (12) satisfies Slater's condition and has a solution that satisfies the strict complementarity and the second order sufficient condition, by applying Theorem 1 in [10] we conclude that the mapping is differentiable in a neighborhood of the solution. In particular, it is closed due to the compactness of .
On the other hand, since is either strongly convex or for all and is full-row-rank, it follows from Lemma 4.2 that the objective function is strictly monotone on , i.e., for all . Since and is compact, is also compact. Applying Theorem 2 in [20] we conclude that every limit points of the sequence belongs to the set of stationary points . Moreover, since is bounded from below and either is strongly convex or and is full-row rank, it follows from (14) that . Therefore, is connected and if is finite then the whole sequence converges to in . Remark 4.4: The condition that is quadratic in Assumption 2 can be relaxed to being twice continuously differentiable. However, in this case, we need a direct proof for Theorem 4.3 instead of applying Theorem 1 in [10] .
V. APPLICATIONS TO ROBUST CONTROLLER DESIGN In this section, we apply the method developed in the previous sections to the following static state/output feedback controller design problems: 1) Sparse linear static output feedback controller design; 2) Spectral abscissa and pseudospectral abscissa optimization; 3) optimization; 4) optimization; 5) and mixed synthesis. We used the system data from [13] , [23] and the library [17] . All the implementations are done in Matlab 7.11.0 (R2010b) running on a PC Desktop Intel(R) Core(TM)2 Quad CPU Q6600 with 2.4 GHz and 3 GB RAM. We use the YALMIP package [19] as a modeling language and SeDuMi 1.1 as a SDP solver [27] to solve the LMI optimization problems arising in Algorithm 1 at the initial phase (Phase 1) and subproblem (12) . We also benchmarked our method with various examples and compared our results with HIFOO [12] and PENBMI [14] for all control problems. HIFOO is an open-source Matlab package for fixed-order controller design. It computes a fixed-order controller using a hybrid algorithm for nonsmooth, nonconvex optimization based on quasi-Newton updating and gradient sampling. PENBMI [14] is a commercial software for solving optimization problems with quadratic objective and BMI constraints, which is freely licensed for academic purposes. We initialized the initial controller for HIFOO and the BMI parameters for PENBMI to the initial values of our method. As shown in [22] , we can reformulate the spectral abscissa feasibility problem as a rank constrained LMI feasibility problem. Therefore, we also compared our results with LMIRank [22] (a MATLAB toolbox for solving rank constrained LMI feasibility problems) by implementing a simple procedure for solving the spectral abscissa optimization.
Note that all problems addressed here lead to at least one BMI constraint. To apply the method developed in the previous sections, we propose a unified scheme to treat these problems.
1) Scheme A.1:
Step 1) Find a convex-concave decomposition of the BMI constraints as .
Step 2) Find a starting point .
Step 3) For a given , linearize the concave part to obtain the convex constraint , where is the linearization of at .
Step 4) Reformulate the convex constraint as an LMI constraint by means of Lemma 3.2.
Step 5) Apply Algorithm 1 with an SDP solver to solve the given problem.
A. Sparse Linear Constant Output-Feedback Design
Let us consider a BMI optimization problem of sparse linear constant output-feedback design given as s.t.
Here, matrices , , are given with appropriate dimensions, and are referred to as variables and is a weighting parameter. The objective function consists of two terms: the first term is to stabilize the system (or to maximize the decay rate) and the second one is to ensure the sparsity of the gain matrix . This problem is a modification of the first example in [13] . Let us illustrate Scheme A.1 for solving this problem.
1)
Step 1: Let , where is the identity matrix. Then, applying Lemma 3.1 we can write (17) (18)
In our implementation, we use the decomposition (18).
If we denote by and (19) then the BMI constraint in (16) can be written equivalently as a psd-convex-concave matrix inequality constraint (of a variable formed from as ) as follows: (20) Note that the objective function of (16) is convex but nonsmooth which is not directly suitable for the sequential SDP approach in [8] , but, the nonconvex problem (16) can be reformulated in the form of (9) by using slack variables.
2) Steps 2-5:
The implementation is carried out as follows: Phase 1. (Determine a starting point ). Set , where is the maximum real part of the eigenvalues of the matrix, and compute as the solution of the LMI feasibility problem (21) The above choice for originates from the property that renders the left-hand size of (21) negative semidefinite (but not negative definite). Phase 2. Perform Algorithm 1 with a starting point found at Phase 1.
Let us now illustrate
Step 4 of Scheme A.1. After linearizing the concave part of the convex-concave reformulation of the last BMI constraint in (16) at we obtain the linearization (22) where is a linear mapping of , , and . Now, by applying Lemma 3.2, (22) can be transformed into an LMI constraint:
With the above approach we solved problem (16) for the same system data as in [13] . Here, matrices , and are given, respectively as and The weighting parameter is chosen by . Algorithm 1 is terminated if one of the following conditions is satisfied:
• subproblem (12) encounters a numerical problem; • ; • the maximum number of iterations, , reaches; • or the objective function is not significantly improved after two successive iterations, i.e., for some and , where . In this example, Algorithm 1 is terminated after 15 iterations, whereas the objective function is not significantly improved. However, after the iteration, matrix only has three nonzero elements, while the decay rate is 1.17316. This value is much higher than the one reported in [13] , after six iterations. We obtain the gain matrix as With this matrix, the maximum real part of the eigenvalues of the closed-loop matrix in (2), , is . Simultaneously, and . Note that due to the inactiveness of the BMI constraint in (16) at the second iteration.
B. Spectral Abscissa and Pseudo-Spectral Abscissa Optimization
One popular problem in control theory is to optimize the spectral abscissa of the closed-loop system . Briefly, this problem is presented as an unconstrained optimization problem of the form (23) where is the spectral abscissa of , denotes the real part of and is the spectrum of . Problem (23) has many drawbacks in terms of numerical solution due to the nonsmoothness and non-Lipschitz continuity of the objective function [7] . In order to apply the method developed in this paper, problem (23) is reformulated as an optimization problem with BMI constraints of the form, see, e.g., [7] , [18] s.t. (24) Here, matrices , , and are given. Matrices and and the scalar are considered as variables. If the optimal value of (24) is strictly positive then the closed-loop feedback controller stabilizes the linear system . Problem (24) is very similar to (16) . Therefore, using the same trick as in (16), we can reformulate (24) in the form of (9) . More precisely, if we define then the bilinear matrix mapping can be represented (24) can be rewritten in the form of (9). We implement Algorithm 1 for solving this resulting problem using the same parameters and the stopping criterions as in Section V-B. In addition, we regularize the objective function by adding the term , with . The maximum number of iterations is set to 150. We test for several problems in and compare our results with the ones reported by HIFOO, PENBMI, and LMIRank. For LMIRank, we implement the algorithm proposed in [22] . We initialize the value of the decay rate at and perform an iterative loop to increase as . The algorithm is terminated if either the problems [22, (12) or (21)] with a correspondence can not be solved or the maximum number of iterations is reached. The numerical results of four algorithms are reported in Table I . Here, we initialize the algorithm in HIFOO with the same initial guess . Since PENBMI and our methods solve the same BMI problems, they are initialized by the same initial values for , , and . The notation in Table I consists of: Name is the name of problems, , are the maximum real part of the eigenvalues of the open-loop and closed-loop matrices , , respectively; iter is the number of iterations, time[s] is the CPU time in seconds. The columns titled HIFOO, LMIRank, and PENBMI give the maximum real part of the eigenvalues of the closed-loop system for a static output feedback controller computed by available software HIFOO [12] , LMIRank [22] , and PENBMI [14] , respectively. Our results can be found in the sixth column. The entries with a dash sign indicate that there is no feasible solution found. Algorithm 1 fails or makes only slow progress towards a local solution with six problems: AC18, DIS5, PAS, NN6, NN7, NN12 in . Problems AC5 and NN5 are initialized with a different matrix to avoid numerical problems.
Note that Algorithm 1 as well as the algorithms implemented in HIFOO, LMIRank, and PENBMI are local optimization methods, which only report a local minimizer and these solutions may not be the same. Because the LMIRank package can only handle feasibility problems, it cannot directly be used to solve problem (24) . Therefore, we have used a direct search procedure for finding . The computational time of the overall procedure is much higher than the other methods for the majority of the test problems.
To conclude this subsection, we show that our method can also be applied to solve the problem of optimizing the pseudo-spectral abscissa in static feedback controller designs. This problem is described as follows (see [7] , [18] ): s.t. (25) where as before and . Using the same notation as in (24) and applying the statement b) of Lemma 3.2, the BMI constraint in this problem can be transformed into a psd-convex-concave one If we denote the linearization of at the iteration by , i.e., then the linearized constraint in the subproblem (12) can be represented as an LMI thanks to Lemma 3.2:
Hence, Algorithm 1 can be applied to solve problem (25) . Remark 5.1: If we define then the bilinear matrix mapping can be rewritten as Using this decomposition, one can avoid the contribution of matrix on the bilinear term. Consequently, Algorithm 1 may work better in some specific problems.
C. Optimization: BMI Formulation
In this subsection, we consider an optimization problem arising in synthesis of the linear system (1). Let us assume that and , then this problem is formulated as the following optimization problem with BMI constraints [17] :
Here, we also assume that is positive definite. Otherwise, we use instead of with in (26) . In order to apply Algorithm 1 for solving problem (26) , a starting point is required. This task can be done by performing some extra steps called Phase 1. The algorithm is now split in two phases as follows.
1) Phase 1: (Determine a starting point ).
Step 1) If then we set . Otherwise, go to Step 3.
Step 2) Solve the following optimization problem with LMI constraints:
where . If this problem has a solution and then terminate Phase 1 and using together with as a starting point for Phase 2. Otherwise, go to Step 3.
Step 3) Solve the following feasibility problem with LMI constraints:
Find and such that to obtain and , where is a given regularization factor. Compute , where is a pseudo-inverse of , and resolve problem (27) with . If problem (27) has a solution and then set and terminate Phase 1. Otherwise, perform Step 4.
Step 4) Apply the method in Section V-C to solve the following BMI feasibility problem:
Find and such that:
If this problem has a solution then go back to Step 2. Otherwise, declare that no strictly feasible point is found. (Solve problem (26) ). Perform Algorithm 1 with the starting point found at Phase 1. Note that Step 3 of Phase 1 corresponds to determining a full state feedback controller and approximating it subsequently with an output feedback controller.
2) Phase 2:
Step 4 of Phase 1 is usually time consuming. Therefore, in our numerical implementation, we terminate Step 4 after finding a point such that . Remark 5.2: The algorithm described in Phase 1 is finite. It is terminated either at Step 4 if no feasible point is found or at
Step 2 if a feasible point is found. Indeed, if a feasible matrix is found at Step 4 then the first BMI constraint of (27) is feasible with some . Thus, we can find an appropriate matrix such that , which implies the second LMI constraint of (27) is satisfied. Consequently, problem (27) has a solution.
The method used in Phase 1 is closely heuristic. It can be improved when we apply to a certain problem. However, as we can see in the numerical results, it performs quite acceptable for the majority of the test problems. In the following numerical examples, we implement Phase 1 and Phase 2 of the algorithm using the decomposition for the BMI form at the left-top corner of the first constraint in (26) . The regularization parameters and the stopping criterion for Algorithm 1 are chosen as in Section V-B and . We test the algorithm for many problems in and the computational results are reported in Table II . For the comparison purpose, we also carry out the test with HIFOO [12] and PENBMI [14] , and the results are put in the columns marked by HIFOO and PENBMI in Table II , respectively. The initial controller for HIFOO is set to and the BMI parameters for PENBMI are initialized with . Here, are the dimensions of problems, the columns titled HIFOO and PENBMI give the norm of the closed-loop system for the static output feedback controller computed by HIFOO and PENBMI; iter and time [s] are the number of iterations and CPU time in second of Algorithm 1 , respectively, included Phase 1 and Phase 2. Problems marked by "b" mean that Step 4 in Phase 1 is performed. In Table II , we only report the problems that were solved by Algorithm 1. The numerical results allow us to conclude that Algorithm 1, PENBMI and HIFOO report similar values for the majority of the test problems in . If then the second LMI constraint of (26) becomes a BMI constraint (29) which is equivalent to , where . Since is convex on [see Lemma 3.1 a)], this BMI constraint can be reformulated as a convexconcave matrix inequality constraint of the form (30) By linearizing the concave term at as (see [6] ), the resulting constraint can (29) in the case .
D. Optimization: BMI Formulation
Alternatively, we can also apply Algorithm 1 to solve the optimization with BMI constraints arising in optimization of the linear system (1). Let us assume that , then this problem is reformulated as the following optimization problem with BMI constraints [17] :
Here, as before, and . The bilinear matrix term at the top-corner of the first constraint can be decomposed as (17) or (18) . Therefore, we can use these decompositions to transform problem (31) into (9) . After linearization, the resulting subproblem is also rewritten as a standard SDP problem by applying Lemma 3.2. We omit this specification here.
To determine a starting point, we perform Phase 1 which is similar to the one carried out in the -optimization subsection.
1) Phase 1: (Determine a starting point
).
Step 1) If then set . Otherwise, go to Step 3.
Step 2) Solve the following optimization with LMI constraints:
where and . If this problem has a solution and then terminate Phase 1 and using together with as a starting point for Phase 2. Otherwise, go to Step 3.
Step 3) Solve the following feasibility problem of LMI constraints:
to obtain , and . Compute , where is a pseudo-inverse of , and resolve problem (32) with . If problem (32) has a solution and then set and terminate Phase 1. Otherwise, perform Step 4.
Find and such that
If this problem has a solution then go back to Step 2. Otherwise, declare that no strictly feasible point for (31) is found.
As in the problem, Phase 1 of the is also terminated after finite iterations. In this subsection, we also test this algorithm for several problems in using the same parameters and the stopping criterion as in the previous subsection. The computational results are shown in Table III . The numerical results computed by HIFOO and PENBMI are also included in Table III . Here, the notation is as same as in Table II, except  that denotes the -norm of the closed-loop system for the static output feedback controller. We can see from Table III that the optimal values reported by Algorithm 1 and HIFOO are almost similar for many problems whereas in general PENBMI has difficulties in finding a feasible solution. 
E. Optimization: BMI Formulation
Motivated from the and optimization problems, in this subsection we consider the mixed synthesis problem. Let us assume that , and the performance output is divided in two components, and . Then the linear system (1) becomes (34) The mixed control problem is to find a static output feedback gain such that, for , the -norm of the closed loop from to is minimized, while the -norm from to is less than some imposed level [5] , [18] , [23] .
This problem leads to the following optimization problem with BMI constraints [23] [23] to find an initial point via solving two optimization problems with LMI constraints. Then, we use the same approach as in the previous subsections to transform problem (35) into an optimization problem with psd-convexconcave matrix inequality constraints. Finally, Algorithm 1 is implemented to solve the resulting problem. For convenience of implementation, we introduce a slack variable and then replace the objective function in (31) by with an additional constraint . In the first case, we test Algorithm 1 with three problems. The first problem was also considered in [13] with and If the tolerance is chosen then Algorithm 1 converges after 17 iterations and reports the value with . This result is similar to the one shown in [23] . If we regularize the subproblem (12) with and then the number of iterations is reduced to ten iterations.
The second problem is DIS4 in [17] . In this problem, we set and as in [23] . Algorithm 1 converges after 24 iterations with the same tolerance . It reports and with
If we regularize the subproblem (12) with and then the number of iterations is 18. The third problem is AC16 in [17] . In this example we also choose and as in the previous problem. As mentioned in [23] , if we choose a starting value , then the LMI problem can not be solved by the SDP solvers (e.g., Sedumi, SDPT3) due to numerical problems. Thus, we rescale the LMI constraints using the same trick as in [23] . After doing this, Algorithm 1 converges after 298 iterations with the same tolerance . The value of reported in this case is and with
The results obtained by Algorithm 1 for solving problems DIS4 and AC16 in this paper confirm the results reported in [23] .
2) Case 2:
The static output feedback case. As before, we first propose a technique to determine a starting point for Algorithm 1. We described this phase algorithmically as follows.
3) Phase 1: (Determine a starting point Step 4) Solve the following optimization with BMI constraints:
to obtain an optimal solution corresponding to the optimal value . If then set and go back to Step 2 to determine , and . Otherwise, declare that no strictly feasible point of problem (35) is found. To avoid the numerical problem in Step 3, we can reformulate problem (37) equivalently to the following one:
We test the algorithm described above for several problems in with the level values and . In these examples, we assume that the output signals . Thus, we have and . The parameters and the stopping criterion of the algorithm are chosen as in Section V-D. The computational results are reported in Table IV with and . Here, are the and norms of the closed-loop systems for the static output feedback controller, respectively. With , the computational results show that Algorithm 1 satisfies the condition for all the test problems. While, with , there are 5 problems reported infeasible, which are denoted by "-". The -constraint of three problems AC3, AC11, and NN8 is active with respect to .
VI. CONCLUDING REMARKS
We have proposed a new algorithm for solving many classes of optimization problems involving BMI constraints arising in static feedback controller design. The convergence of the algorithm has been proved under standard assumptions. Then, we have applied our method to design static feedback controllers for various problems in robust controller design. The algorithm is easy to implement using the current SDP software tools. The numerical results are also reported for the benchmark collection in . The algorithm requires a strictly feasible starting point which is determined by Phase 1. This phase is implemented based on some heuristic techniques which may need to solve a feasibility problem with BMI constraints. In the previous numerical examples, Phase 1 costs from up to of the total time depending on each problem.
Note, however, that our method depends crucially on the psdconvex-concave decomposition of the BMI constraints. In practice, it is important to look at the specific structure of the problems and find an appropriate psd-convex-concave decomposition for Algorithm 1. The method proposed can be extended to general nonlinear semidefinite programming, where the psdconvex-concave decomposition of the nonconvex mappings are available. From a control design point of view, the application to more general reduced order controller synthesis problems and the extension towards linear parameter varying or time-varying systems are future research directions.
APPENDIX

Proof of Lemma 4.2:
For any matrices , we have . From
Step 1 of Algorithm 1, we have is a solution of the convex subproblem (12) and is the corresponding multiplier, under Assumption 3, they must satisfy the following generalized Kuhn-Tucker condition: This inequality is indeed (14) which proves the item a). If there exists at least one such that and then . Substituting this inequality into (43) we conclude that which proves the item b). The last statement c) follows directly from the inequality (14) .
