Abstract In this paper, an improved implementation of multiple model Gaussian mixture probability hypothesis density (MM-GM-PHD) filter is proposed. For maneuvering target tracking, based on joint distribution, the existing MM-GM-PHD filter is relatively complex. To simplify the filter, model conditioned distribution and model probability are used in the improved MM-GM-PHD filter. In the algorithm, every Gaussian components describing existing, birth and spawned targets are estimated by multiple model method. The final results of the Gaussian components are the fusion of multiple model estimations. The algorithm does not need to compute the joint PHD distribution and has a simpler computation procedure. Compared with single model GM-PHD, the algorithm gives more accurate estimation on the number and state of the targets. Compared with the existing MM-GM-PHD algorithm, it saves computation time by more than 30%. Moreover, it also outperforms the interacting multiple model joint probabilistic data association (IMMJPDA) filter in a relatively dense clutter environment.
Introduction
Multiple target tracking (MTT) is an important theoretical and practical problem, which has been widely applied to military fields such as ballistic missile defense, air reconnaissance and early-warning, battlefield surveillance, etc. and some civil fields such as intelligent vehicle system, air traffic control, traffic navigation and robot vision system, etc. In the MTT problem, the number of targets changes due to targets' appearing and disappearing and it is not known the corresponding relationship between targets and measurements. The probability hypothesis density (PHD) is a novel approach to multi-target multi-sensor tracking. Based on random finite set (RFS) theory, the PHD is the first moment of a point process of a random track set, and it can be propagated by Bayesian prediction and observation equations to form a multi-target, multi-sensor tracking filter. PHD filter provides a straightforward method of estimating the number of targets in the region under observation, 1,2 which has been widely used recently, such as visual tracking, 3, 4 track management 5, 6 and maneuvering target tracking. [7] [8] [9] Sequential Monte Carlo method proposes an implementation of PHD filter. 10, 11 The main drawbacks of the approach are the large number of particles and the unreliability of clustering techniques for extracting state estimates. Based on Gaussian sum theory, 12 Vo and Ma 13 proposed a closed-form solution to the PHD filter called Gaussian mixture PHD (GM-PHD) filter, which is a solution for multi-target tracking with linear Gaussian models without the need for measurement-to-track data association.
For the problem of tracking highly maneuvering target, it is usually more difficult for the uncertainty of the targets' motion mode. The advantage of PHD is that it can deal with unknown number of targets. But for maneuvering target, it does not have special good method. By using joint PHD distribution, a GM-PHD filter for jump Markov system is proposed in Ref. 7 which can be used in the maneuvering target tracking. In this paper, an improved MM-GM-PHD filter is proposed. Different from the implementation in Ref.
7 using the conditioned model distribution and model probability, the procedure of MM-GM-PHD filter is simplified.
Gaussian mixture PHD filter
In the RFS theory, the state of a target is represented by a state vector x and a state set of multiple targets is represented as a random finite set X ¼ fx 1 ; x 2 ; . . . ; x nx g. Measurement of a sensor is represented by a measurement vector z and the measurement set at that time is also represented as a random finite set Z ¼ fz 1 ; z 2 ; . . . ; z nz g.
Based on RFS theory, the PHD filter consists of two steps which are prediction and update. 5 The prediction step is
where c k (x k ) denotes the intensity function of the random finite set of the new born targets and
where b kOEkÀ1 (x k OEx kÀ1 ) denotes the intensity function of the random set of targets spawned from the previous state x kÀ1 , e kOEkÀ1 (x kÀ1 ) the probability that the target still exists at time k, and f kOEkÀ1 (x k OEx kÀ1 ) the transition probability density of individual targets. The update step is
where
, where k k the average number of clutter points per scan, and c k (z k ) the probability distribution of each clutter point. The closed form version of the PHD filter for linear Gaussian target dynamics was developed to provide a multi-target tracker without the complexity of the particle PHD filter approach. 7 In the GM-PHD filter, some assumptions are required:
A1 Each target evolves and generates observations independently of one another. A2 Clutter is Poisson and independent of target originated measurements. A3 The predicted multi-target random finite set is Poisson. A4 Each target follows a linear Gaussian dynamical model and the sensor has a linear Gaussian measurement model
where x and f are state variables, N ðÁ; m; PÞ denotes a Gaussian density with mean m and covariance P, F kÀ1 the state transition matrix, Q kÀ1 the process noise covariance, H k the observation matrix and R k the observation noise covariance. A5 The survival and detection probabilities are state independent,
The intensities of the birth and spawn random finite sets are Gaussian mixtures of the form The posterior PHD is propagated via the PHD recursion by a calculation process similar to Kalman filter. Detailed process of the GM-PHD filter can be seen in Ref. 7 .
When target performs maneuver, the motion mode is uncertain. Multiple model method is the mainstream approach to maneuvering target tracking under motion mode uncertainty. [14] [15] [16] A GM-PHD filter for jump Markov system (JMS) models is proposed for maneuvering target tracking. 4 A linear Gaussian JMS (LGJMS) multi-target model is modeled, which accommodates targets with switching linear dynamics. In Ref. 4 the joint PHD distribution including states of targets and model variable is propagated in PHD filter. Combined with model variable, the algorithm expands PHD distribution D(x) to joint PHD distribution D(x,r), where r is the model label. When the joint PHD distribution D(x,r) is obtained, the PHD distribution can be extracted by
Because the joint PHD distribution is used in the filter, the procedure of the algorithm is fairly complex.
To simplify the procedure of the algorithm, we take a different approach to compute the multiple model estimation result. Firstly, construct the model conditioned PHD distribution D(xOEr). The model probability p(r) can be computed by using measurement. At last the multiple model fusion PHD can be described as
In the MM-GM-PHD filter, the model conditioned predicted intensity at time k is expanded as The assumption A4 of GM-PHD describes the motion of the existing targets. We expand it as follows.
Each target follows a linear Gaussian dynamical model and the sensor has a linear Gaussian measurement model 
Then for the ith Gaussian component, we summarize the proposed algorithm. 
Suppose the prior probability of each model is pðrÞ ¼ The assumption A6 of GM-PHD describes the birth and spawn targets' model. With similar method, they can also be extended to multiple model conditions. Compared with the algorithm in Ref. 4 , the algorithm does not need to compute the joint PHD distribution and, thus, has a simpler computation procedure. For the existing, spawned, and birth target, the algorithm does not need to model them by multiple models at the same time. Different principles can be selected to model targets by multiple model method according to different requirements, which saves computation time too.
We focus on the problem that the motion mode of the target changes in relation to the previous time. Our MM-GM-PHD filter only models the existing targets by multiple model method. The complete improved MM-GM-PHD filter is described in Algorithm 1.
Algorithm 1. Improved MM-GM-PHD algorithm
In the GM-PHD filter, the number of Gaussian components may increase greatly. Pruning procedure can solve the problem of the increasing number of Gaussian components , and the measurement set Z k
Step 1: Prediction for birth targets i = 0; in the GM-PHD. After pruning for the GM-PHD, targets' state can be extracted from the Gaussian components. The details about the pruning procedure and state extraction can be seen in Ref. 7 .
Simulation
Two simulation examples are used to test the MM-GM-PHD filter.
Example 1
Consider a two-dimensional scenario with an unknown and time varying number of targets in clutter for a period of 60 s over the surveillance region [À1000, 1000] · [À1000, 1000]. The tracking system is modeled as follows:
The state of each target x k ¼ ½ x k1 x k2 x k3 x k4 T consists of position ½ x k1 x k3 T and velocity ½ x k2 x k4 T and the measurement consists of position
F kOEkÀ1 is the state transition matrix. w k is the measurement noise with covariance. Q k = diag(225, 100, 225, 100). v k is the unknown system noise with covariance. R k = diag(100, 100).
The clutter is uniformly distributed over the region [À1000, 1000] · [À1000, 1000] with an average rate of k = 50 points per scan.
In the simulation of multiple model GM-PHD filter, a constant velocity (CV) and two constant turn (CT) models are used. In the CV model, where T stands for the sample interval and x stands for turn rate which is supposed to be known. In the simulation we choose T = 1 s, x = ±0.5 rad/s. For the purpose of comparison, we estimate the number and states of the targets using the GM-PHD MM-GM-PHD in Ref. 7 and MM-GM-PHD filters, respectively. The simulation results of one trial are presented as follows. Fig. 2 shows an estimated trace result of the GM-PHD filter. Fig. 3 shows an estimated trace result of the two MM-GM-PHD filters. From Fig. 2 , it can be seen that the position estimates, derived by the standard PHD filter, deviate from the ground truth because of the maneuvering motion of the targets. On the other hand, as illustrated in Fig. 3 , the position estimates from the extended PHD filters are close to the ground truth satisfactorily. The multiple model structure of the GM-PHD filter can estimate the maneuvering targets' track correctly.
The MC average of the means of the target number estimates, derived by both methods at each time step, is shown along with the true target number in Fig. 4 . An improved multiple model GM-PHD filterfor maneuvering target tracking Fig. 4 demonstrates that the target number estimates derived by the GM-PHD filter are smaller than the ground truth during the whole surveillance period. The reason for this phenomenon is that the target estimates are more easily lost by the GM-PHD filter because of the targets' maneuvering motion. On the other hand, since the MM-GM-PHD filters can well estimate and compensate the model's uncertainty, its target number estimates are unbiased and close to the truth.
Without the data association, the root mean square error (RMSE) used in the single target tracking problem is not appropriate for the multi-target problem. The criteria, known as the Wasserstein distance (WD), 6 are used to evaluate the performance of both methods.
The WD is defined for any two nonempty subsets b X and X
. C is transportation matrix whose entrices C i,j satisfy C i;j P 0; Fig. 5 shows the WD of the two filters.
From Figs. 4 and 5, we can see that when the target is of high maneuvering, the single model GM-PHD cannot estimate the number of the target correctly. For the two MM-GM-PHD filters, the WD increases when the target's number changes or when the maneuvering motion of the targets happens.
The computational requirements for the three methods are compared via the indication of CPU processing time. Based on 100 runs, the average computational times per scan of a fairly optimal MATLAB implementation for GM-PHD, MM-GM-PHD in Ref. 7 and MM-GM-PHD algorithms on AuthenticAMD 2.8 GHz processor 1 GB RAM, are, respectively, 0.093 s, 0.312 s and 0.198 s. It can be seen that the multiple model GM-PHD filter is not much more computationally expensive than GM-PHD filter. However, it outperforms GM-PHD a lot with respect to accuracy. Compared with the algorithm in Ref. 7 the algorithm proposed here decreases computation time by more than 30%.
Example 2
In this example, we evaluate the performance of the MM-GM-PHD filter against the interacting multiple model joint probabilistic data association (IMMJPDA) filter, which is a classical association-based multi-sensor filter for tracking a known and fixed number of targets in clutter. [17] [18] [19] [20] The IM-MJPDA is given the correct number of targets whereas the MM-GM-PHD filter has no knowledge of the number of targets. Therefore the IMMJPDA filter is expected to outperform the MM-GM-PHD filter if the measurement noise and clutter do not exist. The experiment settings are the same as those of Example 1.
To verify the performance of the proposed filter, 100 Monte Carlo runs are performed with independently generated clutter and measurements for each trial. The average WD for position estimates of IMMJPDA filter and MM-GM-PHD filter with clutter rate k = 50 are shown in Fig. 6 , which suggests that the estimation result of the two filters is similar, while there is no information about the target number for the MM-GMPHD filter. The WD of the IMMJPDA filter increases when the targets perform maneuvers. We compare the tracking performance of the two algorithms for various clutter rates. Fig. 7 shows the time averaged WD in various k. It demonstrates that the IMMJPDA filter outperforms the MM-GM-PHD filter when k is relatively low. A reason for this phenomenon is that the targets' maneuvering motion would not lead to serious position estimation results in a relatively sparse clutter environment. However, the performance of the IMMJPDA filter degrades much more rapidly than that of the MM-GM-PHD filter as k increases, although the latter possibly has an additional error in the estimation of the target number. A reasonable explanation is that when the clutter is relatively dense, the data association becomes rather difficult. The possibly incorrect association would rapidly lead to the divergence of the bias and target state estimates. As a result, as illustrated in Fig. 7 , the association-based IMMJPDA filter performs much worse than the MM-GM-PHD filter when k is relatively high.
Conclusions
In this paper, an implementation of MM-GM-PHD filter is proposed. Model conditioned PHD distribution and model probability are used in the algorithm to compute the fusion result of multiple models. It has the advantage of both PHD filter and multiple model method. Simulation results show that the proposed method can estimate and compensate model's uncertainty relatively accurately. It outperforms the standard GM-PHD filter in estimating the number and states of the targets. Compared with the existing MM-GM-PHD filter, it simplifies the calculation procedure. Moreover, it also outperforms the IMMJPDA filter in a relatively dense clutter environment.
