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Abstract: In this article, we explicitly demonstrate that, for a sufficiently generic
class of examples, an open string embedded in an AdS-background yields an effective
Schwarzian action and, in the semi-classical description, the fluctuation modes of the
open string couple to this Schwarzian sector. This leads to a maximal chaos, observed
in the open string degrees of freedom, irrespective of the gravitational background.
This corresponds to the dynamics of quark-like degrees of freedom in a strongly
coupled large Nc gauge theory. We also demonstrate a maximal chaos, resulting
from an inherent D-brane horizon, by computing the four-point out-of-time-ordered
correlator of spin-one operators. We also offer some observations and comments
regarding a class of effective theories that is described by a generic functional of a
Schwarzian derivative.
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1 Introduction
We will begin reviewing some basic ingredients that we will need for the rest of the
article. The canonical statement of holographic duality, specially in the context of
conformal field theories with large central charge, schematically takes the following
form:
Zgravity = ZQFT , (1.1)
where “gravity” implies a classical diffeomorphism invariant theory of fields, “QFT”
implies a general quantum field theory with large number of degrees of freedom
and Z generically represents the path integral in Lorentzian or Euclidean signature.
The conjecture extends naturally to complex valued time-direction as well, which, in
general, corresponds to Schwinger-Keldysh contours in QFT. Correspondingly, one
can define a bulk realization of a given Schwinger-Keldysh contour.
Given the definition in (1.1), one calculates e.g. the Euclidean correlation func-
tions via the GKPW prescription[1, 2]. Towards that, the gravity Euclidean path is
schematically defined as:
Zgravity [G0, φ0] =
∫
DGDφ e−SE[G,φ] , (1.2)
where {G, φ} are collective bulk gravitational data, {G0, φ0} are the corresponding
boundary data at the conformal boundary of AdS and SE is the Euclidean action.
The Euclidean path integral is defined over a particular integration measure, which
we do not explicitly consider. The duality in (1.1) then ensures:
Zgravity [G0, φ0] ≡ 〈e−
∫
φ0O+...〉QFT , (1.3)
where O is the operator corresponding to the source φ0. The above equivalence,
clearly, holds at a saddle point of the corresponding action. Thus, an n-point corre-
lation function is simply computed by considering various fluctuation fields around
this classical saddle, using:
〈O1(x1) . . .On(xn)〉 = (−1)n+1 δ
nSon−shellE
δφ10(x1) . . . δφ
n
0 (xn)
∣∣∣∣
φi0=0
, (1.4)
where the operator Oi is sourced by the field φi0 at the conformal boundary.
In the Lorentzian picture, the corresponding n-point correlation function can
also be calculated using a similar prescription. However, the Lorenztian patch comes
equipped with an additional feature. Suppose, we consider a saddle which is described
by a black hole in the Lorentzian section. In the saddle, the maximal analytic exten-
sion of the black hole geometry, which is provided by the Kruskal extension, contains
two conformal boundaries. This is a close analogue of the Schwinger-Keldysh picture
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Figure 1. The maximally extended geometry for an eternal black hole in AdS. This
represents a pure state in which the complete dual CFT is a tensor product of the two
CFTs, defined on the left and the right boundaries.
in quantum field theory and was explored first in [3], in the context of AdS/CFT
correspondence. Pictorially, this is represented in figure 1. Thus, given an Eu-
clidean section, the corresponding thermal state can be thought of as obtained from
a two-sided pure state (in the corresponding Lorentzian patch). The corresponding
thermofield double (TFD) state is given by
|TFD〉 = 1Z[β]
∑
n
e−βEn/2 |n〉L |n〉R , (1.5)
where |n〉L and |n〉R are energy eigenstates of the left and the right QFTs, whose
actions are denoted by S
[
φL0
]
and S
[
φR0
]
in figure 1, respectively. The thermal
density matrix of e.g. the right QFT is then obtained from tracing out the “left”
QFT degrees of freedom in the pure density matrix ρTFD = |TFD〉 〈TFD|. Running
this argument backwards, given a thermal density matrix one can double the degrees
of freedom such that the extended density matrix becomes a pure one.
On the other hand, an Euclidean path integral, can be interpreted as a state,
denoted by |ψ〉 in the Schro¨dinger picture. Such a state can then be time-evolved
according to an unitary operator U (t, t0). The expectation value of an one-point
function is thus given by
〈Oψ(t)〉 = 〈ψ(t)|Oψ|ψ(t)〉 = 〈ψ|U (t, t0)OψU (t0, t) |ψ〉 . (1.6)
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Figure 2. A pictorial representation of gluing two arbitrary states along a Schwinger-
Keldysh contour, after the insertion of an operator at real time t. The genus 3 surface in
the picture is supposed to represent an arbitrary initial state. The choice of genus = 3 is
simply representative. This picture is inspired from the discussions and figures in [4].
The second line above is pictorially presented in figure 2. For a more detailed dis-
cussion, see e.g. [4].
One can easily generalize this prescription for higher point functions. For exam-
ple, consider a general four-point function, without any time-ordering[5–8]:
C(4) = 〈V (0)W (t)V (0)W (t)〉 = 〈0|e−βHV (0)e−iHtW (0)eiHtV (0)e−iHtW (0)eiHte−βH |0〉 .
(1.7)
This require us to first prepare the thermal state by e−βH |0〉, and subsequently
choosing a time contour according to the Hamiltonian evolution inside the correlation
function, from right to left; with the insertion of the corresponding operator V andW .
In this article, we will specifically consider such 4-point out-of-time-order correlator
(OTOC). Such correlation functions are calculated on Schwinger-Keldysh contours
shown in figure 3.1 In this case, the correlator automatically becomes path ordered
along the contour.
1Strictly speaking, the bulk geometry for which one can construct the two-folded Schwinger-
Keldysh contour is still not known explicitly. For our purpose, though, we will assume that such a
description exists. We thank Gautam Mandal and Shiraz Minwalla for pointing this out and some
discussion on related matters.
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Figure 3. A demonstration of the Schwinger-Keldysh contour on which the four-point
OTOC is calculated. The solid dots denote an insertion of the corresponding operator.
In our case, we will consider a specific class of probe degrees of freedom inside a
bulk geometry. Thus, the corresponding Euclidean path integral takes the form:
Zbulk = ZgravityZprobe ≡ ZQFT = ZbathZprobe . (1.8)
Specifically, the QFT “bath” degrees of freedom consists of adjoint matter and the
“probe” degrees of freedom consist of fundamental matter. In the bulk description,
the Zprobe corresponds to a probe fundamental string or a D-brane and all fluctuations
modes thereof. For a typical large Nc gauge theory, we have
Zgravity =
∫
D[g]e− 1GN Ssugra ≡ ZQFT =
∫
D[φ]e−N2c SQFT , (1.9)
where, in the second line, we have converted the Newton’s constant GN into the
rank of the gauge group, Nc. One can certainly consider fluctuations of the “grav-
ity” modes and correspondingly an n-point correlation function, by expanding Ssugra
around a suitable saddle point and expanding up to a desired order.
We will focus on a similar idea, on the probe sector, which is given by
Zprobe =
∫
D[ϕ]e−TprobeSprobe ≡ ZQFT =
∫
D [ϕbdry] e−NcNfSQFT , (1.10)
where Tprobe is the tension of the probe, Nf is the corresponding number of funda-
mental matter field and SQFT contains explicit factors of the ’t Hooft coupling. We
– 5 –
do not specify the integration measure in the functional integral. To compute a 4-
point correlation function, around a classical saddle, one simply expands the action
upto quartic term and evaluates:
〈O1(x1) . . .O4(x4)〉 = −
δ4Son−shellQFT
δϕbdry1 (x1) . . . δϕ
bdry
4 (x4)
∣∣∣∣∣
ϕbdryi =0
, (1.11)
where Son−shellQFT is evaluated on the on-shell configuration of the quadratic fluctuations.
Here the entire description is in the probe sector, while the background QFT degrees
of freedom are merely spectators.
Given a classical profile for the probe sector, we can expand the action around
this saddle, schematically:
SQFT [{ϕi}] = S(0)QFT [0] +
1
2!
ϕiϕj
∂2S
(2)
QFT
∂ϕi∂ϕj
+
1
4!
ϕiϕjϕkϕl
∂4S
(4)
QFT
∂ϕi∂ϕj∂ϕk∂ϕl
+ . . . .(1.12)
Here {ϕi} denotes general fields in the probe sector. To compute the four-point
function in (1.11), we can simply find the saddle corresponding to S
(2)
QFT and evaluate
S
(4)
QFT, on-shell, with the data from the saddle point.
We will use the eikonal approximation to calculate the four point function, ex-
pressed as a 2 − 2 scattering amplitude, pioneered in [7]. This approximation is
valid for scattering processes with small angle and large incoming momenta. For
our case, this holds true in the regime when Tprobe is very large, with Tprobe/s
α held
fixed.2 Here, s is Mandelstam variable, corresponding to the scattering, and α is an
appropriate number such that Tprobe/s
α becomes dimensionless.
This article is divided into the following sections: In section 2, 3 and 4, we
describe a classical string dynamics in an AdS3-background and how one can already
extract an effective Schwarzian action from the quadratic fluctuation analysis of the
same. The next section is devoted to an explicit calculation of the Schwarzian sector
with a generic fluctuation mode of the string, which is subsequently complemented
by a path integral description of the effective description in the next section. Section
7 discusses the sources of explicit conformal symmetry breaking. In the next section,
an explicit example of semi-classical fluctuations is discussed, in which the large
diffeomorphisms on the worldsheet has a particularly simple realization in terms of
the fluctuations of the embedding coordinates. After concluding the discussion with
fundamental strings, we move on to the dynamics of D-branes. This is done in section
9, beginning with a discussion on the D1-brane. For our purposes, this is very similar
to the discussion of fundamental strings, including the effective Schwarzian action.
We subsequently discuss a probe sector of D5-branes, and obtain, in details, the
Lyapunov exponent by calculating the two-two scattering amplitude of the D5-brane
2In our case, Tprobe plays the same role as the Newton’s constant GN in [7].
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fluctuations. For analytical control, we discuss the gauge field fluctuations on this
brane; in section 10, the corresponding Lyapunov exponent is determined by the
event horizon in the corresponding open string metric, and yields a non-vanishing
value (with appropriately excited gauge field on the D-brane worldvolume) even
when the background gravity degrees of freedom do not see any event horizon. In
the next section, we present another analytically tractable example in which the 4-
point OTOC can be calculated: from the dynamics of a defect degree of freedom in
a particular Lifshitz-type background. In section 12, we demonstrate how a general
functional of Schwarzian action can yield maximal chaos, and can violate the chaos
bound otherwise. Finally, we conclude in section 12, with some open problems and
future directions. The main results of this article is summarized in [9], here we discuss
a more detailed account, including additional observations, comments and remarks.
2 String in AdS3-BH
In this section, we will revisit the framework of [10],3 with a different perspective.4 In
particular, we will extract an effective Schwarzian action, starting from the Nambu-
Goto action of the string, and studying the fluctuations thereafter. Towards that,
we begin with the AdS3-BTZ geometry, in the Fefferman-Graham patch:
ds2 = `2
[
−1
4
(
r − r
2
H
r
)2
dt2 +
1
4
(
r +
r2H
r
)2
dX2 +
dr2
r2
]
. (2.1)
In the above, rH denotes the location of the event horizon, which sets the temperature:
T =
rH
2pi
, (2.2)
and ` denotes the curvature scale: Ricci scalar, R = −6/`2.
It is straightforward to check that under the following map
r = e1/`
(
R +
√
R2 −R2H
)
, (2.3)
the FG-metric in (2.1) maps to the standard Poincare´ patch BTZ, given by
ds2 = −R2
(
1− R
2
H
R2
)
dt2 +R2dX2 +
(
1− R
2
H
R2
)−1
dR2
R2
. (2.4)
We will, however, work with the FG-patch description.
Similar to [10], we consider a string, which is described by a Nambu-Goto dy-
namics, stretched in the AdS-radial direction. The end point of the string describes
3See also [11].
4Note that, in [12] the presence of a Schwarzian effective action on a string worldsheet was also
proposed. However, we have a direct and explicit description.
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the trajectory of a fundamental degree of freedom (e.g. a quark) in the thermal
background of a large Nc gauge theory. To describe this string, we need to solve an
embedding problem.
In general, we need a map, denoted by Φ, describing a hypersurface Σ1+1 into a
three dimensional pseudo-Riemanian manifold M2+1:
Φ : Σ ↪→M . (2.5)
Here M2+1 is described by the FG-patch metric in (2.1), and we choose the em-
bedding function Φ ≡ X (τ, σ), where {τ, σ} define a patch for Σ1+1, the string
worldsheet. Furthermore, let us choose the static gauge for the hypersurface:
τ = t , σ = r . (2.6)
The dynamics of the string is described by the Nambu-Goto action:
SNG = − 1
2piα′
∫
dτdσ
√
−detγ , γab = Gµν∂aXµ∂bXν , (2.7)
where gµν is the FG-patch metric given in (2.1) and α
′ is the string tension. The
resulting equation of motion is given by
∂a
[√
−detγγab (∂bXµ)Gµν (X)
]
− 1
2
√
−detγ γab (∂νGρα (X)) (∂aXρ) (∂bXα) = 0 .
(2.8)
In deriving the above equation of motion, we view Gµν (X) as a collection of the em-
bedding functions X(σ, τ) and therefore explicitly included the variation of this col-
lection of embedding functions, themselves. Alternatively, starting from the Polyakov
action:
SPol = − 1
4piα′
∫
dτdσ
√−dethhabGµν (X) (∂aXµ) (∂bXν) , (2.9)
one arrives at the following equations:
∂a
[√−dethhab (∂bXµ)Gµν]− 1
2
√−dethhab (∂νGρα) (∂aXρ) (∂bXα) = 0 ,(2.10)
Tab = Gµν
[
(∂aX
µ) (∂bX
ν)− 1
2
habh
cd (∂cX
µ) (∂dX
ν)
]
= 0 . (2.11)
Here hab is the worldsheet metric, which, from (2.11), is obtained to be hab =
Gµν (∂aX
µ) (∂bX
ν). Therefore, as expected, hab ≡ γab in the NG-action. We will
discuss the NG-action.
The simplest solution of the embedding function in (2.8) is given by X (τ, σ) ≡
X (t, r) = 0. The corresponding worldsheet metric is obtained to be:
ds2Σ = `
2
[
−1
4
(
r − r
2
H
r
)2
dt2 +
dr2
r2
]
. (2.12)
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It is straightforward to observe that (2.12) is simply an AdS2 in the corresponding
FG-patch, whose curvature is given by R(2) = −2`2.
Now, similar to [10], we can consider fluctuations of the embedding function
around the classical profile:5
X (t, r) = X0 (t, r) + δX (t, r) , (2.13)
which yields:
γab = γ
(0)
ab
[
X(0)
]
+ δγab [δX] . (2.14)
In the above, the superscript (0) denotes the quantities corresponding to the classical
profile of the string. Under an arbitrary fluctuation δX (t, r), the change in the
worldsheet metric δγab does not preserve the corresponding two-dimensional Ricci-
scalar; hence, a general off-shell fluctuation can not be regarded as a diffeomorphism
on the worldsheet. Here, we want to motivate that under certain conditions, the
transverse fluctuations can indeed be considered as diffeomorphisms.
The dynamics of the fluctuation fields are governed by the Nambu-Goto action,
expanded in fluctuation fields upto the quadratic order:
SNG [X] = S
(0)
NG
[
X(0)
]
+ S
(2)
NG [δX] . (2.15)
The equation of motion for the fluctuation fields are obtained as:
δS
(2)
NG [δX] = 0 . (2.16)
Now, we can attempt a general solution of (8.3), in an FG-expansion. Towards that,
we substitute an ansatz of the following form, in the equations of motion:
δX (t, r) = r∆
∞∑
n=0
δX(n)(t)
rn
. (2.17)
The indicial equation yields the following two roots for the exponent:
∆ = 0 , −3 . (2.18)
Thus, we expect, in the series expansion, the field δX can be solved up to two
arbitrary functions of time: δX(0)(t) and δX(3)(t). This can be explicitly checked by
substituting (2.17) in (8.3), which yields:
A [δX(0), δX(3), δX(n)] = 0 , n 6= 0,−3 , (2.19)
5Note that, we will only consider transverse fluctuations here. Longitudinal fluctuations, i.e. fluc-
tuations in the {t, r}-directions in our static gauge, can not be undone by a worldsheet diffeomor-
phism, once we have chosen a gauge. However, we have not considered those.
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where A, collectively, represents algebraic expressions involving the argument fields.
Note that, viewed as a scalar field on the worldsheet, the UV behaviour of the fluc-
tuation preserves the asymptotic data provided by the classical profile. Thus, from a
UV CFT-perspective, the fluctuations δX(t, r) consist of a marginal (corresponding
to ∆ = 0) and a relevant (corresponding to ∆ = −3) deformation.
One can explicitly check, for any value of n 6= 0,−3, equations (2.19) can be
solved explicitly:
δX(n) (t) = F (n) [δX(0) (t) , δX(3) (t)] . (2.20)
Here, the explicit form of F (n) gets progressively involved, with increasing values of
n. Thus, we refrain from explicitly presenting those.6
Now, we can evaluate the change in the two-dimensional Ricci-scalar δR(2), as
a function of δγab. The generic structure of the Ricci-scalar, on-shell, takes the
following form:
δR(2) = rβ
∞∑
n=0
δR(n)(2)
[
δX(0) (t) , δX(3) (t)
]
rn
, (2.21)
where β is some number which is unimportant for us. Now, it can be checked that,
setting
δR(2) = 0 =⇒ δX(3) (t) = −8
3
[
r2H
(
∂tδX
(0) (t)
)− (∂3t δX(0) (t))] . (2.22)
Therefore, Ricci-scalar preserving fluctuation is, ultimately, one function worth of
freedom, denoted by δX(0) (t). If we hold the radial gauge fixed, i.e. σ = r, then this
one function worth of freedom is essentially the residual diffeomorphism, which also
has a natural action at the conformal boundary. Thus, δX(0) (t) forms a represen-
tation of the Diff(S1) at the boundary. In this restricted sector, the physics of the
fluctuations on the worldsheet can be viewed as a diffeomorphism invariant theory
on the string worldsheet. In the next section we will discuss another such example.
3 Strings in AdS3
Let us now consider the case where the string is embedded in a horizon-less back-
ground. Thus, we now consider an embedding problem in which M2+1 is purely
AdS3, given by the following Poincare´ patch
ds2 =
R2
z2
(−dt2 + dX2 + dz2) . (3.1)
6Evidently, we cannot carry out this analysis for very large values of n, however, we have checked
this claim explicitly to sufficiently high order of n = 30. The pattern repeats itself for higher values,
but explicitly, become cumbersome to keep track of.
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We will discuss the case where the end point of the string undergoes an uniform
acceleration. An explicit solution was obtained in [13] and later analyzed in [14],
specially in the context of the so-called ER=EPR conjecture. The embedding func-
tion is explicitly obtained as:
X(0) (t, z) = ±
√
a−2 + t2 − z2 , (3.2)
where a is the magnitude of the constant acceleration. The ± sign can be physically
attributed to the identification of a quark or an anti-quark as the end point of the
string.
The induced metric on the worldsheet is simply an AdS2, which can be easily ver-
ified by calculating the two-dimensional Ricci-scalar: R(2) = −2/R2. The equations
of motion for the fluctuations, δX, are given by
∂t
(
∂
√−det (γ + δγ)
∂(∂tδX)
)
+ ∂z
(
∂
√−det (γ + δγ)
∂(∂zδX)
)
= 0 , (3.3)
The above equation may be solved for δX (t, z), with an appropriate ansatz. However,
for us, the algebraic expression of, e.g. (∂2t δX) in terms of δX and its other derivatives
is enough. Explicitly, this is given by
δX(2,0)(t, z) =
−2 (a
−2 + z2) δX(0,1)(t, z) + z
(
(z2 − a−2) δX(0,2)(t, z) + 2t (δX(1,0)(t, z) + zδX(1,1)(t, z)))
z (a−2 + t2)
.
(3.4)
Using the above equation of motion, it can now be explicitly checked that
δR(2) [δX] = 0 +O (δX)3 . (3.5)
Thus, the fluctuation modes, on-shell, around the classical solution in (3.2) generate
two-dimensional diffeomorphisms of the AdS2 worldsheet.
4 Schwarzian from Strings
Given the seminal work by Polyakov in [15], it is expected that an SL(2, R) will play
a pivotal role in describing the two-dimensional dynamics on the string worldsheet
and therefore a Schwarzian effective action is also unsurprising. In this section,
we will explicitly extract this Schwarzian sector. In the previous sections, we have
explicitly demonstrated that, there exists a restricted set of worldsheet fluctuation
modes on the worldsheet, which acts as a two-dimensional diffeomorphism on the
worldsheet. Since the open string has a conformal boundary, it is natural to assume
that there exists a natural sector of large diffeomorphisms as well. We will not
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belabour on the proof of an isomorphism between the diffeomorphism group and
the set of worldsheet fluctuations. We will use this observation as a motivation to
obtain the effective action of the large diffeomorphisms, based on the Nambu-Goto
dynamics. In this respect, the presence of the conformal boundary breaks conformal
invariance spontaneously, in which the large diffeomorphisms act as the Nambu-
Goldstone bosons, similar to the ideas discussed in [16].7
Towards that, we specifically seek an embedding of the string worldsheet in an
asymptotically AdS3 geometry. Generally, an asymptotically AdS3 geometry is given
by[19]
ds2 = `2
(
L+dx
2
+ + L−dx
2
− −
(
2
z2
+
z2
2
L+L−
)
dx+dx− +
dz2
z2
)
, (4.1)
where L± (x±) are two arbitrary smooth functions, which encodes the general dif-
feomorphism redundancy, after fixing the radial gauge. The patch in (4.1) describes
a locally AdS3 geometry, with a non-trivial slicing. As is well-known, by selecting
an appropriate slicing, one can reproduce the standard Poincare´ AdS3 patch in (3.1)
and the BTZ black hole in (2.1). Here, we will borrow the explicit results of [19],
which maps Poincare´ AdS3 to the patch in (4.1).
The explicit map is given by
y± = f± (x±) +
2z2f ′2±f
′′2
∓
8f ′±f ′∓ − z2f ′′±f ′′∓
, (4.2)
u = z
(
4f ′+f
′
−
)3/2
8f ′+f ′− − z2f ′′+f ′′−
, (4.3)
which yields:
ds2 =
`2
u2
(−2dy+dy− + du2) , (4.4)
provided we identify:
L± =
1
2
{f±, x±} = 3f
′′2
± − 2f ′±f ′′′±
4f ′2±
. (4.5)
Thus, L± is precisely the Schwarzian derivative of the function f±. Also, the metric
in (4.4) is the usual Poincare´ slice of AdS3, in the light-cone coordinates. Now, in
the Poincare´ patch of (4.4), we can begin by describing the simplest embedding of
the string worldsheet.
Towards that, let us define:
y+ =
1√
2
(t+X) , y− =
1√
2
(t−X) . (4.6)
7See also [17, 18], in which the Schwarzian effective action is also obtained from slightly different
perspectives.
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This maps (4.4) to precisely (3.1). The simplest embedding function is given by
Φ ≡ X (t, u) = 0 , =⇒ y+ = y− . (4.7)
This trivial embedding yields a worldsheet AdS2. Thus, any worldsheet fluctuation,
which is but a diffeomorphism, can simply be obtained by taking the y+ = y− slice
of the Poincare´ section of the embedding AdS3. We further assume that a natural
action corresponding to the large diffeomorphism also exists. In the examples above,
we have described a class of worldsheet embedding Σ1+1, embedded in M2+1. The
explicit patches used to describe the manifoldM2+1 are simply diffeomorphic to each
other.
Starting from (4.1), we can easily take the y+ = y− slice. This slicing implies
x+ = x− and f+ = f−, using (4.2) and therefore L+ = L−. Thus, on this slice, the
metric on the string worldsheet is given by
ds2 = `2
[
dz2
z2
−
(
2
z2
+
z2
2
L(x)2 − 2L(x)
)
dx2
]
. (4.8)
The on-shell action coming from the Nambu-Goto action is therefore given by
SNG = − 1
2piα′
∫
dzdx
z2L(x)− 2√
2z2
= − 1
2piα′
∫
∂AdS2
dx
1
2
(
zL(x) +
2
z
)
. (4.9)
Recall that the conformal boundary is located at z → 0, and thus, the on-shell
quadratic action in (4.9) contains a divergent piece and a vanishing contribution as
z → 0. We can introduce counter-terms to regulate the divergence at the UV. Note
that, the ∂AdS2 contains two points: one at the UV and one at the IR. Let us denote
these two points by UV and IR.
Thus, the complete renormalized on-shell action is given by
S
(ren)
NG = −
1
2piα′
∫
∂AdS2
dx
1
2
(
zL(x) +
2
z
)
+
1
2piα′
∫
dx
√(
2
z2
+
z2
2
L(x)2 − 2L(x)
)∣∣∣∣∣
z=UV
=
1√
2piα′
∫
dx
(
1
IR
+
IR
2
L(x)
)
+O (2UV) . (4.10)
Here, IR is a physical scale, such as the event horizon. The first term above is,
therefore, simply a constant, which we can safely ignore for any dynamical aspect.
The remaining piece in the effective action is therefore given by
S
(ren)
NG =
IR
2
√
2piα′
∫
dx {f(x), x} , (4.11)
which is simply the Schwarzian action.
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A few comments are in order: First, note that, keeping the UV-term in the
renormalized action, we will obtain a Schwarzian effective action which is supported
by (IR − UV), at the leading order in UV. Here, evidently, UV is small, but IR
is unconstrained. Setting IR = ∞, we can still extract the effective Schwarzian ac-
tion, provided we imagine a small but non-vanishing UV. Similar to [16], this UV
can be thought of as the explicit cut-off which breaks conformal symmetry sponta-
neously. Therefore, depending on the situation, there may be physically meaningful
appearance of the Schwarzian effective action at the UV or at the IR.
5 Interacting System with the Schwarzian Sector
In this section, we will obtain the Schwarzian effective action, in its linearized form,
and its’ coupling to other open string modes, from a slightly different perspective.
The basic idea is summarized in [9], and here we elaborate on that. Here, we will
consider transverse fluctuations only, however, one can carry out a similar analy-
ses for longitudinal modes as well. In the previous section, we have demonstrated
that imposing a rigid worldsheet condition R(2) = −2, i.e. an exact AdS2 worldsheet,
does have non-trivial solutions for a fluctuating worldsheet as well.8 Therefore, phys-
ically, there exists an interesting and relevant class of transverse fluctuations which
can be viewed as worldsheet diffeomorphisms, and therefore can be used to con-
struct the large diffeomorphisms for the NG-theory. These diffeomorphisms can be
easily constructed using the large diffeomorphisms of embedding AdS3-background,
as pictorially demonstrated in figure 4.
The NG-dynamics has the usual worldsheet diffeomorphism. In the context of
holography, the worldsheet is a manifold with a (conformal) boundary, and therefore
there is a natural notion of large diffeomorphism. Correspondingly, the large diffeos
have a soft sector and we claim that this soft sector results in the maximal chaos,
on the string worldsheet. Evidently, an arbitrary set of fluctuations around the
X = 0 classical saddle will not preserve the rigid worldsheet structure; moreover, an
arbitrary classical profile itself may not yield an AdS2 worldsheet. However, given
any classical profile, the notion of a conformal boundary holds and therefore there is
always a large diffeo on the worldsheet.
To make the most general claim about the nature of such a large diffeo, one needs
to carry out a worldsheet analysis for an arbitrary classical embedding. This may
be a difficult task and we will not pursue this here. Instead, we will take a simple
case in which an explicit calculation can be performed. We will focus on the cases
8In fact, we will see in a subsequent discussion that the rigid worldsheet condition is obeyed by
either ingoing or outgoing fluctuation modes at the worldsheet event horizon, corresponding to the
simple classical embedding X = 0.
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Di↵2
M2+1 M2+1
 (1+1)  (1+1)
Di↵3
Figure 4. A cartoon demonstrating how Diff2 can be obtained from a Diff3. The left
dashed curve represents a fluctuating worldsheet, embedded in an AdS3. If the fluctuation
belongs to the soft sector, then a Diff2 can be used to map the fluctuating worldsheet back
to the classical profile.
in which the classical embedding yields a worldsheet AdS2, but we will not restrict
the fluctuations.9 Furthermore, we will work in the static gauge.10
Given this, the rational is simple: We use the standard Brown-Henneaux three
dimensional large diffeos of the embedding AdS3 background, and project
11 them on
the AdS2 worldsheet. Now, given any solution of the quadratic fluctuations around
the AdS2 string worldsheet,
12 one can act by the large diffeos to create a new physics
solution. This action of the large diffeos on the fluctuation solutions yield a coupling
of the soft sector with an arbitrary fluctuation.
Towards that, in the FG-patch, the Brown-Henneaux diffeomorphisms are de-
9Note that, this is a fairly generic class of string embeddings. The so-called Mikhailov embedding
falls under this category.
10In principle, one should restrict a gauge condition for the complete analysis.
11This projection is somewhat ambiguous, and we will elaborate more on this subsequently.
12Note that, for a large class of string embedding in AdS, the classical worldsheet is exactly
AdS2[20]. However, there are also physically very interesting configurations for which the classical
worldsheet is no longer an AdS2, e.g. [21].
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fined as:
ξµ∂µ = rξ
r∂r + ξ
t∂t + ξ
x∂x , (5.1)
ξr = −′+ − ′− , (5.2)
ξt =
(
′+ + 
′
−
)
+
2
r2
(
′′+ + 
′′
−
)
+
2r2H
r4
(
′′+ + 
′′
−
)
+
2r4H
r6
(
′′+ + 
′′
−
)
. . . , (5.3)
ξx =
(
′+ − ′−
)
+
2
r2
(
′′+ − ′′−
)
+
2r2H
r4
(
′′+ − ′′−
)
+
2r4H
r6
(
′′+ − ′′−
)
. . . (5.4)
In the above, the ± sign corresponds to (t ± X)-combinations. On the worldsheet,
we can begin by projecting the Brown-Henneaux diffeomorphism on the worldsheet,
using:
ξa =
∂xµ
∂σa
ξµ , (5.5)
where xµ are the embedding space coordinates and σa are the worldsheet coordinates.
If one takes a pull-back projection of ξµ on the worldsheet, we need to further consider
xµ with the embedding function data. Once we have constructed the two-dimensional
analogue of Brown-Henneaux diffeomorphisms, we can calculate the change in the
worldsheet metric with the action of a Lie derivative on the worldsheet metric itself:
γnewab = γ
old
ab + δγab , δγab = Lξγab . (5.6)
To compute the interaction term, we can now evaluate the Nambu-Goto action, up
to a certain order in the fluctuation.
Thus we evaluate:
SNG
[
δX(0)(t), (t)
]
= − 1
2piα′
(∫
Σ
dtdr
√−detγnewab − ∫
∂Σ
dt
√−deth
)
, (5.7)
where δX(0) is a non-normalizable (source) term of the fluctuation sector, see equa-
tion (2.17), (t) denotes the soft sector coming from the large diffeos, Σ represents
the worldsheet manifold and ∂Σ is the conformal boundary of the worldsheet; finally,
(deth) denotes the determinant of the boundary metric and this term is required for
a UV-renormalization. On the worldsheet, + and − are locked together to produce
a single field: (t) = + = −.
Let us evaluate the on-shell contribution in the Euclidean signature: t → −iτ .
A direct calculation now yields:
S
(E)
NG
[
δX(0)(τ), (τ)
]
= S(E)
[
δX(0)(τ)
]
+ S(E) [(τ)] + S
(E)
int
[
δX(0)(τ), (τ)
]
, (5.8)
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where
S(E) [(τ)] = c1
δ
piα′
∫
dτ
[
′(τ) +
β′′′(τ)
2pi
]
, (5.9)
S(E)
[
δX(0)(τ)
]
= c2
δ2
βα′
∫
dτδX ′(0)(τ)
2 +O (β0) ,
S
(E)
int
[
δX(0)(τ), (τ)
]
= c3
3δ3
piα′
∫
dτ
[
δX(0)(τ)(τ)δX
′′′
(0)(τ)
]
+ c4
δ3
piα′
∫
dτ
[
δX ′(0)(τ)(τ)δX
′′
(0)(τ)
]
+O (β) . (5.10)
Here {c1, c2, c3, c4} are some numerical constants, which we do not keep track of.
Furthermore, we have set the radius of AdS to unity. To obtain the above expressions,
we have done the following: introduce a parameter δ which keeps track of the order
of the fluctuation, which we will fix momentarily. Also, we have carried out a large
temperature expansion, in which β  1. In general, the above expressions receive
corrections in powers of β.
Now, the Lie derivative action is a linear action and therefore we can only get
a linear contribution in . This is captured in (5.9). Note that, even though this
is a total derivative term and can be integrated exactly, the linear term consists of
a third derivative in , which is precisely what one expects from the linearization
of a Schwarzian effective action, see e.g. [16, 22]. Thus, one expects that the non-
linear completion of the ′′′(τ) term yields the Schwarzian effective action. To make
connection with (4.11), we choose:
IR =
√
2
pi
δ√
α′
. (5.11)
The second term above is purely a functional of the boundary field δX(0)(τ). In
the absence of  modes, an n-point correlation function can be calculated by taking
functional derivatives of this action, in the path integral description. To have a
canonically normalized kinetic term, we can renormalize the fluctuation fields as in
[10], which amount to setting δ2 ∼ α′β = `2sβ, where `s is the string length. With this
assignment, the Schwarzian action has a coupling constant ∼ β3/2/√α′, the kinetic
term has a coefficient ∼ O(1) and the interaction term has a coupling ∼ β3/2√α′.
Therefore, the scrambling time can be estimated by dividing the interaction coupling
by the coefficient of the Schwarzian action. This yields: ∼ α′, which yields: tscr ∼
β log
√
λ, where λ is the ’t Hooft coupling. The assignment of δ2 ∼ α′ is therefore
consistent with [9, 10].
Finally, note that, as long as β3/2/
√
α′  1, the Schwarzian action determines
the saddle for (τ), which is therefore the usual thermal saddle. The fluctuations
δX(0) appear at O(1) and are completely free at this order. Finally, the Schwarzian
saddle configuration mixes with the fluctuation modes at the next order, O(√α′), and
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in computing the four-point correlator of a generic fluctuation mode, the Schwarzian
propagator for (τ) can be used. This structure is very similar to what is discussed
in [16], for two-dimensional JT-gravity.
There is another way in which one can deduce a 2D diffeomorphism on the
worldsheet, given the Brown-Henneaux transformations for the target space AdS3.
In stead of (5.5) we simply find how the AdS3 coordinates {r, t} transform on the
points on the worldsheet under the finite Brown-Henneaux transformations. This
is done by substituting x(r, t) corresponding to the static gauge worldsheet solution
and not projecting the ξx component in (5.4) onto the worldsheet. The finite version
of such a 2D diffeomorphism has the following interpretation: we imagine that the
fluctuating worldsheet has static coordinates which belong to a target space AdS3.
This is related to the target space of the non-fluctuating worldsheet by the finite
version of (5.4). In such a case the actions are:
S(E)[(τ)] =
δ
piα′
∫
dτ
[
−′(τ) + β
2pi
′′′(τ)
]
,
S
(E)
int [δX(0)(τ), (τ)] = −
δ3
βα′
∫
dτ δX ′(0)(τ)
[
δX(0)(τ)
′′(τ) + δX ′(0)(τ)
′(τ)
]
+O(β) (5.12)
where setting δ = ls/rH ∼ β
√
α′ yields the scrambling time as observed in [10].
6 Path Integral Description
Let us summarize the origin of the soft sector from an AdS/CFT perspective. Gauge-
gravity duality enables us to write the the generating functional of correlators of the
boundary CFT as a path integral in the bulk (super-)gravity action, in which the
boundary values of the bulk fields, properly renormalized, act as sources in the
boundary generating functional. In the large-N limit− N being degrees of freedom
in the boundary theory; the leading order contribution comes from on-shell solutions
in the bulk.
Let us consider the case where the bulk consists of a fundamental string embed-
ded in an AdS-background (with or without a horizon). The dynamics is governed
by the Nambu-Goto theory. This introduces a quark-like degree of freedom, at the
conformal boundary of the embedding AdS-space. This fundamental matter is cou-
pled to a large-N Yang-Mills system. Now, one solves the equations of motion to
obtain a classical profile of the string. This provides us with the classical saddle.
To construct a semi-classical description, one now considers linearized fluctuations
around the classical saddle.
In general, the fluctuations will have two distinct modes near the AdS boundary:
non-normalizable and normalizable. The bulk solution is then taken as a linear com-
bination of these two modes, while boundary value of the non-normalizable mode acts
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a source. The normalizable mode is fixed by demanding regularity of the fluctuation
in the deep interior. Usually the specific condition one imposes for regularity depends
on the the physics in question, but this, nonetheless, determines the normalizable
mode in terms of the source.
The bulk Nambu-Goto action has a gauge symmetry associated with world-sheet
diffeos. Since this is a (2d) gauge theory on a manifold with boundary, there can
be relevant large gauge transformations to which one can associate a finite charge.
We claim that this is the soft sector responsible for chaos, as seen in [10]. Further,
the effective action associated with these modes is that of a Schwarzian action (if
euclideanized) defined on a thermal time circle of periodicity β associated to the event
horizon temperature of the worldsheet geometry. The method used in [10] employs
eikonal approximation, using shock-waves to calculate the 4pt. function beyond the
probe approximation. This must therefore be similar to computing the bulk on-shell
action perturbatively in string tension beyond the linearised fluctuations [23].
For a better analogy, we can contrast this case with that of a probe scalar field
in AdS, as in [7]. There the scalar is coupled to gravity minimally. The first order in
back-reaction of the scalar onto the background metric allowed for the scalar modes
to couple to the the soft modes which existed in the gravitational perturbation around
a specific black hole solution.
Here, however the background gravity is just a spectator and the entire dynamics
is in the Nambu-Goto action13. Around a specific solution of the Nambu-Action,
there would exist on-shell world-sheet fluctuations which solves the linearized NG
eom. For every such fluctuation one can write another set of fluctuations which are
generated by the large 2d diffeomorphisms acting on them. In other words, since
diffeomorphisms generate new solutions of fluctuations, action of diffeomorphism on
the fluctuations provides a coupling with the soft modes. Here, both the hard and
soft sectors are therefore viewed as fluctuations on the world-sheet.
Since we discuss the derivation of the effective action associated with the soft
modes, it would be useful to know how the eikonal approximation of [10] and [7] gets
formally related to the path integral in the bulk. To explain this we take the case of
the scalar field in the bulk [7, 23]. Let us consider a 4 pt. function of scalars in the
bulk which are minimally coupled to gravity, following [24]:
G(x1, x
′
1;x2, x
′
2) =∫
D[h]D[φ1]D[φ2] φ1(x1)φ1(x′1)φ2(x2)φ2(x′2) exp
{
i
∫
ddx
√
−detg(h)[
− l
16piG
(R(h)− Λ)− 1
2
(∇µφi∇µφi +m2iφiφi)]} . (6.1)
We can latter take the the bulk points to the boundary, taking an appropriate limit
should yield the corresponding boundary 4pt. function sourced by the boundary
13One can consider the Nambu-Goto string probing the background in a manner similar to [7].
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values of the bulk scalar. Since putting the scalars to zero is a consistent truncation
of the this theory we will work around a solution with no scalars, and consider
linearised fluctuations in the metric denoted by h. If we are interested in the 4pt.
functions computed from diagrams which receive contribution only from graviton
lines connecting the different scalar lines and not the same scalar, then we can write
the above path integral as∫
D[h]Gc1(x1, x′1|hµν)Gc2(x2, x′2|hµν) exp
{
i
∫
ddx1
2
hD2h
}
, (6.2)
where Gc(x, x′|hµ,ν) is the connected part of the scalar propagator evaluated upto
first order in metric perturbation hµν . As demonstrated in Kabat and Ortiz[24], in
the eikonal limit for massless particles the above corelation fuction reduces to:∫
D[h]exp
{
i
∫
ddx
√−g (1
2
hD2h+ 1
2
hµνT
µν
1 +
1
2
hµνT
µν
2
)}
, (6.3)
where T µν1 &T
µν
2 are stress-tensors for massless particles along their null trajectories.
Evaluating the above path-integral on saddle point implies that hµν be the back-
reaction due to the stress tensor. This is precisely the origin of the phase factor eiδ(s)
in [7, 10].
Let us take step back to (6.2), here itself we could have taken the limit where
the bulk points x1, x
′
1, x2, x
′
2 are taken to the boundary, then (6.2) would look like:∫
D[h]O1(x1, x′1|hµν)O2(x2, x′2|hµν) exp
{
i
∫
ddx1
2
hD2h
}
, (6.4)
which is basically the next order in GN of the expression:
〈O1(x1)O1(x′1)O2(x2)O2(x′2)〉 =
∂2
∂φ
(0)2
1
∂2
∂φ
(0)2
2
Z(φ
(0)
1 , φ
(0)
2 )|φ(0)1 =φ(0)2 =0
Z(φ
(0)
1 , φ
(0)
2 ) =
∫
D[g]D[φi] exp
{∫ √−g [ l
16piGN
(R− 2Λ) + (∂φi)2 −m2iφ2i
]}
(6.5)
The above is evaluated in the probe approximation. In other words (6.4) can be
written as:∫
D[g]O1(x1, x′1|gµν)O2(x2, x′2|gµν) exp
{
il
16piGN
∫
ddx
√−g(R− 2Λ)
}
, (6.6)
upto some overall constant.
So, to sum up, the soft sector can be recovered from the bulk on-shell action eval-
uated about a saddle point and constrained by the boundary conditions imposed on
the metric path integral. In the case of AdS3, absence of bulk propagating degrees of
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freedom implies that all on-shell metrics continuously connected to a saddle point ge-
ometry (ex. a black hole) are parametrized by the functions on the boundary. In this
case, it would be the functions parametrizing the CFT2 conformal transformations.
Furthermore, O(x, x′|gµν) would correspond to knowing how the boundary CFT 2pt.
function changes under conformal transformation, thus coupling to the action of the
soft modes in the exponent. This would be similar to evaluating Z(φ
(0)
1 , φ
(0)
2 ) for a
family of AdS3 geometries about a given metric and reading off the exponential series
in terms of the sources.
The procedure is the same when dealing with the string governed by the Nambu-
Goto action in AdS3[23]. The Brown-Henneaux large gauge diffeos in AdS3 are the
relevant large gauge transformations which are responsible for the soft sector. In the
case of the NG string, it would be the large world-sheet diffeos. One therefore needs
to evaluate the NG action for an arbitrary linearised fluctuation and for some relevant
large gauge diffeos. These diffeos can also be thought of as further fluctuations on the
world-sheet metric associated with a particular linearised fluctuations, but explicitly
showing this might be cumbersome and not required.
The path integral perspective for the NG string is as follows: For small fluctua-
tions of the string, the boundary n-pt functions are generated by the bulk on-shell
path integral:
eS
(0)
NG+S
(2)
NG[x
(0)] = ZCFT[J ]|J=x(0) , (6.7)
where S
(0)
NG is the renormalized on-shell action for the solution to NG eom about
which linearizsed fluctuations exist. The later are captured in S
(2)
NG, which is the
on-shell quadratic action with boundary value x(0)(t). The effect of the soft modes is
captured by doing large 2d diffeos on this configuration and re-evaluating the on-shell
action, the path integral then becomes:∫
D[f ] eS(0)NG+S(2)NG(x(0),f)+Sf = ZCFT[J ]|J=x(0) , (6.8)
where f(t) parametrizes the large diffeomorphisms, S
(2)
NG(x
(0), f) captures the change
due to this and Sf is the action associated with the soft modes. Notice that the
above path integral in f translates to computing n-pt functions by differentiating
w.r.t. x(0) and contracting bilinears in f , using the propagator from Sf as in the
section-4.2 of [16]. Once one finds the effective action for the soft modes and how
the 2pt. functions couple to them, once can work in an Euclidean setting and use
the i prescription to get the required OTOC [8]. We will also explicitly carry out a
similar computation in a later section.
7 Explicit Breaking of Conformal Symmetry
Let us begin commenting on the backreaction of the fluctuations on the classical
string worldsheet. As we have described in (2.17)-(2.18), the fluctuations source a
– 21 –
marginal and a relevant deformation at the UV boundary. Therefore, it is reasonable
to assume that the classical embedding receives vanishing contribution from the
fluctuation backreaction. Now, at the IR, e.g. near r = rH, the fluctuation equation
for δX(t, r) can be similarly solved in a Frobenius series:
δX(t, r) = (r − rH)∆IR
∞∑
n=0
δX
(n)
IR (t) (r − rH)n , (7.1)
where δX
(n)
IR can be determined order by order. The indicial equation involves δX
(0)
IR
directly, which can be solved with an oscillatory ansatz: δX
(n)
IR ∼ eiωt. The indicial
equation now yields:
∆2IR +
ω2
4r2H
= 0 , 1 . (7.2)
Thus, there are two modes in the IR, with opposite signs. Depending on the spectrum
of the theory, one obtains ∆IR, which can have a growing mode, a decaying mode or
a marginal mode towards the UV.
On the other hand, the fluctuation modes grow towards the IR, as seen from the
UV-perspective. In principle, this entire system is well-defined and closed, without
invoking the need of any new physics either at the UV or at the IR. Na´ıvely, the
fluctuation backreaction can also be consistently ignored, both at the UV and at
the IR. However, this is not precisely correct and we will make this statement more
quantitative momentarily. Therefore, it remains unclear how conformal symmetry is
broken in the framework.
Before moving further, let us discuss the behaviour of δX, in terms of its near
boundary and near horizon behaviour, when the embedding space is an AdSd+1.
Carrying out an expansion similar to (2.17), we recover ∆ = 0,−3 for the conformal
boundary. Similarly, the IR expansion of (7.1) yields
∆IR = − ω
2
d2r2H
. (7.3)
These data are independent of the embedding AdSd+1-background, except for the
overall constant. As before, knowing the complete theory we can identify the nature
of this mode at the IR.
We will offer a simple picture of the breaking of conformal invariance. We have
considered the open string degrees of freedom as probes in a given supergravity
geometry. Let us assume that we do not introduce any more stringy degrees of
freedom (such as a D-brane, located at the UV, on which the string ends). Even
in this case, the open strings will backreact on the classical supergravity geometry.
In fact, it is known that backreaction of such open strings are not negligible in the
deep IR, and they change the IR physics qualitatively[25, 26]. Let us imagine the
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AdS3-background as the near-horizon geometry of a D1-D5 brane bound state. The
corresponding supergravity solution is characterized by a metric, a constant dilaton
and a three form flux. Explicitly, these data can be given by
ds2 =
r2
L2
(−dt2 + dx2)+ L2dr2
r2
+ L2dΩ23 +
(
Q1
Q5
)1/2
ds2M4 , (7.4)
G3 = 2Q5 (3 + i ∗6 3) , (7.5)
e−2φ =
Q5
Q1
, L4 = Q1Q5 . (7.6)
Here dΩ23 is the line element along an S
3, ds2M4 is the line element along a four-
manifold which is, typically, a T 4 or the K3-manifold. The volume form of the S3 is
represented by 3 and ∗6 is the Hodge dual operation defined on the six-dimensional
manifold: AdS3 × S3.
Given the background in (7.4), we can compare the Einstein tensor of the geom-
etry with the stress tensor of an open string with a worldsheet along the {t, r}-plane.
For this, it is enough to consider the Nambu-Goto action, and vary the action with
respect to the background metric. This yields:
T µνstrings =
2κ210
2piα′
√−G
δSNG
δGµν
=
κ210
piα′
√−G
√−γγabδµaδνb , (7.7)
where κ210 is the ten-dimensional Newton’s constant, γ is the induced worldsheet and
G is the background metric. The background Einsten tensor and the string stress
tensor are given by
Ebackgroundtt ∼
r2
L4
, T stringtt ∼
rκ210
4Lpiα′
. (7.8)
Clearly, in the r → 0 limit, T stringtt begins to dominate over Ebackgroundtt . In fact
equating Ebackgroundtt with T
string
tt we can derive a radial scale, which is the lower
bound for the probe approximation to remain valid:
rIR =
L3κ210
piα′
. (7.9)
Beyond rIR, the string backreaction modifies the IR into a Lifshitz-symmetric background[26],
in which the dilaton field acquires a non-trivial profile and breaks the conformal sym-
metry explicitly. Therefore, a natural radial IR cut-off is an event horizon rH ≥ rIR,
which, qualitatively, signifies the presence of the explicit symmetry breaking.
In fact, embedding an open string in a general AdSd+1-background yields iden-
tical results as compared to (7.8) and (7.9), except of overall numerical constants.
Taking the AdS5-background, in which we further identify:
L4 = 4pigsNcα
′2 , λ = g2YMNc = 4pigsNc , (7.10)
κ210 ∼ g2sα′4 . (7.11)
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In this case, we get:
rIR ∝
√
λ
16pi2N2c
, with L4 = 1 . (7.12)
Finally, using (7.7), we can evaluate the stress-tensor of the fluctuation sector, as
compared to the classical saddle configuration. In the BTZ background, around the
simple X = 0 classical saddle, the stress-tensor behaves as:
T stringtt ∼
r4
4 (r2 + r2H)
2 +
r4
4 (r2 − r2H)2
(∂tδX)
2 . (7.13)
Clearly, the fluctuation stress tensor grows towards the IR and as r → rH, the sec-
ond term above starts dominating. Equivalently, the classical profile start receiving
backreaction from the fluctuation sector itself. Note that, there is still a limit of
validity for a perturbative fluctuation analysis, as long as the energy associated with
the fluctuation sector is small enough. For example, if we assume a simple oscillatory
behaviour for δX in real time, i.e. δX ∼ eiωt, the perturbative analysis remains valid
provided:
r2 − r2H  1 , ω  1 , with
ω2
(r2 − r2H)2
 1 . (7.14)
The frequency ω can be tuned accordingly, provided there is no gap in the spectrum.
Let us now consider the same question in an AdSd+1 background:
ds2 = −r2f(r)dt2 + r2d~x2d +
dr2
r2f(r)
, f(r) = 1− r
d
H
rd
. (7.15)
A similar calculation yields the following stress-tensor component:
T stringtt ∼
r7−3d
r2H (r
4 − r4H)
(
rdrH − rdHr
)2 [
1 +
r4
(r4 − r4H)
(∂tδX)
2
]
. (7.16)
Here δX is the corresponding fluctuation. Clearly, near the horizon r → rH, the
fluctuation backreaction increases. As before, on the class of oscillatory (in time)
solutions for δX can be analyzed purely within the perturbative regime, with an
appropriate tuning of the frequency. Note that, in the above expressions, r, rH etc
are dimensionless14 and ω is measured in units of the temperature. The denominator
introduces a natural IR cut-off, denoted by δ = r − rH. For the perturbative treat-
ment to hold, we must impose: ω2r4H  δ. Here, δ is necessarily non-vanishing, and
therefore it introduces a stretched horizon above the event horizon. This observa-
tion was already made in [27, 28] and a membrane-paradigm like interpretation was
advocated.
14We have further set the AdS curvature scale to unity.
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Before leaving this section, we will offer a few comments on the UV nature of
this system. The open string has an UV end point and presumably ends on a D-
brane. The complete description of this system is based on the work of [29]. A
typical such D-brane construction is made of Nc number of D3-branes and an Nf
number of D7-branes. In this case, the string end point at the UV ends on the D7
brane and, in turn, the proper action of the string represents the mass of the matter
field that is introduced in the dual gauge theory. The UV completion of such models
can be rather rich and involved, including the generic possibility of the breaking of
conformal symmetry. This is similar to conformal symmetry breaking in the UV of
a two-dimensional dilaton gravity theory. Because of the possible backreaction of
various fields, a similar description to the dilaton gravity model may exist, which we
will not further explore in this article. Instead, as in [27], one can simply impose a
Neumann boundary condition at the string end point at UV.
8 Fluctuations on the Worldsheet: Explicit Example
Generically, the embedded string in an AdSd+1 background has a simple classical
saddle denoted by X = 0. Around this saddle, the semi-classical fluctuation analyses
yields the following action:
S(2) =
1
4piα′
∫
d2σGIJ
√
−detγγab (∂aδXI) (∂bδXJ) , (8.1)
= − 1
4piα′
∫
d2σ (EOM) +
1
4piα′
∫
∂Σ
dσGIJ
√
−detγγar (∂aδXI) δXJ (8.2)
where I, J denote the transverse directions. For AdS3 background, GIJ contains only
one component. The variation of (8.1) yields the following equation of motion:
EOM =
1√−detγ ∂a
[√
−detγγabGIJ∂bδXJ
]
= 0 . (8.3)
The fluctuations can be analytically solved in AdS3-background[27]. In this section
we will make direct use of the analytical solution to discuss the effective Schwarzian
action and its coupling to other modes in the theory.
It’s particularly simple to work in the Poincare´ patch, in which the general
solution of (8.3) is given by[27]
δX(t, r) =
c1(r − iω)
r
(
r − rH
r + rH
)− iω
2rH
+
c2(r + iω)
r
(
r − rH
r + rH
) iω
2rH
. (8.4)
In the above solution, both incoming and outgoing modes near the event horizon
has been kept, and, so far, no boundary condition has been imposed. In keeping
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with the asymptotic expansion near conformal boundary, it is easy to check that the
asymptotic expansion of (8.4) takes the form:
δX(t, r) = (c1 + c2) e
iωt +
c1 + c2
2
ω2
r2
eiωt + i
c1 − c2
3
ω (ω2 + r2H)
r3
eiωt + . . . (8.5)
Thus, the two independent modes correspond to ∆ = 0,−3. Evaluating the boundary
term in (8.2) yields:
S(2) =
1
4piα′
∫
dte2iωt (c1 + c2) (c1 − c2) , (8.6)
which can be naturally interpreted as the deformation in the boundary theory. De-
fined in terms of (8.2), both ∆ = 0,−3 modes are normalizable since they yield a
finite action.
The string has two end points: one at the IR event horizon and one at the
UV conformal boundary. To account for a finite mass of the open string degree
of freedom, one can impose Neumann boundary condition at the UV, as in [27]:
∂rδX = 0 at r = rUV. The cut-off r = rUV can be identified with the bare mass
of the matter sector, by simply evaluating the Nambu-Goto action of a rigid string
extended between rH and rUV. This yields[27]: m ∼ rUV/(α′β), where β is the period
of the Euclidean time.
The Neumann boundary condition leaves free the leading-order non-normalizable
term. On the other hand, the worldsheet metric receives a curvature correction,
unless we impose c1 = 0 or c2 = 0. Interestingly, this choices are correlated with an
IR boundary condition of selecting a purely ingoing or a purely outgoing mode at
the event horizon. Thus, the fluctuations can be viewed as turning on a source at
the boundary, which corresponds to a diffeomorphism on the worldsheet. Thus, for
all physical aspects in which the black hole is a classical object and one selects the
ingoing boundary condition in the Lorentzian patch, the fluctuations can be viewed
as worldsheet diffeomorphisms. Note that, the stochastic physics of the string end
point, which is captured in [27, 28] by also implementing Hawking radiation of the
event horizon, falls outside this class.15
15On an aside, given the explicit solutions, we can calculate the on-shell action of the fluctuation
as well as the classical string profile and estimate whether the quadratic fluctuations remain small
compared to the classical profile. In the r → ∞ limit, the on-shell action receives sub-leading
contribution from the fluctuations. Near r → rH, however, the fluctuations can dominate over
the classical profile. Similar to the discussion in the previous section, based on the stress tensor
estimation, the fluctuations can be made sub-leading by inventing a fictitious IR cut-off[27]: δ =
r − rH, which is conveniently small but non-vanishing. This cut-off is sensitive to the spectrum
(i.e. whether ω are the normal modes or the quasi-normal modes) of the system and therefore on
the IR boundary condition on the fluctuations.
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9 Branes in AdS
In this section we will consider a wide range of examples, consisting of D-brane
embedding, which, on the worldvolume description, also exhibits the saturation of
the chaos bound.
9.1 D1-Brane Probe: The Classical Profile
In this section we will consider a more general class of embedding hypersurfaces, in
which a similar physics will emerge. The natural candidates of such hypersurfaces
are D-branes, of various dimensions. Here, we will explicitly discuss a few examples
which are analytically tractable. However, the general result is expected to hold true
for sufficiently generic systems. The first simplest example is to consider a rotating
D1-brane placed in an AdSd+1×S9−d background, previously considered in, e.g. [30].
The background can be explicitly given by the following patches
ds2Poincare =
dr2
r2
+ r2 (ηµνdx
µdxν) +
(
dθ2 + sin2 θdφ2 + cos2 θdΩ27−d
)
, (9.1)
ds2global =
dr2
f(r)
− f(r)dt2 + r2
d−1∑
i=1
(
dxi
)2
+
(
dθ2 + sin2 θdφ2 + cos2 θdΩ27−d
)
,
f(r) = 1 + r2 . (9.2)
where µ, ν = 0, . . . (d − 1); dΩ27−d is simply the metric on an S7−d of unit radius.
For convenience, we have also set the AdS curvature scale to unity. The familiar
background of AdS5 × S5 is obtained by simply setting d = 4. The Poincare´ patch
certainly covers only a part of the global section of AdS.
Let us review the embedding discussed in [30]. We choose the gauge: ξ0 = t, ξ1 =
r, where ξa (a = 0, 1) represents the D1-brane worldvolume coordinates. To further
sharpen the discussion, let us consider AdS5×S5 background, which is generated by
a stack of D3-branes. The above embedding above can be represented by with an
r t x1 x2 x3 θ φ Ω3
D3 × X X X X × × ×
D1 X X × × × × × ×
embedding function φ = φ (t, r). We begin with the Poincare´ patch embedding. The
dynamics is governed by
SD1 = −TD1
∫
dtdr
√
sin2 θ (r4φ(0,1)(t, r)2 − φ(1,0)(t, r)2)
r2
+ 1 = −TD1
∫
dtdrLD1 ,
(9.3)
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which yields the following equations of motion
∂t
(
sin2 θφ(1,0)(t, r)
LD1
)
− ∂r
(
r2 sin2 θφ(0,1)(t, r)
LD1
)
= 0 , (9.4)
which has the following simple solution
φ(t, r) = ωt+ ϕ(r) , θ =
pi
2
, (9.5)
with ϕ′(r) = ±
√
ω2 − r2√
r4 − c1r6
. (9.6)
Here c1 is a hitherto undetermined constant. An explicit solution for ϕ(r) can be
obtained in terms of complete elliptic integral, denoted by E, as follows:
ϕ(r) = ±
(√
1− c1r2 (r2 − ω2)− rω
√
1− r2
ω2
E
(
sin−1
(
r
ω
) |ω2c1))
r
√
ω2 − r2 + c2 . (9.7)
In the above c1 and c2 are two arbitrary constants.
Now, the constant c1 can be fixed by simply demanding that the solution in
(9.6) is real-valued. This enforces the numerator and denominator in (9.6) to change
sign at the same location and thus fixes c1 = 1/ω
2. With this, the solution for ϕ(r)
becomes:
ϕ(r) = c2 ∓ ω
r
. (9.8)
It is straightforward to calculate the induced metric on the D1-brane worldvolume,
which is given by
ds2 = − (r2 − ω2) dτ 2 + dr2
r2 − ω2 , with dτ = dt+
dr
r2
+
1
ω2 − r2 . (9.9)
Note that, (9.9) is precisely the worldsheet metric in (2.12), with a corresponding
Hawking temperature:
TH =
ω
2pi
. (9.10)
Before discussing the fluctuations, let us review the brane embedding in the
global section of AdS. The corresponding action is similar to (9.3), with a Lagrangian
density:
LD1 =
√
f(r) sin2 θφ(0,1)(t, r)2 − sin
2 θφ(1,0)(t, r)2
f(r)
+ 1 . (9.11)
The corresponding equation of motion is given by
∂t
(
sin2 θφ(1,0)(t, r)
LD1
)
+ ∂r
(
−f(r) sin
2 θφ(0,1)(t, r)
LD1
)
= 0 . (9.12)
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The solution is similar to the Poincare´ section solution, namely:
φ(t, r) = ωt+ ϕ(r) , θ =
pi
2
, (9.13)
ϕ′(r) =
√
f(r)− ω2√
c1f(r)3 − f(r)2
=⇒ c1 = 1
ω2
. (9.14)
With the constant c1 fixed, the explicit solution for the embedding function is given
by
φ(t, r) = ωt± ω tan−1(r) . (9.15)
The corresponding induced metric on the worldvolume is the global section of an
AdS2, given by
ds2 = − (f(r)− ω2) dτ 2 + dr2
f(r)− ω2 , (9.16)
with dτ = dt+
ω2
f(r) (f(r)− ω2)dr , (9.17)
with a corresponding Hawking temperature:
TH =
√
ω2 − 1
2pi
. (9.18)
A subsequent fluctuation analyses can be carried out like the fundamental string.
The resulting four-point OTOC can be computed by evaluating the quartic term
in fluctuations, and subsequently evaluating the quartic interaction, on-shell. This
analysis is, qualitatively, similar to [10] and at the end, one recovers a maximal
Lyapunov exponent:
λL = 2piTH , (9.19)
where the corresponding Hawking temperature is given above. Furthermore, it is also
straightforward to extract an effective Schwarzian action from the D1-brane theory,
by embedding the D1-brane in an AdS3 and by projecting the large diffeos of the AdS3
on the brane worldvolume, similar to what we have done for the fundamental string.
The presence of this Schwarzian effective action and its’ coupling with other heavier
modes of the D-brane fluctuations ensures maximal chaos on the brane worldvolume.
There is, however, a clear difference compared to the fundamental string. In
determining the scrambling time, tension of the underlying string or brane degree of
freedom directly enters. For the D1-brane, the corresponding scrambling time can
be estimated from the following:
O (T−1D1 eλLtsc) = O(1) =⇒ tsc ∼ 12piTH log
∣∣∣∣ Nc√λ
∣∣∣∣ , (9.20)
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which is different from the scrambling time on a string worldsheet[10]: tsc ∼ β log
√
λ,
where λ is the ’t Hooft coupling. Based on these generic argument, we can already
estimate the scrambling time on a Dp-brane worldvolume:
tsc ∼ 1
2piTH
log
∣∣∣∣ Nc
λ
3−p
4
∣∣∣∣ . (9.21)
In general, therefore, the scrambling time may be further suppressed compared to the
string worldsheet, but there is always a parametric separation between the dissipation
time and the scrambling time, and correspondingly the worldvolume event horizon
remains the fastest scramblers for the corresponding degrees of freedom[31, 32].
9.2 D5-Brane Probe: The Classical Embedding
Let us now consider a different example of a defect conformal field theory. The
particular example consists of studying the dynamics of a probe D5-brane, as a
defect degree of freedom, in the background of Nc D3-branes. This particular defect
conformal field theory was constructed and analyzed in [33], wherein the detailed
matching of the geometric observables with the CFT observables was also identified.
In brief, this describes an N = 4 SYM theory in R3,1 coupled to a fundamental
hypermultiplet in an R2,1 ⊂ R3,1 defect. Gravitationally, this is represented by and
AdS5×S5 geometry bisected by an AdS4×S2 geometry. In what follows, there is little
dependence on the compact S5. As long as the probe D5-brane can be meaningfully
embedded with an AdS4 ⊂AdS5 worldvolume, all our conclusions remain valid.
Evidently, in the dual field theory there are two distinct classes of gauge-invariant
observables: the ones living in R3,1 and constructed out of the adjoint degrees of free-
dom; and the ones living in R2,1 ⊂ R3,1 defect and constructed out of the fundamental
degrees of freedom. Let us denote these two classes of observables by O4 and O3.
In general, therefore, we can define three classes of n-point correlation functions, as
follows:
C(1)n =
〈
O(1)4 . . .O(n)4
〉
, (9.22)
C(2)n =
〈
O(1)3 . . .O(n)3
〉
, (9.23)
C(3)p,q =
〈
O(1)4 . . .O(p)4 O(1)3 . . .O(q)3
〉
, with p+ q = n . (9.24)
In our discussion, we will explicitly calculate the 4-point OTOC in class (9.23). We
will consider purely AdS5 × S5 background, and therefore the n-point correlation
function of class (9.22) will have no thermal imprint. Furthermore, the n-point
correlation of class (9.24) are suppressed in our approximation: Nf  Nc. Here Nf
and Nc are the number of D5 and D3-branes, respectively.
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The geometry of AdS5 × S5 is described by the following patch:
ds2 =
r2
R2
(−f(r)dt2 + d~x2)+ R2
r2f(r)
dr2 +R2dΩ25 , (9.25)
dΩ25 = dψ
2 + cos2 ψ
(
dθ2 + sin2 θdφ2
)
+ sin2 χ
(
dχ2 + sin2 χ dζ2
)
, (9.26)
f(r) = 1−
(rH
r
)4
. (9.27)
In the above, {t, ~x} represents the R1,3, where the N = 4 SYM is defined. For
general purposes, we have kept a non-vanishing event horizon, denoted by rH and a
corresponding temperature: T = rH/(2piR
2). The relative orientation of the D3 and
the D5 branes can be represented in the table below: To proceed further, we need
r t x1 x2 x3 ψ θ φ χ ζ
D3 × X X X X × × × × ×
D5 X X X X × × X X × ×
to define embedding functions. We choose the following embedding function data:
ψ = ψ(r) , x3 = 0 , χ = constant , ζ = constant . (9.28)
The x3 = 0 slice picks out the R2,1 ⊂ R3,1 defect and the two angular coordinates
simply imply that the D5-brane is a point on the corresponding S2. The dynamics
is governed by a DBI-action, similar to the D1 probe situation:
SD5 = −TD5
∫
d6ξ
√
−det (P [G] + (2piα′)F ) + gsTD5
∫
P [C4] ∧ (2piα′)F ,
= −TD5
∫
d6ξLD5 . (9.29)
where F is the worldvolume U(1) gauge field, C4 is the RR-potential sourced by
the background D3 branes. In general the Lagangian density is a functional of the
embedding function ψ(r), and the U(1) gauge field, provided we choose to excite the
latter. To induce an event horizon in the probe sector, we will excite an appropriate
component of the gauge field, following a similar idea in e.g. [34–38]. Let us choose:
A = (−Et− ax(r)) dx1 , =⇒ F = −E dt ∧ dx1 − a′x(r) dr ∧ dx1 . (9.30)
It is straightforward to check that: P [C4] ∧ F = 0 and therefore:
LD5 = LD5 [ψ(r), ψ′(r), a′x(r)] . (9.31)
The resulting Euler-Lagrange equations of motion are given by
d
dr
[
∂LD5
∂ψ′(r)
]
− ∂LD5
∂ψ(r)
= 0 ,
d
dr
[
∂LD5
∂a′x(r)
]
= 0 . (9.32)
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The general solution of (9.32) represents a class of functions ψ(r) characterized by
its asymptotic boundary values. For convenience, we will focus on the following
solution:
ψ(r) = 0 , (9.33)
a′x(r) =
Dr2
(r4 − r4H)
√
(r4 − (r4H + E2R4))
(r4 − (r4H +D2))
, (9.34)
The reality condition of the function a′x(r) now imposes D = ER
2. Note that, this
is independent of the value of rH.
The physical picture is simple to understand. The scalar function ψ(r), asymp-
totically has the information of source and the vev in the corresponding dual field
theory. In fact, asymptotically, the solution of the two bulk fields ψ(r) and a′x(r) can
be obtained as:
ψ(r) = c1r
−1 + c2r−2 + . . . , (9.35)
a′x(r) = c3r
−2 + . . . . (9.36)
In general, the non-normalizable mode in ψ(r) correspond to the mass of the probe
sector fundamental degree of freedom and the normalizable mode corresponds to
the corresponding vev, which correspond to the constants c1 and c2, respectively. A
similar identification holds true for c3, which corresponds to a current in the boundary
theory. It can be easily checked that c3 is proportional to the constant D.
The open string degrees of freedom correspond to bound states of quark-like
matter[29]. These are typically mesonic bound states. With our description above,
there is no free fundamental matter. This can be incorporated by further exciting
an appropriate gauge field on the D5-brane worldvolume, which we do not consider
here. Thus, in the presence of a sufficiently large electric field, there will be pair
creation resulting in a matter current. Clearly, this critical electric field depends on
the mass of the pair created matter. In brief, the mesonic and the conducting phases
are connected by a first order phase transition, similar to the ones studied in [35–37].
In the subsequent discussion here, we focus on the massless case. This is motivated
by the analytical control in this corner. In principle, all subsequent calculations in
the probe fluctuation sector can be carried out for a general massive case, with little
qualitative difference.
9.3 D5-Brane Probe: Fluctuations
Similar to the previous cases, we will now discuss the physics of the fluctuation
fields on the D-brane worldvolume. The fluctuations can be divided into three cat-
egories: (i) scalar, (ii) vector and (iii) spinors. We will explicitly consider only the
first two kind and further truncate them to a sector which is analytically tractable.
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Schematically, let us denote the worldvolume fields as follows:
XI = XIcl + δX
I (ξa) , (9.37)
Ab = A
cl
b + δAb (ξ
a) . (9.38)
In the above, I = 6, . . . , 9 (transverse to the D5-brane) and b = 0, . . . 4 (parallel to
the D5-brane). Collectively, ξa denotes the D5-brane worldvolume directions.
These scalar fluctuations (along the transverse directions of the D5-brane) lead
to fluctuations of the induced metric:
δγab = 2
(
∂aX
I
cl ∂bδX
J GIJ
)
+
(
∂aδX
I
) (
∂bδX
J
)
GIJ
=
(
∂aδX
I
) (
∂bδX
J
)
GIJ , (9.39)
where, the first term drops out because, for our case XIcl is either zero or constant.
Here GIJ are the background metric components along the directions transverse
to the D5 brane. Similarly, the vector fluctuations lead to fluctuation of the field
strength:
δFab = ∂aδAb − ∂bδAa . (9.40)
In what follows we will absorb the factor of (2piα′) inside the worldvolume field
strength, for convenience. Note that δγab is quadratic in fluctuations whereas δFab
is linear. To find the dynamics of the fluctuations we look to expand the DBI action
upto quadratic order in fluctuations.
This quadratic fluctuation piece can be calculated as below:
SD5 =− TD5
∫
d6ξ
√
−det (M+ δM) , M = P [G] + F
=− TD5
∫
d6ξ
√−detM
√
det (1 + X ) , X =M−1δM
=− TD5
∫
d6ξ
√−detM
√
exp [Tr logX ]
≈− TD5
∫
d6ξ
√−detM
(
1 +
1
2
TrX + 1
8
(TrX )2 − 1
4
TrX 2
)
+O (X 3) .
(9.41)
Now since δγab is quadratic while δFab is linear in fluctuation we shall check what
contributions we have from the above expansion at every order.
9.4 At First Order
At first order, only TrX will contribute and this gives a contribution in the vector
sector. Note that:
TrX = MabδMba = Sabδγab +AabδFab .
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Here S and A are completely symmetric and completely anti-symmetric matrices,
respectively. So, clearly the second term contributes at the first order. However,
on-shell, this vanishes:
S
(1)
D5 ≈ −TD5
∫
d6ξ
√−detMAabδFab +O
(
δF 4
)
= −2TD5
∫
d6ξ
√−detMAab∂aδAb
= 2TD5
∫
d6ξ ∂a
(√−detMAab) δAb + boundary − terms . (9.42)
Thus, S
(1)
D5 vanishes on-shell.
9.5 At Second Order
Let us again check term by term. TrX now yields a contribution, which comes from
the term Sabδγab. Now
(TrX )2 = Tr (S.δγ) Tr (S.δγ) + 2 Tr (S.δγ) Tr (A.δF ) + Tr (A.δF ) Tr (A.δF ) ,
(9.43)
where the ‘dot’ product is simply defined as the matrix product. The first term is
quartic in fluctuations whereas the second term is third order in fluctuations. At
quadratic order, only the last term contributes. At this order, we have another
contribution coming from the last term in (9.41), given by
TrX 2 = {Tr (S.δγ.Sδγ) + Tr (A.δγ.A.δγ)}+ {Tr (S.δγ.A.δF ) + 2 Tr (S.δF.A.δγ)
Tr (A.δF.S.δγ)}+ {Tr (S.δF.S.δF ) + Tr (A.δF.A.δF )}
Here first two terms are quartic in fluctuations and next three terms are third order
in fluctuations. So only the last two terms will contribute.
So finally, we get the following quadratic action:
S
(2)
D5 =− TD5
∫
d6ξ
√−detM [Sabδγab+
1
8
Tr (A.δF ) Tr (A.δF )− 1
4
(Tr (S.δF.S.δF ) + Tr (A.δF.A.δF ))
]
=− TD5
∫
d6ξ
√−detM
(
Sabδγab − 1
4
Tr (S.δF.S.δF )
)
,
where the second equality follows from the fact that
1
8
Tr (A.δF ) Tr (A.δF ) = 1
4
Tr (A.δF.A.δF ) . (9.44)
Note that, the above equality holds true even off-shell. Thus, the scalar and the
vector fluctuations decouple at the second order. From now on, we set the scalar
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fluctuations to zero and focus only on the vector degrees of freedom. Therefore, the
corresponding Lagrangian is given by
S
(2)
vector = −
1
4
TD5
∫
d6ξ
√−detMTr (S.δF.S.δF ) . (9.45)
The corresponding equation of motion are given by
∂a
(√−detM Sab δFbc Scd) = 0 . (9.46)
We will solve these equations in the Poincare´ patch as well as in the corresponding
Kruskal coordinate.
9.5.1 Specifying Data
Recall that:
Mab = γab + Fab ,
where γ = P [G]. Therefore:
Mab = Sab +Aab ,
where
Sab = [(γ + F )−1. γ. (γ − F )−1]ab , (9.47)
Aab = − [(γ + F )−1. F. (γ − F )−1]ab . (9.48)
The so-called open string metric, denoted by Sab, is the inverse of (9.47) and is given
by
Sab = γab −
[
F. γ−1. F
]
ab
. (9.49)
Given the background geometry, the embedding and the worldvolume gauge field,
we can compute the components of the osm. In this case, it turns out to be off-
diagonal in the {r, t}-plane. However, under the coordinate transformation t→ τ =
t+ f(r), r → R and then relabelling (τ, R) as (t, r), the osm can be diagonalized in
the following explicit form:
ds2osm = −
r4 − r4∗
R2r2
dt2 +
R2r2
r4 − r4∗
dr2 +
r2
R2
(
dx21 + dx
2
2
)
+R2
(
dθ2 + sin2 θdφ2
)
. (9.50)
Here r2∗ = D
2 + r4H along with D
2 = E2R4. We will consider the diagonal metric. On
the other hand, the components of Aab are given by
Aab =

0 0 D
r2
0 0 0
0 0 DR
2
r4H−r4
0 0 0
−D
r2
− DR2
r4H−r4
0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

(9.51)
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Here, we have used the explicit solution for the gauge fiels: a′x(r) =
Dr2
r4−r4H
. Now, we
consider the following modes of the fluctuation:
δA = δAt(t, r) dt+ δA||(t, r) dx1 + δA⊥(t, r) dx2 . (9.52)
Here, the symbols || and ⊥ corresponds to gauge modes parallel and perpendicular
to the electric field, respectively. With all these ingredients we look to solve the
equations of motion in both (t, r).
9.5.2 Solution in (r, t) Coordinates
The equation of motion in covariant form reads:
∂a
(√−detMSab δFbc Scd) = 0 , (9.53)
where δFab is obtained from the gauge fluctuations in (9.52). Written in components,
these take the following form:
r equation : ∂t
(
r2 ∂rδAt
)
= 0 . (9.54)
t equation : ∂r
(
r2 ∂rδAt
)
= 0 . (9.55)
On solving these two we get:
δAt(r, t) = c1 − c2
r
. (9.56)
This mode will not have any dynamics and we shall set this mode to be identically
zero (c1 = 0, c2 = 0).
Let us now look at the following:
x1 equation : ∂t
(
r2Stt (∂tδA‖)Sx1x1)+ ∂r (r2Srr (∂rδA‖)Sx1x1) = 0 . (9.57)
We look for a solution δA‖(r, t) = f(r)eiωt. Plugging this in, we get:
r
(
r4 − r4∗
)2
f ′′(r) + 2
(
r8 − r8∗
)
f ′(r) +R4r5ω2f(r) = 0 . (9.58)
This equation has the solution:
δA‖(t, r) =
(
C1 e
iωr˜ + C2 e
−iωr˜) eiωt (9.59)
where r˜ is the tortoise coordinate we will shortly describe. Finally, we look at the
x2-equation: Because of the isotropy in the {x1 − x2}-plane, x2 equation is also
identically same as the previous equation with the same solution. Thus,
δA⊥(t, r) = δA‖(t, r) .
(
C1 e
iωr˜ + C2 e
−iωr˜) eiωt . (9.60)
We will now discuss the Kruskal patch analysis.
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9.5.3 Kruskal extension and Solution in Kruskal Patch
To find the explicit Kruskal patch, it is sufficient to look at the {t, r}-plane of the
osm geometry. This is given by
ds2 = −r
4 − r4E
R2r2
dt2 +
R2r2
r4 − r4E
dr2 + . . .
=
r4 − r4E
R2r2
(−dt2 + dr2∗) , (9.61)
where the tortoise coordinate is given by
r∗ =
∫
dr? =
∫
R2r2
r4 − r4E
dr =
R2
4rE
[
2 tan−1
(
r
rE
)
+ log
(
r − rE
r + rE
)]
. (9.62)
Now, we define the Eddington-Finkelstein coordinates as:
v = t+ r∗ , (9.63)
u = t− r∗ . (9.64)
Subsequently, the Kruskal coordinates are:
V = exp
[
2vrE
R2
]
=
√
r − rE
r + rE
exp
[
2trE
R2
+ tan−1
(
r
rE
)]
(9.65)
U = −exp
[
−2urE
R2
]
= −
√
r − rE
r + rE
exp
[
tan−1
(
r
rE
)
− 2trE
R2
]
. (9.66)
Finally, we define:
T =
1
2
(V + U) =
√
r − rE
r + rE
exp
[
tan−1
(
r
rE
)
sinh
(
2rEt
R2
)]
, (9.67)
Y =
1
2
(V − U) =
√
r − rE
r + rE
exp
[
tan−1
(
r
rE
)
cosh
(
2rEt
R2
)]
(9.68)
Now given the above map, we need to write the components of Sab, δFab and
Aab in the {T, Y } coordinates. The osm is given by (using starndard coordinated
transformation rule)
ds2 = Ω(r)
(−dT 2 + dY 2)+ r2
R2
(
dx21 + dx
2
2
)
+R2
(
dθ2 + sin2 θdφ2
)
, (9.69)
Ω(r) =
R2 (rE + r)
2 (r2 + r2E) exp
[
−2 tan−1
(
r
rE
)]
4r2r2E
. (9.70)
As far as the fluctuations are concerned we saw that δAt has no dynamics. On
the other hand, because of the isotropy in the {x1, x2}-plane, the parallel and the
transverse fluctuations have exactly identical solution at the quadratic order. Fur-
thermore, all these modes are decoupled from each other. From now on, we will
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concentrate only on the transverse fluctuation and set the remaining two modes to
zero. This induces a drastic simplification in the subsequent analysis, since
Tr
(M−1δM) = AabδFab = 0 , (9.71)
which holds identically, even without performing the integration. Moreover, we will
now write δA = δA⊥ (T, Y ) dx2, which is related to the Poincare´ patch solution via
the map: T = T (r, t) and Y = Y (r, t). Also, the explicit components of Aab are
quite complicated in the {Y, T}-coordinates so we are not presenting those.
Gathering all these, in the Kruskal coordinates, the quadratic action (9.45) now
becomes:
S
(2)
vector =
1
2
TD5
∫
dTdY R2
(
δA˙2(T, Y )− δA′2(T, Y )
)
=
1
2
∫
dTdY
(
δA˙2ren(T, Y )− δA′2ren(T, Y )
)
. (9.72)
where we have redefined the fields as δAren ≡ R
√
TD5 δA to canonically normalize
the kinetic term. Also, ˙≡ ∂T , ′ ≡ ∂Y . We can freely drop the subscript “ren”
from the redefined fluctuations. This results in the following equation of motion:(
∂2T − ∂2Y
)
δA = 0 , (9.73)
which has the solution:
δA = F (T + Y ) + F (T − Y ) . (9.74)
Here F is a completely arbitrary function, desired to be smooth on physical grounds.
Note that this solution resembles (9.59), written in Kruskal coordinates. Also (9.73)
follows from the general covariant equations in (9.46), by invoking the Poincare´ to
Kruskal map.
9.6 At 4th Order
To compute the 4-point OTOC, we need to calculate the four-point interaction term
in the probe sector. This can be simply done by evaluating the quartic piece in the
fluctuation Lagrangian, and subsequently setting this term on-shell with respect to
the quadratic action. Let us now evaluate the quartic interaction piece. We will
set the scalar fluctuations to zero and also set TrX = Tr (M−1δM) = 0. The
last condition eliminates a cubic interaction term which is otherwise present in the
fluctuation Lagrangian. Expanding the DBI action upto fourth order, we get:
S
(4)
D5 = −TD5
∫
d6ξ
√−detM
(
1
32
(
TrX 2)2 − 1
8
TrX 4
)
=
N epi/2
16r2E R
2TD5
∫
dTdR
(
δA˙2ren − δA′2ren
)2
. (9.75)
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The last line above, we have used the rescaled δAren, defined below (9.72). Also,
(9.75) has been evaluated near the horizon, i.e. at U ≈ 0 and V ≈ 0. The constant,
denoted by N , represents an O(1) constant, coming out of the integral over the
angular coordinates. Substituting (9.74), we can recast this quartic action as:
S
(4)
D5 =
N epi/2
2r2E R
2TD5
(∫
dζF ′(ζ)2
)2
. (9.76)
At this order, the contribution is schematically similar to the one obtained in e.g. [10].
10 4-point OTO Correlation
Figure 5. A Penrose diagram representation of the 2−2 elastic scattering which is used to
calculate the phase shift. This is identical to the discussion in [7]. The Kruskal extension
was obtained in [39].
A schematic pictorial representation of the 2 − 2 scattering process is demon-
strated in figure 5. We are interested in computing the OTOC of the form: 〈A(t4)A(t3)A(t2)A(t1)〉,
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where A is the boundary operator corresponding to the field δAren, which was intro-
duced in the previous section. We are considering a thermal expectation value at
temperature
T = β−1 =
rE
piR2
, (10.1)
which is the temperature associated with the osm horizon.
This calculation, following the treatment in [7], can be set up as a 2− 2 scatter-
ing amplitude computation in the corresponding thermofield double state. From a
geometric point of view, this eventually corresponds to the elastic scattering process
between two incoming high-energy pulses into two outgoing high-energy modes. Fi-
nally, this scattering amplitude in the thermofield double state can be re-interpreted
in terms of the one-sided thermal correlation function.
Thus, the “in” state corresponds to two high energy modes, with momenta pU3
and pV4 ; the “out” state corresponds to two high energy modes, with momenta p
U
1 and
pV2 , respectively. Therefore, the in and out states can be expanded in longitudinal
momentum basis as follows:
A(t3) A(t4) |β〉 =
∫
dpU3 dp
V
4 ψ3
(
pU3
)
ψ4
(
pV4
) ∣∣pU3 pV4 〉in (10.2)
A(t2) A(t1) |β〉 =
∫
dpU1 dp
V
2 ψ1
(
pU3
)
ψ2
(
pV4
) ∣∣pU1 pV2 〉out , (10.3)
where the {ψ} are the wavefunctions of the corresponding field dual to the operator.
Mathematically, they are given by the Fourier transforms of the corresponding bulk-
to-boundary propagators, as explained in [7]. The normalisation of the basis states
are given by
〈pV |qV 〉 = 4p
V
pi
δ
(
pV − qV ) , 〈pU |qU〉 = 4pU
pi
δ
(
pU − qU) , (10.4)
We are interested in high-energy 2 − 2 elastic scattering. Elastic scattering implies
that pU1 ≈ pU3 , pV2 ≈ pV4 , which is a simple consequence of momentum conservation
along U and V directions. Furthermore, the elastic scattering implies that the “in”
state and the “out” state differ only by a phase:∣∣pU1 pV2 〉out ≈ eiδ(s) ∣∣pU1 pV2 〉in , (10.5)
where s = 4pU1 p
V
2 is the corresponding Mandelstam variable. Thus, finally, the OTOC
is given by the overlap integral:
〈A(t4)A(t3)A(t2)A(t1)〉 =
∫
dpU1 dp
V
2 p
U
1 p
V
2 e
iδ(s) ψ∗4
(
pV2
)
ψ∗3
(
pU1
)
ψ2
(
pV2
)
ψ1
(
pU1
)
,
(10.6)
where we have explicitly used momentum conservation conditions. One, therefore,
needs to calculate the phase factor and the corresponding wave functions.
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10.1 Phase factor
From the elastic eikonal gravity approximation, we immediately have δ(s) = S
(4)
D5 ,
where S
(4)
D5 is given by (9.76). Now, the energy of the wave packets is given by
∆E = 2
∫
dζF ′(ζ)2 , (10.7)
and the corresponding Mandelstam variable is s = (∆E)2. There are several ways
to obtain (10.7). Perhaps the simplest is to notice that the fluctuation Lagrangian
in (9.72) is given by a term
(
δA˙2ren − δA′2ren
)
, which yields a Hamiltonian, given
by
(
δA˙2ren + δA
′2
ren
)
. Taking into account the solution in (9.74), and appropriately
accounting the Jacobian corresponding to a co-ordinate transformation, one simply
arrives at (10.7). So, using all these we finally get:
δ(s) =
N epi/2
8r2E R
2TD5
s =
N epi/2
2r2E R
2TD5
pU1 p
V
2 . (10.8)
The phase shift, therefore, has an expected functional dependence with the Mandel-
stam variable s, while the coefficient is determined by the tension of the D-brane.
Evidently, we assume that, for this high energy scattering process, the DBI-action is
a valid description and one thus obtains: δ(s) ∼ s.
10.2 Wave function & Bulk-to-boundary Propagator
Given two bulk points {t, r} and {t′, r′}, we can construct the bulk-to-bulk propa-
gator for the corresponding vector fluctuation, making use of the two analytically
known solutions of the given fluctuation equation at the quadratic order. The cor-
responding solutions are given in (9.59).
The bulk-to-bulk propagator, denoted by G (t, r; t′, r′) satisfies the following
equation:
LG (t, r; t′, r′) = δ (t− t′) δ (r − r′) , (10.9)
where L is The bulk-to-bulk propagator is given by
G (r, t; r′, t′) =
∫
dω
2pi
eiωt [θ(r − r′) f1(r)f2(r) + θ(r′ − r) f1(r′)f2(r)]
=
∫
dω
2pi
[
θ(r − r′) eiω(t+r∗−t′−r′∗) + θ(r′ − r) eiω(t−r∗−t′+r′∗)
]
=
∫
dω
2pi
[
θ(r − r′) eiω(v−v′) + θ(r′ − r) eiω(u−u′)
]
= θ(r − r′)δ(v − v′) + θ(r′ − r)δ(u− u′) . (10.10)
In the above, r∗ is the tortoise co-ordinate defined in (9.62).
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Now, near the boundary (9.60) behaves as:
δA(t, r) ≈ (C1 r∆+ + C2 r∆−) eiωt . (10.11)
where ∆+ = 0 and ∆− = −1. So the bulk-to -boundary propagator is given by
K(r, t; t′) = lim
r′→∞
(∆+ −∆−) r∆+G(r, t; r′, t′) = δ
(
u− t+ piR
2ω
4rE
)
. (10.12)
Had we started with Kernel function e−iω(t−t
′) then we would have had:
K(r, t; t′) = δ
(
v − t− piR
2ω
4rE
)
. (10.13)
For the quanta travelling along v = 0 horizon we shall use (10.12) whereas for the
quanta moving along u = 0 we will use (10.13). With these, the corresponding wave
functions are obtained to be:
ψ1(p
U
1 ) =
2rE
R2
e
piω
2 Exp
[
2rE
R2
t∗1 + i e
−pi
2R2 pU1 e
2rE
R2
t∗1+
piω
2
]
, (10.14)
ψ2(p
V
2 ) =
2rE
R2
e
piω
2 Exp
[
−2rE
R2
t∗2 − i e−
pi
2R2 pV2 e
− 2rE
R2
t∗2+
piω
2
]
, (10.15)
ψ3(p
U
3 ) =
2rE
R2
e
piω
2 Exp
[
2rE
R2
t3 + i e
−pi
2R2 pU1 e
2rE
R2
t3+
piω
2
]
, (10.16)
ψ4(p
V
4 ) =
2rE
R2
e
piω
2 Exp
[
−2rE
R2
t4 − i e−pi2R2 pV2 e−
2rE
R2
t4+
piω
2
]
. (10.17)
Now, it is straightforward to use these wave functions to construct of four-point
OTOC, by computing the overlap integral.
10.3 The Overlap Integral
To evaluate the overlap integral, let us make the following change of variables:
pU1 =
p
ie−
pi
2R2
(
exp
(
2rE
R2
t∗3
)− exp (2rE
R2
t∗1
)) , (10.18)
pV2 =
q
ie−
pi
2R2
(
exp
(−2rE
R2
t∗2
)− exp (−2rE
R2
t∗4
)) (10.19)
and also, analytically continue to t1 = i1 , t2 = t + i2, t3 = i3, t4 = t + i4. This
yields:
〈A(t+ i4)A(i3)A(t+ i2)A(i1)〉 = C
∫ ∞
0
dpdq (pq) e−p−qI (p, q) ,
I (p, q) = exp
[
i (pq) e
2rE
R2
t Ne
3pi
2
2R6r2E
∗
1324TD5
]
, (10.20)
〈A(i3)A(i1)〉〈A(t+ i4)A(t+ i2)〉 = C
∫ ∞
0
dpdq (pq) e−p−q . (10.21)
– 42 –
In the above, we have also defined:
ij = i
(
e
2irE
R2
i − e 2irER2 i
)
, (10.22)
C = 256r
4
E e
2piω exp
[
2rE
R2
(−i1 + i2 − i3 + i4)
]
pi2e−2piR16 (∗13)
2 (24)
2 . (10.23)
Finally, the normalised OTOC is given by
〈A(t+ i4)A(i3)A(t+ i2)A(i1)〉
〈A(i3)A(i1)〉〈A(t+ i4)A(t+ i2)〉 = 1 +
iNe
3pi
2
2R6r2E
∗
1324 TD5
e
2rE
R2
t . (10.24)
Recall that, the temperature associated with the osm event horizon is given by
T =
pirE
R2
=
1
β
. (10.25)
Now, we make the following choices for imaginary time parameters[7]: 1 = 0, 2 =
−β
4
, 3 =
β
2
, 4 =
β
4
. With these, and restoring the temperature dependence, (10.24)
becomes:
〈A(t+ i4)A(i3)A(t+ i2)A(i1)〉
〈A(i3)A(i1)〉 〈A(t+ i4)A(t+ i2)〉 = 1−
Ne
3pi
2
8R6r2E TD5
e
2pi
β
t . (10.26)
Therefore, we finally recover a maximal chaos on the D-brane horizon: λL = 2piT ,
while the temperature is given by (10.25).
A few comments are in order. First, note that the scrambling time behaves as:
tsc ∼ 1
2piT
log
(√
λNc
)
, (10.27)
which is obtained by substituting the D5-brane tension in terms of string length
and string coupling. This result is consistent with the anticipated answer in (9.21).
Moreover, the above calculation can be explicitly carried out when there is an event
horizon in the background AdS5 geometry. Suppose the corresponding background
temperature is given by T , and the electric field on the brane is given by E, then the
resulting Lyapunov exponent is given by
λL = 2pi
(
T 4 + E2
)1/4
. (10.28)
Thus the brane degrees of freedom have a larger Lyapunov exponent compared to
the gravity degrees of freedom. This is due to the lack of strict thermal equilibrium
in this configuration, and the probe sector being an open system.
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11 General Soft Sector
In this section, we will discuss the computation of a 4-point OTOC and the corre-
sponding exponential growth of the same, for an one-dimensional system with soft
degrees of freedom. This is, presumably, determined by a general functional of the
Schwarzian derivative. Here we will not address the question of the UV-theory from
which such an effective description may emerge. Therefore, our analyses and conclu-
sions remain valid as a strict IR-physics.
Schematically, a general action is given by
SIR = − 1
g2
∫
dtF [{ϕ(t), t}] , with
{ϕ(t), t} = −3ϕ¨
2 + 2ϕ˙
...
ϕ
2ϕ˙2
. (11.1)
Here, g is the corresponding coupling and t is the Euclidean time. The Lorentzian
time is related to the Euclidean time via: t = itL. The global symmetry of the action
(11.1) is associated with the following SL(2, R) transformation:
ϕ(t) =
aϕ(t) + b
cϕ(t) + d
. (11.2)
The general equation of motion obtained from the above equation is given by
∂t
[
−∂2t
(F ′
ϕ˙
)
+ F ′
( ...
ϕ
ϕ˙2
− 3 ϕ¨
2
ϕ˙3
)
− 3∂t
(
F ′ ϕ¨
ϕ˙2
)]
= 0 , (11.3)
F ′ ≡ ∂F
∂y
, y ≡ {ϕ(t), t} , (11.4)
The above is a sixth-order differential equation. It is easy to check that for F(y) = y,
we get back the standard quartic equation of motion ∂t{ϕ(t), t} = 0. It is also
straightforward to check that any solution of the purely Schwarzian derivative equa-
tion of motion is also a solution of (11.3), irrespective of the functional form of F .
There can be special and new solutions of (11.3), which fall outside the solution
space spanned by the solutions of the ∂t{ϕ(t), t} = 0 equation; however, we will not
explore those cases.
In order to analyze the equations of motion in more explicit terms, let us use
the co-ordinate transformation[16]: ϕ = tan (ψ/2) with F = {ϕ(t), t}n, n ∈ Z+. The
action in (11.1) takes the following form:
SIR = − 1
g2
∫
dt
[
({ψ(t), t}) + 1
2
(∂tψ)
2
]n
, (11.5)
Using
ψ(t) = t+ (t) , (11.6)
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the action, at the leading order, is given by
SIR = − n
2ng2
∫
dt
[(
2(n− 1)(3)(t)2 + (2n− 1)′(t)2 + 2(2n− 3)(3)(t)′(t)− 3′′(t)2)] .
(11.7)
The corresponding equation of motion is given by
4(n− 1)(6)(t) + 4(2n− 3)(4)(t) + 2(2n− 1)(2)(t) + 6(4)(t) = 0 . (11.8)
The zero modes of this equation, on the solution space (t) = eikt, are given by
k = 0 , ±1 , ±
√
2n− 1√
2n− 2 . (11.9)
In above, we have assumed that
√
2n−1√
2n−2 is an integer, which restricts the allowed
space for n. Clearly, the modes k = 0,±1 is present irrespective of the value of n.
Typically, the presence of the additional zero modes imply there is a bigger symmetry,
compared to an SL(2, R); however, it is not clear to us what physical symmetry this
corresponds to and we will not elaborate on this. The corresponding propagator is
given by
G(t) =
∑
k
ei2pikt/βGk , Gk =
1
k2 (k2 − 1) (k2 − k2n)
, kn =
√
2n− 1√
2n− 2 .(11.10)
In the above sum, we need to avoid the zero modes. The Matsubara summation can
be carried out, using the following integral:
G(t) =
∫
C
dωe(2pitω)/β
2pi
e2piω − 1
1
ω2 (ω2 + 1) (ω2 + k2n)
, (11.11)
where the contour, C, is chosen such that the poles at the ω = −i∞, . . . + i∞ are
included, except ω = 0,±i,±kn. Clearly, the integrand goes to zero as |ω| → ∞
for t < 0. To ensure a similar convergence, we can simply consider an integrand in
which the exponential has a reversed time direction. Thus, all contributions to the
above integral, from infinity, will be zero.
In turn, the integral now boils down to a sum of contour integrals around ω =
0,±i,±kn, which is pictorially demonstrated in figure 6. The resulting propagator is
given by
G(t) =
1
6k4n (k
2
n − 1)2
[
(k2n − 1)
(
6k4n(pi − |t|) sin |t|+(
k2n − 1
) (
k2n
(
3|t|2 − 6pi|t|+ 2pi2 − 6)− 6)
−6pikn csc(pikn) cos(kn(pi − |t|))) + 3
(
9− 5k2n
)
k4n cos |t|
]
, (11.12)
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Figure 6. This is a pictorial representation of performing the Matsubara summation via
a contour integration. On the left, one gathers the residues at each pole, except the zero
modes. Using the bounded-ness of the integrand as |ω| → ∞, we can use an alternative
contour, denoted by the dashed curve, which collects all the residues. When a similar
contour is drawn in the lower half plane, the combined contour can equivalently be thought
of as a contour around the zero-modes.
To make connection with already known result in [16], when n = 1 in (11.1), the
propagator is given by
G(t) =
1
6
(
3|t|2 − 6pi|t|+ 6(pi − |t|) sin |t| − 15 cos |t|+ 2pi2 − 6) . (11.13)
In both the above expressions, we have ignored an overall constant. Note that, start-
ing from the expression in (11.12), one cannot obtain (11.13) by simply substituting
n = 1, since this is a singular substitution. Hence, the n = 1 case needs to be worked
out separately.
Now, similar to [16], we want to evaluate the four point function 〈V (ϕ1)V (ϕ2)W (ϕ3)W (ϕ4)〉.
Using a large N factorization, the leading large N answer is given by
〈V (ϕ1)V (ϕ2)W (ϕ3)W (ϕ4)〉 ∼
(
1
ϕ12
)2∆1 ( 1
ϕ34
)2∆2
, ϕij ≡ ϕi − ϕj , (11.14)
where ∆1 and ∆2 are the conformal dimensions of the field V and W , respectively.
Under the following transformaiton
ϕ = tan
(
ψ
2
)
, ψ(t) = t+ (t) , (11.15)
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we get
〈V (ϕ1)V (ϕ2)W (ϕ3)W (ϕ4)〉 ∼
(1 + ′(t1))∆1 (1 + ′(t2))∆1(
sin
(
t12+(t1)−(t2)
2
))2∆1

(1 + ′(t3))∆2 (1 + ′(t4))∆2(
sin
(
t34+(t3)−(t4)
2
))2∆2
 , (11.16)
which subsequently yields:
C(4) ≡ 〈V (t1)V (t2)W (t3)W (t4)〉〈V (t1)V (t2)〉〈W (t3)W (t4)〉
∼ 1 + ∆1∆2
(
(t1)− (t2)
tan
(
t12
2
) − ′(t1)− ′(t2))((t3)− (t4)
tan
(
t34
2
) − ′(t3)− ′(t4)) .
(11.17)
The formula above is already explicitly presented in [16]. When the low energy
description is a non-trivial functional of Schwarzian derivative, we can now use the
propagator in (11.12), which, for n = 1, reduces to (11.13). We will use the explicit
form of the propagator with the following identifications:
(t1)(t2) ≡ G(t1 − t2) , t1 > t2 , (11.18)
(t1)(t2) ≡ G(−t1 + t2) , t1 < t2 . (11.19)
Thus, we need to evaluate the -dependent terms in (11.17), with a particular
time-ordering. The time-ordering is taken care by the definitions in (11.18)-(11.19),
and the explicit function G(t) is given in (11.12). Let us first evaluate the correlator,
which yields:
C(4) − 1 ∼ cot
(
t1 − t2
2
)(−G(0,1)(t1, t3)−G(0,1)(t1, t4) +G(0,1)(t2, t3) +G(0,1)(t2, t4))
+ cot
(
t3 − t4
2
)(−G(1,0)(t1, t3) +G(1,0)(t1, t4)−G(1,0)(t2, t3) +G(1,0)(t2, t4))
+G(1,1)(t1, t3) +G
(1,1)(t1, t4) +G
(1,1)(t2, t3) +G
(1,1)(t2, t4)
+ cot
(
t1 − t2
2
)
cot
(
t3 − t4
2
)
(G(t1, t3)−G(t1, t4)−G(t2, t3) +G(t2, t4))
(11.20)
Depending on the theory, one can now directly substitute the propagator in (11.20).
The information of the time-ordering is operationally implemented in the absolute
value of the time-separation in each propagator, as is explicitly written in (11.12) and
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(11.13). To evaluate the time-ordered correlator, we impose the following ordering:
t1 > t2 > t3 > t4. Similarly, the four-point OTO correlator is evaluated with the
time ordering: t1 > t3 > t2 > t4.
In the former case, with t1 > t2 > t3 > t4, one does not observe any exponential
growth or the correlator, for any generic value of n, and we do not elaborate on this
case any further. Now, with t1 > t3 > t2 > t4, and substituting t1 = ia, t2 = 0,
t3 = i(tL + b) and t4 = itL, we get:
C(4) − 1 ∼ −i coth
(a
2
) (−G(0,1)(ia, i(b+ tL))−G(0,1)(ia, itL)+
G(0,1)(i(b+ tL), 0) +G
(0,1)(0, itL)
)
+
i coth
(
b
2
)(
G(1,0)(ia, i(b+ tL))−G(1,0)(ia, itL) +G(1,0)(i(b+ tL), 0)−G(1,0)(0, itL)
)
+ coth
(a
2
)
coth
(
b
2
)
(−G(ia, i(b+ tL)) +G(ia, itL) +G(i(b+ tL), 0)−G(0, itL))
+G(1,1)(ia, i(b+ tL)) +G
(1,1)(ia, itL) +G
(1,1)(i(b+ tL), 0) +G
(1,1)(0, itL) . (11.21)
Now, using the explicit propagator in (11.12), it is easy to check that the leading be-
haviour in the real time coordinate tL comes from the leading trigonometric function
after performing analytic continuation. The relevant pieces are: sin |t|, cos |t| and
cos (knpi − kn|t|). Each of these pieces yields an etL or ekntL factor after the analytic
continuation above. In the limit tL  {a, b}, this exponential piece will dominate
the corresponding expression. This, schematically yields:16
C(4) − 1 ∼ eλLtL + sub− leading , (11.22)
with
λL =
2pi
β
max (1, kn) , (11.23)
where the explicit thermal factor of (2pi)/β has been restored. The max function
selects the greatest real number in the list. In the regime 1 ≥ kn, we obtain a
canonical chaos bound saturation: λL = 2piT . On the other hand, when kn > 1, we
obtain:
λL =
2pi
β
kn =
2pi
β
√
2n− 1√
2n− 2 . (11.24)
Before moving on, let us make a simple observation. In [40], a corresponding chaos-
bound was explored for a two-dimensional conformal field theory with higher spin
16Note that, it is possible, for certain values of n, the coefficient of the exponential growth
vanishes and therefore the correlator has no growth with an ekntL mode. However, this is not a
generic situation and may happen for fine-tuned values of n. We will not explore this possibility
here.
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currents, with a bound on the spin s ≤ N . Here N is a finite number and greater
than two. In this case, the corresponding Lyapunov exponent is given by λL =
(2piT )(N − 1). A simple algebraic map n = (1− 2N2)/(2− 2N2) directly relates this
to the formula in (11.24). In particular, for N = 3, one obtains n = 1 + 1
16
.
The action functional F has imprints on the scrambling time as well, denoted
by tsc. In the case kn > 1, this is determined by
O
(
K(n)e 2piβ kntsc
)
= O(1) =⇒ tsc ∼ 1
2piTkn
log (K(n)) . (11.25)
Here K(n) is a function of the index n as well as the central charge of the system. The
corresponding scrambling time is further suppressed. Evidently, in the case kn < 1,
the scrambling time is the standard tsc ∼ β/(2pi) log(central charge). As remarked
in [40], the violation of the chaos bound or the too-fast scrambling (for kn > 1)
indicates potential problems with such theories. The kn < 1 region is therefore, a
priori, problem-free. This corresponds to n ∈ (0, 1
2
], for positive values of n. Clearly,
n = 1 is the standard Schwarzian theory, which does not fall under the above analysis.
Note also that, when kn is purely imaginary, the additional poles in figure 6 sit on
the real ω axis (the horizontal axis). Correspondingly, the contour in the upper half
plane in figure 6 can be appropriately deformed to avoid those. In turn, once again
the resulting sum will be obtained by evaluating the residues around the zero modes.
This has no bearing on the exponential growth of the four point OTOC, since, upon
subsequent analytic continuation, these zero modes will contribute to oscillatory
behaviour. This corresponds to the parametric space n ∈ [1
2
, 1]. Incidentally, the
entire n < 0 regime is also allowed by this consideration. Finally, note that, in the
n → ∞ limit, kn → 1, and thus the point at infinity also seems viable. However,
this is a more subtle point since one needs to investigate how to close the contour at
infinity when such a pole is present. Summarizing, the allowed range of the power
in (11.1) is given by
n ∈ (−∞, 0) ∪ (0, 1] , (11.26)
in which n takes values such that the zero modes occur at integers values.
Before concluding this section let us briefly look at the thermodynamic properties
of the effective action (11.1). We have chosen the overall sign in front of the integral
in (11.1) in congruence with [16], such that the n = 1 case readily reproduces the
standard Schwarzian action. The general equation of motion can be derived from
(11.5), which has a simple solution[16]: ψ = (2pi/β)t. The factor of (2pi/β) is chosen
such that ψ = ψ+2pi, upon the identification t = t+β. On this solution, the on-shell
action can be evaluated which yields the logarithm of the corresponding partition
function:
logZ =
2npi2n
g2
β1−2n , (11.27)
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which yields the following entropy:
s = logZ − β∂ logZ
∂β
=
2n+1npi2nβ1−2n
g2
. (11.28)
The corresponding specific heat scales as cV ∝ T 2n−1, where the proportionality
constant is positive. The sign of the proportionality constant is directly related to
the sign of the action in (11.1). Hence cV > 0 is guaranteed by design. Note, however,
that for n = 1/2, the specific heat becomes temperature independent. The entropy,
therefore, can be completely attributed to be an extremal entropy. Moreover, for
n < 1/2, the corresponding temperature scaling is rather unusual.
12 Conclusions
In this article we have explored a few aspects related to maximal chaos. First, we
obtained an effective Schwarzian action from an open string embedded in an AdS-
background, including the interaction term of this Schwarzian modes with a general
fluctuation degree of freedom. Secondly, we explicitly demonstrated a few examples
from a D-brane worldvolume perspective that, even without a strictly gravitational
theory, maximal chaos can be obtained from a non-linear theory, such as a DBI-
action. In fact, although we have not included the explicit example, one can consider
more general backgrounds in which a similar analytical calculations can be performed.
For example, take the so-called Lifshitz symmetric geometries, specially when the
dynamical exponent is equal to two. Following [41], the gauge field fluctuations
around a space-filling defect brane-like degree of freedom can be analyzed, similar to
the D5-brane fluctuations that we have described in details. For this case, also, one
observes a maximal chaos set by the constant electric field on the brane worldvolume.
Finally, we have also demonstrated that for a general class of systems, described by
a functional of the Schwarzian action, maximal chaos will occur.
We have left many stones unturned. For example, it is likely that a purely
worldsheet analysis exists in describing the Schwarzian action and its’ coupling to
other heavier modes. This will be a very interesting aspect to chalk out. More
speculatively, a similar description may also exist for a general D-brane worldvol-
ume, perhaps not in terms of a Schwarzian effective dynamics. In such cases, the
corresponding Rindler dynamics dictates the maximal chaos and it is an interesting
possibility if there exists an effective description of a soft sector around a Rindler
geometry. In the context of a general semi-classical system, which may or may not
have a holographic dual, it is also an interesting question to explore whether maximal
chaos selects out a special class of systems, see e.g. [42, 43] for some related studies
in CFTs.
There are certainly relatively straightforward follow-ups of the current work. For
example, a comprehensive analysis of the fluctuation modes including the longitu-
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dinal fluctuations will complete the discussion. The apparent violation of the chaos
bound for the D-brane fluctuations is intuitively due to the lack of a precise thermal
equilibrium in the configuration, however, it will be useful to figure out precisely
what step of [8] is violated by such a D-brane configuration.
Generically, it seems non-linearity is essential for the exponential growth of the
corresponding OTOC, however, it remains unclear whether there is a special class
of such non-linear theories. A four-point OTOC generally grows in time, but with a
power law. It would be rather interesting to sharpen this difference, even on a class
of examples. Moreover, one may investigate higher point OTOCs, although these
are generally hard to calculate, except in relatively simple cases such as the IR-limit
of the Sachdev-Ye-Kitaev-type model itself[44].17 Another intriguing aspect is the
nature of growth of an OTOC in a generic state, which is not thermal. Certainly,
from a classical perspective, one does not require a thermal state to define a Lyapunov
exponent, and there may be an analogue in the semi-classical scenario. We hope to
address some of these issues in near future.
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