Abstract: Accurate air-conditioning load forecasting is the precondition for the optimal control and energy saving operation of central air-conditioning system. However, the single forecasting method, such as autoregressive integrated moving average (ARIMA), grey model (GM), multiple linear regression (MLR) and artificial neural network (ANN), has not enough accuracy. In order to improve the accuracy of air-conditioning load forecasting, the combination forecast develops. But so far there are no literatures that explain how to choose the single forecasting methods to build the combination forecast that can further improve the forecasting accuracy. To further improve the forecasting accuracy, a forecasting method with dynamical combined residual error correction is proposed. The residual error correction model and its combination ways are analyzed, and the very high accuracy with mathematical proof is realized in this paper. A case study indicates that the dynamical combination ways proposed in this paper can further improve the accuracy of combination forecasting and satisfy the accuracy requirement of air-conditioning load forecasting.
INTRODUCTION
Because the central air-conditioning system runs under the part load in most cases, the possibility of energy saving can be realized. In order to save the most energy, the airconditioning load must be calculated. Accurate airconditioning load forecasting is the precondition for the optimal control and energy saving operation of central airconditioning system [1, 2] . Therefore, the air-conditioning load forecasting model must be built to accurately forecast the air-conditioning load before the global optimization control and energy saving of the air-conditioning is done.
Prior research has been done for both the prediction of cooling and heating loads. The approaches discussed in the literature include grey model (GM), multiple linear regression (MLR), autoregressive integrated moving average (ARIMA) and artificial neural network (ANN), etc. These methods have their own scope of application. The grey model was initially used for the heating load forecasting [3] [4] . The grey model has two advantages. Firstly, it can be applied in circumstances with relatively little data. Secondly, it can characterize a system with a first-order differential equation. The grey model is usually applied for the long-term forecasting [5] [6] [7] [8] . MLR is one simple method that is very easy to be understood and accepted. But it may be a little rough because there are non-linear relationships in practice. MLR is usually applied to forecast the development trend of happenings [9] . ARIMA is an example of statistical forecasting Model [10] . It is very easy and it works with single data.
Because of its rapid forecasting speed, ARIMA is normally used for the short-term prediction.
In recent years, considerable attention has been given to ANNs, unlike energy analysis based on analytical models and industrial methods. Much reported study on ANN applications in the field of thermal load prediction proves that ANN is successful in prediction areas [11] [12] [13] [14] [15] [16] [17] [18] . The ANN is good for some tasks while lacking in some others [11] . There are many algorithms for artificial neural network, such as error back propagation (BP), radial basis function (RBF) and Elman. The Elman neural network (ENN) is one simple method to forecast the air-conditioning load [12] . BP is the most popular algorithm applied in load prediction with artificial neural network model [13] [14] [15] . However, BP program has some fatal shortcomings such as the difficult determination of good initial weighs and the very slow convergence speed of learning. Aiming at the defects of BP neural network, the radial basis function neural network(RBFNN) has been developed [16] [17] . In general, ANN has the advantages of self adaptability and the the ability of learning, but its optimal network structure is difficult to find and it needs a lot of train sample. The accuracy of forecasting can still be improved, and ANN is usually applied for short-term prediction [18] .
In order to further improve the accuracy of load forecasting, the combination forecast theory develops. It can improve actually the forecasting accuracy. However if the viewpoint and method of choosing the single forecasting model that is used to form the combination forecasting method are different, the accuracy of load forecasting is also different. So far there are no literatures that explain how to choose the single forecasting to build the combined forecasting model that can further improve the forecasting accuracy.
The main objective of this paper is to present a new improved method for load forecasting with high precision using the RBFNN with dynamical combined residual error correction. The RBF neural network is chosen to predict the airconditioning load because of its generality and rapid learning rate. At the same time, a combined forecasting model with dynamical combined residual error correction, which is the combination of two models of ARIMA, MLR, Elman and GM, is built to forecast the residual errors of RBF neural network and make the correction. The residual error correction model and its combination ways are analyzed, and the very high accuracy with mathematical proof is realized in this paper. A case study demonstrates that the forecasting accuracy of RBF neural network with dynamical combined residual error correction is better than that of RBFNN with two rigid model correction and RBFNN itself.
RBF NEURAL NETWORK FORECASTING MOD-EL WITH COMBINED RESIDUAL ERROR COR-RECTION

The RBF Neural Network Forecasting Model
The RBFNN is a kind of feed-forward network. In general, RBF network is a three-layer network. The RBF network structure that is used in this paper [16] [17] [18] [19] is shown as Fig. (1) .
Here, the input layer consist of m units which represent the elements of the input vector x. The hidden layer is composed of n basis functions that execute non-linear mapping. The activation of a hidden neuron is determined by computing the distance between its center vector and the vectors which are yielded by the activation of the input layer. The action of a neuron in the output layer is determined by computing the weighted sum of output of hidden layer. The Gaussian exponential function is often used to define the basis function for the hidden nodes. It is shown as the follow:
where, T i is the center of the ith RBF unit, T i = (t 1 ,t 2 ,!!!,t n ) ; X (t) is the input vector of the tth input node,
The network output f(x) can be built by a linearly weighted sum of the number of basis functions in the hidden layer. The network output values can be computed by Equation (2):
where, i w is the weight from the ith hidden layer neuron to the output layer neuron, f (x) is the output node in the output layer, m is the node number of hidden layer, t=1,2 … N, N is the total number of samples.
The error is defined as Equation (3) e t
Where, y(t) is real load, the study process makes the total errors of sample set minimum as Equation (4) min E W
The RBFNN has two operating modes, named training and testing. The number of RBFs, the output layer weight matrix and the corresponding centers can be determined after the training of RBF network. The details of computing program and algorithm can be found in Refs. [15] . An RBFNN input layer hidden layer output layer can easily calculate the output for any new input vectors after it is determined and well trained.
When the RBFNN is applied to build the air-conditioning load forecasting model, the input layer includes eight neurons that receive input signals of outdoor air temperature at τ-1, outdoor air temperature, outdoor air humidity and solar radiant intensity at τ, outdoor air humidity, outdoor air temperature and solar radiant intensity at τ the day before, and the air conditioning load at τ the day before. The output layer has one neuron that calculates the prediction result of airconditioning load. The node number of the hidden layer is calculated by the empirical formula m = nl where n is the node number of input layer and l is the node number of output layer. The RBF model for air-conditioning load forecasting is shown in Fig. (2) .
Residual Error Correction with a Combined Model
Assuming that the forecasted air-conditioning load at the time point τ is Q RBF and the actual load Q act , the residual error, Q e , can be written as:
Known from Eq. (5), if the residual error, Q e , is known, the result, Q act , at τ can be written as:
Thus, the residual error, Q e , at τ should be determined by the residual error model, which is also a forecasting problem.
The Combined Forecasting Model for Residual Error Prediction
The combination forecasting theory is one very popular subject in the area of forecasting. It is based on a certain linear combination of various results from different forecast models [20] [21] [22] . It can greatly improve performance and its mean deviation during a period can minimize because it can take full advantage of the useful information of different models. Its forecasting result is superior to other single forecasting methods. Now, two typical forecasting methods, including autoregressive integrated moving average (ARIMA) and Elman, are used to establish the residual error model, respectively, at the same time, they are employed to establish the combined forecasting model and make the residual errors correction.
For a certain forecasting problem, assume the residual error in period t is Q e,t (t=1,2,.,n) and the forecasting value of Q e,t, in period t by ARIMA and Elman model are Q e,ARI and
Q e,ELM . Suppose the weights vector is
the combined residual error-forecasting model can be expressed as follows [22] :
where, Q e,ARI Q !,!"# , Q e,ELM are prediction values of residual error forecasted by ARIMA model and Elman model, respectively. ! ARI , ! ELM are combination weights of the two forecasting models correspondingly, meanwhile, the constraint equations exist as the following:
Determining the Weights in the Combined Model
In order to dynamically optimize the combination weights according to the historical data, the method of least error square sum (LESS) is used to determine the weights in the combined model [5] . The equivalent equations can be expressed as: Outdoor air humidity at time point τ Solar radiation at time point τ Air-conditioning load at time point τ the day before
Outdoor air temperature at time point τ the day before
Outdoor air humidity at time point τ the day before Solar radiation at time point the day before
Outdoor air temperature at time point τ-1 ... Fig. (2) . The RBF model for air-conditioning load forecasting.
Supposing that the forecasting deviations of single model for residual error prediction are given as follows:
The deviation of combined residual error forecasting model, ε combine , can be got as:
Thus, Equation (8) can be written in the form of matrix:
where
The forecasting errors sequence of residual error forecasting model of Q e,ARI and Q e,ELM are defined respectively as Equation (13) and Equation (14) .
Because Q e,ARI and Q e,ELM were independent of each other, it is easy to know that the covariance between Q e,ARI
and Q e,ELM is equal to zero according to the statistical theory. That is to say, The following Equation (15) can be got.
For stationary series, their deviation series is white noise and the mathematical expectation is equal to zero. Therefore, the following Equation (16) can be got.
Combine the Eqs. (15) and (16), the following results can be got:
Eq. (18) is equal to Equation (17)
The Lagrange function is introduced to solve Equation (12) as Equation (19):
Then the Equation (20) can be got by solving Equation (19) ,
The weights, ! ARI , ! ELM in the combined forecasting model can be calculated as:
According to Equations (7) and (21), the combined model can be built to revised the air-conditioning forecasting load of RBFNN.
The Forecasting Error of RBFNN Forecasting Model with Combined Residual Error Correction
Supposing that the relative forecasting error of ELMAN is denoted as ! E ELM and the relative forecasting error of ARIMA is denoted as ! E ARI , the combined relative forecasting error, ! E z , can be expressed as: (22) Assuming the forecasted load by RBFNN is denoted as Q RNN,f at time τ and the actual load is denoted as Q act , the relative forecasting error of RBFNN, ! E RNN , can be written as:
where, !E RNN ,act is the actual residual error of RBFNN at
When the combined forecasting model is used to predict the actual residual error, !E RNN ,act the relative forecasting error, !E Z , can be written as:
where, !E z is the forecasted residual error of RBFNN by the combined forecasting model.
When !E z is used to correct the forecasted airconditioning load by RBFNN, the ultimate residual error of RBFNN can be expressed as:
Thus, the relative forecasting error of RBFNN with com-
, can be written as:
According to Equations (22), (24) and (26), the following equation can be got:
In accordance with the combination theory, Equation (28) exists:
Assuming the following conditions are given:
Equation (30) can be deduced from Equations (26), (27):
Equation (30) shows that the forecasting accuracy of RBFNN can be improved after the residual error correction by the combined forecasting model.
The Combination Ways and Dynamical Combined Residual Error Correction
According to the above knowledge, the forecasting accuracy can be improved after the residual error correction by the combined forecasting model. However, as mentioned, each forecasting model has own characteristic and application range. In addition, some influence factors of every single forecasting model are uncertain and random, which leads to the unstable forecasting accuracy. Therefore, if the number of single forecasting models that are used to finish the residual error correction is fixed, how to choose the single forecasting model in multiple forecasting models to form the combined forecasting model? This paper takes the combined forecasting model that is made up of two single forecasting models for example and proves that residual error correction by the dynamic combined forecasting model can further improve the forecasting accuracy.
For the air-conditioning load prediction in certain period, suppose there are four forecasting models, and their forecast-
If the following conditions are satisfied:
Known from Equations (31), (32), (33), (34), (35) and (36), the following result can be got:
where ! 1 , ! 2 , ! 3 , ! 4 are respectively the weights of forecasting model 1, forecasting model 2, forecasting model 3 and forecasting model 4.
According to the Equation (22), the following Equations (38) and (39) can be got:
Combine the Equations (37), (38) and (39), the following condition can be given:
Where ! E Z ,12 is the combined relative forecasting error based on the forecasting model 1 and forecasting model 2, ! E Z ,34 is the combined relative forecasting error based on the forecasting model 3 and forecasting model 4.
The following Equations (41) and (42) can be got according to Equation (27) ! E RNN ,12
Combine the Equations (40), (41) and (42), the following results can be got:
After the residual error correction by different combination, the range of relative forecasting errors ! E RNN " is given:
Combine Equations (43), (44) and (45), Equation (46) comes into existence:
The above mathematical derivation proves that if the number of single forecasting models that are used to finish the residual error correction is fixed, the single forecasting models whose relative forecasting errors are smaller can be chosen to form the combined forecasting model that can further improve the forecasting accuracy. Therefore, the following idea can be got: the single forecasting models that are used to revise the residual error correction should be chosen dynamically according to respectively relative forecasting errors in different period, so that the combined forecasting accuracy can be further improved.
THE FORECASTING FLOWCHART OF RBFNN MODEL WITH DYNAMICAL COMBINED RESIDU-AL ERROR CORRECTION
There are two main aspects on the air-conditioning load forecasting with RBFNN model with dynamical combined residual error correction. One is the RBFNN forecasting model, the other is the dynamical combined residual error forecasting model among different period. The forecasting result of RBFNN forecasting model is basis, and it is revised by the combined residual error. The detail forecasting flowchart is showed in Fig. (3) . 
A CASE STUDY
The load forecasting method is applied in one central airconditioning experiment platform. The forecasting result of RBFNN forecasting model is basis, and the results of other combined forecasting models make the corrections for RBFNN forecasting. In order to analyze the result of different combined residual error corrections, there are three combined ways to revise the forecasting result of RBFNN forecasting model. The first combined residual error is finished with ARIMA and ELMAN model. The second combined residual error is finished with MLR and GM model. The third combined residual error is finished with dynamical combination that is presented in this paper. It chooses dynamically two single forecasting models with less average relative errors in four forecasting models that are used in this paper during different prediction period.
Three-year datum was used to train the RBFNN forecasting model and other forecasting models that are used in this paper. They were used to forecast ten-hour air conditioning of one day in the winter. Fig. (4) Fig. (7) , it is easy to get the conclusion that the forecasting accuracy of RBFNN with dynamical combined correction is higher that of RBFNN with fixed correction. Almost all the relative error of RBFNN forecasting with dynamical combined correction can be controlled within 3%.
CONCLUSION
An air-conditioning load forecasting method with dynamical combined residual correction is proposed in this paper. It uses RBFNN for the forecasting and it uses the dynamical combination for residual correction. The dynamical combination consists of two models with least relative errors of ARIMA, ELMAN, MLR and GM for residual in certain period. One case study indicates the forecasting accuracy with dynamical combined residual correction is higher than other forecasting method and almost all the relative errors are controlled within 3%.
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