Perturbative quantum field theories frequently feature rational linear combinations of transcendentals (periods). A prominent series of these periods are the odd zeta values ζ(2n + 1). In massless φ 4 -theory we show that the periods originate from certain (primitive) vacuum graphs. Primitive graphs with vertex connectivity 3 are reducible in the sense that they lead to products of lower (loop-)order periods. The number of irreducible primitive graphs is determined up to 11 loops and a list of graphs with their associated periods (if available) is given up to 8 loops.
Introduction
The last decade has seen a renewed interest in perturbative quantum field theory (pQFT). On the one hand, progress has been accieved on amplitudes with many legs and a low number of loops (zero or one) [1] , [2] , [3] (and the references therein). From an experimenalist point of view these results will be vital in the analysis of upcoming LHC-data. On the other hand the study of many loops with a low number of external legs is important for the understanding of high precision experiments like the measurement of the anomalous magnetic moment of the electron [4] , [5] . Huge theoretical efforts on the numerical [6] as well as on the analytical side [7] , [8] (see below) are accompanied by new insights from conjectured relations between pQFT, number and knot theory [9] , [10] , [11] , [12] , Hopf algebras [13] , [14] , [15] , and algebraic geometry [16] , [17] , [18] .
This article focusses on the second aspect of pQFT. To clarify affairs we start with a short aside in pQED looking at the anomalous magnetic moment of the electron. Fifty years of computations provide us with 3 orders of radiative corrections to the 'classical' value g = 2. The coefficient of the first order was derived in 1948 [21] , the second order in 1957 [22] , [23] . The calculation of the third order was finished in 1996 [7] . We give the result in an unconventional way by introducing numbers 
We use the left hand side of Eq. (1) to define U 1 = − ln(2) and the right hand side to define U 0 = −1/2. We do not need U 4 because we may use U 2 2 instead. Now, we can give the result for g − 2 in terms of the U's and rational numbers (the coupling α is measured to α/π = 0.002 322 819 455 . . .): This result stands out from other multi-loop calculations because it is very likely correct (except for the author's missprints): The above number can actually be measured to a precision that controls the calculation. We see that the first order is given by a rational number, whereas the second order is provided by a sum of 4 terms: a rational number plus 3 transcendentals. We may consider the sum as an element in a 4-dimensional vector space over É. This picture, however, may be pre-mature: If we give the Unumbers a grading (a weight) by adding the indices in a product we see that the first two transcendentals are of weight 3. Maybe we should combine the two numbers to provide a sole transcendental (written as the sum U 3 + 6U 2 U 1 ) resulting in a 3-dimensional vector space over É for the second order. How can we tell? We have to look at all other sorts of QED-experiments and check if we can write the second order in terms of U 0 , U 2 , and U 3 + 6U 2 U 1 . The Lamb shift e.g. is of this type. The second order coefficient reads U 3 + 6U 2 U 1 + 49/(2 2 3 2 ) · U 2 + 4819/(2 5 3 4 ) · U 0 [24] . Moreover, we see that we actually need (a minimum of) two transcendentals at two loops because the ratio between the weight 2 and the weight 3 transcendental differs from Eq. (3). In general, transcendentals of different weight can not be combined: The grading is 'physically' preserved. On the other hand, the full photon propagator features a U 3 not paired by a U 2 U 1 [25] . However, the photon propagator is gauge-dependent and not an observable quantity.
Looking at the third order contribution in Eq. (3) we see transcendentals up to weight 5. The grade grows in steps of 2 with every (loop-)order. Moreover, the third order coefficient features all lower order transcendentals and (some of) their products. (It can not contain U 2 3 because this is of weight 6, but U 2 2 U 1 is absent for some unknown reason.)
Both are generic features: The coefficients lie in a graded É-algebra and the grade grows in steps of 2 with the loop order. The new elements we have to add at third order are one (at least) weight 5 transcendental U 5 , one weight 4 transcendental U 3,1 , and-in the case that a sole weight 3 transcendental suffices at second order-one weight 3 transcendental to accout for the new ratio between U 3 and U 2 U 1 .
In this paper we focus on perturbative massless φ 4 -theory which is technically less intricate than pQED but still shows the structure we are interested in. It is known (up to 6 loops) that the φ 4 beta-function expands into a power series in the coupling g with coefficients that are rational linear combinations of transcendentals similar to the U's introduced above. The transcendentals are periods in the sense of [19] . Such periods were found to be quite generic for pQFTs [20] . In [9] the periods were reported up to 7 loops as multiple zeta values (with 3 numbers missing). Here, we want to reproduce and augment the list (the 'census'). Another objective of the paper is to simplify and symmetrize the graph theoretical side of the problem by introducing a mapping from certain ('primitive') φ 4 vaccuum (i.e. 4-valent or 4-regular) graphs to periods. This reduces the number of graphs to be considered. Primitive vacuum graphs are relatively sparse at a 'low' number of loops (e.g. 2 at 5 loops or 14 at 7 loops), however they become quite abundant at higher loops (9721 at 11 loops, see Tab. 1).
As a side effect of the approach we recognize that primitive vaccuum graphs with vertex connectivity 3 evaluate to products of lower order periods. The graphs of these periods are obtained by a simple splittig procedure (see Fig. 2 ): We will find that a gluing of trianges is the graphical prescription of the product. We call primitive vacuum graphs with vertex connectivity 3 (primitive graphs can not have a vertex connectivity of 2 or less) reducible. Simple as it is, reducibility is quite frequent and 'solves' e.g. 1035 of the 9721 periods at 11 loops.
In the following we concentrate on irreducible (vertex connectivity ≥ 4) primitive graphs and implement another reduction: Fourier symmetry [9] , [26] . Fourier symmetry is a symmetry between coordinate space and momentum space inherited from the bare propagator (see Eq. (5)). It provides an equivalence relation on graphs. However, this symmetry is rare and most classes consist of one element only. At 11 loops we have 24 classes of 2 elements and one class of 3 elements reducing the number of independent graphs by 14.
With these results we understand some 'trivial' relations between periods. However, there are expected to be many more integer relations between periods. Only few are known (see Tab. 4) and we do not understand the origin of these relations. We do not even know which graphs are connected by integer relations.
From a physical point of view one may dought the value of these considerations because the periods considered here are not directly linked to observables. However, they are kind of a concentrate of the QFT considered. They originate from the most complicated Feynman graphs of a given order. One may use them to test one's calculational abilities. If one is able to calculate all periods of a certain order one has a good method to calculate the other amplitudes in this order, too. Regretfully the today's analytical methods last only for the first few loops (say 6 loops in massless φ 4 -theory). More periods can be determined by 'exact numerical methods' (see Sect. 3).
The aim of this article is to collect simple results and to be easily readable. Proofs are included only if they can be done by elementary methods in a couple of lines. It may serve as a basis for future research. In this spirit we end the article (after the theoretical Sect. 2 and Sect. 3 presenting tables) with a collection of conjectures and some suggestions for further research. This paper is (almost by definition) incomplete. The author hopes to be able to add more results (and neccessary corrections) in the future.
Basic results
We are considering massless euclidean φ 4 -theory with an interaction term normalized to
It is convenient to 'irrationalize' the coupling by a factor of π −2 in order to eliminate trivial factors of π. We prefer the choice (2π) −2 instead of the more conventional (4π) −2 for two reasons. First, with a normalization of integrals by (2π) −2 the propagator is invariant under Fourier transformation (x 2 means x
Second, with the above normalization we absorb the exponential asymptotics of the zigzag-series-the only known infinite series of periods-in the coupling (see Eq. (13) for the asymptotics of the zig-zag-periods in the above normalization). Now, we focus on the 4-point-function. We find that at any loop order ℓ ≥ 1 the unregularized amplitude diverges. In fact, if we nullify external momenta in a specific Feynman graph, a simple rescaling of internal momenta p i → p i |p 1 | for all i = 1 gives the expression
We observe a logarithmic divergence at p 1 = 0 and at p 1 = ∞. The singularity at p 1 = 0 disappears if one includes external momenta, whereas the singularity at p 1 = ∞ is insensitive to finite external momenta and results in an overall logarithmic divergence. The symbol P in front of the integral is formally obtained by setting |p 1 | = 1 in the Feynman amplitude and not integrating over p 1 . It may be a real number or a divergent integral that demands regularization. In the first case the number is given by a convergent integral over a positive function and hence positive. By rotational symmetry the result will not depend on the direction of p 1 . We will simply write p 1 = 1 which means that we choose p 1 to be any unit vector. Moreover, we will soon see (Prop. 4) that neither the existence nor the value of the number P will depend on which internal momentum we set to 1. We thus obtain a mapping from certain 4-point-functions into the positive reals. These numbers are periods in a mathematical sense. We call them quantum periods.
As a short remark on the name 'period' we think of an elliptic or doubly periodic function in the complex plane. The function has two periods ω 1 and ω 2 which span a lattice in :
. Geometrically, the function lives on the complex plane modulo the lattice: a torus. By Riemann-Roch there exists a unique holomorphic differential form on the torus. Here, the differential is simply dz. We (trivially) regain the periods of the elliptic function by integrating the homomorphic differential from 0 to ω 1 , or ω 2 , respectively. We realize that dz is closed (d 2 z = 0) which means that the shapes of the integration contours do not matter. Moreover, the contours are closed on the torus because ω 1 and ω 2 are identified with 0. The periods are thus given as integrals of closed differential forms along closed contours. They are invariants of geometrical objects that are defined by algebraic equations (here ω 1 and ω 2 should be algebraic numbers). Upon passing to projective space we can interpret the number P in Eq. (6) (if existent) as an integral of a closed differential form over a higher dimensional closed surface [17] , [18] . In general, periods can be defined as volumina bounded by polynomial inequalities (over ). They form an interesting and quite large class of numbers. A nice and readable introduction into periods one finds in [19] . In this article we study the very particular periods that originate from φ 4 -theory.
We summarize the situation in the following definition.
Definition 1.
We consider a 4-point Feynman graph of massless φ 4 -theory with interaction term (4) . We cut the external legs, set the coupling g to 1 and set one internal momentum to a unit vector (with no integration implied). If thereafter the amplitude is a finite positive number it is the quantum period associated to the Feynman graph.
Before we 'improve' the above definition by passing to vacuum amplitudes, let us clarify the definition by looking at the following examples:
Examples 2. (a) Consider the one loop graph in Fig. 1 (a) . Without external legs we are left with the loop-integral over p 
= p 2 , (341) = p 3 we obtain
Expansion of the propagators into Gegenbauer polynomials yields [27] P (b) = 3 8 ζ(3) = 0.450 771 338 684 . . . .
This is the first member of the zig-zag series, Eq. (12).
Next, we want to express the quantum periods in terms of integrals in coordinate space. We observe that in a 4-point graph the number of vertices exceeds the number of loops by one. This is related to a translational symmetry in the coordinates allowing us to set the origin to one of the vertices. After doing so we are left with a situation similar to momentum space: We have a logarithmic divergence (rescale all integration variables but one) which may be resolved by setting one vertex to one (or, more precisely, set the variable associated to it to a unit vector). In the case of Example 2 (a) we obtain (after the removal of the external legs and using Eq. (5)) (0 − 1) −4 = 1 = P (a) . In Example 2 (b) we set x 3 = 1 (vertex 3), x 4 = 0 (vertex 4), and obtain
We find that the quantum periods are reproduced in coordinate space. This works in general. The following lemma will prove this statement in the case that the vertices '0' and '1' are connected. However, we will soon see that we may drop this restriction.
Lemma 3. The quantum period of an amputated (external legs removed) 4-point graph can be calculated in coordinate space by setting two neighboring vertices to 0 and 1, resp. (with no integration implied).
Proof. Assume the prescription of the Lemma renders the remaining integrals finite with result P > 0. Leaving the variables 0 and 1 at general values x 0 and x 1 (still not integrating over them) we obtain a formal 2-point graph. By translational and scale symmetry the amplitude is P · (x 0 − x 1 ) −4 . After the removal of the line between x 0 and x 1 we have P · (x 0 − x 1 ) −2 . This expression transformes into momentum space (use Eq. (5) and remember that we normalize our integrals by (2π)
1 . Here, p 0 and p 1 are the Fourier variables associated to x 0 and x 1 and (2π) 2 δ(p 0 − p 1 ) is the momentum conserving δ-function of the '2-point amplitude'. Thus,
1 is the result of the integrals over the internal momenta with external momentum p 1 . Adding the line between 0 and 1 gives an extra propagator p −2 1 and makes p 1 a loop momentum. After setting p 1 = 1 (and not integrating over p 1 ) we are left with the number P for the period. We may follow the steps backwards to transform a finite result in momentum space into coordinate space.
So far we have removed the external legs of the 4-point amplitude. To fully exploit the symmetry of the problem it is better to connect them to an extra vertex which we may give the label ∞. The result will be a 4-valent vacuum graph: Every vertex has degree 4 (4 lines meet in every vertex). The prescription now reads: Remove the vertex ∞ (together with its edges), set two neigboring vertices to 0 and 1, resp., and evaluate the integrals over the remaining vertices with a normalization of (2π) −2 . In fact, the next proposition shows that we may pic any 3 vertices, label them by 0, 1, ∞, and follow the above prescription. We thus obtain a mapping from certain vacuum graphs into the positive numbers. The advantage of this prescription is (apart from the gain in symmetry) that there are less vacuum graphs than 4-point graphs: With N vertices in the vacuum graph we have N choices for ∞ which may result in quite differently looking 4-point functions. Proof. We associate the variable x i to the vertex i where i includes the values 0, 1, ∞ and set x 0 = 0, x 1 = 1 (a unit vector), x ∞ = ∞. Assume the integrals over the x i with i = 0, 1, ∞ are finite. We have to show that we are allowed to permute the vertices 0, 1, ∞ to any 3 vertices of the graph. We consider the following transformations of the integrals:
thus interchanging labels 0 and 1.
Together with the change in the integration measures (2π)
we observe that vertices connected to x 0 = 0 become 3-valent whereas 3-valent vertices become connected to 0. Keeping in mind that 3-valent vertices are connected to ∞ we see that mapping (b) interchanges 0 and ∞.
(We use the notationx k for the unit vector x k /|x k | and remember that 1 is the unit vector x 1 =x 1 ). The amplitude is independent ofx 1 . We can thus integratex 1 over the unit 3-sphere and divide by its volume 2π 2 without changing the result. Next, we swap the variablesx 1 andx k and combine the integral over the neŵ x k with the integral over |x k | and the normatization (2π) −2 to an integral over d 4 x k . We keep the newx 1 fixed while integrating over all the other x i and observe that the result is (by rotational symmetry) independent ofx 1 . The normalized integral overx 1 may be dropped. The transformation (c) causes changes in the integration measures (2π)
k . By powercounting we see that altogether this operation interchanges the labels 1 and k. Now we can use (b), (a), (c) to map ∞ to any label k 1 . Then we use (a), (c) to map 0 to any k 2 and eventually (c) to map 1 to any k 3 . This delivers the map from 0, 1, ∞ to 3 arbitrary vertices.
Operation (c) in the proof (applied to momentum space) assures that in the original 4-point function we get a unique result regardless which momentum we set to 1. This was claimed at the beginning of the section.
We would like to have a geometrical criterion that guarantees that the integrals are finite. To this end we have to look at the edge-connectivity of the graphs. Because every vertex has even degree (= 4), the minimum number of cuts neccessary to split the graph is an even number. It may be 0 (two disconnected graphs), 2, or 4. It cannot exceed 4 because we can always seperate off a single vertex by cuttig the 4 edges connected to it. If this is the only way to split the graph with 4 cuts we call the graph primitive. In this case every other split needs a minimum of 6 cuts.
Definition 5. A 4-valent graph is primitive if the only way to split the graph with 4 cuts is to seperate off a vertex.
Note that we may generalize the definition and call a graph 2n-primitive for n = 2, 3, . . . if the only way to split it with 2n cuts is to seperate off a string of n − 1 connected vertices. We will need only the case n = 2 here.
We find that a primitive graph with ≥ 4 vertices can not have double (or triple) lines as in Fig. 1 (a) . Now we formulate the condition for a 4-valent graph to provide a quantum period. The opposite direction is more technical and ommitted here. Physically it means that any subdivergent graph contains a 4-point graph (hence the word primitive for (some) 4-point graphs). In [17] , Prop. 5.2, a more general statement is proved.
Some quantum periods turn out to be non-trivial products of quantum periods of lower order. We will call those periods reducible.
Definition 7.
A quantum period is reducible if it is the product of two or more (non rational) quantum periods. Otherwise it is irreducible. A primitive 4-valent graph is reducible if it has vertex connectivity 3 (it can be split by the removal of 3 vertices). Otherwise it is irreducible.
The following lemma shows that the two notations of reducibility are connected (see Fig.  2 ).
Lemma 8. A primitive graph Γ has vertex-connectivity 3 if and only if it can be constructed by guing two primitive graphs Γ 1 and Γ 2 on triangle faces and thereafter removing the edges of the triangle. In this case the quantum period of Γ is the product of the quantum periods of Γ 1 and Γ 2 ,
Proof. First we notice that the gluing of 4-valent graphs along triangles with vertices v 1 , If, on the other hand, we have a primitive graph Γ that splits into two graphs Γ 1 and Γ 2 by the removal of 3 vertices then each part has to have 6 external legs (This means we remove the vertices and keep the edges which leads edges with only one vertex attached: external legs): The number of external legs has to be even and it can not be less or equal 4 because in this case the removal of these 4 (or less) edges cuts Γ rendering it non-primitive. (If one side of the cut graph is an isolated vertex Γ has to contain a double line.) For the same argument each vertex v 1 , v 2 , v 3 in Γ connects two edges of each of the cut graphs: Were it 3-1, 1-3, 2-2 we could cut the two ones and one 2 to split Γ with 4 cuts. Now, we put the 3 vertices v 1 , v 2 , v 3 back onto each of the split graphs in the same way they were attached before their removal. Next, we add 3 edges (to each of the split graphs) that make v 1 , v 2 , v 3 a triangle and obtain two 4-valent graphs Γ 1 and Γ 2 . Again we know that these graphs are primitive by Eq. (10).
To prove Eq. (10) we choose v 1 = 0, v 2 = 1, v 3 = ∞. In this case the calculation of P (Γ) is reduced to calculating the product P (Γ 1 ) times P (Γ 2 ) by the very definition of the Feynman amplitude: The integral factorizes and the additional triangles lead to propagators (1 − 0) −2 . We are free to add or remove them without affecting the result.
We notice that the above construction does not give a 'multiplication' on graphs. If a graph has no triangles we can not 'multiply' with it (e.g. P 6,4 in Tab. 4). On the other hand there are 6 ways to glue 2 triangles and there may be many triangles in the graphs. This makes the 'multiplication' ambiguous. See Tab. 2 for the number of non-isomorphic gluings of graphs.
We do not know if reducibility of periods always implies reducibility of graphs. It does in the (few) examples known numerically. Lemma 8 reduces the quantum periods that have to be calculated to primitive 4-valent graphs with vertex connectivity ≥ 4. At 11 loops this means a reduction by 10.6% (see Tab. 1). Another way to relate quantum periods is by Fourier transformation [26] : We first have to choose one vertex of the original graph Γ 1 and set it to ∞ (hence removing it). We are left with a graph with four 3-valent vertices (if we do not start with the trivial 1 loop graph, Fig. 1 (a) ). This graph may or may not be planar. In case it is planar we can plot the dual graph by drawing vertices inside of each face and one vertex outside of the graph (or we work on the sphere S 2 ). We connect the new vertices by edges that cross the edges of the original graph. In some cases the dual graph may have four 3-valent vertices and all other vertices are 4-valent. In this case we can complete the dual graph to a 4-valent graph by adding an extra vertex and connecting it to the 3-valent vertices. The new graph is again primitive and has the same quantum period as the original one (see Fig. 3 ).
Proposition 9. We start from a primitive graph Γ 1 . We remove one vertex, determine its dual (if possible) and complete it to a 4-valent graph Γ 2 (if possible). If Γ 2 exists we have
Proof. The proof is a straight forward consequence of Fourier-transformation, using Eq. (5). If one labels neighboring vertices by 0 and 1, resp., it parallels the proof of Lemma 3.
Prop. 9 establishes an equivalence relation between graphs. If we get from Γ 1 to Γ 2 by the above prescription we also get back from Γ 2 to Γ 1 (see Tab. 1 for the frequency of Fourier pairs). Transitivity, however, is more subtle. Notice that the Fourier equality is not a duality transformation because we have to select a vertex first. It is possible (and it happens) that one ends up with different graphs depending on which vertex is removed.
The first instance where we actually obtain a Fourier-equality of 3 periods occurs at 11 loops. without a detour via Γ 2 . An equivalence relation has to allow for such detours.
Beginning at 6 loops there are other integer relations between quantum periods (see Tab. 4). Reducibility, Eq. (10), and Fourier symmetry, Eq. (11), exhaust the trivial identities between periods up to 7 loops. At 8 loops we observe the identities P 8,6 = P 8,9 and P 8,7 = P 8,8 (and maybe more, see Tab. 4). We can not explain these identities by Fourier symmetry (nor by a trivial extension allowing for 'detours' via non-φ 4 -graphs). We confirmed the identities to 17 sf and have to leave them an open problem. Non-trivial integer relations amongst periods are conjectured to become quite frequent at higher loops. All relations we know of were found numerically. We have no explanation for their existence. We do not even have a conjecture which graphs are involved in integer relations.
Before we present computational results we introduce a family of irreducible primitive graphs. This family generalizes the familiar zig-zag series and it comprises of paricularly 'simple' graphs by the fact that they have a large number of triangles.
Definition 10. An (m, n)-zig-zag graph Z m,n (m, n ∈ N) is a 4-valent graph that is obtained by the following steps (see Fig. 4 ).
Draw a square.
2. Start at the upper left corner and draw a zig-zag line of m segments downwards.
3. Start at the upper left corner and draw a zig-zag line of n segments to the right.
Connect the ends of both zig-zag lines by an edge.
We immediately observe that Z m,n contains a double line in the case that (a) m = 1 or n = 1 or (b) m and n are odd. The only primitive graph with double lines is the trivial 1 loop graph ( Fig. 1 (a) ) which is Z 1,1 . It should not be too hard (though technical) to prove that in all other cases the zig-zag graphs are primitive giving rise to quantum periods. Moreover, the zig-zag graphs are irreducible. It is obvious that we have isomorphisms between Z m,n and Z n,m as well as between Z 2m+1,2n and Z 2m,2n+1 . We thus restrict ourselves to the case m = 2k ≤ n (with the exception of Z 1,1 ). The classical zig-zag series is Z 2,n−1 for n = 3, 4, . . . (set the end of the second horizontal zig-zag segment to ∞). We summarize some properies of the zig-zag series in the following lemma. 4. Z m,n is isomorphic to Z n,m . Z 2m+1,2n is isomorphic to Z 2m,2n+1 .
5.
P (Z 1,1 ) = 1,
6. P (Z 2,n ) has the following asymptotic behaviour for large n 
P (Z 4,5 ) = 149 2 13 ζ(13) − 
Here, ζ(5, 3) = k>l≥1 k −5 l −3 and ζ(3, 5, 3) = k>l>m≥1 k −3 l −5 m −3 , etc., are multiple zeta values. Eq. (12) is a conjecture due to D.J. Broadhurst and D. Kreimer [9] who verified the result up to 10 loops numerically and Eq. (13) is a simple consequence of it. Eq. (14) is due to the same authors, whilest Eq. (15) is new. It was the second 8 loop period found (after the ζ(13) in Z 2,7 ) and turned out to be numerically quite accessible. Without effort it is was found at a precision of 105 sf verified to 120 sf.
We close the section with a remark on the conjectured connection between Feynman graphs and knot theory [9] , [10] , [12] . We were not able to reproduce the conjectures from knot theory (e.g. the 8 loop weight 13 knot numbers do not provide a basis for Eq. (15), see Tab. 3 for a basis). It may be possible (the author thinks) that the connection will see some refinement in the future. For example, one may find that only some positive knots are present in φ 4 -theory. (There seem to be 'spare' knots at 7 loops with 2 undetermined periods and 3 unassociated knots.) Because the author feels somewhat unsure about the connection he decided not to include it into the census (yet).
Tables
This section presents a collection of results. Most results were found numerically.
In Tab. 1 we list the number of primitive 4-valent graphs (see Def. 5) up to loop-order 11. With loop-order 11 we mean that the results will enter the beta-function of φ 4 -theory at 11 loops but not at 10 loops or below. We also give the number of reducible graphs (see Def. 7), the number of Fourier pairs and Fourier triples (see Prop. 9). The number of quantum periods that are left to be determined is listed together with the number of quantum periods that have been determined. Tab. 1 was produced by a simple Maple program and could be continued for at least two more orders with a similar program written in C++. 1  1  6  5  1  0  0  4  4  7  14  3  2  0  9  7  8  49  8  3  0  38  9  9  227  37  9  0  181  1  10  1354  172  12  0 1170  1  11  9721  1035  24  1 8660  1   Table 1 : List of the number of quantum periods.
In Tab. 2 we summarize the results for reducible graphs in terms of a divisor-like linear combination of products of irreducible graphs listed in the census (we use capital P 's for the graph as well as for the period). A term nP A P B means that there exist n (nonisomorphic) reducible graphs that 'factorize' into P A times P B . The sum of the coefficients equals the number of reducible graphs as listed in the third column of Tab. 1. The entries can not be interpreted as a contribution to a beta-function or any other physical function because they do not contain symmetry factors.
loop formal sum of reducible graphs 5 P 2 3
6 P 3 P 4 7 P 3 3 + P 3 P 5 + P 2 4
3P
2 3 P 4 + P 3 (P 6,1 + 2P 6,2 + P 6,3 ) + P 4 P 5 9 2P 4 3 + 4P 2 3 P 5 + P 3 (3P 2 4 + P 7,1 + 4P 7,2 + 3P 7,3 + 3P 7,4 + P 7,5 + 3P 7,6 + 2P 7,7 + P 7,8 + 2P 7,9 + P 7,10 + P 7,11 ) + P 4 (P 6,1 + 2P 6,2 + P 6,3 ) + 2P 4 + P 4 (P 7,1 + 4P 7,2 + 3P 7,3 + 3P 7,4 + P 7,5 + 3P 7,6 + 2P 7,7 + P 7,8 + 2P 7,9 + P 7,10 + P 7,11 ) + P 5 (2P 6,1 + 5P 6,2 + 2P 6,3 ) Table 2 : List of reducible graphs. Note that P 6,4 is absent because it has no triangle.
Tab. 3 contains a list of quantum bases. These bases are the transcendentals (except for Q 0 = 1) needed to present the periods in the census (Tab. 4). We do not list products of transcendentals. These have to be included to produce an actual É-basis. Note that quantum bases are unique only up to (a) rational factors, (b) sums of products of lower order transcendentals with the given total weight, (c) É-linear transformations in case that there is more than one base at a given weight. However, it is possible to select a basis that reduces the number of product transcendentals in many periods. The particular choice of Q 11,2 , e.g., eliminates the product Q 3 Q 8 from 4 out of 5 weight 11 periods. The choices of Q 13,2 and Q 13,3 give all the 5 known weight 13 periods in a presentation not entailing the products Q 5 Q 8 and Q 3 Q 10 . The origin of this sparcity may lie in the connection to knot theory (see end of Sect. 2)
Note that the É-dimension of the complete basis (including products) is much smaller than the number of independent multiple zeta values (see Sect. 4 for conjectures). A sufficiency of the bases below thus has strong predictive power on the periods yet to be determined.
Quantum periods differ vastly in their numerical accessibility (with the methods used here). In fact, it may turn out to be easier to determine a basis at weight 13 (say) by calculating fast periods at 8 loops and reverse engineer the Q 10 base as the ζ(3)-coefficient than to determine Q 10 from 7 loops in the first place. Regretfully, weight 13 periods including Q 3 Q 10 have not yet been found. Note that Tab. 3 is quite speculative (see Sect. 4 (13) 1.000 122 713 347 Q 13,2 = −ζ(5, 3, 5)+11ζ (5)ζ(5, 3)+5ζ(5)ζ(8) 5.635 097 688 692 Q 13,3 = −ζ(3, 7, 3)+ζ (3)ζ(7, 3)+12ζ(5)ζ(5, 3)+6ζ(5)ζ(8) 6.725 631 947 085 Table 3 : A list of quantum bases up to 8 loops.
Tab. 4 is the census. We list all the 60 irreducible primitive vacuum graphs of φ 4 -theory up to 8 loops. Each row in the table contains the name of the period, a plot of the φ 4 vaccuum graph, a 'code' of the graph (defined below), the first 12 digits of its numerical value, possible remarks, its weight, and its exact value if available.
Except for loop order, the periods are not arranged in any particular way. The name P loop, number is indexed by the number of loops (it contributes to the beta-function of φ 4 -theory) and a number that represents the order in which it is produced by the generating program.
The 'code' is included as a quick reference to the graph. We use the fact that (except for the trivial 1-loop graph) every primitive graph has single lines only. Thus, in the adjacency matrix the only entries are 0 and 1. Moreover, the adjacency matrix is symmetric and zero on the main diagonal. It may thus be reproduced from the data in the upper half triangle. We interpret the data as a binary representation of a number. Its last digit is the entry (12) in the adjacency matrix. It is one if vertices 1 and 2 are connected and 0 otherwise. It is followed by (13) , (23), (14), (24), (34), (15), (25), (35), (45), (16), etc. We give the number in its decimal representation. As an example the code of the complete graph with 5 vertices (3 loops) is 1 + 2 + 4 + 8 + 16 + 32 + 64 + 128 + 256 + 512 = 1023. Note, that this is the only graph with a unique code. In other cases, isomorphic graphs may differ in their code. The code presented in the table fits the plot of the graph with numbering starting at the rightmost vertex (3 o'clock) and continuing in a counter clockwise orientation.
The remarks include the number of significant figures (sf) at which the result was found (using PSLQ) plus the number of figures to which the result was confirmed. Note that the true result sticks out from fake PSLQ-data because PSLQ searches with respect to a euclidean norm which is not the 'probabilistic norm' one should use (look e.g. at the denominators of the periods). It is thus possible to find results before they are confirmed. We consider a result as safe when it is confirmed to 10 sf. We needed a high precision for two weight 13 periods (P 8,3 and P 8,13 ) to find the bases Q 13,2 and Q 13,3 . The successful search for 3 further weight 13 periods (P 8,4 , P 8, 6 , and P 8,7 ) strongly confirms the weight 13 basis. In fact we were always able to identify the exact result when the numerical precision reached the expected range.
Analytic results are available for P 3 and P 4 where simple Gegenbauer techniques suffice [27] . Moreover, the zig-zag periods P 5 and P 6,1 have been calculated using the uniqueness relation in [29] and [30] . The only multiple zeta period that has been calculated is P 6,4 in [31] . All other periods have been determined by a method developed in [9] : Expand the propagators into Gegenbauer polynomials, evaluate the integrals, simplify the result, convert the multiple sum into a sequence by introducing some kind of 'cutoff', accellerate convergence by fittig a power series in negative exponents of the cutoff. It turned out to be very usefull to include logarithmic terms in the series up to a certain power leading to terms of the form a k,l Λ −k ln l (Λ). The desired result is then recovered as a 0,0 (see [10] ).
The method is quite efficient if the expansion into Gegenbauer polynomial does not lead to multi-j-symbols. All the periods with numerical values are of this type with the exception of P 7,9 and P 7,11 which involve 6-j-symbols. Even in the simple case where the summands are rational functions the periods differ in the number of nested sums and in the efficiency of our method of accellerated convergence. CPU-time ranges from a few hours for more than 100 sf for the period P 8,3 of the Z 4,5 zig-zag graph to a couple of days for 10 sf for the P 8,2 graph (which looks equally simple and may be well accessible with slightly more elaborate methods). name code name code name code P 9,1 33805606066989407 P 9,2 33804510850328927 P 9,3 33805603936282975 P 9,4 33803961111292255 P 9,5 32115111351691615 P 9,6 33804510842071391 P 9, 7 33805602862672223 P 9,8 33803686233516383 P 9,9 32678611002337631name code name code name code P 9,121 25918281920170079 P 9,122 31829225451964511 P 9,123 31829222255904863 P 9,124 16075422714972255 P 9,125 31828950582446175 P 9,126 31688487971997791 P 9,127 31828948451739743 P 9,128 31688485841291359 P 9,129 16075147845453919 P 9,130 33803533704515679 P 9,131 32678053093855327 P 9,132 32677642387607647 P 9,133 33796932514762847 P 9,134 31830868272762975 P 9,135 16919843861844063 P 9,136 30413084917649503 P 9,137 25918281383301215 P 9,138 31619762052812895 P 9,139 32110698276999263 P 9,140 32110696678969439 P 9,141 31829771458072671 P 9,142 16356895540007007 P 9,143 25355333061464159 P 9,144 31618666836152415 P 9,145 32115103706665055 P 9,146 32114692467740767 P 9,147 32114691402387551 P 9,148 32110697203388511 P 9,149 32110696670711903 P 9,150 31829771449815135 P 9,151 32110423399223391 P 9,152 31618666827894879 P 9,153 31618665762541663 P 9,154 16921489362463311 P 9,155 16920394145802831 P 9,156 30413635201608271 P 9,157 16357444225935951 P 9,158 16356622813440591 P 9,159 29849863869246031 P 9,160 25355060334897743 P 9,161 16921489358334543 P 9,162 33797068359608911 P 9,163 16920394141674063 P 9,164 30413635197479503 P 9,165 25918831663131215 P 9,166 16357444221807183 P 9,167 31689033986222671 P 9,168 16356622809311823 P 9,169 31618665778915919 P 9,170 16356485374552655 P 9,171 25354922896009807 P 9,172 16075147832863311 P 9,173 16075010398104143 P 9,174 29568251453909583 P 9,175 25073447919561295 P 9,176 16921489356237455 P 9,177 16920394139576975 P 9,178 25918831661034127 P 9,179 31690128934447759 P 9,180 31584576623487631 P 9,181 16919366574942863 P 9,182 25917804096400015 P 9,183 31688006952168079 P 9,184 25073585358416527 P 9,185 31582931651275407 P 9,186 16074941678627471 P 9,187 31582931114406543 P 9,188 16074941674435215 P 9,189 16921490429876659 P 9,190 16075147832763827 Table 5 : Graphs contributing to the 9 loop beta-function. We know that P 9,1 = P (Z 2,8 ) = ζ(15) = 0.087 277 615 859. Moreover, P 9,4 = P (Z 4, 6 ) and the following pairs are related by Fourier transformation: P 9,42 = P 9,90 , P 9,76 = P 9,122 , P 9,80 = P 9,117 , P 9,87 = P 9,113 , P 9,93 = P 9,123 , P 9,103 = P 9,115 , P 9,130 = P 9,153 , P 9,134 = P 9,159 , P 9,135 = P 9,164 .
Conjectures and outlook
The main conjecture is that quantum periods are rational linear combinations of multiple zeta values.
We start, however, with the conjecture that the φ 4 -periods as defined in this article exhaust the space of physical transcendentals.
Conjecture 12.
Any 'physical' function in massless φ 4 -theory that depends on the coupling g only and expands into an asymptotic power series in g provides coefficients that are rational linear combinations of φ 4 -periods. In particular, the beta-function at ℓ loops features rational linear combinations of periods from vacuum graphs with up to ℓ + 2 vertices.
The second part of the statement may be tackled by Hopf-algebra methods [13] , [14] , [15] .
The author, however, is not aware of a formal proof. Now, we formulate the main conjecture:
Conjecture 13. Every φ 4 -period evaluates to a rational linear combination of multiple zeta values of the same weight. If the associated vacuum graph has ℓ + 2 vertices the weight is less or equal 2ℓ − 3. The inequality is sharp.
Note, that the product-identity, Eq. (10) in Lemma 8, is compatible with Conj. 13: If Γ 1 has ℓ 1 + 2 vertices and Γ 2 has ℓ 2 + 2 vertices then Γ has (ℓ 1 + ℓ 2 − 1) + 2 vertices. By Conj. 13 applied to Γ 1 and Γ 2 the weight of the product is ≤ 2ℓ 1 + 2ℓ 2 − 6 which is strictly less than 2(ℓ 1 + ℓ 2 − 1) − 3. We see that upon building products the weight 'reduces' by 1. For example, P 3 has weight 9 and contributes to the beta-function at 7 loops with transcendentals up to weight 11. The weights of the irreducible graphs we know (with ℓ + 2 vertices) have weight 2ℓ − 3 or 2ℓ − 4 but we do not dare to conjecture this is general.
The periods do not exhaust the space of all possible multiple zeta values. The first one missing is ζ(2) = π 2 /6. In fact, we have to mod out the ideal generated by ζ(2) in the É-algebra generated by multi zeta values to obtain the conjectured number of É-independent periods of a given weight. There exists a conjecture on the number of independent zeta values of weight w by D. Zagier (with Drinfel'd, Kontsevich, Goncharov) [32] and D.J. Broadhurst, D. Kreimer [11] . It equals the number of ways to express w as an ordered sum of 2's and 3's [33] . This leads to the sequence [11] K n = K n−2 + K n−3 with K 0 = 1 and K 1 = K 2 = 0 (16) to be evaluated at w = n + 3. For w = 13, e.g., we have 13 = 2 + 2 + 2 + 2 + 2 + 3 plus 5 permutations and 13 = 2 + 2 + 3 + 3 + 3 plus 9 permutations yielding a dimension 16 for the É-vector space spanned by multiple zeta values of weight 13. To count the conjectured number of independent φ 4 -periods we have to subtract the dimension of the ideal generated by ζ (2) . This equals the number of independent multiple zeta values of weight 11. We find a dimension 9 for the ideal. In total we obtain a conjectured number of 7 independent φ 4 -periods of weight 13. By the recursive relation (16) it is clear that this equals the number K n of independent multiple zeta values of weight 10 (= 13 − 3). Again, by using (16), we see that there is yet another way to express the dimension of the space of φ 4 -periods of weight n. It is the number of ordered partitions of n into odd integers ≥ 3. We find 13 = 13 and 13 = 3 + 3 + 7 plus 2 permutations and 13 = 3 + 5 + 5 plus 2 permutations adding up to a total of 7 partitions.
As basis for the É vector space of weight n periods we may use products of lower weight periods plus some genuine (irreducible) weight n transcendentals. At weight 13 we expect only 3 irreducible transcendentals which we called quantum bases in Tab. 3. Except for n = 2 the number of irreducible transcendentals (we call it D n ) equals the number of irreducible multiple zeta values (M n in [11] ). We obtain the following table due to D. Broadhurst [11] : Table 6 : Number of -linear independent weight n periods K n . Number of irreducible weight n transcendentals D n .
Conjecture 14.
The dimension K n of the É vector space of weight n φ 4 -periods equals the number of orderd partitions of n into odd integers ≥ 3. The asymptotic behavior is given by 
The number of irreducible weight n transcendentals D n behaves asymptotically like
Eq. (17) follows from Eq. (16) by linear algebra. Eq. (18) was found numerically. An explicit expression for D n is given in [11] . Note that the conjectured dimension of φ 4 -periods grows 'only' exponentially and shows no n!-behavior as we expect for the number of vacuum graphs. For higher loops the graphs become more and more 'redundant'. Most of them are conjectured to be related by integer relations. We wish we had a conjecture for the actual bases in Tab. 3. The only information we have is that ζ(n) is amongst them for odd n.
Considering the data available the above conjectures are more of wish list. Obviously we would like to have more data in the census (not to talk about a deeper understanding of quantum periods). A road to significantly more data could be the computerimplementation of the uniqueness relation [29] , [30] . In the cited articles it is shown that uniqueness serves to reduce the ζ(7) and ζ(9) zig-zag periods to single sums. This is not acchieved by the methods used here (we obtain single sums for the ζ(3) and ζ(5) zig-zag periods). Implementing uniqueness means introducing non-integer powers of propagators which needs more sophisticated programs. On top of that we do not know a systematic way to use uniqueness which makes some kind of intelligent trial and error algorithm neccessary. But, in the end, the author is quite optimistic that this strategy will lead to much better numerics in many cases. Even some periods that are hardly accessible by our straight forward methods because they produce 6-or more j-symbols (like P 7,9 and P 7,11 , see [9] ) may be well within the range of the uniqueness relation.
Anothor obvious line of future research is the transfer to other QFT's. In particular, we expect that QED with massless electron behaves in a somewhat similar way as φ 4 -theory. Once a (physical) fermion mass is included the task of compiling a census will surely be more compelling.
