Abstract. A matrix S is a solvent of the matrix polynomial M(X) Ao Xm +. + Am if M(S) 0 where Ai, X, S are square matrices. In this paper we develop the algebraic theory of matrix polynomials and solvents. We define division and interpolation, investigate the properties of block Vandermonde matrices, and define and study the existence of a complete set of solvents. We study the relation between the matrix polynomial problem and the lambda-matrix problem, which is to find a scalar such that AoA + A1 ' m--1 _.... d-Am is singular.
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In a future paper we extend Traub's algorithm for calculating zeros of scalar polynomials to matrix polynomials and establish global convergence properties of this algorithm for a class of matrix polynomials.
1. Introduction. Let A0, AI,.
A,,, X be n x n complex matrices. We say (1.1) M(X) AoX + A1X We will ignore such problems and deal primarily with the case where M(X) is monic (Ao =-I).
We are interested in algorithms for the calculation of solvents. Since rather little is known about the mathematical properties of matrix polynomials and solvents, we develop that theory here. We extend division and interpolatory representation to matrix polynomials and study the properties of block Vandermonde matrices. In a future paper [3] we shall show that a generalization of Traub's algorithm [11] for calculating zeros of a scalar polynomial provides a ,globally convergent algorithm for calculating solvents for a class of matrix polynomials. We shall also report elsewhere on the use of solvents to solve systems of polynomial equations. Most of the results of this paper as well as additional material first appeared as a Carnegie-Mellon University-Cornell University If X is a scalar matrix, X /, then (1.1) reduces to (1. This is called a lambda-matrix and has also been thoroughly studied (Lancaster [7] ). Unfortunately, both (1.2) and (1.3) are sometimes called matrix polynomials but we shall reserve this name for (1.1). A great deal is, of course, known about another special case of (1.1), the case of scalar polynomials (n 1). A discussion of much of what is known about matrix polynomials may be found in MacDuffee [9] .
The special case of calculating the square root of a matrix has been analyzed (Gantmacher [4] ). Bell [4] , MacDuffee [9] , and Peters and Wilkinson [10] for discussions of latent roots.
The following relation between latent roots and solvents is well known (Lancaster [7] ). A corollary of the generalized B6zout theorem states that if S is a solvent of M(X), then (1.4) M(A) Q(A)(IA S), where Q(h) is a lambda-matrix of degree m-1. It is because of (1.4) that S is called a right solvent. The lambda-matrix M(A) has mn latent roots. From (1.4) the n eigenvalues of a solvent of M(X) are all latent roots of M(A). The n(m-1) latent roots of Q()t) are also latent roots of M()t). Thus if one is interested in the solution of a lambda-matrix problem, then a solvent will provide n latent roots and can be used for matrix deflation, which yields a new problem Q(A).
We summarize the results of this paper. Here we have W(X)= X-R where R is both a left and right solvent of W(X).
Then Theorem 2.1 shows that (2.4)
where L is a constant matrix. Now Corollary 2.1 shows that L -//(R), and thus (2.5) We again consider the case of p 1. Let W(X) X-S. Then (2.5) becomes (2.7)
ll(X) =-XI?-I(X)-I?t(X)S + M(S).
Restricting X to a scalar matrix AL and noting that M(A)--//(), we get the generalized B6zout theorem (see Gantmacher [4, Chap. A1 -(C1+ C2+""" + C,.), A2 (CIC2 + CIC3 +"" + C,._xC,.), Am--(-1)mCiC2 "Cm. 
M(X) Q(X)(IX-S). Q(A) has
Fundamental matrix polynomials were defined such that M(Sj)= 3jI. A result similar to (2.9) can be derived based on the fundamental matrix polynomials. It was previously ( 2) developed using matrix polynomial division. If M( has a set of right solvents, S,. , Sm, such that V(S1," , S) and V(S1," ", S_, S+,. ., S) for 1,. ., m are all nonsingular, then by (5.9), there exists a set of left solvents of M(X), R , , R, such that R is silar to S for all i. The exampleXa= _2 1 andX2= 0 3 include X 0 5
we find V(X, X., X) to be nonsingular. Thus it is possible for V(X, X, X3) to be nonsingular and V(XI, X) to be singular. (6.5) det V(Sl," ", S)= det V(Sl,'", St-l) det Ms,...s_(S).
Proof. The nonsingularity of V(S1,''' Sr_l) and Theorem 5.1 guarantee that Msl...sr_l(X) exists uniquely. The determinant of V(S1,'", Sr) will be evaluated by block Gaussian elimination using the fact that for an arbitrary matrix E of the proper dimension, (6.6) s-l__ Sr1-1
