Abstract-In ambient information systems, not only extracting human behavior by sensor network but also adaptive autonomous interaction between the environment and humans is an important function. In this paper we propose a reinforcement learning framework to extract suitable interaction for each person from daily behavior. In the experiment, we show the feasibility of the proposed methodology.
I. INTRODUCTION
A lot of dangers are hiding in our daily life, for example, the number of injuries of elderly people at home are increasing and surprisingly many serious injuries of babies occur at home. But signs of these accidents are usually subtle changes and unexpected events, so it is difficult to detect them beforehand. Nowadays, studies about ambient information systems are quite popular [1] . The ambient information system is the next step of the ubiquitous information systems in which intelligent interaction between the environment and humans are executed autonomously.
For example, when the environment detects tiredness of a human by using sensors, some adequate interactions to make him or her more comfortable are autonomously executed, like controlling the air conditioning systems, illumination, etc (see Fig. 1 ). To construct the ambient information systems, three core technologies are necessary: 1) sensor network infrastructure to collect the real environment information. 2) human behavior estimation technologies by using sensor data 3) autonomous interaction technologies which adapt to dynamic situations. At this point, we will focus on the core technology (3). More specifically, in this study, we will construct an ambient environment system that recognizes our sleepiness and/or loss of concentration; both are caused by daily hard desk work (research) by using sensing systems and then it interacts autonomously and adaptively to eliminate our tiredness and/or to awake us comfortably. For this kind of interaction, the adaptability for each person is an important function because a suitable interaction for each person is different. In this study, we prepared three kinds of interactions: illumination, fragrance, and music. And we try to obtain a suitable interaction sequence for each person independently to make each one awake comfortably. To make this, we applied profit-sharing reinforcement learning, which is typical exploitation-oriented reinforcement learning.
Reinforcement learning is learning by interacting with the environment. An reinforcement learner learns from the consequences of its actions, rather than from being explicitly taught and it selects its actions on basis of its past experiences and also by new choices, so which is essentially trial and error learning. The reinforcement signal that the learner receives is a numerical reward, which encodes the success of an action's outcome, and the agent seeks to learn to select actions that maximize the accumulated reward over time.
II. RELATED STUDIES
In the research field of sensing, progress in hardware such as infrared sensors, pressure sensors, etc. are remarkable;
978-1-4673-1246-2/12/$31.00 ©2012 IEEE Figure 2 . Interaction devices moreover, these pieces of hardware have become so cheap and they are easy to get. As for the studies about sensing sleepiness, a methodology that recognizes the interval between blinking by using a web camera has been proposed [2] . In this study, sleepiness is detected by using sensor information of both the interval between blinking and the motion of the body. Moreover, studies for extracting human daily habitual behavior and estimating the purpose of behavior are also remarkable. A methodology to extract habitual human movement trajectories from the environment in which many sensors are placed has been proposed [3] . As for interaction control mechanisms, an interaction model to control many pieces of electronic equipment by using various kinds of environmental situation (different temperature, humidity, and illumination, etc.) has been proposed.
III. PROPOSED METHODOLOGY
We prepared three kinds of interactions like fragrance, illumination, and music to awake us comfortably (see Fig.  2 ). It is known that illumination intensity has an effect on the degree of arousal. High intensity and high color temperature light make the degree of arousal higher. Moreover, it is known that spice fragrance reduces people's stress and makes us comfortable effectively. It has been reported that background music (BGM) can reduce our stress during desk work when a computer is mainly used. The interaction sequence is also important. For example, on a long distance international flight, usually the inside of the airplane becomes a night situation after dinner time. And two hours before arrival, first there is a coffee aroma, then there is a voice announcement, and finally the illumination becomes bright. In this study, we extract a suitable interaction sequence for each person by using profit-sharing exploitation-oriented reinforcement learning.
Profit-sharing [5] is a typical exploitation-oriented learning method. It is considered to be a robust learning method for two reasons. First, it requires only a few training iterations. Second, when the environment changes, the reinforcement values corresponding to the portions are not affected by the changes.
On the other hand, Q-learning [6] is a typical explorationoriented learning method. If the exploration of an environment can be completed without incident, then optimal learning results can be obtained. However, this approach has several weaknesses. For example, in order to determine suitable "Q-values," the state of the environment must be accurately identified. Q-learning thus takes much more time than profit-sharing to complete the required number of training iterations. Furthermore, if the environment changes while learning is under way, all of the previously learned results (the Q-table) are adversely affected, reducing the overall learning efficiency.
A. Learning cycle
For profit-sharing, the reward is the degree of arousal and comfort. After the sequence of interactions, the degree of arousal and comfort from the user are quantified, and the product of both values is used as the reward of this interaction (see Fig. 3 ).
For example, when the interaction sequence {f ragrance mint , illumination white , music bright } was executed and the arousal value was 6 and the comfort value was 4, then reward 24 was used to reinforce this sequence. And this time, the reward is distributed equally to the first interaction and two interaction transitions, so 8 point is given to the interaction f ragrance mint , and two state transitions {f ragrance mint → illumination white } and {illumination white → music bright }.
In reinforcement learning, policy is very important which is strategy to select behavior. If a policy always selects the behavior having high reward like the -greedy policy, learning can converge immediately, but usually only local solutions are searched. So, this time we have adopted the sof tmax policy in which an interaction sequence having higher utility can be selected by higher probability. 
IV. EXPERIMENTS
We prepared a total of six interactions: illumination (white (6500K -7000K) and yellow (2500K -3000K)), fragrant (mint and coffee) and BGM (quiet and bright). We tried to obtain suitable interaction sequences consisting of three interactions. Therefore, the total number of combinations becomes 18 sets (6 ways × 3 sets). For one sequence, every one of three interactions is performed for about 10 seconds. And if each interaction is not barred by the other interactions of the same category, this interaction can continue until the end of the sequence. For example, when the first interaction is white illumination and the second and third interactions are both fragrance, the white illumination interaction continues for 30 seconds. On the other hand, when the first interaction is mint fragrance and the second interaction is coffee fragrance, the mint fragrance interaction continues for only 10 seconds. For reinforcement learning, one cycle of learning should be performed when sleepiness is actually recognized by using the sensor system. But under these conditions, we cannot perform a lot of learning cycles in a day. Therefore, in this experiment, we made examinees try simple but burdensome tasks to make them tired and sleepy 1 . After the interaction sequence is performed, the examinee gives a rating of this interaction from 1 to 7. For arousal, 1 point means he or she is still sleepy, and 7 points means he or she could wake up completely. For comfort, 1 point means he or she felt discomfort, and 7 points means he or she felt quite comfortable. Learning was performed for 8 examinees, and 10 learning cycles were performed as 1 trial. A total of 5 trials were performed. The interval of each trial 1 It is known that simple task makes human be tired. And we used the Uchida-Kraepelin (U-K) test which is a questionnaire modified from the Kraepelin's arithmetic test originally developed by Y. Uchida [7] . The U-K test measures the ability of takers on task performance speed and task performance accuracy. The results of the U-K test provide an estimate of the individual character. 1st interaction 2nd interaction 3rd interaction A bright BGM coffee fragrance mint fragrance B coffee fragrance yellow illumination white illumination C white illumination bright BGM white illumination Table I  EXTRACTED SUITABLE SEQUENCE was several hours. After the learning of a total of 50 cycles, we extracted 4 kinds of interaction sequences: (1) sequence with the highest reward, (2) sequence with the lowest reward, and (3) sequence with the average reward. Then we made the 8 examinees rate the four kinds of sequences, that is, the three kinds of sequences above and the sequence acquired by profit-sharing through the viewpoint of being comfortable.
V. RESULT
Three examinees evaluated that the sequence acquired by reinforcement learning was the best. Therefore we showed that suitable interaction for each person could be extracted by reinforcement learning independently. The table I shows the several extracted interaction sequences. And the table II shows the examinee A's above four kinds of extracted interaction sequences.
VI. NEXT STEP: VITAL SENSING
For future work, we will perform the learning process in the real situation, that is, in this experiment we made examinees tired intentionally. Therefore, we plan to perform a long learning experiment. But, for detecting sleepiness, it is difficult to perform stable sensing using only image processing. At this point, we plan to adopt vital sensing devices, like blood flow sensors (see Fig. 4 ). It is known that HF is high-frequency component of pulse wave which shows the activity of parasympathetic nerve. And LF is middlefrequency component of the wave which shows the activity of sympathetic nerve. We can see correlation between brain activity and autonomic nervous system balance (see Fig. 5 ). Figure 5 . Relation between the brain activity and autonomic nervous system balance (HFLF) Especially nowadays, it is becoming clear that the Lyapunov exponent calculated by using blood flow information shows the activity of brain [4] .
We collected an examinee's brood flow data during we made him resolve simple calculation test. We can see correlation between brain activity and the Lyapunov exponent (see Fig. 6 ). So, by using these vital sensors, we think to be able to perform more stable sensing. In this paper, we have shown that suitable interaction for each person can be extracted by the reinforcement learning independently. This time we have adopted profit sharing, and by the experiment, we could show the possibility of proposed methodology.
