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a b s t r a c t
Multiplicative programming problems with exponent (MPE) have many practical
applications in various fields. In this paper, a method for accelerating global optimization
is proposed for a class of multiplicative programming problems with exponent under
multiplicative constraints using a suitable deleting technique. This technique offers the
possibility of cutting away a large part of the currently investigated region in which the
globally optimal solution of the MPE does not exist. The deleting technique can accelerate
the convergence of the proposed global optimization algorithm. Two numerical examples
are given to illustrate the feasibility of the deleting technique.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
In this paper, we consider the global optimization of a multiplicative programming problem with exponent:
MPE:

min Z = G0(x)
s.t. Gj(x) 6 δj j = 1, 2, . . . ,m
x ∈ X = [x, x] ⊂ RN,
(1)
where
Gj(x) =
Tj∏
t=1
(
N∑
n=1
γjtnxn + djt
)αjt
, j = 0, 1, . . . ,m.
γjtn, djt,αjt are all arbitrary real constants,
∑N
n=1 γjtnxn + djt > 0 and δj > 0, j = 0, 1, . . . ,m, t = 1, 2, . . . , Tj, x > 0 and x, x
are finite. In general, the problem MPE corresponds to a nonlinear optimization problem with nonconvex objective function
and constraints set.
MPE has attracted considerable attention in the literature because of the large number of practical applications in various
fields of study, including financial optimization [1], plant layout design [2], robust optimization [3], and so on. Hence, it is
very much necessary to present good algorithms for MPE problems.
Since MPE may possess many local minima, it is known to be among the hardest problems. In the last decade, many
solution algorithms have been proposed for globally solving special forms of MPE. They can be classified as follows: outer-
approximation methods [4], decomposition methods [5], finite branch and bound algorithms [6,7], primal and dual simplex
methods [8], cutting plane methods [9], heuristic methods [10], linearization methods [11], etc.
In this paper, a branch and bound algorithm, along with a deleting technique, is given via solving a sequence of linear
relaxations over partitioned subsets to find a global optimal solution of MPE. The proposed method is based on an equivalent
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problem which has the same optimal solution as the problem MPE. By utilizing logarithmic characteristics, tangential
hypersurfaces and concave envelope approximations, a linear relaxation of the equivalent problem is achieved. The initial
nonconvex nonlinear programming problem MPE is systematically converted into a series of linear programming problems.
The solution of these converted problems can be made as close as possible to the globally optimal solution of MPE by a
successive refinement process. A deleting technique is proposed for cutting away a large part of the currently investigated
region in which the globally optimal solution of MPE does not exist. So, this technique can accelerate convergence of the
proposed global optimization algorithm.
This paper is organized as follows. In Section 2 the equivalent linear programming relaxation problem for MPE is
presented by utilizing logarithmic characteristics, tangential hypersurfaces and concave envelope approximations. In
Section 3 the deleting technique is given for cutting away a large part of the currently investigated region in which the
globally optimal solution of MPE does not exist. In Section 4, a branch and bound algorithm, along with a deleting technique,
in which the relaxed subproblems are embedded is described, and the convergence of the algorithm is established. Numerical
results for some problems in the area of application are considered in Section 5. Section 6 provides a summary.
2. Linear programming relaxation problem
The principal structure in the development of a procedure for solving problem MPE is the construction of lower bounds
for this problem, as well as for its partitioned subproblems. In this section, we generate a linear programming relaxation
problem based on underestimating each function Gj(x)with a linear function. To this end, we apply the logarithmic property
to the problem MPE; then an equivalent problem for MPE can be obtained as follows:
P1:

min Ψ0(x)
s.t. Ψj(x) 6 ln δj j = 1, 2, . . . ,m
x ∈ X0 = [x0, x0] ⊂ RN,
(2)
where
Ψj(x) =
Tj∑
t=1
αjt ln
(
N∑
n=1
γjtnxn + djt
)
, j = 0, 1, . . . ,m.
For any X = [x, x] ⊆ X0 ⊂ RN and ∀x = (xi)N×1, we define
Xjt =
N∑
n=1
γjtnxn + djt,
Xljt =
N∑
n=1
min(γjtnxn, γjtnxn)+ djt,
Xujt =
N∑
n=1
max(γjtnxn, γjtnxn)+ djt,
Ajt =
ln(Xujt)− ln(Xljt)
Xujt − Xljt
,
fjt = ln
(
N∑
n=1
γjtnxn + djt
)
= ln(Xjt),
hjt = ln(Xljt)+ Ajt
(
N∑
n=1
γjtnxn + djt − Xljt
)
= ln(Xljt)+ Ajt(Xjt − Xljt),
gjt = Ajt
(
N∑
n=1
γjtnxn + djt
)
− 1− ln Ajt = AjtXjt − 1− ln Ajt.
Theorem 1 ([11]). Consider the functions fjt(x), hjt(x), gjt(x) for any x ∈ X ⊂ X0, where j = 0, 1, . . . ,m and t = 1, 2, . . . , Tj;
then the following two statements are valid.
(i) hjt(x) is an affine convex envelope of fjt(x) over X, and gjt(x) is an affine function corresponding to a supporting hyperplane
of the graph of fjt(x) over X, which is parallel to hjt(x). Moreover, we have
hjt(x) 6 fjt(x) 6 gjt(x), ∀x ∈ X.
(ii) The differences of fjt(x) and gjt(x), fjt(x) and hjt(x) satisfy
max
x∈X 1
1
jt(x) = maxx∈X 1
2
jt(x)→ 0, as Xujt − Xljt → 0,
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where
11jt(x) = gjt(x)− fjt(x), 12jt(x) = fjt(x)− hjt(x).
By means of Theorem 1 we can give the relaxation linear programming problems for MPE. Suppose Xk = [xk, xk] represents
either the initial bounds on the variables of the problem, or modified bounds as defined for some partitioned subproblem
in a branch and bound scheme. Let Xk = [xk, xk] and set Ψ Ljt(x) as the underestimating function of each nonlinear function
αjt ln
(∑N
n=1 γjtnxn + djt
)
. We define
αjt ln
(
N∑
n=1
γjtnxn + djt
)
> Ψ Ljt(x) =
{
αjthjt(x) if αjt > 0,
αjtgjt(x) if αjt < 0,
(3)
αjt ln
(
N∑
n=1
γjtnxn + djt
)
6 ΨUjt (x) =
{
αjtgjt(x) if αjt > 0,
αjthjt(x) if αjt < 0,
(4)
Ψ Lj (x) =
Tj∑
t=1
Ψ Ljt(x), Ψ
U
j (x) =
Tj∑
t=1
ΨUjt (x).
Owing to Theorem 1, we know that
Ψ Lj (x) 6 Ψj(x) 6 Ψ
U
j (x).
Consequently, the lower linear programming problem (LLP) for MPE in Xk is easily obtained as follows:
LLP:

min Ψ L0(x)
s.t. Ψ Lj (x) 6 ln δj, j = 1, 2, . . . ,m,
x ∈ Xk ⊆ X0.
(5)
Lemma 1. Denote the optimal objective function value of problem (P) byυ(P); thenυ(LLP) 6 υ(MPE), that is,υ(LLP(X)) provides
a valid lower bound for the optimal value of problem MPE(X).
Proof. Let D(LLP(X)) and D(MPE(X)) be the feasible regions of problems LLP(X) and MPE(X) respectively. On the basis of
the above discussion, we have D(LLP(X)) ⊇ D(MPE(X)). And the objective value of LLP is less than or equal to that of MPE
for all points in X. Then υ(LLP(X)) provides a valid lower bound for the optimal value of problem MPE(X). 
3. Deleting technique
In this section, we propose a deleting technique for eliminating a region in which the global minimum of MPE doesn’t
exist, and to use this technique as an accelerating device for solving globally the problem MPE. As discussed in Section 2,
the linear relaxation programming problem LLP is used to derive a lower bound to the solution of P1. This lower bound is
calculated by solving the problem LLP inside some hyperrectangle defined by
X = (Xi)N×1 ⊆ X0, with Xi = [xi, xi].
Clearly, the smaller this rectangle, the tighter the linear lower bound Ψ Lj (x) of the corresponding function Ψj(x), j =
0, 1, . . . ,m, and therefore the closer the solution of LLP will be to the solution of P1. Toward this end, we will present two
strategies. One of these is named the shrinking method, which can be utilized to locate the minimum/maximum value for
every variable xi in the problem LLP. The second strategy is called a deleting technique, which is used to discard the region
in which there is no global solution of the problem P1, in a rectangle partition.
3.1. Shrinking method
In order to reduce rectangles, we attempt to locate the minimum/maximum value for every variable xi. In other words,
we should solve the following 2N + 2 nonconvex problems:
min /max xi
s.t. Ψj(x) 6 ln δj, j = 1, 2, . . . ,m,
x ∈ X0.
However, this is a nonconvex problem of equivalent difficulty to the initial problem P1. Instead we can solve the following
linear relaxation programming problem for the above case through the method in Section 2:
min /max xi
s.t. Ψ Lj (x) 6 ln δj, j = 1, 2, . . . ,m,
x ∈ X0.
We can easily obtain the initial lower bound and upper bound of each variable. Then we derive an initial smaller rectangle,
for simplicity still denoted by X0. This method is applied only in the initial partition, if necessary.
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3.2. Deleting technique
Now, we pay our attention to how to form the deleting technique to accelerate convergence of the proposed global
optimization algorithm.
Assume that Ψ0 and Ψ0 are current known upper bounds and lower bounds of the optimal objective value Ψ∗0 of the
problem P1, respectively. Without loss of generality, set αjt > 0 for t = 1, . . . , T˜j and αjt < 0 for t = T˜j + 1, . . . , Tj. For
convenience, some notation is introduced below. For any subrectangle X = (Xi)N×1 ⊆ X0,with Xi = [xi, xi], we define
βi =
T0∑
n=1
α0tγ0tiA0t,
F1 =
T˜0∑
n=1
α0t[ln(Xl0t)+ A0td0t − A0tXl0t] −
T0∑
n=T˜0+1
α0t[1− A0td0t + ln(A0t)],
F2 = −
T˜0∑
n=1
α0t[1− A0td0t + ln(A0t)] +
T˜0∑
n=1
α0t[ln(Xl0t)+ A0td0t − A0tXl0t],
S1i =
N∑
n=1,n6=i
min(βnxn,βnxn),
S2i =
N∑
n=1,n6=i
max(βnxn,βnxn),
z1i =
Ψ0 − S1i − F1
βi
,
z2i =
Ψ0 − S2i − F2
βi
,
where i = 1, 2, . . . ,N.
Theorem 2. If there exists some index i ∈ {1, 2, . . . ,N} satisfying βi > 0 and z1i < xi, then minx∈X1 Ψ0(x) > Ψ∗0 , and if there
exists some index i ∈ {1, 2, . . . ,N} satisfying βi < 0 and z1i > xi, then minx∈X2 Ψ0(x) > Ψ∗0 where X1 = (X1i )N×1 ⊆ X and
X2 = (X2i )N×1 ⊆ X with
X1 =
{
Xn if n 6= i,
(z1i , xi]
⋂
Xn if n = i, X
2 =
{
Xn if n 6= i,
[xi, z1i )
⋂
Xn if n = i.
Proof. We will firstly show that Ψ0(x) > Ψ∗0 , for any x ∈ X1. Consider the nth component xn of x; it obviously satisfies
Ψ0 − S1i − F1
βi
6 xi.
Note that βi > 0; then we have
Ψ0 < βixi + S1i + F1 = βixi +
N∑
n=1,n6=i
min(βnxn,βnxn)+ F1 6
N∑
n=1
βnxn + F1
=
N∑
n=1
βnxn +
T˜0∑
n=1
α0t[ln(Xl0t)+ A0td0t − A0tXl0t] −
T0∑
n=T˜0+1
α0t[1− A0td0t + ln(A0t)]
=
T˜0∑
n=1
α0th0t(x)+
T0∑
n=T˜0+1
α0tg0t(x)
= ΦL0(x) 6 Ψ0(x).
Furthermore, on the basis of Theorem 1, we can obtain that Ψ∗0 6 Ψ0 < Ψ0(x) for any x ∈ X1; this means that there doesn’t
exist a globally optimal solution P1 on X1.
Now, we suppose that z1i > xi,βi < 0 for some i. For any x = (xi)N×1 ∈ X2, we have
Ψ0 − S1i − F1
βi
> xi > xi.
Note that βi > 0; then we have
Ψ0 < βixi + S1i + F1.
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So, by an argument similar to the above, we can derive that there is no global minimum point on X2 if βi < 0 and z2i > xi,
for some i. 
Theorem 3. If there exists some index i ∈ {1, 2, . . . ,N} satisfying βi > 0 and z2i > xi, then there is no feasible solution of P1 over
X3, and if there exists some index i ∈ {1, 2, . . . ,N} satisfying βi < 0 and z2i < xi, then there is no feasible solution of P1 over X4
where X3 = (X3i )N×1 ⊆ X and X4 = (X4i )N×1 ⊆ X with
X3 =
{
Xn if n 6= i,
[xi, z2i )
⋂
Xn if n = i, X
4 =
{
Xn if n 6= i,
(z2i , xi]
⋂
Xn if n = i.
Proof. Let there exist some index i ∈ {1, 2, . . . ,N} satisfying βi > 0 and z2i > xi. We first show that Ψ∗ > Ψ0 > Ψ0(x) for
any x ∈ X3. Owing to the assumptions and the definitions of βi, F2, z2i , we have
xi 6 xi <
Ψ0 − S2i − F2
βi
.
Note that βi > 0; we obtain
Ψ0 > βixi + S2i + F2 = βixi +
N∑
n=1,n6=i
max(βnxn,βnxn)+ F2 >
N∑
n=1
βnxn + F2
=
N∑
n=1
βnxn −
T˜0∑
n=1
α0t[1− A0td0t + ln(A0t)] +
T˜0∑
n=1
α0t[ln(Xl0t)+ A0td0t − A0tXl0t]
=
T˜0∑
n=1
α0tg0t(x)+
T0∑
n=T˜0+1
α0th0t(x)
= ΦU0 (x) > Ψ0(x).
So, for any x ∈ X3, we haveΨ∗ > Ψ0 > Ψ0(x). This implies that there doesn’t exist a feasible solution of P1 over X3. Otherwise,
if there exists x∗ ∈ X3 a feasible solution of P1, then Ψ∗ > Ψ0 > Ψ0(x∗), a contradiction.
The proof of the second part of this theorem is similar. 
Theorems 2 and 3 imply the possibility of deleting a region in which there is no globally optimal solution of P1. Then we
provide a process that shows how a subrectangle X = (Xn)N×1 ⊆ X0 with Xn = [xn, xn] can be deleted.
Suppose that there exists some i such that βi 6= 0 (i = 1, . . . ,N); thus z1i , z2i are firstly calculated as defined above, and
then the original interval Xi is replaced by a new interval Xi where Xi can be determined according to the following deleting
rules:
if βi > 0, and z1i < xi, then Xi =
{
[xi, z1i ] if z1i > xi,
φ otherwise,
if βi < 0, and z1i > xi, then Xi =
{
[z1i , xi] if z1i 6 xi,
φ otherwise.
if βi > 0, and z2i > xi, then Xi =
{
[z2i , xi] if z2i 6 xi,
φ otherwise,
if βi < 0, and z2i < xi, then Xi =
{
[xi, z2i ] if z2i > xi,
φ otherwise.
Consequently, if Xi 6= φ, the original X is replaced by a new Xn = (Xn)N×1 ⊆ X0, with Xi = Xi (i 6= n, i = 1, 2, . . . ,N)
and Xi = Xn (i = n), which is left for further consideration. In contrast, Xn = φ implies that X is eliminated from further
processing. This deleting technique provides the possibility of cutting away all or a large part of the subrectangle X which is
currently investigated by the algorithm procedure.
4. Global optimizing algorithm and its convergence
In this section a branch and bound algorithm is developed for solving the MPE based on the linear relaxation programming
problems in Section 2 and the deleting technique in Section 3. This algorithm needs to solve a sequence of linear relaxation
programming problems over partitioned subsets of Y in order to find a global optimum; some bound tightening strategies
and a deleting technique can be applied to enhance the solution procedure. Consequently, this method needs a partitioning
of the set X0 into subhyperrectangles, each concerned with a node of the branch and bound tree, and each node is associated
with a relaxation linear subproblem in each subhyperrectangle.
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First, we can reduce the initial rectangle X0 to the tighter rectangle by solving the 2N+1 linear programming problems of
Section 3.1, if necessary. At any stage k of the algorithm, suppose that we have a collection of active nodes denoted by Qk, say,
each associated with a hyperrectangle X ⊂ X0,∀X ∈ Qk. For each node X, we will have computed a lower bound of the optimal
value of the problem (P1) via the solution LB(X) of the problem (LLP), so the lower bound of the optimal value of the problem
(P1) on the whole initial box region X0 at stage k is given by LBk = min LB(X)∀X ∈ Qk. Whenever the lower bounding solution
for any node subproblem, i.e., the solution of the relaxation linear programming problem (LLP), turns out to be feasible for
the problem (P1), we update the upper bound of the incumbent solution UB if necessary. Then, the active node collection,
Qk will satisfy LB(X) < UB,∀X ∈ Qk, for each stage k. We now select an active node X ∈ Qk such that LB(X) = LBk for further
consideration. The active node X is partitioned into two subhyperrectangles according to the following branching rules. For
these two subhyperrectangles the fathoming steps are applied in order to identify whether the subhyperrectangles should
be eliminated. Then the proposed deleting technique is adopted for each new undeleted node to accelerate the convergence
of the algorithm, and compute the corresponding lower bound for the rest of the checked subhyperrectangles as before. In
the end we obtain a collection of active nodes for the next stage, and this process is repeated until convergence is obtained.
4.1. Branching rule
The critical element in guaranteeing convergence to a global minimum is the choice of a suitable partitioning strategy.
In Ref. [12] three kinds of branching methods are provided. In our paper, we choose the first method, a simple and standard
bisection rule. This method is sufficient for ensuring convergence since it drives all the intervals to zero for the variables that
are associated with the term that yields the greatest discrepancy in the approximation employed, along any infinite branch
of the branch and bound tree.
Consider any node subproblem identified by the hyperrectangle X = [x, x] ⊆ X0; the selection of the branching variable
xp and the partitioning of X are then carried out using the following rule.
Let p = arg max{xi − xi; i = 1, 2, . . . , n}, partition xp by bisecting the interval [xp, xp] into the subintervals [xp, xp+xp2 ] and
[ xp+xp2 , xp].
4.2. Algorithmic statement
The deterministic global optimization algorithm is summarized as follows.
Step 0. Initialization.
0.1. If necessary, reduce the initial hyperrectangle X0, to derive a smaller hyperrectangle X0 on the basis of the shrinking
method.
0.2. Initialize the iteration counter k := 0, the set of all active nodes Q0 = {X0}, the upper bound α = ∞, and the set of
feasible points F := φ.
0.3. Solve the problem LLP for X = X0; denote the optimal solution and minimum values as (x(X),β(X)). If x0 is feasible
for MPE, update F and α, if necessary. If α 6 β(X) + ε, where ε > 0 is some accuracy tolerance, then stop with x0 as the
prescribed solution to problem MPE. Otherwise, proceed to Step 1.
Step 1. Partitioning step. Select a branching variable xp to partition Xk to get two new subhyperrectangles according to the
above rectangle bisection rule, and partition Xk into two subhyperrectangles. Call the set of new partition rectangles Xk.
Step 2. Feasibility check forMPE in subhyperrectangles. For each X ∈ Xk, compute the lower boundΨ Lj := minx∈X Ψ Lj (x, X).
If there exists some j ∈ 0, 1, . . . ,m such that one of the lower bounds Ψ Lj satisfies Ψ L0 > α or Ψ Lj > bj for some j ∈ 1, . . . ,m,
then the corresponding subrectangle X is eliminated from Xk, i.e., Xk = Xk \ X; skip to the next element of Xk.
Step 3. Bounding step. If Xk 6= φ, solve LLP(X) to obtain β(X) and x(X) for each X ∈ Xk. If β(X) > α, set Xk = Xk \X. Otherwise,
update α := β(X), F := F ∪ {x(X)} and xbest := arg minx∈F Ψ0(x). The partition set remaining is now Qk := (Qk \ Xk) ∪ Xk and a
new lower bound is βk := minX∈Qk β(X).
Step 4. Updating the upper bound. Select the mid-point xmid of Xk; if xmid is feasible for MPE(Xk), then F := F ∪{xmid}. Define
the upper bound as α := minx∈F Ψ0(x). If F 6= φ, the best known feasible point is denoted by xbest := arg minx∈F Ψ0(x).
Step 5. Deleting step. For each Xk ∈ Qk, we update the corresponding parameters βi, F1, F2, S1i , S2i , z1i , z2i (i = 1, 2, . . . ,N);
then the proposed deleting technique is applied to Xk. For convenience, the left part of Xk is still denoted by Xk.
Step 6. Convergence checking. Set Qk+1 = (Qk) \ {X : α− β(X) 6 ε, X ∈ Qk}. If Qk+1 = φ then stop with∞ as the solution of
MPE(X0) and xbest as an optimal solution. Otherwise select an active node Xk+1 such that Xk+1 = arg minX∈Qk+1 β(X), Xk+1 :=
x(Xk+1). Set k := k+ 1 and go to Step 1.
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Table 1
Computational results for Example 1
Reference Optimal solution Optimal value Iter Max-node
x1 x2
[11] 1.6875 2.375 0.227609428 6 3
This paper 1.8 2 0.210061 5 3
4.3. Convergence of the algorithm
In this section we give the global convergence of the above algorithm. If the algorithm does not stop finitely, then the
branching rule guarantees that all the intervals go to zero for the variables. On the other hand, we need to prove that as
|X| → 0 the linear relaxation problem LLP(X) approaches MPE(X), so it is not surprising that the algorithm is shown to
converge to the global solution.
Theorem 4. The above algorithm either terminates finitely with the incumbent solution being optimal for P1, or generates an
infinite sequence of iterations such that along any infinite branch of the branch and bound tree, any accumulation point of the
sequence xk will be the global solution of the problem P1.
Proof. A sufficient condition for a global optimization to be convergent to the global minimum, stated in Horst and Tuy [13],
requires that the bounding operation must be consistent and the selection operation bound improving.
A bounding operation is called consistent if at every step any unfathomed partition can be further refined, and if any
infinitely decreasing sequence of successively refined partition elements satisfies
lim
k→+∞(α− β(X
k)) = 0, (6)
where β(Xk) is a lower bound inside some subhyperrectangle in stage k and α is the best upper bound at iteration k not
necessarily occurring inside the same subhyperrectangle. In the following we will demonstrate that (6) holds.
Since the subdivision process employed is the bisection, the process is exhaustive. Consequently, from the discussion [12],
(6) holds, and this means that the bounding operation employed is consistent.
A selection operation is called bound improving if at least one partition element where the actual lower bound is attained
is selected for further partition after a finite number of refinements. Clearly, the employed selection operation is bound
improving because the partition element where the actual lower bound is attained is selected for further partition in
the immediately following iteration. In summary, we have shown that the bounding operation is consistent and that the
selection operation is bound improving; therefore according to Theorem IV.3. of Horst and Tuy [13] the global optimization
algorithm employed is convergent to the global minimum. 
5. Numerical experiments
Now we give the numerical experiments for the proposed global optimization algorithm to illustrate its efficiency. In
Table 1 some notation has been used for column headers: Iter: the number of algorithm iterations; Max-node: the maximal
number of active nodes.
Example 1 (Ref. [11]).
min G0(x) = 169× x1 + x2 + 137x1 + 73x2 + 13 ×
x1 + 2x2 + 1
63x1 − 18x2 + 39
s.t. G1(x) = 5x1 − 3x2 6 3,
x ∈ X = {x|1.5 6 x1 6 3, 2 6 x2 6 3.5}.
(7)
(P1)

min Ψ0(x) = ln 169+ ln(x1 + x2 + 1)− ln(37x1 + 73x2 + 13)
+ ln(x1 + 2x2 + 1)− ln(63x1 − 18x2 + 39)
s.t. Ψ1(x) = 5x1 − 3x2 6 3,
x ∈ X = {x|1.5 6 x1 6 3, 2 6 x2 6 3.5}.
(8)
First, we can obtain the tighter rectangle X0 by applying the shrinking method; for simplicity, it is still denoted as X0 below:
x = X0 = {x|1.5 6 x1 6 2.7, 2 6 x2 6 3.5}.
Let k := 0: Q0 = {X0},α = ∞, F = φ, ε = 0.0001. Then, from (6) and (9) we obtain that the relaxation linear programming
problem LLP(X0) is
(LLP)

min Ψ L0(x) = −1.53237− 0.38884x1 + 0.312469x2
s.t. Ψ L1(x) = 5x1 − 3x2 6 3,
x ∈ X = {x|1.5 6 x1 6 2.7, 2 6 x2 6 3.5}.
(9)
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Example 2.
min G0(x) = (2x1 + x2 + 1)−0.6(0.5x1 + 2x2 + 1)1.9
s.t. G1(x) = (x1 + 2x2 + 1)1.2(2x1 + 2x2 + 1)−0.5 6 2.5,
G2(x) = (1.5x1 + 2x2 + 1)(2x1 + 2x2 + 1)−0.5 6 2.5,
x ∈ X = {x|1 6 x1 6 3, 1 6 x2 6 3}.
The minimum point x∗ = (1.30769, 1) and the optimal value G∗0 = 4.6849 is achieved when k = 5 and ε = 0.0001.
6. Conclusion
In this paper a global optimization algorithm is presented for a class of multiplicative programming problems with
exponent under multiplicative constraints. On the basis of logarithmic characteristics, tangential hypersurfaces and concave
envelope approximations, the problem MPE is reduced to a new linear relaxation programming problem (LLP). Thus the
initial nonconvex nonlinear problem MPE is reduced to a sequence of linear programming problems through the successive
refinement of a linear relaxation of the feasible region of the objective function. A branch and bound algorithm, along with
a deleting technique, is given via solving a sequence of linear relaxations over partitioned subsets to find a global optimal
solution of MPE. The deleting technique can cut away a large part of the currently investigated region in which the globally
optimal solution of MPE does not exist. And the final numerical results show that our algorithm is effective and feasible.
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