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Abstract 
We conduct a numerical investigation of structural order in the shifted-force Len-
nard-Jones system by calculating metrics of translational and bond-orientational order 
along various paths in the phase diagram covering equilibrium solid, liquid, and vapor 
states.  A series of non-equilibrium configurations generated through isochoric quenches, 
isothermal compressions, and energy minimizations are also considered.  Simulation re-
sults are analyzed using an ordering map representation [Torquato et al., Phys. Rev. Lett. 
84, 2064 (2000); Truskett et al., Phys. Rev. E 62, 993 (2000)] that assigns to both equilib-
rium and non-equilibrium states coordinates in an order metric plane.  Our results show 
that bond-orientational order and translational order are not independent for simple 
spherically symmetric systems at equilibrium.  We also demonstrate quantitatively that 
the Lennard-Jones and hard sphere systems sample the same configuration space at su-
percritical densities.  Finally, we relate the structural order found in fast-quenched and 
minimum-energy configurations (inherent structures). 
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I. Introduction 
 A problem commonly encountered by scientists and engineers is how to relate 
information found in a image of a material to its non-visual properties, for example its 
kinetic, mechanical, or electromagnetic properties.  The image can come from a variety 
of sources, such as traditional imaging devices (e.g. various microscopes), as well as 
from numerical simulations, which generate representative configurations of a material.  
Examples of this type of relationship include the connection between the microstructure 
of a porous medium and the fluid flow characteristics through it, the microstructure of 
cheese and its textural characteristics [1], the organization of lipids in the skin and the 
rate of transdermal transport of drug molecules [2], and the cavity size distribution in 
bone and the onset of osteoporosis [3].  Although one can extract valuable information 
about a material by viewing an image of it, the visualization process is qualitative in na-
ture, and thus results obtained from such a process will always possess a degree of sub-
jectivity.  To describe a material in a more objective manner, one must develop a formal-
ism to describe quantitatively the information contained in images.  One method for ap-
proaching this problem is to develop order metrics (order parameters) that identify given 
types of structural order within a system.  Once these metrics have been formulated, they 
can be used to relate microscopic structural information to the macroscopic behavior of a 
system [4]. 
 Numerous materials found in nature and utilized in industry exist in an amorphous 
state [5].  Such systems organize over relatively short distances, but lack the long-range 
order found in crystalline materials.  Examples include liquids, window glass, tissue, 
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various formulations found in the pharmaceutical industry, and numerous food products.  
Although methods for characterizing structural order in regular crystalline solids are well 
established [6,7], similar techniques for amorphous systems are not nearly as advanced.  
To quantify the structural order present in an amorphous system, one must first identify 
the types of order relevant to the system and subsequently construct metrics (preferably 
simple) that are capable of measuring that order.  Recent studies involving the hard 
sphere system [8,9] and water [10] have made progress in this direction.  In this work, we 
continue to develop these concepts by examining structural order in both equilibrium and 
non-equilibrium states of the Lennard-Jones system [11]. 
 The reassessment of the notion of random close packing in hard-sphere systems 
by Torquato et al. [8] revealed a novel way of characterizing structural order.  The au-
thors defined metrics for two forms of structural order, bond-orientational and transla-
tional order, and introduced the concept of an ordering map, in which different states are 
mapped onto a plane whose coordinate axes represent the two order metrics.  Subse-
quently, Truskett et al. [9] used the idea of an order map to identify the relative place-
ment of a material's equilibrium phases in order metric space by focusing on hard-sphere 
systems.  In addition, the ordering map can be used to trace the processing history of non-
equilibrium structures.  Once an ordering map has been constructed, it can be employed 
to interrogate relationships between a material's microstructure and macroscopic proper-
ties and/or to characterize complex material samples.  For example, the ordering map was 
used recently to infer whether or not hard sphere configurations corresponded to ther-
mally equilibrated states [9]. 
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 A detailed study of structural order in stable, supercooled and stretched liquid wa-
ter has also been performed [10].  In water, directional attractions (hydrogen bonds) 
combine with short-range repulsions to determine the relative orientation of neighboring 
molecules as well as their instantaneous separation.  The competition between these two 
interactions leads to the well-documented peculiar behavior of water [12].  By examining 
the relationship between structural order (orientational and translational) and the thermo-
dynamic and kinetic properties of water, it was found that a cascade of anomalies occurs 
within the fluid, whereby structural, diffusive, and thermodynamic anomalies occur suc-
cessively, as water becomes progressively ordered. 
 The objective of the present study is to examine structural order in a system of 
monatomic particles that interact in spherically symmetric fashion via soft repulsions and 
dispersive attractions.  Specifically, we investigate the bond-orientational and transla-
tional order found in the vapor, liquid, and amorphous and crystalline solid phases of the 
shifted-force Lennard-Jones system.  We first determine the phase boundaries for this 
system.  We then examine the system along a number of paths involving the equilibrium 
vapor, liquid, and crystalline phases.  We also consider non-equilibrium configurations 
generated through isochoric quenches, isothermal compressions, and energy minimiza-
tions. 
 The paper is organized as follows.  In the following Section II we describe the 
order metrics employed in this work.  The computational methods are detailed in Section 
III.  In Section IV we discuss the results obtained in this investigation, and the salient 
conclusions are presented in Section V. 
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II. Order Metrics 
 To quantify the structural order present in a material one must first identify a set 
of metrics that are sensitive to the types of particle arrangements relevant to the system.  
A natural method for determining the (dis)order in a system is to utilize a metric that 
quantifies the deviation of an actual structure from a reference arrangement, usually a 
crystalline lattice.  Although this approach provides a relatively straightforward and accu-
rate means of evaluating the (dis)order present in a material, the method has a number of 
limitations.  The most serious one is the need to have knowledge of the structure of the 
reference crystalline phase.  For simple systems, including the Lennard-Jones system 
considered here, this is generally not a problem.  However, for more complicated con-
densed matter systems the crystalline structure may be unknown.  Comparisons between 
the actual and reference structure, which are normally made at constant density [9], can 
also become ambiguous when multiple crystalline phases exist.  In this case, the refer-
ence structure changes as a function of thermodynamic conditions.  Furthermore, a stable 
solid phase will not exist at sufficiently low densities.  For all of the above reasons, it is 
preferable to use crystal-independent metrics for the quantification of structural order.  
Our work is part of a broader study aimed at identifying suitable metrics for quantifying 
structural order in materials.  To that end, we have focused here on order metrics that do 
not require knowledge of the stable crystalline structures.  In what follows, we identify 
the types of order pertinent to our system and introduce the metrics used to quantify these 
forms of order.  The reader is referred to Kansal et al. [13] for a discussion concerning 
the subtleties in choosing broadly applicable order metrics as well as guidelines for de-
signing and evaluating new order metrics. 
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For a collection of spherically symmetric particles, there are two basic forms of 
order: bond-orientational order and translational order [8,9].  The first measures correla-
tions between bond angles defined between a central particle and its nearest neighbors.  
The second measure quantifies the degree to which pairs of particles adopt preferential 
separations.  To quantify the first, we employ a set of bond-orientational order metrics 
introduced by Steinhardt et al. [14].  The initial step in calculating the order metrics is to 
determine each particle’s set of nearest neighbors.  In this work, two particles are consid-
ered nearest neighbors if their separation is less than the radial distance to the first mini-
mum in the pair correlation function.  Following Steinhardt et al. [14], a vector ijr  point-
ing from a given molecule to one of its nearest neighbors is denoted as a “bond”.  For 
each bond one determines the quantity, 
 ( ) ( )ijijlmijlm YQ φθ ,ˆ =r ,        (1) 
where ijrˆ  is the unit vector of ijr  with the related polar and azimuthal angles θij and φij, 
and the associated spherical harmonics Ylm.  Subsequently, an average over all bonds is 
performed to obtain, ( )ijlmlm QQ rˆ= .  Finally, the averages lmQ , which depend on the 
choice of reference frame, are used to calculate the rotationally invariant order metrics Ql. 
 
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4π        (2) 
In this work, we have restricted our attention to even-l spherical harmonics.  In general, 
the order metrics grow in value as the crystallinity of a system increases.  The limiting 
value of the order metric, for a perfect crystalline structure, depends on the value of l and 
the type of crystalline lattice (see Figure 2 of reference [14]).  For example, the l = 6 
value for a perfect fcc crystal is 57452.0fcc6 =Q .  For a completely uncorrelated system, 
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the values of Ql become bondN1 , where Nbond is the total number of bonds in the sys-
tem.  Therefore, in the infinite system limit the value of Ql spans from zero for a com-
pletely random system to the value for the perfect crystalline structure that it adopts. 
To evaluate the translational order, we use a slight modification of the crystal-
independent translational order metric introduced by Truskett et al. [9],  
( )∫ −= cs
c
dssg
s 0
11τ ,        (3) 
where, 31ρrs =  is the radial distance scaled by the number density, ( )sg  is the pair cor-
relation function, and sc is a numerical cutoff, which in this work was set to 5.3=cs .  
The order metric provides a measure of the local density modulations over a finite num-
ber of coordination shells.  For a completely uncorrelated system, ( ) 1≡sg , and thus τ has 
a value of zero.  Conversely, the value of τ is relatively large for systems with long-range 
order.  For a perfect fcc crystal, one can analytically determine the value of 
( ) 7893.15.3fcc ==csτ . 
III. Simulations 
 A variety of numerical methods were employed in this work to determine the 
phase behavior and to examine the structural order in equilibrium and non-equilibrium 
configurations of the shifted-force Lennard-Jones (sfLJ) system.  The specific form of the 
potential employed in this work is, 
 ( ) ( ) ( ) ( ) ( )


>
≤′−−−=
c
cccc
rr
rrrurrruru
ru
for0
for sf ,    (4) 
with, 
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where usf is the shifted-force potential energy, u is the full Lennard-Jones interaction en-
ergy, u′  represents the first derivative of the full potential, rc is the radial distance of the 
potential cutoff (rc = 2.5 in this work), and ε and σ are energy and size parameters, re-
spectively. In what follows, all quantities are nondimensionalized using ε and σ as char-
acteristic energy and length scales, respectively.  For example, temperature is reduced by 
Bkε (kB is the Boltzmann factor), distance by σ, and time by εσ 2m , where m is the 
mass of a particle, which is set to unity in this work. 
Monte Carlo methods were used to determine the phase behavior of the system.  
The vapor-liquid phase boundary was determined using histogram reweighting grand ca-
nonical Monte Carlo [15].  The methods used here are analogous to those described else-
where [16,17].  A series of grand canonical simulations were completed at state points in 
the vicinity of the coexistence curve.  In particular, a run was completed at near critical 
conditions as well as six liquid phase and four vapor phase runs, with the lowest tempera-
ture simulated being T = 0.57.  The histograms were combined using the techniques of 
Ferrenberg and Swendsen [18,19].  The volume of the simulation cell was set to V = 216. 
 The vapor-liquid critical point parameters were determined in a manner analogous 
to that employed by Potoff and Panagiotopoulos for the full LJ potential [20].  Specifi-
cally, a finite-size analysis [21,22] was used to calculate the apparent critical parameters 
for system sizes of V = 343, 512, 1000, and 1728.  Subsequently, this data was used to 
extrapolate to the infinite system size critical parameters. 
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 The liquid-solid and vapor-solid phase equilibria were determined using the 
Gibbs-Duhem integration technique introduced by Kofke [23,24].  To implement this 
method, one needs to specify the type of crystalline lattice that the system adopts.  In a 
recent study, Jackson et al. examined the relative stability of the fcc and hcp lattices for 
the full Lennard-Jones system [25].  They found that the fcc lattice was the stable phase 
for all pressures above a temperature of 4.0≈T .  Moreover, they determined that the 
liquid always freezes into the fcc lattice.  However, the authors also showed that the rela-
tive stability of the fcc and hcp lattices can vary appreciably with changes in the method 
used to truncate the potential.  We elected to perform the phase equilibrium calculations 
in this study assuming that the fcc lattice was the stable crystalline phase.  Although for 
some of the crystalline state points considered in this work the fcc lattice may be metast-
able with respect to the hcp lattice, the conclusions from this work are independent of the 
precise nature of the stable crystalline lattice, especially since we quanitify structural or-
der in crystal-independent fashion.  The location of the liquid-crytalline phase transition 
would be altered by a negligible amount given the similarity in the free energy of the fcc 
and hcp lattices. 
The methods used in this work are very similar to those employed by Agrawal 
and Kofke to determine the phase behavior of the soft sphere (SS), ( ) ( )nrru σε=  
[26,27], and Lennard-Jones (LJ) systems [28].  The location of the liquid-solid equilibria 
for the sfLJ system was performed in three steps.  First, the phase coexistence of the sfSS 
system (the SS potential truncated and shifted according to Equation (4)) was determined 
by integrating the change in the logarithm of the saturation pressure with potential soft-
ness, n1≡α , from 0=α  (hard sphere) to 085.0=α .  An integration step size of 
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005.0=∆α  and a system size of N = 500 were used.  Next, the attractive part, 
( ) ( ) κσε ⋅−= 64 rru , of the sfLJ potential was added to a sfSS potential scaled by a fac-
tor of four, ( ) ( )124 rru σε= , by integrating the variation of the logarithm of the satura-
tion pressure with respect to κ from κ = 0 to  κ = 1 using a step size of ∆κ = 0.05, while 
holding the temperature constant at T = 2.74.  The remainder of the solid-liquid coexis-
tence was then determined by integrating the change in the reciprocal temperature with 
the logarithm of the pressure in step sizes of 2.0ln −=∆ p , using the final point from the 
previous integration as a starting point. 
 Before determining the vapor-solid equilibria, we first located the vapor-liquid- 
solid triple point.  This was accomplished by identifying the point of intersection of the 
vapor-liquid and liquid-solid coexistence curves.  The triple point then provided a starting 
point to obtain the sublimation line, which was determined by integrating the variation of 
the temperature with pressure in step sizes of 0002.0−=∆p . 
 The structural order metrics were determined from data collected during NVT mo-
lecular dynamics simulations.  The equations of motion were integrated with the velocity-
Verlet algorithm [29] coupled with a single Nosé-Hoover thermostat [30].  The time step 
was set to 002.0=∆t  and the Nosé-Hoover thermostat coupling constant QNH was set to 
QNH = 2.0.  A system size of N = 500 particles was used for all simulations.  At low den-
sities the initial fluid configurations were randomly generated and subsequently these 
configurations were rescaled for use as starting configurations for higher density runs.  A 
perfect fcc crystal was used to initiate all simulations involving the crystalline phase. 
 Our study also included the examination of non-equilibrium structures.  These 
structures were generated using three different methods: isochoric quenches, isothermal 
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compressions, and isochoric energy minimizations.  The isochoric quenches were com-
pleted by reducing the temperature at rates varying between 005.0−=∆∆ tT  and 
2.0−=∆∆ tT  with step changes of 1.0−=∆T .  For typical argon parameters 
( 87.98B =kε K and σ = 3.29 Å) [31], this corresponds to quenches varying between 
111015.2 ⋅  and 121062.8 ⋅  K/sec with step changes of 9.9 K.  The quench was initiated by 
performing an equilibration run of length te, after which the final configuration was saved 
and a production run of length tp = te was completed.  The temperature was then reduced 
by ∆T and the above process was repeated using the final configuration of the equilibra-
tion phase from the previous temperature as the starting configuration.  This sequence of 
events was continued until a temperature of T = 0.1 was reached [32].  The isothermal 
compressions were performed in a manner analogous to the isochoric quenches.  The 
compression rate was adjusted between 005.0=∆∆ tρ  and 1.0=∆∆ tρ  by increasing 
the density in increments of 1.0=∆ρ .  The compression was terminated when a density 
of ρ = 2.15 was reached.  This algorithm corresponds to argon compression rates varying 
between 121006.4 ⋅  and 131012.8 ⋅  kg/(m3 sec) with steps of 186 kg/m3. 
 Inherent structures [33] were the final type of non-equilibrium structure gener-
ated.  These structures were generated by performing a conjugate gradient numerical ap-
proximation to steepest descent energy minimization of instantaneous equilibrium liquid 
configurations to the corresponding local potential energy minimum [34,35].  Each itera-
tion of the conjugate gradient method causes a decrease in the potential energy.  A mini-
mization was considered complete when a new iteration yielded a relative change in the 
potential energy, ( ) iii EEE 1−− , of less than 10-8.   For each state point considered, at 
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least 50 inherent structures were generated to determine the average value of properties.  
Although inherent structures are in mechanical equilibrium (minimum energy), they are 
not in thermal equilibrium, as their thermal energy has been removed.  This justifies their 
being considered as non-equilibrium configurations. 
IV. Results and Discussion 
 We are not aware of any literature reference on the phase diagram of the shifted-
force Lennard-Jones system.  We therefore performed such calculations as a preliminary 
step in the present study.  The phase diagram of the shifted-force Lennard-Jones system 
is presented in Figure 1 and the values of the critical and triple point parameters are col-
lected in Table 1.  As one would expect, the critical and triple point temperatures of the 
sfLJ potential are lower than those of the full LJ potential.  However, while the liquid and 
solid triple point densities are lower for the sfLJ than in the LJ case, the critical density is 
very similar to that of the full LJ potential.  Knowledge of the phase behavior is impor-
tant in this study, as a number of the paths considered involve moving along phase 
boundaries. 
 Figure 2 shows the bond-orientational order metrics, Ql, as a function of density 
along a supercritical isotherm of T = 1.5.  The density range covered includes both the 
fluid and crystalline phases.  The bond-orientational order metrics with l = 4, 6, 8, and 12 
are sensitive to fcc ordering in the crystalline phase, with value increasing monotonically 
with density.  The salient feature is the discontinuous jump in bond-orientational order at 
the fluid-crystal transition.  Note that Q6 is the most sensitive of the bond-orientational 
order metrics examined, since it produces the largest difference between the fluid and 
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crystalline phases.  As a result, Q6 is used to quantify bond-orientational order in what 
follows.  Although changes in the bond-order metrics with density in the fluid phase are 
much smaller than across the fluid-crystal transition, it is nevertheless worth noting that 
all of the bond-orientational order metrics initially decrease with density in the fluid 
phase.  For l = 6, 8, and 12 a minimum in the orientational order is observed at 6.0≈ρ . 
 Figure 3 shows the behavior of Q6 along the fluid and crystalline branches of the 
fluid-crystal transition, the vapor and liquid branches of the vapor-liquid transition, a 
subcritical isotherm at T = 0.75, the critical isotherm, and a supercritical isotherm at T = 
1.5.  In the crystalline phase, as one would expect, Q6 increases with density at constant 
temperature and decreases with temperature at constant density.  The value of Q6 for the 
saturated crystal decreases monotonically with increasing temperature.  Below a density 
of 6.0≈ρ , Q6 increases as the density decreases.  This finding is in contrast to what was 
observed for the hard sphere fluid by Truskett et al. [8,9], where it was found that the 
value of Q6 invariably increases with density.  This difference in low-density behavior 
reflects the role of attractive interactions, which are present in the Lennard-Jones system.  
A detailed study is underway to investigate low-density configurations sampled as a re-
sult of attractive interactions. 
 The crystal-independent translational order metric, τ, was calculated along the 
same paths on the phase diagram used for determining Q6.  The results of these calcula-
tions are presented in Figure 4.  The observed behavior is qualitatively very similar to 
that of the bond-orientational order at higher densities.  For both the fluid and crystalline 
phases, the value of τ increases with density at constant temperature and decreases with 
temperature at constant density.  The translational order decreases with temperature along 
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the crystalline branch of the fluid-crystal transition and remains relatively constant along 
the fluid branch.  Along the vapor-liquid transition, translational order increases mono-
tonically with saturated density.  In the near-critical region the translational order metric 
remains relatively constant.  This demonstrates that the translational order metric defined 
in Equation (3) is not sensitive to the long-range behavior of ( )rg  caused by critical fluc-
tuations.  We also investigated the ability of the two-body excess entropy [36] to serve as 
a metric for translational order.  In all cases qualitatively analogous results were found 
with this order metric. 
 The calculations of bond-orientational and translational order along different 
paths on the phase diagram allow the construction of an order map.  This method of char-
acterization, recently introduced by Torquato and coworkers [8,9], is a novel way of in-
terrogating the structural order that exists in a given material.  Figure 5 shows an order 
map with the translational order metric τ plotted versus the bond-orientational order met-
ric Q6.  It can be seen that all of the data collected in the crystalline and fluid phases col-
lapse onto single lines for each of the respective phases.  This means that the two order 
metrics are strictly correlated for dense equilibrium states of the sfLJ system: transla-
tional and orientational order are not independently variable.  While this is a reasonable 
result for a spherically symmetric system, the numerical results offer a clear confirma-
tion. 
 It is interesting to compare the order map of the sfLJ (this work) and hard sphere 
[8,9] systems.  This is done in Figure 6.  It can be seen that the data for the hard sphere 
system and sfLJ system fall on the same lines.  This suggests that identical types of order 
are generated by sufficiently dense simple spherically symmetric systems at equilibrium.  
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The same microscopic configuration is produced in these simple systems, with a change 
in state point or Hamiltonian resulting in a shift along the fluid or crystalline line on the 
order map.  These concepts are not new: in essence, they form the basis of perturbation 
theory [37], which states that all simple fluids have the same underlying structure and 
that changing the details of the interaction can be treated as a small perturbation to a ref-
erence system.  The results presented here provide precise and quantitative evidence to 
support the physical principle that underlies perturbation theory.  They also yield a lower 
density limit ( 6.0≈ρ  for the sfLJ system) below which this picture breaks down because 
attractive interactions cause the system to sample configurations that are distinct from 
those accessed in a purely repulsive system at the same density. This can be seen by the 
pronounced increase in Q6 as the density decreases along the saturated vapor branch 
(Figure 3).  
 The previous discussion pertained to equilibrium states.  In what follows we ex-
tend the methodology to the investigation of supercooled liquid and glassy states.  We 
consider systems generated by isochoric quenches, isothermal compressions, and energy 
minimizations of equilibrium liquid configurations.  Figure 7 shows the paths traversed 
on the order map during isochoric quenches at various rates.  The quenches were per-
formed at a density of ρ = 0.95, starting from a temperature of T = 1.5 and terminating at 
T = 0.1.  All of the quenches begin by uniformly extending the liquid branch on the order 
map to higher values of order.  After this initial trend the trajectories separate, with the 
slower quenches attaining higher degrees of both bond-orientational and translational or-
der.  At the lower quench rates, sufficient time exists for crystallites to form, which sig-
nificantly increase the overall structural order.  Conversely, for fast quench rates, only a 
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modest increase in structural order is observed.  This inverse dependence of the quench 
rate on the order is consistent with the results for hard spheres [8,9], where compression 
rate plays a role analogous to quenching.  Also included in Figure 7 is a collection of 
points representing the structural order found in inherent structures (local energy minimi-
zations).  These points were obtained from energy minimizations over a wide density 
range.  In particular, equilibrium liquid configurations were generated at the relatively 
high temperature of T = 50 for densities ranging from ρ = 0.9 to 2.0, after which a num-
ber of the instantaneous configurations were subjected to energy minimization as de-
scribed in Section III to obtain the inherent structures.  The minimum density examined is 
just above the Sastry density for this system [35], which marks the lowest density for 
which the inherent structures are spatially homogeneous, and below which system-
spanning cavities and fissures begin to form.  All of the inherent structure data collapses 
onto a very narrow region on the order map.  This suggests that minimum energy con-
figurations correspond to rather specific particle arrangements that are quite insensitive to 
changes in density over the range of conditions studied here.  
The connection between the isochoric quench and inherent structure results has a 
number of interesting consequences.  First, a reasonable extrapolation of the data indi-
cates that a quench taken to zero temperature with a very high cooling rate leads to the 
same location on the order map as an energy minimization.  This analysis implies that 
quenches performed at a rate that exceeds some system-specific high-cooling-rate limit 
are identical to energy minimizations, something that has long been suggested, but for 
which little quantitative evidence existed so far.  Second, it appears that the collection of 
inherent structure points represents a smooth extrapolation of the liquid branch on the 
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order map, which indicates that inherent structures are the most ordered amorphous con-
figurations attainable. 
 A series of isothermal compressions was performed in a manner similar to the 
isochoric quenches.  Specifically, a system equilibrated at a temperature of T = 1.5 and a 
density of ρ = 0.95 was compressed linearly in density to ρ = 2.15.  The data collected 
from these compressions are displayed in Figure 8.  The results are qualitatively similar 
to the isochoric quenches.  At low compression rates, a large number of crystallites form, 
causing the structural order to increase.  As the compression rate is increased, fewer crys-
tallites form, which results in final configurations with lower structural order.  In contrast 
to the isochoric quenches, all of the trajectories generated from the compressions eventu-
ally veer away from the collection of inherent structures on the order map.  The precise 
reason for this is unknown.  One possible explanation is that in order to converge to the 
inherent structures, even higher compression rates are needed than those used in this 
work. 
V. Conclusions 
 In this study, we investigated the structural order found in equilibrium and non-
equilibrium states of the shifted-force Lennard-Jones system.  A number of accurate 
methods were used to determine the underlying phase behavior.  Two forms of order, 
bond-orientational and translational, were then examined using simple metrics introduced 
recently by us [8,9].  Our results lead to a number of new insights into the structure of 
simple systems interacting via spherically symmetric forces, such as colloidal particles 
and rare gases. 
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 The order map, which projects configurations onto a sub-space whose coordinate 
directions are the system’s relevant order metrics, provides a useful representation of the 
evolution of structural order along both equilibrium and non-equilibrium paths.  Our re-
sults show that all of the equilibrium data for the sfLJ system collapse onto two lines on 
the order map, one for the fluid and one for the crystalline phases, respectively.  The cor-
responding data from the hard sphere system also fall on these same two lines.  This 
analysis demonstrates that bond-orientational and translational order are not independent 
for simple spherically symmetric systems at equilibrium.  Our work shows that simple 
systems are restricted to a well-defined line in bond-orientational – translational order 
space, and that a change in the state point or Hamiltonian simply causes a shift along that 
line.  Stated more generally, the work quantitatively demonstrates that simple spherically-
symmetric systems sample the same configurations.  This relationship breaks down at 
sufficiently low densities, where attractive forces give rise to behavior not seen in hard-
core systems. 
 Investigation of supercooled and glassy states resulted in several novel findings.  
The structural order generated by supercooled liquids upon isochoric quenches extends 
the fluid branch on the ordering map.  For slower quenches, the formation of crystallites 
causes a sharp increase in structural order.  At the fastest quench rates investigated here, 
the trajectories move toward the location of the inherent structure points on the ordering 
map.  The data suggests that energy minimizations are a limit of very fast quenches and 
that inherent structures represent the natural extrapolation of the fluid branch on the or-
dering map. 
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 Future work will focus on resolving open questions raised by this work, and on 
extending this approach to more complex systems.  A detailed study of low-density be-
havior in systems with attractive forces (such as the sfLJ) is warranted. It is hoped that 
such an investigation will improve current understanding of the distinct types of particle 
arrangements brought about by dispersive forces at low densities, and their relationship to 
a system’s thermodynamic and transport properties.  Another open question involves 
structural order within the metastable vapor-liquid region.  An important finding for the 
hard-sphere system [8,9] is the fact that non-equilibrium (glassy)  states sample a distinct 
region of the order map; it is therefore of interest to explore what regions correspond to 
states that are metastable with respect to the vapor-liquid transition.  It also appears im-
portant to investigate the extent to which dense spherically symmetric systems sample 
only hard-sphere configurations.  To address this issue, we plan to examine the structural 
order found in systems with more complex spherically symmetric interactions, such as 
the Gaussian core model [38] and core softened systems [39,40].  It has recently been 
demonstrated that commonly employed order metrics may not be consistent with one an-
other over a broad range of conditions [13].  Therefore, an important aspect of future re-
search will involve the investigation and application of improved order metrics.  Finally, 
we think that the quantification of structural order can also be used as a powerful tool for 
studying aqueous systems.  Our recent work on water [10] represents a logical starting 
point for the analysis of aqueous solutions containing biological molecules, such as car-
bohydrates and amino acids, as well as ionic species. In these cases, orientational order 
metrics are likely to yield novel and quantitative insights into solvation phenomena and 
solution structure. 
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Tables 
Table 1. Critical and triple point parameters of the shifted-force 
Lennard-Jones potential. 
Property sfLJ LJ 
Tc 0.937 1.3120 
Pc 0.0820 0.1279 
ρc 0.320 0.316 
Ttr 0.560 0.687 
Ptr 0.0018 0.011 
ρtr, sol 0.936 0.963 
ρtr, liq 0.815 0.850 
ρtr, gas 0.00334 0.00186 
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Figure Captions 
Figure 1. Phase diagram of the shifted-force Lennard-Jones system in the temperature-
density (a) and pressure-temperature (b) planes.  The solid and dashed lines represent the 
vapor-liquid and liquid-solid phase boundaries respectively.  The triangle, circle, and 
diamond indicate the vapor-liquid critical point and the saturated liquid and solid phases 
at the triple point. 
 
Figure 2. Bond-orientational order metrics as a function of density at a temperature of T 
= 1.5.  Symbols are as follows: (c) Q2, () Q4, () Q6, (U) Q8, (Y) Q10, (V) Q12. 
 
Figure 3. Bond-orientational order metric Q6 as a function of density along several loci 
on the phase diagram.  Symbols are as follows: (—) vapor-liquid coexistence boundary, 
(–  –) liquid-solid coexistence boundary, (U) vapor-liquid critical point, (c) liquid triple 
point, () solid triple point, () T = Tc = 0.935 isotherm, (Z) T = 0.75 isotherm, (V) T = 
1.5 isotherm. 
 
Figure 4. Translational order metric τ as a function of density along select paths on the 
phase diagram.  Symbols are the same as in Figure 3. 
 
Figure 5. Ordering map.  Symbols are the same as in Figure 3. 
 
Figure 6. Comparison of the Lennard-Jones (solid line) and hard sphere (circles) 
ordering diagrams. 
 
Figure 7. Trajectories of isochoric quenches on the ordering map.  The solid lines repre-
sent the equilibrium fluid and crystalline phases and the dashed lines correspond to 
quench rates 2.0 and ,1.0 ,05.0 ,02.0 ,01.0 ,0067.0 ,005.0 −−−−−−−=∆∆ tT .  The arrow 
indicates the direction of faster quenches.  Diamond symbols indicate inherent structures. 
 
Figure 8. Trajectories of isothermal compressions on the ordering map.  Symbols are the 
same as in Figure 7. The dashed lines correspond to isothermal compression rates 
=∆∆ tρ 0.005, 0.01, 0.02, 0.05, and 0.1.  The arrow indicates the direction of faster 
compressions. 
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