A Subgroup Theorem for Homological Filling Functions by Hanlon, Richard Gaelan & Martinez-Pedroza, Eduardo
ar
X
iv
:1
40
6.
10
46
v2
  [
ma
th.
GR
]  
20
 A
ug
 20
15
A SUBGROUP THEOREM FOR HOMOLOGICAL FILLING FUNCTIONS
RICHARD GAELAN HANLON AND EDUARDO MART´INEZ-PEDROZA
Abstract. We use algebraic techniques to study homological filling functions of groups
and their subgroups. If G is a group admitting a finite (n + 1)–dimensional K(G, 1) and
H ≤ G is of type Fn+1 , then the nth–homological filling function of H is bounded above by
that of G. This contrasts with known examples where such inequality does not hold under
weaker conditions on the ambient group G or the subgroup H. We include applications to
hyperbolic groups and homotopical filling functions.
1. Introduction
The nth homological and homotopical filling functions of a space are generalized isoperi-
metric functions describing the minimal volume required to fill an n–cycle or n–sphere with
an (n + 1)–chain or (n + 1)–ball. These functions have been widely studied in Riemannian
Geometry and Geometric Group Theory; see for example [2, 5, 8, 10, 15, 18]. In this paper,
we study the relation between the nth homological filling functions of a finitely presented
group and its subgroups. Our main result provides sufficient conditions for the nth-filling
function of a subgroup to be bounded from above by the nth-filling function of the ambient
group. The hypotheses of our theorem are in terms of finiteness properties of the ambient
group and the subgroup. Our result contrasts with known examples illustrating that this
relation does not hold under weaker conditions [4, 22, 21].
1.1. Statement of Main Result. A K(G, 1) for a group G is a cell complex X with con-
tractible universal cover X˜ and fundamental group isomorphic to G. If G admits a K(G, 1)
with finite n-skeleton, then G is said to be of type Fn. Such finiteness properties are natural
(topological) generalizations of being finitely generated (type F1) and finitely presented
(type F2).
If X is a K(G, 1) with finite (n+1)–skeleton, then the nth–homological filling function of
G is an optimal function FVn+1G : N → N such that FV
n+1
G (k) bounds the minimal volume
required to fill an n–cycle γ of X˜ of volume at most k, with an (n + 1)–chain µ of X˜ having
boundary ∂(µ) = γ. See Section 3 for precise definitions.
It can be shown that the growth rate of FVn+1G is independent of the choice of X up to
an equivalence relation ∼, hence FVn+1G is an invariant of the group G, see [9, 20]. The
relation f ∼ g between functions is defined as f  g and g  f , where f  g means that
there is C > 0 such that for all n ∈ N, f (n) ≤ Cg(Cn + C) + Cn + C. Our main result is a
generalization of a result of Gersten [12, Thm C] to higher dimensions.
Theorem 1.1. Let n ≥ 1. Let G be a group admitting a finite (n + 1)-dimensional K(G, 1)
and let H ≤ G be a subgroup of type Fn+1. Then
FVn+1H  FV
n+1
G .
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Some examples that contrast with Theorem 1.1 are the following. In [4], Noel Brady
constructed a group G admitting a finite 3–dimensional K(G, 1) such that FV2G is linear,
and G contains a subgroup H ≤ G of type F2 with FV2H at least quadratic. Another
source of examples are the generalized Heisenberg groups H2n+1, for which Robert Young
computed the homological filling invariants in [22, 21]. For instance, H5 admits a finite
5–dimensional K(H5, 1) and has quadratic FV2H5 . On the other hand, H3 can be embedded
in H5, admits a 3–dimensional K(H3, 1), and has cubic FV2H3 . Likewise, H5 has quadratic
FV3
H5
and can be embedded in H7 which has FV3H7 polynomial of degree 3/2.
Theorem 1.1 also imposes constraints on certain well known constructions. For exam-
ple, given a finitely generated group H with decidable word problem in nondeterministic
polynomial time, Birget, Ol’shanskii, Rips and Sapir produce an embedding of H into a
finitely presented group G with polynomial Dehn function [3]. For this construction, The-
orem 1.1 implies that if H has a finite 2-dimensional K(H, 1) and FV2H is not bounded by
a polynomial function, then G does not admit a finite 2-dimensional K(G, 1). A particular
example of such a group H is the Baumslag-Solitar group B(m, n) with |m| , |n|, for which
the embedding constraint is known [12, Thm A].
We discuss some applications of Theorem 1.1 to hyperbolic groups and homotopical
filling functions below. Recall that a group G is hyperbolic if it has a linear Dehn function.
In [13], Gersten proved the following:
Theorem 1.2. [13, Thm 4.6] Let G be a hyperbolic group of cohomological dimension 2.
Then every finitely presented subgroup H ≤ G is hyperbolic.
Gersten’s result does not hold in higher dimensions as Brady has exhibited a hyperbolic
group G of cohomological dimension 3 containing a non–hyperbolic finitely presented sub-
group H ≤ G [4]. We can however, obtain a result similar to Theorem 1.2 by considering
homotopical filling functions of higher dimensions. The nth–homotopical filling function
δnG of a group G is defined analogously to FVn+1G but restricts to filling n–spheres with
(n + 1)–balls inside the universal cover of K(G, 1) with finite (n + 1)–skeleton. Roughly
speaking, δnG(k) bounds the minimum volume required to fill an n–sphere of volume at
most k, with an (n+ 1)–ball. Precise definitions of “volume” and δnG can be found in [2, 5].
Corollary 1.3. Let G be a hyperbolic group of geometric dimension n + 1, where n ≥ 2.
Let H ≤ G be of type Fn+1. Then δnH is linear.
Recall that the geometric dimension of a group G is the minimum dimension among
K(G, 1)’s. The Eilenberg–Ganea Theorem [6, 7] states that the cohomological and geomet-
ric dimensions of a group G are equal for dimensions greater or equal than 3. This justifies
our use of geometric dimension in the corollary above. In addition to Corollary 1.3, we
have the following homotopical version of Theorem 1.1 for sufficiently large n.
Corollary 1.4. Let n ≥ 3. Let G be a group admitting a finite (n+1)–dimensional K(G, 1).
Let H ≤ G be of type Fn+1. Then δnH  δnG.
Corollaries 1.3 and 1.4 follow from Theorem 1.1 and the following results:
Theorem 1.5. [1, pg. 1 and references therein] For n ≥ 3, the nth–homotopical and
homological filling functions δnG and FVn+1G are equivalent. For n = 2, δ2G  FV3G.
Theorem 1.6. [17] Let G be a hyperbolic group. Then FVn+1G is linear for all n ≥ 1.
Proof of Corollary 1.3. A theorem of Rips imples that G admits a compact K(G, 1), see [14]
and then the Eilenberg–Ganea Theorem implies that G admits a compact (n+1)–dimensional
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K(G, 1), see [6]. Theorems 1.1 and 1.6 imply that FVn+1H is linear. It then follows from
Theorem 1.5 that δnH is also linear. 
Proof of Corollary 1.4. Apply Theorems 1.5 and 1.1. 
Remark 1.7. Corollary 1.3 does not apply to Brady’s example H ≤ G mentioned above
since H is not of type F3. It is an open question whether or not the subgroups H in
Corollary 1.3 are in fact hyperbolic.
Remark 1.8. It is an open question whether or not the statement of Corollary 1.4 holds
for n = 1 or 2. In general δ1G / FV2G and δ2G / FV3G, examples of such groups are given
in [1, 20].
1.2. Outline of the Paper. The rest of the paper is organized into three sections. Sec-
tion 2 contains the definition of a filling norm on a finitely generated ZG-module and lem-
mas required for the proof of Theorem 1.1. Section 3 contains algebraic and topological
definitions for FVn+1G . Section 4 contains the proof of Theorem 1.1.
1.3. Acknowledgments. Thanks to Noel Brady and Mark Sapir for comments on an ear-
lier version of the article. We especially thank the referee for a list of useful comments and
corrections. We acknowledge funding by the Natural Sciences and Engineering Research
Council of Canada, NSERC.
2. Filling Norms on ZG-Modules
In this section we define the notion of a filling-norm on a finitely generated ZG–module.
Most ideas in this section are based on the work of Gersten in [13]. The section contains
four lemmas on which the proof of the main result of the paper relies on.
Definition 2.1 (Norm on Abelian Groups). A norm on an Abelian group A is a function
‖ · ‖ : A → R satisfying the following conditions:
• ‖a‖ ≥ 0 with equality if and only if a = 0, and
• ‖a‖ + ‖a′‖ ≥ ‖a + a′‖.
If, in addition, the norm satisfies
• ‖na‖ = |n| · ‖a‖, for n ∈ Z,
then it is called a regular norm.
If A is free Abelian with basis X, then X induces a regular ℓ1–norm on A given by∥∥∥∥∥∥∥
∑
x∈X
nxx
∥∥∥∥∥∥∥
1
=
∑
x∈X
|nx|, where nx ∈ Z.
Definition 2.2 (Linearly Equivalent Norms). Two norms ‖ · ‖ and ‖ · ‖′ on a Z–module M
are linearly equivalent if there exists a fixed constant C > 0 such that
C−1‖m‖ ≤ ‖m‖′ ≤ C‖m‖
for all m ∈ M. This is an equivalence relation and the equivalence class of a norm ‖ · ‖ is
called the linear equivalence class of ‖ · ‖.
Definition 2.3 (Based Free ZG–modules and Induced ℓ1-norms). Suppose G is a group
and F is a free ZG–module with ZG−basis {α1, . . . , αn}. Then {gαi : g ∈ G, 1 ≤ i ≤ n} is a
free Z-basis for F as a (free) Z-module. This free Z–basis induces a G-equivariant ℓ1-norm
‖ · ‖1 on F. We call a free ZG−module based if it is understood to have a fixed basis, and
we use this basis for the induced ℓ1–norm ‖ · ‖1.
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Definition 2.4 (Filling Norms on ZG-modules). Let η : F → M be a surjective homomor-
phism of ZG-modules and suppose that F is free, finitely generated, and based. The filling
norm on M induced by η and the free ZG-basis of F is defined as
‖m‖η = min { ‖x‖1 : x ∈ F, η(x) = m} .
Observe that this norm is G-equivariant.
Remark 2.5. Gersten observed that filling norms are not in general regular norms. He
illustrated this fact with the following example [11]. Let X be the universal cover of the
standard complex of the group presentation 〈x|x2, x2k〉, where k ≥ 2. The filling norm
on the integral cellular 1-cycles Z1(X) induced by C2(X) ∂→ Z1(X) is not regular since
‖2x‖∂ = ‖2kx‖∂ = 1.
Remark 2.6 (Induced ℓ1-norms are Filling Norms). If F is a finitely generated based free
ZG-module, then the ℓ1-norm induced by a free ZG-basis is a filling norm.
The following lemma is reminiscent of the fact that linear operators on finite dimen-
sional normed spaces are bounded.
Lemma 2.7 (ZG-Morphisms between Free Modules are Bounded). [13, Proof of Propo-
sition 4.4] Let ϕ : F → F′ be a homomorphism between finitely generated, free, based
ZG−modules. Let ‖ · ‖1 and ‖ · ‖′1 denote the induced ℓ1–norms of F and F′. Then there
exists a constant C > 0 such that for all x ∈ F
‖ϕ(x)‖′1 ≤ C · ‖x‖1.
Proof. Let A = {α1, . . . , αn} be the ZG−basis of F inducing the norm ‖ · ‖1. Then ϕ is
given by a finite n × m matrix whose entries are elements of ZG. Observe that for any
g ∈ G, x ∈ F, we have ‖x‖1 = ‖gx‖1. Define C = max
1≤i≤n
{‖ϕ(αi)‖} and let x ∈ F be arbitrary.
Then
‖ϕ(x)‖′1 = ‖ϕ(λ1α1 + · · · + λnαn)‖′1, where λi ∈ ZG
≤
∥∥∥∥∥∥∥∥

∑
g∈G
λ1,gg
ϕ(α1)
∥∥∥∥∥∥∥∥
′
1
+ · · · +
∥∥∥∥∥∥∥∥

∑
g∈G
λn,gg
ϕ(αn)
∥∥∥∥∥∥∥∥
′
1
, where λ j =
∑
g∈G
λ j,gg and λ j,g ∈ Z
≤

∑
g∈G
|λ1,g|
 ‖ϕ(α1)‖′1 + · · · +

∑
g∈G
|λn,g|
 ‖ϕ(αn)‖′1
≤ C

m∑
i=1

∑
g∈G
|λi,g|

 = C‖x‖1. 
Lemma 2.8 (ZG-Morphisms with Projective Domain are Bounded). Let ϕ : P → Q be a
homomorphism between finitely generated ZG−modules. Let ‖ · ‖P and ‖ · ‖Q denote filling
norms on P and Q respectively. If P is projective then there exists a constant C > 0 such
that for all p ∈ P
‖ϕ(p)‖Q ≤ C · ‖p‖P.
Proof. Consider the commutative diagram
A
ϕ˜
//
ρ

B

P
ϕ
//
ψ
??
⑧
⑧
⑧
⑧
⑧
⑧
⑧
⑧
Q
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constructed as follows. Let A and B be finitely generated and based free ZG-modules, and
let A → P and B → Q be surjective morphisms inducing the filling norms ‖ · ‖P and ‖ · ‖Q.
Since P is projective and B → Q is surjective, there is a lifting ψ : P → B of ϕ; then let ϕ˜
be the composition A
ρ
→ P
ψ
→ B. Let C be the constant provided by Lemma 2.7 for ϕ˜. Let
p ∈ P and let a ∈ A that maps to p. It follows that
‖ϕ(p)‖Q ≤ ‖ψ(p)‖1 = ‖ϕ˜(a)‖1 ≤ C‖a‖1.
Since the above inequality holds for any a ∈ A with ρ(a) = p, it follows that
‖ϕ(p)‖Q ≤ C · min
ρ(a)=p
{‖a‖1}
= C · ‖p‖P. 
Lemma 2.9 (Equivalence of Filling Norms for ZG-modules). [13, Lemma 4.1] Any two
filling norms on a finitely generated ZG–module M are linearly equivalent.
Proof. Consider a pair of surjective homomorphisms of ZG−modules η : F → M and
η′ : F′ → M such that F and F′ are finitely generated, free, based modules inducing the
filling norms ‖ · ‖η and ‖ · ‖η′ on M. Since η′ is surjective, the universal property of F
provides a homomorphism ϕ such that η = η′ ◦ ϕ. Let m ∈ M be arbitrary and take x ∈ F
such that η(x) = m. Since η′ ◦ ϕ(x) = m, by Lemma 2.7 there exists C > 0 such that
‖m‖η′ = min
η′(x′)=m
‖x′‖′1 ≤ ‖ϕ(x)‖′1 ≤ C · ‖x‖1.
As this inequality holds for all x ∈ F satisfying η(x) = m, we have
‖m‖η′ ≤ C · min
η(x)=m
{‖x‖1} = C · ‖m‖η.
The other inequality proceeds in a similar manner. 
Lemma 2.10 (Retraction Lemma). [13, Prop. 4.4] Let 0 → M ι→ N → P → 0 be a short
exact sequence of ZG−modules where
1) M is finitely generated and equipped with a filling-norm ‖ · ‖M .
2) N is free, based, and equipped with the induced ℓ1-norm ‖ · ‖1.
3) P is projective.
Then there exists a retraction ρ : N → M for the inclusion ι : M → N and a fixed constant
C > 0 such that ‖ρ(x)‖M ≤ C‖x‖1 for all x ∈ N.
Proof. Since P is projective there is a retraction ρ′ for ι. Since M is finitely generated, N
is isomorphic to a product I ⊕ Q of free modules where I is finitely generated and contains
the image of M. Define ρ : N → M by ρ|I = ρ′|I and ρ|Q = 0. Then ρ is a retraction for ι
with support contained in I.
Each x ∈ N has a unique decomposition x = y + q where y ∈ I, q ∈ Q such that
ρ(x) = ρ(y) and ‖y‖1 ≤ ‖x‖1. Apply Lemma 2.8 to the restriction ρ : I → M to obtain
C > 0 such that
‖ρ(x)‖M = ‖ρ(y)‖M ≤ C‖y‖1 ≤ C‖x‖1.

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3. Homological Filling Functions of Groups
In this section, given a group G of type FPn+1, where n ≥ 1, we define the group
invariant FVn+1G . In the first part of the section we provide an algebraic definition of FVn+1G
and prove that it is well defined. This algebraic approach, while naturally inspired by the
topological approach, provides a convenient algebraic framework suitable for some of the
arguments in this paper. This algebraic approach has been also explored in [16]. In the
second part, we recall the topological approach to FVn+1G and show that the topological and
algebraic approaches are equivalent for finitely presented groups of type FPn+1. The final
subsection discusses why FVn+1G (k) is a finite number.
3.1. Algebraic Definition of FVn+1G .
Definition 3.1 (Linearly Equivalent Functions). Let f and g be functions from N to N.
Define f  g if there exists C > 0 such that for all n ∈ N
f (n) ≤ Cg(Cn +C) +Cn +C.
The functions f and g are linearly equivalent, f ∼ g, if both f  g and g  f hold. This
is an equivalence relation and the equivalence class containing a function f is called the
linear equivalence class of f .
Definition 3.2 (FPn group). [6] A group G is of type FPn if there is a resolution of ZG–
modules
Pn
∂n
−→ Pn−1
∂n−1
−→ . . .
∂2
−→ P1
∂1
−→ P0 −→ Z→ 0,
such that for each i ∈ {0, 1 . . . , n} the module Pi is a finitely generated projective ZG–
module. In this case, such a resolution is called an FPn–resolution.
Definition 3.3 (Algebraic definition of FVn+1G ). Let G be a group of type FPn+1. The
algebraic nth–filling function is the (linear equivalence class of the) function
FVn+1G : N→ N
defined as follows. Let
Pn+1
∂n+1
−→ Pn
∂n
−→ . . .
∂2
−→ P1
∂1
−→ P0 −→ Z→ 0,
be a resolution of ZG–modules for Z of type FPn+1. Choose filling norms for Pn and Pn+1,
denoted by ‖ · ‖Pn and ‖ · ‖Pn+1 respectively. Then
FVn+1G (k) = max
{
‖γ‖∂n+1 : γ ∈ ker(∂n), ‖γ‖Pn ≤ k
}
,
where
‖γ‖∂n+1 = min
{
‖µ‖Pn+1 : µ ∈ Pn+1, ∂n+1(µ) = γ
}
.
Remark 3.4 (Finiteness of FVn+1G ). It is not immediately clear that the maximum in Defi-
nition 3.3 is a finite number. In Section 3.3 we recall some results from the literature which,
under the assumption G is finitely presented, imply that FVn+1G is a finite valued functionfor n = 1 and n ≥ 3. The authors are not aware of a proof for the case n = 2.
For n = 2, all results in this paper regarding FV3G hold under the following natural
modifications. First, work with the standard extensions of addition, multiplication, and
order, of the positive integersN toN∪{∞}. Definition 3.1 is extended to functionsN→ N∪
{∞}, but we emphasize that the constant C remains a finite positive integer. In Definition 3.3
the function FV3G is defined as an N → N ∪ {∞} function. We observe that no argument in
this paper relies on FVn+1G (k) being finite.
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Theorem 3.5 (FVn+1G is a Well-defined Group Invariant). Let G be a group of type FPn+1.
Then the algebraic nth–filling function FVn+1G of G is well defined up to linear equivalence.
Proof. Let (F∗, ∂∗) and (P∗, δ∗) be a pair of resolutions of ZG-modules of type FPn+1 with
choices of filling-norms for their nth and (n+1)th modules denoted by ‖·‖Fn and ‖·‖Fn+1 , and
‖ · ‖Pn and ‖ · ‖Pn+1 respectively. Let FVn+1F∗ and FV
n+1
P∗ be the induced functions according
to Definition 3.3. By symmetry, it is enough to show that FVn+1F∗  FV
n+1
P∗ .
It is well known that any two projective resolutions of a ZG-module are chain homotopy
equivalent, see for example [6, pg.24, Thm 7.5], and hence the resolutions F∗ and P∗ are
chain homotopy equivalent. Therefore there exists chain maps fi : Fi → Pi, gi : Pi → Fi,
and a map hi : Fi → Fi+1 such that
∂i+1 ◦ hi + hi−1 ◦ ∂i = gi ◦ fi − id.
Let C denote the maximum of the constants for the maps gn+1, hn, and fn and the chosen
filling-norms provided by Lemma 2.8. We claim that for every k ∈ N,
FVn+1F∗ (k) ≤ C · FVn+1P∗ (Ck + C) +Ck +C.
Fix k. Let α ∈ ker(∂n) be such that ‖α‖Fn ≤ k. Choose β ∈ Pn+1 such that δn+1(β) = fn(α)
and ‖ fn(α)‖δn+1 = ‖β‖Pn+1 . By commutativity of the chain maps and the chain homotopy
equivalence,
∂n+1 ◦ hn(α) + hn−1 ◦ ∂n(α) = gn ◦ fn(α) − α
= gn ◦ δn+1(β) − α
= ∂n+1 ◦ gn+1(β) − α.
Since α ∈ ker(∂n), we have that hn−1◦∂(α) = 0. Rearranging the above equation, we obtain
α = ∂n+1 ◦ gn+1(β) − ∂n+1 ◦ hn(α) = ∂n+1 (gn+1(β) − hn(α)) .
Hence gn+1(β) − hn(α) has boundary α. Observe that
‖α‖∂n+1 ≤ ‖gn+1(β) − hn(α)‖Fn+1 since ∂n+1(gn+1(β) − hn(α)) = α
≤ ‖gn+1(β)‖Fn+1 + ‖hn(α)‖Fn+1 by the triangle inequality
≤ C · ‖β‖Pn+1 +C · ‖α‖Fn by Lemma 2.8
= C · ‖ fn(α)‖δn+1 +C · ‖α‖Fn by definition of β
≤ C · FVn+1P∗ (‖ fn(α)‖Pn ) +C‖α‖Fn by definition of FVn+1P∗
≤ C · FVn+1P∗
(
C‖α‖Fn
)
+C‖α‖Fn by Lemma 2.8
≤ C · FVn+1P∗ (Ck +C) +Ck +C since ‖α‖Fn ≤ k.
Since α was arbitrary, FVn+1F∗ (k) ≤ C · FVn+1P∗ (Ck + C) + Ck + C for all k ∈ N. This shows
that FVn+1F∗  FV
n+1
F′∗
completing the proof. 
3.2. Topological Definition of FVn+1G . For a cell complex X, the cellular chain group
Ci(X) is a free Abelian group with basis the collection of all i-cells of X. This natural
basis induces an ℓ1-norm on Ci(X) that we denote by ‖ · ‖1. Recall that a complex X is
n-connected if its first n-homotopy groups are trivial.
Definition 3.6 (Fn group). A group G is of type Fn if there is a K(G, 1)-complex with a
finite n-skeleton, i.e., with only finitely many cells in dimensions ≤ n.
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Definition 3.7 (Topological Definition of FVn+1G ). [9, 20] Let G be a group acting properly,
cocompactly, by cellular automorphisms on an n–connected cell complex X. The topologi-
cal nth–filling function of G is the (linear equivalence class of the) function FVn+1G : N→ N
defined as
FVn+1G (k) = max { ‖γ‖∂ : γ ∈ Zn(X), ‖γ‖1 ≤ k } ,
where
‖γ‖∂ = min { ‖µ‖1 : µ ∈ Cn+1(X), ∂(µ) = γ } .
J. Fletcher and R. Young have independently provided geometric proofs that the topo-
logical nth–filling function FVn+1G is well defined as an invariant of the group, see [9, Theo-
rem 2.1] and [20, Lemma 1] respectively. In the work of Fletcher, the topological definition
of FVn+1G requires X to be the universal cover of a K(G, 1), while Young’s proof is in the
more general context introduced above.
Theorem 3.8. [20] Let G be a group admitting a proper and cocompact action by cellular
automorphisms on an n–connected cell complex. Then the topological nth–filling invariant
FVn+1G of G is well defined up to linear equivalence.
Even in the topological definition, it is not trivial that FVn+1G is a finite valued function
and Remark 3.4 also applies in this case. For the rest of the section, we show that the
topological and algebraic approaches to FVn+1G are equivalent for finitely presented groups
of type FPn+1.
Proposition 3.9. Let n ≥ 1 and let G be a group of type Fn+1. Then G is of type FPn+1 and
the algebraic and topological nth–filling functions of G are linearly equivalent.
Proof. Let X be a K(G, 1) with finite (n+ 1)-skeleton. The G-action on the universal cover
X˜ of X induces the structure of a ZG-module to the group of cellular chains Ci(X˜) and each
boundary map ∂i is a morphism of ZG-modules. Since the G-action on X˜ is cellular and
free, each Ci(X˜) is a free ZG-module with basis any collection of representatives of the
G-orbits of i-cells. Since the action is cocompact on the (n + 1)–skeleton, each Ci(X˜) is a
finitely generated free ZG-module for i ∈ {0, 1, . . . , n + 1}. Since X˜ is a contractible space,
all its homology groups are trivial and therefore we have a resolution of ZG-modules
· · · −→ Cn+1(X) ∂n+1−→ Cn(X) ∂n−→ . . . ∂2−→ C1(X) ∂1−→ C0(X) −→ Z→ 0,
of type FPn+1. Under our assumptions, the induced topological nth–filling function of G is
a particular instance of an algebraic nth–filling function of G. The conclusion then follows
from Theorems 3.5 and 3.8. 
Proposition 3.10. [6, pg 205, proof of Thm. 7.1] Let G be finitely presented and of type
FPn where n ≥ 2. Then G is of type Fn.
Propositions 3.9 and 3.10 imply the following statement.
Corollary 3.11. Let G be a finitely presented group of type FPn+1. Then the topological
and algebraic definitions of FVn+1G are equivalent.
3.3. Finiteness of FVn+1G (k). Let G be a finitely presented group of type FPn+1, or equiv-
alently assume that G is of type Fn+1; see Proposition 3.10. We will sketch why FVn+1G is
a finite valued function for n = 1 and n ≥ 3.
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3.3.1. Case n = 1. Finiteness of FV2G follows from that of the Dehn function δG. We
summarize the argument from Gersten’s article [10, Prop 2.4]. Let X be a K(G, 1) with
finite 2–skeleton and let z ∈ Z1
(
X˜
)
be a 1–cycle with ‖γ‖1 ≤ k. Then z = z1 + . . . zm for
some m ≤ k where each zi is the 1–cycle induced by a simple edge circuit γi in X˜ and
m∑
i=1
ℓ(γi) = ‖z‖1. Then
‖z‖∂2 ≤
m∑
i=1
Area(γi) ≤
m∑
i=1
δG (ℓ(γi)) ≤ k · δG(k) < ∞.
3.3.2. Case n ≥ 3. A group G of type Fn+1 has a well defined invariant called the nth–
homotopical filling function δnG : N → N. There are multiple approaches to define δnG, we
sketch the approach found in [1, 5]. Roughly speaking, if X is a K(G, 1) with finite (n+1)–
skeleton, then δnG(k) measures the number of (n+ 1)–balls required to fill a sphere S n → X˜
comprised of at most k n–balls. Here the maps f : S n → X˜ and fillings ˜f : Dn+1 → X˜ are
required to be in a particular class of maps called admissible maps. This allows one to
define the volumes, vol( f ) and vol( ˜f ), as the number of n-balls and (n+ 1)–balls of S n and
Dn+1 respectively, mapping homeomorphically to open cells of X˜. The filling volume of f
is given by
FVol( f ) = sup{ vol( ˜f ) | ˜f : Dn+1 → X˜, ˜f |∂Dn+1 = f }
and δnG by
δnG(k) = max{ FVol( f ) | f : S n → X˜, vol( f ) ≤ k }.
Alonso et al. use higher homotopy groups as π1(X)–modules to provide a more algebraic
approach to δnG, in particular they show that δ
n
G is a finite valued function [2, Corollary 1].
It is observed in [5, Remark 2.4(2)] that Alonso’s approach and the approach described
above are equivalent.
The finiteness of FVn+1G then follows from the inequality
FVn+1G  δ
n
G
which holds for all n ≥ 3. We outline the argument for this inequality described in the
introduction of [1]. Let X be a K(G, 1) with finite (n + 1)–skeleton and let γ ∈ Zn
(
X˜
)
with
‖γ‖1 ≤ k. Using the Hurewicz Theorem, one can show (see [15, 19]) that γ is the image
of the fundamental class of an n–sphere for a map f : S n → X˜ such that vol( f ) = ‖γ‖1.
If ˜f : Dn+1 → X˜ is an extension of f to the (n + 1)–ball Dn+1, then the image of the
fundamental class of Dn+1 is an (n+1)–chainµ with ∂(µ) = γ and vol
(
˜f
)
≥ ‖µ‖1. Therefore
the filling volume
FVol( f ) = sup{ vol( ˜f ) | ˜f : Dn+1 → X˜, ˜f |∂Dn+1 = f }
is greater than or equal to the filling norm ‖γ‖∂n+1 . It follows that FVn+1G (k) ≤ δnG(k)
4. Main Result
As we will be working with cell complexes, all relevant computations in this section are
understood to occur within cellular chain complexes.
Definition 4.1 (Stably free). A ZG-module P is stably free if there exists finitely generated
free ZG module F such that P ⊕ F is free.
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Lemma 4.2 (The Eilenberg Trick). [6, pg.207] Let G = π1(X, x0), where X is a cell
complex. Then X is a subcomplex of a complex Y such that the inclusion X →֒ Y is a
homotopy equivalence, and the cellular n-cycles of the universal covers Y˜ and X˜ satisfy
Zn
(
Y˜
)
≃ Zn
(
X˜
)
⊕ ZG as ZG-modules.
Proof. Let x0 be a 0-cell of X, and glue an n-cell Dn to (X, x0) by mapping its boundary
to x0. The resulting space is the wedge sum of X and an n-sphere S n. To obtain Y, attach
an (n + 1)-cell Dn+1 by the attaching map that identifies ∂Dn+1 with the n-sphere S n. Then
Zn
(
Y˜
)
≃ Zn
(
X˜
)
⊕ ZG where the ZG factor is generated by a lifting of the n-cell Dn to Y˜. It
is clear that X →֒ Y is a homotopy equivalence. 
Lemma 4.3 (Schanuel’s Lemma). [6, pg.193, Lemma 4.4] Let
0 → Pn → Pn−1 → · · · → P0 → M → 0
and
0 → P′n → P′n−1 → · · · → P′0 → M → 0
be exact sequences of R–modules with Pi and P′i projective for i ≤ n − 1. Then
P0 ⊕ P′1 ⊕ P2 ⊕ P
′
3 ⊕ . . . ≃ P
′
0 ⊕ P1 ⊕ P
′
2 ⊕ P3 ⊕ . . .
We are now ready to prove our main result which is a generalization of [12, Thm C]. The
proof is based on Gersten’s proof of [13, Thm 4.6] and is adjusted for higher dimensions:
Theorem 4.4. Let G be a group admitting a finite (n + 1)-dimensional K(G, 1) and let
H ≤ G be a subgroup of type Fn+1. Then FVn+1H  FVn+1G .
Proof. Let W be a finite (n + 1)-dimensional K(G, 1). Let X be the (n + 1)-skeleton of a
K(H, 1). Since H is of type Fn+1, we may assume that X is a finite cell complex. Then,
after subdivisions, there exists a cellular map f : X → W inducing the inclusion H →֒ G
at the level of fundamental groups. Let M f be the mapping cylinder of f and consider the
exact sequences of ZG-modules
(4.1) 0 → Zn
(
M˜ f
)
→ Cn
(
M˜ f
)
→ · · · → C0
(
M˜ f
)
→ Z→ 0
and
(4.2) 0 → Cn+1
(
W˜
)
→ Cn
(
W˜
)
→ · · · → C0
(
W˜
)
→ Z→ 0,
where W˜ and M˜ f denote the universal covers of W and M f respectively.
Applying Schanuel’s lemma to the above sequences shows that the ZG−module Zn
(
M˜ f
)
is finitely generated and stably free. Let Y be the space obtained by attaching a finite
number of (n+1)–balls to the base point of M f as in Lemma 4.2 such that Zn
(
Y˜
)
is finitely
generated and free as a ZG-module.
From here on, we are only concerned with the inclusion map X → Y realizing the
inclusion H → G at the level of fundamental groups with the property that Zn
(
Y˜
)
is finitely
generated and free as a ZG-module. Since the inclusion X → Y is injective at the level of
fundamental groups, any lifting X˜ → Y˜ is an embedding. Moreover, we can choose the
lifting to be equivariant with respect to the inclusion H → G. Without loss of generality,
assume that X˜ is an H-equivariant subcomplex of Y˜.
Since the ring ZG is free as a ZH–module, it follows that Ci
(
Y˜
)
is a free ZH-module.
Since X˜ is an H-equivariant subcomplex of Y˜, the ZH−module Ci
(
X˜
)
is a free factor of
Ci
(
Y˜
)
. Hence the quotient Ci
(
Y˜ (n), X˜(n)
)
= Ci
(
Y˜
)
/Ci
(
X˜
)
is a free ZH−module.
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Restricting our attention to n-skeleta, the following short exact sequence of chain com-
plexes of ZH-modules arises
(4.3) 0 → C∗
(
X˜(n)
)
→ C∗
(
Y˜ (n)
)
→ C∗
(
Y˜ (n) , X˜(n)
)
→ 0.
Consider the induced long exact homology sequence
(4.4) 0 → H˜n
(
X˜(n)
)
→ H˜n
(
Y˜ (n)
)
→ H˜n
(
Y˜ (n), X˜(n)
)
→ H˜n−1
(
X˜(n)
)
→ · · · .
Since X is the (n + 1)-skeleton of an K(H, 1), the homology group H˜n−1(X˜(n)) is trivial.
Now the exact sequence (4.4) can be truncated, obtaining the short exact sequence
(4.5) 0 → Zn
(
X˜
) ι
→ Zn
(
Y˜
)
→ Zn
(
Y˜ , X˜
)
→ 0,
where ι is induced by the inclusion X˜ ⊆ Y˜ . We claim that the short exact sequence (4.5)
satisfies the three hypothesis of Lemma 2.10.
First, since X is a finite cell complex, Cn+1
(
X˜
)
is finitely generated as a ZH-module.
Therefore Zn
(
X˜
)
is also finitely generated as a ZH-module.
Second, the construction of Y guarantees that Zn
(
Y˜
)
is a free ZG–module, hence Zn
(
Y˜
)
is a free ZH-module.
Third, we need to verify that Zn
(
Y˜ , X˜
)
is a projective ZH-module; in fact we show that
it is stably free. Indeed, since X(n) and Y (n) are the (n + 1)-skeletons of a K(H, 1) and a
K(G, 1) respectively, the reduced homology groups H˜k
(
X˜(n)
)
and H˜k
(
Y˜ (n)
)
are trivial for
1 ≤ k < n. Then, considering the exact sequence (4.4), we have that
(4.6) 0 → Zn
(
Y˜ (n), X˜(n)
)
→ Cn
(
Y˜ (n), X˜(n)
)
→ · · · → C0
(
Y˜ (n), X˜(n)
)
→ 0
is also exact. Since all theZH-modules Ci
(
Y˜ (n), X˜(n)
)
are free, and application of Schanuel’s
Lemma to (4.6) and a trivial resolution of C0
(
Y˜ (n), X˜(n)
)
shows that Zn
(
Y˜ (n), X˜(n)
)
is a stably
free ZH-module.
Thus we have shown that the short exact sequence (4.5) satisfies the three hypothesis of
Lemma 2.10. Before invoking this lemma and concluding the proof, we set up notation for
the norms required to specify representatives of FVn+1G and FVn+1H .
Let ‖ · ‖1 denote the ℓ1-norm on Ci(Y˜) induced by the basis consisting on all i-cells of Y˜ .
Let ‖ · ‖Zn(Y˜) denote the ℓ1-norm on Zn(Y˜) induced by a free ZG-basis; by definition this is
also filling norm on Zn(Y˜). Then (a representative of) FVn+1G is given by
(4.7) FVn+1G (k) = max
{
‖γ‖Zn(Y˜) : γ ∈ Z1(Y˜), ‖γ‖1 ≤ k
}
.
Since Cn+1(X˜) ⊆ Cn+1(Y˜) is a free factor, the ℓ1-norm on Cn+1(X˜) induced by the (n + 1)–
cells of X˜ equals the restriction of ‖ · ‖1 to Cn+1(X˜). Let ‖ · ‖Zn(X˜) denote the filling-norm on
Zn(X˜) as a ZH-module induced by the boundary map Cn+1(X˜) ∂n+1→ Zn(X˜). Then
(4.8) FVn+1H (k) = max
{
‖γ‖Zn(X˜) : γ ∈ Z1(X˜), ‖γ‖1 ≤ k
}
.
By Lemma 2.10 applied to the short exact sequence (4.5), there exists a constant C1 > 0
and a morphism of ZH-modules ρ : Zn(Y˜) → Zn(X˜) such that
(4.9) ‖ρ(α)‖Zn(X˜) ≤ C1 · ‖α‖Zn(Y˜),
for every α ∈ Zn(Y˜), and ρ ◦ ı is the identity on Zn(X˜).
Let k ∈ N and let γ ∈ Zn(X˜) such that ‖γ‖1 ≤ k. Then (4.9) implies that
(4.10) ‖γ‖Zn(X˜) = ‖ρ ◦ ι(γ)‖Zn(X˜) ≤ C · ‖ι(γ)‖Zn(Y˜) ≤ C · FVn+1G (k).
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Since γ was arbitrary, we have FVn+1H (k) ≤ C · FVn+1G (k). 
Remark 4.5. The proof of Theorem 4.4 does not apply to obtain that FVm+1H  FVm+1Gfor m < n. As mentioned in the introduction, that statement is false. The argument breaks
down since Zm(M˜ f ) is not projective if m < n.
References
[1] Aaron Abrams, Noel Brady, Pallavi Dani, and Robert Young. Homological and homotopical dehn functions
are different. PNAS, 110(48):19206–19212, 2013.
[2] J. M. Alonso, X. Wang, and S. J. Pride. Higher-dimensional isoperimetric (or Dehn) functions of groups. J.
Group Theory, 2(1):81–112, 1999.
[3] J.-C. Birget, A. Yu. Ol’shanskii, E. Rips, and M. V. Sapir. Isoperimetric functions of groups and computa-
tional complexity of the word problem. Ann. of Math. (2), 156(2):467–518, 2002.
[4] Noel Brady. Branched coverings of cubical complexes and subgroups of hyperbolic groups. J. London Math.
Soc. (2), 60(2):461–480, 1999.
[5] Noel Brady, Martin R. Bridson, Max Forester, and Krishnan Shankar. Snowflake groups, Perron-Frobenius
eigenvalues and isoperimetric spectra. Geom. Topol., 13(1):141–187, 2009.
[6] Kenneth S. Brown. Cohomology of groups, volume 87 of Graduate Texts in Mathematics. Springer-Verlag,
New York, 1994. Corrected reprint of the 1982 original.
[7] Samuel Eilenberg and Tudor Ganea. On the Lusternik-Schnirelmann category of abstract groups. Ann. of
Math. (2), 65:517–518, 1957.
[8] David B. A. Epstein, James W. Cannon, Derek F. Holt, Silvio V. F. Levy, Michael S. Paterson, and William P.
Thurston. Word processing in groups. Jones and Bartlett Publishers, Boston, MA, 1992.
[9] Jeffrey L. Fletcher. Homological Group Invariants. PhD thesis, 1998.
[10] S. M. Gersten. Homological dehn functions and the word problem. www.math.utah.edu/ sg/Papers/df9.pdf.
[11] S. M. Gersten. A note on cohomological vanishing and the linear isoperimetric inequality.
http://www.math.utah.edu/∼sg/Papers/van.pdf.
[12] S. M. Gersten. Dehn functions and l1-norms of finite presentations. In Algorithms and classification in
combinatorial group theory (Berkeley, CA, 1989), volume 23 of Math. Sci. Res. Inst. Publ., pages 195–224.
Springer, New York, 1992.
[13] S. M. Gersten. Subgroups of word hyperbolic groups in dimension 2. J. London Math. Soc. (2), 54(2):261–
283, 1996.
[14] ´E. Ghys and P. de la Harpe, editors. Sur les groupes hyperboliques d’apre`s Mikhael Gromov, volume 83 of
Progress in Mathematics. Birkha¨user Boston, Inc., Boston, MA, 1990. Papers from the Swiss Seminar on
Hyperbolic Groups held in Bern, 1988.
[15] Mikhael Gromov. Filling Riemannian manifolds. J. Differential Geom., 18(1):1–147, 1983.
[16] Ronghui Ji, Crichton Ogle, and Bobby Ramsey. B-bounded cohomology and applications. Internat. J. Al-
gebra Comput., 23(1):147–204, 2013.
[17] Urs Lang. Higher-dimensional linear isoperimetric inequalities in hyperbolic groups. Internat. Math. Res.
Notices, (13):709–717, 2000.
[18] Eduardo Martı´nez-Pedroza. A note on fine graphs and homological isoperimetric inequalities.
arXiv:1501.01259.
[19] Brian White. Mappings that minimize area in their homotopy classes. J. Differential Geom., 20(2):433–446,
1984.
[20] Robert Young. Homological and homotopical higher-order filling functions. Groups Geom. Dyn., 5(3):683–
690, 2011.
[21] Robert Young. Filling inequalities for nilpotent groups through approximations. Groups Geom. Dyn.,
7(4):977–1011, 2013.
[22] Robert Young. High-dimensional fillings in heisenberg groups. The Journal of Geometric Analysis, pages
1–21, 2015.
Memorial University, St. John’s, Newfoundland, Canada
E-mail address: emartinezped@mun.ca
E-mail address: gaelanhanlon@gmail.com
