Abstract: Two optimization algorithms are proposed for solving a stochastic programming problem for which the objective function is given in the form of the expectation of convex functions and the constraint set is defined by the intersection of fixed point sets of nonexpansive mappings in a real Hilbert space. This setting of fixed point constraints enables consideration of the case in which the projection onto each of the constraint sets cannot be computed efficiently. Both algorithms use a convex function and a nonexpansive mapping determined by a certain probabilistic process at each iteration. One algorithm blends a stochastic gradient method with the Halpern fixed point algorithm. The other is based on a stochastic proximal point algorithm and the Halpern fixed point algorithm; it can be applied to nonsmooth convex optimization. Convergence analysis showed that, under certain assumptions, any weak sequential cluster point of the sequence generated by either algorithm almost surely belongs to the solution set of the problem. Convergence rate analysis illustrated their efficiency, and the numerical results of convex optimization over fixed point sets demonstrated their effectiveness.
Introduction
Stochastic programming problems have been recognized as significant, interesting problems that arise from practical applications in engineering and operational research. Stochastic optimization methods have thus been developed to efficiently solve various stochastic programming problems.
This paper considers a convex stochastic programming problem for which the objective function is given by the sum of convex functions or by a form of the expectation of convex functions and surveys stochastic optimization methods for solving it and related work. Incremental proximal point algorithms with randomized order [3, 5] minimize the sum of convex functions. Random gradient and subgradient algorithms [35] solve the problem of minimizing one convex function over sublevel sets of convex functions. It also discusses the connection between stochastic gradient descent and the randomized Kaczmarz method [37] . Stochastic approximation and sample average approximation methods [38] optimize the expected value of objective functions over a closed convex set. Incremental stochastic subgradient algorithms [44] minimize the sum of convex functions over a closed convex set. Stochastic approximation algorithms [13, 14, 29] perform convex stochastic composite optimization over a closed convex set. A distributed random projection algorithm [30] minimizes the sum of smooth, convex functions over the intersection of closed convex sets while incremental constraint projection-proximal methods [45] can be used to minimize the expected value of nonsmooth, convex functions over the intersection of closed convex sets. Multi-stage stochastic programming has been discussed [4, 12, 42, 52] , and the results [1, 15, 16, 17, 41, 47] can even be applied to nonconvex stochastic optimization over the whole space or certain convex constraints. A proposed stochastic forward-backward splitting algorithm [11] can be used to find the zeros of monotone operators.
In contrast to the stochastic programming considered in previous reports, this paper discusses stochastic programming problems in which each of the constraints is the fixed point set of a certain nonexpansive mapping. Convex optimization with fixed point constraints in a real Hilbert space is interesting and important because it enables consideration of optimization problems with complicated constraint sets onto which metric projections cannot be easily calculated and because it has many practical applications [7, 8, 22, 24, 43, 48, 49] . Although convex optimization with fixed point constraints has been analyzed in the deterministic case [7, 22, 23, 24, 25, 27, 48] and stochastic fixed point algorithms have been presented [6, Subchapter 10.3] , [10] , there have been no reports on stochastic optimization methods for convex optimization with fixed point constraints.
This paper is the first to consider convex stochastic programming problems with fixed point constraints and to present stochastic optimization algorithms for solving them. After the mathematical preliminaries and main problem statement are presented, the smooth convex stochastic programming problem is discussed (Section 3), and a stochastic optimization algorithm is proposed to solve it. This algorithm (Algorithm 1) blends a stochastic gradient method [6, Subchapter 10.2] , [30, 35, 36, 37, 44] with the Halpern fixed point algorithm [18, 46] , which is a useful fixed point algorithm. Next, the nonsmooth convex stochastic programming problem is discussed (Section 4), and an algorithm (Algorithm 2) is presented that is based on the stochastic proximal point algorithm [3, 5, 45] and the Halpern fixed point algorithm.
One contribution of this paper is to enable consideration of (nonsmooth) convex stochastic optimization over fixed point sets of nonexpansive mappings, in contrast to recent papers [22, 23, 24, 26, 27] that discussed deterministic convex optimization over the fixed point sets of nonexpansive mappings. The previous algorithm [23] is a centralized acceleration algorithm for minimizing one smooth, strongly convex function over the fixed point set of a nonexpansive mapping. Although the algorithms in [22, 27] are decentralized algorithms that optimize the sum of smooth, convex objective functions over fixed point sets of nonexpansive mappings, they can work under the restricted situation such that the gradients of the functions are Lipschitz continuous and strongly or strictly monotone. The decentralized algorithms in [24, 26] can be applied to nonsmooth convex optimization with fixed point constraints. However, since the algorithms in [24, 26] , as with the previous algorithms [22, 23, 27] , can be applied only to deterministic optimization, they cannot work on convex stochastic optimization over fixed point sets of nonexpansive mappings.
Another contribution is convergence analysis of the two proposed algorithms with diminishing step-size sequences. From the fact that a mapping containing the gradient of a convex function satisfies the nonexpansivity condition (Proposition 2.1), it is shown that, under certain assumptions, any weak sequential cluster point of the sequence generated by the proposed gradient algorithm almost surely belongs to the solution set of the problem (Theorem 3.1). The nonexpansivity condition of the proximity operator (Proposition 2.2) means that, under certain assumptions, any weak sequential cluster point of the sequence generated by the proposed proximal point algorithm almost surely belongs to the solution set of the problem (Theorem 4.1). Convergence rate analysis of the two algorithms is also provided (Propositions 3.1 and 4.1).
This paper is organized as follows. Section 2 gives the mathematical preliminaries and states the main problem. Section 3 presents convergence and convergence rate analyses of the proposed gradient algorithm under certain assumptions. Section 4 presents convergence and convergence rate analyses of the proposed proximal point algorithm under certain assumptions. Section 5 considers specific convex optimization problems and compares numerically the behaviors of the two algorithms. Section 6 concludes the paper with a brief summary.
Preliminaries

Notation and definitions
Let H be a separable real Hilbert space with inner product ·, · , its induced norm · , and Borel σ-algebra B. Let N be the set of all positive integers including zero. Let Id denote the identity mapping on H. Let Fix(T ) := {x ∈ H : T (x) = x} be the fixed point set of a mapping T : H → H. The set of weak sequential cluster points [2, Subchapters 1.7 and 2.5] of a sequence (x n ) n∈N in H is denoted by W(x n ) n∈N ; i.e., x ∈ W(x n ) n∈N if and only if there exists a subsequence (x n l ) l∈N of (x n ) n∈N such that (x n l ) l∈N weakly converges to x. Let E[X] denote the expectation of a random variable X. Given a probability space (Ω, F , P), a H-valued random variable x is defined by a measurable mapping x : (Ω, F ) → (H, B). The σ-algebra generated by a family Φ of random variables is denoted by σ(Φ). Suppose that (x n ) n∈N is a sequence of H-valued random variables and C ⊂ H. Then, any weak sequential cluster point of (x n ) n∈N is said to almost surely belong to C if there exists Ω 0 ∈ F such that P(Ω 0 ) = 1 and W(x n (ω)) n∈N ⊂ C for all ω ∈ Ω 0 (see also the proof of [10, Corollary 2.7(i)]). Suppose that (x n ) n∈N and (y n ) n∈N are positive real sequences. Let O and o denote Landau's symbols; i.e., y n = O(x n ) if there exist c > 0 and n 0 ∈ N such that y n ≤ cx n for all n ≥ n 0 , and y n = o(x n ) if, for all ǫ > 0, there exists n 0 ∈ N such that y n ≤ ǫx n for all n ≥ n 0 .
A mapping T : H → H is said to be nonexpansive [2, Definition 4.1(ii)] if it is Lipschitz continuous with constant 1; i.e., T (x) − T (y) ≤ x − y for all x, y ∈ H. T is firmly nonexpansive [2, Definition 4.
for all x, y ∈ H. This firm nonexpansivity condition obviously implies nonexpansivity. Given a nonempty, closed convex set C ⊂ H, the metric projection onto C, denoted by P C , is defined for all x ∈ H by P C (x) ∈ C and x − P C (x) = inf y∈C x − y . The subdifferential [2, Definition 16.1, Corollary 16.14] of a continuous, convex function f : H → R is the set-valued operator ∂f defined for all x ∈ H by ∂f (x) = {u ∈ H : f (y) ≥ f (x) + y − x, u (y ∈ H)} = ∅. The condition ∂f (x) = {∇f (x)} holds for all x ∈ H when f is Gâteaux differentiable [2, Proposition 17.26] . The proximity operator of f [2, Definition 12.23], [33, 34] , denoted by Prox f , maps every x ∈ H to the unique minimizer of f (·) + (1/2) x − · 2 .
Main problem and propositions
The following problem is considered in this paper.
) is convex and continuous.
Then, our objective is to
where f (w) is a function involving a random variable w ∈ I, and one assumes that (i) the solution set of the problem is nonempty;
(ii) there is an independent identically distributed sample w 0 , w 1 , . . . of realizations of the random variable w;
(iii) there is an oracle such that
• for (x, w) ∈ H×I, it returns a stochastic firmly nonexpansive mapping
• for (z, w) ∈ H × I, it returns a stochastic subgradient
Problem 2.1 is discussed for the situation in which (T (wn) , f (wn) ) (w n ∈ I) is sampled at each iteration n. Let J be the number of f (i) . Even if I < J (resp. I > J), the setting that T (i) := Id (i = I + 1, I + 2, . . . , J) (resp. f (j) (x) := 0 (x ∈ H, j = J + 1, J + 2, . . . , I)), which satisfies (A1) (resp. (A2)), enables one to regard the stochastic optimization problem even when J = I as Problem 2.1.
The following propositions are used to prove the main theorems. 
(ii) Prox f is firmly nonexpansive with Fix(Prox f ) = argmin x∈H f (x).
(iii) There exists δ > 0 such that ∂f (B(x; δ)) is bounded, where B(x; δ) represents a closed ball with center x and radius δ.
Algorithm 1 Stochastic gradient algorithm for Problem 2.1
4:
n ← n + 1 6: end loop 3 Stochastic gradient algorithm for smooth convex optimization
This section provides convergence properties of the following algorithm for solving Problem 2.1 when [30, 35, 37, 44] (i.e., x n+1 = x n − λ n G (wn) (x n )) with the Halpern fixed point algorithm [18, 46] . The Halpern fixed point algorithm is defined by x 0 ∈ H and
and converges strongly to a fixed point of T (i) when (α n ) n∈N ⊂ (0, 1) satisfies lim n→∞ α n = 0 and ∞ n=0 α n = ∞. For Algorithm 1 to not only converge to a fixed point of T (i) but also to optimize f (i) , Algorithm 1 needs to use an (α n ) n∈N that satisfies stronger conditions than lim n→∞ α n = 0 and ∞ n=0 α n = ∞ (see Assumption 3.1 for the conditions of (α n ) n∈N and (λ n ) n∈N ).
Assumptions for convergence analysis of Algorithm 1
Let us consider Problem 2.1 under (A1), (A2), and (A3) defined as follows.
The following assumption is made.
Assumption 3.1 Let σ ≥ 1. The step-size sequences (α n ) n∈N ⊂ (0, 1) and (λ n ) n∈N ⊂ (0, 1), which are monotone decreasing and converge to 0, satisfy the following conditions:
Examples of (α n ) n∈N and (λ n ) n∈N satisfying Assumption 3.1 are λ n := 1/(n + 1) a and α n := 1/(n + 1) b (n ∈ N), where a ∈ (0, 1/2) and b ∈ (a, 1 − a). The collection of random variables is defined for all n ∈ N\{0} by F n := σ(w 0 , w 1 , . . . , w n−1 , y 0 , y 1 , . . . , y n−1 , x 0 , x 1 , . . . , x n ).
(3.1)
Hence, given F n defined by (3.1), the collection y 0 , y 1 , . . . , y n−1 and x 0 , x 1 , . . . , x n generated by Algorithm 1 is determined. The following is assumed for analyzing Algorithm 1.
Assumption 3.2
The sequence (w n ) n∈N satisfies the following conditions:
(i) For all n ∈ N, there exists m(n) ∈ N such thatm := lim sup n→∞ m(n) < ∞ and w n = w n+m(n) almost surely.
(ii) [45, Section 4 (see also Assumptions 4-7)] There exists β > 0 such that, for all i ∈ I and for all n ∈ N,
Moreover, one of the following conditions holds.
for all x ∈ H and for all n ∈ N almost surely. 
for all x ∈ H and for all t ∈ N almost surely, and (α n ) n∈N and (λ n ) n∈N are constant within each cycle; i.e.,
A particularly interesting example of Sub-assumptions 3.2(i) and (ii) is that, for all t ∈ N, (T (wn) ) n∈N , where n = tI, tI + 1, . . . , (t + 1)I − 1, is a permutation of {T (1) , T (2) , . . . , T (I) } (see [45, Subsection 4.3, Assumption 6] for the case in which T (wn) is a metric projection onto a simple, closed convex set).
1 This enables one to consider the case in which the nonexpansive mappings are sampled in a cyclic manner (random shuffling or deterministic cycling). See Conditions (I), (II), and (IV) in Section 5 for other examples of (w n ) n∈N satisfying Sub-assumptions 3.2(i) and (ii).
Consider Problem 2.1 when T := T (i) (i ∈ I) satisfying Sub-assumption 3.2(ii), i.e.,
Problem (3.2) includes convex stochastic optimization problems in classifier ensemble [19, 50, 51] . However, the existing approaches in [19, 50, 51] are based on deterministic convex optimization and have not yet led to a complete solution of the classifier ensemble problem. Meanwhile, Theorem 3.1 guarantees that Algorithm 1 with T := T (i) (i ∈ I), 
) is sampled in a deterministic cyclic order (e.g., w 0 = w tI = I, w tI+i = i (t ∈ N, i ∈ I)). Then, Sub-assumption 3.2(iv) means that f (x) = 1 Since all T (i) will be visited at least once within a cycle of I iterations, Sub-assumption 3.2(i) holds. From the nonexpansivity condition of a metric projection, the conclusions in [45, Subsection 4.3] show that the sequence (w n ) n∈N satisfies Sub-assumption 3.2(ii) (see also Section 5).
(1/I) i∈I f (i) (x) (x ∈ H). Problem 2.1 in such a deterministic case has been previously considered [22, 23, 24, 26, 27] . In contrast to this deterministic case, Sub-assumptions 3.2(i), (ii), and (iv) enable one to consider, for example, the stochastic Problem 2.1 with
for the case in which, for all t ∈ N and for a fixed i 0 ∈ I, (T (wn) , f (wn) ) (n = tI, tI + 1, . . . , (t + 1)I − 1, w 0 = w kI = i 0 (k ∈ N)) is sampled in a random cyclic order that differs depending on t. Section 5 provides numerical comparisons for the behaviors of Algorithm 1 with (w n ) n∈N satisfying Assumption 3.2 (see (I)-(IV) in Section 5).
The convergence of Algorithm 1 depends on the following assumption.
Assumption 3.3
The sequence (y n ) n∈N is almost surely bounded.
Assumption 3.3 and the definition of (x n ) n∈N ensure that (x n ) n∈N is almost surely bounded. This guarantees that there existΩ ∈ F with P(Ω) = 1 and a weak sequential cluster point of (x n (ω)) n∈N (ω ∈Ω) in Algorithm 1; i.e., there exists a weak convergent subsequence (x ni (ω)) i∈N of (x n (ω)) n∈N (ω ∈Ω). Hence, Assumption 3.3 is needed to analyze the weak convergence of Algorithm 1. Suppose that a bounded, closed convex set C ⊂ H can be chosen in advance such that the metric projection onto C ⊃ X, denoted by P C , is easily computed within a finite number of arithmetic operations [2, Subchapter 28] (e.g., C is a closed ball with a large enough radius). Then, y n (n ∈ N) in Algorithm 1 (step 3 in Algorithm 1) can be replaced with
which means that Assumption 3.3 holds. The same discussion in Subsection 3.2 ensures that any weak sequential cluster point of the sequence (x n ) n∈N generated by Algorithm 1 with (3.4) belongs to the solution set of Problem 2.1 without assuming Assumption 3.3.
Convergence analysis of Algorithm 1
The convergence of Algorithm 1 can be analyzed as follows.
Theorem 3.1 Suppose that Assumptions (A1)-(A3) and 3.1-3.3 hold, and let (x n ) n∈N be the sequence generated by Algorithm 1. Then, any weak sequential cluster point of (x n ) n∈N almost surely belongs to the solution set of Problem 2.1.
The proof of Theorem 3.1 is divided into five steps (Lemmas 3.1, 3.2, 3.3, 3.4, and the proof of Theorem 3.1). First, the following lemma is proven. 
Proof: Assumption 3.3 means the almost sure boundedness of (x n ) n∈N . Accordingly, the Lipschitz continuity of ∇f (i) (i ∈ I) (see (A3)) leads to the almost sure boundedness of (∇f (i) (x n )) n∈N (i ∈ I); i.e., M 1 := max i∈I {sup n∈N ∇f (i) (x n ) } < ∞ almost surely. From the monotone decreasing condition of (λ n ) n∈N , there exists n 0 ∈ N such that, for all n ≥ n 0 ,
. Hence, (A2), (A3), and Proposition 2.1 imply that Id − λ n ∇f
almost surely. Accordingly, (A1) and the triangle inequality ensure that, for all n ≥ n 0 , almost surely
which, together with the nonexpansivity of Id − λ n+m G (wn) , implies that
Since the definition of x n (n ∈ N) and the triangle inequality mean that, for all n ≥ n 0 ,
meaning that, for all n ≥ n 0 , almost surely
where almost surely M 2 := sup n∈N y n − x 0 < ∞. Therefore, for all n ≥ n 0 , almost surely
where almost surely M 3 := sup n∈N x n+m − x n < ∞. Accordingly, for all n ≥ n 0 , almost surely
where the second term on the right comes from λ n ≤ L (n ≥ n 0 ) and
Condition (C5) and the triangle inequality mean that, for all n ≥ n 0 and for all l ≥ 1,
Conditions (C2) and (C3) thus mean that, for all l ≥ 1,
Hence, (C2) and (3.7) guarantee that, for all ǫ > 0, there exists n 1 ∈ N such that, for all n ≥ n 1 ,
Therefore, (3.6) means that, for all n ≥ n 2 := max{n 0 , n 1 }, almost surely
Further, induction guarantees that, for all n ≥ n 2 , almost surely
By taking the expectation in this inequality conditioned on F n (n ≥ n 2 ) defined in (3.1), we have for all n ≥ n 2
almost surely. Moreover, Sub-assumption 3.2(i) means the existence ofm ∈ N satisfying max{m(k) : k = n, n − 1, . . . , n 2 } ≤m. Accordingly, Condition (C1) and the monotone decreasing condition of (α n ) n∈N lead to the finding that 0 ≤ lim sup n→∞
which, together with the arbitrary condition of ǫ, means that Lemma 3.1 holds. Lemma 3.1 leads to the following.
Lemma 3.2 Suppose that the assumptions in Lemma 3.1 hold. Then, almost surely
The definition of x k (k ∈ N) and the convexity of · 2 thus imply that, for all k ∈ N,
Since the above inequality holds for k = n + m(n), n + m(n) − 1, . . . , n + 1, it can be deduced that
which, together with M 4 := sup n∈N 2| x − y n , G (wn) (x n ) | < ∞ almost surely, and the triangle inequality, means that, almost surely
(3.10)
Taking the expectation in this inequality conditioned on F n+1 defined in (3.1) leads to the finding that, almost surely
Hence, from the definition of F n (n ∈ N), Assumption 3.3, Lemma 3.1, and lim n→∞ α n = lim n→∞ λ n = 0, we have
almost surely. Further, since (A1) means that, for all n ∈ N,
we find that, for all n ∈ N, 13) where the first inequality comes from x + y 2 ≤ 2 x 2 + 2 y 2 (x, y ∈ H). Accordingly, (3.12), Assumption 3.3, and the convergence of (λ n ) n∈N to 0 guarantee that, almost surely
This completes the proof. The following lemma demonstrates that any weak sequential cluster point of (x n ) n∈N in Algorithm 1 is almost surely in X. Lemma 3.3 Suppose that Sub-assumption 3.2(ii) and the assumptions in Lemma 3.1 hold. Then, for all i ∈ I, almost surely
Proof: Sub-assumption 3.2(ii) and Lemma 3.2 guarantee that, for all j ∈ I, almost surely
This means that lim n→∞ x n − T (j) (x n ) (j ∈ I) almost surely equals 0. The triangle inequality and (A1) ensure that, for all i ∈ I and for all n ∈ N,
which, together with Assumption 3.3, lim n→∞ λ n = 0 almost surely, and lim n→∞ x n − T (i) (x n ) = 0 almost surely, means that lim n→∞ x n − T (i) (x n − λ n ∇f (i) (x n )) (j ∈ I) almost surely equals 0. This completes the proof.
The following can also be proved.
Lemma 3.4 Suppose that the assumptions in Theorem 3.1 hold. Then, almost surely
, which, together with x − y 2 = x 2 − 2 x, y + y 2 (x, y ∈ H) and the definition of ∂f , means that, for all k ∈ N, almost surely
Hence, the convexity of · 2 means that, for all k ∈ N, almost surely
Since the above inequality holds for k = n + m(n), n + m(n) − 1, . . . , n + 1, almost surely
where almost surely
|F n ] almost surely equals f (x) for all k ≥ n and for all x ∈ H. Hence, by taking the expectation in (3.14) conditioned on F n , we have
almost surely. Since (C5) and the monotone decreasing conditions of (α n ) n∈N and (λ n ) n∈N satisfy (
Now, let us assume that the assertion in Lemma 3.4 does not hold; i.e., for allΩ ∈ F , P(Ω) = 1 and there exists ω ∈Ω such that lim sup n→∞ f (x n (ω)) − f ⋆ > 0. Accordingly, there exist γ > 0 and n 3 ∈ N such that f (x n (ω)) − f ⋆ ≥ γ for all n ≥ n 3 . The monotone decreasing conditions of (α n ) n∈N and (λ n ) n∈N and lim n→∞ α n = 0 thus guarantee that
which is a contradiction. Therefore, almost surely lim sup n→∞ f (x n ) − f ⋆ ≤ 0. Next, let us assume that Sub-assumption 3.2(iv) holds. Inequality (3.14) thus leads to the finding that, for all n ∈ N, almost surely
Since the definition of ∂f
Further, from x l+1 − x l ≤ x l+1 − y l + y l − x l and x l+1 − y l = α l x 0 − y l (l ∈ N), Assumption 3.3 and Lemma 3.3 ensure that lim l→∞ x l+1 − x l almost surely equals 0.
Hence, the triangle inequality guarantees that, for some j ∈ N, lim l→∞ x l − x l+j almost surely equals 0. Taking the expectation in (3.17) thus ensures that, for all ǫ > 0, there exists n 4 ∈ N such that, for all n ≥ n 4 , almost surely
where the left side comes from the condition that almost surely f (x) = (1/m)
|F tm ] with tm = n + 1 and the definition of F n . Hence, from Sub-assumption 3.2(i), Lemma 3.1, (C4), and lim n→∞ λ n = lim n→∞ α n = 0, almost surely
Therefore, the arbitrary condition of ǫ guarantees that Lemma 3.4 holds. Now we are in the position to prove Theorem 3.1. Proof: Lemma 3.3 ensures the existence ofΩ ∈ F such that P(Ω) = 1 and lim n→∞ x n (ω)− T (i) (x n (ω)) = 0 for all ω ∈Ω and for all i ∈ I. Moreover, Lemma 3.4 means that there existsΩ ∈ F such that P(Ω) = 1 and lim sup n→∞ f (x n (ω)) ≤ f ⋆ for all ω ∈Ω. Now, let ω ∈Ω ∩Ω and let x * ∈ W(x n (ω)) n∈N . Assumption 3.3 and P(Ω ∩Ω) = 1 guarantee the existence of a weak sequential cluster point of (x n (ω)) n∈N . Then, there exists (x n l (ω)) l∈N ⊂ (x n (ω)) n∈N such that it converges weakly to x * ∈ H. Here, let us fix i ∈ I arbitrarily and assume that
which, together with ω ∈Ω and (A1), means that lim inf
This is a contradiction. Therefore, x * ∈ Fix(T (i) ) for all i ∈ I; i.e., x * ∈ X. Furthermore, the weakly lower semicontinuity of f [2, Theorem 9.1] leads to the finding that
That is, x * ∈ X ⋆ . This completes the proof.
Convergence rate analysis of Algorithm 1
The following proposition establishes the rate of convergence for Algorithm 1.
Proposition 3.1 Suppose that the assumptions in Theorem 3.1 hold and that (x n ) n∈N is the sequence generated by Algorithm 1. Then, there exist N i ∈ R (i = 1, 2) such that, for all i ∈ I and for all n ∈ N, almost surely
Moreover, under Sub-assumption 3.2(iii), if there exists k 0 ∈ N such that f (x n ) ≥ f ⋆ almost surely for all n ≥ k 0 , then there exist k 1 ∈ N and N i ∈ R (i = 3, 4, 5) such that, for all n ≥ max{k 0 , k 1 }, almost surely
Under Sub-assumption 3.2(iv), there exist k 2 ∈ N and N i ∈ R (i = 6, 7, 8, 9, 10) such that, for all n ≥ k 2 , almost surely
Here, let us compare the stochastic first-order method with random constraint projection [45] with Algorithm 1. In [45] , the problem 
where P (w) stands for the stochastic metric projection onto C (w) , and (α k ) k∈N , (β k ) k∈N ⊂ (0, ∞). Under certain assumptions, Algorithm (3.21) converges almost surely to a random point in the solution set of problem (3.20) [45, Theorem 1] . Theorem 2 in [45] implies that, under certain assumptions, Algorithm (3.21) with α k = 1/ √ k and
where f * is the optimal value of problem (3.20) and d(x, C) := inf y∈C x − y (x ∈ R N ). Meanwhile, Algorithm 1 can be applied to problem (3.20) even when C (i) is not always simple in the sense that P (i) cannot be easily computed (see Section 5 for an example of problem (3.20) when C (i) is not simple). Theorem 3.1 guarantees that any weak sequential cluster point of (x n ) n∈N generated by Algorithm 1 almost surely belongs to the solution set of Problem 2.1 including problem (3.20) . Proposition 3.1 implies that Algorithm 1 with λ n := 1/n a and α n := 1/n b (n ≥ 1), where a ∈ (0, 1/2) and b ∈ (a, 1 − a), satisfies, for all i ∈ I,
Moreover, (3.18) implies that, under the assumptions in Proposition 3.1 and the condition o(λ n ) = 1/n c , where c > a, 23) while (3.19) implies that
(3.24)
Proof: From (3.11), the monotone decreasing conditions of (α n ) n∈N and (λ n ) n∈N with lim n→∞ α n = 0, and the almost sure boundedness of (x n ) n∈N , there exist N i ∈ R (i = 1, 2) such that, for all n ∈ N, almost surely E[ x n − y n 2 |F n ] ≤ N 1 α n + N 2 λ n . Accordingly, (3.13) ensures that, for all n ∈ N, almost surely
Sub-assumption 3.2(ii) guarantees the existence of N 3 ∈ R such that, for i ∈ I and for all n ∈ N,
|F n ] holds almost surely. This means that, for all i ∈ I and for all n ∈ N, almost surely
Lemma 3.1 and the monotone decreasing condition of (λ n ) n∈N with lim n→∞ λ n = 0 guarantee that, for all n ∈ N, almost surely
Let us assume that Sub-assumption 3.2(iii) holds. From (3.15) and (3.25) , for all n ∈ N, almost surely
Hence, (3.16) guarantees that there exist N 4 , N 5 ∈ R such that, for all n ∈ N, almost surely
Since (α n ) n∈N converges to 0, there exists n 5 ∈ N such that 1 − α n ≥ 1/2 for all n ≥ n 5 . From the monotone decreasing condition of (λ n ) n∈N and the existence of n 6 ∈ N such that almost surely f (x n ) − f ⋆ ≥ 0 for all n ≥ n 6 , we have for all n ≥ k 0 := max{n 5 , n 6 },
Let us assume that Sub-assumption 3.2(iv) holds. Then, (3.17) guarantees that, for all n ∈ N, almost surely
From (3.10), x n+1 − y n = α n x 0 − y n (n ∈ N), and the triangle inequality, there exist n 1 ∈ N andN i ∈ R (i = 1, 2, 3) such that, for all n ≥n 1 , almost surely
which, together with the triangle inequality and the monotone decreasing conditions of (α n ) n∈N and (λ n ) n∈N , means that, for all n ≥n 1 , almost surely
Since (α n ) n∈N converges to 0, there exist a ∈ (0, 1) andn 2 ∈ N such that a ≤ 2(1 − α n ) for all n ≥n 2 . From (3.25), for all n > max{n 2 ,n 1 ,n 2 }, almost surely
which, together with (C4) (i.e., there exists M ∈ R such that α n ≤ M λ n for all n ∈ N), completes the proof. The following remark is made regarding Proposition 4.1.
Remark 3.1 From a discussion similar to the ones for obtaining (3.6) and (3.9), there exist M i ∈ R (i = 1, 2) such that, for all n > n 2 , almost surely 26) where (3.25) can be replaced with (3.26).
Stochastic proximal point algorithm for nonsmooth convex optimization
This section presents the convergence analysis of the following proximal-type algorithm for solving Problem 2.1.
Algorithm 2 Stochastic proximal point algorithm for solving Problem 2.1
y n := T (wn) Prox γnf (wn) (x n )
n ← n + 1 6: end loop Algorithms 1 and 2 are based on the Halpern fixed point algorithm [18, 46] . In contrast to Algorithm 1, Algorithm 2 uses the approach of proximal point algorithms [2, Chapter 27], [3, 5, 31, 32, 40, 45] that optimize nonsmooth, convex functions over the whole space.
Assumptions for convergence analysis of Algorithm 2
Let us consider Problem 2.1 under (A1), (A2), and (A4) defined as follows.
(A4) Prox γf (i) (γ > 0, i ∈ I) can be efficiently computed.
Tables 10.1 and 10.2 in [9] provide several examples of convex functions for which proximity operators can be computed within a finite number of arithmetic operations. The conditions of the step-size sequences in Algorithm 2 are as follows.
Assumption 4.1 Let σ ≥ 1. The step-size sequences (α n ) n∈N ⊂ (0, 1) and (γ n ) n∈N ⊂ (0, 1), which are monotone decreasing and converge to 0, satisfy the following conditions:
Examples of (α n ) n∈N and (γ n ) n∈N satisfying Assumption 4.1 are γ n := 1/(n + 1) a and α n := 1/(n + 1) b (n ∈ N), where a ∈ (0, 1/2), b ∈ (a, 1 − a), and a + b < 1. The convergence of Algorithm 2 depends on the following assumption.
Assumption 4.2
The sequence (w n ) n∈N satisfies Assumption 3.2, where λ n is replaced with γ n . The sequence (y n ) n∈N is almost surely bounded.
A similar discussion to the one for defining (3.4) implies that, if there exists a simple, bounded, closed convex set C ⊃ X, then y n (n ∈ N) in Algorithm 2 can be replaced with
which implies the boundedness of (y n ) n∈N .
Convergence analysis of Algorithm 2
Theorem 4.1 Suppose that Assumptions (A1), (A2), (A4), 4.1, and 4.2 hold, and let (x n ) n∈N be the sequence generated by Algorithm 2. Then, any weak sequential cluster point of (x n ) n∈N almost surely belongs to the solution set of Problem 2.1.
The proof starts with the following lemma.
Lemma 4.1 Suppose that the assumptions in Theorem 4.1 hold. Then, almost surely
Proof: Sub-assumption 3.2(i) ensures that, for all n ∈ N, there exists m(n) ∈ N such that lim sup n→∞ m(n) < ∞, T (wn+m) = T (wn) , and f (wn+m) = f (wn) almost surely. Accordingly, (A1) and the triangle inequality ensure that, for all n ≥ n 0 , almost surely
which, together with Proposition 2.2(ii), means that
Put z n := Prox γnf (wn ) (x n ) andz n := Prox γn+mf (wn ) (x n ) (n ∈ N). Proposition 2.2(i) thus means that (x n −z n )/γ n ∈ ∂f (wn) (z n ) and (x n −z n )/γ n+m ∈ ∂f (wn) (z n ) (n ∈ N). Hence, the monotonicity of ∂f (wn) implies that, for all n ∈ N, z n −z n , (x n −z n )/γ n −(x n −z n )/γ n+m ≥ 0, which means that
Accordingly, for all n ∈ N, z n −z n ≤ (|γ n+m − γ n |/γ n+m )( x n + z n ). Thus, for all n ∈ N, almost surely
A discussion similar to the one for obtaining (3.5) guarantees that, for all n ∈ N, almost surely
Therefore, the same discussion as for (3.6) implies that, for all n ∈ N, almost surely
Therefore, the proof of Lemma 3.1, Sub-assumption 3.2(i), and Assumptions 4.1 and 4.2 lead to the assertion in Lemma 4.1. This completes the proof.
Lemma 4.2 Suppose that the assumptions in Theorem 4.1 hold and z n := Prox γnf (wn ) (x n ) for all n ∈ N. Then, almost surely
3)
Therefore, from a discussion similar to the one for obtaining (3.12), Assumptions 4.1 and 4.2, and Lemma 4.1 lead to lim n→∞ E[ z n −x n 2 |F n ] = 0 almost surely and lim n→∞ E[ z n − T (wn) (z n ) 2 |F n ] = 0 almost surely. Since (A1) and x + y 2 ≤ 2 x 2 + 2 y 2 (x, y ∈ H) guarantee that Proof: The same discussion as for proving Lemma 3.3 guarantees that lim n→∞ x n − T (i) (x n ) = 0 (i ∈ I) almost surely. Lemma 4.1 ensures that ( x n+m+1 − x n+1 /γ n+m ) n∈N almost surely is bounded. Hence, (4.3) and lim n→∞ α n = lim n→∞ γ n = 0 guarantee that lim n→∞ x n − z n almost surely equals 0. This completes the proof. Lemma 4.3 leads to the following.
which, together with the nonempty condition of ∂f (w k ) (x k ) and the triangle inequality, implies that, for all k ∈ N, there existsū k ∈ ∂f (w k ) (x k ) such that
Accordingly,
A discussion similar to the one for obtaining (3.14) implies that 
Convergence rate analysis of Algorithm 2
The following proposition establishes the rate of convergence for Algorithm 2.
Proposition 4.1 Suppose that the assumptions in Theorem 4.1 hold and that (x n ) n∈N is the sequence generated by Algorithm 2. Then, there exist K i ∈ R (i = 1, 2) such that, for all n ∈ N, almost surely
Moreover, under Sub-assumption 3.2(iii), if there exists k 0 ∈ N such that almost surely f (x n ) ≥ f ⋆ for all n ≥ k 0 , there exist k 1 ∈ N and K i ∈ R (i = 3, 4, 5, 6) such that, for all n ≥ max{k 0 , k 1 }, almost surely
Under Sub-assumption 3.2(iv), there exist K i ∈ R (i = 7, 8, 9, 10) such that, for all n ∈ N, almost surely
Let us compare Algorithm 1 with Algorithm 2. Algorithm 1 can be applied to only smooth convex stochastic optimization whereas Algorithm 2 can be applied to nonsmooth convex stochastic optimization. Theorem 4.1 guarantees that any weak sequential cluster point of the sequence generated by Algorithm 2 almost surely belongs to the solution set of Problem 2.1 when f (i) (i ∈ I) is smooth. Proposition 4.1 implies that Algorithm 2 with γ n := 1/n a and α n := 1/n b (n ≥ 1), where a ∈ (0, 1/2), b ∈ (a, 1 − a), and a + b < 1, satisfies, for all i ∈ I,
which is the same as the rate of convergence of Algorithm 1 with λ n := 1/n a and α n := 1/n b (n ≥ 1) for x n − T (i) (x n ) (see (3.22) ). Moreover, (4.7) and (4.8) imply that, under the assumptions in Proposition 4.1 and the condition o(γ n ) = 1/n c , where c > a,
Therefore, under the condition that λ n = γ n := 1/n a and α n := 1/n b (n ≥ 1), the rate of convergence of Algorithm 1 (see (3.23) and (3.24) ) is almost the same as that of Algorithm 2.
Proof: Since (4.3) and (4.4) hold, the almost sure boundedness of (x n ) n∈N and the monotone decreasing conditions of (α n ) n∈N and (γ n ) n∈N with lim n→∞ α n = 0 mean the existence of K i ∈ R (i = 2, 3) such that, for all n ∈ N, almost surely
which, together with (4.5) and the existence of K 4 ∈ R such that, for all i ∈ I and for all n ∈ N, almost surely
(see Sub-assumption 3.2(ii)), means that, for all i ∈ I and for all n ∈ N, almost surely
The same discussion as for obtaining (3.25) means that almost surely
Let us assume that Sub-assumption 3.2(iii) holds. Lemma 4.1, the almost sure boundedness of (x n ) n∈N , and (4.3) imply that, for all n ∈ N, almost surely x n −z n ≤ √ K 2 α n + K 3 γ n . Taking the expectation in (4.6) conditioned on F n thus guarantees that there exist K i ∈ R (i = 7, 8, 9) such that, for all n ∈ N, almost surely
where K 9 := max i∈I sup{ u
, n ∈ N} < ∞ comes from the almost sure boundedness of (x n ) n∈N and Proposition 2.2(iii). Accordingly, from the existence of m 0 ∈ N such that almost surely f (x n ) − f ⋆ ≥ 0 for all n ≥ m 0 , (3.16), and the monotone decreasing conditions of (α n ) n∈N and (γ n ) n∈N , there exist K i ∈ R (i = 10, 11) such that, for all n ≥ m 0 , almost surely
Next, let us assume that Sub-assumption 3.2(iv) holds. From (4.6) and the definition of ∂f (w k ) , for all n ∈ N, almost surely
From (4.3) and (4.4), the triangle inequality means that, for all n ∈ N, almost surely
which, together with the triangle inequality and the monotone decreasing conditions of (α n ) n∈N and (γ n ) n∈N , means that, for all n ∈ N, almost surely
where almost surely K 11 := sup{ x 0 − y n : n ∈ N} < ∞. Taking the expectation in (4.10) conditioned on F n thus guarantees that, for all n ∈ N, almost surely
which, together with (C4), completes the proof.
Remark 4.1 A discussion similar to the one for obtaining (3.26) ensures that there exist m 0 ∈ N andK i ∈ R (i = 1, 2) such that, for all n > m 0 , almost surely 11) where
−3 /(n + 1) a ) have faster convergence. Hence, the experiment used step sizes λ n = γ n := 10 −3 /(n + 1) a and α n := 10 −3 /(n + 1) b .
(II) The samples were selected to be nonexpansive mappings of which the fixed point sets were the most distant from the current iterates; i.e., w n ∈ argmax i∈I x n −T (i) (x n ) 2 for all n ∈ N.
(III) The samples were generated in accordance with a random permutation of the indexes within a cycle; i.e., for all t ∈ N, (T (wn) ) n∈N , where n = tI, tI + 1, . . . , (t + 1)I − 1, was a permutation of {T (1) , T (2) , . . . , T (I) }.
(IV) The samples were generated through state transitions of a Markov chain; i.e., (w n ) n∈N was generated using an irreducible and aperiodic Markov chain with states 1, 2, . . . , I.
Conditions (I)-(IV) were defined on the basis of Assumptions 4-7 in [45] . The conclusions in [45] show that the sequence (w n ) n∈N in each condition satisfies Sub-assumptions 3.2(i) and (ii). In the experiment, (w n ) n∈N in (IV) was generated using a positive Markov matrix with randomly chosen elements.
One hundred samplings, each starting from a different randomly chosen initial point, were performed, and the results were averaged. Two performance measures were used. For each n ∈ N, D n := 1 100 100 s=1 i∈I x n (s) − T (i) (x n (s)) and F n := 1 100
where (x n (s)) n∈N is the sequence generated from initial point x(s) (s = 1, 2, . . . , 100) for each of the two algorithms. The value of D n represents the mean value of the sums of the distances between x n (s) and T (i) (x n (s)). Hence, if (D n ) n∈N converges to 0, (x n ) n∈N converges to some point in i∈I Fix(T (i) ) = i∈I C
Φ . F n is the average of E[f (w) (x n (s))] (s = 1, 2, . . . , 100), and the values of F n generated by Algorithms 1 and 2 with Conditions (I)-(IV) differ since the samples are coming from different distributions in (I)-(IV). The stopping condition was n = 1000.
First, let us consider the problem when f (i) (x) := (1/2) x, A (i) x + b (i) , x (i ∈ I) (i.e., f (i) is smooth and convex), which can be solved using Algorithm 1. Table 1 shows the number of iterations n and elapsed time when Algorithm 1 with one of (I)-(IV) and one of (A) and (B) satisfied D n ≤ 10 −3 and |F n − F n−1 | ≤ 10 −5 . All the algorithms converged to a point in i∈I Fix(T (i) ) in the early stages. F n when Algorithm 1 satisfied |F n − F n−1 | ≤ 10 −5 was different from F 1000 because the behavior of Algorithm 1 was unstable in the early stages. Checking showed that Algorithm 1 satisfied D n ≈ 0 for n ≥ 10 and that its behavior was stable for n ≥ 900. When one of (I)-(IV) was fixed, F 1000 generated by Algorithm 1(A) was smaller than F 1000 generated by Algorithm 1(B). Accordingly, Algorithm 1(A) performed better than Algorithm 1(B).
Next, let us consider the case in which f (i) (x) := j∈D ω (i)
j | (i ∈ I) (i.e., f (i) is nonsmooth and convex), which can be solved using Algorithm 2. Table 2 shows that all the algorithms optimized F n in the early stages and then searched for a point in i∈I Fix(T (i) ), in contrast to Algorithm 1 (see Table 1 ). Checking showed that the behavior of Algorithm 2 was stable. Moreover, when one of (I)-(IV) was fixed, Algorithm 2(B) satisfied D n ≤ 10 −2 more quickly than Algorithm 2(A), and F 1000 generated by Algorithm 2(B) was smaller than that generated by Algorithm 2(A). Accordingly, Algorithm 2(B) performed better than Algorithm 2(A). 
Conclusion
Two stochastic optimization algorithms were proposed for solving the problem of minimizing the expected value of convex functions over the intersection of fixed point sets of nonexpansive mappings in a real Hilbert space. One algorithm blends a stochastic gradient method with the Halpern fixed point algorithm while the other is based on a stochastic proximal point algorithm and the Halpern fixed point algorithm. Consideration of a case in which the step-size sequences are diminishing demonstrated that any weak sequential cluster point of the sequence generated by each of the two algorithms almost surely belongs to the solution set of the problem under certain assumptions. Convergence rate analysis of the two algorithms illustrated their efficiency. A discussion of concrete convex optimization over fixed point sets and the numerical results demonstrated their effectiveness.
