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Representation of relative sheaf cohomology
Tatsuo Suwa∗
Abstract
We study the cohomology theory of sheaf complexes for open embeddings of topolog-
ical spaces and related subjects. The theory is situated in the intersection of the general
Cˇech theory and the theory of derived categories. That is to say, on the one hand the
cohomology is described as the relative cohomology of the sections of the sheaf complex,
which appears naturally in the theory of Cˇech cohomology of sheaf complexes. On the
other hand it is interpreted as the cohomology of a complex dual to the mapping cone
of a certain morphism of complexes in the theory of derived categories. We prove a “rel-
ative de Rham type theorem” from the above two viewpoints. It says that, in the case
the complex is a soft or fine resolution of a certain sheaf, the cohomology is canonically
isomorphic with the relative cohomology of the sheaf. Thus the former provides a handy
way of representing the latter. Along the way we develop various theories and establishes
canonical isomorphisms among the cohomologies that appear therein. The second view-
point leads to a generalization of the theory to the case of cohomology of sheaf morphisms.
Some special cases together with applications are also indicated.
Keywords : relative sheaf cohomology; flabby, soft and fine sheaves; cohomology for open
embeddings; relative de Rham type theorem; Cˇech cohomology; relative cohomology for
the sections of a sheaf complex; co-mapping cone; cohomology of sheaf morphisms.
Mathematics Subject Classification (2010) : 14B15, 14F05, 18G40, 32C35, 32C36, 35A27,
46M20, 55N05, 55N30, 58A12, 58J15.
1 Introduction
The relative cohomology of a sheaf is usually defined by taking its flabby resolution. The
theme of this paper is how to represent this cohomology. To be a little more precise, let
S be a sheaf of Abelian groups on a topological space X . For an open set X ′ in X , the
relative cohomology Hq(X,X ′;S ) is defined, letting 0→ S → F • be a flabby resolution
of S , as the cohomology of the complex F •(X,X ′) of sections of F • on X that vanish
on X ′. Theoretically it works well as the flabbiness implies the exactness of the sequence
0 −→ F •(X,X ′) −→ F •(X)
i−1
−→ F •(X ′) −→ 0, (1.1)
where F •(X) and F •(X ′) denote the complexes of sections of F • on X and X ′, respec-
tively, and i−1 the restriction of sections. In practice we would like to have some concrete
ways of representing the cohomology. One possibility is to adopt the Cˇech method. In
∗Supported by JSPS Grant 16K05116.
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the absolute case where X ′ = ∅, this is commonly used in such areas as algebraic ge-
ometry, complex analytic geometry and analytic functions of several complex variables.
The relative version is used, for instance, in algebraic analysis. Another way is to use
soft or fine resolutions. Again in the absolute case, this has been done successfully as
culminated in such theorems as de Rham’s and Dolbeault’s. They make it possible to
represent a cohomology class by a C∞ differential form and the former provides a bridge
between topology and geometry and the latter between geometry and analysis. In the
relative case, this method is not directly applicable, as the morphism corresponding to
i−1 in (1.1) fails to be surjective. However it is possible to remedy the situation by in-
corporating the Cˇech philosophy. In this paper we pursue this direction and present a
systematical way of representing the cohomology via soft or fine resolutions. Along the
way we also establish various canonical isomorphisms.
In general let K • be a complex of fine sheaves on a paracompact space X . For an
open set X ′ of X , we let V0 = X
′ and V1 a neighborhood of the closed set S = XrX
′
and consider the coverings V = {V0, V1} and V
′ = {V0} of X and X
′. In the sequence
corresponding to (1.1) for K •, we replace K •(X) by the complex K •(V) of triples
ξ = (ξ0, ξ1, ξ01) with ξ0, ξ1 and ξ01 sections of K
• on V0, V1 and V01 = V0∩V1, respectively,
the differential being defined in an appropriate manner (cf. Section 4 below for details).
Then the morphism i−1 corresponds to the assignment ξ 7→ ξ0 and K
•(X,X ′) is replaced
by the subcomplex K •(V,V ′) of triples ξ with ξ0 = 0 so that a cochain is a pair (ξ1, ξ01).
Then we have the exact sequence
0 −→ K •(V,V ′) −→ K •(V)
i−1
−→ K •(X ′) −→ 0.
The cohomology of K •(V,V ′) a priori depends on the choice of V1. However it is shown
that the cohomology of K •(V) is canonically isomorphic with that of K •(X) so that
the cohomology of K •(V,V ′) is determined uniquely modulo canonical isomorphisms,
independently of the choice of V1. Thus the cohomology is denoted by H
q
DK
(X,X ′) and
is called the relative cohomology of the sections of K •. In the case K • gives a resolution
of a sheaf S , HqDK (X,X
′) is canonically isomorphic with Hq(X,X ′;S ), more precisely
we have :
Theorem (Relative de Rham type theorem) Suppose X and X ′ are paracompact.
Then, for any fine resolution 0→ S → K • of a sheaf S on X such that each K q|X′ is
fine, there is a canonical isomorphism :
HqDK (X,X
′) ≃ Hq(X,X ′;S ).
In fact we give two proofs for the above theorem. Namely we first introduce the
cohomology HqdK (i) of an arbitrary complex K
• of sheaves for the open embedding
i : X ′ →֒ X (cf. Subsection 2.3). On the one hand it is nothing but HqDK (X,X
′) with
V1 = X , if K
• is a complex of fine sheaves. On the other hand it is interpreted as the
cohomology of a “co-mapping cone”, a notion dual to the mapping cone in the theory of
derived categories (cf. Section 5). The latter viewpoint fits nicely with soft resolutions
and we prove the above theorem in this context (cf. Theorems 2.23 and 5.16). While
this first proof is a little abstract, the second proof, which is for fine resolutions, employs
coverings and is more direct (cf. Theorem 4.14). In any case the cohomology HqDK (X,X
′)
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goes well with derived functors. Furthermore the above theorem is generalized to the case
of cohomology for sheaf morphisms (cf. Theorem 6.16).
Historically this combination of soft or fine resolutions with the Cˇech method started
with the introduction of the Cˇech-de Rham cohomology theory (cf. [25], [2]). In partic-
ular, the relative version together with its integration theory has been effectively used in
various problems related to localization of characteristic classes (cf. [3], [17], [19], [20] and
references therein). Likewise we may develop the Cˇech-Dolbeault cohomology theory and
on the way we naturally come up with the relative Dolbeault cohomology. This cohomol-
ogy again has a number of applications (cf. [1], [21] and [22]). The above theorem applied
to this case shows that it is canonically isomorphic with the local (relative) cohomology
of A. Grothendieck and M. Sato with coefficients in the sheaf of holomorphic forms (cf.
[9] and [18]). In particular, if we apply this to the Sato hyperfunction theory, we have
simple explicit expressions of hyperfunctions, some fundamental operations on them and
related local duality theorems. This approach also gives a new insight into the theory and
leads to a number of results that can hardly be achieved by the conventional way (cf. [11]
and [24]).
The paper is organized as follows. In Section 2, we first recall the cohomology theory
for sheaf complexes. Although the materials are rather well-known, we outline them in
order to fix notation and conventions and also to describe the isomorphisms explicitly.
We then introduce the cohomology HqdK (i) of a sheaf complex K
• for an open embedding
i : X ′ →֒ X . This is the basic object we study in this paper and later it is interpreted in
two ways, as mentioned above. One is as the relative cohomology HqDK (X,X
′) of sections
of a sheaf complex and is done from the Cˇech theoretical viewpoint in Section 4. The
other is as the co-mapping cone of a certain morphism of complexes, which is done in Sec-
tion 5. We prove the aforementioned relative de Rham type theorem for soft resolutions
(Theorem 2.23). Although it is a special case of a more general result (Theorem 6.16),
which is a direct consequence of a theorem proved in [16], we state it and give a proof for
its independent interest.
We develop, in Section 3, a general theory of Cˇech cohomology of sheaf complexes
and discuss canonical isomorphisms among various cohomologies which come up in the
construction. This is more or less a straightforward generalization of the Cˇech-de Rham
cohomology theory. We present the theory so that the isomorphisms are canonical and
the correspondences in them are trackable. We then specialize the theory to the case of
complexes of fine sheaves and state the isomorphisms above in this case (Theorem 3.29).
In Section 4, we introduce the relative cohomology HqDK (X,X
′) for the sections of a sheaf
complex K •. As mentioned above it gives an interpretation of the cohomology HqdK (i).
We also give an alternative proof of the relative de Rham type theorem for fine resolutions
(Theorem 4.14).
In Section 5, we introduce the aforementioned notion of co-mapping cone. We then
see that the complex K •(i) introduced in Section 2 is given as the co-mapping cone of a
certain morphism of complexes. This leads to a statement of the relative de Rham type
theorem in terms of derived functors (Theorem 5.16). In Section 6 we introduce, following
[16], the cohomology for sheaf morphisms, which generalizes the relative sheaf cohomology.
Then we give a representation theorem (Theorem 6.16) generalizing Theorem 2.23. Finally
we discuss, in Section 7, some special cases and indicate applications in each case.
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The author would like to thank Naofumi Honda for stimulating discussions and valu-
able comments during the preparation of the paper.
2 Cohomology of sheaf complexes for open embed-
dings
In the sequel, by a sheaf we mean a sheaf with at least the structure of Abelian groups.
For a sheaf S on a topological space X and a subset A of X , we denote by S (A) the
group of sections of S on A. Also, for a subset A′ of A, we denote by S (A,A′) the
subgroup of S (A) consisting of sections that vanish on A′.
A complex K of sheaves is a collection (K q, dq
K
)q∈Z, where K
q is a sheaf on X and
dq
K
: K q → K q+1 is a morphism, called differential, with dq+1
K
◦ dq
K
= 0. We omit the
subscript or superscript on d if there is no fear of confusion. The complex is also denoted
by (K •, d) or K •. We only consider the case K q = 0 for q < 0. We say that K is a
resolution of S if there is a morphism ι : S → K 0 such that the following sequence is
exact :
0 −→ S
ι
−→ K 0
d
−→ · · ·
d
−→ K q
d
−→ · · · .
We abbreviate this by saying that 0 → S → K • is a resolution. We come back to
generalities on complexes in Subsection 5.1 below.
2.1 Cohomology via flabby resolutions
As reference cohomology theory, we adopt the one via flabby resolutions (cf. [4], [6], [13],
[15]). Recall that a sheaf F is flabby if the restriction F (X) → F (V ) is surjective for
every open set V in X .
Let S be a sheaf on X . We may use any flabby resolution of S to define the
cohomology of S , however we take the canonical resolution (Godement resolution), to
fix the idea :
0 −→ S −→ C 0(S )
d
−→ · · ·
d
−→ C q(S )
d
−→ · · · .
The q-th cohomology Hq(X ;S ) of X with coefficients in S is the q-th cohomology of
the complex (C •(S )(X), d). For a subset A of X , Hq(A;S ) denotes Hq(A;S |A), where
S |A is the restriction of S to A.
More generally, for an open set X ′ in X , we denote by Hq(X,X ′;S ) the q-th coho-
mology of (C •(S )(X,X ′), d). Note that Hq(X, ∅;S ) = Hq(X ;S ). Setting S = XrX ′,
it will also be denoted by HqS(X ;S ). This cohomology in the first expression is referred
to as the relative cohomology of S on (X,X ′) (cf. [18]) and in the second expression the
local cohomology of S on X with support in S (cf. [9]).
We recall some of the basic facts :
Proposition 2.1 The above cohomology has the following properties :
(1) H0(X,X ′;S ) = S (X,X ′).
(2) For a flabby sheaf F , Hq(X,X ′;F ) = 0 for q ≥ 1.
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(3) For a triple (X,X ′, X ′′) with X ′′ an open set in X ′, there is an exact sequence
· · · → Hq−1(X ′, X ′′;S )
δ
→ Hq(X,X ′;S )
j−1
→ Hq(X,X ′′;S )
i−1
→ Hq(X ′, X ′′;S )→ · · · .
(4) (Excision) For any open set V in X containing S, there is a canonical isomorphism :
Hq(X,XrS;S ) ≃ Hq(V, V rS;S ).
(5) For an exact sequence
0 −→ S ′ −→ S −→ S ′′ −→ 0
of sheaves, there is an exact sequence
· · · → Hq−1(X,X ′;S ′′)→ Hq(X,X ′;S ′)→ Hq(X,X ′;S )→ Hq(X,X ′;S ′′)→ · · · .
Note that the exact sequence in (3) above arises from the exact sequence
0 −→ C •(S )(X,X ′)
j−1
−→ C •(S )(X,X ′′)
i−1
−→ C •(S )(X ′, X ′′) −→ 0, (2.2)
where i−1 and j−1 denote the morphisms induced by the inclusions i : (X ′, X ′′) →֒ (X,X ′′)
and j : (X,X ′′) →֒ (X,X ′) (cf. Proposition 5.1 below). Also, (5) follows from the facts
that C •( ) is an exact functor and that the following sequence is exact :
0 −→ C •(S ′)(X,X ′) −→ C •(S )(X,X ′) −→ C •(S ′′)(X,X ′) −→ 0.
Remark 2.3 The cohomology Hq(X,X ′;S ) is determined uniquely modulo canonical
isomorphisms, independently of the flabby resolution. Although this fact is well-known,
we indicate a proof below in order to make the correspondence explicit (cf. Corollary 2.10).
2.2 Cohomology of sheaf complexes
Let K = (K q, dK ) be a complex of sheaves on a topological space X . For each q, we take
the canonical resolution 0 → K q → C •(K q) whose differential is denoted by δG. The
differential dK : K
q → K q+1 induces a morphism of complexes C •(K q) → C •(K q+1),
which is denoted also by dK . Thus we have a double complex (C
•(K •), δG, (−1)•dK ).
We consider the associated single complex (C (K )•, DG
K
), where
C (K )q =
⊕
q1+q2=q
C
q1(K q2), DGK = δ
G + (−1)q1dK .
Then there is an exact sequence of complexes :
0 −→ K •
κ
−→ C (K )•, (2.4)
which is given by K q →֒ C 0(K q) ⊂ C (K )q for each q.
Definition 2.5 Let X ′ be an open set in X . The cohomology Hq(X,X ′;K •) of K • on
(X,X ′) is the cohomology of (C (K )•(X,X ′), DG
K
).
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If X ′ = ∅, we denote Hq(X,X ′;K •) by Hq(X ;K •). We have H0(X,X ′;K •) =
S (X,X ′), where S is the kernel of d : K 0 → K 1.
In the above situation, we have a complex (K •(X,X ′), dK ), whose cohomology is
denoted by HqdK (X,X
′). From (2.4), we have an exact sequence of complexes :
0 −→ K •(X,X ′)
κ
−→ C (K )•(X,X ′), (2.6)
which induces a morphism
ϕ(X,X′) : H
q
dK
(X,X ′) −→ Hq(X,X ′;K •).
Proposition 2.7 Suppose Hq2(X,X ′;K q1) = 0 for q1 ≥ 0 and q2 ≥ 1. Then ϕ(X,X′) is
an isomorphism for all q, i.e., κ in (2.6) is a quasi-isomorphism (cf. Subsection 5.3), in
this case.
Proof: We consider one of the spectral sequences associated with the double complex
C •(K •)(X,X ′) :
′Eq1,q22 = H
q1
d H
q2
δ (C
•(K •)(X,X ′)) =⇒ Hq(X,X ′;K •),
where we denote dK and δ
G simply by d and δ. By assumption, Hq2δ (C
•(K q1)(X,X ′)) =
Hq2(X,X ′;K q1) = 0 for q1 ≥ 0 and q2 ≥ 1, while H
0
δ (C
•(K q1)(X,X ′)) = K q1(X,X ′).
✷
Let S denote the kernel of d : K 0 → K 1. Then there is an exact sequence of
complexes
0 −→ C •(S ) −→ C (K )•,
which is given by C q(S ) →֒ C q(K 0) ⊂ C (K )q. It induces
0 −→ C •(S )(X,X ′) −→ C (K )•(X,X ′)
and
ψ(X,X′) : H
q(X,X ′;S ) −→ Hq(X,X ′;K •).
Proposition 2.8 If 0→ S → K • is a resolution, then ψ(X,X′) is an isomorphism.
Proof: We consider the other spectral sequence associated with C •(K •)(X,X ′) :
′′Eq1,q22 = H
q1
δ H
q2
d (C
•(K •)(X,X ′)) =⇒ Hq(X,X ′;K •).
From the assumption, 0→ C q1(S )→ C q1(K •) is an exact sequence of flabby sheaves and
thus 0→ C q1(S )(X,X ′)→ C q1(K •)(X,X ′) is exact. Hence Hq2d (C
q1(K •)(X,X ′)) = 0
for q2 ≥ 1, while H
0
d(C
q1(K •)(X,X ′)) = C q1(S )(X,X ′). ✷
From Propositions 2.7 and 2.8 we have :
Theorem 2.9 1. For any resolution 0→ S → K •, there is a canonical morphism
χ(X,X′) : H
q
dK
(X,X ′) −→ Hq(X,X ′;S ),
where χ(X,X′) = (ψ(X,X′))
−1 ◦ ϕ(X,X′).
2. Moreover, if Hq2(X,X ′;K q1) = 0 for q1 ≥ 0 and q2 ≥ 1, then χ(X,X′) is an isomor-
phism.
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Corollary 2.10 For any flabby resolution 0 → S → F •, there is a canonical isomor-
phism :
χ(X,X′) : H
q
dF
(X,X ′)
∼
−→ Hq(X,X ′;S ).
Remark 2.11 Suppose Hq2(X ;K q1) = 0 and Hq2(X ′;K q1) = 0 for q1 ≥ 0 and q2 ≥ 1.
ThenHq2(X,X ′;K q1) = 0 for q1 ≥ 0 and q2 ≥ 2. Thus in this case, ifH
1(X,X ′;K q1) = 0
for q1 ≥ 0, the hypothesis of Theorem 2.9. 2 is fulfilled (cf. [16, Theorem 3.3]).
Let K • be a complex of sheaves on X . We come back to the double complex C •(K •)
and the associated single complex C (K )•.
Proposition 2.12 1. The morphism κ in (2.4) induces an isomorphism
Hq(K •)
∼
−→ Hq(C (K )•),
i.e., it is a quasi-isomorphism.
2. Suppose 0 → S
ι
→ K • is a resolution. Then the composition of ι : S → K 0 and
κ0 : K 0 → C (K )0 leads to a flabby resolution 0 → S → C (K )• of S so that the
following diagram is commutative :
0 //S //K •
κ

0 //S // C (K )•.
Proof: 1. Consider one of the spectral sequences associated with the double complex
C •(K •) :
′Eq1,q22 = H
q1
d H
q2
δ (C
•(K •)) =⇒ Hq(C (K )•).
We have Hq2δ (C
•(K q1)) = 0 for q1 ≥ 0 and q2 ≥ 1, while H
0
δ (C
•(K q1)) = K q1.
2. For each q, the sheaf C (K )q is flabby, being a direct sum of flabby sheaves. The rest
follows from 1. Note that the other spectral sequence leads to the same conclusion. ✷
Remark 2.13 1. The cohomology Hq(X,X ′;K •) in Definition 2.5 is sometimes referred
to as the hypercohomology of K •.
2. We may explicitly describe the correspondence in each of the above isomorphisms,
as explained more in detail in the case of Cˇech cohomology below. For example, in
Theorem 2.9 we think of a cocycle s in K q(X,X ′) and a cocycle γ in C q(S )(X,X ′)
as being cocycles in C (K )q(X,X ′). The classes [s] and [γ] correspond in the above
isomorphism, if and only if s and γ define the same class in Hq(X,X ′;K •), i.e., there
exists a (q − 1)-cochain χ in C (K )q−1(X,X ′) such that
s− γ = DGK χ,
see the remark after Theorem 3.19 and Remark 3.25 below.
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2.3 Cohomology for open embeddings
Let X be a topological space and X ′ an open set in X with inclusion i : X ′ →֒ X . For a
complex of sheaves K • on X , we construct a complex K •(i) as follows. We set
K
q(i) = K q(X)⊕K q−1(X ′)
and define the differential
d : K q(i) = K q(X)⊕K q−1(X ′) −→ K q+1(i) = K q+1(X)⊕K q(X ′)
by
d(s, t) = (ds, i−1s− dt),
where i−1 : K q(X) → K q(X ′) denotes the pull-back of sections by i, the restriction to
X ′ in this case. Obviously we have d ◦ d = 0.
Definition 2.14 The cohomology HqdK (i) of K
• for i : X ′ →֒ X is the cohomology of
(K •(i), d).
Remark 2.15 1. This kind of cohomology is considered in [2] for the de Rham complexes
on C∞ manifolds (cf. Remark 6.10. 2 below).
2. The complex K •(i) is nothing but the co-mapping cone M∗(i−1) of the morphism
i−1 : K •(X)→ K •(X ′) (cf. Subsection 5.4 below). It is also identical with the complex
K •(V⋆,V ′) considered in Section 4 and the cohomology HqdK (i) is equal to H
q
DK
(X,X ′),
the relative cohomology for the sections of K • on (X,X ′) (cf. (4.5) and (5.12)).
3. The above cohomology is generalized to that of sheaf complex morphisms in Section 6.
Denoting by K [−1]• the complex with K [−1]q = K q−1 and dq
K [−1] = −d
q−1
K
, we
define morphisms α∗ : K •(i)→ K •(X) and β∗ : K [−1]•(X ′)→ K •(i) by
α∗ : K q(i) = K q(X)⊕K q(X ′)q−1 −→ K q(X), (s, t) 7→ s, and
β∗ : K [−1]q(X ′) = K q−1(X ′) −→ K q(i) = K q(X)⊕K q−1(X ′), t 7→ (0, t).
Then we have the exact sequence of complexes
0 −→ K [−1]•(X ′)
β∗
−→ K •(i)
α∗
−→ K •(X) −→ 0, (2.16)
which gives rise to the exact sequence
· · · −→ Hq−1dK (X
′)
β∗
−→ HqdK (i)
α∗
−→ HqdK (X)
i−1
−→ HqdK (X
′) −→ · · · . (2.17)
If we define ρ : K •(X,X ′) → K •(i) by s 7→ (s, 0), from the definitions, we see that
it is a morphism of complexes.
Proposition 2.18 Let F • be a complex of flabby sheaves on X. Then the above mor-
phism induces an isomorphism
ρ : HqdF (X,X
′)
∼
−→ HqdF (i).
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Proof: We have the commutative diagram with exact rows :
0 //F •(X,X ′)
ρ

j−1
//F •(X) i
−1
//F •(X ′) // 0
0 //F [−1]•(X ′)
β∗
//F •(i)
α∗
//F •(X) // 0,
which gives rise to the diagram
· · · // Hq−1dF (X
′)
δ
// HqdF (X,X
′)
ρ

j−1
// HqdF (X)
i−1
// HqdF (X
′) // · · ·
· · · // Hq−1dF (X
′)
β∗
// HqdF (i)
α∗
// HqdF (X)
i−1
// HqdF (X
′) // · · · ,
where δ assigns to the class of t the class of dt˜ with t˜ an extension of t to X . The rows
are exact and the diagram is commutative, except for the rectangle at the left, where
ρ ◦ δ = −β∗. Thus we may apply the five lemma to prove the proposition. ✷
Note that the above is a special case of Proposition 5.9 below.
Corollary 2.19 If 0→ S → F • is a flabby resolution, there is a canonical isomorphism
HqdF (i)
∼
−→ Hq(X,X ′;S ),
which is given by χ(X,X′) ◦ ρ
−1 with χ(X,X′) the isomorphism of Corollary 2.10.
Theorem 2.20 Suppose 0→ S → K • is a resolution of S such that Hq2(X ;K q1) = 0
and Hq2(X ′;K q1) = 0 for q1 ≥ 0 and q2 ≥ 1. Then there is a canonical isomorphism :
HqdK (i) ≃ H
q(X,X ′;S ).
Proof: By Proposition 2.12, there exist a flabby resolution 0 → S → F • and a
morphism κ : K • → F • such that the following diagram is commutative :
0 //S //K •
κ

0 //S //F •.
The morphism κ induces morphisms κ : K •(X)→ F •(X) and κ′ : K •(X ′)→ F •(X ′).
They in turn induce a morphism κ(i) : K •(i) → F •(i), given by κ(i)q = κq ⊕ (κ′)q−1.
We have the following diagram :
· · · // Hq−1dK (X
′) //
χ
∼
%%❑
❑❑
❑❑
❑
κ′

HqdK (i)
//
κ(i)

HqdK (X)
κ

χ
∼
##●
●●
●●
// HqdK (X
′)
κ′

//
χ
∼
$$❍
❍❍
❍❍
· · ·
· · · // Hq−1(X ′;S ) //Hq(X,X ′;S ) // Hq(X ;S ) // Hq(X ′;S ) // · · ·
· · · // Hq−1dF (X
′) //
χ
∼
99ssssss
HqdF (i)
χ◦ρ−1
∼
::✉✉✉✉✉✉
// HqdF (X)
//
χ
∼
;;✇✇✇✇✇✇
HqdF (X
′) //
χ
∼
;;✈✈✈✈✈✈
· · · ,
where the top and bottom sequences are the ones in (2.17) for K • and F •, the middle
sequence is the one in Proposition 2.1 (3) with X ′′ = ∅, the vertical morphisms are
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the ones induced by κ and the χ’s are the ones in Theorem 2.9. The triangles and the
rectangles are commutative. The parallelograms are commutative except for the one at
the left bottom, which is anti-commutative. By assumption, all the χ’s are isomorphisms
so that κ and κ′ are isomorphisms. Hence by the five lemma, κ(i) is an isomorphism. ✷
Later the theorem above is reproved as Theorem 5.15 and is generalized as Theo-
rem 6.14.
Soft sheaves : Let X be a paracompact topological space, i.e., it is Hausdorff and
every open covering of X admits a locally finite refinement. A sheaf G on X is soft if the
restriction G (X)→ G (S) is surjective for every closed set S in X . A flabby sheaf is soft.
If G is soft, then Hq(X ;G ) = 0 for q ≥ 1.
Suppose every open set in X is paracompact. Foe example, this is the case if X is a
locally compact Hausdorff space with a countable basis, in particular, a manifold with a
countable basis. In this case, for a soft sheaf S and a locally closed set A in X , the sheaf
S |A is soft (cf. [6]).
Under the above assumption on X , let X ′ be an open set in X and G a soft sheaf on
X . Then from Proposition 2.1 (3) with X ′′ = ∅, we see that Hq(X,X ′;G ) = 0 for q ≥ 2.
However H1(X,X ′;G ) 6= 0 in general. In fact we have the exact sequence
0 −→ G (X,X ′)
j−1
−→ G (X)
i−1
−→ G (X ′)
δ
−→ H1(X,X ′;G ) −→ 0 (2.21)
and H1(X,X ′;G ) is the obstruction to i−1 being surjective.
From Theorem 2.9 with X ′ = ∅, we have :
Theorem 2.22 (de Rham type theorem) Let X be a paracompact topological space
and S a sheaf on X. Then, for any soft resolution 0 → S → K • of S , there is a
canonical isomorphism :
HqdK (X) ≃ H
q(X ;S ).
More generally, let X ′ be an open set in X . We say that (X,X ′) is a paracompact pair
if X and X ′ are paracompact. From Theorem 2.20, we have :
Theorem 2.23 (Relative de Rham type theorem) Let (X,X ′) be a paracompact pair
and S a sheaf on X. Then, for any soft resolution 0→ S → K • such that each K q|X′
is soft, there is a canonical isomorphism :
HqdK (i) ≃ H
q(X,X ′;S ).
The above theorem is restated as Theorem 5.16 and is generalized as Theorem 6.16
below. An alternative proof is given in Theorem 4.14 for fine resolutions.
3 Cˇech cohomology of sheaf complexes
3.1 Cˇech cohomology of sheaves
We briefly recall the usual Cˇech cohomology theory for sheaves.
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Let X be a topological space, S a sheaf on X and W = {Wα}α∈I an open covering
of X . We set Wα0...αq =Wα0 ∩ · · · ∩Wαq and consider the direct product
Cq(W;S ) =
∏
(α0,...,αq)∈Iq+1
S (Wα0...αq).
The differential δˇ : Cq(W;S )→ Cq+1(W;S ) is defined by
(δˇσ)α0...αq+1 =
q+1∑
ν=0
(−1)νσα0...α̂ν ...αq+1 .
Then we have δˇ ◦ δˇ = 0 and the q-th Cˇech cohomology Hq(W;S ) of S on W is the q-th
cohomology of the complex (C•(W;S ), δˇ).
Let X ′ be an open set in X . Let W = {Wα}α∈I be a covering of X such that
W ′ = {Wα}α∈I′ is a covering of X
′ for some I ′ ⊂ I. In the sequel we refer to such a pair
(W,W ′) as a pair of coverings of (X,X ′). We set
Cq(W,W ′;S ) = { σ ∈ Cq(W;S ) | σα0...αq = 0 if α0, . . . , αq ∈ I
′ }.
Then the operator δˇ restricts to Cq(W,W ′;S )→ Cq+1(W,W ′;S ). The Cˇech cohomol-
ogy Hq(W,W ′;S ) of S on (W,W ′) is the cohomology of (C•(W,W ′;S ), δˇ). We have
the properties (1) - (3) in Proposition 2.1, replacing Hq(X,X ′;S ) by Hq(W,W ′;S ).
3.2 Cˇech cohomology of sheaf complexes
Let (K •, dK ) be a complex of sheaves on a topological space X and W = {Wα}α∈I an
open covering of X . Also let X ′ be an open set in X and W ′ a subcovering of W as
before. Then we have a double complex (C•(W,W ′;K •), δˇ, (−1)•dK ) :
...
δˇ

...
δˇ

· · ·
(−1)q1d
// Cq1(W,W ′;K q2)
(−1)q1d
//
δˇ

Cq1(W,W ′;K q2+1)
(−1)q1d
//
δˇ

· · ·
· · ·
(−1)q1+1d
// Cq1+1(W,W ′;K q2)
(−1)q1+1d
//
δˇ

Cq1+1(W,W ′;K q2+1)
(−1)q1+1d
//
δˇ

· · ·
...
... .
(3.1)
We consider the associated single complex (K •(W,W ′), DK ). Thus
K
q(W,W ′) =
⊕
q1+q2=q
Cq1(W,W ′;K q2), DK = δˇ + (−1)
q1dK .
Definition 3.2 The Cˇech cohomology Hq(W,W ′;K •) of K • on (W,W ′) is the coho-
mology of (K •(W,W ′), DK ).
In the case X ′ = ∅, we take ∅ as I ′ and denote Hq(W,W ′;K •) by Hq(W;K •).
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Remark 3.3 In the case K p = 0 for p > 0,
K
q(W,W ′) = Cq(W,W ′;K 0) so that Hq(W,W ′;K •) = Hq(W,W ′;K 0).
We describe the differential DK a little more in detail. A cochain ξ in K
q(W,W ′)
may be expressed as ξ = (ξq1)0≤q1≤q with ξ
q1 in Cq1(W,W ′;K q−q1). In the sequel ξq1α0...αq1
will also be written as ξα0...αq1 . Then D = DK : K
q(W,W ′) → K q+1(W,W ′) is given
by
(Dξ)q1 =


dξ0 q1 = 0
δˇξq1−1 + (−1)q1dξq1 1 ≤ q1 ≤ q
δˇξq q1 = q + 1.
(3.4)
In particular, for q1 = 0, 1,
(Dξ)α0 = dξα0, (Dξ)α0α1 = ξα1 − ξα0 − dξα0α1 . (3.5)
Thus the condition for ξ being a cocycle is given by

dξ0 = 0
δˇξq1−1 + (−1)q1dξq1 = 0 1 ≤ q1 ≤ q
δˇξq = 0.
(3.6)
We have H0(W,W ′;K •) = S (X,X ′), where S is the kernel of dK : K
0 → K 1.
For a triple (W,W ′,W ′′), we have the exact sequence
0 −→ K •(W,W ′) −→ K •(W,W ′′) −→ K •(W ′,W ′′) −→ 0
yielding an exact sequence
· · · −→ Hq−1(W ′,W ′′;K •)
δ
−→Hq(W,W ′;K •)
j−1
−→Hq(W,W ′′;K •)
i−1
−→ Hq(W ′,W ′′;K •) −→ · · · .
(3.7)
The inclusion K q(X,X ′) →֒ C0(W,W ′;K q) ⊂ K q(W,W ′) is compatible with the
differentials and induces a morphism
ϕ(W ,W ′) : H
q
dK
(X,X ′) −→ Hq(W,W ′;K •). (3.8)
In the case I ′ = ∅, we denote the above morphism by ϕW : H
q
dK
(X) → Hq(W;K •).
Here is a special case where this is an isomorphism :
Proposition 3.9 Suppose Wα = X for some α ∈ I, then ϕW is an isomorphism. In fact
the map π : K •(W)→ K •(X) given by ξ 7→ ξα is a morphism of complexes and induces
the inverse of ϕW .
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Proof: By the first identity in (3.5), π is a morphism of complexes and induces
π : Hq(W;K •)→ HqdK (X). By definition we have π ◦ ϕ(W ,W ′) = 1, the identity. Thus it
suffices to show that ϕW ◦ π = 1. For this, take ξ ∈ K
q(W) with Dξ = 0. We claim that
there exists a cochain η ∈ K q−1(W) such that
ξ − ξα = Dη, (3.10)
which will prove the proposition. Indeed, let η be defined by
ηα0...αp = ξαα0...αp , 0 ≤ p ≤ q − 1. (3.11)
Then (Dη)α0 = dηα0 = dξαα0 = ξα0 − ξα = (ξ − ξα)α0 . For q1 with 1 ≤ q1 ≤ q − 1, by
(3.4),
(Dη)α0...αq1 = (δˇη)α0...αq1 + (−1)
q1dηα0...αq1 . (3.12)
The first term in the right is equal to
q1∑
ν=0
(−1)νηα0...α̂ν ...αq1 =
q1∑
ν=0
(−1)νξαα0...α̂ν ...αq1 .
By the cocycle condition (3.6), the second term in the right hand side of (3.12) is equal
to
(−1)q1dξαα0...αq1 = −(−1)
q1+1dξαα0...αq1 = (δˇξ)αα0...αq1 = ξα0...αq1 −
q1∑
ν=0
(−1)νξαα0...α̂ν ...αq1 .
Thus (Dη)α0...αq1 = ξα0...αq1 = (ξ − ξα)α0...αq1 . Finally, by (3.4) for η and the last identity
in (3.6),
(Dη)α0...αq =(δˇη)α0...αq =
q∑
ν=0
(−1)νηα0...α̂ν ...αq
=
q∑
ν=0
(−1)νξαα0...α̂ν ...αq = ξα0...αq = (ξ − ξα)α0...αq .
Therefore we have (3.10) and the proposition. ✷
Note that, in the situation of the proposition, ϕ(W ,W ′) may not be an isomorphism, as
the cochain η defined by (3.11) may not be in K q−1(W,W ′).
In general, we have :
Proposition 3.13 Suppose Hq2(W,W ′;K q1) = 0 for q1 ≥ 0 and q2 ≥ 1. Then ϕ(W ,W ′)
is an isomorphism.
Proof: We consider one of the spectral sequences associated with the double complex
C•(W,W ′;K •) :
′Eq1,q22 = H
q1
d H
q2
δ (C
•(W,W ′;K •)) =⇒ Hq(W,W ′;K •),
where we denote δˇ by δ. We have Hq2δ (C
•(W,W ′;K q1)) = Hq2(W,W ′;K q1) = 0 for
q1 ≥ 0 and q2 ≥ 1, by assumption, while H
0
δ (C
•(W,W ′;K q1)) = K q1(X,X ′). ✷
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The point is that any cochain in K q(X,X ′) may be thought of as a cochain in
K q(W,W ′) and this identification induces an isomorphism between the cohomologies.
A cocycle s in K q(X,X ′) and a cocycle ξ in K q(W,W ′) determine the same class if and
only if there exists a (q − 1)-cochain η in K q−1(W,W ′) such that
ξ = s+Dη.
Setting ηq = 0, we may rephrase this as (cf. (3.4)){
ξ0 = s+ dη0,
ξq1 = δˇηq1−1 + (−1)q1dηq1, 1 ≤ q1 ≤ q.
(3.14)
Let S denote the kernel of dK : K
0 → K 1. Then the inclusion Cq(W,W ′;S ) →֒
Cq(W,W ′;K 0) ⊂ K q(W,W ′) is compatible with the differentials and induces a mor-
phism
ψ(W ,W ′) : H
q(W,W ′;S ) −→ Hq(W,W ′;K •). (3.15)
Proposition 3.16 Suppose Hq2(K •(Wα0...αq1 )) = 0 for q1 ≥ 0 and q2 ≥ 1. Then ψ(W ,W ′)
is an isomorphism.
Proof: We consider the other spectral sequence associated with the double complex
C•(W,W ′;K •) :
′′Eq1,q22 = H
q1
δ H
q2
d (C
•(W,W ′;K •)) =⇒ Hq(W,W ′;K •),
where we denote δˇ by δ. We claim that the sequence
0 −→ Cq1(W,W ′;S )
ι
−→ Cq1(W,W ′;K 0)
d
−→ Cq1(W,W ′;K 1)
d
−→ · · · (3.17)
is exact for q1 ≥ 0, which would imply the proposition. For this, note that the assumption
implies that the following sequence is exact :
0 −→ S (Wα0...αq1 )
ι
−→ K 0(Wα0...αq1 )
d
−→ K 1(Wα0...αq1 )
d
−→ · · · .
From this we see that (3.17) is exact up to the term Cq1(W,W ′;K 1). Let q2 ≥ 1
and take ξ ∈ Cq1(W,W ′;K q2) with dξ = 0. Then there exists η ∈ Cq1(W;K q2−1)
such that ξ = dη. If α0, . . . , αq1 are in I
′, dηα0...αq1 = ξα0...αq1 = 0. Thus there exists
χ ∈ Cq1(W ′;K q2−2) such that η = dχ, where we set K −1 = S and d−1 = ι. By setting
χα0...αq1 = 0, if αν ∈ IrI
′ for some ν ∈ {0, . . . , q1}, we may think of χ as a cochain in
Cq1(W;K q2−2). If we set η′ = η − dχ, it is in Cq1(W,W;K q2−1) and ξ = dη′. Hence
(3.17) is exact. ✷
A cochain in Cq(W,W ′;S ) may be thought of as a cochain in K q(W,W ′) and a
cocycle σ in Cq(W,W ′;S ) and a cocycle ξ in K q(W,W ′) determine the same class if
and only if there exists a (q − 1)-cochain ζ in K q−1(W,W ′) such that
ξ = σ +Dζ.
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Setting ζ−1 = 0, we may rephrase this as{
ξq1 = δˇζq1−1 + (−1)q1dζq1, 0 ≤ q1 ≤ q − 1,
ξq = σ + δˇζq−1.
(3.18)
From Propositions 3.13 and 3.16 we have :
Theorem 3.19 Let (K •, dK ) be a complex of sheaves on X and let S be the kernel of
dK : K
0 → K 1. Suppose Hq2(W,W ′;K q1) = 0 and Hq2(K •(Wα0...αq1 )) = 0, for q1 ≥ 0
and q2 ≥ 1. Then there is a canonical isomorphism :
HqdK (X,X
′) ≃ Hq(W,W ′;S ).
In the above, we think of a cocycle s in K q(X,X ′) and a cocycle σ in Cq(W,W ′;S )
as cocycles in K q(W,W ′). The classes [s] and [σ] correspond in the above isomorphism, if
and only if s and σ define the same class inHqDK (W,W
′), i.e., there exists a (q−1)-cochain
χ in K q−1(W,W ′) such that
s− σ = Dχ.
Such a χ is given by χ = ζ − η with η and ζ as in (3.14) and (3.18). The above relation
is rephrased as, for χq1 in Cq1(W,W ′;K q−q1−1), 0 ≤ q1 ≤ q − 1,

s = dχ0,
0 = δˇχq1−1 + (−1)q1dχq1, 1 ≤ q1 ≤ q − 1
−σ = δˇχq−1.
(3.20)
The above correspondence may be illustrated in the following diagram. For simplicity,
we consider the absolute case (W ′ = ∅), the relative case being similar. We also denote δˇ
by δ :
K 0(X)
d0
//
_

K 1(X)
d1
//
_

· · · d
q−1
//
s∈
K q(X)
dq
//
_

· · ·
C0(W;S ) 

//
δ0

C0(W;K 0) d
0
//
δ0

C0(W;K 1) d
1
//
δ0

· · · d
q−1
// C0(W;K q) //d
q
//
δ0

· · ·
C1(W;S ) 

//
δ1

C1(W;K 0)
−d0
//
δ1

C1(W;K 1)
−d1
//
δ1

· · ·
−dq−1
// C1(W;K q)
−dq
//
δ1

· · ·
...
δq−1

...
δq−1

...
δq−1

...
σ ∈ Cq(W;S ) 

//
δq

Cq(W;K 0)
(−1)qd0
//
δq

Cq(W;K 1)
(−1)qd1
//
δq

· · ·
...
...
... .
(3.21)
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If we let K • = C •(S ), the canonical resolution of S , in Theorem 3.19, noting that
Hq2(C •(S )(Wα0...αq1 )) = H
q2(Wα0...αq1 ;S ) we have :
Corollary 3.22 (Relative Leray theorem) If Hq2(Wα0...αq1 ;S ) = 0 for q1 ≥ 0 and
q2 ≥ 1, there is a canonical isomorphism
Hq(W,W ′;S ) ≃ Hq(X,X ′;S ).
The following proposition, which shows the functoriality of various cohomologies ap-
peared in the above, is not difficult to see :
Proposition 3.23 Let f : (K •, dK )→ (L
•, dL ) be a morphism of complexes of sheaves
on X and denote by S and T the kernels of dK : K
0 → K 1 and dL : L
0 → L 1,
respectively. Then the morphism f induces morphisms
HqdK (X,X
′) −→ HqdL (X,X
′), Hq(W,W ′;S ) −→ Hq(W,W ′;T ) and
Hq(W,W ′;K •) −→ Hq(W,W ′;L •)
that are compatible with (3.8) and (3.15).
Remark 3.24 We may use only “alternating cochains” in the above construction and
the resulting cohomology is canonically isomorphic with the one defined above, as in the
usual Cˇech theory.
In the sequel, we denote Hq(W,W ′;K •) also by HqDK (W,W
′) and Hq(W;K •) by
HqDK (W).
Some special cases : I. In the caseW = {X}, we have (K •(W), DK ) = (K
•(X), dK )
and
HqDK (W) = H
q
dK
(X).
II. In the case W consists of two open sets W0 and W1, we may write (cf. Remark 3.24)
K
q(W) = C0(W,K q)⊕ C1(W,K q−1) = K q(W0)⊕K
q(W1)⊕K
q−1(W01).
Thus a cochain ξ ∈ K q(W) is expressed as a triple ξ = (ξ0, ξ1, ξ01) and the differential
D : K q(W)→ K q+1(W) is given by D(ξ0, ξ1, ξ01) = (dξ0, dξ1, ξ1 − ξ0 − dξ01)
(cf. (3.5)). If we set W ′ = {W0},
K
q(W,W ′) = { ξ ∈ K q(W) | ξ0 = 0 } = K
q(W1)⊕K
q−1(W01).
Thus a cochain ξ ∈ K q(W,W ′) is expressed as a pair ξ = (ξ1, ξ01) and the differential
D : K q(W,W ′)→ K q+1(W,W ′) is given by D(ξ1, ξ01) = (dξ1, ξ1 − dξ01).
The q-th cohomology of (K •(W,W ′), D) is HqDK (W,W
′).
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If we set W ′′ = ∅, then Hq−1DK (W
′,W ′′) = Hq−1DK (W
′) = Hq−1dK (W0) and the connecting
morphism δ in (3.7) assigns to the class of a (q− 1)-cocycle ξ0 on W0 the class of (0,−ξ0)
(restricted to W1) in H
q
DK
(W,W ′).
We discuss this case more in detail in the subsequent sections.
III. Suppose W consists of three open sets W0, W1 and W2 and set W
′ = {W0,W1} and
W ′′ = {W0}. Then
K
q(W) =
⊕2
i=0 K
q(Wi)⊕
⊕
0≤i<j≤2 K
q−1(Wij)⊕K
q−2(W012),
K
q(W,W ′′) =
⊕2
i=1 K
q(Wi)⊕
⊕
0≤i<j≤2 K
q−1(Wij)⊕K
q−2(W012),
K
q(W,W ′) = K q(W2)⊕K
q−1(W02)⊕K
q−1(W12)⊕K
q−2(W012),
K
q(W ′,W ′′) = K q(W1)⊕K
q−1(W01).
The morphism δ in (3.7) assigns to the class of (θ1, θ01) in H
q−1
DK
(W ′,W ′′) the class of
(0, 0,−θ1, θ01) (restricted to W2) in H
q
DK
(W,W ′).
Remark 3.25 1. It is possible to establish an isomorphism as in Theorem 3.19 with-
out introducing the Cˇech cohomology of sheaf complexes, using the so-called Weil lemma
instead (cf. [12, Lemma 5.2.7]). The latter amounts to performing the “ladder diagram
chasing” in (3.21) with all the horizontal differentials with positive sign to find a corre-
spondence. However this correspondence is different from the one in Theorem 3.19, the
difference being the sign of (−1)
q(q+1)
2 .
Incidentally, if we perform the ladder diagram chasing in (3.21) with the sign of d as it
is, we get another correspondence. However, this correspondence is again different form
the one in Theorem 3.19, the difference being this time the sign of (−1)q.
2. We could as well consider the complex (K •(W,W ′), D′) with
K
q(W,W ′) =
⊕
q1+q2=q
Cq1(W,W ′;K q2), D′ = (−1)q2 δˇ + d.
The resulting cohomology is canonically isomorphic with HqDK (W,W
′). We also have
an isomorphism as in Theorem 3.19 and the correspondence between HqdK (X,X
′) and
Hq(W,W ′;S ) remains the same.
3. Similar remarks as above apply to the isomorphism of Theorem 2.9, with K •(W,W ′)
replaced by C (K )•(X,X ′).
3.3 Cˇech cohomology on paracompact spaces
Let X be a topological space and X ′ an open set in X . For a sheaf S on X , we set
Hˇq(X,X ′;S ) = lim
−→
(W ,W ′)
Hq(W,W ′;S ),
the direct limit in the set of pairs of coverings (W,W ′) of (X,X ′) directed by the relation of
refinement. Let 0→ S → C •(S ) be the canonical resolution. Then by Proposition 3.13,
there is an isomorphism Hq(X,X ′;S )
∼
→ Hq(W,W ′;C •(S )). On the other hand there is
a morphism Hq(W,W ′;S ) → Hq(W,W ′;C •(S )) (cf. (3.15)). Thus we have canonical
morphisms
Hq(W,W ′;S ) −→ Hq(X,X ′;S ) and Hˇq(X,X ′;S ) −→ Hq(X,X ′;S ).
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Proposition 3.26 Suppose X and X ′ are paracompact. Then the second morphism above
is an isomorphism.
Proof: Recall that it is true in the absolute case so that Hˇq(X ;S ) ≃ Hq(X ;S ) and
Hˇq(X ′;S ) ≃ Hq(X ′;S ). On the other hand the cohomology Hˇq(X,X ′;S ) also has the
property (3) in Proposition 2.1. Thus by the five lemma, the above is an isomorphism.
✷
3.4 Complexes of fine sheaves
In this subsection we let X be a paracompact topological space and consider only locally
finite coverings.
Fine sheaves : A sheaf G on X is fine if the sheaf H om(G ,G ) is soft. A fine sheaf is
soft. If R is a soft sheaf of rings with unity, every R-module is fine. Thus R itself is fine.
A sheaf G is fine if and only if it is an R-module, where R is a sheaf of rings with unity
such that, for any covering W = {Wα} of X , there exists a partition of unity subordinate
to W, i.e., a collection {ρα}, ρα ∈ R(X), such that supp ρα ⊂ Wα and
∑
α ρα ≡ 1. We
may use this to show that for a fine sheaf G and any coveringW, Hq(W;G ) = 0 for q ≥ 1.
Indeed, if σ is in Cq(W;G ) and δˇσ = 0, then σ = δˇτ , where τ ∈ Cq−1(W;G ) is defined
by
τα0...αq−1 =
∑
α
ρασαα0...αq−1 . (3.27)
Canonical isomorphisms : We introduce the following :
Definition 3.28 Let K • be a complex of sheaves on X . A covering W = {Wα} of X is
good for K • if the hypothesis of Proposition 3.16 holds, i.e., Hq2(K •(Wα0...αq1 )) = 0 for
q1 ≥ 0 and q2 ≥ 1.
Theorem 3.29 Let K • be a complex of fine sheaves on a paracompact space X and S
the kernel of dK : K
0 → K 1.
1. For any covering W, there is a canonical isomorphism
HqdK (X)
∼
−→ Hq(W;K •).
2. If W is good for K •, there is a canonical isomorphism
Hq(W,W ′;K •)
∼
←− Hq(W,W ′;S ).
3. Suppose every open set in X is paracompact. IfW is good for K • and if 0→ S → K •
is a resolution,
Hq(W,W ′;S ) ≃ Hq(X,X ′;S ).
Proof: 1. This follows from Proposition 3.13 with W ′ = ∅. 2. This is the content
of Proposition 3.16. 3. By Theorem 2.22, Hq2(Wα0...αq1 ;S ) ≃ H
q2(K •(Wα0...αq1 )). Thus
the isomorphism follows from Corollary 3.22. ✷
We now come back to the case II in Subsection 3.2.
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Case of coverings with two open sets : In the case W = {W0,W1}, we have
K
q(W) = K q(W0)⊕K
q(W1)⊕K
q−1(W01)
and the inclusion K q(X) →֒ C0(W;K q) ⊂ K q(W) is given by s 7→ (s|W0, s|W1, 0). It
induces the first isomorphism in Theorem 3.29. 1;HqdK (X)
∼
→ HqDK (W).
Proposition 3.30 The inverse of the above isomorphism is given by assigning to the
class of ξ = (ξ0, ξ1, ξ01) the class of s given by ξ0 + d(ρ1ξ01) on W0 and by ξ1 − d(ρ0ξ01)
on W1.
Proof: Given a cocycle ξ = (ξ0, ξ1, ξ01) in K
q(W). We have δˇξ(1) = 0 and thus
ξ(1) = δˇτ , τα =
∑
β ρβξ
(1)
βα (cf. (3.27)). In particular, τ0 = −ρ1ξ
(1)
01 and τ1 = ρ0ξ
(1)
01 . Then
letting s = ω and η(0) = τ in (3.14), we have the proposition. ✷
Remark 3.31 1. The two expressions above coincide on W01 by the cocycle condition.
2. In the case W1 = X , we may set ρ0 ≡ 0 and ρ1 ≡ 1 so that the inverse of the above
isomorphism is given by assigning to the class of ξ = (ξ0, ξ1, ξ01) the class of ξ1, which is
consistent with Proposition 3.9.
If we set Zq(W) = KerDq and Bq(W) = ImDq−1, then HqDK (W) = Z
q(W)/Bq(W)
by definition. In fact we may somewhat simplify the coboundary group Bq(W) :
Proposition 3.32 We have
Bq(W) = { ξ ∈ K q(W) | ξ = (dη0, dη1, η1 − η0), for some ηi ∈ K
q−1(Wi), i = 0, 1 }.
Proof: It suffices to show that the left hand side is in the right hand side. For
ξ ∈ Bq(W), there exists η = (η0, η1, η01) such that ξ = Dη. Take a partition of unity
{ρ0, ρ1} subordinate to W and set
η′0 = η0 + d(ρ1η01), η
′
1 = η1 − d(ρ0η01).
Then we see that ξ = (dη′0, dη
′
1, η
′
1 − η
′
0). ✷
4 Relative cohomology for the sections of a sheaf
complex
Let X be a topological space and X ′ an open set in X . Also let K • be a complex of
sheaves on X . Letting V0 = X
′ and V1 a neighborhood of the closed set S = XrX
′,
consider the coverings V = {V0, V1} and V
′ = {V0} of X and X
′ (cf. the case II in
Subsection 3.2). We have the cohomology HqDK (V,V
′) as the cohomology of the complex
(K •(V,V ′), DK ), where
K
q(V,V ′) = K q(V1)⊕K
q−1(V01), V01 = V0 ∩ V1, (4.1)
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and D : K q(V,V ′)→ K q+1(V,V ′) is given by D(ξ1, ξ01) = (dξ1, ξ1 − dξ01). Noting that
K q({V0}) = K
q(X ′), we have the exact sequence
0 −→ K •(V,V ′)
j−1
−→ K •(V)
i−1
−→ K •(X ′) −→ 0, (4.2)
where j−1(ξ1, ξ01) = (0, ξ1, ξ01) and i
−1(ξ0, ξ1, ξ01) = ξ0. This gives rise to the exact
sequence (cf. (3.7))
· · · −→ Hq−1dK (X
′)
δ
−→ HqDK (V,V
′)
j−1
−→ HqDK (V)
i−1
−→ HqdK (X
′) −→ · · · , (4.3)
where δ assigns to the class of θ the class of (0,−θ).
Now we consider the special case where V1 = X . Thus, letting V0 = X
′ and V ⋆1 = X ,
we consider the coverings V⋆ = {V0, V
⋆
1 } and V
′ = {V0} of X and X
′.
Definition 4.4 We denote HqDK (V
⋆,V ′) by HqDK (X,X
′) and call it the relative cohomol-
ogy for the sections of K • on (X,X ′).
In the case X ′ = ∅, it coincides with HqdK (X). If we denote by i : X
′ →֒ X the
inclusion, by construction we see that (cf. Subsection 2.3) :
K
•(V⋆,V ′) = K •(i) and HqDK (X,X
′) = HqdK (i). (4.5)
By Proposition 3.9, there is a canonical isomorphism HqdK (X)
∼
→ HqDK (V
⋆), which
assigns to the class of s the class of (s|X′, s, 0) . Its inverse assigns to the class of (ξ0, ξ1, ξ01)
the class of ξ1. Thus from (4.3) we have the exact sequence
· · · −→ Hq−1dK (X
′)
δ
−→ HqDK (X,X
′)
j−1
−→ HqdK (X)
i−1
−→ HqdK (X
′) −→ · · · , (4.6)
where j−1 assigns to the class of (ξ1, ξ01) the class of ξ1 and i
−1 assigns to the class of s
the class of s|X′ . It coincides with the sequence (2.17), except δ = −β
∗.
Proposition 4.7 For a triple (X,X ′, X ′′), there is an exact sequence
· · · −→ Hq−1DK (X
′, X ′′)
δ
−→ HqDK (X,X
′)
j−1
−→ HqDK (X,X
′′)
i−1
−→ HqDK (X
′, X ′′) −→ · · · .
Proof: We show that the above sequence is obtained by setting W = {X ′′, X ′, X},
W ′ = {X ′′, X ′} and W ′′ = {X ′′} in (3.7).
First we have Hq(W ′,W ′′;K •) = HqDK (X
′, X ′′) by definition. Second, applying (3.7)
to the triple (W,W ′, ∅), we have the exact sequence
· · · −→ Hq−1(W ′;K •)
δ
−→ Hq(W,W ′;K •)
j−1
−→ Hq(W;K •)
i−1
−→ Hq(W ′;K •) −→ · · · .
By Proposition 3.9, Hq(W;K •)
∼
← HqdK (X) and H
q(W ′;K •)
∼
← HqdK (X
′). If we set V =
{X ′, X} and V ′ = {X ′}, the restriction induces a morphism of complexes K •(V,V ′) →
K •(W,W ′), which in turn induces a morphism HqDK (X,X
′) → Hq(W,W ′;K •). Com-
paring the above sequence with (4.6) and using the five lemma, we see thatHqDK (X,X
′)
∼
→
Hq(W,W ′;K •).
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Third, applying (3.7) to the triple (W,W ′′, ∅), we have the exact sequence
· · · −→ Hq−1(W ′′;K •)
δ
−→ Hq(W,W ′′;K •)
j−1
−→ Hq(W;K •)
i−1
−→ Hq(W ′′;K •) −→ · · · .
By Proposition 3.9, we have isomorphisms Hq(W;K •)
∼
← HqdK (X) and H
q(W ′′;K •)
∼
←
HqdK (X
′′). If we set V = {X ′′, X} and V ′′ = {X ′′}, the restriction induces a morphism of
complexes K •(V,V ′′)→ K •(W,W ′′), which in turn induces a morphismHqDK (X,X
′′)→
Hq(W,W ′′;K •). Comparing the above sequence with (4.6) and using the five lemma, we
see that HqDK (X,X
′′)
∼
→ Hq(W,W ′′;K •). ✷
We note that by (4.5), we may rephrase Theorem 2.23 as :
Theorem 4.8 Let (X,X ′) be a paracompact pair and S a sheaf on X. Then, for any soft
resolution 0→ S → K • such that each K q|X′ is soft, there is a canonical isomorphism :
HqDK (X,X
′) ≃ Hq(X,X ′;S ).
Complexes of fine sheaves : In the rest of this section, we assume that X is para-
compact and that K • is a complex of fine sheaves on X .
Let V = {V0, V1} be as in the beginning of this section, with V1 an arbitrary open
set containing XrX ′. By Theorem 3.29. 1, there is a canonical isomorphism HqDK (V) ≃
HqdK (X) and in (4.3), j
−1 assigns to the class of (ξ1, ξ01) the class of (0, ξ1, ξ01) or the class
of ξ1 − d(ρ0ξ01) (or the class of ξ1 if V1 = X) (cf. Proposition 3.30 and Remark 3.31. 2).
Proposition 4.9 The restriction K •(V⋆,V ′)→ K •(V,V ′) induces an isomorphism
HqDK (X,X
′)
∼
−→ HqDK (V,V
′).
Proof: Comparing (4.3) and (4.6), we have the proposition by the five lemma . ✷
Corollary 4.10 The cohomology HqDK (V,V
′) is uniquely determined modulo canonical
isomorphisms, independently of the choice of V1.
Remark 4.11 This freedom of choice of V1 is one of the advantages of expressing H
q
dK
(i)
as HqDK (X,X
′).
Proposition 4.12 (Excision) Let S be a closed set in X. Then, for any open set V in
X containing S, there is a canonical isomorphism
HqDK (X,XrS)
∼
−→ HqDK (V, V rS).
Proof: We denote by V the covering of X consisting of V0 = XrS and V1 = V and by
V1 the covering of V consisting of V rS and V . Then we may identify K
q(V, {V0}) and
K q(V1, {V rS}). Thus we have H
q
DK
(V, {V0}) = H
q
DK
(V1, {V rS}) ≃ H
q
DK
(V, V rS).
✷
Now we give an alternative proof of Theorem 2.23 for fine resolutions. Let W =
{Wα}α∈I be a covering of X and W
′ = {Wα}α∈I′ a covering of X
′, I ′ ⊂ I. Letting
V ⋆1 = X as before, we define a morphism
ϕ : K q(V⋆,V ′) −→ C0(W,W ′;K q)⊕ C1(W,W ′;K q−1) ⊂ K q(W,W ′)
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by setting, for ξ = (ξ1, ξ01),
ϕ(ξ)α =
{
0 α ∈ I ′
ξ1|Wα α ∈ IrI
′,
ϕ(ξ)αβ =


ξ01|Wαβ α ∈ I
′, β ∈ IrI ′
−ξ01|Wαβ α ∈ IrI
′, β ∈ I ′
0 otherwise.
Theorem 4.13 Let (X,X ′) be a paracompact pair and K • a complex of fine sheaves on
X such that each K q|X′ is fine. Then the above morphism ϕ induces an isomorphism
HqDK (X,X
′)
∼
−→ Hq(W,W ′;K •).
Proof: We define a morphism
ψ : K q(V⋆) −→ C0(W;K q)⊕ C1(W;K q−1) ⊂ K q(W)
by setting, for ξ = (ξ0, ξ1, ξ01),
ψ(ξ)α =
{
ξ0|Wα α ∈ I
′
ξ1|Wα α ∈ IrI
′,
and defining ψ(ξ)αβ similarly as for ϕ(ξ)αβ. We also define χ : K
q(V0) → K
q(W ′) by
setting χ(ξ0)α = ξ0|Wα for α ∈ I
′. Then we have the following commutative diagram with
exact rows :
0 //K q(V⋆,V ′) //
ϕ

K q(V⋆)
ψ

//K q(V0) //
χ

0
0 //K q(W,W ′) //K q(W) //K q(W ′) // 0.
It is not difficult to see that each of the vertical morphisms is compatible with the differ-
entials so that we have morphisms, which we denote by the same letters
ϕ : HqDK (V
⋆,V ′) −→ Hq(W,W ′;K •),
ψ : HqDK (V
⋆) −→ Hq(W;K •), χ : HqdK (V0) −→ H
q(W ′;K •).
By Theorem 3.29. 1, χ is an isomorphism. We also see that ψ is an isomorphism by
considering the commutative triangle
K q(X) //

K q(V⋆)
ψxx♣♣
♣♣
♣♣
♣♣
K q(W)
and using Theorem 3.29. 1. Then the theorem follows from (3.7) with W ′′ = ∅, (4.6) and
the five lemma. ✷
Using the above we have an alternative proof of the relative de Rham type theorem
for fine resolutions (cf. Theorems 2.23 and 4.8) :
Theorem 4.14 Let (X,X ′) be a paracompact pair and S a sheaf on X. Then, for
any fine resolution 0 → S → K • such that each K q|X′ is fine, there is a canonical
isomorphism :
HqDK (X,X
′) ≃ Hq(X,X ′;S ).
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Proof: Let (W,W ′) be a pair of coverings for (X,X ′). There is a canonical morphism
Hq(W,W ′;S ) → Hq(W,W ′;K •) (cf. (3.15)). By Theorem 4.13 and Proposition 3.26,
there are canonical morphisms
Hq(W,W ′;S ) −→ HqDK (X,X
′) and Hq(X,X ′;S ) −→ HqDK (X,X
′).
In the absolute case the second is an isomorphism (Theorem 2.22). Thus by the five
lemma, we have the theorem. ✷
Remark 4.15 In the case K • admits a good covering, which usually happens in the
cases we are interested in (cf. Section 7), the theorem follows from Theorems 3.29 and
4.13, without referring to Proposition 3.26.
The sequence in Proposition 4.7 is compatible with the one in Proposition 2.1 (3) and
the excision of Proposition 4.12 is compatible with that of Proposition 2.1 (4), both via
the isomorphism of Theorem 4.14. Also the isomorphism is functorial in the following
sense :
Proposition 4.16 Let (X,X ′) be a paracompact pair. Suppose we have a commutative
diagram
0 //S //

K •

0 // T //L •,
where each row is a fine resolution as in Theorem 4.14. Then we have the commutative
diagram
Hq(X,X ′;S ) ∼

HqDK (X,X
′)

Hq(X,X ′;T )
∼
HqDL (X,X
′),
where the vertical morphism on the right is the last one in Proposition 3.23 for W = V⋆.
Remark 4.17 The sequence
0 −→ K •(X,X ′) −→ K •(X) −→ K •(X ′) −→ 0
is not exact in general and we may not directly define the relative cohomology (cf. (1.1),
(2.2) with X ′′ = ∅ and (2.21)). However, replacing K •(X) by K •(V), we may “flabbify”
the situation and obtain an exact sequence as (4.2), which allows us to naturally define
the relative cohomology, as explained in Introduction.
5 Relation with derived functors
For generalities on derived categories and functors we refer to [14].
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5.1 Category of complexes
We start by a brief review of basics on complexes. Let C be an additive category. A
complexK in C is a collection (Kq, dqK)q∈Z, whereK
q is an object in C and dqK : K
q → Kq+1
a morphism with dq+1 ◦ dq = 0. A morphism ϕ : K → L of complexes is a collection (ϕq)
of morphisms ϕq : Kq → Lq with dqL ◦ ϕ
q = ϕq+1 ◦ dqK . With these the complexes form an
additive category which is denoted by C(C). We denote a complex K also by K• and a
morphism ϕ by ϕ•.
For a complex K and an integer k, we denote by K[k] the complex with K[k]q = Kk+q
and dq
K[k] = (−1)
kdk+qK . For a morphism ϕ : K → L, ϕ[k] : K[k] → L[k] is defined by
ϕ[k]q = ϕk+q. This way we have an additive functor [k] : C(C) → C(C). Considering an
object K in C as a complex given by K0 = K, Kq = 0 for q 6= 0 and dq = 0, we may think
of C as a subcategory of C(C). Identifying two morphisms in C(C) that are “homotopic”,
we have an additive category K(C).
Suppose C is an Abelian category. For a complex K in C, its q-th cohomology is
defined by
Hq(K) = Ker dqK/ Im d
q−1
K .
Then it gives additive functors Hq : C(C)→ C and Hq : K(C)→ C.
Proposition 5.1 Let 0 → J
ι
→ K
ϕ
→ L → 0 be an exact sequence in C(C). Then there
exists an exact sequence
· · · −→ Hq−1(L)
δ
−→ Hq(J)
ι
−→ Hq(K)
ϕ
−→ Hq(L) −→ · · · ,
where ι and ϕ denotes Hq(ι) and Hq(ϕ), respectively, and δ assigns to the class of y ∈
Lq−1, d(y) = 0, the class of z ∈ Jq such that ι(z) = d(x) for some x ∈ Kq−1 with ϕ(x) = y.
5.2 Co-mapping cones
Let C be an additive category. For a morphism ϕ : K → L of C(C), we define a complex
M∗(ϕ) called the co-mapping cone of ϕ. We set
M∗(ϕ) = K ⊕ L[−1]
and define the differential d : M∗(ϕ)q = Kq ⊕ Lq−1 → M∗(ϕ)q+1 = Kq+1 ⊕ Lq by
d(x, y) = (dKx, ϕ
q(x)− dLy).
We define morphisms α∗ = α∗(ϕ) :M∗(ϕ)→ K and β∗ = β∗(ϕ) : L[−1]→M∗(ϕ) by
α∗ : M∗(ϕ)q = Kq ⊕ Lq−1 −→ Kq, (x, y) 7→ x, and
β∗ : L[−1]q = Lq−1 −→ M∗(ϕ)q = Kq ⊕ Lq−1, y 7→ (0, y).
Then we have a sequence of morphisms
L[−1]
β∗
−→M∗(ϕ)
α∗
−→ K
ϕ
−→ L.
We have α∗ ◦ β∗ = 0 in C(C). Moreover, we may prove that β∗ ◦ ϕ[−1] and ϕ ◦ α∗ are
homotopic to 0 so that β∗ ◦ ϕ[−1]=0 and ϕ ◦ α∗ = 0 in K(C).
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A co-triangle in K(C) is a sequence of morphisms
L[−1] −→ J −→ K −→ L.
The co-triangle is distinguished if it is isomorphic to
L′[−1]
β∗
−→M∗(ϕ)
α∗
−→ K ′
ϕ
−→ L′
for some ϕ in C(C).
Let C be an Abelian category and ϕ : K → L as above. Then the sequence
0 −→ L[−1]
β∗
−→ M∗(ϕ)
α∗
−→ K −→ 0 (5.2)
is exact in C(C). From Proposition 5.1, we have the exact sequence
· · · −→ Hq−1(L)
β∗
−→ Hq(M∗(ϕ))
α∗
−→ Hq(K)
ϕ
−→ Hq(L) −→ · · · . (5.3)
Note that δ is given by ϕ.
Proposition 5.4 For any distinguished cotriangle L[−1] → J → K → L in K(C), there
is an exact sequence
· · · −→ Hq−1(L) −→ Hq(J) −→ Hq(K) −→ Hq(L) −→ · · · .
Proof: It suffices to consider the case L[−1]
β∗
→ M∗(ϕ)
α∗
→ K
ϕ
→ L. For this, the result
follows from (5.3). ✷
Remark 5.5 In [13], a similar complex as M∗(ϕ) is considered, except the differential
d : Kq ⊕ Lq−1 → Kq+1 ⊕ Lq is defined by d(x, y) = (dx, dy + (−1)qϕ(x)). Its cohomology
is denoted by Hq(K
ϕ
→ L) and is called the generalized relative cohomology.
We finish this subsection by examining the relation between the co-mapping cone
defined above and the mapping cone as defined in [14]. We will see that the former is
dual to the latter in the sense that, while the mapping cone is a notion extracted from
the complex of singular chains of the mapping cone of a continuous map of topological
spaces, the co-mapping cone is the one corresponding to the complex of singular cochains
of the topological mapping cone. Thus, while the mapping cone is of homological nature,
the co-mapping cone is cohomological. In this context, we may also think of a cotriangle
as a notion dual to a triangle.
Let C be an additive category and ϕ : K → L a morphism in C(C). Recall that the
mapping cone M(ϕ) of ϕ is the complex such that
M(ϕ)q = Kq+1 ⊕ Lq (5.6)
with the differential d : M(ϕ)q = Kq+1 ⊕ Lq → M(ϕ)q+1 = Kq+2 ⊕ Lq+1 defined by
d(x, y) = (−dx, ϕ(x) + dy).
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We define morphisms α : L→M(ϕ) and β : M(ϕ)→ K[1] in C(C) by
α : Lq −→M(ϕ)q = Kq+1 ⊕ Lq, y 7→ (0, y), and
β : M(ϕ)q = Kq+1 ⊕ Lq −→ K[1]q = Kq+1, (x, y) 7→ x.
To illustrate the idea, let A be the category of Abelian groups. For an object A in
C(A), we set Aq = A
−q and denote d−q : Aq → Aq−1 by ∂q. Then A[k]q = A[k]
−q =
A−q+k = Aq−k. Also we denote by A
∗ the complex given by (A∗)q = HomZ(Aq,Z) = (Aq)
∗
and dq : (A∗)q → (A∗)q+1 the transpose of ∂q :
〈dϕ, a〉 = 〈ϕ, ∂a〉 for ϕ ∈ (Aq)
∗ and a ∈ Aq+1,
where 〈 , 〉 denotes the Kronecker product.
Let ϕ : B → A be a morphism in C(A). The mapping cone M(ϕ) is given, setting
K = B and L = A and reversing the order in the direct sum in (5.6), by
M(ϕ)q = Aq ⊕ Bq−1,
with ∂q : M(ϕ)q = Aq ⊕ Bq−1 →M(ϕ)q−1 = Aq−1 ⊕ Bq−2 given by
∂(a, b) = (∂a + ϕ(b),−∂b).
Let ϕ∗ : A∗ → B∗ be the transpose of ϕ. Then the co-mapping cone M∗(ϕ∗) is given by
M∗(ϕ∗)q = (Aq)
∗ ⊕ (Bq−1)
∗.
with d : M∗(ϕ∗)q = (Aq)
∗ ⊕ (Bq−1)
∗ →M∗(ϕ∗)q+1 = (Aq+1)
∗ ⊕ (Bq)
∗ given by
d(f, g) = (df, ϕ∗(f)− dg).
Proposition 5.7 The differential d : M∗(ϕ∗)q → M∗(ϕ∗)q+1 is the transpose of the dif-
ferential ∂ :M(ϕ)q →M(ϕ)q−1.
Proof: Take (a, b) ∈M(ϕ)q+1 = Aq+1 ⊕ Bq. We have on the one hand
〈d(f, g), (a, b)〉 = 〈(df, ϕ∗(f)− dg), (a, b)〉 = f(∂a + ϕ(b))− g(∂b).
On the other hand
〈(f, g), ∂(a, b)〉 = 〈(f, g), (∂a+ ϕ(b),−∂b)〉 = f(∂a + ϕ(b))− g(∂b).
✷
The morphisms α : A→M(ϕ) and β : M(ϕ)→ B[1] are given by
α : Aq −→ M(ϕ)q = Aq ⊕Bq−1, a 7→ (a, 0)
β : M(ϕ)q = Aq ⊕Bq−1 −→ B[1]q = Bq−1, (a, b) 7→ b.
While the morphisms α∗ : M∗(ϕ∗)→ A∗ and β∗ : B∗[−1]→ M∗(ϕ∗) are given by
α∗ : M∗(ϕ∗)q = (A∗)q ⊕ (B∗)q−1 −→ (A∗)q, (f, g) 7→ f
β∗ : B∗[−1]q = (B∗)q−1 −→ M∗(ϕ∗)q = (A∗)q ⊕ (B∗)q−1, g 7→ (0, g).
By direct computations as in the proof of Proposition 5.7, we have :
Proposition 5.8 The morphisms α∗ and β∗ are the transposes of α and β, respectively.
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5.3 Derived categories and derived functors
Let C be an Abelian category. A morphism ϕ : K → L in K(C) is a quasi-isomorphism,
qis for short, if the induced morphisms Hq(K) → Hq(L) are isomorphisms for all q.
The derived category D(C) is the category obtained from K(C) by regarding a qis as an
isomorphism. We have the functors
[k] : D(C) −→ D(C) and Hq : D(C) −→ C.
The following is a dual version of [14, Proposition 1.7.5] and is proved as Proposi-
tion 2.18 :
Proposition 5.9 Let
0 −→ J
ι
−→ K
ϕ
−→ L −→ 0 (5.10)
be an exact sequence in C(C). Let M∗(ϕ) be the co-mapping cone of ϕ and let
ρq : Jq −→ M∗(ϕ)q = Kq ⊕ Lq−1 be defined by z 7→ (ι(z), 0).
Then the following diagram is commutative and ρ is a qis :
0 // J
ι
//
ρ≀

K
ϕ
// L // 0
L[−1]
β∗(ϕ)
//M∗(ϕ).
α∗(ϕ)
;;✇✇✇✇✇✇✇✇✇
In the above situation, the distinguished cotriangle
L[−1]
h
−→ J −→ K −→ L
is called the distinguished cotriangle associated with (5.10), where h = β∗(ϕ) ◦ ρ−1. The
above distinguished cotriangle gives rise to a long exact sequence (cf. Proposition 5.4)
· · · −→ Hq−1(L)
h
−→ Hq(J) −→ Hq(K) −→ Hq(L) −→ · · · .
Note that h = −δ, where δ is the connecting morphism in Proposition 5.1. This sign
difference occurs also in the case of mapping cones (cf. [14, p.46]).
Proposition 5.11 Suppose we have a commutative diagram of complexes in C(C) :
K
ϕ
//
κ

L
λ

K ′
ϕ′
// L′.
Let M∗(ϕ) and M∗(ϕ′) be co-mapping cones of ϕ and ϕ′, respectively. Then the collection
µ = (µq) : M∗(ϕ) → M∗(ϕ′) of morphisms µq : M∗(ϕ)q → M∗(ϕ′)q given by (x, y) 7→
(κq(x), λq−1(y)) is a morphism of complexes. Moreover, if κ and λ are qis’s, so is µ.
Proof: The first part is straightforward. For the second part, compare the exact
sequences (5.3) for ϕ and ϕ′ and apply the five lemma. ✷
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Derived functors : For an Abelian category C, we donote by D+(C) the full subcategory
of D(C) consisting of complexes bounded below.
Let F : C → C′ be a left exact functor of Abelian categories. If there exists an
“F -injective” subcategory I, we may define the right derived functor
RF : D+(C) −→ D+(C′) by RF (K) = F (I), K
∼
−→
qis
I.
We define a functor RqF : C → C′ as the composition
C −→ D+(C)
RF
−→ D+(C′)
Hq
−→ C′, i.e., RqF (K) = Hq(RF (K)) = Hq(F (I)).
Cohomology of sheaves : For a topological space X , we denote by Sh(X) the category
of sheaves of Abelian groups on X . We also denote by A the category of Abelian groups.
For an open set X ′ in X , we have the functor
Γ (X,X ′; ) : Sh(X) −→ A
defined by Γ (X,X ′;S ) = S (X,X ′). The subcategory of flabby sheaves is injective for
this functor. For S in Sh(X),
RΓ (X,X ′;S ) = Γ (X,X ′;F •) and
RqΓ (X,X ′;S ) = Hq(Γ (X,X ′;F •)) ≃ Hq(X,X ′;S ),
where S
∼
−→
qis
F • is a flabby resolution.
5.4 Cohomology for an open embedding as that of a co-mapping
cone
Let K = (K •, dK ) be a complex of sheaves on a topological space X . Also let X
′ be
an open set in X with inclusion i : X ′ →֒ X . Denoting by i−1 : K •(X) → K •(X ′)
the pull-back (restriction in this case) of sections, we have the co-mapping cone M∗(i−1).
Thus
M∗(i−1)q = K q(X)⊕K q−1(X ′)
and the differential d : M∗(i−1)q →M∗(i−1)q+1 is given by
d(s, t) = (ds, i−1s− dt).
Hence the complex M∗(i−1) is identical with K •(i) in Subsection 2.3. Moreover, setting
V⋆ = {V0, V
⋆
1 }, V
′ = {V0}, V0 = X
′ and V ⋆1 = X , we have the following (cf. Definition 4.4
and (4.5)) :
Two interpretations of the cohomology HqdK (i) :
M∗(i−1) = K •(i) = K •(V⋆,V ′) and Hq(M∗(i−1)) = HqdK (i) = H
q
DK
(X,X ′). (5.12)
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We have the exact sequence (cf. the proof of Proposition 5.4)
0 −→ K •(X ′)[−1]
β∗
−→M∗(i−1)
α∗
−→ K •(X) −→ 0,
where β∗(t) = (0, t) and α∗(s, t) = s. From this we have the exact sequence
· · · −→ Hq−1dK (X
′)
β∗
−→ Hq(M∗(i−1))
α∗
−→ HqdK (X)
i−1
−→ HqdK (X
′) −→ · · · , (5.13)
which is identical with (2.17). Note that the sequences (5.13) and (4.6) are essentially
the same, except β∗ = −δ.
For a sheaf S on X and an open set X ′ in X , we have the exact sequence
0 −→ RΓ (X,X ′;S ) −→ RΓ (X ;S ) −→ RΓ (X ′;S ) −→ 0. (5.14)
The following are expressions of Theorem 2.20, its proof and Theorem 2.23 in the
context of this section :
Theorem 5.15 Suppose 0→ S → K • is a resolution of S such that Hq2(X ;K q1) = 0
and Hq2(X ′;K q1) = 0 for q1 ≥ 0 and q2 ≥ 1. Then
M∗(i−1) ≃
qis
RΓ (X,X ′;S ) and Hq(M∗(i−1)) ≃ Hq(X,X ′;S ).
Proof: By Proposition 2.12, there exist a flabby resolution 0 → S → F • and a
morphism κ : K • → F • such that the following diagram is commutative :
0 //S //K •
κ

0 //S //F •.
Then we have a commutative diagram of complexes :
K •(X)
i−1
K
//
κ

K •(X ′)
κ′

F •(X)
i−1
F
//F •(X ′).
By Theorem 2.9 withX ′ = ∅, κ is a qis. Likewise κ′ is also a qis. Thus by Proposition 5.11,
M∗(i−1
K
) is quasi-isomorphic with M∗(i−1
F
).
On the other hand, the sequence (5.14) is represented by
0 −→ F •(X,X ′) −→ F •(X)
i−1
F−→ F •(X ′) −→ 0
and by Proposition 5.9, M∗(i−1
F
) is quasi-isomorphic with F •(X,X ′). ✷
From Theorem 5.15, we have :
Theorem 5.16 Let (X,X ′) be a paracompact pair and S a sheaf on X. If 0→ S → K •
is a soft resolution such that each K q|X′ is soft, then
M∗(i−1) ≃
qis
RΓ (X,X ′;S ) and Hq(M∗(i−1)) ≃ Hq(X,X ′;S ).
The cohomology Hq(M∗(i−1)) is generalized to the cohomology of sheaf morphisms in
the following section.
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6 Cohomology for sheaf morphisms
Although the presentation is somewhat different, the contents of this section are essentially
in [16], except for Theorem 6.16 below.
Throughout this section, we let f : Y → X be a continuous map of topological spaces.
Direct and inverse images : For a sheaf T on Y , the direct image f∗T is the sheaf
on X defined by the presheaf U 7→ T (f−1U). We have (f∗T )(U) = T (f
−1U). Thus as a
fuctor, f∗ is left exact and exact on the flabby sheaves. If G is a flabby sheaf on Y , f∗G is
a flabby sheaf on X . Thus if 0→ T → G • is a flabby resolution of T , 0→ f∗T → f∗G
•
is a flabby resolution of f∗T .
For a sheaf S on X , the inverse image f−1S is the sheaf on Y defined by the presheaf
V 7→ lim
−→
S (U), where U runs through the open sets in X containing f(V ). For a point
y in Y , we have (f−1S )y = Sf(y), which shows that f
−1 is an exact functor. There are
canonical morphisms
S −→ f∗f
−1
S and f−1f∗T −→ T . (6.1)
Thus giving a morphism S → f∗T is equivalent to giving a morphism f
−1S → T .
In the case Y is a subset of X with the induced topology and f : Y →֒ X is the
inclusion, we have f−1S = S |Y .
Mapping cylinders : Following [16], we define the mapping cylinder Z(f) of f as
follows. As a set, Z(f) = X ∐ Y (disjoint union). For an open set U in X , we set
U˜ = U ∐ f−1U . We endow Z(f) with the topology whose basis of open sets consists of
{ U˜ | U ⊂ X open sets } and { V | V ⊂ Y open sets }. We have the closed embedding
µ : X →֒ Z(f) and the open embedding ν : Y →֒ Z(f). The projection p : Z(f) → X is
defined as the map that is the identity on X and f on Y .
Cohomology of sheaf morphisms : Let S and T be sheaves on X and Y , respec-
tively, and η : S → f∗T a morphism. We introduce a sheaf Z
∗(T
η
← S ), which will be
abbreviated as Z ∗(η). It is the sheaf on Z(f) defined by the presheaf U˜ 7→ S (U) and
V 7→ T (V ). The presheaf is a sheaf, i.e., Z ∗(η)(U˜) = S (U) and Z ∗(η)(V ) = T (V ).
The restriction Z ∗(η)(U˜) = S (U)→ Z ∗(η)(f−1U) = T (f−1U) is given by η.
Definition 6.2 The cohomology of f with coefficients in η is defined by
Hq(Y
f
→ X ;T
η
← S ) = Hq(Z(f), Z(f)rX ;Z ∗(T
η
← S )).
In the sequel we abbreviate the cohomology as Hq(f ; η), if there is no fear of confusion.
In the case Y = ∅, we have Hq(f ; η) = Hq(X ;S ).
Proposition 6.3 There is an exact sequence :
· · · −→ Hq−1(Y ;T ) −→ Hq(f ; η) −→ Hq(X ;S ) −→ Hq(Y ;T ) −→ · · · .
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Proof: Let 0 → Z ∗(η) → C •(Z ∗(η)) be the canonical resolution of Z ∗(η). Setting
Z(f)′ = Z(f)rX (in fact it is equal to Y ), we have the exact sequence
0 −→ C •(Z ∗(η))(Z(f), Z(f)′) −→ C •(Z ∗(η))(Z(f)) −→ C •(Z ∗(η))(Z(f)′) −→ 0,
which gives rise to the exact sequence
· · · → Hq−1(Z(f)′;Z ∗(η))
δ
→ Hq(f ; η)→ Hq(Z(f);Z ∗(η))→ Hq(Z(f)′;Z ∗(η))→ · · · .
We have C •(Z ∗(η))(Z(f)) = p∗C
•(Z ∗(η))(X). Since p∗C
•(Z ∗(η)) is a flabby reso-
lution of p∗Z
∗(η) = S , there is a canonical isomorphism Hq(Z(f);Z ∗(η)) ≃ Hq(X ;S ).
Since ν : Y →֒ Z(f) is an open embedding, C •(Z ∗(η))(Z(f)′) = C •(ν−1Z ∗(η))(Y ) =
C •(T )(Y ), thus Hq(Z(f)′;Z ∗(η)) = Hq(Y ;T ). ✷
We denote by H q(f ; η) the sheaf on X defined by the presheaf U 7→ Hq(f |f−1U ; η).
In the case T = f−1S , there is a canonical morphism S → f∗T = f∗f
−1S and,
when we take this as η, we denote Hq(f ; η) and H q(f ; η) by Hq(f ;S ) and H q(f ;S ),
respectively.
In the case f : Y →֒ X is an open embedding, we set S = X r Y and denote by
H
q
S (S ) the sheaf defined by the presheaf U 7→ H
q
S∩U(U ;S ).
Proposition 6.4 In the case f : Y →֒ X is an open embedding. T = f−1S and η the
canonical morphism, there exist canonical isomorphisms
Hq(f ;S ) ≃ Hq(X, Y ;S ) = HqS(X ;S ) and H
q(f ;S ) ≃ H qS (S ).
Proof: In this case the projection p is a map (Z(f), Z(f)rX) → (X, Y ) of pairs of
spaces and Z ∗(η) = p−1S . Thus there is a canonical morphism
Hq(X, Y ;S ) −→ Hq(Z(f), Z(f)rX);Z ∗(η)) = Hq(f ;S ).
By Proposition 6.3 and the five lemma, we have the proposition. ✷
Remark 6.5 1. The sheaf Z ∗(η) above is defined in [16, Definition 4.2] with a different
notation and is called the mapping cylinder of η. Also the cohomology in Definition 6.2 is
the same as the one in [16, Definition 5.1], where it is denoted by Hq(X
f
← Y,S
η
→ T ).
2. In [18], the sheaf H qS (S ) is denoted by Dist
q(S,S ) and is called the sheaf of q-
distributions of S . It is a priori a sheaf on X , however it is supported on S.
3. The cohomology in Definition 6.2 is isomorphic with the one defined in [13] with the
same notation. Also the sheaf H q(f ; η) above is isomorphic with the one denoted by
Distqf (S
η
→ T ) in [13] (cf. Remark 6.17 below).
Co-mapping cylinder of a sheaf complex morphism : Let K and L be complexes
of sheaves on X and Y , respectively, and ϕ : K → f∗L a morphism. We introduce a
complex of sheaves (Z ∗(L
ϕ
← K ), d), which will be called the co-mapping cylinder of ϕ
and abbreviated as (Z ∗(ϕ), d). It is the complex of sheaves on Z(f) defined as follows.
We set
Z
∗(ϕ) = µ∗K ⊕ µ∗f∗L [−1]⊕ ν∗L
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so that {
Z ∗(ϕ)q(U˜) = K q(U)⊕ (L q−1 ⊕L q)(f−1U)
Z ∗(ϕ)q(V ) = L q(V ).
Note that the restriction Z ∗(ϕ)(U˜)→ Z ∗(ϕ)(f−1U) = L q(f−1U) is given by (k, ℓ′, ℓ) 7→
ℓ. We define the differential d = dZ ∗ : Z
∗(ϕ)q → Z ∗(ϕ)q+1 by{
d(k, ℓ′, ℓ) = (dk, ϕqk − dℓ′ − ℓ, dℓ), (k, ℓ′, ℓ) ∈ K q(U)⊕ (L q−1 ⊕L q)(f−1U)
dℓ = dℓ, ℓ ∈ L q(V ).
For the complex (Z ∗(ϕ), d), we have the cohomology HqdZ ∗ (Z(f), Z(f)rX) of the
complex Z ∗(ϕ)(Z(f), Z(f)rX) of sections of Z ∗(ϕ) that vanish on Z(f)rX (cf. Sub-
section 2.2). In the case Y = ∅, it reduces to HqdK (X).
This is essentially the construction given in [16, Definition 4.4], where it is done for a
morphism of resolutions and is called the mapping cylinder of the morphism. We adopt
a slightly different sign convention.
Co-mapping cone of a sheaf complex morphism : Let K , L and ϕ : K → f∗L
be as above.
Definition 6.6 The co-mapping cone of ϕ is the complex of sheaves (M ∗(ϕ), d) on X
given by

M ∗(ϕ) = K ⊕ f∗L [−1]
d : M ∗(ϕ)q = K q ⊕ f∗L [−1]
q −→ M ∗(ϕ)q+1 = K q+1 ⊕ f∗L [−1]
q+1
(k, ℓ′) 7→ (dK k, ϕk − dL ℓ
′), k ∈ K q, ℓ′ ∈ L [−1]q = L q−1.
For an open set U in X , we have M ∗(ϕ)(U) = K (U)⊕L [−1](f−1U). In particular,
we have M ∗(ϕ)(X) = K (X)⊕L [−1](Y ) =M∗(ϕ), the co-mapping cone of the induced
morphism ϕ : K (X)→ L (Y ). Thus there is an exact sequence (cf. (5.3))
· · · −→ Hq−1dL (Y )
β∗
−→ Hq(M∗(ϕ))
α∗
−→ HqdK (X)
ϕ
−→ HqdL (Y ) −→ · · · . (6.7)
From the construction, we have (cf. Subsection 2.3 and (5.12) :
Proposition 6.8 In the case f : Y →֒ X is an open embedding, L = f−1K and ϕ the
canonical morphism,
M
∗(ϕ) = K (f) and Hq(M∗(ϕ)) = HqdK (f).
Proposition 6.9 The complex Z ∗(ϕ)(Z(f), Z(f)rX) is identical with M∗(ϕ) so that
HqdZ ∗ (Z(f), Z(f)rX) = H
q(M∗(ϕ)).
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Proof: Noting that Z(f)rX = Y , there is an exact sequence
0 −→ Z ∗(ϕ)(Z(f), Z(f)rX) −→ Z ∗(ϕ)(Z(f))
ν−1
−→ Z ∗(ϕ)(Y ).
We have {
Z ∗(ϕ)q(Z(f)) = K q(X)⊕L q−1(Y )⊕L q(Y )
Z ∗(ϕ)q(Y ) = L q(Y ).
Since ν−1(k, ℓ′, ℓ) = ℓ, we have the proposition. ✷
Remark 6.10 1. In [16, Definition 4.7] the complex in Definition 6.6 is defined for a
morphism of resolutions and is called the mapping cone of the morphism. We again
adopt a different sign convention.
2. The cohomology Hq(M∗(ϕ)) coincides with the one considered in [2] in the case
f : Y → X is a C∞ map of C∞ manifolds, K and L are the de Rham complexes on X
and Y , respectively, and ϕ : K → f−1L is the pull-back by f of differential forms.
Generalized relative de Rham type theorem : Suppose we have two resolutions
0 → S
ı
→ K and 0 → T

→ L and also morphisms η : S → f∗T and ϕ : K → f∗L
such that the following diagram is commutative :
0 //S
ı
//
η

K
ϕ

0 // f∗T
f∗
// f∗L .
In this case we say that (K ,L , ϕ) is a resolution of (S ,T , η). We define a morphism
ζ : Z ∗(η)→ Z ∗(ϕ)0 by{
Z ∗(η)(U˜) = S (U) −→ Z ∗(ϕ)0(U˜) = K 0(U)⊕L 0(f−1U), s 7→ (ıs, (f∗)ηs)
Z ∗(η)(V ) = T (V ) −→ Z ∗(ϕ)0(V ) = L 0(V ), t 7→ t.
Then the following is proved as [16, Theorem 4.5] :
Theorem 6.11 If (K ,L , ϕ) is a resolution of (S ,T , η), then 0→ Z ∗(η)
ζ
→ Z ∗(ϕ) is
a resolution of Z ∗(η).
Using Proposition 6.9, Theorem 2.9 in our case reads :
Theorem 6.12 1. For any resolution (K ,L , ϕ) of (S ,T , η), there is a canonical mor-
phism
χ˜ : Hq(M∗(ϕ)) = HqdZ ∗ (Z(f), Z(f)rX) −→ H
q(Z(f), Z(f)rX ;Z ∗(η)) = Hq(f ; η).
2. Moreover, if Hq2(Z(f), Z(f)rX ;Z ∗(ϕ)q1) = 0, for q1 ≥ 0 and q2 ≥ 1, then χ˜ is an
isomorphism.
In particular, if K and L are flabby resolutions, then Z ∗(ϕ) is a flabby resolution.
Thus we have :
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Corollary 6.13 For a resolution (K ,L , ϕ) of (S ,T , η) such that K and L are flabby
resolutions, there is a canonical isomorphism :
χ˜ : Hq(M∗(ϕ))
∼
−→ Hq(f ; η).
More generally we have the following theorem. Although it is proved in [16, Theo-
rem 5.5], we give a proof in our context.
Theorem 6.14 Suppose (K ,L , ϕ) is a resolution of (S ,T , η) such that Hq2(X ;K q1) =
0 and Hq2(Y ;L q1) = 0 for q1 ≥ 0 and q2 ≥ 1. Then there is a canonical isomorphism :
Hq(M∗(ϕ)) ≃ Hq(f ; η).
Proof: We have the diagram
· · · // Hq−1dL (Y )
β∗
//
χ≀

Hq(M∗(ϕ))
χ˜

α∗
// HqdK (X)
ϕ
//
χ≀

HqdL (Y )
//
χ≀

· · ·
· · · // Hq−1(Y ;T ) δ // Hq(f ; η) // Hq(X ;S ) // Hq(Y ;T ) // · · · ,
where the rows are exact (cf. (6.7) and Proposition 6.3). The rectangles are commutative
except for the left one, which is anti-commutative. By assumption the χ’s are isomor-
phisms. Thus by the five lemma, χ˜ is an isomorphism, which together with Proposition
6.9 implies the theorem. ✷
We may express the conclusion above as
M∗(ϕ) ≃
qis
RΓ (Z(f), Z(f)rX ;Z ∗(η)). (6.15)
In the case f : Y → X is an open embedding, T = f−1S , L = f−1K , η and
ϕ are canonical morphisms, by Propositions 6.4 and 6.8, the above theorem reduces to
Theorem 2.20 and (6.15) is the one in Theorem 5.15.
From Theorem 6.14, we have the following, which generalizes Theorem 2.23 :
Theorem 6.16 (Generalized relative de Rham type theorem) Suppose X and Y
are paracompact. Then, for any resolution (K ,L , ϕ) of (S ,T , η) such that K and L
are soft resolutions, there is a canonical isomorphism :
Hq(M∗(ϕ)) ≃ Hq(f ; η).
Remark 6.17 In [13] it is shown that, given a triple (S ,T , η), there exists a resolution
(K ,L , ϕ) such that K and L are flabby. Then this is used to define the cohomology
Hq(f ; η) as Hq(M∗(ϕ)) (cf. Corollary 6.13, also Remarks 5.5 and 6.5. 3). As noted in
[16], one of the advantages of defining Hq(f ; η) as in Definition 6.2 is that we can bypass
the proof of the fact that the definition does not depend on the choice of the resolution
(K ,L , ϕ) such that K and L are flabby.
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7 Some particular cases
The manifolds we consider below are assumed to have a countable basis, thus they are
paracompact and have only countably many connected components. The coverings are
assumed to be locally finite.
I. de Rham complex
Let X be a C∞ manifold of dimension m and E
(q)
X the sheaf of C
∞ q-forms on X .
The sheaves E
(q)
X are fine and, by the Poincare´ lemma, they give a fine resolution of the
constant sheaf CX :
0 −→ C −→ E (0)
d
−→ E (1)
d
−→ · · ·
d
−→ E (m) −→ 0,
where we omitted the suffix X .
The de Rham cohomology Hqd(X) of X is the cohomology of (E
(•)(X), d). By Theo-
rem 2.22, there is a canonical isomorphism (de Rham theorem) :
Hqd(X) ≃ H
q(X ;CX). (7.1)
Let X ′ be an open set in X and (W,W ′) a pair of coverings for (X,X ′). The Cˇech-
de Rham cohomology HqD(W,W
′) on (W,W ′) is the cohomology of (E (•)(W,W ′), D) with
D = δˇ + (−1)•d (cf. Definition 3.2).
We say that W is good if every non-empty finite intersection Wα0...αq is diffeomorphic
with Rm. IfW is good, then it is good for E (•) (cf. Definition 3.28). From Theorem 3.29,
we have the following canonical isomorphisms :
(1) For any covering W, Hqd(X)
∼
→ HqD(W).
(2) For a good covering W,
HqD(W,W
′)
∼
←− Hq(W,W ′;CX) ≃ H
q(X,X ′;CX).
The relative de Rham cohomology HqD(X,X
′) is defined as in Section 4 and, from
Theorem 4.14 (see also Theorems 2.23 and 4.8), we have :
Theorem 7.2 (Relative de Rham theorem) There is a canonical isomorphism :
HqD(X,X
′) ≃ Hq(X,X ′;CX).
Since X always admits a good covering (in fact the good coverings are cofinal in the
set of coverings), we have the above theorem without going to the limit in the Cˇech
cohomology (cf. Remark 4.15).
Note that Hq(X,X ′;CX) is canonically isomorphic with the relative singular (or sim-
plicial) cohomology Hq(X,X ′;C) with C-coefficients on finite chains.
For more about Cˇech-de Rham cohomology and its applications, we refer to [2], [17],
[19], [20] and references therein.
II. Dolbeault complex
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Let X be a complex manifold of dimension n and E
(p,q)
X the sheaf of C
∞ (p, q)-forms
on X . The sheaves E
(p,q)
X are fine and, by the Dolbeault-Grothendieck lemma, they give
a fine resolution of the sheaf O
(p)
X of holomorphic p-forms :
0 −→ O (p) −→ E (p,0)
∂¯
−→ E (p,1)
∂¯
−→ · · ·
∂¯
−→ E (p,n) −→ 0.
The Dolbeault cohomologyHp,q
∂¯
(X) ofX is the cohomology of the complex (E (p,•)(X), ∂¯).
By Theorem 2.22, there is a canonical isomorphism (Dolbeault theorem) :
Hp,q
∂¯
(X) ≃ Hq(X ;O (p)). (7.3)
Let (W,W ′) be as above. The Cˇech-Dolbeault cohomology Hp,q
ϑ¯
(W,W ′) on (W,W ′)
is the cohomology of (E (p,•)(W,W ′), ϑ¯) with ϑ¯ = δˇ + (−1)•∂¯ (cf. Definition 3.2).
We say thatW is Stein if every non-empty finite intersection Wα0...αq is biholomorphic
with a domain of holomorphy in Cn (cf. [7]). If W is Stein, then it is good for E (p,•).
From Theorem 3.29, we have the following canonical isomorphisms :
(1) For any covering W, Hp,q
∂¯
(X)
∼
→ Hp,q
ϑ¯
(W).
(2) For a Stein covering W,
Hp,q
ϑ¯
(W,W ′)
∼
←− Hq(W,W ′;O (p)) ≃ Hq(X,X ′;O (p)).
The relative Dolbeault cohomology Hp,q
ϑ¯
(X,X ′) is defined as in Section 4 and, from
Theorem 4.14 (see also Theorems 2.23 and 4.8), we have :
Theorem 7.4 (Relative Dolbeault theorem) There is a canonical isomorphism :
Hp,q
ϑ¯
(X,X ′) ≃ Hq(X,X ′;O (p)).
Since X always admits a Stein covering (in fact the Stein coverings are cofinal in
the set of coverings), we have the above theorem without going to the limit in the Cˇech
cohomology (cf. Remark 4.15).
For more about Cˇech-Dolbeault cohomology we refer to [21] and [22]. Applications
are given in [1] for localization of Atiyah classes and in [11] for the Sato hyperfunction
theory.
Remark 7.5 The seemingly standard proof in the textbooks, e.g., [8], [10], of the iso-
morphism as in Theorem 2.22 (thus (7.1) and (7.3)) gives a correspondence same as the
one given by the Weil lemma. Thus there is a sign difference as explained in Remark 3.25.
III. Mixed complex
Let X be a complex manifold. We set
E
(p,q)+1
X = E
(p+1,q)
X ⊕ E
(p,q+1)
X
and consider the complex
· · ·
d
−→ E (p−2,q−2)+1
∂¯+∂
−→ E (p−1,q−1)
∂¯∂
−→ E (p,q)
d
−→ E (p,q)+1
∂¯+∂
−→ E (p+1,q+1)
∂¯∂
−→ · · · . (7.6)
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From this we have the Bott-Chern, Aeppli and third cohomologies and their relative
versions. For details and applications to the localization problem of Bott-Chern classes,
we refer to [5].
IV. Some others
Here is another type of complex as considered in [11]. We may discuss this in more
general settings, however we consider the following situation for simplicity.
Let X be a C∞ manifold and Ω an open set in X with inclusion j : Ω →֒ X . We
consider the sheaf j!j
−1CX on X , where j! denotes the direct image with proper supports
(cf. [14, §2.5]). We have j!j
−1CX |Ω = j
−1CX = CΩ and j!j
−1CX |XrΩ = 0. The complex
j!j
−1E
(•)
X gives a resolution of j!j
−1CX . For each q, the sheaf j
−1E
(q)
X may be thought of
as the sheaf E
(q)
Ω of q-forms on Ω so that it is soft (in fact fine). Thus j!j
−1E
(q)
X is a c-soft
sheaf on the paracompact manifold X and thus it is soft. In fact in our case it is fine, as
any of its sections may be thought of as a q-forms onX with support in (the intersection of
its domain of definition and) Ω and thus the sheaf j!j
−1E
(q)
X admits a natural action of the
sheaf EX of C
∞ functions. If we set d′ = j!j
−1d (it is in fact the usual exterior derivative
d on forms with support in Ω) by Theorem 2.22, there is a canonical isomorphism :
Hqd′(X) ≃ H
q(X ; j!j
−1
CX).
If X ′ is an open set in X , setting D′ = δˇ + (−1)•d′, from Theorem 4.14 (see also
Theorems 2.23 and 4.8), we see that there is a canonical isomorphism :
HqD′(X,X
′) ≃ Hq(X,X ′; j!j
−1
CX).
Note that each element in HqD′(X,X
′) is represented by a pair (ξ1, ξ01), where ξ1 is a
closed q-form on X (or on any neighborhood V1 of XrX
′) with support in Ω and ξ01 a
(q − 1)-form on X ′ with support in X ′ ∩ Ω such that dξ01 = ξ1 on X
′ (or on V1 ∩X
′, cf.
Corollary 4.10).
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