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a b s t r a c t
Consider the problem of computing a (1+)-approximation to theminimum volume axis-
aligned ellipsoid (MVAE) enclosing a set ofmpoints inRn.We first provide an extension and
improvement to algorithm proposed in Kumar and Yıldırım (2008) [5] (the KY algorithm)
for the MVAE problem. The main challenge of the MVAE problem is that there is no closed
form solution in the line search step (beta). Therefore, the KY algorithm proposed a certain
choice of beta that leads to their complexity and core set results in solving the MVAE
problem.We further analyze the line search step to derive a newbeta, relying on an analysis
of up to the fourth order derivative. This choice of beta leads to the improved complexity
and core set results. The second modification is given by incorporating ‘‘away steps’’ into
the first one at each iteration, which obtains the same complexity and core set results as
the first one. In addition, since the second modification uses the idea of ‘‘dropping points’’,
it has the potential to compute smaller core sets in practice. Some numerical results are
given to show the efficiency of the modified algorithms.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Given a set of points S = {x1, . . . , xm} ⊂ Rn, in this paper, we consider the problem of computing an approximate
minimum volume axis-aligned ellipsoid (MVAE) enclosing S, denoted by MVAE(S).
A full-dimensional axis-aligned ellipsoid ED,c ⊂ Rn is specified by a positive definite diagonal matrix D = diag(d1, . . . ,
dn) ∈ Rn×n and a center c = (c1, . . . , cn)T ∈ Rn and is defined as [5]
ED,c := {x ∈ Rn : (x− c)TD(x− c) ≤ 1} =
{
x ∈ Rn :
n∑
j=1
[√
dj(xj − cj)
]2 ≤ 1} . (1)
The scaled volume of ED,c is given by
Vol(ED,c) = detD−1/2 =
n∏
j=1
(
1/
√
dj
)
. (2)
Given  > 0, ED,c is said to be a (1+ )-approximation to MVAE(S) if
S ⊆ ED,c, Vol(ED,c) ≤ (1+ )Vol(MVAE(S)). (3)
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In addition, a subset X ⊆ S is called an -core set (or a core set) of S if there exists an axis-aligned ellipsoid ED,c ⊂ Rn such
that S ⊆ ED,c and ED,c is a (1 + )-approximation to MVAE(X). The reader is referred to [5] for a more detailed account of
background knowledge of the MVAE problem.
From [5], the problem of computing MVAE(S) can be formulated as the following convex optimization problem:
min
γ ,µ
−
n∑
j=1
log γj :
n∑
j=1
(γjxij − µj)2 ≤ 1, i = 1, . . . ,m, (4)
where γ = (γ1, . . . , γn)T ∈ Rn andµ = (µ1, . . . , µn)T ∈ Rn are the primal variables. The Lagrangian dual of (4) is given by
max
σ
n
2
log n+ 1
2
n∑
j=1
log(uj(σ )− v2j (σ )) : eTσ = 1, σ ≥ 0, (5)
where σ = (σ1, . . . , σm)T ∈ Rm is the dual variable, e ∈ Rm denotes the vector of all ones, and
uj(σ ) :=
m∑
i=1
σi(xij)
2, vj(σ ) :=
m∑
i=1
σixij, j = 1, . . . , n. (6)
It follows from [5, Lemma 2.1], that if (γ ∗, µ∗) and σ ∗ denote the optimal solutions of (4) and (5), respectively, then
MVAE(S) can be given by
MVAE(S) = {x ∈ Rn : (x− c∗)TD∗(x− c∗) ≤ 1} =
{
x ∈ Rn :
n∑
j=1
[√
d∗j (xj − c∗j )
]2 ≤ 1} , (7)
where
c∗j :=
µ∗j
γ ∗j
= vj(σ ∗), d∗j := (γ ∗j )2 =
1
n(uj(σ ∗)− v2j (σ ∗))
, j = 1, . . . , n. (8)
Therefore, MVAE(S) can be computed by solving the dual problem (5), which will be the basis of the algorithm proposed in
Kumar and Yıldırım [5] (the KY algorithm) and our modifications.
In [5], the KY algorithm computes an approximate solution to the dual problem (5). This algorithm is essentially a first
order algorithm rooted from the Khachiyan algorithm [3] for the minimum volume enclosing ellipsoid (MVEE) problem [4],
which, by itself, is the adaptation of Frank–Wolfe algorithm [2]. In contrast with the MVEE problem, the main difference
and challenge in applying the Khachiyan algorithm to the MVAE problem is that there is no closed form solution in the
line search step (beta) (see (12) in [5]). Therefore, the KY algorithm proposed a certain choice of beta, which computes a
(1+ )-approximation to MVAE(S) in
O(mn2(log n+ n2[(1+ )2/n − 1]−1)) (9)
arithmetic operations, which reduces toO(mn5/) for  ∈ (0, 1). Their analysis establishes that there exists a core set of size
O(n4/) for  ∈ (0, 1). In addition, their paper mentioned that compared with the MVEE problem, such theoretical results
of the complexity and the core set are rather pessimistic, which cannot be improved in general. One of the potential reasons
is the utilization of the lower bound instead of the exact maximizer of the line search problem.
In this paper, we first provide an extension and improvement to the KY algorithm. We further analyze the line search
step to derive a new beta, relying on an analysis of up to the fourth order derivative (see, Lemma 2.1). This choice of beta
leads to the improved complexity result as follows:
O(mn2(log n+ [(1+ )2/n − 1]−1)), (10)
which reduces to O(mn3/) for  ∈ (0, 1). Our analysis returns a core set of size O(n2/) for  ∈ (0, 1). They are consistent
with the complexity and core set results of the MVEE problem [4]. Then, our second modification is given by incorporating
‘‘away steps’’ into the first one, which obtains the same complexity and core set results as the first one. In addition, since
the second modification uses the idea of ‘‘dropping points’’ [7], it has the potential to compute smaller core sets in practice.
Finally, the numerical results reveal the efficiency of the modified algorithms.
2. The first modification and analysis
In this section, we give our first modification that computes a (1 + )-approximation to MVAE(S). Then, we present a
detailed analysis of this modified algorithm.
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2.1. The first modified algorithm
We describe the first modified algorithm as follows:
Algorithm 2.1. Input the set of points S = {x1, . . . , xm} ⊂ Rn,  > 0. Set k = 0.
Step 1: Run Initial Volume Approximation Algorithm [5] on S to obtain X0, set X = X0.
Step 2: Let σ 0 ∈ Rm be such that σ 0i = 1/|X0| for xi ∈ X0 and σ 0i = 0 otherwise.
Step 3: Set Ek :=
{
x ∈ Rn :∑nj=1 (xj−vj(σ k))2n(uj(σ k)−v2j (σ k)) ≤ 1
}
andwij(σ
k) := (x
i
j−vj(σ k))2
n(uj(σ k)−v2j (σ k))
.
Step 4: Compute i+ := argmax{∑nj=1wij(σ k) : i = 1, . . . ,m} and k :=∑nj=1wi+j (σ k)− 1.
If k ≤ (1+ )2/n − 1, stop, output σ k, X and√1+ kEk. Otherwise, go to Step 5.
Step 5: Set X := X ∪ {xi+}; βˆk := k
1+n∑nj=1(wi+j (σ k))2 , σ k+1 := (1− βˆk)σ k + βˆkei+ . Let k := k+ 1 and go to Step 3.
2.2. Analysis of the first modified algorithm
In this subsection, we first simply describe Algorithm 2.1. Given a point set S, Algorithm 2.1 uses the same initialization
procedure as the KY algorithm [5] to obtain an initial core set X0 and an initial feasible solution σ 0. It follows from the KY
algorithm that when Algorithm 2.1 is terminated, it can obtain a (1 + )-approximation to MVAE(S). The main difference
between the two algorithms is the choice of the lower bound of β∗k (see Lemma 2.1). The KY algorithm computes a (1+ )-
approximation to MVAE(S) by using βk = k/[(n+ 1)(1+ k)], whose complexity bound is given by (9). Algorithm 2.1 uses
βˆk given by Step 5, which yields an improved complexity bound (10).
In the following, a more detailed analysis of Algorithm 2.1 will be presented. We first describe how βˆk is obtained at the
kth iteration of Algorithm 2.1. Then, we establish the improved complexity and core set results.
Let g(σ ) := n2 log n+ 12
∑n
j=1 log(uj(σ )− v2j (σ )). It follows from (17) in [5] that
g((1− β)σ k + βei+) = g(σ k)+∆k(β),
where
∆k(β) := n2 log(1− β)+
1
2
n∑
j=1
log(1+ βnwi+j (σ k)), k = 0, 1, . . . . (11)
From [5, Lemma 4.3], we obtain the fact that the function∆k(β) has a unique maximizer β∗k ∈ [0, 1), which does not have
a closed form. Thus, the KY algorithm presented a lower bound βk = k/[(n + 1)(1 + k)] instead of the exact maximizer
β∗k . The following lemma provides another lower bound βˆk of the maximizer β
∗
k at each iteration.
Lemma 2.1. Let β∗k be the unique maximizer of ∆k(β) in [0, 1). Then, we have
β∗k ≥ βˆk :=
k
1+ n
n∑
j=1
(w
i+
j (σ
k))2
, k = 0, 1, . . . , (12)
where k andw
i+
j (σ
k) are defined as in Algorithm 2.1.
Proof. By (11), we obtain that
∆′k(β) = −
n
2(1− β) +
1
2
n∑
j=1
nwi+j (σ
k)
1+ βnwi+j (σ k)
, (13a)
∆′′k (β) = −
n
2(1− β)2 −
1
2
n∑
j=1
n2(wi+j (σ
k))2
(1+ βnwi+j (σ k))2
, (13b)
∆′′′k (β) = −
n
(1− β)3 +
n∑
j=1
n3(wi+j (σ
k))3
(1+ βnwi+j (σ k))3
, (13c)
∆
(4)
k (β) = −
3n
(1− β)4 − 3
n∑
j=1
n4(wi+j (σ
k))4
(1+ βnwi+j (σ k))4
. (13d)
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It follows from [5, Lemma 4.3] that there exists a unique β∗k ∈ [0, 1) such that ∆′k(β∗k ) = 0. Similarly, since ∆(4)k (β) is
negative on [0, 1),∆′′′k (β) is strictly decreasing on [0, 1). By (13c), we obtain
lim
β↑1∆
′′′
k (β) = −∞ and ∆′′′k (0) = −n+ n3
n∑
j=1
(w
i+
j (σ
k))3 ≥ −n+ n
(
n∑
j=1
w
i+
j (σ
k)
)3
= −n+ n(1+ k)3 ≥ 0,
where we used the following inequality for λ = 3 to derive the first inequality(
aλ1 + aλ2 + · · · + aλn
n
)1/λ
≥ a1 + a2 + · · · + an
n
, λ = 1, 2, . . . and ai ≥ 0, i = 1, . . . , n. (14)
Therefore, it follows that there exists a unique βˆ∗k ∈ [0, 1) such that∆′′′k (βˆ∗k ) = 0. In addition, note that βˆ∗k is the inflexion
of the function∆′k(β).
From (13c), we have
∆′′′k (β
∗
k ) = −
n
(1− β∗k )3
+
n∑
j=1
(
nwi+j (σ
k)
1+ β∗k nwi+j (σ k)
)3
≥ − n
(1− β∗k )3
+ 1
n2
(
n∑
j=1
nwi+j (σ
k)
1+ β∗k nwi+j (σ k)
)3
= − n
(1− β∗k )3
+ 1
n2
(
n
1− β∗k
)3
= 0 = ∆′′′k (βˆ∗k ),
where we used (14) and ∆′k(β
∗
k ) = 0 to derive the inequality and the second equality, respectively. Since∆′′′k (β) is strictly
decreasing on [0, 1), we obtain β∗k ≤ βˆ∗k . Therefore,∆′k(β) is a strictly convex function on [0, β∗k ].
The tangent equation of∆′k(β) at point (0,∆
′
k(0)) is given by
f (x) = ∆′′k (0)x+∆′k(0). (15)
When f (x) = 0, we obtain x = −∆′k(0)/∆′′k (0) ≤ β∗k , which just is the selection of βˆk in Algorithm 2.1. Thus, we have
β∗k ≥ βˆk = −
∆′k(0)
∆′′k (0)
= − nk/2
−n/2− (n2/2)
n∑
j=1
(w
i+
j (σ
k))2
= k
1+ n
n∑
j=1
(w
i+
j (σ
k))2
, k = 0, 1, . . . .
This completes the proof of (12). 
The following lemma gives a lower bound on the improvement of∆k(β) by using βˆk given in Lemma 2.1.
Lemma 2.2. Let n ≥ 2, β∗k be the unique maximizer of ∆k(β) in [0, 1) and βˆk be given by (12). Then, for k = 0, 1, . . . , we have
∆k(β
∗
k ) ≥ ∆k(βˆk) ≥
{
1/18, if k ≥ 1,
2k /18, if k < 1.
(16)
Proof. Since β∗k is the unique maximizer of∆k(β) in [0, 1), we have
∆k(β
∗
k ) ≥ ∆k(βˆk) = ∆k(βˆk)−∆k(0) =
∫ βˆk
0
∆′k(x)dx ≥
∫ βˆk
0
(∆′′k (0)x+∆′k(0))dx =
1
2
βˆk∆
′
k(0),
where we used Newton–Leibnitz formula, (15) and geometric significance of definite integral to derive the second equality,
the second inequality and the last equality, respectively.
By (12) and∆′k(0) = −n/2+ n(1+ k)/2 = nk/2, we obtain
∆k(βˆk) ≥ 12
k
1+ n
n∑
j=1
(w
i+
j (σ
k))2
nk
2
= 1
4
2k
(1/n)+
n∑
j=1
(w
i+
j (σ
k))2
≥ 1
4
2k
0.5+ (1+ k)2 ,
where we used n ≥ 2 and∑nj=1(wi+j (σ k))2 ≤ (∑nj=1wi+j (σ k))2 = (1+ k)2 to derive the last inequality.
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It is easy to verify that the function f1(x) := x2/[0.5+(1+x)2] is strictly increasing for x ≥ 0, and f2(x) := 1/[0.5+(1+x)2]
is strictly decreasing for x ≥ 0. Thus, we have f1(x) ≥ 2/9 for x ≥ 1 and f2(x) ≥ 2/9 for 0 ≤ x ≤ 1. Therefore, we obtain
∆k(βˆk) ≥
{
1/18, if k ≥ 1,
2k /18, if k < 1.
This completes the proof of (16). 
Remark 2.1. It is interesting that the KY step size [5] can be longer than that proposed here when k is large, e.g., if one
w
i+
j (σ
k) is 1+ k and the others all zero and k is bigger than 1/n. Indeed, the guaranteed reduction when k is large, 1/18,
is smaller than that given by KY when delta is large, (1/2) log 2 − 1/4. But this is not too important, since they do not
affect this part O(n log n) of the iteration complexity results (see, Theorem 2.1). However, if k is small and all individual
w
i+
j (σ
k) = (1+k)/n, j = 1, . . . , n, KY’s beta is about k/(n+1) and our paper’s around k. It follows from Lemmas 4.4 and
4.5 of [5] that∆k(βk) ≥ δ2k/16 and δk = k/(n+ 1). In this case, Lemma 4.4 can obtain∆k(βk) ≥ 2k /16(n+ 1)2. Therefore,
it is easy to verify that these results lead to differences in the final complexity results.
The following theorem establishes the iteration complexity of Algorithm 2.1.
Theorem 2.1. Let n ≥ 2,  > 0. Algorithm 2.1 computes a (1+)-approximation toMVAE(S) in O(n(log n+[(1+)2/n−1]−1))
iterations.
Proof. From Step 3 of Algorithm 2.1, a trial axis-aligned ellipsoid Ek is constructed at the kth iteration and is given by
Ek =
{
x ∈ Rn :
n∑
j=1
(xj − vj(σ k))2
n(uj(σ k)− v2j (σ k))
≤ 1
}
, k = 0, 1, . . . .
Therefore, we obtain from (2) that
log Vol(Ek) = log
n∏
j=1
√
n(uj(σ k)− v2j (σ k)) =
n
2
log n+ 1
2
n∑
j=1
log(uj(σ k)− v2j (σ k)) = g(σ k).
Obviously, if σ k is an optimal solution σ ∗ of (5), then Ek is the optimal axis-aligned ellipsoid E∗ := MVAE(S) (see, (7) and
(8)). It follows from [5, Lemma 4.2] that
log Vol(E∗) ≤ log Vol(E0)+ n log n+ (n/2) log 2 ≤ log Vol(E0)+ (3n/2) log n for n ≥ 2.
Thus, we have log Vol(E∗)− log Vol(E0) = g(σ ∗)− g(σ 0) ≤ (3n/2) log n.
Let us first consider the iteration with k ≥ 1. It follows from Lemma 2.2 that log Vol(Ek+1) − log Vol(Ek) = g(σ k+1) −
g(σ k) = ∆k(βˆk) ≥ 1/18. Therefore, Algorithm 2.1 needs at most K ≤ (3n/2) log n/(1/18) = O(n log n) iterations to
compute a solution σ k with k < 1.
Let us now consider the iteration with k < 1. From [3, Lemma 4], Algorithm 2.1 needs at most O(n/η) iterations to
obtain k ≤ η for any η ∈ (0, 1). Note that η = (1+ )2/n− 1 in Algorithm 2.1. In addition, it follows from [5, Theorem 4.1]
that when the termination criterion is satisfied, Algorithm 2.1 returns a (1+ )-approximation to MVAE(S). This completes
the proof. 
It is easy to show that each iteration of Algorithm 2.1 requires O(mn) arithmetic operations. Therefore, combining
Theorem 2.1 and [5, Theorem 4.3], the following corollary establishes the improved complexity and core set results to
compute a (1+ )-approximation to MVAE(S).
Corollary 2.2. Let n ≥ 2,  > 0. Algorithm 2.1 computes a (1+ )-approximation toMVAE(S) in O(mn2(log n+[(1+ )2/n−
1]−1)) arithmetic operations and returns an -core set X ⊆ S such that |X | = O(n(log n+ [(1+ )2/n − 1]−1)).
Remark 2.2. Since [(1 + )2/n − 1]−1 = O(n/) for  ∈ (0, 1), the complexity bound of Algorithm 2.1 for computing a
(1+ )-approximation to MVAE(S) can reduce to O(mn3/) for  ∈ (0, 1). In addition, the core set size reduces to O(n2/)
for  ∈ (0, 1). They are consistent with the complexity and core set results of the MVEE problem [4]. In addition, it is easy to
see that the simple Frank–Wolfe method [2] is really justified by the core set results. Without the axis-aligned restriction,
Frank–Wolfe steps are necessary to keep the cost of each iteration low because of rank-one updating formulae. In the axis-
aligned case, the only reason for using such a crude method is to keep low cardinality core sets.
3. The second modification and analysis
In this section, we present and analyze our second modification that computes a (1 + )-approximation to MVAE(S).
This modification is obtained by incorporating ‘‘away steps’’ into the first modification. A similar algorithm has recently
been proposed for the MVEE problem [7].
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3.1. The second modified algorithm
We describe the second modified algorithm as follows:
Algorithm 3.1. Input the set of points S = {x1, . . . , xm} ⊂ Rn,  > 0. Set k = 0.
Step 1: Run Initial Volume Approximation Algorithm [5] on S to obtain X0, set X = X0.
Step 2: Let σ 0 ∈ Rm be such that σ 0i = 1/|X0| for xi ∈ X0 and σ 0i = 0 otherwise.
Step 3: Set Ek :=
{
x ∈ Rn :∑nj=1 (xj−vj(σ k))2n(uj(σ k)−v2j (σ k)) ≤ 1
}
andwij(σ
k) := (x
i
j−vj(σ k))2
n(uj(σ k)−v2j (σ k))
.
Step 4: Compute i+ := argmax{∑nj=1wij(σ k) : i = 1, . . . ,m} and + :=∑nj=1wi+j (σ k)− 1;
i− := argmin
{
n∑
j=1
wij(σ
k) : i = 1, . . . ,m, σ ki > 0
}
and − := 1−
n∑
j=1
w
i−
j (σ
k);
k := max{+, −}.
If k ≤ (1+ )2/n − 1, stop, output σ k, X and√1+ kEk. Otherwise, go to Step 5.
Step 5: If k = +, go to Step 6. Otherwise, go to Step 7.
Step 6: Set X := X ∪ {xi+}; βˆk := k
1+n∑nj=1(wi+j (σ k))2 , σ k+1 := (1− βˆk)σ k + βˆkei+ . Let k := k+ 1 and go to Step 3.
Step 7: Set wi−j+ (σ
k) := max{wi−j (σ k) : j = 1, . . . , n}; βˆk := min
{
k
1−k+nwi−j+ (σ k)
,
σ ki−
1−σ ki−
}
; If βˆk = σ
k
i−
1−σ ki−
, then X :=
X \ {xi−}; σ k+1 := (1+ βˆk)σ k − βˆkei− . Let k := k+ 1 and go to Step 3.
3.2. Analysis of the second modified algorithm
In this subsection, we first simply describe Algorithm 3.1. Algorithm 3.1 starts off with the same initialization procedure
as Algorithm 2.1. In contrast with Algorithm 2.1, Algorithm 3.1 computes not only the farthest point xi+ ∈ S in terms of the
ellipsoidal norm induced by Ek (see, Step 3) but also the closest point xi− ∈ S among those with σ ki positive (see, Step 4). In
Step 7 (‘‘an away step’’), we should have from [7] that
β∗k := arg max
β∈
[
0,
σki−
1−σki−
] g((1+ β)σ k − βei−). (17)
For ‘‘an away step’’, g((1+ β)σ k − βei−) = g(σ k)+∆k(β), where
∆k(β) := n2 log(1+ β)+
1
2
n∑
j=1
log(1− βnwi−j (σ k)), k = 0, 1, . . . . (18)
Compared with ‘‘an away step’’ for the MVEE problem [7], the main challenge here is still no closed form solution in the line
search step (17).
The following lemma shows that the problem (18) has a unique maximizer β∗k and provides a lower bound βˆk of the
maximizer β∗k .
Lemma 3.1. In ‘‘an away step’’, the problem (18) has a unique maximizer β∗k ∈ [0, 1/(nwi−j+ (σ k))). Furthermore, we have
β∗k ≥ βˆk := min
{
k
1− k + nwi−j+ (σ k)
,
σ ki−
1− σ ki−
}
, k = 0, 1, . . . , (19)
where k andw
i−
j+ (σ
k) are defined as in Algorithm 3.1.
Proof. By (18), we obtain that
∆′k(β) =
n
2(1+ β) −
1
2
n∑
j=1
nwi−j (σ
k)
1− βnwi−j (σ k)
, (20a)
∆′′k (β) = −
n
2(1+ β)2 −
1
2
n∑
j=1
n2(wi−j (σ
k))2
(1− βnwi−j (σ k))2
. (20b)
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Clearly, ∆′′k (β) is negative for β ≥ 0. Therefore, we obtain that ∆k(β) is a strictly concave function and ∆′k(β) is
strictly decreasing for β ≥ 0. In addition, we obtain from (20a) that ∆′k(0) = n2 − n2 (1 − k) = nk2 ≥ 0 and
lim
β↑1/(nwi−j+ (σ k))
∆′k(β) = −∞, where k = − and wi−j+ (σ k) are defined as in Algorithm 3.1. Thus, it follows that there
exists a unique β∗k ∈ [0, 1/(nwi−j+ (σ k))) such that∆′k(β∗k ) = 0. This completes the first part of the proof.
From (20a), we have
∆′k(β) ≥
n
2(1+ β) −
1
2
n∑
j=1
nwi−j (σ
k)
1− βnwi−j+ (σ k)
=
n
2(1+ β) −
n(1− k)
2(1− βnwi−j+ (σ k))
.
It follows from this inequality that
∆′k(βˆk) ≥
1
2
(
n
1+ βˆk
− n(1− k)
1− βˆknwi−j+ (σ k)
)
= 0 = ∆′k(β∗k ). (21)
By solving Eq. (21), we obtain
β∗k ≥ βˆk =
k
1− k + nwi−j+ (σ k)
. (22)
In addition, considering the feasibility of σ k+1 in ‘‘an away step’’, we complete the proof of (19). 
Remark 3.1. Compared with the proof of Lemma 2.1, it is easy to verify that for ‘‘an away step’’,∆′k(β) is no strictly convex
function on [0, β∗k ] in Lemma 3.1. Therefore, we cannot use the method of tangent equation for solving a lower bound βˆk of
the maximizer β∗k .
The following analysis is similar to that of [7] for a similar algorithm that computes an approximation to the MVEE
problem. According to the different values of βˆk, we can distinguish the three kinds of iterations in Algorithm 3.1. If
βˆk = k/[1 + n∑nj=1(wi+j (σ k))2], we call the kth iteration an increase-iteration, because only one component σ ki+ of σ k
is increased. If βˆk = k/[1 − k + nwi−j+ (σ k)], we call it a decrease-iteration, since only one positive component σ ki− of σ k
is decreased. In addition, the core set remains unchanged at a decrease-iteration. Finally, if βˆk = σ ki−/(1 − σ ki−), we call it
a drop-iteration, because the positive component σ ki− of σ
k becomes zero and the corresponding point xi− is dropped from
the core set.
The following lemma gives a lower bound on the improvement of∆k(βˆk) at each increase- or decrease-iteration.
Lemma 3.2. Let β∗k be the unique maximizer of ∆k(β) and βˆk be given by (12) or (22). Then, at each increase- or decrease-
iteration, we have
∆k(β
∗
k ) ≥ ∆k(βˆk) ≥
{
1/18, if k ≥ 1,
2k /18, if k < 1.
(23)
Proof. At an increase-iteration, the result directly follows from Lemma 2.2. At a decrease-iteration, we obtain from (20a)
and (21) that
1
1+ βˆk
≥
n∑
j=1
w
i−
j (σ
k)
1− βˆknwi−j (σ k)
. (24)
By (18) and (22), we have
∆k(β
∗
k ) ≥ ∆k(βˆk)
= n
2
log(1+ βˆk)+ 12
n∑
j=1
log(1− βˆknwi−j (σ k))
≥ n
2
βˆk
1+ βˆk
+ 1
2
n∑
j=1
log(1− βˆknwi−j (σ k))
≥ 1
2
n∑
j=1
(
log(1− βˆknwi−j (σ k))+
βˆknw
i−
j (σ
k)
1− βˆknwi−j (σ k)
)
,
where we used log(1+ x) ≥ x/(1+ x) for x > 0 and (24) to derive the second and the third inequalities, respectively.
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Table 1
Arithmetic average of the CPU time, core set size and the number of iterations for N2.1, Algorithm 2.1, N3.1 and Algorithm 3.1 with  = 10−3 .
Dimensions Time/s Core set size # Iterations
n m N2.1 2.1 N3.1 3.1 N2.1 2.1 N3.1 3.1 N2.1 2.1 N3.1 3.1
10 5,000 3.80 3.22 0.22 0.10 31.9 32.1 14.4 14.6 11935 12262 250 324
10 10,000 5.63 5.24 0.23 0.15 31.2 31.2 13.5 13.6 11884 11831 212 251
20 10,000 20.38 18.64 0.70 0.46 61.1 60.6 23.6 23.6 26552 26559 440 551
20 20,000 76.65 74.33 1.95 2.35 64.5 63.4 25.5 25.5 27142 27007 534 784
40 20,000 280.71 277.73 3.24 4.19 114.9 115.0 37.6 37.6 56277 56209 551 802
40 40,000 576.36 573.19 6.60 9.44 120.1 119.5 40.2 40.2 57180 57262 587 897
It is easy to verify that f3(x) := log(1−x)+x/(1−x) is strictly increasing for x ∈ [0, 1) and f3(x) ≥ (1/2)x2 for x ∈ [0, 1).
Sincewe always have k < 1 for a decrease-iteration, we obtain βˆknw
i−
j+ (σ
k) = knwi−j+ (σ k)/(1−k+nwi−j+ (σ k)) < 1, where
βˆk andw
i−
j+ (σ
k) are defined as in Algorithm 3.1. Therefore, we have
∆k(βˆk) ≥ 12
n∑
j=1
1
2
(βˆknw
i−
j (σ
k))2 = n
2
4
2k
n∑
j=1
(w
i−
j (σ
k))2
(1− k + nwi−j+ (σ k))2
= 
2
k
4
n∑
j=1
(w
i−
j (σ
k))2
((1− k)/n+ wi−j+ (σ k))2
.
Using the definitions of k := − andwi−j+ (σ k) in Algorithm 3.1, we obtain
1− k =
n∑
j=1
w
i−
j (σ
k) ≤ nwi−j+ (σ k) and (wi−j+ (σ k))2 ≤
n∑
j=1
(w
i−
j (σ
k))2.
Thus, we have∆k(βˆk) ≥ 
2
k
4
(w
i−
j+ (σ
k))2
(2w
i−
j+ (σ
k))2
= 2k16 ≥
2k
18 . This completes the proof of (23). 
Remark 3.2. Lemma 3.2 establishes that Algorithm 3.1 makes at least as much improvement of ∆k(βˆk) as Algorithm 2.1
at each increase- or decrease-iteration. At each drop-iteration, it is difficult to find a positive lower bound on ∆k(βˆk) ≥ 0.
Using the similar technique as in [7], each drop-iteration can be paired with a previous increase-iteration where σ ki− was
increased from zero, except for those where σ ki− was positive at the initial iteration and was decreased to zero for the first
time. Therefore, we can double the iteration count in the analysis of Algorithm 2.1 to establish that Algorithm 3.1 computes
a (1+ )-approximation to MVAE(S) in at most twice as many iterations as that required by Algorithm 2.1. In addition, each
iteration of Algorithm 3.1 still requires O(mn) arithmetic operations, which implies that the overall complexity result of
Algorithm 3.1 also remains the same as that of Algorithm 2.1. Finally, the core set result is also unaffected. However, since
Algorithm 3.1 uses the idea of ‘‘dropping points’’, it has the potential to compute smaller core sets than those returned by
Algorithm 2.1 in practice. We summarize these results in the following theorem.
Theorem 3.1. Let n ≥ 2,  ∈ (0, 1). Algorithm 3.1 computes a (1 + )-approximation to MVAE(S) in O(mn3/) arithmetic
operations and returns an -core set X ⊆ S such that |X | = O(n2/).
4. Numerical experiments
In this section, we report some numerical results for computing a (1+ )-approximation to MVAE(S). We implemented
Algorithms 2.1 and 3.1 in MATLAB. For the purposes of comparison, we also implemented the numerical methods of
Algorithms 2.1 and 3.1, which are denoted by N2.1 and N3.1 in Tables 1 and 2, respectively. Since the function ∆′k(β) is
strictly convex on [0, β∗k ], we use Newton’s method to compute the approximate β∗k numerically for Algorithm 2.1 and
increase-iterations of Algorithm 3.1. For decrease-iterations of Algorithm 3.1, we use ‘‘fzero function’’ in MATLAB, which
finds a zero of a function in a given interval.
In our experiments, all computations were conducted on a Pentium IV processor with a speed of 3.0 GHz and 1GB RAM,
running under Windows XP and MATLAB version 7.5.0.342 (R2007b). The data sets were randomly generated using the
standard normal distribution with sizes (n,m) (see, Tables 1 and 2). For each fixed (n,m), ten different problem instances
were randomly generated. The numerical results are reported in terms of the averages over these instances.
In our numerical experiments, we tested Algorithm 2.1 and N2.1 for the large-scale problem instances with a small  (e.g.
 = 10−4), whose running speed is very slow. Therefore, we implemented these algorithms for a low accuracy  = 10−3
and reported the results in Table 1, which include comparisons of the CPU time, core set size and the number of iterations,
respectively.
As illustrated by Table 1, the CPU time and the number of iterations of N3.1 and Algorithm 3.1 aremuch less than those of
N2.1 and Algorithm 2.1. In particular, for the large-scale data sets such as n = 40,m = 40, 000, the CPU time of N3.1 is only
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Table 2
Arithmetic average of the CPU time, core set size and the number of iterations for N3.1 and Algorithm 3.1 with  = 10−7 .
Dimensions Time/s Core set size #Iterations
n m N3.1 3.1 N3.1 3.1 N3.1 3.1
10 5,000 0.62 0.35 14.1 14.1 835 1071
10 10,000 1.02 0.74 15.0 15.0 1006 1326
20 10,000 1.74 1.31 24.2 24.2 1153 1606
20 20,000 4.14 4.99 23.4 23.4 1157 1681
40 20,000 9.21 13.09 38.8 38.8 1594 2511
40 40,000 16.79 25.76 39.4 39.4 1512 2466
100 100,000 142.43 262.77 78.1 78.1 2527 4777
a few seconds. In addition, it is surprising to note that the CPU time and the number of iterations of Algorithm 2.1 is very
close to those of N2.1, which numerically computes an almost exact maximizer β∗k using Newton’s method. This indicates
that βˆk of Algorithm 2.1 is very close to the exact maximizer β∗k . Note that the approximate β
∗
k computed numerically using
Newton’s method need a little additional time, so the CPU time of Algorithm 2.1 is almost always less than that of the
numerical method. However, as the data size increases, the CPU time and the number of iterations of Algorithm 3.1 become
larger than those of N3.1, which implies that βˆk of decrease-iterations in Algorithm 3.1 has a bigger gap than β∗k .
In terms of core set, core set size of N2.1 and Algorithm 2.1 (N3.1 and Algorithm 3.1) remains almost the same. However,
core set size of Algorithm 3.1 is only 1/3 to 1/2 of that of Algorithm 2.1, which indicates that Algorithm 3.1 is indeed able
to compute smaller core sets in practice.
In Table 2, we present the performances of N3.1 and Algorithm 3.1 for a high accuracy  = 10−7. As indicated by Table 2,
the core set size of Algorithm 3.1 remains the same as N3.1. The CPU time and the number of iterations of the two methods
have the similar relations as Table 1. In addition, the CPU time of N3.1 is very few. For example, it solves very large instances
(n = 100,m = 100,000) in about 2 min.
In a word, the numerical results indicate that our modifications have a very good performance, which is also consistent
with results of our theoretical analysis.
5. Final remarks
In this paper, we proposed two modifications of the KY algorithm [5] that computes a (1 + )-approximation to the
minimum volume axis-aligned ellipsoid enclosing a given finite set of points. In the KY algorithm, the complexity bound and
the core set size are O(mn5/) and O(n4/) for  ∈ (0, 1), respectively. The modified algorithms reduce them to O(mn3/)
and O(n2/) for  ∈ (0, 1), respectively. Our numerical results show that our second modification exhibits significantly
better performance, and it indeed computes smaller core sets in practice. In particular, our second modified algorithm is
very efficient for solving large-scale problem with a high accuracy.
There are several interesting theoretical and practical problems that are motivated by our modifications. In Section 2,
since the function∆′k(β) is strictly convex on [0, β∗k ] by Lemma 2.1, the proposed line search method (the tangent equation
method) may be considered as a single Newton step maximizing (11). Is there an ‘‘optimal’’, or at least ‘‘better’’ number of
Newton steps in the numerical method that leads to a faster implementation than the proposed algorithm? It is worth
exploring whether such a better implementation exists computationally. Theoretically, is it possible to show that such
an approach leads to better complexity results by conducting multiple Newton steps? In addition, whether the proposed
algorithms can be combined with an active set strategy [6] that speeds up the computations? Also, it is also worth exploring
whether linear convergence of Algorithm 3.1 exists according to [1]. Other interesting problems have not yet been resolved
the problem proposed in [5]. These are topics of our further study in the near future.
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