This paper presents a high performance and scalable elliptic curve processor which is designed to be resistant against timing attacks. The point multiplication algorithm (double-add-subtract 
Introduction
Elliptic curve cryptography (ECC) is a promising form of public key cryptography for next-generation embedded applications. Because the elliptic key discrete logarithm problem has no known solution that can be computed in sub-exponential time, an ECC system can provide security equivalent to an RSA system while using much smaller parameters (i.e. bit size). Due to these smaller parameters, ECC systems are particularly attractive for deployment in deeply embedded systems with limited resources.
However, it is critical to note that security in an embedded context requires a cryptosystem to be both efficient in resources as well as keenly aware of sidechannel attacks. A cryptosystem which is not resourceefficient is impractical for use in a resource-constrained device. Likewise, a system that is not side-channel aware may result in an easily compromised device.
In past years, there have been a number of papers on ECC implementations designed for resistance to sidechannel attacks (SCAs). Side-channel attacks on ECC systems are often focused on exploiting the difference in power signatures between the point double and point addition operations. In using a simple double-add scalar multiplication algorithm, for instance, the private key can readily be determined by analyzing in time the power signatures of additions and doubles. Coron [2] demonstrates that differential power analysis can be applied to ECC systems, and shows initial techniques to thwart DPA. Reference [3] provides an algorithm based on Montgomery's method which requires a point double and point addition to occur at each scalar multiplication step, regardless of the key bit. In [4] , the authors first analyze the work of [2] and [3] and then demonstrate that a hybrid technique of both is actually the most secure. Oswald and Aigner [5] have shown that adding randomization to the scalar multiplication algorithm to blind the input parameters of the multiplication is a means to provide SCA resistance. The work of [6] provides two techniques to thwart attacks: the first causes point doublings and additions to be indistinguishable; the second performs nondeterministic point exponentiation. An SCA-resistant method using encoding to ensure point doublings and additions occur in a uniform pattern is shown in [7] . This paper presents a scalable ECC hardware implementation that provides resistance to certain types of timing-based side-channel attacks. A modified point multiplication algorithm is presented which is used to conceal the difference between the point addition/subtraction and point double operations. The implementation in this paper is different from prior art because we will focus on hiding the information of the private key in the highest level of the point multiplication algorithm by following a similar dataflow graph (same operations in the same number of steps) for every three bits of the secret-key. Moreover, through our proposed algorithm schedules, the datapath operators are running for every step of the algorithm regardless of the bit-pattern of the private key.
The rest of this paper is organized as follows. In section two the elliptic curve cryptosystem is introduced. Section three presents the modified point multiplication algorithm that is used to gain resistance against timing attacks. Moreover, the performance optimizations and the underlying operator schedules to implement the modified point multiplication algorithm are presented. Section four presents the hardware architecture of the ECC processor that is implemented using the result of section three. Section five provides the performance results and conclusion is in section six.
Elliptic Curve Cryptosystem
IEEE public-key standard specification (IEEE P1363) [8] defines the Elliptic Curve Cryptography algorithm. The main operation in a typical elliptic curve cryptosystem is called the point-multiplication which refers to calculating k.P where k is an integer and P is a point on the specific elliptic curve. The theory of ECC is based on the mathematical mapping of an elliptic curve on a Galois Field. The elements of the Galois Field that satisfy the elliptic curve equation form a group with a specific addition operation. With this definition, k.P is equivalent to adding P to itself k times by the group operation. Calculating 2.P is referred to as double operation and the inverse of the addition operation is called subtraction. All three operations, doubling, addition, and subtraction are used in the point multiplication algorithm. Figure 1 shows the point multiplication algorithm [8] that is based on the signed digit representation of integer k and is considered to be a faster point multiplication algorithm compared to the algorithm based on the regular binary representation [9] . This algorithm uses the elliptic curve group operations (double, addition, and subtract) based on the underlying Galois Field. The details of these operations are presented in the next section. The projective coordinates (X, Y, Z) are used for the representation of the points on the elliptic curve in order to avoid the inversion operation in the underlying Galois Field [8] .
Modified point multiplication algorithm

Resistance against timing attack
As shown in Figure 1 , depending on the bit pattern of integer k, a combination of group operations are used. A timing attack is possible because of the data dependent if-conditions, shown in steps 3.2. and 3.3. [2] . This security hole makes it possible to extract the bit pattern of the scalar k (key) using timing attack. Clearly the time that it takes to perform a single doubling or a doubling followed by an addition/subtraction is different and therefore, at each step it is easy to see if the current bit of k is 0 or 1.
In order to hide the key pattern information, we propose to consider more than one bit of k (and h) at a time. Figure 2 shows all the possibilities of double/addition/subtraction for all the different combinations of the three bits of k and h. By assuming that the result of the previous calculation is S, then the new value is calculated using the value of S and the initial point P.
The interesting outcome is that all 27 different combinations can be calculated by doing three doubles in a row (8S) and then applying one addition or subtraction with a value mP (where m = 0, 1, 2, ..7). Since P is a known point on the elliptic curve before the point multiplication algorithm starts, all the values mP are known values and can be pre-calculated and stored in the memory. This means that independent of = 8 S + 0 P 2 . 2 (2 (2 S + P )) = 8 S + 4 P 3 . 2 (2 (2 S -P )) = 8 S -4 P 4 . 2 (2 (2 S ) + P ) = 8 S + 2 P 5 . 2 (2 (2 S + P ) + P ) = 8 S + 6 P 6 . 2 (2 (2 S -P ) + P ) = 8 S -2 P 7 . 2 (2 (2 S ) -P ) = 8 S -2 P 8 . 2 (2 (2 S + P ) -P ) = 8 S + 2 P 9 . 2 (2 (2 S -P ) -P ) = 8 S -6 P 1 0 . 2 (2 (2 S )) + P = 8 S + P 1 1 . 2 (2 (2 S + P )) + P = 8 S + 5 P 1 2 . 2 (2 (2 S -P )) + P = 8 S + 3 P 1 3 . 2 (2 (2 S ) + P ) + P = 8 S + 3 P 1 4 . 2 (2 (2 S + P ) + P ) + P = 8 S + 7 P 1 5 . 2 (2 (2 S -P ) + P ) + P = 8 S -P 1 6 . 2 (2 (2 S ) -P ) + P = 8 S -P 1 7 . 2 (2 (2 S + P ) -P ) + P = 8 S + 3 P 1 8 . 2 (2 (2 S -P ) -P ) + P = 8 S -5 P 1 9 . 2 (2 (2 S )) -P = 8 S -P 2 0 . 2 (2 (2 S + P )) -P = 8 S + 3 P 2 1 . 2 (2 (2 S -P )) -P = 8 S -5 P 2 2 . 2 (2 (2 S ) + P ) -P = 8 S + P 2 3 . 2 (2 (2 S + P ) + P ) -P = 8 S + 5 P 2 4 . 2 (2 (2 S -P ) + P ) -P = 8 S -3 P 2 5 . 2 (2 (2 S ) -P ) -P = 8 S -3 P 2 6 . 2 (2 (2 S + P ) -P ) -P = 8 S + P 2 7 . 2 (2 (2 S -P ) -P ) -P = 8 S -7 P
Input: An integer k and an elliptic curve point P = (X, Y, Z).
Output: The elliptic curve point S = k.P = (X*, Y*, Z*). the bit pattern of scalars k (and h), 8S ± mP is performed for every three bits of the key. Notice that for the case of 8S, a dummy addition (8S + 0P) can be performed in order to keep the datapath busy and in the end the result is exchanged with the value of 8S which is already calculated. The modified algorithm is shown in Figure 3. 
Performance optimization
Considering three bits of the integer k at a time not only helps to hide the key pattern from the attacker, but also will provide delay optimization in the overall point multiplication algorithm. The speed optimization is that there will be only one addition/subtraction for every three bits of integer k while the original algorithm requires one to three repeated additions/subtractions depending of the bit pattern of k and h. For example Figure 2 shows that in line 14, the original algorithm requires three doublings and three additions while the modified approach performs three doublings and only one addition. Therefore, the total point multiplication delay is minimized with the trade-off of having more memory to store the values P, 2P, ..., 7P.
A similar method was also presented in [10] at the algorithm level (not implementation) for the point multiplication algorithm based on the binary representation. However, in this paper we use the algorithm based on the signed digit representation and the hardware architecture of the proposed modified algorithm is presented. Moreover, we will explore further delay optimizations when performing 8S ± mP as will be presented in the next section. Figure 4 shows the details of the double and add/subtract operations based on the projective coordinate representation of the points of the elliptic curve [8] , [11] . These operations are defined for the curve of y 2 + xy = x 3 + a x 2 + b over GF (2 n ). The ECC operations are performed using multiplication, squaring, and addition in the underlying Galois Field GF(2 n ). To implement the high speed ECC operators based on the algorithms of Figure 4 , the dataflow graphs of these operations and data dependencies between different variables and underlying Galois Field operators must be derived.
Point Double/Add/Subtract schedules
In order to minimize the overall delay of 8S ± mP operation, the following two characteristics can be used.
• First of all, we can use multiple functional units (GF multiplier, squarer or adder) in parallel. For this purpose we should implement high speed and low cost (in terms of area) Galois field operators. In our case we have chosen the bit-serial implementation of the GF multiplier and squarer operations. This is because the bit-serial multiplier and squarer consume much less area than bit-parallel implementation and at the same time can be clocked at much faster clock frequencies due to the minimum combinatorial critical path delay.
• Secondly, since we are calculating 8S in the first phase we can combine the operation schedules of three doubles in a row together and optimize the total delay. Moreover, due to the fact that we can use more than one GF multiplier and/or squarer, by maintaining the data dependencies between different operators in the schedule, we can move the GF operator up or down in the schedule and therefore find the optimal schedule and operator assignments that can perform the 8S ± mP operation. Figure 5 shows the optimized schedule of three double operations (8S) that is derived using two multipliers, one squarer and one adder. In this dataflow graph, the box with sign × is the GF multiplier, the box with sign 2 is the GF squarer, and the box with sign + is the GF adder. 
(a ) D o u b le o p e r a tio n
(X 0 , Y 0 , Z 0 ) + (X 1 , Y 1 , Z 1 ) = (X 2 , Y 2 , Z 2 ), w h e re U 0 = X 0 Z 1 2 , S 0 = Y 0 Z 1 3 , U 1 = X 1 Z 0 2 , W = U 0 + U 1 , S 1 = Y 1 Z 0 3 , R = S 0 + S 1 , L = Z 0 W V = R X 1 + L Y 1 , Z 2 = L Z 1 , T = R + Z 2 , X 2 = a Z 2 2 + T R + W 3 , Y 2 = T X 2 + V L 2 .
(b ) A d d /S u b tr a c t o p e r a tio n
Input: An integer k and an elliptic curve point P = (X, Y, Z).
Output: The elliptic curve point S = k.P = (X*, Y*, Z*). Figure 4 are scheduled in a sequence. As it will be shown in the next section, the GF(2 n ) bit-serial multiplier and squarer require (n+1) and (n+1)/2 clock cycles to generate their outputs, respectively. This means that we can perform two GF squarings in the time frame of a GF multiplication. Therefore, for every time frame that is numbered in Figure 5 , two GF multiplications and two GF squarings are performed using the two multipliers and the single squarer. The GF adder takes only one cycle and is performed in the end of each time frame. By considering another single cycle to store the result in the memory and load the new operands, there will be total of (n+3) cycles required to perform each step. [8] .
Using the schedule of figure 5 the calculation of 8S takes [9(n+3) + (n+3)/2] cycles which is 6(n+3) cycles less than the original algorithm of Figure 4a . Moreover the schedule of figure 6 takes 9(n+3) cycles which is [7(n+3) + (n+3)/2] cycles less than the original implementation of 8S ± mP using the algorithm of figure 4b. 
Underlying Galois Field operations
This section presents the architecture of underlying Galois Field operators. The configurable and scalable architecture of general GF(2 n ) operators are used. The multiplier and squarer are performed modulo an irreducible polynomial (P) which is a programmable parameter. The bit-serial implementations of these operators are used. As an example, the architecture of a 4-bit multiplier is shown in Figure 7 . Generally there are total of n registers that contain the output R. It takes one cycle to load the operands A and B followed by n cycles of calculating the product and modulo reduction [12] . Therefore, the result of multiplication is ready after (n+1) cycles. Figure 8 shows the architecture of the bit-serial multiplier (a 7-bit field is shown as an example). Squaring is similar to the multiplication with the difference being the two operands are the same. Therefore, half of the bits of the input can be loaded into the output registers and every new coefficient is shifted over two positions [12] . Therefore, for an n bit squarer, a total of (n+1)/2 cycles (half of the multiplication) are required. Notice that the architecture shown in Figure 8 is for the case when n is odd. When n is even there is a slight difference in the connection of the irreducible polynomial P and the result registers. We have chosen the odd case because for secure elliptic curve cryptography based on GF(2 n ), n must be a prime number. The GF adder chosen for our implementation is a bit-parallel architecture in order to generate the result in a single clock cycle. Notice that the addition in GF(2 n ) is carry free. Therefore, addition is equivalent to XORing the two bit-vectors of the input operand.
Processor architecture
Based on the modified point multiplication algorithm and the optimized schedules of elliptic curve three doubles and add/subtract operations that are presented in section three, a scalable and high speed elliptic curve cryptographic processor is implemented. The underlying Galois Field operations that are presented in the last section are used in the datapath. Based on the schedules of Figures 5 and 6 the required interconnection between storage elements and GF operators are designed and the finite state machine that follows the schedules is implemented. Figure 9 shows the point multiplication datapath that is designed to calculate 8S ± mP schedules. This module includes a datapath that consists of the GF operators with their interconnections, the storage unit that keeps the intermediate variables (X, Y, Z, T1, T2, T3, T4), and the FSM that creates the control signals to perform the 8S ± mP operation schedule (Figures 5 and  6 ). Note that point mP with coordinate (X 1 , Y 1 , Z 1 ) is an input to this module. The result of each doubling and the final addition/subtraction are overwritten to the initial register variable S. This means that the hardware registers that store X 0 , X 2 , X 3 , X 4 , and X 5 are the same. This is also the case for Y and Z coordinates. Moreover, four temporary variables called T1, T2, T3, T4 are used to store the values in the whole schedule.
The point multiplication module of figure 9 is controlled from the upper level module using the start and done and plus_minus signals. Basically, the upper level control provides the correct value of mP through (X 1 , Y 1 , Z 1 ) connections and also asserts the write value for plus_minus signal and asserts the start signal of this unit. Then this unit that already has the value of S in its storage (variables X, Y, Z) starts to calculate 8S ± mP and updates the variables X, Y, Z and asserts the done signal indicating that the result for the three bits is ready. This process is repeated for every three bits of k. Figure 10 shows the block diagram of the whole processor. The ECC storage unit stores the values mP. The key scheduling unit calculates the value h = 3k and generates the decision signal for the ECC storage unit to choose the value mP for every three bits of k and h. The top level controller issues the required controls for the point multiplication datapath and the key scheduling unit to synchronize the operation of all the units in the processor. 
Performance Results
The proposed elliptic curve crypto processor is designed using VHDL and is simulated using Modelsim. This processor is scalable and can be generated for any field GF(2 n ) where n is the size of the datapath. Every time frame of the schedules in Figures  5 and 6 takes (n+3) cycles. This means that the whole 8S ± mP schedule takes [18(n+3) + (n+3)/2 + 1] cycles where 18(n+3) is for the 18 time frames and (n+3)/2 is for the first square in figure 5 and the last single cycle is to update the registers with the final result. Since the 8S ± mP operation is repeated for every three bits of scalar k and the maximum size of scalar k is n bits long; therefore, the point multiplication will take [18(n+3) + (n+3)/2 + 1]×(n/3) clock cycles. For the case of GF (2 163 ), which is considered to be as secure as 1024-bit RSA, the 8S ± mP operation takes total of 3072 cycles. Therefore, the delay of point multiplication in GF (2 163 ) is 165888 clock cycles.
Conclusion
A high performance and scalable elliptic curve processor that provides resistance against timing attacks is presented. The dataflow schedules for the underlying operators of the modified point multiplication algorithm are optimized for maximum speed. The architecture of the proposed processor is based on the Galois Field of GF (2 n ) and is configurable for any value of n. The total delay of point multiplication is [18(n+3) + (n+3)/2 + 1]×(n/3) clock cycles. For the case of GF (2 163 ) the point multiplication delay is 165888 clock cycles. 
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