As people pay more attention to the environment and health, PM 2.5 receives more and more consideration. Establishing a high-precision PM 2.5 concentration prediction model is of great significance for air pollutants monitoring and controlling. This paper proposed a hybrid model based on feature selection and whale optimization algorithm (WOA) for the prediction of PM 2.5 concentration. The proposed model included five modules: data preprocessing module, feature selection module, optimization module, forecasting module and evaluation module. Firstly, signal processing technology CEEMDAN-VMD (Complete Ensemble Empirical Mode Decomposition with Adaptive Noise and Variational Mode Decomposition) is used to decompose, reconstruct, identify and select the main features of PM 2.5 concentration series in data preprocessing module. Then, AutoCorrelation Function (ACF) is used to extract the variables which have relatively large correlation with predictor, so as to select input variables according to the order of correlation coefficients. Finally, Least Squares Support Vector Machine (LSSVM) is applied to predict the hourly PM 2.5 concentration, and the parameters of LSSVM are optimized by WOA. Two experiment studies reveal that the performance of the proposed model is better than benchmark models, such as single LSSVM model with default parameters optimization, single BP neural networks (BPNN), general regression neural network (GRNN) and some other combined models recently reported.
Introduction
In recent years, with the improvement of people's living standards, the problem of air pollution is also increasing. This is especially serious in China [1, 2] . In the north, industrial development has resulted in serious deterioration of air quality over the past several decades [3] [4] [5] . A recent report by the State Environmental Protection Administration stated that two out of every five cities in China failed to meet the residential area air quality standard, resulting in the exposure of their population to the risk of adverse health effects. As a major pollutant, PM 2.5 have caused widespread concern over the country. PM 2.5 refers to fine particles with particles not larger than 2.5 um, which is extremely harmful to public health. There are two main sources of PM 2.5 in the air. On the one hand, it is mainly from the burning of fossil fuels, such as smelting, metal processing and transportation [6, 7] . On the other hand, it comes from the chemical reaction of NO 2 , CO and SO 2 in the atmosphere [8] .
PM 2.5 can also adsorb a variety of toxic pollutants, including heavy metals, volatile organic compounds and carbonaceous materials. It has been reported that exposure to high concentrations of PM 2.5 leads to an increase in cardiovascular and pulmonary diseases (e.g., [9, 10] ). According to the American Heart Association, in the United States alone, air contaminated with PM 2.5 particles model to predict the nighttime average concentration, daytime average concentration and daily average concentration of the next day. Gan K. et al. [36] proposed a new method based on the secondary-decomposition-ensemble learning paradigm. This model decomposed and reconstructed the raw data before prediction, and then predicted via the LSSVM model optimized by chaotic particle swarm optimization algorithm (CPSO) to obtain the predicted value. Data collected over seven years in a city of northern Spain are analyzed using four different models-vector autoregressive moving average (VARMA), ARIMA, MLP neural networks and SVM with regression, and simulations showed that the SVM model performs better than the other models when forecasting one month ahead and the following seven months [37] . Gualtieri G. et al. [38] forecasted PM 10 hourly concentrations in northern Italy through self-organizing maps. Zhou Q. et al. [39] proposed a hybrid ensemble empirical mode decomposition-general regression neural network (EEMD-GRNN) model based on data preprocessing to analysis for one-day-ahead prediction of PM 2.5 concentrations. Li W. et al. [40] used a hybrid model, cointegration theory-flower pollination algorithm-support vector machine (CI-FPA-SVM), to predict PM 2.5 and PM 10 concentration. Ping G et al. [41] proposed a framework, termed HML-AFNN, to analyse and forecast the concentration of particular matter (PM 2.5 ) for a selected number of forward time steps and so on [42] . From the above analysis, it is known that the prediction using the hybrid model is already a trend of PM concentration forecasting. However, in the prediction by hybrid model, the computational consumption is high because the input data are too large. If certain technology can significantly reduce the input data without affecting the prediction effect, this will be a big breakthrough.
Most researchers do not focus on optimizing the input-output features or doing a feature selecting work when they start to establish their model [43] . These models are unlikely to learn the essence of the time series, and thus there is a large gap between the predicted and the actual values. We hope to learn the model between the best input and the best output in the PM 2.5 series by adopting a completely automated machine learning method, so as to avoid artificially selecting the training relationship and establishing a more stable and accurate power load forecasting model. ACF can find the dependence relationship between one time and other times in a time series. Hopefully this hidden input-output relationship can be automatically given by ACF feature selection techniques. LSSVM has strong learning ability for nonlinear relations. The WOA is used to optimize the parameters in LSSVM. Finally, the de-noised data are used to train the model. Therefore, we focus on using ACF and LSSVM, combined with WOA, to select good features for building a strong model. The established model can be used for the prediction of PM 2.5 concentration.
What is new about this paper is that the feature selection is added to the general hybrid model so that the computer can automatically select as few inputs as possible for any set of data without affecting the final prediction effect.
The rest of this paper is as follows: Section 2 describes the basic methods (CEEMDAN, VMD, ACF, WOA and LSSVM). Section 3 describes two data sets and experimental settings. Section 4 is comparative results; Section 5 is conclusions and further study.
Methods
The basic structure of the proposed model VCEEMDAN-SF-WOA-LSSVM is presented in Figure 1 . First, signal processing technology CEEMDAN-VMD is used to decompose and reconstruct the PM 2.5 concentration series, then ACF is used to extract the input variables. Finally, LSSVM is applied to predict, and the parameters of LSSVM are optimized by WOA. The required methods that were applied in the combined model are introduced as follows. 
Complete Ensemble Empirical Mode Decomposition with Adaptive Noise (Ceemdan)
In general, most data denoising methods perform well only when the signal meets certain characteristics. For example, the wavelet decomposition approach requires non-stationary linear data, while the Fourier transform approach is mainly used to deal with smooth and cyclic data. The EMD developed by Huang et al. [44] is employed to decompose original signals into some intrinsic mode functions (IMFs). Unfortunately, there are disadvantages in combining the mode with EMD. Therefore, Wu and Huang [45] proposed the ensemble empirical mode decomposition (EEMD) method instead. Although the EEMD achieves pronounced improvements and more stability, it is difficult to entirely neutralize the added noise. To overcome this drawback, Torres et al. [46] introduced an additional noise factor to adjust the noise level at each decomposition, making the reconstruction completely noise-free, which requires less cost than EMD and EEMD. Details of CEEMDAN can be shown by Torres et al. [46] 2.2. Variational Mode Decomposition (Vmd) VMD can decompose complex signals into K amplitude-modulated FM signals, which is a non-stationary signal processing method with preset scale. Compared with the recursive screening mode of the ensemble empirical mode decomposition (EEMD) [45] and EMD, the center frequency and bandwidth of each mode function are determined by iteratively searching for the optimal solution of the variational mode. Finally, the frequency band of the signal is adaptively decomposed, and the K band-limited intrinsic mode functions are obtained. Therefore, VMD is a completely non-recursive signal decomposition method. In addition, VMD has better noise robustness, and the number of components is much smaller than EEMD and EMD through reasonable control of convergence conditions. The basic principles of VMD can be found in Dragomiretskiy K. et al. [47] .
Autocorrelation Function (Acf)
Autocorrelations are statistical measures that indicate how a time series is related to itself over time. Autocorrelation coefficients are key statistics in time series analysis. They are used to evaluate the relationships among series values. The autocorrelation at lag1 represents the correlation between the original series x t and the same series moved forward by one period. The autocorrelation at lag k is defined by Equation (1)
where µ is the true mean of the stochastic process.
Whale Optimization Algorithm (Woa)
Whales are the largest mammals in the world, and humpback whales are one of them. When the humpback whale seeks the target, it begins to create a bubble net that rises along the spiral path and swims upward toward the water surface to capture the food in the center of the spiral bubble net. Inspired by the unique foraging behavior of the humpback whale, S.Mirjalili and Lewi [48] first propose a new meta-heuristic optimization algorithm WOA. The location update behavior of WOA algorithm is mainly divided into three kinds of behaviors: (1) swimming foraging: artificial whales use random individual position in the population to navigate for food; (2) surrounding contraction: spatial position is updated; and (3) spiral predation: while the artificial whale swims to the optimal individual X best , it also follows the trajectory movement of the logarithmic spiral, and its spatial position is updated again. The algorithm is shown in Figure 1C .
The specific steps of the WOA optimization algorithm are as follows:
1. Given a random number p ∈ (0, 1), if p < 0.5 and |A| < 1, proceed to wandering for prey Artificial whales use random individual position in the population to navigate for food, and their spatial position is updated by Equation (2):
where X is the position of the individual, t is the current number of iterations, and D =| C · X rand − X t | represents the length of the population to a random choosing individual X rand before the position update. The parameter A is random number on the interval [−2, 2]. Furthermore, C is the random number on the interval [0, 2], which controls the influence of the random individual X rand on the distance of the current individual X. 2. If p < 0.5 and |A| > 1, proceed to Encircling prey After the artificial whale finds the food, its spatial position is updated by Equation (3):
where the position of the food is the position of the global optimal individual in the population X best . 3. If p ≥ 0.5, Spiral catching prey While the artificial whale swims to the optimal individual X best , it also follows the trajectory movement of the logarithmic spiral, and its spatial position is updated by Equation (4):
where X t+1 is the position of the artificial whale after the current iteration update, D =| X best − X t | indicates the length of the individual X best of the individual X before the position update, and b is the constant for shaping the spiral trajectory, l is a random number on the interval [−1, 1]. 4. Substituting the optimized model parameters into the main model to calculate the fitness value.
Least Squares Support Vector Machines (Lssvm)
Support vector machine (SVM) is a two-class classification model traditionally. Its basic model is a linear classifier that defines the largest interval in the feature space. The SVM also includes a kernel technique, which makes it a substantially nonlinear classifier. The learning strategy of SVM is to maximize the interval, which can be formalized into a problem of solving convex quadratic programming, and is also equivalent to the minimization of regularized loss function. The learning algorithm of SVM is to solve convex quadratic programming optimization problem. LSSVM proposed by Suykens and Vandewalle is a modification of standard SVM. Compared to SVM, LSSVM uses a least square cost function which results in solving a series of linear equations instead of a quadratic programming problem that will reduce the calculational complexity [49] .
For LSSVM, two parameters, c and σ 2 are considered to be the most important factors for accuracy of forecasting.
Lssvm Optimized by Woa
In order to overcome the shortcomings of the single algorithm and improve the accuracy and stability of the prediction, this section uses the new optimization algorithm WOA to optimize the parameters of the LSSVM, its pseudo code is shown in Algorithm 1. The informative descriptions of the hybrid WOA-LSSVM model can be given as the following steps.
1. Initialize the parameters of the WOA and determine the objective function Equation (5)
where M is the number of samples, y i andŷ i are the observed and predictive values of PM 2.5 , respectively. 2. Using WOA to iteratively optimize the parameters of LSSVM; 3. See if the maximum iteration or preset error is met. If yes, run 4; Otherwise, continue to run 2; 4. Set the optimal value obtained by WOA to c and σ 2 of LSSVM. Finally, the preprocessed data are used as the input of LSSVM to obtain the predicted valueŷ i .
Algorithm 1 WOA-LSSVM: optimize the parameters c and g of LSSVM with WOA.
Input:
)-the training time series
)-the testing time series
Output:
)-the forecasting data
LSSVM Parameters
Iter Max -the maximum number of iterations n-the number of whales 
Calculate fitness values of each search agent F i end for /*Update the best search agent X * .*/ t = t + 1 end while return X * Set parameters of LSSVM according to X * Use x t to train the LSSVM and update the parameters of the LSSVM Input the historical data into LSSVM to obtain the forecasting valueŷ.
Data Collection and Experimental Analysis
In order to verify the performance of the hybrid prediction model developed, two experiments are conducted in this section, and related experimental datasets, evaluation indicators and experimental designs are introduced.
Data Description
Data sets from two locations in Beijing and Yibin, China, were used to verify the performance of the proposed model. Beijing (116 • E, 40 • N) is located in northern China with less rainfall and relatively poor air quality. Yibin (104.62 • E, 28.77 • N) is located in central China with adequate rainfall and good air quality. The curves of original PM 2.5 concentrations data in the two areas are shown in Figure 2 . It can be seen from Figure 2 that the PM 2.5 concentration values in the two regions have significant differences, but all have periodicity. Using the PM 2.5 data from these two places to verify the performance of the model is more representative. These two data sets are the data of PM 2.5 per hour from 5 January 2015 to 26 April 2015, a total of 2688, of which the first 2520 are used as training sets. After features selection, choose seven of the most relevant data used as model inputs to predict PM 2.5 concentrations at 168 points in the next week. See Table 1 for basic information on the data sets. 
Performance Estimation
In this subsection, five common performance criteria of forecast accuracy including absolute error (AE), mean absolute error (MAE), mean square error (MSE), and mean absolute percent error (MAPE), as well as IA are all listed in Table 2 , where N is the number of test samples, y i andŷ i represent the i-th observed and predicted values, respectively. In addition,ȳ is the average value of the sample. Moreover, the roles of these error metrics can be listed as follows. AE can reflect positive and negative errors between predicted and observed values; Conversely, MAE is the mean absolute error, which can reflect the level of error. MSE is the average of the prediction error squares, which can be applied for estimating the change of forecasting models; MAPE is a measure of the prediction accuracy of a forecasting method in statistics; IA is also a useful measure of model performance allowing sensitivity to differences in observed and predicted sequences, as well as proportionality changes [50] . Table 2 . Five error metrics.
Metric Definition Equation

I A
The index of agreement of forecasting results
AE
The average forecasting error
The mean absolute forecasting error
Testing Method
Although the above-mentioned methods have recognized the importance in assessing forecasting performance, statistical tests are used to assess the forecasting performance of a model from a statistical perspective. At present, the main statistical test methods mainly include parameter test [50] and non-parametric test [51, 52] . As a type of parameter test, DM [50] test is often used to test prediction accuracy.
The hypothesis tests are Equations (6) and (7):
The DM test statistic values equal (Equation (8)):
where ε i denotes the forecast error, N denotes the total number of predicted samples,D denotes the mean of
, S 2 denotes an estimation value for the variance of d i , and L denotes the loss function, which is performed to measure the forecasting accuracy. Here, the loss function we use is the square error loss.
The test statistic DM is convergent to the standard normal distribution. The null hypothesis will be rejected if, as shown in Equation (9):
where α/2 is the critical z-value and α is the significance level.
Experimental Setup
In order to validate the newly proposed model, two experiments are set up for comparative analysis. Firstly, Experiment I analyzes the newly proposed model VCEEMDAN-SF-WOA-LSSVM longitudinally by comparing with seven benchmark models to elaborate on the advantages of the newly proposed model. Then, Experiment II is designed to compare with better previous models made in the prediction of PM 2.5 concentration (VCEEMDAN-SF-CS-LSSVM, VCEEMDAN-SF-BPNN, VCEEMDAN-SF-GRNN, VCEEMDAN-CS-LSSVM [53] , VCEEMDAN-BPNN [22, 54] , VCEEMDAN-GRNN (Zhou Q. et al. 2014 ) [39] , BPNN, GRNN, ARIMA [55] ). It is found that after the feature selection, only a small number of input features can be selected to obtain higher prediction accuracy, and it is also found that WOA used in our model is better than some other meta-heuristic optimization algorithms such as CS in PM 2.5 concentration prediction.
Results
Experimental I
In this subsection, the performance of the newly proposed model is verified by comparing the seven models (SF-WOA-LSSVM, VCEEMDAN-WOA-LSSVM, VCEEMDAN-SF-LSSVM, VCEEMDAN-LSSVM, WOA-LSSVM, SF-LSSVM and LSSVM), as the benchmark models with the newly proposed model on the two data sets of PM 2.5 concentration in Beijing and Yibin. The forecasting results are shown in Tables 3 and 4 . According to the results of eight different prediction models in Tables 3 and 4 , it can be seen that the developed prediction model not only has high prediction performance (measured by error criteria), but also achieves the highest accuracy in direction measurement (IA). Therefore, we can conclude that our hybrid prediction model based on feature selection (SF) and WOA is more suitable for PM 2.5 concentration than the other seven models that do not use these techniques.
Feature Selection
The results of PACF feature selection in the Beijing data set are shown in Figure 3 . It can be seen from Figure 3 that the most severe lag variable is the first-order lag variable, and the partial correlation coefficient reaches 0.9822. Next is the second-order lag variable, and its partial correlation coefficient drops to 0.5358. Figure 3b shows the PACF score for 480 lag variables, but only the first 34 lag variables exceed the minimum limit. Since, ranking from large to small, the seventh absolute value of the partial correlation coefficient has dropped to 0.0686, and the partial correlation is already very weak. Therefore, we choose the first seven lag variables with higher partial correlation. They are lag1, lag2 , lag3, lag64, lag65, lag4 and lag24.
The results and process of ACF feature selection in Beijing are shown in Figure 4 . Figure 4a shows the autocorrelation values of the initial candidate variables in Beijing. We can see that the first linear correlation is the strongest and the others are relatively weak. The strongest linear correlation is at lag1, and the second strongest is at lag2. Since the peak at lag1 is the highest, the first peak is important. We should choose the variable as the input variable. In addition, the ACF graph also reflects daily and weekly cycles, which ensures the importance of feature selection for predicting future PM 2.5 concentrations.
The results of the PACF feature selection in Yibin are shown in Figure 5 . Figure 5a shows that the lag variable with the strongest partial correlation is the first-order lag variable, and its partial correlation coefficient reaches 0.9894. The second partial correlation is also strong, and the partial correlation coefficient is reduced to 0.6511. The third one with strong partial correlation is the third-order lag variable, and the partial correlation coefficient is 0.1098. Figure 5b shows the PACF score for 480 lag features, but only the first 45 lag variables exceed the limit. Because, from large to small, the sixth of the absolute value of the partial correlation coefficient has dropped to 0.0881, and the partial correlation becomes weak after that. Therefore, we choose the top 8 lag variables with higher partial correlation than the input variables. They are lag1, lag2, lag3, lag4, lag17, lag8, lag6 and lag15, respectively.
The results and process of ACF feature selection in Yibin are shown in Figure 6 . Figure 6a shows the autocorrelation values of the initial candidate variables in Yibin. We can see that Yibin's data are relatively stable. The first linear correlation is the strongest, and the others are relatively weak. Similarly, the strongest linear correlation is at lag1, and the linear correlation of the second strongest is at lag2. Since the peak at hysteresis 1 is the highest, this means that the first peak is very important, which suggests that we should choose the variable as the input variable. 
Forecast Results and Analysis
In order to show the efficiency of the newly proposed model, we remove some modules to construct some comparing models to predict the concentration of PM 2.5 in Beijing and Yibin in the coming week. The prediction results of Beijing are shown in Figure 7 . We can see that the prediction curve of our new model basically goes to the original data curve. The specific evaluation results are shown in Table 3 . It can be seen from Table 3 that the proposed model VCEEMDAN-SF-WOA-LSSVM has a prediction accuracy metric of 11.34 on MAPE, which is far lower than that of other models. In addition, its accuracy is improved 43.77% compared with that of VCEEMDAN-WOA-LSSVM without feature selection. In addition, by comparing the newly proposed model with SF-WOA-LSSVM, it is found that the denoising procession of the original data has a certain improvement on the prediction accuracy, but the improvement effect is not particularly obvious. Furthermore, the results of the newly proposed model and VCEEMDAN-SF-LSSVM show that the optimization algorithm WOA has a large impact on the model prediction. After using WOA, the prediction accuracy of the model is improved by 12.84%. Finally, compared with the prediction results of the newly proposed model and VCEEMDAN-LSSVM, the evaluation index MAPE is increased by 59.11%, which is enough to prove the high importance of feature selection and optimization algorithms for model prediction results. The prediction results of Yibin are shown in Figure 8 . We can see that the prediction results of our newly proposed model are basically coincident with the real data. The specific evaluation results are shown in Table 4 . It can be seen from the quantitative prediction indicators that our newly proposed model is quite accurate for the prediction of 168 data points in the next week, and its MAPE reaches 6.15, which is higher than the prediction accuracy of the models proposed in the existing literature. IA is the indicator of consent for the predictions, which is better when it is close to 1. We can see that the IA of our proposed model has reached 0.9940, which means that our new model is very suitable for predicting PM 2.5 concentration. For MAPE, our proposed model VCEEMDAN-SF-WOA-LSSVM is improved 3.91%, 53.90%, 21.65%, 67.94% and 68.28% compared with the models SF-WOA-LSSVM, VCEEMDAN-WOA-LSSVM, VCEEMDAN-SF-LSSVM, VCEEMDAN-LSSVM and LSSVM, respectively. It can be seen that the benchmark models corresponding to several MAPEs with larger amplitudes do not adopt feature selection techniques or optimization algorithms. Thus, the accuracy of the feature selection and optimization algorithm for model prediction is further reflected.
The statistical test results of Experiment I are shown in Table 5 . As can be seen from Table 5 , the p-value of VCEEMDAN-SF-WOA-LSSVM and VCEEMDAN-WOA-LSSVM is less than 0.025. Therefore, we have a probability of greater than 95% to reject the null hypothesis, and there is a significant difference between the two models. This result demonstrates once again the importance of feature selection from a statistical perspective. When throwing away WOA, the p-value of comparing models VCEEMDAN-SF-WOA-LSSVMA and VCEEMDAN-SF-LSSVM is also much less than 0.025, which reflects the importance of the optimization algorithm. Experiments show that our proposed hybrid model with feature selection and optimization algorithms has the best predictive performance and strong stability. 
Experimental II
By comparing with some of the fine PM 2.5 prediction models, we conducted this experiment on the two completely different data sets to show that our newly proposed model (VCEEMDAN-SF-WOA-LSSVM) is superior to the best performing model for PM 2.5 prediction. The prediction results on Beijing data set are shown in Figure 9 . It can be seen intuitively that our newly proposed model VCEEMDAN-SF-WOA-LSSVM fits best with real data, while the ARIMA is the worst in the comparison models. It can be seen from Figure 9a that after the feature selection, the prediction results modeled by BPNN and GRNN are greatly improved, which indicates the high importance of the feature selection in the modeling. It is found from Figure 9b that when the optimization algorithm WOA is replaced by CS, there is a significant difference between the prediction curve and the real value curve. The model's predictive ability is even worse without feature selection. The quantitative evaluation indicators are shown in Table 6 . It can be seen that when the optimization algorithm is replaced by the cuckoo optimization algorithm (CS), the MAPE value increases to 13.38, which means that the optimization algorithm WOA performs better than CS, meaning it is more suitable for prediction with PM 2.5 concentration. In addition, BPNN is also ideal for predicting PM 2.5 concentration. In particular, after adding the feature selection technique, the MAPE value is decreased by 56.13% comparing VCEEMDAN-SF-BPNN with BPNN, which is also illustrated in Figure 9a . Similarly, when using GRNN prediction, after adding feature selection, the MAPE value is increased by 38.42%. In general, the MAPE value of our newly proposed model VCEEMDAN-SF-WOA-LSSVM is improved by 15.24%, 60.54%, 46.31%, 65.06%, 50.19% and 71.25%, compared with that of the model VCEEMDAN-CS-LSSVM, VCEEMDAN-BPNN, VCEEMDAN-GRNN, BPNN, GRNN and ARIMA respectively. The prediction results on Yibin data set are shown in Figure 10 and Table 6 . As can be seen from Figure 10 , the ARIMA model is still the worst prediction, which further indicates that the linear model is not suitable for the prediction of PM 2.5 concentration. Our new model is much more effective than other models. Figure 10a again demonstrates the high performance of feature selections. It can be found from Figure 10b that the model prediction curves with feature selection technology and WOA are near the real data curve, which further confirms the high performance of feature selection technology and optimization algorithm. From Table 7 , it can be seen that the MAPE values of the first four models added with feature selection are lower than 15, which fully indicates the importance of feature selection technology to the prediction results. Finally, the MAPE value of our newly proposed model VCEEMDAN-SF-WOA-LSSVM for the prediction accuracy of PM 2.5 concentration in Yibin in the next week reached 6.15, far lower than the other seven benchmark models, and it is the model with the best predicted performance so far. Table 8 is the statistical test results of the proposed model and the benchmark models. It can be seen from Table 8 that after replacing the WOA with CS, the performance of the two models on the two data sets both have significant difference, which indicates that the optimization performance of WOA is better than that of CS in the prediction of PM 2.5 . From the comparison of VCEEMDAN-SF-WOA-LSSVM vs. VCEEMDAN-SF-BPNN, VCEEMDAN-SF-WOA-LSSVM vs. VCEEMDAN-SF-GRNN, VCEEMDAN-SF-WOA-LSSVM vs. BPNN and VCEEMDAN-SF-WOA-LSSVM vs. GRNN, it is found that the the p-values are all minus 0.05, which indicate that there are significant differences between the compared models. By comparing with the evaluation indicators, we can conclude that our proposed model has better forecasting performance in terms of PM 2.5 prediction. 
Conclusions and Future Study
This paper proposes a new combined LSSVM-based forecasting model, by combining CEEMDAN, VMD, SF and WOA algorithms with LSSVM model, namely VCEEMDAN-SF-WOA-LSSVM. In the empirical study of two different perspectives of Experiment I and Experiment II, the proposed model has achieved the best prediction results compared with other single AI models and hybrid models. To overcome the inherent shortcomings of LSSVM parameter selection, a new optimization algorithm (WOA) is adopted for parameter optimization. By taking feature selection, the input variables are chosen to build the model, which makes the operation time of the whole model faster and the operating cost lower. Finally, the proposed VCEEMDAN-SF-WOA-LSSVM model is used on two data sets to achieve significant prediction accuracy.
The most important contribution of the research is the newly proposed hybrid model, which can be used on accurate PM 2.5 prediction. Some interesting findings are also worth stating here. Firstly, for the great influence of the model parameters c and σ 2 on the prediction effect, using a group intelligent optimization algorithm to optimize the parameters of LSSAM is a good idea. This paper combines the powerful optimization ability of WOA with the good prediction performance of LSSVM, thus further reducing the prediction error of the model. Secondly, in view of the shortcomings of the general combined model, such as slow running time and high cost, the feature engineering method to reduce the number of input variables is used, which reduces the operation time and calculation cost of the whole model. Finally, it can be found that the proposed model can do automatic prediction if the computer's computing ability allows it. As long as the corresponding raw data are given, our model can automatically find the highly relevant variables as input variables, and automatically predict, without manual intervention. In other words, our model VCEEMDAN-SF-WOA-LSSVM is a fully automated machine learning model. PM 2.5 prediction is very useful for human health and environment management, but it is a challenging job. Abandoning the traditional linear model, noting that the nonlinear relationship exists inside the data time series, thus nonlinear fitting is the necessary choice of prediction. However, the factors causing PM 2.5 are extremely complex, including geographical factors, climate, temperature, rainfall, humidity, etc., predicting the concentration of PM 2.5 based solely on historical data will inevitably affect the accuracy of the forecast. Therefore, people can consider starting from the PM 2.5 generation process, and taking into account various factors causing the increase of PM 2.5 in future research. In other words, studying how to explore suitable and reasonable components to build a model may be the future research direction. In addition, although our model achieves the best prediction accuracy so far, it requires higher computer spending and longer training time than a single model. However, with the rapid development of computers, this problem has now been overcome. Finally, an interesting potential direction is to further improve and optimize performance using this new hybrid model on other complex real problems.
