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Abstract. Older people would like to live independently in their home as long as 
possible. They want to reduce the risk of domestic accidents because of polypharmacy, 
physical weakness and other mental illnesses, which could increase the risks of do-
mestic accidents (i.e. a fall). Changes in the behaviour of healthy older people could 
be correlated with cognitive disorders; consequently, early intervention could delay 
the deterioration of the disease. Over the last few years, activity recognition systems 
have been developed to support the management of senior citizens’ daily life. In this 
context, this paper aims to go beyond the state-of-the-art presenting a proof of concept 
where information on body movement, vital signs and user’s indoor locations are ag-
gregated to improve the activity recognition task. The presented system has been test-
ed in a realistic environment with three users in order to assess the feasibility of the 
proposed method. These results encouraged the use of this approach in activity recog-
nition applications; indeed, the overall accuracy values, amongst others, are satisfacto-
ry increased (+2.67% DT, +7.39% SVM, +147.37% NN). 
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1 Introduction 
 
One of the main challenges of AAL is to provide socially sustainable home care ser-
vices for senior citizens and to reduce the caregiver’s work burden, thus increasing 
their quality of work.  
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Older people prefer to live independently in their home as long as possible. In par-
ticular, they want to reduce the risk of domestic accidents because of polypharmacy, 
physical weakness and other cognitive disorders which can increase the risks of acci-
dents (i.e. a fall).  Sometimes, cognitive decline is associated with the onset of difficul-
ties with transportation, cooking, medication, management, and prospective memory 
tasks like remembering appointments and grocery lists [1].  
Literature evidence underlines how ICT technology can help to prevent a decline in 
the quality of life and support senior citizens during daily activities [2]. In particular, 
information on which type of activity and how users spend their time at home could 
prevent the deterioration of cognitive disorders, support the management of their life 
and lead to target interventions from family and caregivers [3]. 
The rise of mobile phones, the Internet of Things and smart devices has facilitated 
the process of measuring individual activities and his/her surroundings. However, 
most AAL applications require more than the simple collection of measurements from 
a variable of interest: they require complex algorithms and sometimes a huge set of 
sensors involved. In this context, accurate information on the user’s activity and be-
haviour represents one of the main challenges of pervasive computing in AAL fields 
[4]. Users with cognitive disorders (i.e. dementia, Alzheimer’s disease) could be moni-
tored to prevent undesirable consequences [5]. In this sense, changes in the behaviour 
of healthy older people could be correlated with cognitive disorders; in this sense, an 
early intervention could delay the complications of the cognitive disorders [6]. 
The first scientific work on activity recognition systems dates back to the late 1990s 
[7]. However, there are still many challenges and motivations that will stimulate re-
search in this field [8]. Some of these challenges mainly regard the selection of sensors 
and, consequently, the choice of attributes to measure. It is also important to design a 
portable, unobtrusive and inexpensive data acquisition system. Additionally, due to the 
complex and real operative conditions, it is worth mentioning that it is essential to find 
an optimal balance between the type of intrusive sensors used, the measured attributes, 
the complexity of the algorithm, and the system accuracy.  
In this context, we focus on the use of wearable sensors in order to measure attrib-
utes related to the body movement (using an accelerometer), physiological signal (us-
ing an electrocardiogram – ECG) and user’s location inside the home in order to im-
prove the accuracy of the activity recognition system. 
1.1 Related Works 
Analysing the state-of-the-art, according to Lara et al. [4] it is evident that activity 
recognition systems can be based mainly on two different approaches. In the first ap-
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proach, i.e. “external”, the sensors are placed on a fixed point of interest, and the in-
formation on the activity depends on the voluntary interaction of the user. The second 
approach envisages the use of “wearable” sensors placed on the human body. This 
type of sensor could provide information on four groups of categories: environmental 
context, body movement, user location and physiological signal. 
1.1.1 External Sensors 
 
This first approach envisages the use of “external sensors”; smart homes and cam-
eras. 
Over the last few years, Smart Home systems [9-10] have been developed in order 
to support senior citizens improve their home safety. Recently, commercial IoT solu-
tions [11-12], have been commercialised to provide service of home remote monitor-
ing. The idea behind this kind of system is to measure the user’s interaction with eve-
ryday objects to understand their behaviour and activities. However, the accuracy and 
precision of the activity recognition systems depend on the number of sensors installed 
in the environment and on the target objects with which the user has to interact [13–
15].  
Cameras are mainly used for security and surveillance tasks. They are used for 
posture and gesture recognition, as well as the localisation of multiple users in indoor 
environments. People detection can be performed by detecting faces or human bodies, 
while more complex processing is needed to distinguish different users. Nevertheless, 
there are some issues regarding privacy, pervasiveness and complexity of video pro-
cess that could limit the use of camera systems [16]. Over the last few years, user in-
door localisation systems based on cameras have been developed; so these systems are 
considered as too invasive and too complex [17-18]. For instance, Zhu et al. [19] pre-
sent an activity recognition system that fuses together information on user location and 
human motion. However, they use the Vicon2 motion capture system to estimate the 
user’s location, which is not easy to install in a real house. Within the Robot-Era pro-
ject, a user localisation system based on a sensor fusion approach was implemented, 
exploiting both range-free and range-based localisation methods [20].  
1.1.2 Wearable Sensors 
                                                           
2 Vicon Motion Capture; official website: http://www.vicon.com/ 
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The second approach includes the use of “wearable sensors,” which could provide 
information on human movement, physiological signal, context and user location. 
Human movement can be estimated by means of inertial sensors. For instance, tri-
axial accelerometers, gyroscopes and magnetometers are the most broadly used sen-
sors to recognise daily activity. They are used to estimate indoor and outdoor atomic 
actions (like walking, lying, descending/ascending stairs) [4], human gestures [21], 
and fall detection [22]. A recent study has highlighted how an accelerometer placed on 
a smartphone and smartwatches could be used to estimate daily activity, avoiding forc-
ing the user to wear external sensors [23]. 
Vital sign data (i.e. heart rate, respiration rate, skin temperature, skin conductivity) 
could provide information on the user’s physiological status and performed activity 
[24-25]. 
Other research groups have investigated how different typologies of wearable sen-
sors could be fused to improve the efficacy of recognition tasks. For instance, Pärkkä 
et al. [26] aggregated a total of 22 signals including an accelerometer, vital signs and 
environmental sensors. Nevertheless, the presented system is very obtrusive because it 
requires a high number of sensors to be placed on the person. Lara et al. [27] present 
Centinela, a system that combines acceleration data with vital signs to achieve highly 
accurate activity recognition.  
Mobile phones and portable devices are equipped with Global Positioning System 
(GPS), which represents a portable system that could provide information on the us-
er’s location, enhancing activity recognition tasks. This GPS system is able to locate 
the person in outdoor environments but does not work well in indoor environments.  
1.2 Objective 
In this context, this study aims to go beyond the state-of-the-art, presenting a proof of 
concept where information on body movement, vital signs and user’s indoor location 
are aggregated to improve the activity recognition task (Fig. 1).  
 The presented solution includes two accelerometers placed on the human body: 
one on the chest and one on the lower back. These two positions are chosen because, 
in the future, these sensors could be integrated into “smart fashionable accessories” 
like a necklace or a fashion belt. Moreover, a commercial chest-bend monitors cardiac 
activity (electrocardiogram - ECG), and an unobtrusive user indoor localisation system 
provides information on the user’s location [20].  
In order to achieve the proposed goal, a strict methodology based on five main 
phases has been applied. The goal of this proof of concept is to demonstrate how in-
formation on user location can improve the recognition of eight common daily activi-
User Indoor Localisation System enhances Activity Recognition: A Proof of Concept  
 
5
ties. Then, two different recognition models (with or without the information on user 
location) were built to compare the performance.  
The remainder of the paper is organised as follows. Section 2 presents the method-
ology used in this work. Section 3 describes and discusses the results, while finally 
Section 4 concludes the paper. 
 
2 Material and Methods 
In this section, the methodology chosen for the data analysis is described in detail. It 
includes the experimental protocol definitions, a description of the experimental 
settings and the data analysis. The adopted methodology follows five main phases, 
which are listed below and described in detail in the following paragraphs: 
 
Phase I: This phase includes the definition of the experimental protocol, the optimal 
choice of sensors and their software integration. 
Phase II: This phase includes the preparation of the test-bed (Domocasa Lab), the 
recruitment of testers and the data acquisition according to the protocol de-
fined in Phase I. 
Phase III: This phase includes the preparation of data and the feature extraction for 
each participant. The included features were chosen according to the state-
of-the-art and the aims of the paper.  
Phase IV: In this phase, a classification analysis based on three supervised machine 
learning algorithms (viz. Decision Tree (DT), Support Vector Machine 
(SVM) and Neural Network (NN)) was conducted on two models to com-
pare the results adequately. 
Phase V: This phase includes the evaluation of the classification performed in the 
previous phase. A set of appropriate metrics was used to pursue this goal.  
Matlab 2012a was used in Phases II– V to analyse the data offline. 
2.1 Phase I: Experimental Protocol Definition 
According to statistics [28], home is the most common place where European citi-
zens stay during the day. In particular, among most common activities, European peo-
ple (aged 20–74) spend 36% of their time sleeping, and 18% doing domestic work like 
preparing food or cleaning dishes. 22% of time is spent on activities related to free 
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time, like watching TV (41%), resting on the sofa (4%) and reading books (4%). 10% 
is spent on activities related to gainful work and study (i.e. working at a PC). 
Table 1. Experimental Protocol 
Code Time [min] Activity Location  
SPC 3 Work at PC desk Desktop PC 
STV 3 Sit on sofa, watching TV Sofa 
LSO 3 Rest on sofa Sofa 
LS 3 Sleep in bed (supine) Double Bedroom 
LRS 3 Sleep in bed (on right side) Double Bedroom 
SK 3 Sit at kitchen table Kitchen (near the table) 
SB 3 Sit on toilet Bathroom 
CD 3 Wash up Kitchen (near the sink) 
 
Starting from these results, an experimental protocol has been defined. Eight daily 
activities were selected considering four main categories. (i) Work at PC desk, sit on 
sofa watching TV, and rest on sofa activities were chosen as the “free-time” category. 
(ii) Two different sleeping poses (supine and on the right side of the bed) were chosen 
for the “sleeping” category. (iii) Sit at the kitchen table and washing up were chosen 
for the “domestic work”; and (iv) sit on the WC represented the “personal hygiene” 
category (Table 1). 
 
 
Figure 1. Proof of Concept Experimental Settings. (a) Wearable Sensor distribution on the human 
body; (b) Selected locations where the selected activities are performed.  
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These selected activities aimed to underline how user location could increase the 
accuracy of the activity recognition tasks. For instance, four different activities (SPC, 
STV, SK, and SB) presented equal “body orientation”; in fact, the user performed dif-
ferent activities while he/she sits in different places. Even the LS and LSO activities 
presented the same body orientation and similar physiological parameters, but were 
performed in two different rooms (Fig. 1b). 
2.1.1 Instrumentation 
The proposed system for daily activity recognition is shown in Fig. 2. It includes 
appropriate sensors to measure body acceleration, vital signs and the user’s location. 
Hardware 
The hardware agents included in this system were: wireless sensor networks to es-
timate the user’s location and two kinds of wearable sensors to estimate, respectively, 
the vital signs' and the user’s movement.  
1. Vital Signs (ECG) were measured with a BioHarness Zephyr 3 chest strap, con-
nected through Bluetooth to a computer. ECG was acquired at a frequency of 250 
Hz. 
2. Body acceleration was measured by means of two wireless 3-axial accelerometer 
sensors, one placed on the chest and the other placed on the lower back, as shown 
in Fig 1.a. The number of accelerometer sensors and their position were chosen ac-
cording to literature evidence considering the balance between accuracy and the 
number of sensors. These sensors sent data through ZigBee protocol to a computer 
at a frequency of 50 Hz. 
3. The indoor user location was estimated through a wireless sensor network, com-
posed of a number of ZigBee wireless radio devices to estimate the user’s position 
with an in-room granularity, developed during the Robot-Era project [23,29]. This 
network was designed for the indoor user localisation, observing the Received Sig-
nal Strength (RSS) of the messages exchanged between the radios. It was com-
posed of a ZigBee Coordinator (ZC), a Data Logger (DL), a wearable Mobile Node 
(MN) and a set of ZigBee Anchors (ZAs). The wearable MN periodically sent 
messages at 1 Hz to all ZAs within one communication hop. Each ZA computed 
the RSS as the ratio between the received and transmitted electromagnetic power 
on the received messages, and transmitted this value to the DL. ZAs were instru-
mented with 60° sectorial antennas and installed in a fixed position in the home 
environment. In particular, they were installed on walls and inside the furniture to 
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monitor the best accessed or interesting areas of the rooms, and to achieve an in-
room localisation accuracy. The sectorial antennas were introduced to improve the 
signal-to-noise ratio of the RSS observations over the selected areas of interest for 
the user localisation. The MN was instead embedded an omnidirectional antenna 
for data transmission, to reduce the sensitivity of the localisation system to the user 
rotations. The DL node was connected to a PC via USB, to upload data for the pro-
cessing. The entire localisation workspace was 200 m2, covered by 17 anchors. The 
overall sensor density was approximately 0.1 device/m2, but the density was higher 
in the most accessed areas like the kitchen (~0.23 device/m2), bathroom (~0.25 de-
vice/m2) and bedroom (~0.20 device/m2). Additional details on these sensor net-
works are given in [29]. 
 
 
Figure 2. System architecture. The hardware part is composed of a BioHarness chest band, two accel-
erometers (red sphere), and the wireless sensor network to estimate the user’s location. MN is repre-
sented by a green sphere. A computer collects all the information from these sensors through proper 
interfaces. Additionally, the user location processing module computes the user’s location using the 
RSS signal. 
Software 
The software involved in this system includes four different modules developed 
with Visual Studio (Fig. 2). The ECG data acquisition was able to collect data from 
BioHarness, implemented using the SDK Zephyr developer kit. The second module 
was used to collect data from the accelerometers. The final two modules were 
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implemented to collect RSS data from the DL and to compute the user’s location with 
in-room granularity.  
The user location processing module [30] was based on a sensor fusion approach 
implemented by means of a Kalman Filter (KF). The KF inputs were from traditional 
range-free [31] and range-based [32] localisation methods, according to [20]. The 
system accounted for a metre-level localisation accuracy (mean localisation error = 
0.98 m) [29]. 
2.2 Phase II: Experimental Setting and Data Acquisition 
The experimental protocol was realistically tested in the DomoCasa Lab (Peccioli, 
Italy), which reproduces a fully furnished apartment of 200 m2 with a living room, a 
kitchen, a bathroom, a double bedroom and a single bedroom. The apartment was in-
strumented with user localisation network as described in [20,30]. The user location 
ZigBee anchors were distributed as described in [29]. 
As a proof of concept, in this study, the experimental session was conducted with 
three users: one male and two female, whose ages ranged from 27–30 (28.33±1.53).  
The user was asked to wear the sensors, the mobile node for user position (as de-
scribed in Fig. 1a), and to perform each specific activity in the specified room (Table 
1) for a total of 3 mins. A PC is used to collect the data from the wearable sensors and 
to compute the user’s position using information from the user localisation network. 
2.3 Phase III: Feature Extraction 
The aim of this phase was to prepare data for the analysis. The accelerometer data 
consisted of the following attributes: timestamp and acceleration value along the x, y 
and z directions. The physiological data consisted of the ECG value and timestamp, 
and the user position data report the user’s location estimated with the relative 
timestamp. 
In the first part of the analysis, the data were cut, pre-processed and conveniently 
filtered to reduce noise. As concern the accelerometer data, a fourth-order low-pass 
digital Butterworth filter was applied with a 5 Hz cut-off frequency. As for the ECG 
data, a fourth-order band-pass digital Butterworth filter was applied with 0.05 Hz and 
60 Hz cut-off frequencies in order to reject the disturbance properly.  
Then, the data were synchronised by means of the timestamp. These time-series 
were divided with time-window length of 7 s; furthermore, in order to handle transi-
tions more accurately, an overlapping window-time of 50% was chosen. 
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The next step consisted of the feature extraction. As regard the accelerometer sig-
nals, only the time-domain features were considered and included in the analysis [4]. 
These features were: the mean value (M), the root mean square (RMS), the mean abso-
lute deviation (MAD), the standard deviation (SD) and the variance (VAR). All these 
features were computed for each axis of the two sensors, for a total of 30 accelerome-
ter features.  
Starting from the ECG signal, the inter-beats (RR) interval was computed as the 
time interval between consecutive heart beats, and was practically measured in the 
electrocardiogram from the beginning of a QRS complex to the beginning of the next 
QRS complex. From the RR signal, three different features were extracted: the mean 
RR value (RRM), the standard deviation (RRSD) and the number of heartbeats per 
minute (BPM). The final feature of this dataset was represented by the user location, 
which indicates the micro-area where the activity was performed. 
Within this phase, all these 34 features were computed for all the activities listed in 
the experimental protocol. Consequently, at the end of this phase, a dataset composed 
of 35 columns (the final column was the label of the activity) was obtained and manu-
ally labelled for each user. Table 2 reports all the features involved in the analysis. 
Table 2. Features List 
 Features Number  
Accelerometer 
M mean value 5 x 3 (axis) x 
2 (sensors)= 
30 
RMS root mean square 
MAD mean absolute deviation 
SD standard deviation 
VAR variance 
Vital Sign 
RRM mean RR value 3 
RRSD standard deviation 
BPM Heartbeat per minute 
User Location 
User Location inside the house, indicated with mi-
croarea granularity. 
1 
 Total 34 
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2.4 Phase IV: Feature Classification 
In this phase, the three users’ datasets were merged into a unique dataset in order to 
reduce the users’ physiological variability. Then, this dataset was randomly split into 
two parts (60% training set and 40% test set). The training set was used to build the 
models, whereas the test set was used for the evaluation phase, as will be described in 
Section 2.5. 
Many supervised classification algorithms have already been employed in activity 
recognition tasks: Decision Tree (C4.5) [26], Fuzzy Logic [33], Support Vector Ma-
chine [34] and Hidden Markov Model [35], amongst others. Here, three different algo-
rithms (DT, SVM and NN) were used to perform the recognition tasks. The models 
were built using (i) Classification Tree with 10 k-fold; (ii) Multiclass Support Vector 
Machine, adapted from [36], with a linear kernel; and (iii) a Feed-forward neural net-
work. All these models were computed using the machine learning toolbox of Matlab 
2012. 
In order to evaluate whether user localisation could improve the accuracy, two dif-
ferent classification models were built on the training dataset: one including infor-
mation on the user’s position; the other, not. 
2.4 Phase V: Evaluation 
Within this phase, the two models were evaluated considering the test set (40% of the 
original dataset). The results were reported into a confusion matrix. Then, the preci-
sion, accuracy, recall, specificity and F-Measure metrics were used to estimate the ef-
fectiveness of the models [4] and to compare the performance of the three algorithms 
used.  
Recall is defined as the ratio between the number of correctly classified instances of a 
class and the number of instances belonging to that class predicted as be-
longing to other classes. Overall recall is computed as the mean value. 
Precision is defined as the ratio of correctly classified in each class to the total number 
of instances predicted as belonging to that class [33]. Overall precision val-
ue is computed as the mean value. 
Specificity, also called the true negative rate, is the ratio between the total number of 
negative instances that were classified as negative, and the total number of 
negative instances classified in that class. The overall specificity value is 
computed as the mean value.  
F-Measure combines the overall precision value and the overall recall value as fol-
lows:  
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Overall Accuracy is defined as the ratio between the number of correctly classified 
instances of a certain class and the total number of instances. It estimates 
the overall accuracy of the system. 
 
These evaluation metrics were used to compare the activity recognition results 
gained by applying the DT, SVM and NN over the two models. The difference per-
centage (Eq. 2) was used to estimate the improvements quantitatively: 
 
Difference	Percentage 	 	
#$%#&
#$
∙ 100      (2) 
Where PN is the parameter of the model without the user’s location and PY is the pa-
rameter of the other model.  
3 Results and Discussion 
In this section, the overall evaluation of the results obtained from phase V is reported 
and discussed. The analysis was conducted considering a total of 482 samples (60%), 
whereas a total of 193 samples (40%) were included in the evaluation phase. 
 
 
Figure 3. Performance of the three classification algorithms (NN, SVM, ST). 
 
As shown in Fig. 3, the results obtained in this proof of concept suggest that the in-
clusion of information on user location could increase the performance of activity 
recognition (see Table 3). The NN approach presented the highest difference percent-
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age between the two models (Recall +127%, Precision +104%, F-Measure +116%, 
Specificity +19%, Overall Accuracy +147%) from visual inspection of Fig. 3. The 
SVM model presented a higher increase in the performance rather than DT (Recall 
+5%, Precision +5%, F-Measure +5%, Specificity +1%, Overall Accuracy +7%). Fi-
nally, the DT comparison values were: Recall +3%, Precision +3%, F-Measure +3%, 
Specificity +0.4%, Overall Accuracy +2.67%. 
 
Table 3. Overall evaluation metrics for the three classification algorithms (Overall Precision, Overall 
Recall, Overall Accuracy, F-Measure and Overall Specificity) for the two models (N = no user loca-
tion, Y = user location). The values are expressed as percentages. 
  
Recall Precision Accuracy F-Measure Specificity 
DT 
N 96.34 96.43 96.89 96.38 99.57 
Y 99.26 99.22 99.48 99.24 99.93 
SVM 
N 93.22 93.62 91.19 93.42 98.68 
Y 97.74 98.03 97.93 97.88 99.70 
NN 
N 42.21 47.62 39.38 44.75 83.52 
Y 95.83 97.40 97.41 96.61 99.64 
 
In particular, as regards the DT analysis, the overall accuracy was equal to 96.38% 
for the system without the information on the user’s position; this result was compara-
ble to other work that followed a similar approach [37]. On the other hand, the accura-
cy was equal to 99.24% for the model that included the user’s location. Similar results 
were also obtained for the overall precision, which increased from 96.43.% of the first 
case to 99.22% of the second case. Comparable trends could be observed also for Re-
call and F-measure. Specificity was higher than 99% for both cases, meaning that both 
models were able to classify the negative instances as negative correctly. 
For the SVM results, for the model without the user’s location, we obtained compa-
rable results to the state-of-the-art [4]. Considering the second model, the overall accu-
racy was increased from 91.19 % to 97.93 %, while the precision was increased from 
93.62 % to 98.03%. Similar results were also obtained for recall and F-Measure. Both 
models showed similar specificity results; indeed it is the lowest difference percentage 
obtained in this analysis. NN recognition analysis had the worst recognition results 
without the user’s location (Recall 42.21%, Precision 47.62%, Accuracy 39.38%, F-
Measure 44.75%, Specificity 83.52%). However, these results are considerably im-
proved in the model with the user’s location. In fact, in this case, the overall accuracy 
was equal to 96.61%; similar improvements were also obtained for the other metrics. 
DT and SVM seem to be the best activity recognition approaches (Fig. 3). 
14                                                 Laura Fiorini and Manuele Bonaccorsi  
 
 
Figure 4. Phase V – DT Confusion Matrix of the test set. Left: results of the dataset without the user 
localisation. Right: confusion matrix obtained with the user localisation. 
Table 4. Phase V: DT - Evaluation results for each activity. The values are expressed as percentages. 
DT No Location Yes Location 
 
Recall Precision Specificity Precision Recall Specificity 
STV 100 96 99 100 100 100 
SPC 100 100 100 100 100 100 
SK 100 75 97 100 94 99 
SB 79 100 100 100 100 100 
LSO 94 100 100 94 100 100 
LS 100 100 100 100 100 100 
LRS 100 100 100 100 100 100 
CD 98 100 100 100 100 100 
 
 Concerning the analysis conducted considering the single activity with the DT al-
gorithm, SB was the worst-recognised activity without user localisation (recall 79%), 
whereas SK was the activity with the lowest precision value (75%) (Table 4). In par-
ticular, analysing the two confusion matrices reported in Fig. 4, it is evident how “sim-
ilar” activities like SB and SK could be easily confused because of the similar body 
posture and orientation, as shown in the confusion matrix. Consequently, information 
on the location can provide missing information for activity recognition. In fact, in the 
second model, the same activities were corrected classified.  
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Figure 5. Phase V – SVM Confusion Matrix of the test set. Left: results of the dataset without the us-
er localisation. Right: confusion matrix obtained with the user localisation.  
Table 5. Phase V: SVM - Evaluation results for each activity. The values are expressed as percent-
ages. 
SVM No Location Yes Location 
 
Recall Precision Specificity Recall Precision Specificity 
STV 100 68 92 100 100 100 
SPC 100 100 100 100 100 100 
SK 87 100 100 87 100 100 
SB 100 100 100 100 100 100 
LSO 100 89 99 100 89 99 
LS 64 92 99 100 95 99 
LRS 100 100 100 100 100 100 
CD 95 100 100 95 100 100 
 
For the SVM analysis (Fig. 5), LS were the activities with the lowest recall value 
(64%), while the activity with the lowest precision and specificity value was STV 
(68% and 92% respectively). The complete results for SVM models are reported in 
Table 5. 
On the contrary, as regards the NN results, it is evident how STV, SK, SB and SPC 
and LRS and LS are mutually confused (confusion matrix: Fig. 6). Their recall values 
were 26%, 0%, 74%, 58%, 52% and 17% respectively. The LSO and LRS activities 
had the lowest specificity values (69% and 70% respectively). In the second model, 
the identification of STV, SK, SB, LS, LRS, and CD were improved significantly (Ta-
ble 6). 
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Figure 6. Phase V – NN Confusion Matrix of the test set. Left: results of the dataset without the user 
localisation. Right: confusion matrix obtained with the user localisation.  
Table 6. Phase V: NN- Evaluation results for each activity. The values are expressed as percentages. 
NN No Location Yes Location 
 
Recall Precision Specificity Recall Precision Specificity 
STV 26 100 100 100 100 100 
SPC 58 58 93 100 100 100 
SK 0 0 85 67 100 100 
SB 74 37 72 100 79 97 
LSO 71 29 69 100 100 100 
LS 17 24 79 100 100 100 
LRS 52 33 70 100 100 100 
CD 40 100 100 100 100 100 
 
Analysing the state-of-the-art, it was evident how aggregate data (vital signs and 
accelerometer data) could improve activity recognition performance [14]. These pre-
liminary results also suggest that the user’s location can improve the accuracy and 
precision of an activity recognition model.  
IoT and connected devices are becoming more common in our daily life. This 
means that there is much available information that could potentially be included in 
the analysis. In this proof of concept, user localisation was used as an example; other 
activity and service models can also be generated, including other types of information 
that comes from the pervasive use of connected devices and smartphones [38].  
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4 Conclusions 
 
This work has presented a proof of concept where information on user indoor location 
has been used to reduce the number of wearable devices, therefore increasing the 
overall accuracy of the system. Indeed, the overall accuracy values were satisfactorily 
increased (+2.67% DT, +7.39% SVM, +147.37% NN) in the model with information 
about the user’s location.  
The presented system was tested in a realistic environment with three users in or-
der to assess the feasibility of the concept design. These results encouraged the use of 
this approach in activity recognition applications. Thinking to apply and to exploit this 
method to real-time cases in a cloud computing design, other considerations concern-
ing the processing efficiency, should be made. As stated by Yuan et al. [39], DT is the 
optimal choice to be performed on the cloud in terms of efficiency. However, they 
found an accuracy of about 95% for DT (and SVM). The method presented in this 
proof of concept increases the overall accuracy without also increasing the number of 
sensors placed on the user’s body 
Future tests will be performed in order to increase the number of participants in the 
experimental settings. Future improvement of the systems should also include 
“movement” activities (i.e. walking, descending/ascending stairs) in order to evaluate 
whether the user’s location can increase the accuracy of these kinds of activities.  
 
Acknowledgements: This work was supported in part by the European Community's 
7th Framework Program (FP7 / 2007–2013) under Grant agreement No. 288899 (Ro-
bot-Era Project) and Grant agreement No.601116 (Echord++ project). 
References 
1. Moschetti, A., Fiorini, L., Aquilano, M., Cavallo, F., & Dario, P. (2014). Preliminary findings of 
the AALIANCE2 ambient assisted living roadmap. In Ambient Assisted Living (pp. 335–342). 
Springer International Publishing Switzerland. 
2. Aquilano, M., Cavallo, F., Bonaccorsi, M., Esposito, R., Rovini, E., Filippi, M., Dario, P., Car-
rozza, M. C. (2012, August). Ambient assisted living and ageing: Preliminary results of RITA 
project. In 2012 Annual International Conference of the IEEE Engineering in Medicine and Biol-
ogy Society (pp. 5823-5826). 
3. Cook, D. J., Schmitter-Edgecombe, M., & Dawadi, P. (2015). Analyzing Activity Behaviour and 
Movement in a Naturalistic Environment using Smart Home Techniques. Biomedical and Health 
Informatics, IEEE Journal, 19(6), 1882–1892. 
4. Lara, O. D., & Labrador, M. A. (2013). A survey on human activity recognition using wearable 
sensors. Communications Surveys & Tutorials, IEEE, 15(3), 1192–1209. 
5. Yin, J., Yang, Q., & Pan, J. J. (2008). Sensor-based abnormal human-activity detection. 
Knowledge and Data Engineering, IEEE Transactions, 20(8), 1082–1090.  
18                                                 Laura Fiorini and Manuele Bonaccorsi  
 
6. Cook, D. J., & Krishnan, N. C. (2015). Activity Learning: Discovering, Recognizing, and Predict-
ing Human Behavior from Sensor Data. John Wiley & Sons.  
7. Foerster, F., Smeja, M., & Fahrenberg, J. (1999). Detection of posture and motion by accelerome-
try: a validation study in ambulatory monitoring. Computers in Human Behaviour, 15(5), 571–
583. 
8. Kim, E., Helal, S., & Cook, D. (2010). Human activity recognition and pattern discovery. Pervasive 
Computing, IEEE, 9(1), 48–53. 
9. Cook, D. J., Crandall, A. S., Thomas, B. L., & Krishnan, N. C. (2013). CASAS: A smart home in 
a box. Published in final edited form as: Computer (Long Beach Calif). 2013 Jul; 46(7): 
10.1109/MC.2012.328. Published online 2012 Sep 26. doi: 10.1109/MC.2012.328.  
10. Kadam, R., Mahamuni, P., & Parikh, Y. (2015). Smart home system. International Journal of In-
novative Research in Advanced Engineering, 2(1), 81–86. 
11. Continuum Bridge, Internet of Thing solution: http://www.continuumbridge.com/, last accessed: 
June 2016. 
12. Vera, Smarter Home Control - http://getvera.com/, last accessed: June 2016. 
13. Gil, N. M., Hine, N. A., Arnott, J. L., Hanson, J., Curry, R. G., Amaral, T., & Osipovic, D. 
(2007). Data visualisation and data mining technology for supporting care for older people. In 
Proceedings of the 9th international ACM SIGACCESS conference on Computers and accessibil-
ity (pp. 139–146). ACM. 
14. Fiorini L., Caleb-Solly P., Tsanaka A., Cavallo F., Dario P. & Melhuish C. (2015), The efficacy 
of “Busyness” as a measure for behaviour pattern analysis using unlabelled sensor data: a case 
study, in proc. of IET International Conference on Technologies for Active and Assisted Living 
(TechAAL), London, 2015. 
15. Cook, D. J., Krishnan, N. C., & Rashidi, P. (2013). Activity discovery and activity recognition: A 
new partnership. Cybernetics, IEEE Transactions, 43(3), 820–828. 
16. Arning, K., & Ziefle, M. (2015). Get that Camera Out of My House!. Conjoint Measurement of 
Preferences for Video-Based Healthcare Monitoring Systems in Private and Public Places. In In-
clusive Smart Cities and e-Health (pp. 152–164). Springer International Publishing Switzerland. 
17. Braun, A., Dutz, T., Alekseew, M., Schillinger, P., & Marinc, A. (2013). Marker-free indoor lo-
calization and tracking of multiple users in smart environments using a camera-based approach. 
In Distributed, Ambient, and Pervasive Interactions (pp. 349–357). Springer: Berlin Heidelberg. 
18. Volkhardt, M., Mueller, S., Schroeter, C., & Gross, H. M. (2011). Playing hide and seek with a 
mobile companion robot. In Humanoid Robots (Humanoids), 2011 11th IEEE-RAS International 
Conference (pp. 40–46). 
19. Zhu, C., & Sheng, W. (2012). Realtime recognition of complex human daily activities using hu-
man motion and location data. Biomedical Engineering, IEEE Transactions, 59(9), 2422–2430. 
20. Cavallo, F., Limosani, R., Manzi, A., Bonaccorsi, M., Esposito, R., Di Rocco, M., ... & Dario, P. 
(2014). Development of a socially believable multi-robot solution from town to home. Cognitive 
Computation, 6(4), 954–967. 
21. Parate, A., Chiu, M. C., Chadowitz, C., Ganesan, D., & Kalogerakis, E. (2014). Risq: Recogniz-
ing smoking gestures with inertial sensors on a wristband. In Proceedings of the 12th annual in-
ternational conference on Mobile systems, applications, and services (pp. 149–161). ACM. 
22. Li, Q., Stankovic, J. A., Hanson, M. A., Barth, A. T., Lach, J., & Zhou, G. (2009). Accurate, fast 
fall detection using gyroscopes and accelerometer-derived posture information. In Wearable and 
Implantable Body Sensor Networks, 2009. BSN 2009. Sixth International Workshop on (pp. 138–
143).  
23. Weiss, G. M., Timko, J. L., Gallagher, C. M., Yoneda, K., & Schreiber, A. J. (2016). Smartwatch-
based activity recognition: A machine learning approach. In 2016 IEEE-EMBS International Con-
ference on Biomedical and Health Informatics (BHI) (pp. 426–429).  
User Indoor Localisation System enhances Activity Recognition: A Proof of Concept  
 
19 
24. Sharma, N., & Gedeon, T. (2012). Objective measures, sensors and computational techniques for 
stress recognition and classification: A survey. Computer Methods and Programs in Biomedicine, 
108(3), 1287–1301. 
25. Nocua, R., Noury, N., Gehin, C., Dittmar, A., & McAdams, E. (2009). Evaluation of the auto-
nomic nervous system for fall detection. InEngineering in Medicine and Biology Society, 2009. 
EMBC 2009. Annual International Conference of the IEEE (pp. 3225–3228).  
26. Pärkkä, J., Ermes, M., Korpipää, P., Mäntyjärvi, J., Peltola, J., & Korhonen, I. (2006). Activity 
classification using realistic data from wearable sensors. Information Technology in Biomedicine, 
IEEE Transactions, 10(1), 119–128. 
27. Lara, Ó. D., Pérez, A. J., Labrador, M. A., & Posada, J. D. (2012). Centinela: A human activity 
recognition system based on acceleration and vital sign data. Pervasive and Mobile Computing, 
8(5), 717–729. 
28. European Commission, Eurostat, “How European Spends their time”, (2004), available at: 
http://www.unece.org/fileadmin/DAM/stats/gender/publications/Multi-
Country/EUROSTAT/HowEuropeansSpendTheirTime.pdf, last accessed: October 2016. 
29. Bonaccorsi, M., Fiorini, L., Cavallo, F., Saffiotti, A., & Dario, P. (2016). A Cloud Robotics Solu-
tion to Improve Social Assistive Robots for Active and Healthy Aging. International Journal of 
Social Robotics, 8: 393. doi:10.1007/s12369-016-0351-1.  
30. Bonaccorsi, M., Fiorini, L., Sathyakeerthy, S., Saffiotti, A., Cavallo, F., & Dario, P. (2015). De-
sign of cloud robotic services for senior citizens to improve independent living in multiple envi-
ronments. Intelligenza Artificiale, 9(1), 63–72. 
31. Y. Wang, Q. Jin and J. Ma, Integration of range-based and range-free localization algorithms in 
wireless sensor networks for mobile clouds. In Green Computing and Communications (Green-
Com), (2013), IEEE and Internet of Things (iTh-ings/CPSCom), IEEE International Conference 
on and IEEE Cyber, Physical and Social Computing, pp. 957–961.  
32. J. Arias, A. Zuloaga, J. L´azaro, J. Andreu and A. Astarloa (2004), Malguki: An RSSI based ad 
hoc location algorithm, Microprocessors and Microsystems 28(8) 403–409.  
33. Medjahed, H., Istrate, D., Boudy, J., & Dorizzi, B. (2009). Human activities of daily living recog-
nition using fuzzy logic for elderly home monitoring. In Fuzzy Systems, 2009. FUZZ-IEEE 2009. 
IEEE International Conference on (pp. 2001–2006).  
34. Anguita, D., Ghio, A., Oneto, L., Parra, X., & Reyes-Ortiz, J. L. (2012). Human activity recogni-
tion on smartphones using a multiclass hardware-friendly support vector machine. In Ambient as-
sisted living and home care (pp. 216–223). Springer: Berlin Heidelberg. 
35. Lee, Y. S., & Cho, S. B. (2011). Activity recognition using hierarchical hidden markov models on 
a smartphone with 3D accelerometer. In Hybrid Artificial Intelligent Systems (pp. 460–467). 
Springer: Berlin Heidelberg. 
36. Mishra A., Multiclass – SVM Matlab toolbox, available at: 
http://www.mathworks.com/matlabcentral/fileexchange/39352-multi-class-svm, last accessed: 
October 2016. 
37. Lara, Ó. D., & Labrador, M. A. (2012). A mobile platform for real-time human activity recogni-
tion. In Consumer Communications and Networking Conference (CCNC), 2012 IEEE (pp. 667–
671).  
38. Turchetti, G., Micera, S., Cavallo, F., Odetti, L., & Dario, P. (2011). Technology and innovative 
services. IEEE pulse, 2(2), 27-35. 
39. Yuan, B., & Herbert, J. (2014). A Cloud-Based Mobile Data Analytics Framework: Case Study of 
Activity Recognition Using Smartphone. In Mobile Cloud Computing, Services, and Engineering 
(MobileCloud), 2014 2nd IEEE International Conference (pp. 220–227).  
 
