Hamiltonian realizations of nonlinear adjoint operators by Fujimoto, Kenji et al.
  
 University of Groningen
Hamiltonian realizations of nonlinear adjoint operators





IMPORTANT NOTE: You are advised to consult the publisher's version (publisher's PDF) if you wish to cite from
it. Please check the document version below.
Document Version
Publisher's PDF, also known as Version of record
Publication date:
2002
Link to publication in University of Groningen/UMCG research database
Citation for published version (APA):
Fujimoto, K., Scherpen, J. M. A., & Gray, W. S. (2002). Hamiltonian realizations of nonlinear adjoint
operators. Automatica, 38(10), 1769-1775. https://doi.org/10.1016/S0005-1098(02)00079-1
Copyright
Other than for strictly personal use, it is not permitted to download or to forward/distribute the text or part of it without the consent of the
author(s) and/or copyright holder(s), unless the work is under an open content license (like Creative Commons).
Take-down policy
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately
and investigate your claim.
Downloaded from the University of Groningen/UMCG research database (Pure): http://www.rug.nl/research/portal. For technical reasons the
number of authors shown on this cover page is limited to 10 maximum.
Download date: 12-11-2019
Automatica 38 (2002) 1769–1775
www.elsevier.com/locate/automatica
Brief Paper
Hamiltonian realizations of nonlinear adjoint operators
Kenji Fujimotoa, Jacquelien M.A. Scherpenb; ∗, W. Steven Grayc
aDepartment of Systems Science, Graduate School of Informatics, Kyoto University, Uji, Kyoto 611-0011, Japan
bFaculty of Information Technology and Systems, Delft University of Technology, P.O. Box 5031, 2600 GA Delft, Netherlands
cDepartment of Electrical and Computer Engineering, Old Dominion University, Norfolk, VA 23529-0246, USA
Received 29 March 2000; received in revised form 11 December 2001; accepted 25 April 2002
Abstract
This paper addresses the issue of state-space realizations for nonlinear adjoint operators. In particular, the relationships between nonlinear
Hilbert adjoint operators, Hamiltonian extensions and port-controlled Hamiltonian systems are established. Then, characterizations of the
adjoints of controllability, observability and Hankel operators are derived from this analysis. The state-space realizations of such adjoint
operators provide new insights on singular value analysis and duality issues in nonlinear control systems theory. Finally, a duality between
the controllability and observability energy functions is proved. ? 2002 Elsevier Science Ltd. All rights reserved.
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1. Introduction
Adjoint operators play an important role in linear control
systems theory. They provide a duality between inputs and
outputs that is useful in a variety of problems. For example,
properties with respect to the input, e.g. controllability and
stabilizability, directly convert to the dual concepts for the
output, namely observability and detectability. Furthermore,
the connection of adjoint operators with singular values is
well known (e.g. Zhou, Doyle, & Glover, 1996) and the
concept of singular values has been widely used in the last
decades for model reduction purposes. For a linear opera-
tor (transfer function) G(s) :E → F with E and F Hilbert
spaces, it is well known that if the operator G(s) has a
state-space realization, then its adjoint operator G∗(s) :F →
E can readily be described by the dual state-space real-
ization. The extension of the latter linear adjoint charac-
terization to nonlinear systems is the main topic of this
paper. While our main motivation for studying the nonlinear
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and Hamiltonian Methods for Nonlinear Control, March 2000, Princeton,
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Associate Editor Daizhan Cheng under the direction of Editor Hassan
Khalil.
∗ Corresponding author. Tel.: +31-15-278-6152; fax: +31-15-
278-6679.
E-mail address: j.m.a.scherpen@its.tudelft.nl (J.M.A. Scherpen).
adjoint concept is to understand the relation between nonlin-
ear singular value functions and the nonlinear Hankel oper-
ator, this concept is of importance for many other nonlinear
systems concepts which can be considered as extensions of
the linear systems theory.
Nonlinear adjoint operators are available in the mathemat-
ics literature (see Scherpen & Gray, 2002). The nonlinear
Hilbert adjoint operator was introduced in Gray and Scher-
pen (1998), Scherpen and Gray (1999) as a special class of
nonlinear adjoint operators and is deFned with the help of
the Hilbert inner product. Given a mapping  :E → F with
Hilbert spaces E and F , a corresponding Hilbert adjoint of
 is a mapping ∗ :F × E → E such that
〈(u); y〉F = 〈u; ∗(y; u)〉E (1)
holds for ∀u∈E; ∀y∈F . Conditions for the existence of
such operators were given in Scherpen and Gray (2002),
but no state-space realization was given. On the other hand,
Hamiltonian extensions (Crouch & Van der Schaft, 1987)
are commonly used to characterize state-space adjoints of
nonlinear control systems. They are based on the variational
system realization. Furthermore, in Scherpen and Van der
Schaft (1994), Ball and Van der Schaft (1996) and Van der
Schaft (2000), Hamiltonian extensions are used extensively
as state-space adjoints of nonlinear systems to characterize
norm preserving properties. In fact, in the linear case, the
Hamiltonian extension of a given operator with a state-space
0005-1098/02/$ - see front matter ? 2002 Elsevier Science Ltd. All rights reserved.
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realization is the Hilbert adjoint system. However, in the
nonlinear setting, this is not such a straightforward issue,
and it is shown in this paper that additional dynamics are
required for such a relation.
We Frst develop a relationship between a nonlinear
Hilbert adjoint operator and Hamiltonian extensions, where
the introduction of additional dynamics is motivated by
comparison with the linear case. Then, in order to give a
lower dimensional state-space realization of a nonlinear ad-
joint operator (which requires less restrictive assumptions),
system representations falling in the class of port-controlled
Hamiltonian systems (Van der Schaft, 2000; Maschke &
Van der Schaft, 1992) are used. Such state-space realiza-
tions are shown to be particularly convenient for providing
realizations of the observability, controllability and Hankel
operators. These operators are important in model reduc-
tion theory for nonlinear systems in that they supply a
set of singular value functions related to input-state and
state-output behaviors (Gray & Scherpen, 1998; Scherpen
& Gray, 1999; Scherpen & Gray, 2000; Scherpen & Van
der Schaft, 1994; Scherpen, 1993). Finally, a certain type of
duality (the duality in the sense of Young (Arnold, 1989))
between the observability and controllability energy func-
tions is introduced. This duality relies on the concept of
Legendre transformations.
2. State-space realizations of nonlinear adjoint operators
2.1. Adjoint operators and Hamiltonian extensions
In order to relate the nonlinear Hilbert adjoint operators
deFned in (1) to the existing state-space adjoint notion given
by Hamiltonian extensions, consider a possibly time-varying
continuous input–output system  :Lm2 [t
0; t1] → Lr2[t0; t1]
deFned on a (possibly inFnite) time interval [t0; t1] ⊂ R. Its
state-space realization is given by
u → y = (u):
{
x˙ = f(x; u; t); x(t0) = 0;
y = h(x; u; t)
(2)
with x(t)∈Rn, u(t)∈Rm and y(t)∈Rr . It is assumed that
f and h are smooth and that f(0; 0; t)=0 and h(0; 0; t)=0.
Throughout the paper we use an abuse of notation by
sometimes leaving out the arguments of functions. The
Hamiltonian extension of  is given by a Hamiltonian
control system (Crouch & Van der Schaft, 1987)
x˙ = @H@p
T

















= h(x; u; t)
(3)
with the Hamiltonian
H (x; p; u; ua; t):=pTf(x; u; t) + uTa h(x; u; t): (4)
We now prove some properties of this system which are
related to the nonlinear Hilbert adjoint operator.
Proposition 1. Consider the Hamiltonian extension (3) of
. Suppose f and h are time-invariant; i.e. f=f(x; u) and
h= h(x; u). De=ne scalar-valued functions H1; H2 and H3
as








Then the following relations hold:
dH
dt










=−y˙Tau− y˙ Tua: (5)



























+ yTa u˙+ y
Tu˙ a = yTa u˙+ y
Tu˙ a:
Then the time derivative of the other functions are obtained
straightforwardly.
This proposition shows that the Hamiltonian extension
has a close relationship to nonlinear Hilbert adjoint oper-
ators. For example, the property for H1 in (5) implies the
mapping ua → ya is the nonlinear Hilbert adjoint of the vari-
ational mapping u˙ → y˙, while the property for H2 shows
that the original mapping u → y coincides with the adjoint
of the variational map u˙ a → y˙ a. This relation can be uti-
lized to derive a state-space realization of a nonlinear Hilbert
adjoint operator of an input-aOne nonlinear system under
some additional assumptions. The property for H3 in (5) is
similar to a basic property of physical Hamiltonian control
systems, namely the so-called energy balancing (Crouch &
Van der Schaft, 1987). By studying those properties, it be-
comes clear that the Hamiltonian extension of  is not a
state-space realization of the nonlinear Hilbert adjoint of .
However, the above proposition does provide a tool to ob-
tain such state-space realization via the Hamiltonian exten-
sions of  as can be seen in the next corollary.
Corollary 2. Consider the input–output system  with
state-space realization (2) de=ned for t ∈ [t0; t1] ⊂ R.
Suppose f and h are time-invariant and input-a?ne; i.e.
f ≡ g0(x)+ g(x)u and h ≡ k0(x)+ k(x)u for some smooth
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functions g0; g; k0 and k. Suppose moreover that
u ∈ Lm2 [t0; t1]; ub ∈Lr2[t0; t1]
⇒‖x(t1)‖¡∞; ‖p1(t0)‖¡∞; ‖p2(t0)‖¡∞ (6)
holds for the state-space system (ub; u) → yb = ∗(ub; u):








p2; p1(t1) = 0;
























Then a state-space realization of the nonlinear Hilbert ad-
joint ∗ :Lm2 [t
0; t1]× Lr2[t0; t1]→ Lm2 [t0; t1] is given by (7).
Proof. System (7) is derived by deFning ub:=u˙ a; yb:=y˙ a
and p2:=ua within the Hamiltonian extension (3). Note that
from the input-aOne form of f and h; we have
H2(x; p1; p2) = pT1g0(x) + p
T
2k0(x):
The initial condition of (7) and g0(0) = 0 and k0(0) = 0
imply that
H2(x(t0); p1(t0); p2(t0)) = H2(x(t1); p1(t1); p2(t1)) = 0:








dt = 〈y; u˙ a〉Lr2[t0 ;t1] − 〈u; y˙ a〉Lm2 [t0 ;t1]
= 〈y; ub〉Lr2[t0 ;t1] − 〈u; yb〉Lm2 [t0 ;t1]:
Substituting y=(u) and yb=∗(ub; u) yields the deFning
equation of a nonlinear Hilbert adjoint operator
〈(u); ub〉Lr2[t0 ;t1] = 〈u; ∗(ub; u)〉Lm2 [t0 ;t1]
and this completes the proof.
Observe that state-space realization (7) has (2n + r)
states, and corresponds in the linear case to (s(s)(1=s))∗=
s∗(s)(1=s). Intuitively this follows from the original def-
inition of the Hamiltonian extension as the adjoint of the
variational system. Of course this input–output mapping
coincides with ∗(s) for a linear system, but not gener-
ally for nonlinear systems. Furthermore, observe that this
realization requires the restrictive assumption (6) because
otherwise t ∈ (−∞;∞) in (6), i.e. t0 → −∞ and t1 →∞,
implies the anti-stability of a non-minimum phase operator
∗(s)(1=s). Hence, in general, assumption (6) holds only
for a Fnite time interval t ∈ [t0; t1].
2.2. Adjoint operators and port-controlled Hamiltonian
systems
The state-space realizations of a nonlinear Hilbert adjoint
operator based on Hamiltonian extensions given in Corol-
lary 2 are somewhat limited because of the need for restric-
tive assumptions, i.e., they are available only for input-aOne
nonlinear systems, they are (2n + r)-dimensional, and
they require a restrictive anti-stability assumption (6). We
now produce a more general state-space formulation that is
based on the concept of port-controlled Hamiltonian systems
(e.g., Van der Schaft, 2000; Maschke & Van der Schaft,
1992).
Consider the input–output system  in (2). This system
can be regarded as an operator ˆ :Rn × Lm2 [t0; t1] → Rn ×
Lr2[t
0; t1] with a state-space realization
(x0; u) → (x1; y) = ˆ(x0; u):

x˙ = f(x; u; t); x(t0) = x0;
y = h(x; u; t);
x1 = x(t1):
(8)
By a specialized version of the Fundamental Theorem of In-
tegral Calculus (e.g. Milnor, 1963), it is well known that f
and h can be factorized. These factorizations can be used in
combination with the concept of a port-controlled Hamilto-
nian system to obtain a 2n-dimensional state-space realiza-
tion of a nonlinear Hilbert adjoint operator of ˆ, as is done
in the following proposition.
Proposition 3. Consider the operator ˆ :Rn×Lm2 [t0; t1]→
Rn × Lr2[t0; t1] with a state-space realization as de=ned in
(8) and with t ∈ [t0; t1] ⊂ R. Furthermore; consider the cor-
responding port-controlled Hamiltonian system Hˆ :R2n×
Lm+r2 [t
0; t1]→ R2n × Lm+r2 [t0; t1] given by
(x0; p1; uˆ) → (x1; p0; yˆ) = Hˆ(x0; p1; uˆ):





+ gˆ(xˆ; uˆ; t) uˆ;




+ Dˆ(xˆ; uˆ; t) uˆ;
xˆ(t0) = (x0; p0);
xˆ(t1) = (x1; p1)
(9)
with xˆ(t):=(x(t); p(t))∈Rn×Rn; uˆ(t):=(u(t); ua(t))∈Rm×
Rr ; yˆ(t):=(ya(t);−y(t))∈Rm × Rr and
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Here A(x; u; t)∈Rn×n; B(x; u; t)∈Rn×m; C(x; u; t)∈Rr×n
and D(x; u; t)∈Rr×m are appropriate matrices such that
f(x; u; t) = A(x; u; t) x + B(x; u; t) u; (11)
h(x; u; t) = C(x; u; t) x + D(x; u; t) u (12)
hold. Suppose that
‖x0‖¡∞; ‖p1‖¡∞; u∈Lm2 [t0; t1]; ua ∈Lr2[t0; t1]
⇒ ‖x1‖¡∞; ‖p0‖¡∞: (13)
Then the mapping (x0; p1; u; ua) → (p0; ya) correspond-
ing to the state-space realization (9) is a state-space real-




0; t1]× Lr2[t0; t1]→ Rn × Lr2[t0; t1] of ˆ.
Proof. Since (9) is a time-varying port-controlled Hamil-
tonian system (see e.g.; Fujimoto & Sugie; 1998; Fujimoto;
























= yˆ Tuˆ= yTa u− yTua:
Integrating this equation with Hˆ = pTx yields
〈(x1; y); (p1; ua)〉Rn×Lr2[t0 ;t1]
=〈(x0; u); (p0; ya)〉Rn×Lm2 [t0 ;t1]: (14)
Substituting (p0; ya) = ˆ
∗
((p1; ua); (x0; u)) and (x1; y) =
ˆ(x0; u) yields
〈ˆ(x0; u); (p1; ua)〉Rn×Lr2
=〈(x0; u); ˆ∗((p1; ua); (x0; u))〉Rn×Lm2 :
This proves the proposition.
It should be noted that the characterization given in the
above proposition yields a coordinate dependent state-space
characterization of a nonlinear Hilbert adjoint in the
sense that if we apply a coordinate transformation, the
port-controlled Hamiltonian structure is lost. This is due to
the fact that the Hamiltonian given in (10) is intrinsically
coordinate dependent. On the other hand, it provides very
natural state-space realizations of adjoint operators because
it requires rather mild assumptions. The Hamiltonian ex-
tension given in the previous subsection is coordinate free,
i.e., the Hamiltonian structure is maintained due to the fact
that a coordinate transformation is canonical in this case. Of
course both the port-controlled Hamiltonian adjoint char-
acterization and the Hamiltonian extension coincide with
each other in the linear case. Further, as in Corollary 2,
the following corollary yields a state-space realization for
the nonlinear Hilbert adjoint of  in (2) when the initial
conditions are set to zero.
Corollary 4. Consider the system  in (2) with the initial
condition x0=0 and let  :Lm2 [t
0; t1]→ Lr2[t0; t1] denote the
mapping u → y. Suppose the assumption (13) holds. Then
a state-space realization of the nonlinear Hilbert adjoint
∗ :Lm2 [t
0; t1]× Lr2[t0; t1]→ Lm2 [t0; t1] of  is given by
(ua; u) → ya = ∗(ua; u):

x˙ = f(x; u; t); x(t0) = 0;
p˙=−AT(x; u; t)p− CT(x; u; t) ua; p(t1) = 0;
ya = BT(x; u; t)p+ DT(x; u; t) ua:
(15)
3. Energy functions and operators
3.1. Observability, controllability and Hankel operators
In this section, the results of Section 2 are applied to
obtain state-space realizations for nonlinear Hilbert adjoints
of some useful operators in nonlinear control theory, i.e., the
Hankel, observability and controllability operators. These
operators were Frst introduced in Gray and Scherpen (1998)
and Scherpen and Gray (1999), and can be seen as natural
extensions from the linear theory (Zhou et al., 1996). Only
time-invariant, input-aOne systems are considered without
direct feedthrough, that is
:
{
x˙ = f(x) + g(x)u;
y = h(x)
(16)
deFned for t ∈ (−∞;∞). Assume for the remainder of the
paper that f(x) is asymptotically stable. State-space real-
izations which describe the observability and controllability
operators are given by
x0 → y = O(x0):
{
x˙ = f(x); x(0) = x0;
y = h(x);
(17)
u → x1 = C(u):{
x˙ = f(x) + g(x)F−(u); x(−∞) = 0;
x1 = x(0):
(18)
Here F− :Lm2 [0;∞) → Lm2 (−∞; 0] denotes the so-called
time @ipping operator deFned for t6 0 by F−(u)(t) =
u(−t) and zero otherwise. Furthermore, the Hankel operator
H :Lm2 [0;∞)→ Lr2[0;∞) of  is given by
H= O ◦ C =  ◦F− (19)
mapping past inputs to future outputs. The original deFni-
tions of these operators via Chen–Fliess functional expan-
sions along with more detailed discussions can be found
in Gray and Scherpen (1998), Scherpen and Gray (1999)
and Gray and Scherpen (2002). State-space realizations for
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nonlinear Hilbert adjoint operators of O, C andH are given
as follows.
Proposition 5. Consider the operator  with state-space
realization (16). Suppose that assumption (13) in Propo-
sition 3 holds for the relevant port-controlled Hamil-
tonian system (9). Then state-space realizations of
O∗ :Lr2[0;∞)× Rn → Rn; C∗ :Rn × Lm2 [0;∞)→ Lm2 [0;∞)
andH∗ :Lr2[0;∞)× Lm2 [0;∞)→ Lm2 [0;∞) are given by
p0 = O∗(x0; ua):


x˙ = f(x); x(0) = x0;
p˙ = −AT(x)p
−CT(x)ua; p(∞) = 0;
p0 = p(0);
(20)
ya = C∗(p1; u):


x˙ = f(x)+g(x)F−(u); x(−∞) = 0;






x˙ = f(x)+g(x) F−(u); x(−∞) = 0;
p˙ = −AT(x)p
−CT(x)ua; p(∞) = 0;
ya = F+(gT(x)p)
(22)
with matrices A(x)∈Rn×n and C(x)∈Rr×n such that
f(x) ≡ A(x)x and h(x) ≡ C(x)xhold.HereF+ :Lm2 (−∞; 0]
→ Lm2 [0;∞) denotes yet another time @ipping operator
de=ned for t¿ 0 byF+(u)(t)=u(−t) and zero otherwise.
Proof. Substitute t0 = 0; t1 =∞; p1 =p(∞)= 0 and u=0
into Eq. (14) to obtain
〈y; ua〉Lr2[0;∞) = 〈(x1; y); (0; ua)〉Rn×Lr2[0;∞)
= 〈(x0; 0); (p0; ya)〉Rn×Lm2 [0;∞) = 〈x0; p0〉Rn :
Substituting; moreover; y=O(x0) and p0 =O∗(x0; ua) as in
(20) yields
〈O(x0); ua〉Lr2[0;∞) = 〈x0;O∗(ua; x0)〉Rn :
This proves the Frst part. The second part can be proven in
a similar way. Substituting t0=−∞; t1=0; x0=x(−∞)=0
and ua = 0 into Eq. (14) yields
〈x1; p1〉Rn = 〈(x1; y); (p1; 0)〉Rn×Lr2(−∞;0]
= 〈(0;F−(u)); (p0; ya)〉Rn×Lm2 (−∞;0]
= 〈F−(u); ya〉Lm2 (−∞;0] = 〈u;F+(ya)〉Lm2 [0;∞):
(23)
Then letting x1 = C(u) and ya = C∗(p1; u) in (21) yields
〈C(u); p1〉Rn = 〈u;C∗(p1; u)〉Lm2 (−∞;0]:
This proves the second part. The last part is proven by not-
ing that Eq. (23) implies that F∗− =F+ and F
∗
+ =F−.
Combining this with the linear adjoint property of the time
Qipping operators; the results of Scherpen and Gray, 2002;
and the deFnition of the Hankel operator given by (19) gives
H∗(ua; u) = ( ◦F−)∗(ua; u) =F∗− ◦ ∗(ua;F−(u))
=F+ ◦ ∗(ua;F−(u)):
This completes the proof.
3.2. Observability and controllability functions
In this subsection, duality relationships among the ob-
servability and controllability functions, operators and non-
linear Gramian extensions are discussed. We begin with the
deFnition of the energy functions, also referred to as the
observability and controllability functions.
De"nition 6 (Scherpen, 1993). The observability function;
















It is assumed throughout that Lo and Lc exist and are smooth.
These functions are closely related to observability and con-
trollability operators and Gramians (Gray & Scherpen, 1998;
Scherpen & Gray, 1999; Gray & Scherpen, 2002). Specif-
ically, the relations between the observability function, op-
erator and “Gramian” are given by
Lo(x0) = 12 ‖O(x0)‖2Lr2 = 12 〈x
0;O∗(O(x0); x0)〉Rn
= 12 〈x0; p0〉Rn= : 12 〈x0;  (x0)〉Rn : (26)
Here, p0 = p(0) is the initial state of the state-space real-
ization of O∗ in (20) with input (x0; ua) = (x0;O(x0)). The
function  (x0) can always be expressed as  (x0)=Q(x0) x0
using a square symmetric matrix Q(x0). In the linear case
this matrix equals the observability Gramian. Furthermore,
note that the relation
Lo(x(t)) = 12 〈x(t); p(t)〉Rn (27)
holds along the trajectory of the state-space realization (20)
of O∗(x0;O(x0)). Particularly, in the case where x(t)∈R ,
the function  in Eq. (26) is readily computed as follows.
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Example 7. Consider the system (16) with n= m= r = 1;
i.e.; x(t); u(t); y(t)∈R. The observability operator and its
Hilbert adjoint are given by (17) and (20); respectively;with
the unique decomposition A(x)=f(x)=x and C(x)=h(x)=x.
Since  is unique in the case n=1; it follows from (26) and
(27) that the states of O∗(x0;O(x0)) satisfy (x(t); p(t)) =
(x(t);  (x(t))) for ∀t ∈ [0;∞) with a scalar-valued function



















As explained above; the function ( (x)=x) is the nonlinear
extension of the observability Gramian. Furthermore; the
function  can be used to calculate Lo via (26). For example;
take f(x) = −x and h(x) = x2; then it is straightforwardly
computed that  (x) = (1=4)x3; and Lo(x) = (1=8)x4.
In the controllability case, there does not exist as nice a
relation for C∗. Nevertheless, we are able to obtain a duality
result along the linear lines of thinking in the following
proposition. It concerns a duality between the observability
and controllability functions.
Proposition 8. Consider the system  with the state-space
realization (16). It is assumed that f(x) is asymptotically
stable and that Lo(x) and Lc(x) exist and are smooth. Con-
sider the system
p˙= AT( i(p))p+ CT( i(p))ua;
ya = gT( i(p))p (28)
with the subscript i∈{c; o}. Let x =  c(p) denote the in-
verse mapping of p= (@Lc(x)=@x)T. Suppose that (28) has
observability function L˜o(p) and that i = c. Then L˜o(p) is
given by the Legendre transformation
L˜o(p) =−Lc(x) + pTx: (29)
Let x =  o(p) denote the inverse mapping of p =
(@Lo(x)=@x)T. Suppose that (28) has controllability func-
tion L˜c(p) and that i = o. Then L˜c(p) is given by the
Legendre transformation
L˜c(p) =−Lo(x) + pTx: (30)
Proof. It follows from Scherpen (1993) that the con-
trollability function Lo(x) of the system  is the unique












(x) = 0; (31)
and the observability function L˜o(p) of (28) for i= c is the







pTg( c(p))gT( c(p))p= 0: (32)
Here x= c(p) is the inverse mapping of p=(@Lc(x)=@x)T.
By applying this transformation it follows that (31) and (32)
are the same. And thus; a solution for (32) is given by the
Legendre transformation (29) which has the property that
(@L˜o(p)=@p)= Tc (p) holds. Furthermore; this is the observ-
ability function of the p-subsystem because the Lyapunov
equation has a unique solution. This proves the Frst part.
The second part can be proven in a similar way.
Thus, we can prove a certain type of duality between in-
put and output. This is similar to the linear case. Legendre
transformations deFne for physical Hamiltonian systems the
physical dual coordinates. However, due to the diUerence
between the adjoint notion and the duality result above, it
follows that duality does not hold in the exact same way
for the general case, although some similarity with physi-
cal systems is retained. Legendre transformations transform
a convex function into another convex function, which is
necessary for relating the controllability and observability
of “dual” dynamics with the original dynamics. The type of
duality of Proposition 8 is the so-called duality in the sense
of Young (Arnold, 1989), which often appears in the litera-
ture of both optimal control (Young, 1969) and optimization
theory (Walsh, 1975).
4. Conclusion
This paper presented state-space realizations for nonlin-
ear adjoint operators. In particular, the relationships between
nonlinear Hilbert adjoint operators, Hamiltonian extensions
and port-controlled Hamiltonian systems were established.
A characterization of the controllability, observability, and
Hankel adjoint operators and functions was then derived us-
ing these results. Finally, the duality in the sense of Young
was shown to apply to controllability and observability func-
tions in the nonlinear setting.
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