Abstract-The thin-client model is considered a good fit for online gaming. As modern games normally require tremendous computing and rendering power at the game client, deploying games with such models can transfer the burden of hardware upgrades from players to game operators. As a result, there are a variety of solutions proposed for thin-client gaming today. However, little is known about the performance of such thinclient systems in different scenarios, and there is no systematic means yet to conduct such analysis.
I. INTRODUCTION
The centralized thin-client model offers a solution to resource-intensive applications. While applications run on a remote server, the client transmits user inputs, such as keyboard and mouse events, to the server; after processing the commands, the server returns screen updates to the client. When the server and client are connected via network communications, as shown in Figure 1 , this model of computing is called thin-client computing.
The thin-client model is considered a good fit for online gaming for a number of reasons. Because modern games normally require tremendous computing and rendering power at the game client, deploying games with such models can transfer the burden of hardware upgrades from players to game operators. In doing so, game designers no longer need to undergo a long process testing all possible combinations of audio and video cards, and game players no longer need to worry about hardware and software compatibility and performance issues before trying out a game. Numerous startup companies, such as Games@Large [14] , OnLive [3] , and StreamMyGame [5] , have offered thin-client solutions for online gaming. While their design and implementations may differ, the concept is the same: game software runs on the server, and players just need to install the provided thin-clients (or browser-based thin-clients) to play the games. After examining a variety of solutions designed for thinclient gaming, we wondered which design provides the more satisfactory gaming experience to players. However, quantifying and measuring the performance of thin-client systems are difficult, partly because most such systems are closed and proprietary. Quite a few previous works, such as [12, 13, 21, 22] , have measured the performance of thin-clients when they are used to watch video clips played at the server side. However, those existing techniques do not apply in our scenario, because they do not take the interactive nature of gaming into consideration. To the best of our knowledge, this paper is the first work to quantify the performance of thinclients on gaming.
In this paper, we propose a methodology for quantifying the performance of thin-clients on gaming, even for those thin-clients which are close-sourced. Taking a classic game, Ms. Pac-Man, and three popular thin-clients, LogMeIn [2], TeamViewer [7] , and UltraVNC [8] , as examples, we present a case study and derive the following conclusions: 1) Display frame rate and frame distortion at the client side are both critical to gaming performance, where the frame rate is a much more important performance factor when designing a good thin-client for gaming (cf. Figure 7) . 2) Different thin-client implementations may have very different levels of robustness against network impairments (cf. Figure 8 ). For example, TeamViewer is extremely robust to network delay, packet loss, and small bandwidth, while the performance of LogMeIn and Ultra-VNC are highly dependent on network conditions. In general, network delay is the most essential dimension among the factors we studied in affecting gaming performance. 3) Different thin-clients may excel in different network conditions. If network conditions are reasonably good (i.e., network delays shorter than 200 ms and loss rates smaller than 5%), LogMeIn obviously performs better than the two other programs for gaming. However, TeamViewer and UltraVNC are winners under some certain network conditions (cf. Figure 9 ). In this work, our contributions are two-fold: 1) we propose a methodology for quantifying the performance of thin-clients on gaming; 2) with a case study, we show that it is feasible to measure and compare different thin-client implementations even when they are close-sourced. We hope the proposed methodology will serve as a starting point to provide players an always-pleasant gaming experience via the thin-client solution.
The remainder of this paper is organized as follows. Section II describes related works in the area of measuring thinclient performance. In Section III, we describe our experiment setup and methodology for extracting two independent factors as frame-based metrics. In Section IV, we propose a framebased QoE model to derive a user's score by frame-based metrics, a frame rate prediction model to examine what network factors have significant impact on thin-client systems, and a network-based QoE model to evaluate three thin-client systems. Finally, Section V states our conclusions.
II. RELATED WORK
Currently, there are several existing papers that measure the performance of thin-client systems. Using slow-motion benchmarking, in [18] , the authors measured performance by capturing network packet traces between a thin-client and its corresponding server, during the execution of a slow-motion version of a conventional benchmark application. By using this technique, the authors measured the performance of popular thin-client systems such as Citrix [1] , RDP [9] , VNC [20] , and Sun Ray [6] . Their results showed that slow-motion benchmarking provides far more accurate measurements than conventional benchmarking approaches.
Similarly, other authors have used the same technique in a WAN environment [15, 16] to determine the impact of WAN latency on thin-client systems. The results showed that although using thin-client computing in a wide-area network environment can deliver acceptable performance, performance varies widely among different thin-client systems, and not all systems are suitable for this environment. The authors also characterized and analyzed the different design choices in various thin-client systems and explained which of these choices should be selected for supporting wide-area thin-client computing.
III. EXPERIMENT METHODOLOGY
In this section, we describe the experiment setup, present the procedure for analyzing frame-based metrics of three thinclient systems measured under various network scenarios, and summarize our experiment results.
A. Experiment Setup
As depicted in Figure 2 , we first set up three machines. On one machine we installed a game client with the ICE [17] , a Java-based game bot [10] . The bot is used to simulate real game play in the game client to automatically play the well-known Ms. Pac-Man game for players. In the experiment, we use three different kinds of thin-client systems, LogMeIn, TeamViewer and UltraVNC. To evaluate the thinclient systems under different network QoS, we set up another FreeBSD 7.0 machine as a router, using dummynet to control the patterns of traffic flows passing through the thin-client systems. During game play, the bot detects positions of PacMan and enemies on the screen, controls Pac-Man through a maze, and eats pac-dots to get points. If an enemy touches Pac-Man, a player loses a life. A player has three lives in each round. The game calculates points and records the final score for each round. We used the final score as a metric to represent the performance of each player.
During the experiment, we used the CamStudio program to record the screen of the game separately on both the server and the client machines. We recorded the game screens at both sides simultaneously and saved the videos using the Microsoft Video 1 codec format with a rate 200 frames per second. Later we will compare, frame by frame, both recorded videos and extract two frame-based performance metrics to quantify the QoE provided by thin-client systems.
By configuring dummynet on the router, we control the network delay, bandwidth, and the loss rate between the client and the server in order to inspect how a player's performance changes with different network conditions. The following settings are used: network delay (0, 100, and 200 ms), loss rate (0%, 2.5%, and 5%), and bandwidth (300 and 600 Kbps; unlimited).
B. Frame-based Metrics Extraction
Since the quality of game screens is an important performance indicator during thin-client gaming, we measure the quality of thin clients by comparing the game screens recorded at the server and at the client. We define two framebased performance metrics: 1) display frame rate: the average number of frames per second on the client, and 2) frame distortion: the average of mean square errors (MSE) between the server screen and client screen for each game frame. The graph in Figure 3 illustrates how we compare the game screens recorded on the server and client and extract framebased metrics. Assuming we have recorded the F 1 -F 7 frames. If the client only gets F 1 , F 3 , F 6 frames, we can calculate two metrics as follows. First, we can find that the frame rate is the reciprocal of T 6c minus T 3c , where T 6c and T 3c are timestamps of F 6c and F 3c respectively. Then, frame distortion is calculated by the average of MSE of each frame. For example, the MSE difference of F 1 is computed by comparing F 1c and F 1s .
C. Trace Summary
Table I summarizes the frame-based metrics of the three thin-client systems, LogMeIn, TeamViewer and UltraVNC. The results show that LogMeIn provides a higher display frame rate and lower frame distortion. We present the cumulative distribution function (CDF) of frame-based metrics in Figure 4 . Notably, the figure shows that the graphical quality of the three thin-client systems significantly differ from each other.
We also discover that frame-based metrics are highly related to a player's performance. Figure 5 shows the relationship between frame-based metrics and the game play scores, where a lowess curve [11] as well as its 95% confidence band are provided to emphasize the correlation of the two variables. From the figure, we see that the frame-based metrics significantly impact a player's score, e.g., the players' scores tend to decrease when the frame rate lowers or frame distortion (MSE) increases. 
IV. PERFORMANCE EVALUATION
In this section, we first propose a frame-based QoE model to derive a user's score by frame-based metrics, and then determine which frame-based metrics have a greater influence on users' performance. We then use a frame rate prediction model to examine what network factors significantly impact thin-client systems. Finally, we use a network-based QoE model to evaluate the three thin-client systems.
A. Modeling QoE with Frame-based Metrics
So far we have demonstrated how a player's score is highly related to the frame-based metrics in Section III-C. Accordingly, we develop a frame-based QoE model based on the frame-based metrics to determine users' performance. Using an ordinal linear regression approach, our frame-based QoE model predicts a user's score by
where fd denotes frame distortion, and fr denotes display frame rate. The coefficients of the parameters are listed in Table II . To evaluate the model's adequacy, we show both the actual and the predicted scores in Figure 6 . The line on the graph shows that the predicted scores generally match the actual scores. The R 2 value of the regression model is 0.72, which indicates that the model fits the original data reasonably well.
Having obtained the frame-based QoE model, we can use it to evaluate the relative importance of the two frame-based metrics. Here we quantify the importance of each framebased metric by comparing the degree of QoE decrease due to degradation of the metric. For example, if the degradation of display frame rate causes more QoE decrease than that of frame distortion, we consider that the display frame rate is more influential on QoE (i.e., users' performance) than frame distortion. We compute the degree of QoE decrease as the difference between the optimal user score and the predicted user score based on the frame-based QoE model. For example, to evaluate the influence of display frame rate, we observe how users' score decreases when the display frame rate gradually degrades from "perfect" to a low magnitude, while keeping the frame distortion parameter 'perfect." Figure 7 displays the QoE degradation, i.e., the decrease in predicted user scores, due to each frame-based metric. The figure shows that the frame rate has a greater influence on users' performance than frame degradation, and therefore we consider it a relatively important factor influencing users' performance during thin-client gaming.
B. Modeling with Network Metrics
After determining the importance of the display frame rate on users' performance, we use this measure to help determine how network QoS factors impact the quality of thin-client gaming. Taking the display frame rate as the representative of the performance of thin-client systems, we consider three network factors: network delay, network loss rate and network bandwidth. Figure 8 depicts the display frame rate of the thin-client systems under these network conditions. The figure shows that both network delay and network bandwidth have greater influence on the display frame rate in LogMeIn and UltraVNC. If network delay lengthens or bandwidth lowers, display frame rates deteriorate sharply. In order to quantify the effect of network conditions on thin-client systems, we propose a frame rate prediction model. Here, the model uses the display frame rate to measure the performance of thin-client systems. Thus, our frame rate prediction model computes the display frame rate by
where app1, app2 denote the three kinds of thin-client systems; dl, dt, du are the network delays of LogMeIn, TeamViewer, and UltraVNC, respectively; ll, lt, lu are the network loss rates of LogMeIn, TeamViewer, and UltraVNC, respectively; and bl, bt, bu are the network bandwidths of LogMeIn, TeamViewer, and UltraVNC, respectively. For representing three thin-client systems by two dummy variables (app1, app2), we use (1, 0) to stand for LogMeIn, (0, 1) to stand for TeamViewer, and (0, 0) to stand for UltraVNC. The coefficients are listed in Table III. Here, the R 2 value of the regression model is as high as 0.85, which indicates that the model has high predictability. Therefore, we conclude that our frame rate prediction model can credibly predict the performance of different thin-client systems under different network conditions. The p-value of dl, du shows that the delay of both LogMeIn and UltraVNC greatly influences users' performance. Furthermore, the pvalue of bl, bu shows that the bandwidth of both LogMeIn and UltraVNC also influences users' performance. Therefore, we can conclude that both network delay and network bandwidth are important network factors that affect the performance of thin-client systems.
C. Comparison of Thin-Client Systems
To determine which thin-client systems can provide better performance in gaming applications, we use a user's score as a benchmark. First, we extend the frame rate prediction model in Section IV-B and create a network-based QoE model to predict a user's score. The model predicts a user's score by the given three network factors in the three thin-client systems. The coefficients are listed in TableIV. Again, the R 2 value of the regression model is as high as 0.81, which indicates that the model is highly credible in predicting a user's score within different thin-client systems under different network conditions. After determining the model's predictability, we compare user scores of three thin-client systems to decide which systems can provide the best QoE. Figure 9 provides a summary of results, divided into delay-bandwidth, loss-bandwidth and loss-delay, under each network condition. In each part of Figure 9 , the third network factor is considered as a perfect setting: 0 ms for network delay, 0% for loss rate and unlimited for network bandwidth. Each section represents the best performance among the three thin-client systems, and each thinclient system has better performance within a range of network conditions. For example, the figure notes that LogMeIn can provide better performance for users when network delay is below 250 ms, loss rate is below 25%, and bandwidth is below 6000 Kbps. We also use empirical network conditions to predict the performance of the three systems. We use 300 records collected by the PingER project [4] , an Internet end-to-end performance measurement project that monitors network conditions of Internet links. The main mechanism of this project is ping, the Internet Control Message Protocol (ICMP) echo mechanism, which is used to measure the round-trip time and packet loss of a link. From these ping measurements, this project makes use of the method [19] to derive TCP throughput, which we adopt as available bandwidth in our empirical network conditions. These results are also summarized in Figure 9 . We use the • symbol to represent empirical records. The figure shows that most records are under the LogMeIn sections. Therefore, we can conclude that LogMeIn can ensure good performance in gaming applications under empirical network conditions.
V. CONCLUSION AND FUTURE WORK
In this paper, we have proposed a methodology for quantifying the performance of thin-clients on gaming, and pre- Network delay (ms) Fig. 9 . The thin-clients which provide the best QoE (in terms of game play score) in different network conditions sented a case study on three popular thin-clients, LogMeIn, TeamViewer, and UltraVNC. We show that the display frame rate and frame distortion of the client are both critical to gaming performance. Also, we find that different thin-client implementations may have very different levels of robustness against network impairments. While different implementations may excel in different network situations, LogMeIn in general performs the best among the three systems we studied.
In the future, we plan to further extend our methodology to incorporate more thin-clients into our evaluation framework. Meanwhile, we will make the methodology generalizable to all genres of games in order to understand how thin clients should be designed for providing satisfactory gaming experience regardless of game genres.
