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Abstract
Deep learning training accesses vast amounts of data at high velocity, posing
bandwidth challenges for datasets retrieved over commodity networks and storage
devices. A common approach to reduce bandwidth involves resizing or compressing
data prior to training. We introduce a way to dynamically reduce the overhead of
fetching and transporting data with a method we term Progressive Compressed
Records (PCRs). PCRs deviate from previous storage formats by combining
progressive compression with an efficient on-disk layout to view a single dataset at
multiple qualities—all without adding to the total dataset size. We implement PCRs
and evaluate them on a range of datasets: ImageNet, HAM10000, Stanford Cars,
and CelebA-HQ. Our results show that: (i) the amount of compression a dataset
can tolerate depends on the training task, (ii) PCRs enable tasks to readily access
appropriate levels of compression at runtime—resulting in a 2× speedup in training
time on average over baseline formats, and (iii) the appropriate compression level
for a task can be selected at runtime.
1 Introduction
Deep learning training consists of three key components: the data loading pipeline (storage), training
computation (compute), and, in the case of parallel or distributed training, variable synchronization
(network). A plethora of work has investigated scaling deep learning from a compute- or network-
bound perspective [1, 2, 11, 12, 14, 36, 50, 52, 86, 89, 99, 101]. However, little attention has been
paid to scaling the storage layer, where training starts and training data is sourced.
Current hardware trends point to an increasing divide between compute and the rest of the hardware
stack, including network or storage bandwidth [45, 48, 50] and main memory [46, 93]. Indeed, the
amount of compute available to machine learning has increased by more than 300, 000× in the last
decade [65], mirroring growth in dataset sizes [57, 73]. These trends suggest that, while compute may
be sufficient moving forward, the mechanisms for moving data to the compute may not [32, 102].
To reduce bandwidth, a common approach is to use techniques such as compression [68, 77] or
resizing [41, 68] to reduce the size (in bytes) of training data, allowing data to be transmitted more
efficiently. However, as we demonstrate in Section 4, different training tasks—a product of the dataset,
model(s), and objective—can tolerate different compression levels, and it is non-trivial to determine
the appropriate levels a priori. Prior work addresses this variability by creating multiple copies of the
dataset at various levels of compression, a technique that incurs significant storage and computational
costs. For example, such an approach is natural for tasks such as hyperparameter tuning [31], neural
architecture search [8, 92], or curriculum learning [41], which consider faster, but lower quality
models along with higher quality ones. However, even for a fixed training task, the ratio of compute to
storage in the underlying system may fluctuate over time (e.g., cross-datacenter training, multi-tenant
cloud computing [70]), reducing the effectiveness of statically chosen compression parameters.
In this work, we propose a novel storage format called Progressive Compressed Records (PCRs) as
a way to reduce the bandwidth cost associated with training over massive datasets. Our approach
leverages a compression technique that decomposes each data item into deltas, each of which
increases data quality. PCRs use deltas to dynamically access entire datasets at a quality suitable
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for each task’s needs, while avoiding duplicating the dataset (potentially many times) at various
quality levels. Training tasks can then control the trade-off between dataset size and quality, and a
careful layout of deltas ensures that data access is efficient at the storage level. Switching between
data qualities is lightweight, enabling adaptation to changing runtime conditions. Using PCRs for a
variety of common deep learning models and datasets, we find that bandwidth (and therefore training
time) can be easily reduced by 2× on average relative to simple JPEG compression without affecting
model accuracy. Further, the in-memory representation can be reduced by 10×, allowing for a larger
fraction of the dataset to be cached in memory. Overall, we make the following contributions:
1. In experiments with multiple architectures and large-scale image datasets, we show that deep
neural network training is robust to data compression in terms of test accuracy and training
loss—though the amount of compression that can be tolerated varies across learning tasks. To the
best of our knowledge, this is the first time a large-scale study has been conducted to analyze the
effect of data compression on training deep neural networks.
2. We introduce Progressive Compressed Records (PCRs), a novel storage format for training data.
PCRs combine progressive compression and careful data placement to enable tasks to dynamically
choose the quality of the data they consume—thus reducing bandwidth without duplicating data.
3. We demonstrate that, by using PCRs, training speed can be improved by 2× on average over
standard formats. This is achieved by selecting a lower data quality, which, in turn, reduces
the amount of data read without significantly impairing model performance. We note that these
speedups are particularly surprising given that the ‘raw’ images we use are in fact already
moderately compressed; speedups are thus likely to be even larger for uncompressed datasets.
4. Finally, we introduce methodology for choosing the particular data quality necessary for a task,
as well as a tuning heuristic that can be applied automatically. Using PCRs, our method can
dynamically switch between multiple data qualities within a training job without loss of accuracy.
2 Background
Advances in scalable training methods, software, and compute (e.g., accelerators) suggest that the
time spent on training computation is decreasing relative to the time spent accessing data [45, 48, 50].
Data bandwidth is therefore an increasingly important bottleneck to consider for modern machine
learning pipelines. Two complementary concepts make up the process of storing data: the data layout,
which helps to utilize the bandwidth of the underlying storage system, and the data representation,
which can increase bandwidth by reducing the amount of data transferred. In this work, we develop a
novel, flexible and efficient storage format, PCRs, by combining a data representation (progressive
compression) with an efficient data layout. Our work serves to lower three fundamental storage costs:
storage capacity, storage operations (IOPS), and storage (and network) bandwidth. Thus, while we
discuss our work and background material (below) in the context of hard disk drives in a cluster, it is
equally applicable to other settings (e.g., SSDs, filesystems, object stores in the cloud [18, 19, 23]).
Figure 1: An illustration of data formats on a
HDD (note: other storage media, e.g., SSDs, have
the same space/bandwidth/locality considerations).
File-per-Image formats have highly random read
behavior. Record layouts have sequential behavior
for a specific data quality, but random access be-
havior across data qualities. PCRs (§3) maintain
the sequential behavior of record layouts across
qualities, without space overhead.
Record Layouts. Learning from data requires
sampling points from a training set. In the con-
text of image data, perhaps the simplest way
to access data is with a File-per-Image layout,
such as PyTorch’s ImageFolder, which can cause
small, random accesses that are detrimental to
performance. Record layouts, such as Tensor-
Flow’s TFRecords [76] or MXNet’s ImageRe-
cord [68] attempt to alleviate this problem by
batching data together into records. Record lay-
outs increase performance (i.e., read rate) by
exploiting locality (Figure 1). Each record is
read into memory, where it may be shuffled with
other records and broken into minibatches by
the data loader. While Record layouts improve
over File-per-Image layouts, they are designed
to store data at a specific quality level, thus re-
quiring multiple copies of each dataset of differ-
ent quality in order to realize efficient training
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across tasks. In this work, our aim is to combine the efficiency of Record layouts with dynamic
compression schemes (described below) to offer quick, easy access to data at multiple quality levels.
Image Compression. Compressed forms are commonly used to represent training data. JPEG [84]
is one of the most popular formats for image compression and is used ubiquitously in machine
learning [15, 20, 51, 69]. Most compression formats (including JPEG) require the compression level
to be set at encoding time, which often results in choosing this parameter in an application-agnostic
manner. However, as we show in Section 4, it is difficult to set the compression level for machine
learning pipelines without over- or under-compressing, as the appropriate level may vary significantly
across training tasks. Current approaches resort to storing multiple copies of the dataset at different
compression levels, particularly for applications using multiple data qualities within a single training
task [41]. This is infeasible for larger datasets. For example, duplicating a 2GB dataset at 9 resolutions
can amplify the dataset size by 1.5−40× and require hours of extra processing time (§A.4).
In Figure 2, we provide an illustration of the JPEG algorithm. First, an image is split into blocks of
size 8× 8, which is then converted into the frequency domain. The low frequencies (top left of the
matrix) store the bulk of the perceptually relevant content in the image. Quantization, which discards
information from the block and results in compression, is used to diminish the high frequency values,
compressing the data. Sequential formats serialize the image’s blocks from left to right, top to bottom.
Decoding the data is simply a matter of inverting this process.
(a) Scan 1 (b) Scan 3 (c) Scan 10
Figure 2: Top: JPEG carves an image
into blocks, which are then converted
into frequencies, quantized, and serial-
ized. Progressive compression writes out
a prefix of important coefficients from
each block before re-visiting the block.
Bottom: Higher scans (a→c) have in-
creased quality from more frequencies.
Progressive Image Compression. Progressive compres-
sion is an alternative to standard image compression,
which—combined with an additional rearrangement of
data (Section 3)—forms the basis of the idea behind PCRs.
Progressive formats allow data to be read at varying de-
grees of compression without duplication. As an example,
over slow internet connections, these formats allow images
to be decoded dynamically as they are transmitted over
the network. With the sequential case, data is ordered by
blocks, and thus partially reading the data results in “holes”
in the image for unread blocks [84]. Dynamic compres-
sion schemes interleave information (deltas) from each
block, allowing all blocks (and thus the entire image) to
be approximated without reading the entire byte stream.
As progressive formats are simply a different traversal of
the set of quantization matrices, they contain the same
information as sequential JPEG [37] and are actually of-
ten smaller in practice. As we depict in Figure 2, while
non-progressive formats serialize the image matrix in one
pass, progressive formats serialize the matrix in disjoint
groups of deltas which are called scans. Scans are ordered
by importance (e.g., the first few scans improve quality
more than subsequent scans). Thus, any references to im-
ages generated from scan n will implicitly assume that the
image decoder had access to prior scans. Progressive format exists not only for images, but also for
modalities such as audio [60] and video [71].
3 Progressive Compressed Records
In this section, we develop a novel storage format termed Progressive Compressed Records (PCRs)
to flexibly and efficiently reduce data bandwidth for machine learning training. We specifically
explore PCRs for training deep neural networks with image data, but note that the ideas behind PCRs
could be readily extended to other modalities (e.g., audio [60] or video [71]), and other compression
strategies (e.g., cropping [72] or interlaced PNG). PCRs define a data layout that ensures bandwidth
is fully utilized, and a data representation that permits accessing data at multiple levels of quality with
minimal overhead. To allow tasks to dynamically control the data compression level, we introduce
the concept of scan groups in Section 3.1. Scan groups use progressive compression to decompose
data into deltas, which are rearranged to facilitate reduced, yet sequential data access. In Section 3.2,
we discuss how PCRs are implemented, covering both creation (encoding) and access (decoding). As
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we demonstrate in Section 4, these processing schemes are fast enough to feasibly trade storage for
compute, and PCRs themselves can be implemented with relatively little code.
3.1 Scan Groups
PCRs are optimized to allow the entire training dataset to be read at a given quality. To achieve
this, data is rearranged into scan groups, i.e., collections of deltas of the same quality that are stored
together on the storage medium. To dynamically increase the quality of data read and decoded, a
task then merely needs to read subsequent scan groups until the desired level of quality is reached.
PCRs differ from other formats (e.g., TFRecord, RecordIO) because PCRs allow these lower quality
versions of each record to be accessed efficiently (without space/throughput tradeoffs). This efficiency
is achieved by using progressive compression and changing the order that data is stored and accessed.
There is no space overhead for PCR conversion as the number of bytes occupied by all formats is
within 5%. Since PCRs allow a lower quality version of the entire dataset to be accessed efficiently,
they can drop the effective size and utilized bandwidth of a record by a factor of 2–10×.
Figure 3: PCRs encode label metadata
followed by all scan groups. Accessing
the dataset at lower quality requires read-
ing up to a given scan group. Reading
all scan groups returns the full quality
data, and is equivalent in bytes to the
conventional JPEG format.
Figure 3 depicts the PCR format as it is organized on
the storage medium. First, PCRs begin with metadata
that describe each sample in the dataset, such as labels
or bounding boxes. In practice, this metadata is small in
size (e.g., a bit per label in binary classification). The
metadata is followed by scan groups, each consisting of all
image scans for the same quality. For example, the scan
1 representation of the shark in Figure 2 can be retrieved
by reading its data from scan group 1. Likewise, the scan
3 representation will be available once the records up to
scan group 3 are read, and the reconstructed representation
will be of higher quality than that of scan 1. As scan groups consist of scans of the same quality,
every image contained in a record of the same group offset is available at the same quality. Users of
PCRs can read data at a given quality by simply reading the on-disk byte stream from the start of
the PCR to the end of the corresponding scan group. This way of dynamically selecting data quality
allows for bandwidth savings without re-encoding the data. The key insight behind PCRs is that, for
storage or network I/O bound workloads, training tasks can be sped up by reducing the quality of data
(and, thus, the amount of data read) to match the available I/O bandwidth. We defer interested readers
to Appendix A.2 for a more formal discussion of these speedups in the context of queueing theory.
3.2 Implementation
There are three fundamental components in the PCR implementation: the encoder, the decoder, and
the data loader. The encoder transforms a set of JPEG files into a directory, which contains: a database
for PCR metadata, and at least one .pcr file. The decoder takes the directory as input and yields a set
of JPEG images, efficiently inverting a subset of the encoding. The dataset is split into many records,
and, thus, the training process is reading tens to hundreds of .pcr files per epoch. The data loader is
where the PCR decoding library interfaces with the inputs provided to deep learning libraries (e.g.,
TensorFlow [1], MXNet [7], PyTorch [63]). Below, we describe each of these components in detail.
Encoding. Given a set of images, the PCR encoder breaks images into scans, group scans into scan
groups, and sorts scan groups by quality. Once groups are sorted, the PCR encoder can serialize
groups while taking note of their offsets (so that subsets may later be decoded). The metadata (e.g.,
labels) is prepended to the serialized representation, and the resulting byte stream is written to disk.
Our implementation uses JPEGTRAN [38] to losslessly transform JPEG images into progressive JPEG
images. With the default settings, each JPEG is broken up into 10 scans. The encoder scans the
binary representation of the progressive JPEG files, searching for the markers that designate the
end of a scan group. The encoder thus has access to all 10 offsets within the JPEG files that can be
used to determine the boundaries between scan regions. Forming scan groups requires grouping the
scan regions with the same quality together, which can be done in one pass over the set of images
corresponding to that PCR. An index must be created for ungrouping the the scans during decoding;
however, serialization libraries, such as Protobuf [66], handle both the packing and unpacking steps
transparently. As shown in Appendix A.4, any record format conversion can be expensive; PCRs
benefit from requiring only a single conversion for multiple tasks.
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Decoding. To decode a PCR file, the file’s scan group offsets have to be located in the PCR metadata.
The offsets allow a partial read of the file, i.e., only the bytes of the desired scan group are read.
JPEG decoding requires serializing the image deltas of individual scan groups. We terminate the
byte stream with an End-of-Image (EOI) JPEG token, which allows most JPEG decoders to render
the image with the available subset of scans. We observe a 40-50% CPU overhead when decoding
progressive images (Appendix A.5), a favorable trade-off on storage bound workloads.
Loader. We have implemented PCR loaders using the DALI [61] ExternalSource operator, as well
as a C++ version compatible with tf.data [75]. SQLite and RocksDB are supported backing databases,
and we support embedding images in Protobufs or in raw byte form. Microbenchmarks (§A.5)
show that baseline and progressive JPEG are storage bandwidth-bound, and scan 1 throughput (in
images/sec) is 7× higher than full quality images. Our implementation is within 15% of TFRecords
and similarly uses a pipeline abstraction to pass operations to threads. Our evaluation numbers ignore
caching effects to highlight bandwidth usage. Baseline and full-quality progressive records perform
the same, since the difference in image size is negligible, so these terms are used interchangeably.
4 Experiments
We evaluate the flexibility and efficiency of PCRs using a suite of large-scale image datasets. We
begin by describing our experimental setup (§4.1), and present an end-to-end evaluation of PCRs
(§4.2) demonstrating their ability to reduce training time. We show that dynamic compression is
crucial because the appropriate level of compression varies across models and training tasks (§4.3).
We explore metrics that can be used to explain the effectiveness of compression on a training task
(§4.4), introduce autotuning heuristics for dynamic training (§4.5), and trace the speedups achieved
by PCRs in terms of training time (§4.6). We have submitted an anonymized copy of our code, and
plan to release it as open source.
4.1 Evaluation Setup
Our evaluation uses the ImageNet ILSVRC [15, 69], CelebA-HQ [41], HAM10000 [79], and Stanford
Cars [42] datasets. We aimed to select datasets that vary in terms of the image resolution, number
of examples, number of classes, and image/scene type. Several of the datasets are in fact already
compressed before progressive compression is applied, with a JPEG quality level varying from 75%
(CelebAHQ) to 100% (HAM10000) (§A.4). Experiments use resizing, crop, and horizontal-flip
augmentations, as is standard for ImageNet training. For examples of scan groups see Appendix A.8.
Training Regime. We use pretrained ImageNet weights for HAM10000 and Cars due to the limited
amount of training data. We use standard ImageNet training, starting the learning rate at 0.1 (with
gradual warmup [24]), dropping it on epochs 30 and 60 by 10×. After augmentations, all inputs
are of size 224 × 224; thus, a model’s update rates are the same across datasets. The pretrained
experiments (HAM10000 and Cars) start at a learning rate of 0.01 to avoid changing the initialization
too aggressively. We use mixed-precision training [59] as it results in an additional 10% images per
second (§A.5). We use ResNet-18 [30] and ShuffleNetv2 [56] architectures for our experiments with
a batch size of 128 per worker. We run each experiment at least 3 times to obtain confidence intervals.
We sample test accuracy every 15 epochs for non-ImageNet datasets. Our evaluation focuses on
the differences obtained by reading various amounts of scan groups. We consider reading all the
data (up to scan group 10) to be the baseline, as we found this to be equivalent to using the original
JPEG format. As compression was already applied on these datasets, our results are conservative
(i.e., only improving on already compressed data). All scan groups within a dataset were run for the
same number of epochs (90 for ImageNet, 150 for HAM10k, 250 for Cars, and 90 for CelebAHQ).
System Setup. Our experiments were run on a 16-node Ceph [88] cluster with NVIDIA TitanX
GPUs and 4TB 7200RPM Seagate ST4000NM0023 HDD (See §A.3). We use six Ceph nodes: five
dedicated Object Storage Device (OSD) nodes, and one Metadata Server (MDS). The remaining 10
nodes are machine learning training workers. This 2:1 ratio between compute and storage nodes
results in 400+ MiB/s of storage bandwidth. Ceph is a common production-grade open-source
filesystem, but our results would generalize to any setup with a mismatch between compute power
and data bandwidth. State of the art compute is 150× faster than our own setup on a more expensive
model (ResNet-50) [97], thus we expect storage bandwidth issues to be a problem (in terms of
hardware budget or time-to-accuracy) even with faster storage setups.
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(d) CelebAHQ ShuffleNet
Figure 4: Top-1 test performance with ResNet and ShuffleNet. ShuffleNet is faster to train and thus
highlights a bigger improvement. Adding more compute would make ResNet similarly bandwidth
bound. Time is the x-axis (seconds) and is relative to first epoch. 95% confidence intervals are shown.
4.2 Reducing Time to Accuracy via Compression
Observation 1: Training time can be reduced by up to 2× using data compression. PCRs capitalize
on this by dynamically reducing training data size, all without adding space overhead.
We begin our empirical study by exploring the effect of data compression on training time and
training loss/test accuracy. We provide time-to-accuracy results for ResNet-18 and ShuffleNetv2
training on ImageNet and CelebAHQ (Figure 4), HAM (Figure 5), and Cars (Figure 6). For training
loss results see §A.7. Across these experiments, we find that PCRs can provide a 2× boost on
average in time-to-accuracy compared to the baseline, by dynamically providing data at a higher
level of compression. We make several observations about these results. First, we note that we
tend to see larger speedups for smaller, I/O bound models (e.g. ShuffleNet), than for bigger models
(e.g., ResNet). Indeed, the current speedups may in fact become significantly larger with faster
compute [e.g., 44, 45, 97]. Second, while time-to-accuracy is reduced as we move to lower scan
groups, there is a statistical efficiency cost. Namely, models trained on scans 1 and 2 may not always
converge to an acceptable solution, as shown for ImageNet (Figure 4). Certain tasks like CelebAHQ,
however, can tolerate this quality loss, either due to consisting of less compressed images or due to
the training task being less dependent on high-frequency image features. These results suggest that,
while compression saves bandwidth and offers a potential speedup, the ideal amount of compression
depends on two factors: (i) the speed of the model and the underlying compute infrastructure, and (ii)
the structure of the task and the images in the dataset. We explore these factors in more detail below.
4.3 Task Tolerance to Data Quality: Dynamic Compression Across Tasks
Observation 2: Different models can tolerate different levels of data quality.
Given a fixed dataset, we show that there is variation in the data quality/compression level that
different models can tolerate for training. This motivates an important use-case of PCRs, as the
format allows data to be stored once but then accessed at multiple compression levels while models
are tuned or various models are applied to the problem at hand. In Figure 5, both ResNet and
ShuffleNet are trained with the HAM10000 dataset. While ResNet consistently tolerates low quality
images, ShuffleNet training tends to degrade with low quality training data. ShuffleNet reaches its
best accuracy at scan 5, but our other results suggest that lowering image quality is associated with
lower accuracy for the same epoch in nearly all cases (§A.7). This suggests that different models
will experience different speedups for similar accuracy levels, depending on their sensitivity toward
fine-grained features unavailable in low quality data.
Observation 3: Different tasks, e.g., multi-class classification vs. binary classification, can tolerate
different levels of data quality. The same PCR dataset can service these different tasks.
The difficulty of a task, or training objective of interest, also affects the amount of compression that
can be tolerated. Harder tasks, e.g., multi-class classification with a large number of classes, require
higher quality data. We validate this empirically in Figure 6 (and additional evidence is provided in
§A.7). This experiment reduces the number of classes for the classification task, demonstrating that
lower scan groups can be used for easier tasks. The full range of classes is used for Baseline (i.e.,
Car Make, Model, Year), only “Car Make” is used for Make-Only (§A.7), and a binary classification
task of Corvette detection is used for Is-Corvette. Compared to the original task, the coarse tasks
reduce the gap between scan groups. These results suggest that the the optimal image encoding can
be dependent on the the exact labeling. Thus, while static approaches may need one encoding per
task, a fixed PCR encoding can support multiple tasks at optimal quality by simply changing the scan
group depending on how the labels are remapped.
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(b) HAM10000 ShuffleNet
Figure 5: Test accuracy on HAM10000. While
ResNet is unaffected by additional compression,
ShuffleNet requires higher quality data (at least
scan group 5) for higher accuracy. Time is relative
to first epoch. 95% confidence intervals are shown.
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(a) Original Multiclass
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(b) Binary Is-Corvette
Figure 6: Test accuracy with ResNet-18 on the
Stanford Cars dataset and a binary variant. The
gap between scan groups closes as the task is
made more simple. Time in x-axis is relative to
first epoch. 95% confidence intervals are shown.
4.4 Estimating Appropriate Levels of Compression
Observation 4: MSSIM image similarity is a reliable estimator of the accuracy loss between scan
groups, and can be used to determine appropriate levels of compression for training with PCRs.
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Figure 7: MSSIM vs. accuracy for the Cars
dataset (with/without cropping) using Shufflenet.
Left: There is a linear relationship between
MSSIM and the final test accuracy. Right: Scan
groups (crop) cluster by MSSIM and accuracy.
To better explain the effectiveness of compression,
we compare how various scans approximate the
reference image through MSSIM [85], a standard
measure of image similarity (Appendix §A.4). We
find a correlation between MSSIM and final test
accuracy, especially when comparing scan groups
within a task. Our preliminary tests show that
scan groups with similar MSSIM achieve similar
accuracy (Figure 7), which is why only groups
1, 2, 5, and the baseline are shown. Due to the
way progressive JPEG is coded by default, groups
tend to cluster, e.g., scans 2, 3, and 4 are usually
similar, while 5 introduces a difference. Scan
groups of 5 or higher have an MSSIM of 95%+,
which is likely why they consistently perform well.
MSSIM can therefore be used as a diagnostic for choosing scans, although we acknowledge that
changes in perception are hard to predict for large deviations (MSSIM < 95%). For some datasets,
linear regression on MSSIM recovers final test accuracy (Figure 7) even with different augmentations.
Test accuracy per epoch degrades with worse image quality across our experiments (§A.7), further
highlighting that time-to-accuracy speedups are caused primarily by bandwidth reduction (rather than
e.g., a form of regularization induced by lower scans).
4.5 Autotuning Compression Level
Observation 5: It is possible to automatically determine an appropriate level of compression at
runtime by dynamically accessing various data qualities via PCRs.
(a) ResNet (b) ShuffleNet
Figure 8: Adaptive tuning on HAM10000 for the
same number of epochs. Epochs for each trial are
marked, causing some overlap. Training speeds
up towards the end when scan groups shift down.
In cases where training resolution is not structured
into learning [41] (§A.4) or image quality heuristic
prove too costly to tune (§4.4), automatic tuning
of the scan hyperparameter may be desirable. This
is intuitively possible as examining training loss
vs. epoch (§A.7) quickly shows when a scan group
will not match the baseline. Thus, using loss, one
can determine if a scan group is unfavorable, and
roll-back any updates caused by training over that
scan group. See Appendix A.6 for discussion.
We expand this observation into a tuning heuristic
by separating the training phase into disjoint train-
ing and tuning phases. Training starts at a full image quality and proceeds until learning is detected to
plateau, which initiates the tuning phase. During the tuning phase, the current model is checkpointed
and we query and compare the subsequent training loss obtained by using various scan groups for a
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few iterations of training. We show results on HAM10000 in Figure 8, and highlight that even with a
simple strategy, the dynamic approach is able to achieve the same accuracy and is more efficient than
using all scans.
4.6 Image Loading Rates
Observation 6: Image loading rates are directly linked to the compression ratio, i.e., a compression
ratio of 2× results in a 2× speedup.
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Figure 9: Training rates for ResNet and Shuf-
fleNet. More scans reduce the rate of images/sec-
ond. From RAM, ResNet and ShuffleNet can
process 4240/7180 images/second, respectively.
Finally, we validate why lower compression levels
yield faster training by observing image loading
rates. Loading rates for training are shown in
Figure 9. Using more scans slows down train-
ing significantly, as seen in image rates. Training
slowdowns manifest as latency spikes from a data
stall (§A.1), causing rates to fluctuate consider-
ably. Informally, we can perform twice as many
read operations if we decrease the data read by
each operation by 2× (§A.2). The speedup can
be calculated through the average PCR size (Ap-
pendix §A.4). Since ShuffleNetv2 is capable of a higher maximum training rate than ResNet-18,
it achieves higher speedups. As HAM10000 has the largest images, it is the most bottlenecked by
image loading bandwidth—scan 5 is 2.9× smaller than scan 10. For CelebAHQ, scan 2 is roughly
the same size as scan 5; as expected, image rates are very similar. As the number of scans is reduced,
image rates approach in memory rates. These results indicate that systems with large images, efficient
models, and fast compute would be the biggest benefactors of PCRs.
5 Related Work
Training Over Large Datasets. Numerous works have focused on methods for training with large
datasets to decrease training time [24, 35, 44, 45, 95, 97, 98]. This line of work typically keeps
data in memory, avoiding storage problems altogether. Other lines of work attempt to optimize the
internals of I/O systems for deep learning tasks [67], or allow efficient cache usage [43]. PCRs are
independent of storage system internals, and can reduce cache pressure since a subset of the data
is used for training. Production systems [6] have used custom Protobuf parsers to get speedups for
simple models; these techniques are complementary to ours.
Dataset Reduction Techniques. Larger datasets also have spawned interest in dataset reduction
techniques that aim to reduce training samples while maintaining model accuracy [5, 13, 21, 39,
40, 49, 58, 91]. In this work, our aim differs in that we wish to reduce data size by modifying
data representation and layout. Dataset echoing [10] utilizes data pipeline reuse to overcome speed
discrepancies with accelerators consuming the data, an approach complementary to PCRs.
Compression. To avoid costly transmission/storage of large models, numerous works have considered
techniques for compressing model parameters [3, 9, 16, 26–28, 34, 94] or network traffic [2, 50, 52,
86, 89, 99]. Our work focuses on exploiting the compression tolerance. Reinforcement learning
has been used to choose JPEG parameters for cloud inference [47]; other work has hand-designed
JPEG encodings for training [55]. PCRs focus on training, but they can be used for inference and
extended with alternative encodings. Other work modifies models to directly train on compressed
representations [22, 25, 78, 80]. We do not focus on computation or make modifications to the models.
Previous work has investigated how image degradation affects inference [17, 64, 82, 100], while we
focus on training.
6 Conclusion
We introduce a novel storage format, Progressive Compressed Records (PCRs), to reduce the band-
width cost of training over large datasets. PCRs use progressive compression to split training data
into multiple examples of increasingly higher quality. PCRs avoid duplicating space, are easy to
implement, and can be applied to a broad range of tasks dynamically. PCRs provide applications with
the ability to trade off data quality with storage and network demands, allowing the same model to be
trained with 2× less bandwidth while retaining model accuracy. While we apply PCRs specifically to
images with JPEG compression, we note that the format is general enough to handle various data
modalities and compression techniques, which would be an interesting direction of future work.
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A Appendix
A.1 Data Pipelines
Data Pipeline Overview. A model of the training pipeline, including both the compute unit and data
pipeline, is shown in Figure 10. The compute unit (red) calculates model updates over multiple data
points, called a minibatch. This data is served by the data pipeline (blue) in units of records. There
are often multiple minibatches contained within a record (accessed via record splitting), and records
can be shuffled in memory to further randomize minibatches. However, while record splitting and
randomization are important to model convergence, their use does not change the compute time per
data item once GPUs are already saturated, and thus, we can simply abstract the computation to
operate over records directly.
Both compute and data portions of the training pipeline operate as fast as they can; however, the
compute unit needs to wait for data. The loader operates as a closed system, starting the next piece
of work after the last is finished. Each finished piece of work is placed in a queue to be used
first-come-first-serve by the compute unit. The compute unit operates as an open system, waiting
for work to be assigned to it by the data loader. There is a dependency between the data pipeline’s
output and the parameter update input, and thus, the data pipeline may block the compute unit, which
we call a data stall. If the data loader cannot prefetch data before the current update is finished,
there is no work for the accelerator to work on, and thus, the parameter updates will start in lockstep
with the data fetches. Although this is a simple model of the training computation (e.g., ignoring
multithreading), it captures the essence of training behavior when data bandwidth is altered.
Figure 10: A data pipeline feeds the
model with future data in parallel to
model updates for the current data. The
entire system can be modeled as two
components (i.e., data loader and com-
pute) operating in sequence (i.e., data
loader → compute). As models get
faster at computing their minibatch up-
dates, the amount of time available to
fetch data will decrease, and eventually
cause data stalls, or periods of time
solely spent waiting on fetching data
Relating Data Stalls and Data Bandwidth. The datasets
we evaluated show that data loading can slow down the
training process by causing data stalls. To highlight these
slowdowns, and the improvements PCRs achieve by not
using all scan groups, we present the loading time of data
for a ResNet18 ImageNet run in Figure 11. We obtain
similar results for the other datasets. The baseline of using
all scan group results in high periodic loading stalls, where
the prefetching queue was drained. Upon blocking, training
cannot proceed until the worker threads obtain a full batch
of data. Periods of (mostly) no stalls are caused by both
threads pre-fetching the data and single records servicing
multiple minibatches. Using fewer scan groups reduces
the amount of data read, which results in lower magnitude
stalls. We observe these stalls with both DALI and PyTorch
loaders. The periods of progress and stalls average out to
a throughput (e.g., images per second) over a long period
of time, a subject we analyze in Appendix A.2.
A.2 Throughput Analysis
40 45 50 55 60 65
Iteration
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
Da
ta
 L
oa
d 
Ti
m
e 
(s
)
Scan Group
Group_1
Group_2
Group_5
Baseline
Figure 11: Data loading stalls are
periodic and followed by extents of
prefetched data. Lower scan groups re-
duce stall time.
As depicted in the bottom of Figure 10, the data pipeline
can be modeled as continuously fetching items sequentially.
We can model such a closed system with queueing theory
and show that, as one would intuitively expect, lower scan
groups increase data throughput (i.e., the rate of data items
loaded per unit time). First, we show the relationship be-
tween time to do a read and bytes read, then we generalize
this relationship to the stochastic setting by mapping the
mean time to expected throughput. Critically, we can com-
pute the expected behavior of the system with a few key
parameters; notably we only require to know the mean data
size and not the shape of the distribution. Our analysis
is complicated by variable compression rates and image
dimensions, which cause each data item may be a different
14
size. As shown in Figure 12, a typical ImageNet image size is 110kB, but some images can be larger
(e.g., 200kB or more) or smaller (e.g., 4kB or less).
32 128 256 512102
4
204
8
409
6
819
2
163
84
327
68
655
36
131
072
262
144
524
288
104
857
6
209
715
2
419
430
4
838
860
8
Size (bytes)
0.00
0.05
0.10
0.15
0.20
0.25
0.30
P
ro
ba
bi
lit
y
Figure 12: The sizes of images in Ima-
geNet. Each image varies in size due to
different dimensions and compression
ratios. Most mass is concentrated close
to the mode, but a small amount of mass
exists in outliers.
As one would intuitively expect, the average time to com-
plete a read is proportional to the average size of the record
read (Lemma A.1). PCRs allow the system to modulate the
expected record (likewise image) size and thus decrease
the time per record accordingly. Figure 16 shows the bytes
per record decrease for lower scan groups. Knowing the
average time of a read allows us to calculate the average
throughput (Lemma A.2), which determines how long it
takes to perform any fixed amount of model updates (e.g.,
epochs). Exploiting data reduction allows the loader to ob-
tain a throughput speedup (Lemma A.3). However, since
the entire training process is limited by the rate of both
parameter updates and data loading (Lemma A.4), the train-
ing speedup is limited by any computational bottlenecks
(e.g., saturated GPU) reached by the parameter updates, as
shown in Figure 14. Thus, for I/O bound tasks, the speedup
is proportional to PCR data reduction (Theorem A.5).
Lemma A.1. Let D be the set representing the training
data, and a record, Bn, consist of a batch of n elements drawn from D. Let the notation Bn ∼ Dn
denote the batched draw (with or without replacement) from a distribution over D, and let x ∼ D
denote the individual draws from the same distribution. Let s(·) denote the size of the input in bytes
(or the sum of the sizes of a set). Let W be the device read bandwidth in bytes per unit time, which
we assume operates at a constant rate for all records and operates one record at a time. Reading at
bandwidth W is achieved after a input-size-independent setup cost. The expected time to complete a
record read is EBn∼Dn [t] = Θ
(
nEx∼D[s(x)]
W
)
. The amortized expected time to complete an image
read is Ex∼D[t] = Θ
(
Ex∼D[s(x)]
W
)
.
Proof. The time to read a record is t =
s(Bn)
W
+Θ(1), where the constant time cost is due to overhead
costs (e.g., disk seeking). Since the record is drawn from a distribution of images (and thus imposing
a distribution over sizes), we can calculate time to read a record in expectation by using linearity of
expectation.
EBn∼Dn [t] = EBn∼Dn
[
s(Bn)
W
+ Θ(1)
]
=
EBn∼Dn [
∑
x∈Bn s(x)]
W
+ Θ(1)
=
nEx∼D[s(x)]
W
+ Θ(1)
= Θ
(
nEx∼D[s(x)]
W
)
Since a single record yields n images, dividing the right hand side by n gives the amortized cost for
images.
For the remained of the analysis, we drop the asymptotic notation as we assume that n is sufficiently
large that constants can be safely ignored.
Lemma A.2. Let the size of scan group g be represented by s(·, g). Let Xb be the baseline data
pipeline throughput and Xg be the scan group data pipeline throughput. The baseline image
throughput (e.g., images per second) is Xb =
W
Ex∼D[s(x)]
and the throughput at scan g is Xg =
W
Ex∼D[s(x, g)]
.
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Figure 14: The system can process more images per second when a higher data rate is achieved via
PCR data reduction. This trend continues until the compute units (e.g., GPUs) become saturated
and the system becomes compute bound, which depends on the hardware and model. The shaded
region corresponds to possible implementation throughputs. The bottom of the figure is marked
with notches representing possible byte intensities for various scan groups (placed for illustrative
purposes), allowing the user to increase throughput for bandwidth-bound workloads.
Proof. Little’s law [53] for single-job closed systems [29] (i.e., the number of jobs in the system is
constant and equal to one, and they arrive at the throughput rate) states that the expected throughput,
X , is related to the expected time (over jobs) of a job’s completion E[t] by an inverse relationship:
X = E[t]−1. These results hold regardless of the shape of the distribution of data. Let Xb be the
baseline throughput and Xg be the scan group throughput. By the Lemma A.1 and Little’s Law, the
baseline throughput is Xb =
W
Ex∼D[s(x)]
and the throughput at scan g is Xg =
W
Ex∼D[s(x, g)]
.
It’s worth noting that the baseline rate is simply a special case of using scan groups, and it is equivalent
in size (barring entropy coding) to having all scan groups. Thus, we can substitute references to the
baseline as just the last scan group. Also, throughputs in terms of records can be obtained by simply
dividing image rates by n.
Lemma A.3. The data pipeline throughput speedup at scan group g is the ratio of the mean reduced
data size, Ex∼D[s(x, g)], and the mean baseline data size, Ex∼D[s(x)].
Proof. The speedup of PCRs at group g is then
Xg
Xb
, which simplifies to
Ex∼D[s(x)]
Ex∼D[s(x, g)]
with
Lemma A.2.
Lemma A.4. A training pipeline’s throughput, X , is bound by the throughput of the compute unit,
Xc, as well as the throughput of the data pipeline at scan group g (folding the baseline into the last
scan group), Xg , by the equation X ≤ min(Xc, Xg).
Proof. The training pipeline is a system with the data pipeline feeding into the compute unit, as
shown in Figure 13. Every training point has to pass through both components exactly once. The
data pipeline at scan group g operates at a rate of Xg, since it is a closed system and thus has 100%
utilization. The compute unit can operate at a maximum rate of Xc when it is fully utilized (thus,
it’s service rate is µ = Xc) and queues inputs from the data pipeline at rate Xg. Thus, the compute
unit receives inputs from the loader as if the compute unit were an open system, the arrival rate was
λ = Xg , and the service rate was µ = Xc.
Network analysis on open systems can then be used to determine X for the whole system. The
Utilization Law [29] states that for a device with λ < µ, the equation holds ρ = λ/µ = X/µ,
where ρ ∈ [0, 1) and is the device utilization. If λ < µ, then the throughput, X , is λ = Xg. As λ
approaches µ from the left, ρ goes to 1 and X = µ = Xc. If λ ≥ µ, the queue grows unbounded and
the throughput, X , is limited by µ = Xc (the maximum achievable rate).
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Theorem A.5. If a training pipeline is data bound (Xc > Xg for scan group g), then the maximum
achievable system speedup for switching to PCR scan group g is
Ex∼D[s(x)]
Ex∼D[s(x, g)]
.
Proof. By the assumptionXc > Xg ,Xg dominates the min(·) term in Lemma A.3 and thusX ≤ Xg .
Substituting Xg with Lemma A.2, we find the speedup.
Figure 13: The queueing network for
the system. The compute unit acts as an
open system with arrivals determined by
the loader, which acts as a closed system.
The entire system’s throughput, X , is
determined by the maximum achievable
throughputs of the two subsystems.
Our bottleneck model is similar to that of the Roofline
model [90], except we change the graphs to highlight
changes in data intensity rather than compute intensity.
These data intensities are a property of the data and the
progressive format: larger images require more work per
image and less scan groups require less work per image.
Further, the derived bounds generalize to the distributed
compute and storage setting by simply measuring each
subsystem’s empirical throughput (e.g., one can measure
Xc by bypassing the loader entirely and using a cached
dataset). We find these bounds to be predictive of real
performance. For example, the 2× speedups correlated
with the 2× mean data reduction observed using half the
scan groups, and speedups taper off as they approach the compute limit.
A.3 System Setup
We run distributed experiments on a 16-node Ceph [88] cluster connected with a Cisco Nexus 3264-Q
64-port QSFP+ 40GbE switch. Each node has a 16–core Intel E5–2698Bv3 Xeon 2GHz CPU,
64GiB RAM, NVIDIA TitanX, 4TB 7200RPM Seagate ST4000NM0023 HDD, and a Mellanox
MCX314A-BCCT 40GbE NIC. All nodes run Linux kernel 4.15 on Ubuntu 18.04, CUDA10, and
the Luminous release (v12.2.12) of Ceph. We use six of the nodes as Ceph nodes; five nodes are
dedicated as storage nodes in the form of Object Storage Devices (OSDs), and one node is used as
a Ceph metadata server (MDS). The remaining 10 nodes are used as machine learning workers for
the training process. This means there is a 2:1 ratio between compute and storage nodes. We use
PyTorch [63] (v1.12), NVIDIA Apex [4] (v0.1), and TensorFlow [1] (v2.1). We use at 4 to 8 threads
to prefetch data in the loader. As very large datasets (e.g., Petabytes) cannot fit in RAM cache, our
experiments minimize the effects of caching with DirectIO and reduced cache sizes. The same
effect can be observed by simply duplicating any dataset multiple times. It’s worth noting that we
obtain speedups using a only a single GPU per node with 5 year old GPUs. While we focus on this
particular distributed setting, we observe similar time-to-accuracy gains on a single machine with
eight GPUs sharing the same disk, and we believe the results will generalize to different setups.
Software. The experiments and plots in this paper were developed with a number of open source
packages. PyTorch [63], DALI [61], and Python3 [62] were used throughout the experiments.
Various SciPy [83] libraries were used for both experiments and plotting, including Numpy [62, 81],
Seaborn [87], Matplotlib [33].
A.4 Dataset Details
Our evaluation uses the ImageNet ILSVRC [15, 69], CelebA-HQ [41], HAM10000 [79], and Stanford
Cars [42] datasets as described in Section 4.1. Below, we provide further details for each dataset.
• ImageNet: We use the provided training and validation set from the 1000-way image classification
task.
• CelebAHQ-Smile: CelebA-HQ is a high-resolution derivative of the CelebA dataset [54], which
consists of 30k images of celebrity faces with dimension 1024× 1024. The dataset reconstruction
is saved in JPEG form, which adds a 75% compression factor by default. We use the annotations
provided by CelebA to construct a binary classification task (“smiling” vs. “not smiling”), and split
the 30k dataset into 80%/20% train/test split.
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• HAM10000: We split the HAM10000 dataset randomly 80%/20% between train and test. This
dataset consists of dermatoscopic images of skin lesions (7 classes), and differs from the other
datasets in that it is outside the scope of natural images.
• Stanford Cars: The Stanford Cars dataset is a fine-grained classification dataset, since all images
are cars, and there are 196 classes spread over 16k images (only about 80 images per class). As
this is a difficult task, we additionally explore how grouping the labels into coarse-grained classes
affects training in Section 4.3.
Record and Image Quality Details. We provide the dataset size details for the encoded datasets in
Table 1. As the original (e.g., lossless) images are hard to find, we estimate the JPEQ quality setting
of the training set with ImageMagick using identify -format ’%Q’. The JPEG quality setting
determines the level of frequency quantization outlined in Figure 2. Intuitively, one would expect
that higher quality JPEG images could allow more aggressive PCR compression rates for a fixed
resolution, since each image has more redundant information on average. ImageNet and HAM10000
both have high quality images. CelebAHQ has lower quality images, but they are downscaled to
256× 256 for training purposes, which increases the information density in the image (e.g., blurry
images can be made to appear less blurry by downsampling), a fact exploited in prior work [96]. It’s
worth noting that CelebAHQ is derived from CelebA, which is already noted to be full of compression
artifacts [41], and thus careful post-processing was needed for the creation of the 10242 images.
Cars is neither high JPEG quality or large resolution. Under-compressing images (perhaps at high
resolution) during the initial JPEG compression may allow for a larger range of viable scan groups.
Dataset Record Count Image Count Dataset Size JPEG Quality Classes
ImageNet 1251 1281167 129GiB 91.7% 1000
HAM10000 125 8012 2GiB 100% 7
Stanford Cars 63 8144 887MiB 83.8% 196
CelebAHQ 93 24000 2GiB 75% 2
Table 1: PCR dataset size and record count information. Datasets vary in terms of number of images
and the size of images. Some datasets, such as HAM10000, have image sizes larger than average.
Record sizes concentrate around the dataset size divided by the record count.
Dataset Creation Times. We provide bandwidth-optimized record baselines in Figure 15, where we
re-encode the images using a statically-chosen level of compression. By default, we use 4 worker
threads per core, which totals 128 threads processing the conversion process. We use 50%, 75%, 90%
and 95% JPEG quality as the static levels of compression to reduce dataset size at a fixed level of
fidelity. One caveat is that these quality settings may not necessarily exactly map to the PCR scan
groups used (e.g., in terms of metrics such as MSSIM); however, these settings are within the typical
range of JPEG quality used in practice. We note that the conversion times do not vary significantly by
quality; we observe a maximum difference of less than 16% between 50% and 95% quality.
It is worth noting that re-encoding images compounds with the original JPEG compression, so the
re-encoded image quality may be lower than the quality obtained if images were encoded in their
original lossless form. In fact, we note that we observe larger image sizes with additional compression
(e.g., CelebAHQ increases from 2.1GiB to 2.6GiB with 90% compression), since the multiple rounds
of compression (i.e., JPEG generation loss) induce artifacts, which are hard to compress. Thus, static
compression may, counterintuitively, decrease quality and increase file size (and thus bandwidth).
This is in contrast to PCRs, which losslessly convert the JPEG images into a progressive format,
allowing dynamic access to the level of fidelity without the complications of generation loss.
Both the static compression method of dataset bandwidth reduction and the PCR method can take
considerable encoding time, since the encoding time scales proportionally to the dataset size. We
observe that the PCR method is competitive (1.13× to 2.05×) to that of any of the static compression
levels in terms of total time. When multiple static compression levels are utilized, the sum of each
of their encoding costs is paid. In constrast, PCRs avoid having to re-encode a dataset at multiple
fidelity levels, and, therefore, they can save both storage space and encoding time. Although the
exact conversion times are dependent on implementation, hardware, and the dataset, they can be in
the range of one hour of compute time per 100 GB.
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(a) JPEG Conversion Times (b) Record Creation Times (c) Total Times
Figure 15: Encoding times for baseline JPEG re-encoding and the PCR approach. The static
encodings are 50%, 75%, 90%, and 95%, and they are stacked in that order. While the cost to encode
PCRs is slightly larger than the cost to encode a single baseline record, it is significantly lower than
the total cost of encoding the dataset at multiple quality levels. Total Time is the combination of
JPEG Conversion Time and the Record Creation Time. JPEG Conversion Time is the amount of time
required to convert the JPEG to progressive form or re-encode it to a lower quality JPEG. Record
Creation Time is the amount of time required to write the images to record format.
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Figure 16: The size in bytes of various levels of scans read. Scan group 0 is shown, which contains
only labels and is typically∼100 bytes. Each scan adds roughly a constant amount of data (i.e., linear
scaling), although certain scans add considerably more than others (i.e., sizes sometimes cluster) due
to techniques like chroma subsampling. Using all 10 scans can require over an order of magnitude
more bandwidth than 1–2 scans. Interquartile ranges are shown.
Example Application of PCRs. Using the Progressive GAN repository1, 4 worker threads, and
default settings, we are able to convert the entire CelebAHQ dataset into TFRecord form in 109
minutes; this process generates a total of 118 GiB. The process is run on a Intel i7-6700K, 16 GiB
memory, and a Micron 2TB SSD (1100 MTFDDAK2T0TBN). There are 9 records generated in total,
consuming 2.9 MiB, 7.4 MiB, 24.7 MiB, 93.8 MiB, 370.3 MiB, 1.5 GiB, 5.9 GiB, 23.6 GiB, and 94.4
GiB, respectively. The reason for the large space amplification is two-fold: compression is not used
to store the images, and each record corresponds to a different power of two resolution. Meanwhile,
PCRs take less than 6 minutes to make the conversion, and they only produce 2.6 GiB. Using 100%
quality JPEG compression resulted in 123 minutes of processing time and a 4× space amplification.
In this case, the 9 records are of size: 14 MiB, 14.7 MiB, 20 MiB, 45.6 MiB, 132 MiB, 422.8 MiB,
1.4 GiB, 4.4 GiB, and 7.0 GiB. 75% compression took 117 minutes and 1.5× space amplification,
and the process created records of sizes 11.2 MiB, 11.6 MiB, 13.7 MiB, 21.0 MiB, 41.8 MiB, 103.8
MiB, 305.6 MiB, 959.9 MiB, and 2.7 GiB (3.9 GiB total). Thus, applications resorting to static
compression and encoding schemes may create a 1.5× space amplification in a good case or 40×
space amplification in a worst case. PCRs minimize space amplification as they only need one copy
of the dataset for various task requirements.
Sizes and MSSIMs. Figure 16 and Figure 17 show the scan sizes and MSSIM results, respectively,
for all datasets.
1https://github.com/tkarras/progressive_growing_of_gans
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Figure 17: The reconstruction quality (measured with MSSIM) of using various amounts of scans. Per-
fect reconstruction has an MSSIM of 1. Higher scans have diminishing fidelity returns. Interquartile
ranges are shown.
A.5 Experiment Setup
Below we describe details of how the experiments were run, such as hardware characteristics and
software configurations.
Benchmark Cluster Speeds. As noted in the main text, we utilize a NVIDIA TitanX Graphics
Processing Unit (GPU) on each node for the model training. This GPU allows us to train (with
FP32/FP16) ResNet-18 at 405/445 images per second and ShuffleNetv2 at 760/750 images per second.
With a cached, decoded dataset of 224× 224 resolution images, we achieve a cluster-wide 3940/4240
images per second for ResNet-18 and 7075/7180 images per second for ShuffleNetv2. ImageNet
images are around 110kB on average; with 10 GPUs, the cluster can consume 465 megabytes/s
(ResNet-18) and 785 megabytes/s (ShuffleNetv2) of storage system bandwidth. GPUs continue to
get faster over time, and faster GPUs (or other accelerators) have higher I/O bandwidth demands. In
a pipelined implementation of training (overlapping I/O with parameter update computation), the
cluster aggregate rate will be bound by the minimum of the I/O rate and the parameter update rate.
Reader Microbenchmarks. To highlight that PCRs can be implemented efficiently, we demonstrate
how fast PCR-encoded images can be read without any further data pipeline processing. To do so, we
instantiate a PCR loader for all scans for progressively encoded PCR records as well as the single
scan of baseline records. We show the resulting images per second in Figure 18 for the CelebAHQ
dataset. It’s worth noting that regardless of encoding (i.e., progressive JPEG or baseline JPEG) or
scan number, all reads saturate the drive with 8 threads. The test is run on a Intel i7-6700K, 16 GiB
memory, and a Micron 2TB SSD (1100 MTFDDAK2T0TBN). We use 1000 minibatches per scan to
get an accurate measurement and records have 1024 images. They do this while utilizing less than 1
core of CPU time (roughly 75% of single thread’s system time), since most of the time is waiting
for IO requests to complete. No reader implementation can go faster than these read rates as the IO
device is already a bottleneck.
We note that, as predicted by Theorem A.5, the speedup relative to the baseline is simply the ratio of
the mean data sizes for the two scan groups, which can be read from Figure 16. As the number of
scans is increased, the number of bytes read per image is increased, and thus the throughput in images
per second is correspondingly decreased. Baseline JPEG performs within 4% of scan 10 due to
baseline images being within 5% of the size of progressive images in practice. Progressively encoded
PCRs, baseline encoded PCRs, and TFRecords are all about 90MB. Similarly, all dataset directories
are 2.1GB with 24 records. Thus, as long as bandwidth is fixed (which effectively depends on caching,
the parallelism of data reads, and the underlying storage system), PCRs increase throughput until the
workload becomes compute bound.
Decoding Overhead. Progressive compression has some computational overhead associated with
decompression compared to baseline formats. This overhead can grow with the number of scans,
and, thus, users of PCRs may be concerned about the trade-offs between decoding overheads and
bandwidth savings. First, we note that PCRs can use a large number of scans (e.g., hundreds), but,
in practice, useful behavior is observed using only 10 scans (of which we only use 4). Second, the
decoding overhead is often a favorable trade-off compared to a storage bottleneck, if one exists. To
test this, we use a Python microbenchmark that stores a subset of ImageNet data in memory and uses
the PIL and OpenCV libraries for decoding. For PIL, we process 230 baseline images per second
and 150 progressive images per second. For OpenCV, we process 225 baseline images per second
and 165 progressive images per second. Thus, progressive compression with 10 scans adds only
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Figure 18: Left: PCR Loader with 8 threads reading CelebAHQ images from a 400MB/s SSD.
Bandwidth utilization saturates the drive for all scans. Baseline encoded JPEG images are read
at 4290 images/sec, which is within 4% of the scan 10 rate of 4150 images/sec. The main factor
in system performance is bandwidth utilization prior to decoding, thus reading less data increases
throughput in images per second. Middle: The predicted throughput using the ratios of mean scan
sizes to extrapolate from scan 10 rates. Predictions closely match emperical throughput. Right: The
emperical corresponding batch times for each scan. Higher scans cause latency spikes for batches
since the drive is saturated and batch requests must wait for other requests to finish. Latency spikes
lead to lower aggregate throughput.
around 40–50% computational expense over baseline formats for common implementations. This
speed, combined with additional optimizations such as multi-core parallelism, suggests that while
decoding can be an issue, the penalty from using progressive images can be managed more easily
than a storage bottleneck (i.e., compute can usually be traded for storage bandwidth). It’s further
often the case that CPU cores are cheaper to use/rent than an accelerator or GPU, so any reduction in
training time can lead to cost savings. As expected, we observe near-linear scaling using data-parallel
decoding and multiple cores. Further, some of the decoding can actually be moved to an accelerator,
like the GPU used for training, something which is already available via nvJPEG2.
A.6 Tuning PCRs: The Scan Group Parameter
PCRs expose a scan group parameter to the user, which adds an additional hyperparameter for
machine learning training. This parameter, the number of scans, nscans, may appear to increase the
complexity of model training. However, as we demonstrate in this section, it is possible to reliably
and effectively tune this parameter either via static methods (applied before training), or dynamic
methods (applied during the training process).
First, we note that MSSIM is an effective diagnostic for determining how much of an impact a
scan group will have on model quality (Section 4.4). Scans with similar MSSIM can be assumed to
perform similarly, and drastic drops in MSSIM may lead to poor training performance. In fact, we
observe that these MSSIM values are highly correlated with the resulting cosine angles between the
true gradient and the lower quality gradient (Figure 19). Second, we note that there is a wide variety
of scan schedules which can be utilized to either statically or dynamically adjust the scan group.
A.6.1 Static Tuning
Here we show that it is possible to determine the appropriate number of scans for PCRs prior to
training. This static tuning procedure is particularly effective because: 1) each scan group can sustain
a fixed bandwidth in expectation, which can be easily calculated from the data size reductions for
each scan group (Figure 18), and 2) MSSIM and accuracy are highly correlated (Section 4.4). Thus,
it’s possible to precalculate each training rate for each scan group (Figure 18) and determine what
accuracy tradeoff is appropriate for a user. This configuration can be transferred to similar training
scenarios (e.g., same model and dataset, but different learning rate). Figure 7 demonstrates a common
trend in the scan group performance: the relationship between MSSIM and test accuracy is roughly
linear, and most scan groups cluster in MSSIM and thus accuracy. While the cardinality of nscans may
be 10, this number can be clustered to 3 or 4 scans (to e.g., make dynamic tuning faster). Further,
2https://developer.nvidia.com/nvjpeg
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nscans induces a predictable set of accuracy/speedup configurations. The fact that the degree of
bias in gradients is correlated with MSSIM further supports our empirical findings on static tuning
(Figure 19). In many cases, dynamic tuning recovers these statically chosen scan recommendations.
It’s worth discussing special cases for static tuning. In particular, there are some workloads where high
MSSIM can be achieved for all scans, such as the multi-resolution training strategy of Progressive
GANs (Section A.4). In these cases, lower quality images get resized to small images, diminishing
the effects of lower quality (since the pixels are essentially low-pass filtered). In other workloads,
users can use past training performance to determine what scan group to use, since the effects of
scans on similar configurations (e.g., same dataset with different but similar model) can transfer in
many instances (e.g., our experiments on ImageNet). Similar to work in meta-learning, an interesting
avenue of future work is learning what scan group works best for a type of model and training set.
Figure 19: HAM10000 on Shufflenet with cosine distances between true gradient (e.g., scan 10)
and the gradient with respect to a scan group. The “Mixed” datasets use a weighted draw from a
combination of scan groups; the left draws the selected scan group with probability ∼ 50% and
right draws with probability ∼ 85% (all other groups are picked uniformely with the remaining
probability). By allocating the remaining probability over unselected groups, the tolerance to lower
scans is increased. Gradients for all scan groups are close in the beginning of training and then settle
at final value. MSSIM values reflect the grouping observed. Similar trends are observed for other
datasets and models.
A.6.2 Dynamic Tuning
While PCRs are stable as hyperparameters, it is also possible to tune the hyperparameter at runtime.
This tuning can be active (a controller) or passive (a schedule). Dynamic tuning is particularly useful
if the user expects bandwidth to fluctuate, or if little effort is desired on the users part for picking
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Figure 20: HAM10000 on ResNet and Shufflenet with cosine distance dynamic tuning (tuning roughly
every 15 epochs). The “Mixed” datasets use a weighted draw from a combination of scan groups;
the left draws the selected scan group with probability ∼ 50% and right draws with probability
∼ 85% (all other groups are picked uniformely with the remaining probability). Adaptive tuning
beats baseline training, but the overhead of selecting scan groups diminishes speed returns (especially
for unmixed training). Test epochs are marked.
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Figure 21: CelebA on ResNet and Shufflenet with cosine distance dynamic tuning with a static tuning
schedule of every 30 epochs, with an initial tuning at epoch 5. Adaptive tuning beats baseline training,
but the overhead of selecting scan groups diminishes speed returns. Speed ups are most apparent in
later parts of training. Test epochs are marked.
Figure 22: Epochs vs. training rate (speed in images/second) of a CelebA ShuffleNet run using
dynamic tuning with cosine distance and the static, baseline training. Dynamic training starts at a
high scan to initialize training, after which scan 1, 2, 5 are used, respectively. Static rate remains at
scan 10, and thus has a slow rate throughout.
the parameter. While there are many objectives for active tuning (e.g., performance ratios such as
those from MNAS [74]), we first investigate a simple objective heuristic—using the lowest scan
group that maintains accuracy (rather than explicitly taking bandwidth into account). Since scan
groups get smaller monotonically, this corresponds to finding the fastest training rate meeting an
accuracy objective. Static schedules are simple to use and can speed up training (e.g., cyclic schedules
or decreasing schedules), but we find that dynamic controllers are both easier to tune and more
consistent. This is because they can utilize feedback from the model to “see” what a scan group looks
like from the point of view of the model.
The most basic form of dynamic scan group control is using model training loss or a validation set
loss, as shown in Figure 8. Scans that are of too low quality can cause the model to diverge. If
divergence is detected, the model can be reverted to a prior checkpoint. We present a simple heuristic
in Section 4.5, and develop a slightly more sophisticated measure below, which requires less tuning
iterations to get an accurate measure of the scan group’s effect on model training.
In particular, we find that a consistently effective method involves measuring the gradient of the
loss with respect to each scan group and comparing that to the gradient of the loss with respect
to the true data. We choose to use the cosine distance between these vectors (see Figure 19 for
an example). Notice that as the cosine distance approaches 1, the gradient updates approach the
true gradients. The results of these measurements are shown for CelebA with Shufflenet/ResNet in
Figure 21, which utilizes a tuning sweep every 30 epochs. To allow the model to warm up (and get
accurate measurements for the scan groups), training starts at scan 10 with an initial tuning at epoch
5. The gradient similarity is set to be at least 90% to accept the scan group. The resulting training
speed is shown in Figure 22, which shows that the model sees massive improvements in speed by
using scan 1. As scan 1 becomes too biased, the scan switches to scan 2 and scan 5 in later parts
of training, both of which are faster than the baseline. This ultimately results in a speedup over the
baseline in Figure 21. We further extend these results to HAM10000 (including mixture training,
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which is explain below) in Figure 20, where we use a similar tuning schedule which is additionally
triggered by learning rate plateaus.
Interestingly, we find that these cosine distances are correlated with MSSIM predictions (as given
by the static approach). Further, we view the loss-based adaptive tuning as simply measuring the
correlations between these biased gradients and the training loss (which is why we recommend the
cosine method). They also show that the gradient in early parts of training can be more biased (in
terms of data quality) than later parts of training, showing that using varying scan groups for different
parts of training is possible. For example, a model may be able to train at scan 1 or 2 for the first
few epochs before switching to better scans. Formally, we give each scan i (yielding images X(i))
a similarity score with respect to the full-quality dataset sim
(∇θL(X(i),y),∇θL(X,y)) where
sim (A,B) = cos(θ) =
A · B
||A||||B||. The true images X are obtained by scan 10 (i.e., X
(10)). X and
X(i) contain the full training dataset or common subset of it. We can then choose a minimum gradient
similarity threshold for scans throughout training (usually 90%). The resulting accuracy over time is
shown in Figure 20. We are able to match time-to-convergence for the binary cars task (we cannot go
faster due to convergence being hit in a matter of seconds—a longer baseline time-to-accuracy could
yield an even further speedup).
A.6.3 Mixture Training: Scan Data Augmentation
Finally, we note one last interesting application of PCRs related to selecting the best scan group.
PCRs allow users to select the scan group at runtime without duplication, thus a single epoch can
utilize multiple scan groups. Choosing a particular scan group can be viewed as a hard selection,
and we can instead draw data samples from a distribution over scan groups. We investigate soft
scan selection by assigning a probability simplex over all 10 scan groups Pg = [p1, p2, . . . , p10], and
drawing over them. The mixture policies we use assign probability weight of 1 to all scans except
for the chosen scans, which gets assigned a weight of 10 or 100. Thus, with normalization, these
two groups correspond to selecting the chosen groups with probabilities of approximately 50% and
85%. A selected weight of 1 recovers uniform mixed training and a high weight approaches standard,
non-mixed selection. For example, with a weight of 10 on the selected scan group, we draw the
selected scan group with probability 1019 . All other scan groups are chosen with probability
1
19 . Thus,
if scan N is selected, scan N is used roughly half of the time, but there is still a 119 chance that a
different scan is selected. It’s worth noting that we only test these simple distributions over scans to
demonstrate the mixed behavior and a whole continuum of mixtures is possible (in contrast to the 10
discrete statically chosen scan groups). Thus, mixtures allow users to “hedge” across multiple scans
for accuracy, while also having very fine-grained control over bandwidth (as the bandwidth is now a
continuous variable).
Empirically, we find that mixture training is more robust while also offering potential speedups,
which is especially useful when combined with autotuning. As shown in Figure 19, we observe
that mixture training allows the model to tolerate lower quality data better. The tolerance to biased
gradients allows lower scan groups to be accepted with a fixed cosine similarity cutoff (e.g., 90%), as
shown in Figure 19. These mixtures can similarly lead to speedups over baseline training (Figure 20).
Further investigating the regularization effects of this sort of training (e.g., when JPEG corruption is
expected in test set) is left as future work.
A.7 Complete Experimental Plots
Below, we provide additional experiment plots that were omitted in the main text. Figure 23 and
Figure 24 give the accuracy over time plots for all datasets. Figure 25 and Figure 26 contain the loss
over time for the ResNet-18 and ShuffleNetv2 experiments shown in Section 4. It is worth noting
that Top-5 accuracies mirror the Top-1 accuracies trends for ImageNet and Cars.
To measure the effect of compression without accounting for time, we show accuracy vs. epoch plots
in Figure 27 and Figure 28. While compression can itself be viewed as a data augmentation (e.g.,
removing high frequency features that can possibly cause overfitting), we notice that it does not
usually improve accuracy. Rather, most of the gains in time-to-accuracy are from faster image rates.
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Figure 23: Top-1 test performance with ResNet18. Lower scan groups speed up training by reducing
bandwidth. Time is the x-axis (seconds) and is relative to first epoch. 95% confidence intervals are
shown. Higher scan groups are less compressed.
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Figure 24: Top-1 test performance with ShuffleNetv2. Lower scan groups speed up training by
reducing bandwidth. ShuffleNetv2 is more bandwidth bound since it runs faster than ResNet18. Time
is the x-axis (seconds) and is relative to first epoch. 95% confidence intervals are shown. Higher scan
groups are less compressed.
0 20000 40000 60000 80000
Time (s)
2 × 100
3 × 100
Tr
ai
n 
Lo
g 
Lo
ss
Scan Group
Group_1
Group_2
Group_5
Baseline
(a) ImageNet
0 250 500 750 1000 1250 1500
Time (s)
100
4 × 10 1
6 × 10 1
2 × 100
Tr
ai
n 
Lo
g 
Lo
ss
Scan Group
Group_1
Group_2
Group_5
Baseline
(b) HAM10000
0 250 500 750 1000 1250 1500
Time (s)
2 × 100
3 × 100
4 × 100
6 × 100
Tr
ai
n 
Lo
g 
Lo
ss
Scan Group
Group_1
Group_2
Group_5
Baseline
(c) Stanford Cars
0 200 400 600 800 1000
Time (s)
100
Tr
ai
n 
Lo
g 
Lo
ss
Scan Group
Group_1
Group_2
Group_5
Baseline
(d) CelebAHQ-Smile
Figure 25: Training loss with ResNet-18. Lower scan groups speed up training, but they may impact
loss minimization. Time is the x-axis (seconds) and is relative to first epoch. 95% confidence intervals
are shown.
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Figure 26: Training loss with ShuffleNetv2. Lower scan groups speed up training, but they may
impact loss minimization. Time is the x-axis (seconds) and is relative to first epoch. 95% confidence
intervals are shown.
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Figure 27: Testing accuracy with ResNet-18. Lower scan groups don’t improve accuracy (e.g., if
compression was a regularizer). Epochs are the x-axis. 95% confidence intervals are shown.
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Figure 28: Testing accuracy with ShuffleNetv2. Lower scan groups don’t improve accuracy (e.g., if
compression was a regularizer). Epochs are the x-axis. 95% confidence intervals are shown.
Coarse Grained vs. Fine Grained Cars Experiments. We provide the accuracy figures for reduced
label sets in Figure 29 and Figure 30. Make-only has 22 classes.
A.8 Image Examples by Scan
We provide image examples from each dataset that illustrate each scan group in Figure 31. Reading
more scans, and, thus, data, from a progressive image results in higher fidelity images, but there are
diminishing returns. Images can use a remarkably low amount of scan groups without impacting
visual quality, which manifests in bandwidth savings if used accordingly.
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Figure 29: Test accuracy with ResNet-18 on a coarser version of the Stanford Cars dataset. The
full range of classes is used for Baseline (i.e, car make, model, and year create a unique class), only
car make is used for Make-Only, and a binary classification task of Corvette detection is used for
Is-Corvette. The gap between scan groups closes as the task is made more simple. Time is the x-axis
(seconds) and is relative to first epoch. 95% confidence intervals are shown.
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Figure 30: Training accuracy with ShuffleNetv2 on a coarser version of the Stanford Cars dataset.
The full range of classes is used for Baseline (i.e, car make, model, and year create a unique class),
only car make is used for Make-Only, and a binary classification task of Corvette detection is used
for Is-Corvette. The gap between scan groups closes as the task is made more simple. Time is the
x-axis (seconds) and is relative to first epoch. 95% confidence intervals are shown.
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Figure 31: Examples of scans with the corresponding file size. Images are center cropped for
demonstration. The amount of scans needed to hit an acceptable level of fidelity is small. Having a
larger final size results in more savings for earlier scans.
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