In this study, the capabilities of response surface methodology (RSM) and artificial neural networks (ANN) for modeling and optimization of ethanol production from glucose using Saccharomyces cerevisiae in batch fermentation process were investigated. The effects of three independent variables in a defined range of pH (4.2-5.8), temperature (20-40 °C) and glucose concentration (20-60 g/l) on the cell growth and ethanol production were evaluated. The results showed that the prediction accuracy of ANN was apparently similar to RSM. At optimum conditions of temperature (32 °C), pH (5.2) and glucose concentration (50 g/l), suggested by the statistical methods, the maximum cell dry weight and ethanol concentration obtained from RSM were 12.06 and 16.2 g/l, whereas experimental values were 12.09 and 16.53 g/l, respectively. The present study showed that using ANN as a fitness function, the maximum cell dry weight and ethanol concentration were 12.05 and 16.16 g/l, respectively. Also, the coefficients of determination for biomass and ethanol concentration obtained from RSM were 0.9965 and 0.9853 and from ANN were 0.9975 and 0.9936, respectively. The process parameters optimization was successfully conducted using RSM and ANN; however, prediction by ANN was slightly more precise than RSM. Based on experimental data, the maximum yield of ethanol production of 0.5 g ethanol/g substrate (97% of theoretical yield) was obtained.
view, knowing the optimum condition and estimation of bioethanol production from glucose can be very useful in industrial applications as the main goals in the present work, because any kind of raw materials as carbon sources first must be converted to glucose before the ethanol fermentation is performed. The fermentation process has both nonlinear and dynamic properties. Modeling such a process is difficult and challenging [1] . Considerable attempts have been made by several researchers to propose a methodology based on mathematical models [3, 4] . A major disadvantage of these models is that they need a large number of experiments and it is often very complicated to describe the experimental observation [5] . A way of dealing with such problems is to use simple and efficient models, such as response surface methodology (RSM) and artificial neural network (ANN).
Modeling and optimization to enhance the efficiency of a process is one of the most significant stages in a biochemical process [6] . The conventional one-factor-at-a-time approach of optimization is not only tiresome, but also ignores the merged interactions of each factor [7] . One of the most common optimization methods used in the last two decades is the Response Surface Methodology (RSM). RSM is a statistical technique based on the essential principles of statistics, randomization and duplication, which makes the optimization easier by studying the reciprocal interactions among the variables over a wide range of values in a statistically logical manner [8] . Thus, RSM is an effective approach to deal with a large number of variables and there are various reports on the application of RSM for fermentation [9, 10] . Although RSM has so many advantages, it is hard to say that it is applicable to all optimization and modeling studies [6] .
Artificial Neural Network (ANN) has also been successfully applied in modeling of biological systems [10, 11] . The advantages of ANN are that they need less time for development of the extensive experimentation. That is performed with limited numbers of experiments to predict the degree of non-linearity and their capability to learn complex relationships without requiring the knowledge of the model structure [12] . Moreover, it is a superior and more accurate modeling technique than RSM, as ANN depicts the non-linearity of the model [7] . ANN cannot produce a model equation similar to RSM, but it estimates the response based on the trained data [6] .
In the present work, ANN and RSM were used for modeling and optimization of ethanol production as a function of temperature, pH and glucose concentration in a batch fermentation using limited experimental runs. The accuracy of the estimated data was defined and then the overall prediction ability of these two techniques was assessed.
MATERIALS AND METHODS

Microorganism
The pure stock culture of Saccharomyces cerevisiae was used for ethanol production. The strain was originated from Persian Type Culture Collection (PTCC 24860), supplied by the Iranian Research Organization for Science and Technology (IROST). The medium used for cultivation contained glucose, NH 4 Cl and yeast extract: 10, 0.45 and 1 g/l, respectively. The medium was autoclaved at 121 °C and 15 psig for 20 min. The sterilized medium was inoculated with 5% of pure seed culture of the microorganism and then the culture was cultivated in an incubator and shaker at 30 °C for 24 h.
Growth media and culture conditions
The media were used for ethanol production contained various concentrations of glucose (20, 30, 40 , 50 and 60 g/l), yeast extract and NH 4 Cl (3 and 5 g/l). A suitable proportion of potassium hydrogen phthalate 0.1 M and sodium hydroxide 0.1 M, as buffer solution for pH values of 4.2, 4.6, 5, 5.4 and 5.8 were prepared. The media were autoclaved at 121 °C and 15 psig for 20 min. The sterilized media were inoculated and cultivated in an incubator at 30 °C for 24 h. Batch fermentation experiments were carried out in 250 ml shaking flasks with working volume of 200 ml medium in incubator shaker (IKA, Japan) at various incubation temperatures (20, 25, 30, 35 and 40 °C) and 200 rpm for 30 h. Samples were periodically taken from the culture every 2 hours for monitoring the cell optical density, determination of the cell dry weight and concentration of produced ethanol. The optical density was measured at 620 nm by a spectrophotometer (Unico, USA). The cell dry weight was calculated based on a pre-developed calibration curve. The calibration curve was obtained based on optical density of broth solution with certain concentration of microorganism at 620 nm by a spectrophotometer. The experiments were conducted in triplicates and analysis of each sample was performed in duplicate. The volume changes caused by samples at the end of each run were less than 7%.
For determination of the glucose concentration, 2 ml sample was collected and cells were separated by centrifugation at 7000 g for 7 min by a micro centrifuge Hermle, model: Z 233 M-2 (Germany). The concentration of glucose in the media was determined by color-metric method using DNS reagent [13] .
Ethanol analysis
The produced ethanol concentration was measured using a gas chromatograph (Agilent, 7890A) equipped with a flame ionization detector (FID). The stainless steel packed column 1.83 m length and 2.1 mm I.D, 80/100 mesh Porapak Q (Supelco, USA) was used. The initial oven temperature was set at 120 ºC and hold for 1 min. Then, the oven temperature was increased at a rate of 40 °C/min until it reached to 185 °C and remained at this temperature for 8.5 min. The detector temperature was 225 °C. The carrier gas was nitrogen with a flow rate of 30 ml/min. The propionic acid (Merck, Germany) or 2-propanol (Merck) prepared in 3 vol.% was used as internal standard. An exact volume of 50 µl the internal standard was added into 0.5 ml of the sample.
Response surface methodology
One of the best models to describe the biological processes in analytical methods is quadratic model in comparison with linear and cubic equation. The relationship among the three factors is expressed in a second-order equation (Quadratic model):
where Y is the predicted value, a 0 is a constant and a i and a ij are the regression coefficients of the RSM model. The X i and X j are the factor variables [7] . Sta- 
where n Coded is the coded variables and N i is the actual variable. All experiments were carried out in 250 ml flasks with working volume of 200 ml medium in an incubator-shaker at an agitation rate of 200 rpm for duration of 30 h. The predicted values of the cell dry weight and ethanol concentration were based on the equation incorporated in the software. In fact, the predicted values were the responses of software for modeling in comparison to the actual values. Thus, the mathematical regression model for the maximum cell dry weight and ethanol concentration responses fitted in terms of coded factors was obtained as stated in Eqs. (8) and (9).
Artificial neural network
Artificial neural network (ANN) is a mathematical tool that tries to represent the low-level intelligence in natural organisms and it is a flexible structure, capable of making a non-linear mapping between input and output spaces [14] . Especially in the past two decades, it has been greatly used in many fields of science and engineering. ANN consists of many simple computational elements, called nodes or neurons, organized in layers, operating in parallel [15] . Neurons are connected by weights that are modified during the learning phase [14] . All neural networks have three main layers which are called input, hidden and output layers [16] . Many classes of neural networks exist in the literature such as, feed forward back propagation, recurrent neural networks, cascade correlation neural networks and radial basis function neural networks. All types of these network architectures have the same elements: neurons, layers and weights. The most common type of ANN in chemical engineering application is the multi-layer perceptron (MLP), which is a back propagation feed forward network [17] . In this work, a multi-layer feed forward neural network has been used. MLP network consists of input and output layers, with several, but usually only one hidden layer [18] . In this particular ANN, information moves in only one direction, forward from the input layer, through the hidden layer and to the output layer [16] . The number of neurons in the input layer depends on the number of independent variables and the number of neurons in the output layer which corresponds to the dependent variables. In this work, the independent variables were temperature, pH and glucose concentration and the output variable were ethanol concentration and maximum cell dry weight. The schematic representation of the neural network used for this work is illustrated in Figure 1 .
It is necessary to train an artificial neural network before using it for a particular application [16] . Feed forward network training starts by applying the input vector to the input layer having network processing element [17] . During the training, the network learns to create new outputs through a repetitive method [16] . Generated outputs by network are compared to the target. The network is adjusted, based on a comparison of the output and the target, until the network output matches the target. Basically, the purpose of training patterns is to reduce the global error. The aim of every training algorithm is to decrease this global error by adjusting the weights and biases [14] . After training, the trained network was tested by testing data to further check if the network achieved good generalization. In this work, input and output data were scaled between 0 and 1, before training network as follows: 
Input data were randomized into three sets: learning, validation and testing. Usually, 30% of data are used for testing and the remaining 70% for training and validation [16] . Activation function of the hidden layer was "logsig" and the one in the output layer was "purelin".
Training of the network was performed with the function of "trainlm", which updates weight and bias values according to the Levenberg-Marquardt optimization. In learning of the network, "learngd" was used as the adaption learning function. The maximum training epochs were 1000, and the mean square error was 0.0001. The other parameters of neural network were taken as defaults of neural network toolbox, MATLAB. The performance of the ANN was statistically measured by the mean squared error (MSE) and the coefficient of determination (R 2 ) as follows:
where X pre,i is the predicted output from observation i, X exp,i is the experimental (target) output from observation i, X is the average value of experimental output, and n is the total number of data.
RESULTS AND DISCUSSION
Response surface methodology RSM is a frequently useful technique for modeling and determining the optimal process conditions. Based on the experimental results of the central composite design (CCD) in Tables 2 and 3 , a secondorder polynomial equation (quadratic model) was established to identify the relationship between maximum cell dry weight, produced ethanol concentration and three batch fermentation conditions.
Statistical testing of the model for each response was done by Fisher's statistical test for analysis of variance (ANOVA). The fitted polynomial equation was expressed as three-dimensional surface plots to imagine the relationship between responses and experimental levels of each factor used in the design [19] . The goodness of fit of the model can be investigated by determination coefficient (R 2 ) and using adjusted R 2 and predicted R 2 . The value of R 2 is 2 ) were significant model terms, while the interactive model terms (AB, AC and BC) were found to be insignificant. It was noted that A, B and C are temperature, pH and glucose concentration, respectively. By applying the multiple regression analysis, the results were fitted to a second-order polynomial equation. The ANOVA test output can be investigated in Tables 4 and 5 . Thus, the mathematical regression model for maximum cell dry weight and ethanol concentration responses fitted in terms of coded factors was obtained as follows: 
The analysis of the 3D surface and contour plot of the maximum cell dry weight and produced ethanol concentration using response surface quadratic model, and also based on Eqs. (8) and (9) , are shown in Figures 2 and 3 . These figures explain the effect of three independent variables: temperature, glucose concentration and pH on the two responses, including X max and ethanol concentration. In order to determine the optimal levels of each variable for X max and maximum ethanol production, isoresponse contour plots were constructed by plotting the responses (X max and ethanol concentration) on the Z-axis versus the two independent variables, while other variables were at their optimal levels, which was useful for understanding both the main and the interaction effects of these two factors. The response surface can be used to predict the optimum range for different values of the test variables, and the main interactions between the experiment variables can be identified from the circular or elliptical nature of the contours. The circular nature of the contours imply that the interactive effects between the test variables are not significant and optimum values of the test variables can be easily obtained with regarding to the center point of contour plot. According to Figure 2 (a and c) , the contours around the stationary point were circular and it means that the interaction between temperature and glucose concentration and also pH and glucose concentration on maximum biomass concentration were insignificant. On the other hand, according to Figure 2b , the contour around the stationary point was elliptical and it became elongated more and more along the both pH and temperature axis. This means that the interaction between temperature and pH on biomass concentration was significant and a small change of these two variables causes a big change of cell dry weight. It was evident that X max increased in range of 4 to 12 g/l with increasing of the pH and temperature to 5.2 and 32 °C, respectively, at the optimum glucose concentration of 50 g/l and then decreased. The significant interaction between temperature and initial pH were apparent not only from the elliptical nature of the contour plot, but also from the low probability value (P < 0.05). In addition, the maximum ethanol concentration was 17.86 g/l at the optimum condition, as illustrated in Figure 3 . According to the contour plot of ethanol concentration, the interaction between each pair of the mentioned independent variables shows a less interactive effect.
Artificial neural network
Experimental values for ethanol concentration and maximum cell dry weight in Tables 2 and 3 were used with an ANN to model the fermentation process. Figure 4 shows the average relative deviation (ARD) of testing data versus number of neurons in the hidden layer. This graph clearly shows that the 3-6-2 topology is the best topology, with a minimum value of error for ethanol concentration and X max . ARD is selected as the criterion for the accuracy of each topology. ARD can be calculated as follows:
Therefore, a 3-6-2 topology was chosen as the best topology for modeling the fermentation and was built with Neural Network toolbox, MATLAB R2009b. The best network model was the network having the minimum MSE and maximum R 2 using predicted and experimental data. After training, the trained network was tested using the experimental data to further check if the network achieved good generalization. The results after training and testing are presented in Tables 2 and 3 . 
Comparison of RSM and ANN
After the model was built, the performance of RSM and ANN models was also compared. Results of the two methods are summarized in Tables 2 and   3 . Figures 5 and 6 show the plots of predicted X max and ethanol concentration by ANN and RSM against the experimental values, respectively. The results showed that ANN predictions were closer to 45° diagonal; which means perfect prediction than those of RSM. It means that ANN has higher performance than RSM for the prediction of X max and ethanol concentrations.
Also, for similar conditions, the relative errors of ANN related to experimental data were less than RSM. At optimum conditions, the maximum predicted biomass and ethanol concentration with ANN were 12.32 and 17.58 g/l, respectively. These values were in good agreement with experimental data, as maximum cell and ethanol concentration at optimum condition were 12.35 and 17.92 g/l, respectively. It is worth to mention that those values by RSM were 12.31 and 17.49 g/l, respectively. Therefore, at optimum conditions, the relative error in RSM was more than ANN. So, ANN is more capable than RSM for prediction of X max and ethanol concentration compared to the obtained experimental data. Table 6 shows higher R 2 , and lower MSE and ARD values obtained by the neural network compared to those of the RSM model. Thus, the accuracy of neural network model was more desired and was better fitted to the data compared to the RSM method.
Literatures about optimization and modeling of ethanol fermentation by RSM and ANN from various biomass sources and microorganisms as function of different parameters such as temperature, pH, fermentation time and inoculums size were discussed.
Ezhumalai et al. [10] had investigated optimization of incubation temperature (25-45 °C), pH (5-7) and fermentation time (24-120 h) using RSM and ANN in bioconversion of steam pretreated sugarcane bagasse into ethanol by cellulase and thermotolerant yeast Kluyveromyces marxianus var. marxianus MTCC 3013. They have reported that the optimum values of temperature, pH and fermentation time were 39 °C, 5.7 and 110 h, respectively. At optimum conditions, maximum ethanol concentration of 5.89 g/l was achieved from 50 g/l pretreated sugarcane bagasse in aerobic batch fermentation. Also, in another investigation [21] , studied on bioconversion of lignocellulosic material such as pretreated sugarcane bagasse into ethanol by cellulase and candida wickerhamii MTCC 3013 based on CCD experiments. Optimum conditions were obtained at a temperature of 33 °C, pH of 5.7 and fermentation time of 104 h. Maximum ethanol concentration at optimum conditions was 4.28 from 50 g/l pretreated sugarcane bagasse in aerobic batch fermentation. Beside, Yan et al. [22] have assessed the optimization of the alcoholic fermentation of blueberry juice by AS 2.316 S. cerevisiae wine yeast.
Through statistically designed optimization, the optimal conditions of alcoholic fermentation were found to be temperature of 22.65 °C, pH value of 3.53 and inoculum size of 7.37%. At the optimal condition, the production of ethanol and volatile acid of blueberry wine had achieved up to 7.63% and 0.34 g /l, respectively. High ethanol concentration (47g/l) for an immobilized cell reactor, using high substrate concentration (150g/l) has been reported in the literature as the enhanced ICR system was continuous [23] . The yield of ethanol produced in ICR was 0.32 g ethanol/g sugar; however, in this work, a batch process using low concentration of sugar resulted in 0.36 g ethanol/g sugar.
In this work, optimization of ethanol fermentation from glucose using Saccharomyces cerevisiae PTCC 24860 was performed by RSM and ANN. The investigated parameters were temperature (20-40 °C), pH (4.2-5.8) and glucose concentration (20-60 g/l). At optimum conditions, including temperature of 32 °C, pH of 5.2 and glucose concentration of 50 g/l obtained by RSM, the maximum ethanol and biomass concentration were 17.92 and 12.35 g/l, which was in good agreement with the predicted values of ANN. In addition, the relative error in RSM was more than ANN only at optimum conditions. Therefore, ANN is more capable than RSM for prediction of X max and ethanol concentration in comparison with experimental data. (20-40 °C) and glucose concentration (20-60 g/l), in the batch fermentation was investigated. Also, this work described the use of RSM for optimization of ethanol production. Two models were developed for ethanol concentration. In this process, using RSM and ANN methods, maximum cell dry weight prediction was obtained. The best models for RSM and ANN methodologies by quadratic model and multilayer feed forward network were obtained. The optimum process conditions, glucose concentration of 50 g/l, pH value of 5.2 and media temperature of 32 °C were obtained. Finally, these two methods were compared for their predictive abilities. The highest R 2 and lowest MSE and ARD for ANN model with high accuracy and capability of prediction of the given model were identified.
