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Abstract
Probability samples are the preferred method for providing inferences that
are generalizable to a larger population. However, when a small (or rare) sub-
population is the group of interest, this approach is unlikely to yield a sample
size large enough to produce precise inferences. Non-probability (or conve-
nience) sampling often provides the necessary sample size to yield efficient
estimates, but selection bias may compromise the generalizability of results
to the broader population. Motivating the exposition is a survey of military
caregivers; our interest is focused on unpaid caregivers of wounded, ill, or in-
jured servicemembers and veterans who served in the US armed forces following
September 11, 2001. An extensive probability sampling effort yielded only 72
caregivers from this subpopulation. Therefore, we consider supplementing the
probability sample with a convenience sample from the same subpopulation,
and we develop novel methods of statistical weighting that may be used to
combine (or blend) the samples. Our analyses show that the subpopulation
of interest endures greater hardships than caregivers of veterans with earlier
dates of service, and these conclusions are discernably stronger when blended
samples with the proposed weighting schemes are used. We conclude with sim-
ulation studies that illustrate the efficacy of the proposed techniques, examine
the bias-variance trade-off encountered when using inadequately blended data,
and show that the gain in precision provided by the convenience sample is
lower in circumstances where the outcome is strongly related to the auxiliary
variables used for blending.
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1 Introduction
Probability (or representative) sampling, in which each member of a population is
sampled with a known and nonzero probability, has long served as the gold-standard
for producing inferences that are generalizable to the whole population. However,
researchers are increasingly interested in deriving estimates on small segments of a
population, and it is often infeasible to use probability sampling to produce samples of
sufficient size from such segments due to the lack of prevalence of individuals therein.
One small segment of the population for which there is great interest is service
members and veterans who served in US military operations in Iraq and Afghanistan
since 2001. Policymakers are increasingly interested in identifying the health, ed-
ucational, labor, and other social needs of this population so that they can form
policies or create programs to better address these needs. In 2014, there were 2.6 mil-
lion post-9/11 veterans, representing 0.8% of the total US population. Although the
number of veterans is expected to increase to 3.6 million in 2019, it is still projected
to only comprise 1.0% of the population (NCVAS, 2015). Oftentimes, researchers are
interested in even further narrowly defined segments of veterans. Specifically, this
article is motivated by efforts to draw inferences regarding the wellbeing of unpaid
caregivers of wounded, ill, and injured service members veterans of the US armed
forces who served after September 11, 2001 (post-9/11) and caregivers of those who
did not (pre-9/11). Sampling of veterans of the Armed Forces is aided by databases
that are compiled by organizations that provide services to such individuals (e.g.,
Iraq and Afghanistan Veterans of America, Disabled Veterans of America, American
Legion). Utilization of these services is voluntary; therefore, these databases do not
yield sampling frames that are representative of the veteran population, and therefore
samples drawn using these lists are considered non-probability samples.
Non-probability (or convenience) samples are becoming an increasingly efficient
and cost-effective alternative to probability samples. Baker et al. (2013) provide an
outline of types of convenience samples (e.g., mall intercepts, volunteer panels, river
samples and respondent driven samples). Of particular interest in the current lit-
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erature are volunteer (opt-in) web panels (e.g., Baker et al., 2010; Biffignandi and
Bethlehem, 2012; Tourangeau et al., 2013). Convenience samples are usually not
representative of the complete population from which they were drawn, and infer-
ences extracted from them do not necessarily generalize to that population (i.e., such
samples may be fraught with selection bias). Therefore, a wealth of literature (e.g.,
Schonlau et al., 2004; Duffy et al., 2005; Schonlau et al., 2007; Chang and Krosnick,
2009; Blasius and Brandt, 2010; Yeager et al., 2011) has been devoted to evaluating
the quality of inferences drawn from convenience samples.
It is possible to use non-representative samples to produce estimates that gener-
alize to a population even in circumstances where micro-level data that are repre-
sentative of that population are not available. For instance, if the non-representative
sample is differentiated from the population solely across characteristics for which ag-
gregate measures are available for the entire population, a host of statistical weighting
techniques, wherein certain observations are provided greater emphasis than others
in estimator calculations, may be applicable (see Wang et al., 2015, for example).
However, it is often the case that no comprehensive summary quantities are available
from the entire segment of interest or that the population and convenience sample are
differentiated on the basis of subtle characteristics that are not commonly reported in
census-type summaries. These disadvantages can be overcome by using a (potentially
small) probability sample in tandem with non-representative data.
The idea of combining data from two or more surveys has a lengthy history within
extant literature (e.g., Zieschang, 1986; Renssen and Nieuwenbroek, 1997; Merkouris,
2004; Rao and Wu, 2010). This discussion has spurned the development of methods
for combining (or blending) data from probability and convenience samples so as to
yield generalizable inferences. Elliott and Haviland (2007) and Ghosh-Dastidar et al.
(2009) discuss composite estimators—i.e., estimation involving outcomes is performed
on each sample individually and the results are combined in some manner. Here,
we focus on weighting techniques that enable the two datasets to be analyzed as a
single dataset (following weighting). We separate these methods into two general
classes of procedures: 1) propensity score methods (Lee, 2006; Lee and Valliant, 2009;
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Schonlau et al., 2009; Valliant and Dever, 2011), which model the mechanism that
differentiates the two samples, and 2) calibration weighting (Lee and Valliant, 2009;
DiSogra et al., 2011), which determines weights that satisfy the constraint that totals
calculated across a set of variables using a weighted sample equal corresponding totals
calculated using the entire population. Each of these weighting procedures is designed
to match the convenience sample to the population across a set of auxiliary variables;
congeniality between the sample and the remainder of the population across other
variables (e.g., outcomes) is assumed to hold following weighting adjustments.
Our first methodological contribution is to introduce a novel and easily applica-
ble manner of using propensity scores to calculate weights by directly approximating
inclusion probabilities. We rigorize the framework for combining samples by develop-
ing and distinguishing between methods that weight the samples separately (wherein
each sample is weighted to be individually representative of the population) and si-
multaneously (in which the samples are only representative when used in tandem),
and we illustrate the comparative advantages of these two types of weights. Specifi-
cally, weights based on disjoint blending enable evaluation of the representativeness
of the blended sample through statistical testing of the adequacy of blending (i.e., are
there latent characteristics that differentiate the two samples?). In contrast, weights
based on simultaneous blending appear to yield smaller variances than their disjoint
counterparts and do not require that the convenience sample covers the population.
For the application discussed herein, we utilize data from a survey administered as
part of an extensive study of military caregivers; the survey and a wealth of findings
from the study are described in detail in Ramchand et al. (2014). The caregivers sur-
vey was administered to a probability-based panel of approximately 45,000 American
adults (GfK KnowledgePanel); however, this yielded only 72 post-9/11 caregivers.
A convenience sample that provided an additional 281 post-9/11 military caregivers
was derived from a database provided by the Wounded Warrior Project (WWP). Re-
sponse patterns from caregivers sampled from the WWP are markedly different from
the those given by respondents in the probability sample. Nonetheless, the proposed
methods for weighting are shown to be effective at combining data from the two
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sources. Using only the probability sample, we estimate that post-9/11 caregivers
score 1.5 points higher average than pre-9/11 caregivers on a 24-point measure of
depression levels. However, a 95% confidence interval on this estimate ranges from
-0.36 to 3.38 points. Using the blending methods outlined here, we see a marked
improvement in precision of this estimate (see Section 3 for details).
The weighting methodology (and techniques for variance estimation) is detailed
in Section 2. In Section 3, we relay results from the application of these methods
to the survey of military caregivers. Section 4 presents simulation studies performed
using data from the caregiver survey and purely synthetic data, and Section 5 pro-
vides concluding points of discussion. Supplementary materials consider extensions
to settings involving multiple convenience samples, provide details not given in the
main article, and tie together loose ends.
2 Weighting Schemes
Prior to proposing weighting methods for blending probability and convenience sam-
ples, we introduce some fundamental concepts and notation that will be used through-
out. To simplify the exposition, we assume unstratified, unclustered designs (however,
stratification and clustering are discussed in Section 5). We let Ω denote the set of
units (individuals) within a population, whereas S1 Ă Ω and S2 Ă Ω denote the
set of units within the probability and convenience samples, respectively. (In the
supplemental materials, we extend theory outlined here to allow for multiple con-
venience samples.) Under the assumption that the two samples are disjoint (i.e.,
S1 X S2 “ H), we notate the set of respondents within the combined (or blended)
sample as S “ S1 Y S2. We assign a weight wi to each unit i P S. The problem of
interest involves inferences for a variable tyiuiPS, whereas a set of auxiliary variables
(that does not include yi), which are denoted by the vector xi for unit i, are used
to capture discrepancies between the two samples. Although the theory presented
here is applicable for multivariate outcomes, we assume univariate yi to simplify the
exposition. The notation t¨uiPA indicates a set of data values over a subset A Ď Ω;
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when referencing all sampled units, the subscript i P S is excluded. Both yi and xi are
observed for all i P S. For the remaining units of the population, neither case-level
data values nor population totals are assumed to be known.
We also assume that S1 has been subjected to an estimable non-response mecha-
nism. That is, S1 Ď S1˚ , where S1˚ is the set of individuals selected for participation
within probability sampling. Because the analyst has little control over the compo-
sition of the convenience sample, we do not consider non-response for S2 (i.e., we
embed non-response within the mechanism that generates S2).
Note that in lieu of variances, we often discuss design effects. The design effect, as
proposed by Kish (1965), quantifies the inflation in variance that is a consequence of
a weighting scheme. Specifically, it represents the ratio of the variance of a weighted
estimator with the variance of an equivalent unweighted estimator (i.e., under a simple
random sampling design).
2.1 Weights Based on Propensity Scores
If the probability of inclusion into a sample is known for each sampled unit and
positive for all units in the population, one can use the reciprocal of such probabilities
as sampling weights; these weights may be used to provide unbiased estimators of
population quantities within sampling schemes that are not simple random sampling
(Kish, 1965). Generally, P pi P Aq denotes the probability that individual i is in set
A; this expression is written equivalently as P pAq for simplicity. Our first set of
procedures are based on the quantities,
di “ P pS1|xiq, qi “ P pS2|xiq, and pi “ P pS|xiq,
which represent the probability of inclusion in the probability, convenience, and
blended samples, respectively, for individual i given the individual’s set of auxiliary
characteristics xi.
In the presence of a non-response mechanism, tdiu is derived as follows. The
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practitioner assigns a sampling probability, denoted
d˚i “ P pS˚1 |xiq,
to all i P Ω. Next, S1 is generated by the response mechanism
ri “ P pS1|S˚1 ,xiq,
and as a result di “ di˚ ri. For convenience, we write all probabilities listed above as
being conditioned upon the same set of auxiliary variables xi. Of course, this is not
required.
Since tqiu and tpiu cannot be directly determined, and to help approximate them,
we use estimated values of the probability that a sampled unit was included into the
convenience sample, which is given by
γi “ P pS2|S1 Y S2,xiq. (1)
The quantity γi is analogous to a propensity score as commonly used in treat-
ment/control studies (Rosenbaum and Rubin, 1983) and to differentiate nonrespon-
dents from respondents (Little and Rubin, 2002; Bethlehem et al., 2011)—therefore,
weights that incorporate this quantity are referred to as propensity score-based weights.
Our approaches based on these weights mandate the following assumptions:
We assume the selection probabilities for the probability sample are based only on
a set of design variables, xi˚ , so that di˚ “ P pS1˚ |xi˚ q where xi˚ Ď xi and xi˚ is observed
for all i P Ω. Also, the response mechanism is dependent only on a set of variables,rxi, so that ri “ P pS1|S1˚ , rxiq where rxi Ď xi and xi˚ is observed for all i P S1˚ .
Assumption 1. Design of S1˚ : The selection probabilities for the probability sample
depend only on a set of design variables xi˚ , so that di˚ “ P pS1˚ |xiq “ P pS1˚ |xi˚ q where
xi˚ Ď xi and xi˚ is observed for all i P S1˚ YS2 with di˚ ą 0 for all i P Ω. Furthermore,
di˚ is known for all i P S1˚ Y S2.
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Assumption 2. MAR of S1˚ : The response mechanism that yields S1 is dependent
only on a set of variables rxi, where rxi Ď xi and rxi is observed for all i P S1˚ YS2. That
is, ri “ P pS1|S1˚ ,xiq “ P pS1|S1˚ , rxiq. Furthermore, ri is expressed as an estimable
function of rxi with ri ą 0 for each i P Ω.
It follows from Assumptions 1 and 2 that di ą 0 for all i P Ω, and consequentially
the probability sample covers the population.
Assumption 2 establishes that non-response in S1˚ is missing at random, in the
nomenclature of Little and Rubin (2002), with respect to rxi. That is, P pS1|S1˚ ,xi, ziq “
P pS1|S1˚ ,xiq, where zi is exogenous to rxi. This observation and Assumption 1 estab-
lish that the probability sample is conditionally independent the outcome of interest
in that P pS1|xi, yiq “ P pS1|xiq. We next impose a similar expression for the conve-
nience sample.
Assumption 3. Ignorability: It holds that
P pS2|xi, yiq “ P pS2|xiq. (2)
Letting fp ¨ | ¨ q denote a conditional density, (2) can be equivalently stated as
fpyi|xi, S2q “ fpyi|xiq,
which is the exchangeability (or ignorability) assumption that underpins traditional
propensity score techniques (Rosenbaum and Rubin, 1983).
Note that the theory that forms the methodology presented here is valid in the
event that the outcome yi is included in the set of auxiliary variables used for blending.
However, as illustrated in Section 4.2, it is not beneficial to do so (specifically, no
precision is gained by utilization of the convenience sample in such circumstances).
To ensure validity when yi R xi, we impose Assumption 3. To assess whether this
assumption holds in practice, we suggest the test for the adequacy of blending as
described in Section 2.3.
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Assumption 4. Model Adequacy: The models used to estimate ri and tγiu are each
correctly specified.
It is common practice in missing data analysis and in propensity score approaches
to assume that the models used (i.e., non-response and propensity score models) are
not misspecified—certainly, our procedures require the same. In that vein, if the
mechanism that generates the convenience sample is thought to be independent of
some elements of xi˚ or rxi, the model for γi should be adjusted accordingly.
Assumption 5. Positivity: For all i P Ω, qi ą 0.
Traditional propensity score methods require a positivity assumption (i.e., the
propensity scores are non-zero). Here, positivity is implied by assuming that the
convenience sample covers the population. However, as is clarified shortly, this as-
sumption is not needed for all methods we present.
Robustness to these assumptions is assessed in Section 4. Given the assumptions,
we present two options for weighting via inclusion probabilities based on propensity
scores; the first weights the samples separately, whereas the second jointly weights
the samples to obtain representativeness.
2.1.1 Disjoint Weighting
Our first propensity score weighting scheme involves estimation of tqiu, the probability
of inclusion into the convenience sample. Note that
γi “ P pS2|xiq
P pS1 Y S2|xiq “
P pS2|xiq
P pS1|xiq ` P pS2|xiq “
qi
di ` qi ,
where we have made use of the fact that S1 X S2 “ H. Solving the above expression
for qi gives
qi “ diγi
1´ γi “
ridi˚ γi
1´ γi . (3)
Note that (3) does not indicate that qi is dependent upon di (i.e., any alterations in
di while leaving qi unchanged will be offset by changes in the value of γi).
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It follows from Assumptions 1 and 2 that if weights calculated using d´1i are
applied to the probability sample, the probability sample will be representative of
the population. Likewise, Assumption 5 implies that weights calculated using q´1i ,
when applied to the convenience sample, will ensure that the convenience sample is
representative. That is,
E
«ř
iPS1 d
´1
i yiř
iPS1 d
´1
i
ff
« E
«ř
iPS2 q
´1
i yiř
iPS2 q
´1
i
ff
«
ř
iPΩ yi
N
, (4)
Note that the first and second expectations in (4) are taken over the random variables
used to generate S1 and S2, respectively. The above result follows from the unbiased-
ness of the Horvitz-Thompson estimator and illustrates that representativeness for
both panels can be obtained without combining the two samples. Nonetheless, fusion
of the data sources is preferred since blending is expected to yield estimators with
lower variance than those which are constructed using the samples individually.
We next propose so-called disjoint propensity score weights—the phrase “dis-
joint” blending is used since such procedures involve combination of two samples that
are individually representative. Analysis of multiple surveys using disjoint combing
methods has been considered previously (e.g., Kott and Vogel, 1995; Renssen and
Nieuwenbroek, 1997; Merkouris, 2004; Lee, 2006). Although the two samples are es-
sentially weighted separately in disjoint blending, the weights are concatenated to
yield a single set of weights that enables the two datasets to be analyzed in tandem.
Note that this mandates that the analyst decide how much emphasis to give one sam-
ple over the other in the concatenated weights. Therefore, our first set of blending
weights (notated twi˚ u for i P S), is calculated by setting wi˚ “ κd´1i for i P S1 and
wi˚ “ p1´ κqq´1i for i P S2 for some constant κ P r0, 1s.
As illustrated in the supplemental materials to this article, twi˚ u may be used to
obtain unbiased estimators of population quantities for any κ P r0, 1s.
In order to minimize the Kish approximation of the design effect (i.e., deff “
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n
ř
w2i {p
ř
wiq2), we suggest
κ “ p
ř
iPS1 d
´1
i qp
ř
iPS2 q
´2
i q
přiPS1 d´1i qpřiPS2 q´2i q ` přiPS1 d´2i qpřiPS2 q´1i q .
We do not recommend selection of κ so as to minimize the true design effect (or
variance for that matter) since doing so would require a different value of κ for each
estimate produced. However, such approaches have been considered previously (Hart-
ley, 1974; Rivers et al., 2003; Lohr, 2011). Those authors suggest post hoc blending
of estimators taken from multiple frames. Therein, the two samples are combined
after analyses involving outcomes begins. (In our proposed methods, blending occurs
prior to such analysis.) Consider the estimators θˆ1 and θˆ2 as described in the previous
paragraph. The post hoc blended estimator of θ is
θ¯ “ κ¯θˆ1 ` p1´ κ¯qθˆ2 (5)
where κ¯ is selected to minimize the mean squared error of θ¯. That is, set
κ¯ “ Varpθˆ2q ´ Covpθˆ1, θˆ2q
Varpθˆ1q ` Varpθˆ2q ´ 2Covpθˆ1, θˆ2q
. (6)
This calculation incorporates the assumed unbiasedness of θˆ1 and θˆ2 but does not
assume θ1 and θ2 are independent (as θ2 is calculated using weights that invoke S1).
Blending via disjoint weights as proposed with the use of the Kish approximation
should yield a nearly minimum MSE estimator, and it does not require analyzation
of the samples separately, nor does it require a different choice of κ for each estimate.
2.1.2 Simultaneous Weighting
Weights may also be calculated using the probability of inclusion into the blended
sample. Note that pi “ P pS1 Y S2|xiq “ P pS1|xiq ` P pS2|xiq “ di ` qi. Hence,
pi “ di
1´ γi “
ridi˚
1´ γi (7)
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for all i P S. Therefore, our second proposed choice of weights for blending probability
and convenience samples is determined by setting wi “ p´1i for all i P S. We refer
twiu as simultaneous propensity score weights. Note that Assumption 5 is not
required for simultaneous weighting. That is, if qi “ 0, it follows that γi “ 0 and thus
pi “ di ą 0 (and S covers Ω).
Simultaneous blending, which has been described previously in Lee and Valliant
(2009) in the context of calibration weighting, is designed to make the two samples
individually representative of the population when used in tandem. However, when
the samples are weighted in this manner, they are not individually representative.
That is, in general,
E
„ř
iPS1 wiyiř
iPS1 wi

‰
ř
iPΩ yi
N
where N is the cardinality of Ω (i.e., the population size). Equivalence does not
approximately hold in general in this expression. Therefore, it is not prudent to
use twiu in conjunction with the observed data for the purpose of testing for the
presence of discrepancies between the probability and convenience samples that are
unexplained (which would determine whether or not txiu is sufficient for modeling
inclusion probabilities).
Note that both disjoint and simultaneous propensity score methods require a
known or estimated value of di for each i P S1YS2. In practice, these probabilities are
easily determined. From Assumption 1, di˚ is known for all i P Ω. (E.g., if n individuals
from a stratum of sizeN are randomly selected asked to participate in the study within
probability sampling, one may use di˚ “ n{N for all i in the stratum’s population.)
It is also assumed that the response mechanism, ri, that yields S1 is estimated as a
function of predictor variables—for example, rˆi “ 1{p1` expt´αˆ0 ´ pα1rxiuq. Since rˆi
can be calculated for all i P S, we approximate di for i P S using di˚ rˆi.
2.2 Calibration Weighting
If population totals for a set of auxiliary variables xi, that is tx “ řiPΩ xi, are known,
calibration weighting (Deville and Sa¨rndal, 1992; Sa¨rndal, 2007) is useful for deriving
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weights that can be used to calculate generalizable estimators from non-representative
data. As such, it has a lengthy history as a tool for non-response adjustments (e.g.
Kott, 2006) and has a similar utility for blending probability and convenience samples.
Further, it should give results that are similar to those found using propensity score
weighting (albeit through different computational procedures).
Calibration involves the determination of weights tviu that satisfy
tx “
ÿ
iPS
vixi. (8)
Under a linear representation of yi as a function of xi (e.g., Eryis “ β1xi), it follows
that tˆy “ řiPS viyi is a unbiased estimator of ty “ řiPΩ yi. Similarly, unbiased
estimates of Eryis can be calculated using the weighted data.
Similar to the framework we established for weighting via propensity scores, we let
weights tvtu, which satisfy (8) for S “ S1YS2, denote so-called simultaneous cali-
bration weights; these weights jointly blend the probability and convenience samples
to produce a blended sample that is representative of the population. However, it is
also possible to individually weight the two samples so that each one is separately
representative of the population. That is, we may use calibration to find weights
tv1˚iuiPS1 and tv2˚iuiPS2 that satisfy
tx “
ÿ
iPS1
v˚1ixi “
ÿ
iPS2
v˚2ixi. (9)
If we define weights tvi˚ uiPS via vi˚ “ κv1˚i for i P S1 and vi˚ “ p1 ´ κqv2˚i for i P S2
for some κ P r0, 1s, then tvi˚ u is conducive for calculation of unbiased estimates of
Eryis and Eryi|xis. We refer to tvi˚ u as disjoint calibration weights. Similar to the
disjoint propensity score-based weights, we set
κ “ p
ř
iPS1 v1˚iqp
ř
iPS2pv2˚iq2q
přiPS1pv1˚iq2qpřiPS2 v2˚iq ` přiPS1 v1˚iqpřiPS2pv2˚iq2q
in order to minimize the Kish approximation of the design effect. As is the case
with twi˚ u (the disjoint propensity score weights), tvi˚ u can be used to test for post-
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weighting discrepancies between the two samples discussed in Section 2.3 below; the
simultaneous calibration weights tviu should not be used for this purpose. Unlike
the weights based on selection probabilities, calibrated weights may adjust for non-
response within the probability sample (if the non-response mechanism is explained
by the auxiliary variables xi). Further, disjoint calibration weights can be used with
post hoc blending estimation in the vein of (5).
Given initial design weights tωiu, the calibration weighting procedure, denoted
generalized raking by Deville and Sa¨rndal (1992), calculates the set of calibrated
weights tvtu which minimize the distance between the initial and calibrated weights
subject to a distance metric Gp¨q and the constraints imposed by (8). That is, the
quantity
ř
iPS ωiGpvi{ωiq is minimized subject to (8). Calculations show that tωiu
satisfies the expression
ř
iPS ωiF px1iξqxi “ tx, where F p¨q is the inverse of the deriva-
tive of Gp¨q and where ξ is a vector of Lagrange multipliers (which may be extracted
via Newton’s method). See Deville et al. (1993) for details. We use a truncated
linear distance metric bounded below at zero (i.e., Gpxq “ p1{2qpx ´ 1q2 for x ě 0
and Gpxq “ 8 otherwise), which has been shown to help minimize the design effect
(Robbins et al., 2017) while ensuring that wi ą 0 for all i P S. The propensity score-
based weights twiu or twi˚ u can be used as initial values within calculation of their
respective calibration weights tviu or tvi˚ u. However, it is also feasible to initialize the
algorithm by giving each respondent equal weight.
Assumptions 1-3 are necessary when using calibration. Note that unlike propensity
scores, calibration may be applied without knowing di for i P S2. Since we do not
use a propensity score model, Assumption 4 is not needed. Analogously, validity of
calibration estimators is frequently illustrated on outcomes that obey yi “ β0`β1xi`i
(see Deville and Sa¨rndal, 1992, for example). However, it commonplace to apply
calibration estimation to outcomes that do not obey this formulation (e.g., binary
data). Assumption 5 is needed for disjoint (but not simultaneous) calibration.
Calibration weighting for the purpose of blending probability and convenience
samples has been proposed by DiSogra et al. (2011); therein, a technique akin to the
simultaneous calibration method presented here is suggested. Lee and Valliant (2009)
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propose a method akin to the disjoint calibration procedure discussed herein.
2.2.1 Estimation of Benchmarks
The vector of population totals tx is said to be composed of benchmark values of the
auxiliary variables. It is unlikely that this vector will be known in practice, especially
if the population of interest is a rare segment of a larger population. In the event
that no elements of tx are known, one can approximate it using tˆx “ řiPS1 d´1i xi.
where td´1i u are the design weights. Calibration weights calculated using tˆx offer no
perceived advantage over the propensity score-based weights. Nonetheless, calibration
weighting can be used to incorporate limited aggregate information regarding the
population of interest. As an example: If xi can be decomposed into two vectors
x
p1q
i and x
p2q
i , satisfying xi “ ppxp1qi q1, pxp2qi q1q1, where tp1qx “
ř
iPΩ x
p1q
i is known but
t
p2q
x “ řiPΩ xp2qi is not, one can apply calibration to find weights tvp1qi u that obeyř
iPS1 v
p1q
i x
p1q
i “ tp1qx . Setting t˜x “
ř
iPS1 v
p1q
i xi, the vector t˜x yields benchmark values
that can be used in calculation of blending weights tviu, tv1˚iu and tv2˚iu. Calibration
weighting in this manner may account for non-response among the probability sample
(so long as the non-response mechanism is influenced by only variables within x
p1q
i ).
2.3 A Test for the Adequacy of Blending
We are interested in knowing whether or not the blended sample is representative
of the population (following application of the weighting methods described above).
If the probability of inclusion in the convenience sample has not been appropriately
modeled or if an insufficient scope of auxiliary variables has been used within cali-
bration weighting, the blended sample is not assured to be representative. Therefore,
we develop a method for statistically testing the adequacy of blending.
Let θ denote a population parameter of interest. Further, let θˆ1 and θˆ2 denote
estimates of θ found using only i P S1 and only i P S2, respectively. We will test to
see whether or not θˆ1 and θˆ2 are statistically equivalent. Lack of equivalence may
indicate the presence of a latent characteristic that exists outside the set of auxiliary
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variables txiu which differentiates S1 and S2 (in which case (2) is violated). If θˆ1
and θˆ2 are calculated using simultaneous blending weights, we expect a non-negligible
discrepancy between θˆ1 and θˆ2 when blending is adequate (even though θˆ, an estimator
of θ determined using data from both samples with simultaneous blending weights,
is expected to be unbiased). To observe θˆ1 « θˆ2 under an adequate selection of
xi, disjoint blending weights (determined using propensity scores or calibration) are
needed.
We propose a test for the adequacy of blending that is based off of the mean value
of an outcome of interest tyiu. Letting µ “ řiPΩ yi{N , we evaluate differences between
µˆ1 and µˆ2, which are estimates of µ based off of the probability and convenience
samples, respectively, and which are calculated using a disjoint weighting scheme.
We approach this problem by fitting the model
yi “ µ` δ1tiPS2u ` i, (10)
for each i P S using weighted least squares. We let tiu denote mean zero errors and,
generally, 1tAu represents the indicator of event A. We test
H0 : δ “ 0 against H1 : δ ‰ 0. (11)
This test may be performed using the statistic z˚ “ δˆ{yVarpδˆq1{2.
We formulate the test using the linear model in (10) as opposed to a basic two-
sample formulation so as to enable easy extension to analogous tests that involve
non-linear response (e.g., logistic regression) or that involve regression models with
additional covariates. One may also develop an omnibus version of the above which
can incorporate multiple outcomes (although this is not considered further here).
2.4 Variance Estimation
We briefly discuss techniques for variance estimation in the presence of weights cal-
culated via the methodology outlined herein. We first describe (Taylor series) lin-
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earization and conclude with a discussion of resampling methods (with a focus on
the jackknife). Further details on both techniques are given in the supplementary
materials to this article.
Linearization provides algebraic approximations of variances of estimators found
using complex survey data. The procedure invokes Taylor series expansions to trans-
late an estimator into terms for which the variance can be estimated using straightfor-
ward procedures designed for complex surveys (e.g., the Horvitz-Thompson estimator
Horvitz and Thompson, 1952). We implement linearization through the survey pack-
age in R (Lumley, 2004, 2011).
By using resampling techniques, one can incorporate aspects of an estimation
process into variance calculations that are not easily captured algebraically. We
focus on the jackknife (Quenouille, 1949, 1956), wherein data are segmented into
replication groups, and the estimation process is applied to each replication group
separately. Here, we consider a delete-a-group jackknife (Kott, 2001), wherein samples
are segmented into G mutually exclusive and exhaustive groups, and the weights are
recalculated for each group.
3 A Survey of Military Caregivers
The early 21st century wars in Afghanistan and Iraq (Operation Enduring Freedom,
Operation Iraqi Freedom, and Operation New Dawn) have produced a wave of return-
ing wounded veterans and servicemembers. Many of those who have engaged in these
modern conflicts have suffered unique traumas (e.g., traumatic brain injury associ-
ated with improvised explosive devices); fortunately, they have also benefited from
advances in battlefield medicine and rehabilitative services (thereby reducing death
rates overall but resulting in an increased proportion of veterans who have endured
disabling injuries). As a result, America’s modern-day wounded warriors are often in
need of a variety of caregiving services (e.g., bathing, dressing, and eating, etc.) upon
their return to the homefront. However, these caregiving burdens often fall upon a
range of family members, friends and other acquaintances (i.e., military caregivers)
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who do not receive wages for their services. As recently as a decade following the
beginning of the conflicts in Iraq and Afghanistan, little was known about the average
American military caregiver (e.g., their prevalence across the American population,
the specific obstacles they face, etc.); this lack of information acted as an impediment
for policymakers aiming to establish services to assist caregivers.
Ramchand et al. (2014) report findings from a large study of military caregivers
performed from August to October 2013 by the RAND Corporation and sponsored by
the Elizabeth Dole Foundation—our empirical application here utilizes data from this
study. Substantive definitions utilized within Ramchand et al. (2014) are reviewed
here. Generally, a caregiver is someone (a family member, friend, neighbor, etc.) who
provides a broad range of care for an individual with a disabling (physical or mental)
wound, injury or illness. A key characteristic of caregivers in our context is that they
do not receive wages for caregiving. A military caregiver provides these services to a
current or former member of the U.S. Armed Services. Further, a military caregiver
is denoted as post-9/11 if the care recipient served in the armed forces at any point
following September 11, 2001 (regardless of prior military service).
A crucial aspect of the RAND survey of military caregivers is that it was probability-
based. A key policy question investigated by the military caregivers study involved
the comparison of caregivers of servicemembers who served during the Afghanistan
and Iraq conflicts (i.e., post-9/11 caregivers) to caregivers of servicemembers who
served in prior eras (i.e., pre-9/11 caregivers). It was understood that probability-
based sampling would not yield a sufficient number of post-9/11 caregivers; therefore,
convenience samples from this segment were also drawn. Here, we apply the method-
ology described in Section 2 in order to blend data from the probability-based sample
of caregivers with data from a convenience sample of post-9/11 caregivers and thus
enable inferences that are generalizable to this sub-population.
Ramchand et al. (2014) describe a multitude of analyses that were performed using
the caregiver data. Primarily, marginal means for respondents within the domains
described above are calculated for several outcomes of interest. A primary outcome
discussed here is the depression score, which is gauged using the eight-question Patient
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Health Questionnaire (Kroenke et al., 2009). A related outcome measure discussed
here is anxiety levels, which are measured using the Mental Health Inventory anxiety
subscale. On these two scales, higher scores indicate higher levels of depression and
anxiety.
3.1 The Probability Sample: KnowledgePanel (KP)
The GfK KnowledgePanel (KP; GfK, 2013), which is a nationally representative panel
of approximately 45,000 American adults (during August 2013), was used as a proba-
bility sample for the military caregivers survey. Each member of the KnowledgePanel
was given a screener and was consequentially placed into one of the following domains:
1) military veteran receiving unpaid care, 2) military caregiver, 3) civilian caregiver,
and 4) other (i.e., non-veteran/non-caregiver). All respondents who fell into the first
two domains listed were given a full survey. Caregivers were asked to report on them-
selves and their care recipient; likewise, veterans were asked to report on themselves
and their caregiver. Random samples of members who fell into the final two domains
were selected and asked to complete a full survey. Of the 41,163 panelists invited to
complete the screener, 28,164 (68%) did so.
To facilitate blending of data from supplemental sources, military caregivers who
completed the full survey are then further segmented on the basis of the criteria
mentioned earlier. Table 1 lists the number of respondents from each domain that
were sampled from the KP (as well as the respondents from the convenience samples,
which are described later).
Table 1: The number of respondents by domain and panel.
Domain KP WWP
Veterans 251 –
Post-9/11 Caregiver 72 281
Pre-9/11 Caregiver 522 3
Civilian Caregiver 1828 –
Non-Caregiver 1163 –
Pre-stratification weights (i.e., screener weights) for all screener respondents from
the KP were calculated by using calibration with a set of standard demographic vari-
19
ables (e.g., age, gender, income, etc.) as auxiliary variables (see xi in (8)) where the
benchmark values (tx) are determined using information (or the non-institutionalized
U.S. adult population) from the 2010 Census and American Community Survey (see
Ramchand et al., 2014, for futher details). These weights account for non-response at
the screener stage. In the ensuing, military caregivers are segmented further by era
of service (pre- vs. post-9/11), and we focus on the domain of post-9/11 caregivers.
3.2 The Convenience Sample: WoundedWarrior Project (WWP)
As indicated by Table 1, there are only 72 post-9/11 caregivers from the probability
sample, which yields concern that efforts to compare this domain to other domains
will be under-powered. To further supplement our data, we used a database from
the Wounded Warrior Project (WWP). The WWP is a nonprofit veterans service
organization that offers a variety of programs to support servicemembers who were
wounded during the military actions following the events of September 11, 2001. The
WWP maintains a database of individuals who have registered with the organization
as caregivers of wounded, ill, or injured veterans of post-9/11 military actions—this
database yielded a sampling frame for additional post-9/11 caregivers. The rate of
response among individuals sampled from the WWP was 20%, which yielded 281
post-9/11 caregivers who completed the survey.
We compare the KP and WWP across a wide range of variables. Tables 2 and
4 show (among other information) means and standard errors of several variables
from the caregiver survey for respondents from the KP and the WWP. We note that
Table 2 includes auxiliary variables used in weighting, whereas Table 4 includes a
selection of outcome variables (although this discrepancy is not yet germane to the
discussion). Since the WWP contains primarily post-9/11 caregivers, the information
in these tables is calculated using only data from post-9/11 caregivers. The table also
lists unweighted means and standard errors of these variables when calculated using
the KP and WWP jointly. Note that the standard errors presented in these tables
(and in all subsequent analyses) are calculated using Taylor series linearization. As
indicated by Tables 2, there are substantial differences across the KP and WWP
20
panels. Specifically, the WWP caregivers are predominantly female (94%), whereas
around half of the caregivers from the KP are female. Likewise, around 69% of the
caregivers from the WWP are caring for a veteran with traumatic brain injury (TBI),
whereas only 16% of care recipients from the KP have TBI. Furthermore, WWP
caregivers report higher depression and anxiety levels. Note that all differences in
means seen in Table 2 are statistically significant at the 5% level.
Table 2: Means and standard errors of selected survey variables for post-9/11 caregivers
calculated using various sources of data.
KP Only WWP Only
Blended:
Unweighted
Variable Description Mean s.e. Mean s.e. Mean s.e.
Caregiver lives with veteran 0.453 0.085 0.858 0.021 0.755 0.032
Veteran deployed to war zone 0.577 0.086 0.929 0.015 0.839 0.029
Vet. has a service-related disability rating 0.563 0.095 0.883 0.016 0.801 0.031
Vet.’s disability rating is 70+% 0.280 0.086 0.715 0.023 0.605 0.033
Vet. has serv.-rel. traumatic brain injury 0.164 0.069 0.687 0.027 0.554 0.032
Vet. has serv.-rel. mental health problems 0.450 0.097 0.897 0.021 0.783 0.033
Caregiver is female 0.476 0.082 0.940 0.014 0.822 0.032
Caregiver depression level† 7.071 0.808 9.485 0.446 8.871 0.356
Caregiver anxiety level† 38.409 5.221 50.896 1.727 47.722 3.887
Caregiving caused quitting work entirely 0.204 0.065 0.502 0.028 0.426 0.031
Caregiving disturbs sleep 0.474 0.090 0.808 0.028 0.723 0.030
Caregiving causes financial strain 0.588 0.085 0.762 0.021 0.718 0.028
Caregiver feels overwhelmed by caregiving 0.398 0.085 0.815 0.024 0.709 0.032
† Variable is ordinal or continuous—variables are binary otherwise.
3.3 The Blending Weights
Since the unweighted respondents from the WWP report markedly different char-
acteristics than those given by respondents from the probability sample (KP) and
since policymakers need nationally representative estimates, we apply the weighting
techniques of Section 2 for the purpose of blending KP and WWP samples.
3.3.1 Calculation of Propensity Scores
As outlined in Section 2, calculation of propensity score-based weights requires two
sets of probabilities as input: tdiu and tγiu. Recall that it is required that di, which
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gives the likelihood of unit i being selected into the probability sample, be known for
each i P S. Recall also that a pre-stratification weight was assigned to each post-
9/11 caregiver within the KP and that these weights incorporate adjustments for
non-response among the probability sample (i.e., non-compliance with the initial KP
screener) and any residual inconsistencies between the KP and the full population;
therefore, we set tdiuiPS1 equal to the inverse of the initial pre-stratification weights.
Due to the proprietary nature of the KP, we lack data on screener non-respondents,
and therefore cannot fully model screener non-response so as to calculate an informed
value of tdiuiPS2 . Hence, we set di “ n1{
ř
jPS1 d
´1
j for each i P S2, where n1 is the
sample size of S1—this effectively assumes that all cases in S2 had equal probability
of inclusion into S1. For non-response adjustments that are more rigorous, we rely
on calibration weights.
Next, we calculate γi, the probability unit i sampled unit being selected within
the convenience sample for each i P S (i.e., the propensity score). These probabilities
are unknown but can be easily estimated. Specifically, we use logistic regression:
log
ˆ
γi
1´ γi
˙
“ ζ0 ` ζ 1xi, (12)
where xi is a set of auxiliary variables (the same set is used within calibration weight-
ing) and pζ0, ζ 1q1 is a vector of regression parameters. As a substitute for tγiu, we
use tγˆiu, which contains the predicted values (derived via the above regression) of
the elements of tγiu. Non- and semi-parametric models for binary response could be
used (e.g., Hahn, 1998; Hirano et al., 2003; Fro¨lich, 2006), and boosted regression
models (Friedman, 2001, 2002; Ridgeway et al., 2014) have become increasingly pop-
ular for propensity score estimation; however, such techniques are not given further
consideration here.
3.3.2 Calibration Weighting
When applying calibration here and in Section 4, we use the function calibrate()
within the survey package in R (Lumley, 2004, 2011). Specifically, we set calfun
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= ’linear’ and bounds = c(0,Inf). As initial weights in the simultaneous cali-
bration method, weights from the propensity score-based scheme were used. Details
regarding calculation of benchmarks for calibration in this application are provided
in the supplemental materials.
3.3.3 Results from Blending
We calculated three sets of weights to blend the samples of post-9/11 caregivers:
1) simultaneous propensity scores (SPS), 2) disjoint propensity scores (DPS) and 3)
simultaneous calibration (SC). Weights based on disjoint calibration could not be
calculated since the algorithm to do so failed (this is likely due to KP and WWP
respondents being substantially different and thereby disabling the feasibility of a
solution to the calibration equations in (9)). Standard errors reported in this section
were calculated using a delete-a-group jackknife with G “ 40 and with reweighting
for each replicate group.
A subset of auxiliary variables (xi) used in calculation of all weights includes
all variables listed in Table 3. These variables include five questions that gauge the
status of the caregiver as being an “early adopter” of technology. Such questions have
proven to be useful for weighting respondents of online surveys (DiSogra et al., 2011)
by helping to quantify their familiarity with and use of electronic media. Table 3 also
lists the estimated mean of each variable when calculated using each of the three sets of
blending weights. Standard errors of these auxiliary variables are not provided. Note
that weight trimming (Lee et al., 2011; Potter and Zheng, 2015) was used to reduce the
influence of outlying weights. Specifically, as the final step in weighting, the highest
and lowest 1% of weights were truncated to match the corresponding percentile, and
weights within these bounds were adjusted so that the sum of the weights remains
unchanged. As a consequence, the mean of the auxiliary variables when calculated
using calibration weighting differs slightly from the benchmarks values. Additionally,
Table 3 indicates that weights based on propensity scores yield means of calibration
variables that closely approximate the benchmark values. The full set of auxiliary
variables for blending is shown in Table A.2 of the supplemental materials along with
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information analogous to that which is provided in Tables 2 and 3.
Table 3: Benchmarks and weighted averages among post-9/11 caregivers
for selected auxiliary variables (xi). Three schemes for calculating blending
weights are shown: simultaneous propensity scores (SPS), disjoint propensity
scores (DPS), and simultaneous calibration (SC).
Bench- Blended: Weighted
Variable Description marks SPS DPS SC
Caregiver lives with veteran 0.453 0.467 0.573 0.489
Veteran deployed to war zone‡ 0.559 0.592 0.631 0.591
Veteran has a service-related disability rating 0.563 0.577 0.648 0.591
Veteran’s disability rating is 70+% 0.280 0.275 0.320 0.308
Vet. has service-related traumatic brain injury 0.164 0.133 0.166 0.189
Vet. has service-related mental health problems‡ 0.510 0.491 0.529 0.549
Caregiver is female‡ 0.555 0.509 0.557 0.592
‡ Veterans’ reports are used in calculation of the benchmark.
Our set of auxiliary variables chosen not only because the KP and WWP caregivers
differ on the basis of these characteristics but also because the selection of auxiliary
variables was limited to demographic characteristics of the caregiver and descriptors
of the care recipient. Descriptors of caregiver well-being are outcome variables for
this study. Table 4 lists selected outcome variables when calculated using only the
KP caregivers, only the WWP caregivers, and while using the three sets of blended
weights. Table A.3 provides this information for a larger set of outcome variables.
For each method of blending (e.g., SPS, DPS, SC) and for each outcome variable, a
p-value of the hypotheses in (11) is provided. Corresponding p-values calculated using
unweighted data (not shown for brevity) quantify the discrepancies between the two
samples. Specifically, of the 31 outcomes listed in Table A.3, 23 have an unweighted
p-value less than 0.05 (16 have a p-value less than 0.01).
As seen by comparing of Tables 2 and 4 (and by examining Table A.3, the means
of the outcome variables when found using weighted (blended) data tend to be close
to the means found using only the KP sample; uniformly, the blended means are
well within the error bound for the values found from the KP. Additionally, the
standard errors of the blended values imply that an improvement in precision has
been obtained by using the convenience sample. However, we see that simultaneous
blending offers smaller standard errors (and therefore a greater increase in precision)
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Table 4: Means and standard errors of selected outcome variables for post-9/11 caregivers
from blended data with various weighting schemes. The p-values are derived from a test
of the hypotheses in (11). The weighting schemes shown are simultaneous propensity
scores (SPS), disjoint propensity scores (DPS), and simultaneous calibration (SC).
Blended: SPS Blended: DPS Blended: SC
Variable Description Mean s.e. p-val. Mean s.e. p-val. Mean s.e. p-val.
Caregiver depression level† 7.661 0.575 0.109 7.574 0.895 0.513 7.801 0.668 0.112
Caregiver anxiety level† 41.551 3.887 0.084 43.657 4.827 0.344 41.706 3.933 0.340
Caregiving caused quitting work 0.206 0.072 0.009 0.237 0.066 0.489 0.237 0.069 0.114
Caregiving disturbs sleep 0.499 0.069 0.005 0.536 0.089 0.298 0.554 0.068 0.061
Caregiving causes financial strain 0.593 0.064 0.174 0.627 0.089 0.557 0.575 0.067 0.327
Feels overwhelmed by caregiving 0.443 0.104 0.007 0.480 0.078 0.291 0.480 0.087 0.010
† Variable is ordinal or continuous—unless otherwise specified, variables are binary.
than disjoint blending. This observations yield the conclusion that the simultaneous
blending weights are likely to provide smaller design effects—this claim is investigated
further in Section 4. In some circumstances, disjoint blending yields larger standard
errors than were observed when only the KP was used. This is a consequence of the
blended data having a higher mean than was observed in only the probability sample,
and is not evidence of a loss of precision.
The p-values reported in Table 4 (and Table A.3) are often close to zero when
simultaneous weights are used—this is expected and is not a testament to the quality
of weighting. For the disjoint blending method, the p-values are larger—these p-
values give a more accurate assessment of the adequacy of weighting (with respect
to the selection of auxiliary variables). None of the 31 outcomes in Table A.3 have
a p-value less than 0.05 under disjoint blending—this provides evidence that the set
of auxiliary variables in Table 2 sufficiently account for differences between KP and
WWP post-9/11 caregivers.
When disjoint weights were used, we also calculated the post hoc blending esti-
mator described in (5); however, full results are omitted for brevity. We note that
the point estimates yielded by the post hoc method are consistently similar to those
seen for the DPS procedure in Table 4. For example, in the depression and anx-
iety outcomes, the post hoc estimators are 7.30 and 42.97, respectively (compared
to respective values of 7.57 and 43.66 for DPS). The post hoc blending estimator is
examined further in Section 4.
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As a final data analysis, we discuss the influence of weighting on inferences drawn
from the following regression model of a military caregiver’s depression level:
DEPi “ η0 ` η1ERAi ` η2AGEi ` η3SEXi ` η4INCi ` η5EMPi ` i. (13)
In the above, DEPi is the depression score for the i
th caregiver, ERAi is an indicator
variable which is unity if the caregiver is post-9/11, and AGEi, SEXi, INCi and
EMPi are the age (continuous), gender (binary), income (continuous) and employment
status (binary), respectively, of the caregiver. Using all military caregivers (pre- and
post-9/11) from the KP and WWP, we estimate the model in (13). The various
blending weights are used for post-9/11 caregivers, and the pre-stratification weights
are applied to the pre-9/11 caregivers; results are seen in Table 5.
(Intercept) ERA AGE SEX INC EMP
KP Only
Estimate 11.4897 1.5102 -0.7542 -0.7812 -1.4843 -0.6085
Std. Error 1.8073 0.9375 0.3330 0.6134 0.4848 0.7070
p-value 0.0000 0.1078 0.0239 0.2034 0.0023 0.3898
Blended:
Unweighted
Estimate 12.2617 2.3185 -0.8561 -1.6111 -1.6121 -0.1945
Std. Errors 1.3262 0.5632 0.2727 0.4990 0.3540 0.5224
p-value 0.0000 0.0000 0.0017 0.0013 0.0000 0.7098
Blended:
SPS
Estimate 11.1934 1.6835 -0.7676 -1.1130 -1.3655 -0.2015
Std. Error 2.6438 0.9258 0.4008 0.7327 0.8287 1.1329
p-value 0.0002 0.0778 0.0639 0.1380 0.1086 0.8599
Blended:
DPS
Estimate 11.5365 1.9340 -0.7633 -1.2863 -1.4557 -0.3199
Std. Error 2.6331 0.6637 0.3003 0.4554 0.6961 1.1046
p-value 0.0001 0.0063 0.0158 0.0079 0.0440 0.7739
Blended:
SC
Estimate 11.6872 2.1431 -0.8125 -1.3930 -1.4348 -0.3934
Std. Error 1.8824 0.7785 0.3195 0.5647 0.7694 0.6950
p-value 0.0000 0.0094 0.0157 0.0188 0.0709 0.5751
Table 5: Results for the models in (13) for various weighting schemes. See the caption
to Table 2 for a description of the acronyms.
Of primary interest is whether or not η1 differs from zero; if η1 ą 0, then post-9/11
caregivers have higher depression levels (conditional on covariates) than pre-9/11 care-
givers. Using weighted least squares (WLS) with the initial pre-stratification weights,
the regression model is estimated while incorporating data from only military care-
givers from the KP sample. When only military caregivers from the probability
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sample are used, the results illustrate that post-9/11 caregivers have higher levels
of depression, but the estimate is not statistically different from zero at the 5% sig-
nificance level. The lack of statistical significance is likely a consequence of sample
size. All methods of calculating blending weights implicate that era of service is sta-
tistically significant (at the 5% level) with post-9/11 caregivers having higher levels
of depression when controlling for other characteristics. However, the era of service
coefficient is less statistically significant when calculated using disjoint blending. Fur-
ther, the discrepancy between levels of depression for pre- and post-9/11 caregivers
is smaller when any method of blending is used than when the unweighted WWP
data are used. The emotional hardships endured by post-9/11 military caregivers are
thought to be a consequence (in part) of the types of injuries suffered by soldiers that
served in the recent campaigns and the fact that these caregivers are often spouses
and family members tending to a young veteran with a debilitating injury.
The sample means and standard errors reported in this section are calculated
using the svymean() function from the survey package in R. Regression results and
p-values for comparing samples are derived using the svyglm() function.
4 Simulations
We perform simulation studies to examine efficacy of the weighting methodology in
greater detail. First, we provide simulations performed using data from the caregiver
study that are designed to assess bias and mean-squared error in situations where
model assumptions are and are not met. We also perform simulations with purely
synthetic data that are designed to illustrate the efficacy of variance estimators.
4.1 Simulations with caregiver data
Our first simulation study uses data from the caregiver survey. We form a pseudo-
population of post-9/11 caregivers using the observed data and then repeatedly
draw samples from this population. Prior to describing construction of the pseudo-
population, we note that an opt-in sample military caregivers was drawn from a vol-
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unteer internet-based panel—this sample yielded 171 post-9/11 caregivers (see Table
1). The opt-in sample was found to contain data anomalies (e.g., clearly erroneous
response patterns) and was disregarded from the analyses provided by Ramchand
et al. (2014). However, it is used here to help build the pseudo-caregiver population.
Specifically, the pseudo-population of post-9/11 caregivers consists of all observed
military caregivers from the KP and opt-in samples. The WWP is excluded from this
phase of our study because it represents a highly differentiated segment of the care-
giver population (e.g., the WWP is nearly entirely post-9/11 and is heavily burdened).
Our pseudo-population has 940 cases.
Approximately 150 caregiver are selected for inclusion in the probability sample
by drawing units from the pseudo-population at random with probability di˚ “ 0.16.
Selected caregivers are considered respondents with a probability ri that satisfies
logpri{p1 ´ riqq “ p1{3qFi ´ p2{3qAi, where Fi is an indicator of whether or not the
caregiver is female and Ai is the caregiver’s age categorized in a 5-point Likert scale
(both variables are centered). A convenience sample of is drawn from the pseudo-
population by using the following logistic model:
log
ˆ
ρi
1´ ρi
˙
“ b0 ` b11vi, (14)
where ρi is the probability that case i is assigned to the convenience sample. Further,
vi is a set of variables upon which the probability and convenience samples may
be differentiaed and pb0, b11q1 is a vector of coefficients. When applying (14), we
use standardized versions of all variables so as to ensure that the coefficients b1
have interpretability. If a unit is selected into both the probability and convenience
samples, it is assigned to the probability sample. Note that the selection mechanism
in (14) is treated as being unknown when our methods are applied; therefore, a sample
drawn in accordance with (14) is a convenience sample.
We draw convenience samples under five different settings for the purpose of ex-
ploring how the inclusion mechanism influences final inferences. The set of variables
vi and the values of the coefficients used in (14) are listed in Table 6 for each of the
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settings.
Table 6: Coefficient values for the model used to draw the convenience sample—τ is
a tuning parameter that varies the degree to which the samples are differentiated. An
asterisk indicates the variable is not used as an auxiliary variable in the calculation
of weights.
Value of coefficient in (14)
Variable Setting 1 Setting 2 Setting 3 Setting 4 Setting 5
Intercept -logp2q -logp2q -logp2q -logp2q -logp2q
Caregiver depression 0˚ 0˚ 0˚ τ˚ τ˚
Caregiver anxiety 0˚ 0 τ˚ 0˚ 0
Caregiver gender 4{3 4{3 4{3 4{3 4{3
Caregiver age 0 0 0 0 0
Caregiver lives with care recipient 1{3 1{3 1{3 1{3 1{3
Care recipient is single 1{3 1{3 1{3 1{3 1{3
Vet. deployed to a war zone 1{3 1{3 1{3 1{3 1{3
Vet. has service-related disability 1 1 1 1 1
Vet. has disability rating of 70+% 1 1 1 1 1
Vet. has service-related TBI 1 1 1 1 1
Across the settings, caregiver depression represents the outcome variable of in-
terest and caregiver anxiety denotes a (sometimes) latent outcome variable that is
strongly correlated with caregiver depression (ρ « 0.65). The remaining variables are
used as auxiliary variables in all settings. Within Setting 1, neither depression nor
anxiety influence selection into the convenience sample (although the remaining vari-
ables have a strong influence on the probability of inclusion). Setting 2 is the same as
the first, except anxiety (which does not influence the selection mechanism) is used as
an auxiliary variable (this setting is considered to help assess the need for parsimony
in the selection of auxiliary variables). Setting 3 introduces circumstances where a
latent outcome (anxiety) that is not the outcome of interest influences selection (note
that anxiety is not used as an auxiliary variable for blending in this setting). Setting
4 presents circumstances where the outcome of interest directly influences inclusion
probabilities. Setting 5 is identical to the fourth setting with the exception that anx-
iety is added to the list of auxiliary variables used for blending. This final setting is
designed to investigate whether or not one can lessen the effect of bias by including
covariates that are correlated with the outcome (but do not necessarily have a direct
influence on the sampling mechanisms) as auxiliary variables within the weighting
schemes. Within Settings 3, 4, and 5, the degree to which blending is insufficient
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(e.g., the samples are directly differentiated by depression levels) is controlled by the
tuning parameter τ . Although we use τ “ 1{2 here, simulations are provided in the
supplementary materials that consider various values of this coefficient.
A visualization of the discrepancies between the pseudo-population, the probabil-
ity sample, and the convenience sample is provided in Table A.1 of the supplemental
materials to this article.
Each setting of this simulation study involves K “ 10, 000 independent itera-
tions. In each iteration, probability and convenience samples are drawn from the
pseudo-population of post-9/11 military caregivers. Each of these samples are drawn
independently of one another within each iteration (although a unit that is selected for
both the convenience and probability samples is assigned to the probability sample).
The four weighting methods described in Section 2 are applied within each of the K
iterations of the simulation. To review, the methods include simultaneous propensity
scores (SPS), disjoint propensity scores (DPS), simultaneous calibration (SC) and
disjoint calibration (DC). The set of auxiliary variables (xi) used in calculation of
weights for each setting is listed in Table 6.
Estimated response probabilities, rˆi, for the probability sample are calculated
using a logistic model, and the estimated probability of inclusion into the convenience
sample, di, is then given by dˆi “ di˚ rˆi. When the propensity score-based methods are
applied, the propensity scores are calculated using the logistic model in (12). However,
tγiu does not necessarily obey the stated logistic function under the schemes used to
draw the probability and convenience samples here. When calibration is applied,
totals are estimated using the probability sample (weighted with dˆ´1i ). However, each
data unit is given the same initial weight value (which is set to the number of units in
the population divided by the number of unit sampled) in the calculation of calibrated
weights.
To explain the bookkeeping of bias and error in parameter estimators, let µ denote
the population parameter of interest, which in this case is the mean depression level
of post-9/11 caregivers. Let µˆ denote a value of µ calculated using the complete
pseudo-populations (µˆ represents a benchmark value of µ). Further, let µˆ
rks
j denote
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the estimated value of µ calculated using the kth replication (for k P p1, . . . , K) and
the jth weighting scheme (for j P p1, . . . , 4q). The relative error (reported as a percent
change from the benchmark) inherent in µˆ
rks
j is calculated via e
rks
j “ 100pµˆrksj ´ µˆq{µˆ
whereas the squared relative error is given by SRE
rks
j “ perksj q2. To aggregate the
findings across all iterations, we approximate the bias and root-mean squared error
via
biasj “ 1
K
Kÿ
k“1
e
rks
j and rMSEj “
gffe 1
K
Kÿ
k“1
SRE
rks
j .
Let p
rks
j denote the p-value of a test of the hypotheses in (11) (or related hypotheses
if a more exhaustive regression model is used) for the kth replication with the jth
weighting scheme. We report
pˆj “ 1
K
Kÿ
k“1
1tprksj ďαu
which denotes the rate at which the null hypothesis of adequate blending is rejected.
Recall that 1tAu denotes the indicator of event A. We use a significance level of
α “ 0.05. The rejection rate pˆj approximates type I error in the event that H0 is true
(e.g., Settings 1 and 2) and the power of the test when H1 is true (e.g., Settings 3–5).
We also calculate the design effect that is seen in µˆ and we calculate the standard
error of this quantity; to avoid redundancy, we only report the design effect (the
comparative results for the standard errors are similar). Lastly, we calculate the
post hoc blending estimator from (5) when using the two sets of disjoint weights. To
approximate the variances and covariances in (6) for the post hoc estimator, we use
a jackknife. Only the bias and rMSE are reported for the post hoc estimator of µ.
Standard errors and the design effect corresponding to µˆ are calculated using Taylor
series linearization. To ensure computational feasibility of these simulations, we do
not use resampling approaches.
Findings are reported in Table 7 for τ “ 1{2. Within each of the settings, weighted
blending (regardless of method) is preferable to unweighted blending. As expected, if
the discrepancies between the probability and convenience samples have been appro-
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priately modeled (i.e., Setting 1 and 2), weighted blending produces more accurate
(lower bias) and more precise (lower rMSE) estimators than those which are found
using only the probability sample; otherwise (i.e., Settings 3–5), it may be prefer-
able to use only the probability sample. It appears that calibration and propensity
scores produce similar results. However, we note that the propensity score-based
methods tend to yield lower design effects, whereas the calibration methods often
observe lower rMSE. Further, we see that simultaneous weighting yields lower design
effects and consequentially lower rMSE than disjoint weighting methods. We also see
that when blending is based on a sufficient model (i.e., Setting 1), the rejection rate
of the hypotheses in (11) is close to its nominal level so long as disjoint blending is
used; also, our expectation is validated that simultaneous weights are inappropriate
for testing the sufficiency of blending.
From Setting 2, we learn that parsimony in the choice of auxiliary variables is
beneficial since the second setting observes higher rMSE than the first (likewise, the
test for the adequacy of blending is conservative in the Setting 2). However, the
remaining settings illustrate that it is necessary to have a robust set of auxiliary
variables. That is, even though anxiety is not the outcome of interest, we see in
Setting 3 that allowing the probability of selection into the convenience sample to
depend upon anxiety induces bias into estimators found by the weighting schemes.
This bias would be smaller if depression and anxiety were not highly correlated.
Similarly, Setting 5 (when compared to Setting 3) illustrates that if the probability of
selection into the convenience sample depends on the outcome of interest (depression),
bias can be reduced by using additional variables that are correlated with the outcome
as auxiliary variables in the calculation of weights.
From Table 7, we also see that the post hoc blending estimator performs com-
parably to the corresponding estimators founding using the corresponding disjoint
blending weights in all settings. Therefore, we conclude that there is little to no loss
of efficiency that stems from the use of the approximated design effect in our disjoint
blending technique in comparison to more rigorous methods of variance minimization.
The supplemental materials present further simulations in this setup that study
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Table 7: Results under the simulated settings of Table 6 when τ “ 1{2. Methods
used include the probability sample only (KP), unweighted blended samples (unw),
simultaneous propensity scores (SPS), disjoint propensity scores (DPS), simultaneous
calibration (SC), and disjoint calibration (DC). Results are also reported for the post
hoc blending estimator when disjoint propensity score weights (κ¯PS) and disjoint
calibration weights (κ¯C) are used. Results regard the estimator of µ, the mean
depression level in the pseudo-population of post-9/11 caregivers. Each setting uses
K “ 10, 000 iterations.
KP unw SPS SC DPS DC κ¯PS κ¯C
Setting 1
DEFF 1.00 1.00 1.71 1.88 1.83 2.32 — —
Bias 5.70 13.30 0.56 -0.02 1.98 0.28 1.72 -0.16
rMSE 11.53 13.55 5.71 5.98 6.27 6.54 6.31 6.67
Rej. rate — 0.14 0.17 0.19 0.05 0.04 — —
Setting 2
DEFF 1.00 1.00 1.72 1.89 1.84 2.33 — —
Bias 5.80 13.32 0.34 -0.29 1.72 -0.23 1.48 -0.57
rMSE 11.41 13.56 7.18 7.56 7.55 7.82 7.55 7.93
Rej. rate — 0.13 0.15 0.18 0.02 0.01 — —
Setting 3
DEFF 1.00 1.00 1.75 1.91 1.86 2.33 — —
Bias 5.72 19.89 8.49 7.63 10.64 8.53 10.25 8.09
rMSE 11.47 20.05 10.19 9.68 12.19 10.83 12.06 10.74
Rej. rate — 0.33 0.46 0.46 0.23 0.18 — —
Setting 4
DEFF 1.00 1.00 1.78 1.94 1.91 2.39 — —
Bias 5.80 24.06 13.86 12.91 16.50 14.32 15.57 13.35
rMSE 11.58 24.19 15.01 14.29 17.61 15.91 17.06 15.47
Rej. rate — 0.50 0.66 0.66 0.47 0.41 — —
Setting 5
DEFF 1.00 1.00 1.76 1.94 1.90 2.43 — —
Bias 5.67 24.01 8.88 7.78 11.67 8.36 11.17 7.82
rMSE 11.48 24.15 11.60 11.04 14.05 11.85 13.85 11.74
Rej. rate — 0.50 0.64 0.66 0.23 0.12 — —
the effect of the parameter τ on the performance of the methods.
4.2 Simulations with synthetic data
Here, we compare methods for variance estimation with blended data using synthetic
data. In these simulations, we vary the degree to which auxiliary variables used
for blending are correlated with the outcome of interest. For a population of size
N “ 10, 000, we generate a 2-dimensional vector of auxiliary variables via X “
pX1, X2, X3q „ Np0, I3q, where Ik is the identity matrix of dimension k. The outcome
is simulated using Y “ βpX1`X2q`, where  „ Np0, σ2eq. We choose β and σ2e so as to
ensure the coefficient of determination, R2 “ 2β2{p2β2`σ2eq, takes on a desired value
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while maintaining VarpY q “ 1. That is, for a given value of R2, we set β “ aR2{2
and σ2e “ 1 ´ R2. Next, we select n1 “ 200 case for the probability sample at
random from the simulated population. Those cases are considered respondents (and
consequentially elements of the probability sample) with probability ri that satisfies
ri “ 1{t1 ` expp´0.15X3qu. An element of the simulated population is assigned to
the convenience sample with a probability determined by p “ 1{t1 ` expr´4.2 ´
0.5pX1 ` X2qsu. As before, data elements selected into both samples are assigned
to the probability sample. Blending weights are then calculated using simultaneous
propensity scores. Logistic modeling is used to estimate response probabilities and
propensity scores as functions of pX1, X2q and X3, respectively.
Letting η “ ErY s, we calculate ηˆ, the estimate of η, when found using only the
probability sample and when found using the (weighted) blended sample. We also
calculate the standard error of ηˆ when only the probability sample is used, when the
blended weights are used with Taylor series linearization for variance estimation, and
when a delete-a-group jackknife (as outlined in Section 2.4) with G “ 40 is used.
Note that weights are recalculated for each replicate group in the jackknife. Using
the estimated standard error (and the corresponding value of ηˆ), we can calculate the
upper and lower bounds of a 95% confidence interval. For each confidence interval, we
track the percent of iterations in which the true mean, η “ 0, falls in the interval—this
is referred to as coverage.
0.0 0.2 0.4 0.6 0.8 1.0
0
20
40
60
80
10
0
R2
Co
ve
ra
ge
 (%
)
Blending with linearization
Blending with jackknife
0.0 0.2 0.4 0.6 0.8 1.0
0.
00
0.
05
0.
10
0.
15
R2
St
an
da
rd
 e
rro
r
Blending with linearization
Blending with jackknife
Probabilty sample only
Figure 1: Coverage (left) and standard errors (right) in the estimate of η “ ErY s as
a function of R2 for various methods of variance estimation. Blending is performed
using simultaneous propensity scores. For each value of R2, 10,000 iterations are used.
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Results are shown in Figure 1. We see that coverage remains at the nominal level
of 95% when variance estimation is performed with a jackknife; however, coverage
decreases with increasing R2 when linearization is used. Therefore, one should not
estimate variance with linearization when the auxiliary variables are moderately to
strongly related with the outcome. Further, in this study, standard error remains
constant across all values of R2 when only the probability sample is used and when
blending is performed with variance estimated using linearization. However, standard
error increases with R2 when the variance of the blending estimator is calculated with
a jackknife. In fact, when R2 “ 0, the jackknife yields the same efficiency as lineariza-
tion; however, when R2 “ 1, the jackknife yields a standard error equivalent to that
provided by only the probability sample. Therefore, if one were to use the outcome
as an auxiliary variable for blending, one would have little to no gain in precision
from blending samples over what would be achieved with only the probability sam-
ple. These observations imply that the design effect and rejection rates reported for
Settings 2 and 5 in Table 7 are likely understated since linearization was used (in
Settings 2 and 5, R2 “ 0.42; otherwise, R2 “ 0.14).
5 Discussion
We introduced four methods for calculating weights that blend probability and conve-
nience samples (using combinations of disjoint vs. simultaneous blending and propen-
sity scores vs. calibration). Simultaneous methods appear to yield lower design effects
(and variances). In addition, simultaneous blending does not require coverage of the
convenience sample (i.e., Assumption 5). However, disjoint blending is needed to as-
sess the adequacy of the set of auxiliary variables. Calibration and propensity score
procedures perform comparably, with propensity scores yielding slightly smaller de-
sign effects in our empirical illustrations. Note that calibration requires a feasible
solution to the calibration equations (which was not satisfied for disjoint calibration
in our application). For variance estimation, a jackknife was shown to outperform
linearization in simulations.
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We revisit the assumptions mandated by our approaches and discuss the degree
to which they were satisfied in our empirical examples. With respect to Assumptions
1 and 2 in the caregiver data, the probability sample appears to cover the population;
however, as noted in Section 3.3.1, the proprietary nature of the KP prevented us
from rigorously adjusting for non-response when estimating di for the convenience
sample. Our solution to this issue was to assume that KP non-respondents are not
substantially different from respondents, which appears reasonable observationally.
Further, di is not needed for all i P S for calibration methods, and propensity score
methods provided results that were similar to calibration in the military caregivers
application. Assumption 3 appears upheld in our data application since the test for
the adequacy of blending did not reject for any outcomes. Assumption 4 (adequacy
of the propensity score model) may not have been upheld. In fact, in our simulation
studies, it was not correct (since a logistic model was used to draw the convenience
sample, the propensity score model will have a different form). The simulations
showed that despite this, the propensity score-based techniques perform well. Lastly,
although the WWP was strongly differentiated from the KP, we saw no evidence to
suggest that Assumption 5 (positivity of the convenience sample) was not satisfied.
Although we made efforts within our simulation study to provide guidance regard-
ing how one should select a choice of auxiliary variables that are to be used in the
methods outlined here, we feel that more work in this vein is needed. For instance,
Brookhart et al. (2006) provide a thorough assessment of model selection within tra-
ditional propensity score procedures. They suggest that variables that are not related
to treatment status but related to the outcome should always be included. However,
this guidance does not translate to our work: on account of the findings of Section
4.2, building propensity scores for blending while unnecessarily using auxiliary vari-
ables that are strongly related to the outcome will lead to a reduction in the gain
in precision provided by the convenience sample. Therefore, we recommend being
parsimonious when selecting auxiliary variables.
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