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Вступ
Термiн синергетика вперше був уведений Германом Хакеном iзШтутгарт-
ського унiверситету (ФРН) на початку 70-х рокiв ХХ столiття. Цей термiн по-
ходить вiд грецького слова σινργτικoσ — спiльний, узгоджено дiючий, ви-
значає новий напрямок у науцi, пов’язаний iз вивченням закономiрностей прос-
торово-тимчасового упорядкування в найрiзноманiтнiших системах. Синерге-
тика не є новою наукою, а представляє новий об’єднуючий напрямок у науцi,
мета якого полагає у виявленнi загальних iдей, методiв, закономiрностей пере-
ходу матерiї вiд одного рiвня органiзацiї до iншого, що проявляються у рiзно-
манiтних областях природознавства.
Будучи одним iз творцiв теорiї лазерiв, Г.Хакен помiтив, що утворення вну-
трiшнiх структур у лазерi вiдбувається вiдповiдно до законiв, що дуже нага-
дують конкуренцiю молекулярних видiв. Аналiз подiбних прикладiв приводить
до висновку, що процеси структуроутворення й самоорганiзацiї в найрiзноманi-
тних системах, що є предметом дослiдження у фiзицi, хiмiї, бiологiї, економiцi,
соцiологiї, вiдбуваються вiдповiдно до невеликого числа сценарiїв, що не за-
лежать вiд конкретної системи. Можна сказати, що виникнення синергетики
тiсно зв’язане, з одного боку, зi створенням у 70-х роках загальної фiзичної те-
орiї критичних явищ, а з iншого боку, iз принциповим переглядом можливостей
динамiчного пiдходу до опису фiзичних систем.
Вважається загальноприйнятим поняття про фiзику як про науку, що має
справу iз задачами динамiки, якi точно розв’язуються. Успiх ньютонiвської ме-
ханiки в описi i передбачуваннi астрономiчних явищ свого часу був надзвичайно
вражаючим. Тому вважалося досить природним перенесення динамiчного пiд-
ходу на iншi роздiли фiзики, виходячи з добре вiдомої концепцiї лапласiвсько-
го детермiнiзму, заснованого на тому, що якою б складною не була система, її
поводження можна принципово точно передбачити, знаючи початковi умови й
сили, що дiють мiж її складовими частинами. Однак практичне застосування
динамiчних методiв до систем багатьох взаємодiючих частин виявилося зовсiм
нереальним. Тому фiзика пiшла по шляху вiдмовлення вiд повного детермiно-
ваного опису багаточасткових систем i переходу до неповного (частково детер-
мiнованого) опису iз використанням малого числа параметрiв. Проте iдеологiя
опису завжди була близька до динамiчного. Так, наприклад, роздiл фiзики, що
вивчає тепловi явища, недарма називається термодинамiкою, тому що вiн та-
кож побудований за принципом динамiки, тобто заснований на деякiй систе-
мi рiвнянь, якi у принципi розв’язуються й дають цiлком визначене значення
термодинамiчних величин. Статистичну фiзику можна розглядати як особли-
вий вид динамiки.
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У квантовiй фiзицi з’являється принципово нове поняття ймовiрносного пе-
редбачування поводження системи. Але й у квантовiй теорiї позначається вплив
динамiчного пiдходу. Це виявляється хоча б у тому, що цей роздiл фiзики найча-
стiше називають квантовою механiкою. Пiсля Ейнштейна неодноразово почи-
налися спроби пояснити ймовiрнiсний характер поводження квантової системи
на основi неповноти її опису, тобто припущення про iснування прихованих ди-
намiчних параметрiв, що пiдпорядковуються бiльш точнiй динамiчнiй теорiї.
Останнiми роками було переконливо показано не тiльки те, що в квантовiй
теорiї принципово не може бути прихованих локальних параметрiв, але й iсто-
тно змiнилися погляди на класичну механiку. Виявляється, що велика частина
механiчних систем є такими, що принципово не iнтегруються. Справа у тому,
що поводження реальної динамiчної системи бiльше схоже на хаотичне, випад-
кове. Так, наприклад, дотепер не отримана вiдповiдь на питання про стiйкiсть
Сонячної системи, i фахiвцi схиляються до того, що довгостроковий прогноз
її поводження неможливий. Незважаючи на те, що сучаснi комп’ютери дозво-
ляють успiшно керувати космiчними об’єктами, залишається правильним i те,
що їх траєкторiї на досить великому часовому iнтервалi стають непередбачени-
ми. Схожi проблеми виникають i в iнших областях. Неможливiсть адекватного
уявлення про характер руху заряджених частинок у системi магнiтних дзеркал
є головною причиною того, що дотепер не вирiшено проблему керованого тер-
моядерного синтезу.
Хаотичне поводження можуть виявляти не тiльки консервативнi системи,
тобто системи, в яких енергiя зберiгається, але i дисипативнi системи. У га-
мiльтонових системах, для яких справедлива теорема Лiувiля про сталiсть фа-
зового об’єму, хаотичнiсть поводження виявляється в тому, що початковий стан
ансамблю систем, що безупинно заповнює деяку локально обмежену область
фазового простору, з часом складним способом деформується, проростаючи й
заповнюючи весь фазовий простiр. Фазовий об’єм при цьому зберiгається, зго-
дом вихiдна компактна область початкових станiв ансамблю перетворюється в
пухкий заплутаний клубок безлiчi ниток— фазових траєкторiй окремих систем
ансамблю. При цьому близькi початковi стани експоненцiально швидко розхо-
дяться одна вiд iншої iз часом.
У дисипативних системах фазовий об’єм iз часом скорочується, i у найпро-
стiшому випадку система досягає стану рiвноваги, а фазова траєкторiя має ви-
гляд стiйкого фокуса. Якщо дисипативна система є вiдкритою i ззовнi до неї
надходить енергiя, то фазовий портрет системи може мати вигляд гранично-
го циклу (система випробує коливання), а може перейти в режим складного
руху, що називається дивним атрактором. У такий спосiб фазовi траєкторiї ди-
сипативних систем вiдповiдають атракторам — рiвновазi, перiодичним коли-
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ванням або дивному атрактору. У вiдкритих дисипативних системах з багатьма
атракторами може розвиватися процес упорядкування або самоорганiзацiї, що
означає появу порядку у системi, для якої вихiдний стан був однорiдним.
При розглядi процесiв просторово–часового упорядкування вiдкритих ди-
сипативних систем, що перебувають в сильно нерiвноважному станi, Приго-
жиним було уведено термiн дисипативнi структури. Подальший розвиток
теорiї дисипативних структур i нерiвноважних фазових переходiв дозволив не
тiльки простежити глибоку аналогiю з теорiєю рiвноважних фазових переходiв,
але i дати бiльш узагальнене тлумачення змiни характеру поведiнки системи.
Мета даного курсу лекцiй — розглянути з єдиної точки зору процеси пе-
реходу вiд неупорядкованого стану до упорядкованого у рiзних системах. В
основному нашу увагу буде звернено на системи, що вивчає термодинамiка i
статистична фiзика. Одним з прикладiв змiни порядку у фiзичних системах є
бiфуркацiї та фазовi переходи, i тому в першу чергу ми звернемося до пробле-
ми опису бiфуркацiй та рiвноважних фазових переходiв. Потiм перейдемо до
розгляду синергетичних систем та методiв синергетики при описi ефектiв само-
органiзацiї.
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	Ðîçäië 1
Основнi поняття та визначення
1.1 Iєрархiчнiсть, складнiсть та органiзацiя [1]–[5]
Синергетичнi системи по своїй сутi є iєрархiчними. Пiд iєрархiчною си-
стемою розумiють ансамбль взаємодiючих частин, що складається з послi-
довностi вкладених одна в одну взаємодiючих субодиниць. Кожна кiлькiсть вза-
ємодiючих компонентiв, що складають iєрархiчний рiвень, дозволяє свiй хара-
ктерний опис на мовi простору станiв iз змiнними та параметрами, якi нале-
жать кожному конкретному рiвню. Взаємодiючi змiннi (параметри) на вищому
iєрархiчному рiвнi є «колективними властивостями» (статистичними момента-
ми) динамiки, що вiдбувається на нижньому рiвнi. Тому перехiд на вищий рi-
вень iєрархiї супроводжується значним зменшенням числа ступенiв вiльностi.
Вищий рiвень одержує селективну iнформацiю з нижчого рiвня i, у свою чергу,
керує динамiкою нижнього рiвня.
Складнiсть системи обумовлена числом її компонентiв та способом їхньої
взаємодiї. Така складнiсть стосується апаратної реалiзацiї системи. При рiзних
умовах, в яких перебуває система, вона може проявляти просту поведiнку (газ,
рiдина) та складну (снiжинка, структура тощо), тому доцiльнiше характеризу-
вати не складнiсть системи, а складнiсть її поведiнки. Система може бути скла-
дною на структурному або функцiональному рiвнi. Структурна складнiсть
зростає при збiльшеннi числа взаємодiючих одиниць, вiдсотка взаємозв’язку
мiж ними i т.iн. На функцiональному рiвнi складнiсть зростає при збiльшен-
нi мiнiмальної довжини (найстисненого) алгоритму, користуючись яким, можна
повнiстю вiдбудувати поведiнку системи.
Пристрiй, що здатний пiзнавати — стискати та моделювати деяке явище,
має високий ступiнь самоорганiзацiї. Пiд самоорганiзацiєю розумiють спон-
танне виникнення дальньої просторової або часової когерентностi серед змiн-
них системи. Система стає когнiтивною (здатною до пiзнання) при досяганнi
мiнiмального числа (двох) iєрархiчних рiвнiв (взаємно однозначнi вiдображе-
ння не породжують когнiтивної здатностi). Умовою когнiтивностi є здатнiсть
системи, що самоорганiзується, до реплiкацiї iншої системи або своїх частин.
У свою чергу, така особливiсть до самореплiкацiї є ознакою того, що система
знає, яким чином слiд стискати iнформацiю та моделювати. Когнiтивна актив-
нiсть є ефективною при стисканнi складностей iншої системи (або своїх пiдси-
стем) завдяки створенню колективних властивостей, в результатi яких вiдбува-
ється зменшення числа ступенiв вiльностi. Простим прикладом реплi-
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кацiї є самовiдбудова структури рiчної гiдри, якщо її розрiзати пополам (кожна
половинка вiдтворює вiдсутню частину).
Наведемо декiлька прикладiв, що iлюструють процеси складної поведiнки
з просторовим або часовим упорядкуванням, а саме бiстабiльнi системи, якi
характеризуються двома стiйкими станами, що виникають за певних умов.
Газ Ван-дер-Ваальса. Рiвняння стану дляN молекул газу, що займають об’-
єм V при температурi T має вигляд
P =
NT
V −Nb −
N2a
V 2
, (.)
де P — тиск; a i b— константи Ван-дер-Ваальса, що характеризують вiдпо-
вiдно мiжмолекулярне притягування i вiдштовхування. Розглянемо залежнiсть
питомого об’єму вiд тиску при T = const
V
N
= f(P, T ), (.)
яку принципово можна одержати з рiвняння
3pv3 − (p+ 8τ)v2 + 9v − 3 = 0, (.)
записаного в безрозмiрних змiнних p = P/Pc, v = V/NVc, τ = T/Tc. На
v
p
1
1
τ<1
τ=1τ>1
Рисунок 1.1— Характерний вигляд залежностей v = f(p, τ)
рис.1.1 показано вигляд залежностей v = f(p, τ). При τ > 1 графiк функцiї
f(p, τ) має S–подiбний вигляд, у точках p1 i p2 похiдна (∂v/∂p)τ стає нескiн-
ченною, що, зокрема, визначає сингулярне поводження iзотермiчної стискаль-
ностi kτ = −v−1(∂v/∂p)τ . Така особливiсть вiдома як гiстерезис. За таких
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умов система фактично може перебувати у трьох станах. При цьому один (на-
приклад, нижня гiлка S–подiбної залежностi) є найстабiльнiшим, другий (дi-
лянка мiж верхньою та нижньою гiлками) — нестiйким, а третiй — метаста-
бiльним.
Феромагнетик у магнiтному полi. На рис.1.2 показано вигляд функцiї ста-
ну магнетика, що зв’язує намагнiченiстьM iз магнiтним полем H i температу-
рою T . З теорiї Кюрi-Вейсса залежнiсть намагнiченостi вiдH i T дається таким
нелiнiйним рiвнянням
M
M0
= th
[
µH
2T
+
M/M0
T/Tc
]
. (.)
Бачимо, що при характерному значеннi температури характеристики системи
a б
0M
0M−
0
T
M
cT
0M
0M−
0
M
H
cTT >cTT =c
TT <
H=0
0M
0M−
0
T
M
cT
0M
0M−
0
M
H
cTT >cTT =c
TT <
H=0
Рисунок 1.2— Характерний вигляд залежностi намагнiченостi вiд температури (а) та
зовнiшнього поля (б)
якiсно змiнюються, i вона може перебувати одразу у двох стабiльних станах
при одному значеннi параметраH .
Процес горiння. Припустимо, що в деякiй системi (реакцiйному об’ємi) мо-
же вiдбуватися екзотермiчна хiмiчна реакцiя
A
k(T )−−−→ B +Q
при постiйнiй концентрацiї речовини A, що пiдтримується за рахунок безпе-
рервного припливу вiд зовнiшнього джерела; k(T )— стала швидкостi реакцiї.
Швидкiсть видiлення тепла залежить вiд температури (рис.1.3), i в разi iзо-
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q
T
cT
Рисунок 1.3— Залежнiсть кiлькостi тепла q, що видiляється за одиницю часу, вiд тем-
ператури
ляцiї елемента горiння вiд середовища тепло, що видiляється в результатi реа-
кцiї, витрачається на нагрiвання системи, тобто
q(T )∆t = C∆T,
де ∆T — прирiст температури за час ∆t; C — теплоємнiсть елемента. Змiна
температури з часом описується рiвнянням
T˙ = C−1q(T ). (.)
За цим рiвнянням температура елемента має нескiнченно зростати, що немо-
жливо з фiзичної точки зору. Слiд врахувати, що має мiсце теплообмiн мiж
системою i навколишнiм середовищем. Тодi змiна температури елемента буде
визначатися таким рiвнянням:
T˙ = C−1q(T )− γ(T − T0) ≡ f(T ), (.)
де γ — коефiцiєнт теплопровiдностi; T0 — температура середовища. Залежно
вiд значення параметрiв можливi три рiзних ситуацiї (рис.1.4): а) бiстабiльний
режим— система знаходиться або при температурi T0 (горiння вiдсутнє), або
при температурi Tf — стацiонарне горiння, при якому все тепло, що видiляє-
ться, вiдводиться у середовище; б) запалення неможливе, єдиний стацiонарний
стан T = T0; в) самозапалювання при Tf > Tc.
Зауважимо, що коли взяти ланцюжок iз пов’язаних мiж собою подiбних
елементiв, то в наближеннi неперервного середовища змiна температури буде
описуватися рiвнянням
∂T/∂t = f(T ) + χ∂2T/∂x2, (.)
де χ— температуропровiднiсть.
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Рисунок 1.4— Три можливi ситуацiї поведiнки системи при рiзному спiввiдношеннi
параметрiв системи: а) бiстабiльнiсть системи; б) вiдсутнiсть горiння;
в) режим самозапалювання
Теплова конвекцiя. У природi теплова конвекцiя спостерiгається при цир-
куляцiї атмосфери, океанiв, яка вiдображається на змiнi погоди, дрейф мате-
рикiв пiд дiєю потокiв мантiї та активностi Сонця— перенесення тепла та ре-
човини. Простим прикладом конвекцiї є рух рiдини в лабораторних умовах.
Нехай рiдина знаходиться мiж двома площинами, розмiри яких перевищу-
ють товщину рiдини. У станi рiвноваги рiдина переходить до однорiдного стану.
Усi об’єми, якi можна видiлити в рiдинi, є еквiвалентними. Для визначення ста-
нiв усiх таких об’ємiв достатньо знати стан в одному з них. Однорiднiсть роз-
повсюджується на температуру, яка дорiвнює температурi середовища. Якщо
T1, T2— температури площин, то в станi рiвноваги маємо
∆T = T2 − T1 = 0. (.)
При збуреннi (пiдвищеннi температури однiєї з площин), яке є незначним, до
температури площини, змiн у станi рiдини не вiдбувається— стан системи асим-
птотично стiйкий. Така ситуацiя характеризує поведiнку системи як про-
сту. При пiдiгрiваннi системи знизу умова (.) порушується (∆T > 0)— на
систему накладено зовнiшнє обмеження.
При∆T  1 у системi вiдбувається процес перенесення тепла. При цьому
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T1
T2
Рисунок 1.5— Множина розв’язкiв вище порога нестiйкостi теплової конвекцiї
густина, температура та тиск не будуть однорiдними, а будуть лiнiйно змiнюва-
тися вiд теплої площини до холодної. Система переходить у стантеплопровiд-
ностi. Поведiнка системи буде такою простою, як i за вiдсутностi зовнiшнього
обмеження.
При ∆T = ∆Tc, де ∆Tc — критична змiна температури, об’єм речови-
ни починає рухатися. Рух не є випадковим, а створює структури — комiрки
Бенара з протилежним направленням частинок у кожнiй з них. Рiдина розша-
ровується внаслiдок теплового розширення. Це приводить до градiєнта густи-
ни, що протилежно направлена силi тяжiння. Така конфiгурацiя є потенцiйно
нестiйкою. Нехай елементарний об’єм бiля нижньої площини зрушено уверх
завдяки збуренню. Знаходячись у бiльшщiльнiй (холоднiй) областi елементар-
ний об’єм пiдсилює рух наверх завдяки архiмедовiй силi. Аналогiчно зрушений
униз об’єм посилює рух до менш щiльної областi. Таким чином утворюються
потоки рiдини. При малих вiдхиленнях температури такий рух компенсується
в’язкiстю рiдини (стабiлiзуючий фактор). Такi комiрки розмiщуються вздовж
горизонтальної осi, причому рiдина в сусiднiх комiрках рухається у протиле-
жних напрямках. Таким чином, у системi вiдбулась структуризацiя— поруше-
ння симетрiї. Упорядкованiсть та узгодженiсть характеризують перехiд
системи вiд простого до складного.
При ∆T < ∆Tc властивостi об’єму Vc, який розташовано мiж Va та Vb,
нiяким чином не змiнюються при замiнi Va та Vb мiсцями.При∆T > ∆Tc кожен
елемент об’єму «стежить» за поведiнкою сусiднiх елементiв i пiдстроюється пiд
їхню поведiнку. Така картина припускає наявнiсть кореляцiй— статистичного
вiдтворення спiввiдношень мiж вiддаленими частинами системи.
Експеримент iз комiрками Бенара характеризується iдеальною вiдтворенi-
стю. При ∆T > ∆Tc i аналогiчних початкових умовах створюються комiрки з
право- та лiвостороннiм рухом у кожнiй з них. Якщо встановився потiк рiдини в
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такiй комiрцi, то його направлення бiльше не змiнюється. Однак при повторен-
нi експерименту не вiдомо, яким буде рух (право- чи лiвостороннiм) у видiленiй
комiрцi (див. рис.1.5). Направлення є рiвноправними i некерованими, неупе-
редженими. Лише завдяки випадковому збуренню формується направлення в
комiрках. Таким чином, удалинi вiд стану рiвноваги (суттєвому обмеженнi сту-
пенiв вiльностi) система пристосовується до середовища декiлькома рiзними
способами, тобто при одних i тих значеннях параметрiв стає можливим
декiлька рiзних розв’язкiв. Лише випадок вирiшує, який з розв’язкiв реалi-
зується.
При перевищеннi наступного критичного значення∆T c структура течiї стає
розмитою i система переходить у режим, що характеризується невпорядкова-
ною поведiнкою (залежнiстю змiнних вiд часу)—турбуленцiєю. Турбуленцiя
є одним iз сценарiїв переходу до хаотичного режиму.
Таким чином, нерiвноважнiсть дозволила перейти вiд теплової розупоряд-
кованостi завдяки трансформацiї енергiї вiд зовнiшнього середовища до упо-
рядкованого стану нового типу— дисипативної структури. Остання хара-
ктеризується порушенням симетрiї, множиною виборiв та кореляцiями в ма-
кроскопiчних масштабах.
Динамiка Ферхюльста (модель росту популяцiї). Розглянемо динамiку
змiни чисельностi популяцiї, виходячи з таких припущень. Нехай x0 — поча-
ткове значення чисельностi популяцiї, а xn — чисельнiсть популяцiї через n
рокiв. Тодi вiдносний прирiст популяцiї буде
R =
xn+1 − xn
xn
. (.)
Якщо R = const, то
xn+1 = f(xn) = (1 +R)xn = (1 +R)nx0. (.)
Нехай оптимальне значення чисельностi популяцiї, що вiдповiдає її рiвновазi з
середовищем xeq = 1. Припустимо, що вiдносний прирiст популяцiї залежить
вiд її чисельностi в такий спосiб:
Rn = r(1− xn), (.)
де r— параметр зростання. Тодi для чисельностi популяцiї у n+ 1 рiк маємо
xn+1 = f(xn) = r(1− xn)xn + xn = (1 + r)xn − rx2n. (.)
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Якщо початкове значення x0 = 0 або x0 = 1, то чисельнiсть популяцiї згодом
не змiнюється, тобто x0 = 0 i x0 = 1 є стацiонарними значеннями, причому
x0 = 0 є нестiйким станом, якщо r > 0. Розглянемо стiйкiсть стану x0 = 1.
Нехай xn = 1− εn, де εn— мале вiдхилення вiд стану рiвноваги. Тодi
xn+1 = (1− r)(1− εn)− r(1− εn)2 ' 1− (1− r)εn. (.)
Тобто εn+1 ' (1− r)εn i xn+1 = 1− εn+1. Якщо r < 2, то |εn+1| < |εn|, i стан
Рисунок 1.6— Величина стацiонарного значення популяцiї залежно вiд параметра
приросту r
системи є стiйким. При 2 < r <
√
6 = 2.449 вiдбуваються осциляцiї мiж двома
станами (рис.1.6). При
√
6 < r < 2.570 динамiчне поводження системи являє
собою перiодичне чергування чотирьох рiзних значень чисельностi популяцiй,
а при r > 2.570 поводження системи стає хаотичним.
Складнiсть поведiнки бiологiчних систем. Життєва дiяльнiсть амеби Di-
ctyostelium discoideum супроводжується промiжним виникненням складностi
при еволюцiї вiд окремих спор в амеби, потiм в агрегацiйне створiння, далi в
плазмодiй, потiм у багатоклiтинне тiло, яке розсiює спори (рис.1.7). Знаходячись
в одноклiтиннiй стадiї, амеби вживають бактерiї i розмножуються дiленням. Гу-
стина клiтин у колонiї однакова за простором. Якщо амеби голодують (змi-
на умов життя або штучне втручання), то вони не помирають, а переходять у
стадiю агрегацiї до певного центра, де пiдвищена концентрацiя циклiчного аде-
нозинмонофосфату. Клiтини, рухаючись до центра, пiдсилюють кiлькiсть цiєї
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Рисунок 1.7— Життєвий цикл амеби Dictyostelium discoideum: а) 1 — окремi аме-
би; 2 — стадiя агрегацiї; 3 — плазмодiй; 4 — багатоклiтинчасте тiло
(грибок); 5 — спори; б) типова картина розповсюдження циклiчного
аденозинмонофосфату (комп’ютерний експеримент).
речовини, видiляючи її самостiйно, що дозволяє передавати його середовищу,
контролювати всю територiю i формувати багатоклiтинне тiло. Вiдбувається
просторова структуризацiя. Тiло, що виникло, є здатним рухатися для пошу-
ку найсприйнятливiших умов життєдiяльностi (температура, вологiсть). Пiсля
мiграцiї клiтини диференцiюються, результатом є утворення клiтин двох типiв:
клiтини першого типу утворюють нiжку, а клiтини другого типу— плодове тiло,
усерединi якого формуються спори. Спори розсiюються в середовищi життєдi-
яльностi, потiм вони проростають i утворюють амеби.
Самоорганiзацiя дефектної структури. При пластичнiй деформацiї мате-
рiалiв спостерiгається декiлька режимiв поводження дефектної структури. При
слабких деформацiях дефекти (вакансiї, дислокацiї) поводяться автономно i
пiдпорядковуються дiї зовнiшнього навантаження. При пiдсиленнi зовнiшньо-
го впливу (тиску або деформацiї) густина дислокацiй та вакансiй стає великою,
i вони поводяться когерентно. Перехiд iз автономного режиму до когерентно-
го проявляє складну поведiнку i супроводжується формуванням рiзного типу
дефектних структур. При цьому хаотична структура змiнюється на слабкороз-
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орiєнтовану комiрчасту, яка зi збiльшенням деформацiї переходить у комiрча-
сту з чiткими границями, а потiм у смугасту. Останнi двi спостерiгаються не-
озброєним оком (рис.1.8). У процесi пластичної деформацiї спостерiгається
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Рисунок 1.8— Самоорганiзацiя дефектної структури: a) дислокацiйна структура упо-
рядкованого сплавуNi3Fe при рiзних деформацiях ε = 0.05, 0.05, 0.16,
0.28; б) частка дислокацiй нової фази при деформацiї
сильний зв’язок мiж рiзними типами дефектiв. Тому моделi опису поведiнки де-
фектної структури задаються якнайменш двома, а то й трьома параметрами,
наприклад: деформацiєю ε та напругою σ або густиною лiнiйних дефектiв (дис-
локацiй) d, точкових дефектiв (атомних дефектiв, вакансiй) c та деформацiєю.
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Модель, що вiдповiдає першому вибору параметрiв, може мати такий вигляд:
˙ = − 
τ
+
σ
η
,
σ˙ =
σe − σ
τσ
− gσ.
(.)
Перше рiвняння є рiвняннямМаксвелла для в’язкопружного середовища з ча-
сом релаксацiї τ = η/µ (η — в’язкiсть зсуву, µ — модуль зсуву). Друге рiв-
няння описує релаксацiю напруги до значення, що визначається зовнiшньою
напругою σe iз часом релаксацiї τσ, другий член визначає нелiнiйнi ефекти не-
гативного зворотного зв’язку.
Другий вибiр параметрiв може задавати еволюцiю вiдносної густини дисло-
кацiй x = d− d0, густини точкових дефектiв c та поле деформацiї ε iз вiдповiд-
ними часами релаксацiї tx, tc, tε у виглядi
txx˙ = −x+ αc,
tcc˙ = −c+ βx,
tεε˙ = ε0 − ε+ κcx.
(.)
Зв’язок мiж дефектами задається сталими α, β; дефекти мають вплив на де-
формацiю, прискорюючи її швидкiсть з iнтенсивнiстю κ.
1.2 Рiвнi опису
При описi системи слiд вибрати змiннi або величини, за допомогою яких цей
опис стає можливим. Його можна виконати на рiзних рiвнях, якi взаємозв’я-
занi. Наприклад, рiдина на мiкроскопiчному масштабi описується як така, що
складається з багатьох окремих молекул. Тому для повного опису слiд вибира-
ти радiуси–вектори положень молекул. Однак у багатьох випадках достатньо
розглянути рiдину на мезоскопiчному рiвнi. Тодi зосереджуються на об’ємах,
малих вiдносно об’єму рiдини, але достатньо великих, щоб можна було оперу-
вати такою величиною, як густина, поля швидкостей або локальних темпера-
тур. На макроскопiчному рiвнi дослiджуються структури, наприклад, створе-
ння шестикутних комiрок Бенара. Аналогiчно перехiд можна провести на бiо-
логiчних системах, де мiкро-, мезо- та макроскопiчному рiвням вiдповiдають
бiомолекулярна поведiнка, поведiнка клiтин, функцiонування органiв.
Iєрархiчнi системи мають унiкальну особливiсть повної розкладеностi.
Це означає, що при дослiдженнi системи на певному iєрархiчному рiвнi можна
майже повнiстю нехтувати тим, що вiдбувається на верхнiх та нижнiх рiвнях.
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Рисунок 1.9— Рiвнi опису: а) мiкроскопiчний; б) мезоскопiчний; в) макроскопiчний
Припустимо, що iснують такi рiвнi опису системи: 1) рiвень субатомних ча-
стинок (ядерна взаємодiяW1); 2) атомний рiвень (сильна електромагнiтна вза-
ємодiя W2); 3) молекулярний рiвень (взаємодiя Ван-дер-Ваальса W3). Вiдо-
мою є iєрархiя iнтенсивностей взаємодiй:W2 ∼ 10−3W1,W2/W3 ∼ R−2/R−7
або W3 ∼ W2R−5, R — довжина мiж взаємодiючими частинами. Для хара-
ктерних часiв релаксацiї вiдоме спiввiдношення τi ∼W−1i . Тому динамiчнi про-
цеси на рiвнi 1 вiдбуваються в 106 раз швидше, нiж процес на рiвнi 2, процеси
на рiвнi 2— швидше в декiлька разiв, нiж на рiвнi 3.
Тому при дослiдженнi системи на рiвнi 2 слiд знати як саме поводиться ма-
терiя на рiвнях 1 та 3, оскiльки зручно прийняти процеси на рiвнi 1 у виглядi
зовнiшнiх обмежень, а вплив рiвня 3 можна вважати сталим. Ця властивiсть
розкладення у бiльш складних випадках дозволяє шукати або встановлювати
iєрархiю в складних системах, надаючи їм бiльшої автономностi та стiйкостi.
Таблиця 1.1— Приклади мезоскопiчних змiнних
Область дослiдження Змiннi
Хiмiчнi реакцiї Густини молекул у рiзних фазах
Рiдини Поля швидкостей
Фiзика твердого тiла Густина електронiв та дiрок
Морфогенез Кiлькiсть клiтин у тканинах
Популяцiйна динамiка Кiлькiсть особнiв
Нейроннi сiтки Швидкiсть збудження нейронiв
Економiка Грошовi потоки
Соцiологiя Кiлькiсть осiб, що подiляють певнi погляди
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1.3 Пiдходи до побудови математичних моделей [5, 3]
У всiх системах, якi здатнi до самоорганiзацiї, вирiшальна роль за динамi-
кою. Яким чином та якi макроскопiчнi стани створюються, визначається швид-
кiстю зростання колективних мод — змiнних, що описують стани системи.
Завдяки цьому ми приходимо до дарвiнiзму, що розповсюджується на неживу
природу. Вирiшальну роль при створеннi структур та проявленнi колективної
поведiнки вiдiграє час. Тому далi розглядається еволюцiя системи, а рiвняння
динамiки стають «еволюцiйними».
Розглянемо узагальнену змiнну x(t). Швидкiсть її змiни з часом подається
як dx/dt = x˙. Нехай x— кiлькiсть клiтин у тканинi. У багатьох випадках x˙ за-
лежить вiд кiлькостi клiтин у поточний момент. Тодi рiвняння еволюцiї кiлькостi
клiтин набуває вигляду
x˙ = αx. (.)
Це рiвняння в хiмiї задає автокаталiтичне збiльшення речовини з концентрацi-
єю x. Широкий клас систем зводиться до розглядання осциляторiв iз рiвнян-
ням
x¨ = −ω2x, (.)
де ω — частота коливань. Це рiвняння подається двома рiвняннями для двох
змiнних
x˙1 = x2,
x˙2 = −ω2x1
(.)
або одним рiвнянням першого порядку
x˙ = iωx. (.)
Нелiнiйнiсть. Для синергетичних систем рiвняння суто нелiнiйнi. Нехай
речовина 1 iз концентрацiєю x1 створюється автокаталiтично при з’єднаннi з
речовиною 2, що має концентрацiю x2. Рiвняння концентрацiї речовини 1 має
вигляд
x˙1 = βx1x2. (.)
Зрозумiло, що синергетика (взаємодiя) частин описується нелiнiйним членом.
У загальному випадку розглядається набiр змiнних {xi} iз нелiнiйними функцi-
ями f({xi}) у правiй частинi.
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Керуючi параметри. Особливiсть синергетичних систем полягає в тому, що
ними можна керувати, змiнюючи зовнiшнi фактори, що дiють на них. В синерге-
тицi розглядаються вiдкритi системи, де потiк енергiї, речовини, iнформацiї вiд-
водить систему далеко вiд стану термодинамiчної рiвноваги. У випадках, коли
зовнiшнi фактори пiдтримуються сталими в часi, вони враховуються як керую-
чi параметри у рiвняннях еволюцiї. Наприклад, у рiвняннi (.) α є керуючим
параметром, який можна визначити як рiзницю мiж швидкостями зростання p
та розпаду d, тобто α = p − d. Керуючi параметри можуть входити у рiвняння
еволюцiї рiзними способами, наприклад, у рiвняннi
x˙2 = αx2 − βx1x2 (.)
стала β описує зв’язок мiж системами з x1 та x2. Якщо зв’язком керувати ззов-
нi, то β вiдiграє роль керуючого параметра.
Дисипацiя. Синергетичнi системи є дисипативними, такими, в яких енергiя
втрачається на перебудову, що приводить до самоорганiзацiї. На механiсти-
чному рiвнi це вiдображається наявнiстю тертя. Такi системи характеризую-
ться необерненими процесами. Дисипативнi системи вiдрiзняються вiд консе-
рвативних, в яких енергiя системи зберiгається. Необерненiсть рiвнянь еволю-
цiї вiдносно замiни знака часової змiнної означає, що чергування вiдповiдних
подiй буде необерненим.
Розглянемо реакцiю, яка проходить зi швидкiстю k:
A+B k−→ C +D, (.)
де A,B — реагенти; C,D — продукти реакцiї. Швидкiсть витрати частинок
типу A задається частотою зустрiчi молекул типу A та B. Таким чином, маємо
x˙A = −kxAxB . (.)
Очевидно, що при замiнi t→ −t′ одержуємо
x˙′A = kx
′
Ax
′
B . (.)
Тепер маємо не витрати речовини, а її продукцiю. Тому цi два процеси не еквi-
валентнi один одному.
У випадку реакцiї
A+B
k
GGGGBF G
k′
C +D, (.)
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яка проходить iз швидкiстю k у прямому напрямку, а k′ у протилежному, ми
спостерiгаємо вiдкриту систему, в якiй вiдбувається обмiн масами. Комбiнуючи
вiдповiдним чином швидкостi потокiв, приходимо до стану зi сталими концен-
трацiями. Математично це описується нульовою змiною концентрацiй речовин:
x˙A = x˙B = . . . = 0. (.)
У такому випадку стан системи характеризується як стацiонарний i нерiв-
новажний.
Дифузiя. Необерненими процесами є процеси типу дифузiї та теплопровiд-
ностi. Як з’ясовано на експериментi, якщо в однорiднiй рiдинi виникає просто-
рова неоднорiднiсть (збурення), то вона розпливається з часом та зникає. Ана-
логiчним чином вiдбувається затухання збурення температури. Кiлькiсний опис
цих явищ досягається у рамках рiвнянь Фiка та Фур’є вiдповiдно:
c˙ = D∇2c, D > 0, (.)
T˙ = χ∇2T, κ > 0, (.)
де c— концентрацiя деякої речовини; T — температура; D — коефiцiєнт ди-
фузiї; χ— коефiцiєнт температуропровiдностi. Якщо тепер замiнити знак часу,
то рiвняння
c˙′ = −D∇2c′, D > 0, (.)
T˙ ′ = −χ∇2T ′, κ > 0 (.)
будуть описувати не затухання збурення, а його зростання.
Стохастичнiсть. До вiдмiнних особливостей синергетичних систем вiдносять
стохастичнiсть. Часова еволюцiя синергетичних систем залежить вiд причин,
якi неможливо передбачити з абсолютною точнiстю. Цi причини вводяться в
рiвняння еволюцiї у виглядi флуктуацiйних сил ξ(t), якi у найпростiшому ви-
падку створюють рiвняння
x˙ = αx+ ξ(t). (.)
У деяких випадках наявнiсть флуктуацiй приводить до якiсної змiни в поведiнцi
системи: перехiд на новий рiвень iєрархiї, виникнення просторової структури,
резонансу слабкого сигналу.
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Загальний вигляд еволюцiйного рiвняння. Оскiльки синергетичнi системи
складаються з великої кiлькостi взаємодiючих частин, кожна з яких описується
своєю змiнною, то доцiльно ввести вектор таких змiнних:
x = (x1, x2, . . . , xn).
Фiзичне значення його компонентiв установлюється залежно вiд рiвня, на яко-
му проводиться опис системи. У загальному випадку компоненти можуть за-
лежати вiд просторової координати r та часу t. Прикладом може бути густина
частинок x(r, t) в окремiй фазi рiдини. Тодi маємо
x(r, t) = (x1(r, t), x2(r, t), . . . , xn(r, t)).
Кожна змiнна системи визначається своїм еволюцiйним рiвнянням. Тому для
всiєї системи можна ввести вектор сил f , що має керуючi параметри, змiннi
системи, просторову координату та час. Тодi приходимо до загального вигляду
еволюцiйного рiвняння синергетичної системи
x˙(r, t) = f(α,x,∇, r, t). (.)
Змiннi, що входять до такого рiвняння можуть подiлятися на парнi та непар-
нi вiдносно оберненостi знака часової змiнної. Парними є змiннi, знак яких не
змiнюється при t→ −t′. До цього класу вiдносять температуру, концентрацiю.
Прикладом непарних змiнних є швидкiсть, iмпульс та iншi змiннi, що створю-
ються як похiднi за часом i змiнюють знак при замiнi t→ −t′.
1.4 Рiвноважнi стани та нерiвноважнi обмеження [4, 5]
У механiчнiй рiвновазi швидкостi та прискорення всiх матерiальних точок
дорiвнюють нулю. За визначенням результуюча сила, що дiє на кожну точку в
будь-який момент часу, дорiвнює нулю. Порушення цього балансу призводить
до порушення рiвноваги. У багатьох механiчних системах рiвновага взагалi не
досягається (рух Землi навколо Сонця).
У станiтермодинамiчної рiвноваги, протилежно механiчнiй рiвновазi, мо-
лекули перебувають у постiйному русi i зазнають дiї незбалансованих сил у ра-
зi, коли температура недостатньо низька. Тому термiн рiвновага вiдносять до
колективних властивостей такої системи в цiлому, наприклад, температури, гу-
стини, тиску.
Припустимо, що система знаходиться в середовищi, i мiж ними вiдбуваю-
ться обмiннi взаємодiї. Нехай x = (c, T, p, . . .) — вектор характеристик си-
стеми, xe = (ce, Te, pe, . . .)— вектор характеристик середовища. Вважається,
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що система перебуває в станi термодинамiчної рiвноваги, коли характеристи-
ки, що вiдповiдають за обмiни мiж системою та середовищем, мають однаковi
значення як для системи, так i для середовища. Це вiдповiдає:
• еквiвалентностi температур (T = Te);
• еквiвалентностi тиску (p = pe);
• еквiвалентностi змiнних складу системи (ci = cie), енергiї, що припадає
на одну частинку (хiмiчних потенцiалiв, µi = µie).
x
(c, T, p, ...)
X
(c  , T  , p  , ...)ee e
e
Je
Рисунок 1.10— Схематичне зображення вiдкритої системи
В iзольованих системах обмiну енергiєю, масою, iнформацiєю не iснує. Немо-
жливо зробити висновок, що в рiвноважному станi iзольована система перебу-
ває у тому самому станi, що i середовище.
У вiдповiдностi до наведених визначень рiвновага автоматично є стацiонар-
ним станом x˙ = 0. Але цей стацiонарний стан є особливим, оскiльки завдяки
тотожностi за характеристиками системi нiчим обмiнюватися iз середовищем.
Вiдсутнiсть обмiну характеризується нульовими потоками в системi
Je = 0. (.)
Для кожного процесу, що викликає змiну Ji (збiльшення температури вiдносно
рiвноважного значення), знайдеться обернений процес, що зробить протиле-
жний внесок у потiк Ji. Ця властивiсть вiдома як умова детального балансу
— оберненiсть iз часом елементарних процесiв у системi, що описується кон-
сервативними рiвняннями.
Нерiвноважнi стани пов’язанi з незникаючими потоками мiж системою
та середовищем, а також рiзницею в деяких змiнних у x, xe. Цi вiдмiнностi мо-
жуть набувати перехiдного характеру— вони можуть миттєво з’являтися та
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релаксувати у мiру установлення рiвноважного стану мiж системою та сере-
довищем. Однак таку рiзницю можна зробити сталою завдяки пiдтримцi вiд-
повiдних умов — введенню обмежень. Унаслiдок сталої дiї обмежень у не-
рiвноважному станi детальна рiвновага вiдсутня. В результатi нерiвноважний
стан набуває здатностi до змiн: невеликi локальнi збурення вiд нерiвноважного
стану можуть бути освоєнi, пiдсиленi, становлячись джерелом новоутворень та
рiзновидiв.
У загальному випадку еволюцiйного рiвняння
x˙(t) = f(α,x, t) (.)
рiвноважний стан задається умовою
f(α,xeq) = 0. (.)
Для нерiвноважного стану можна записати
f(α,x0) = 0. (.)
Вiдносно системи, що дослiджується, цi рiвняння накладають свої обмеження
(позитивнiсть температури, концентрацiї).

Ïðèêëàä. Ëiíiéíi ðåàêöi¨
Нехай x— єдина змiнна стану; k— стала швидкостi; α— параметр зовнiшнього обме-
ження. Нехай має мiсце реакцiя
A X  D,
згiдно з якою змiнна x задовольняє рiвняння
x˙ = α− kx.
Звiдси стацiонарний стан задається розв’язанням рiвняння
α− kx = 0, x0 = α
k
.
Таким чином, згiдно з одержаним лiнiйним законом можна прогнозувати стан системи
за двома характерними точками.
У лiнiйних системах характерною особливiстю є виконання принципу су-
перпозицiї. Так, сумiсна дiя двох рiзних факторiв зводиться до звичайної супер-
позицiї результатiв дiї кожного з них. В нелiнiйних системах мале збiльшення
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впливу зовнiшнього середовища може привести до сильних ефектiв, якi несу-
мiрнi за амплiтудою з вихiдним впливом (системи з гiстерезисом).
При невеликому вiдхиленнi вiд рiвноваги нелiнiйнiсть не може привести до
значних ефектiв— великої кiлькостi розв’язкiв. При рiвновазi виникає дода-
ткова умова детальної рiвноваги, яка фiксує єдиним чином змiнну стану.

Ïðèêëàä. Íåëiíiéíi ðåàêöi¨
Нехай iснують двi спряженi реакцiї
A+ 2X
k1
GGGGGGBF GG
k2
3X, X
k3
GGGGGGBF GG
k4
B.
За єдину змiнну прийнято концентрацiю реагенту X . Вважається, що речовини A, B
постiйно додаються або вилучаються iз системи, пiдтримуючи постiйнiсть концентрацiй
a, b. У станi рiвноваги з принципу детальної рiвноваги маємо:
k1ax
2 = k2x
3 − швидкостi прямої та зворотної реакцiї однаковi;
k3x = k4b − рiвновага у другiй реакцiї.
Цi спiввiдношення визначають рiвноважну концентрацiю речовини x
xeq =
k4beq
k3
=
k1aeq
k2
та вiдношення рiвноваги (
b
a
)
eq
=
k1k3
k2k4
.
З iншого боку, у стацiонарному станi вдалинi вiд рiвноваги має виконуватися лише
вимога збалансованостi сумарного впливу прямих реакцiй сумарним впливом зворотних
реакцiй:
k1ax
2 − k2x3 + k3x− k4b = 0.
Це кубiчне рiвняння вiдносно x може мати три розв’язки при певних значеннях a, b, що
вiдрiзняється вiд рiвноважної ситуацiї. Тому нерiвноважнiсть проявляє потенцiйнi осо-
бливостi, що мiстяться в нелiнiйностях, якi не проявляються в рiвновазi. За наявностi
декiлькох розв’язкiв система може вибирати потрiбний стан.
У загальному випадку силу f(x), що визначає рiвняння руху, можна подати
як градiєнт потенцiальної функцiї V (x), тобто має мiсце зв’язок
f = −dV
dx
, V (x) = −
∫
f(x′)dx′. (.)
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Тодi така система називається градiєнтною, її еволюцiйне рiвняння має ви-
гляд
d
dt
x = −∂V
∂x
. (.)
Особливостi потенцiальної функцiї нелiнiйних систем, в яких можливими ста-
ють ефекти самоорганiзацiї, розглядаються теорiєю катастроф.
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	Ðîçäië 2
Ентропiя як мiра самоорганiзацiї
Одним iз вiдомих макропараметрiв, що дозволяє характеризувати колектив-
нi властивостi системи на феноменологiчних рiвнях, є ентропiя. Вона є мi-
рою, що характеризує ступiнь невизначеностi щодо стану системи. Причому на
низькоорганiзованому рiвнi (у станi безладу) вона стає максимальною (повний
безлад означає неможливiсть вiдрiзнити один елемент системи вiд iншого), пе-
рехiд до упорядкованого стану (високого рiвня органiзацiї) супроводжується
зменшенням ентропiї та збiльшенням iнформацiї у системi. В упорядкованому
станi система може зберiгати iнформацiю, а в неупорядкованому— нi.
2.1 Iнформацiя та ентропiя [5, 6]
Мiрою рiзницi малоiнформативного повiдомлення вiд iнформативного є не-
очiкуванiсть повiдомлення. Це означає, що подiї з меншою апрiорною iмовiр-
нiстю несуть бiльше iнформацiї, анiж подiї з бiльшою апрiорною iмовiрнiстю.
Тому можна записати спiввiдношення мiж iмовiрнiстю та iнформацiєю у вигля-
дi
I = f
(
1
P (X)
)
, (.)
де f – поки що невiдома функцiя, яку буде визначено нижче. Далi вважаємо
iнформацiю адитивною величиною. Тодi, наприклад, для двох джерел iнфор-
мацiї I = I1 + I2. У найпростiшому випадку незалежних джерел iмовiрнiсть
факторизується: P (X,Y ) = P (X)P (Y ). Умова адитивностi iнформацiї дає
f
(
1
P (X,Y )
)
= f
(
1
P (X)P (Y )
)
= f
(
1
P (X)
)
+ f
(
1
P (Y )
)
. (.)
Такою функцiєю є логарифм, окрiм того, вона єдина. Тодi
I = ln
1
P (X)
= − lnP (X), I ≥ 0. (.)
Припустимо далi, що iснує система, яка поводиться, як джерело iнформацiї з
репертуаром iз Λ дискретних стацiонарних станiв. Нехай вiдомо, що система
може переходити в кожен такий стан з iмовiрнiстю Pi. Виникає питання: яка
невизначенiсть передбачення спостерiгача вiдносно того, в якому станi систе-
ма перебуває в поточний момент? Вiдповiдь визначається середнiм значенням
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iнформацiї
〈I〉 = −
Λ∑
i=1
Pi logPi, (.)
яке має назву iнформацiйної ентропiї. Якщо основою логарифма є 2, то оди-
ниця вимiрювання iнформацiї – бiт.
2.1.1 Умова максимуму ентропiї
Накладемо на систему обмеження
Λ∑
i=1
Pi = 1. (.)
Нехай α— невiдомий множник Лагранжа. Знайдемо умову максимуму ентро-
пiї. Для цього максимiзуємо величину
Ψ = −
Λ∑
i=1
(Pi logPi − αPi) (.)
за кожним Pi. Умова екстремуму
∂Ψ
∂Pi
= −(logPi + 1− α), (.)
тому logP = α− 1. Це означає, що всi ймовiрностi є тотожними. З умови нор-
мування одержуємо Pi = 1/Λ. Тому максимум ентропiї досягається, коли усi
стани апрiорi рiвноймовiрнi. Максимальне значення ентропiї дорiвнює
S = Smax = −
Λ∑
i=1
1
Λ
log
1
Λ
= log Λ. (.)
Ентропiя системи з N частин. Нехай iснує система, що складається з N
взаємодiючих частин, якi належать Λ рiзним категорiям, розподiленим за пев-
ним класифiкацiйним критерiєм. Нехай Ni — населенiсть i-го класу,
i ∈ {1, . . . ,Λ},
Λ∑
i=1
Ni = N .
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Кiлькiсть макроскопiчних утворень (комплексiв), що вiдповiдають за один
макроскопiчний стан, визначається за формулою
W =
N !
Λ∏
i=1
Ni!
. (.)
Якщо всi комплекси є рiвноймовiрними, то ймовiрнiсть вибрати комплекс, вiд-
повiдний за даний макростан, є P =W−1.
Виникає питання: яка невизначенiсть (iнформацiя, яку необхiдно добути)
того, який з комплексiв вiдповiдає за стан, що спостерiгається? Нехай iснує
двi частини. НехайW1,W2 — кiлькiсть комплексiв, що вiдповiдають за стани
в першiй i другiй частинах. Зрозумiло, щоW =W1W2.
Ступiнь незнання (ентропiя), iз якою мiкростан вiдповiдає за макростан,
дорiвнює S1 = S(W1) для першої та S2 = S(W2) для другої частини систе-
ми. Враховуючи властивостi адитивностi ентропiї, для всiєї системи одержуємо
S(W ) = S(W1W2) = S1 + S2. (.)
Проводячи диференцiювання заW2, маємо
∂S
∂W
∂W
∂W2
− ∂S2
∂W2
=W1
∂S
∂W
− ∂S2
∂W2
= 0. (.)
Проводячи тепер диференцiювання заW1, одержуємо
W1
∂2S
∂W 2
∂W
∂W1
+
∂S
∂W
=
=W1W2
∂2S
∂W 2
+
∂S
∂W
=
=W
∂2S
∂W 2
+
∂S
∂W
= 0.
(.)
Розв’язок цього рiвняння має вигляд
S = c1 lnW + c0, (.)
де c0— стала, що визначається початковими умовами; c1— зводиться до ста-
лої Больцмана k = 1.38× 10−23 Дж/К.
Припустимо далi, що Λ = 2, тодiW = N !/N1!N2!,N1 +N2 = N . У набли-
женнiN1, N2  1 формула Стiрлiнга
n! ≈
(n
e
)n√
2pin (.)
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дає
ln(n!) ≈ n ln(n)− n+ 1
2
ln(n) + c ∼ n[ln(n)− 1], при n 1, (.)
тому
ln(Ni!) ≈ Ni[lnNi − 1]. (.)
У результатi для ентропiї маємо
S = lnW = lnN !− lnN1!− lnN2! ≈
≈ N [lnN − 1]−N1[lnN1 − 1]−N2[lnN2 − 1] =
= N lnN −N1 lnN1 −N2 lnN2 = ln
(
NN
NN11 N
N2
2
)
=
= − ln
(
NN11 N
N2
2
NN1NN2
)
= − ln
[(
N1
N
)N1 (N2
N
)N2]
=
= −N1 ln
(
N1
N
)
−N2 ln
(
N2
N
)
.
(.)
Подiливши все наN , одержуємо ентропiю на один ступiнь вiльностi
〈S〉 = S
N
= −N1
N
ln
(
N1
N
)
− N2
N
ln
(
N2
N
)
. (.)
За умови N,N1, N2  1 можна одержати вирази для ймовiрностей за форму-
лою
Pi = lim
N→∞
(Ni/N),
що дає
〈S〉 = −
N∑
i=1
Pi lnPi. (.)
У такому разi одиниця вимiрювання ентропiї— нат.
Зв’язок мiж iнформацiйною та фiзичною ентропiєю є таким:
〈S〉 = − ln 2
N∑
i=1
Pi log2 Pi = ln 2〈I〉. (.)
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2.1.2 Зв’язок iнформацiї й ентропiї
Якщо розглядати текст повiдомлення як набiр iзN символiв, кожен iз яких
має свою ймовiрнiсть Pi, то iнформацiя повiдомлення визначається формулою
I = −
N∑
i=1
Pi lnPi. (.)
Якщо таке повiдомлення є визначеним (iнформативним), то його ентропiя до-
рiвнює нулю, оскiльки воно вiдповiдає єдиному тексту i розумiється однозна-
чно. Якщо тепер замiнити деякi символи або переставити символи, то залиша-
ється окрема частина iнформацiї такого повiдомлення i з’являється його неви-
значенiсть. У граничному випадку замiни N символiв тексту iнформацiя повi-
домлення втрачається, а ентропiя зростає й буде дорiвнювати
S = −
N∑
i=1
Pi lnPi. (.)
Таким чином, iснує закон збереження суми iнформацiї та ентропiї
S + I = const. (.)
Хоча ентропiя та iнформацiя визначаються однiєю формулою I, S = lnΛ,
слiд проводити рiзницю мiж цими поняттями. Iнформацiя вiдповiдає однiй єди-
нiй вибiрцi з великої кiлькостi Λ можливих станiв. Ентропiя вiдповiдає можли-
востi знаходження системи з ймовiрнiстю 1/Λ в кожному з доступних станiв.
Наприклад, об’єм iнформацiї I вiдповiдає даному тексту, для якого iснує одне
правило написання лiтер, тобто Λ = 1, тому S = ln 1 = 0. У станi термодина-
мiчної рiвноваги iснує Λ можливих станiв, тому S = lnΛ 6= 0— максимальне
заповнення станiв. Окрiм того, стану рiвноваги вiдповiдає ситуацiя, коли всi
лiтери розмиваються (руйнуються структури), тобто система стає однорiдною,
i прочитати такий текст неможливо. Це означає, що ентропiя тексту пiдвищи-
лась, а iнформацiя— зменшилась.
2.1.3 Зростання ентропiї
Згiдно з другим законом термодинамiки ентропiя замкненої системи має
зростати i залишається максимальною в станi термодинамiчної рiвноваги. З’я-
суємо умови, коли система, що надана сама собi, переходить у стан iз макси-
мальним безладом.
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Розглянемо конструкцiю
S = −
N∑
i=1
Pi lnPi, Pi = lim
N→∞
(Ni/N). (.)
При великихN маємо
S = −
Λ∑
i=1
Ni
N
ln
Ni
N
= −
Λ∑
i=1
Ni
N
(lnNi − lnN) =
Λ∑
i=1
Ni
N
lnN −
Λ∑
i=1
Ni lnNi
N
=
1
N
(
N lnN −
Λ∑
i=1
Ni lnNi
)
.
(.)
За умови
Λ∑
i=1
Ni = N = const,
Λ∑
i=1
∂Ni
∂t
=
∂N
∂t
= 0 (.)
маємо
∂S
∂t
= − 1
N
Λ∑
i=1
(
∂Ni
∂t
+
∂Ni
∂t
lnNi
)
= − 1
N
Λ∑
i=1
∂Ni
∂t
lnNi. (.)
Нехай pij — ймовiрнiсть переходу i→ j. Тодi еволюцiя числа частинок у вiдсi-
ку i визначається рiвнянням
∂Ni
∂t
= −
Λ∑
j=1
pijNi +
Λ∑
j=1
pjiNj . (.)
За допомогою початкової умови молекулярного хаосу (повної вiдсутностi
кореляцiй мiж положенням частинок) приходимо до рiвняння pij = pji. У ре-
зультатi маємо
∂Ni
∂t
=
Λ∑
j=1
pij(Nj −Ni). (.)
Тодi для ентропiї одержуємо
∂S
∂t
=
1
N
Λ∑
i=1
Λ∑
j=1
pij(Ni −Nj) lnNi. (.)
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Перестановка iндексiв i та j не вiдбивається на лiвiй частинi рiвняння, що до-
зволяє записати
∂S
∂t
=
1
N
Λ∑
i=1
Λ∑
j=1
pji(Nj −Ni) lnNj = − 1
N
Λ∑
j=1
Λ∑
i=1
pij(Ni −Nj) lnNj . (.)
Додаючи одне до одного, маємо
∂S
∂t
=
1
2N
Λ∑
i=1
Λ∑
j=1
pij(Ni −Nj)(lnNi − lnNj) ≥ 0. (.)
Рiвнiсть нулю маємо лише для Ni = Nj при всiх i, j — у станi абсолютної
однорiдностi або в станi iдеальної симетрiї, що є виразом стану термодинамiчної
рiвноваги. Таким чином, при n→∞ функцiя S = S(t) є монотонно (необерне-
но) зростаючою i досягає стацiонарного значення, що вiдповiдає рiвноважному
стану системи, iз якого неможливо «витягнути» будь–якої iнформацiї.
2.1.4 Максимальнiсть ентропiї при обмеженнях [6]
З’ясуємо вигляд функцiї розподiлу, для якої ентропiя стає максимальною.
Розглянемо континуальну границю, де
S = −
∫
dxp(x) ln p(x). (.)
Для функцiї p(x) маємо умову нормування∫
p(x)dx = 1 (.)
та визначення величин, що характеризують систему загалом (дисперсiя, енер-
гiя, центр мас та iн.):∫
p(x)f (k)(x)dx = 〈fk〉, k ∈ [0, . . . , N ]. (.)
Задачу знаходження екстремуму iнформацiйної ентропiї розв’язуємо за допо-
могою використання множникiв Лагранжа. Тодi варiацiя функцiонала
Ψ = −
∫
p(x) ln p(x)dx− (α− 1)
∫
p(x)dx−
∑
k
λk
∫
p(x)f (k)(x)dx (.)
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дає
− ln p− 1− (α− 1)−
∑
k
λkf
(k) = 0. (.)
Розв’язуючи це рiвняння вiдносно p, маємо
p = exp
(
−α−
∑
k
λkf
(k)
)
. (.)
Використання умови нормування дає
e−α
∫
dx exp
(
−
∑
k
λkf
(k)
)
= 1. (.)
Введемо позначення
Z(λ) ≡
∫
dx exp
(
−
∑
k
λkf
(k)
)
, λ = (λ1, λ2, . . .), (.)
яке дозволяє визначити множник Лагранжа
α = lnZ. (.)
Для знаходження iнших множникiв використовуємо визначення середнього,
що дає
〈fk〉 = e−α
∫
dx exp
(
−
∑
n
λnf
(n)
)
f (k). (.)
Враховуючи визначення α, одержаний вираз можна записати у еквiвалентнiй
формi завдяки диференцiюванню за λk. Тодi маємо
〈fk〉 = 1
Z
(
− ∂
∂λk
)∫
dx exp
(
−
∑
n
λnf
(n)
)
, (.)
або
〈fk〉 = −∂ lnZ
∂λk
. (.)
Таким чином, вираз для максимальної ентропiї набуває вигляду
Smax = α
∫
dxp(x)−
∑
k
λk
∫
dxp(x)f (k)(x) =
= α+
∑
k
λk〈fk〉.
(.)
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З’ясуємо, яким чином змiнюється ентропiя при змiнi функцiй f (k)(x). Слiд
враховувати, що ентропiя й множники Лагранжа залежать вiд f (k)(x). Обчи-
слимо варiацiю α:
δα = δ lnZ =
δZ
Z
. (.)
Згiдно з визначенням Z маємо
δα = e−α
∫
dx
∑
k
(
−δλkf (k) − λkδf (k)
)
exp
(
−
∑
n
λnf
(n)
)
. (.)
Використовуючи визначення (.), це рiвняння переписується у виглядi
δα = −
∑
k
(
δλk
∫
dxp(x)f (k) + λk
∫
dxp(x)δf (k)(x)
)
=
= −
∑
k
(δλk〈fk〉+ λk〈δfk〉)).
(.)
Тодi для варiацiї ентропiї маємо
δSmax = δα+ δ
(∑
k
λk〈fk〉
)
=
∑
k
λk(δ〈fk〉 − 〈δfk〉) ≡
∑
k
λkδQk, (.)
де ми ввели узагальнену теплоту
δQk = δ〈fk〉 − 〈δfk〉. (.)

Ïðèêëàä. Çìiíà ñåðåäíüî¨ âåëè÷èíè âiäíîñíî ïàðàìåòðà
У багатьох випадках слiд обчислити змiну середньої величини вiдносно певного пара-
метра ε:〈
∂f
(k)
ε
∂ε
〉
=
∫
dxp(x)
∂f
(k)
ε
∂ε
=
1
Z
∫
dx
∂f
(k)
ε
∂ε
exp
(
−
∑
n
λnf
(n)
)
= − 1
Z
1
λk
∂Z
∂ε
.
(.)
Таким чином, одержуємо 〈
∂f
(k)
ε
∂ε
〉
= − 1
λk
∂ lnZ
∂ε
. (.)
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2.2 Елементи рiвноважної термодинамiки [6, 7]
Нехай f у попереднiх формулах вiдiграє роль енергiї E, параметр ε отото-
жнюємо з об’ємом V . Тодi
для k = 1 :
 〈f1〉 ↔ U ≡ 〈E〉,ε↔ V,
λ1 = β,
(.)
а розподiл (.) набуває вигляду
p(E) = exp(−α− βE(V )). (.)
Вiдповiдно для максимальної ентропiї одержуємо
Smax = lnZ + βU, де U − β−1Smax = −β−1 lnZ. (.)
Це спiввiдношення задає вiльну енергiю системи
F = U − TS, F = −T lnZ, β = 1/T, (.)
де T — температура. Вiдповiдно для Z маємо визначення
Z =
∫
dE exp(−β−1E) =
∫
dE exp(−E/T ), (.)
З фiзичної точки зору Z— статистична сума.
Залежнi та незалежнi змiннi. За визначенням Smax є функцiєю вiд α, λk,
〈fk〉. Параметри α, λk визначаються як функцiї вiд 〈fk〉, f (k), якi вважаються
заданими величинами. Таким чином, незалежними змiнними є 〈fk〉, f (k), зале-
жними— α, λk, Smax. На практицi f (k) залежить вiд ε, тому дiйсно незалежни-
ми змiнними є 〈fk〉, ε. Тодi можна покласти Smax = S = S(〈fk〉, ε), або
S = S(U, V ). (.)
Варiацiя внутрiшньої енергiї U за умови незмiнностi об’єму V = const дає
δ〈f1〉 = δU 6= 0, δf (1) = δE(V ) = 0, (.)
тому
δS = λ1δU, де
δS
δU
=
1
T
. (.)
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Тобто у обмеженому об’ємi система збiльшує свою теплоту при збiльшеннi вну-
трiшньої енергiї.
У випадку незмiнної внутрiшньої енергiї U = const i варiацiї об’єму V має-
мо:
δ〈f1〉 = δU = 0, 〈δf (1)〉 =
〈
δE(V )
δV
〉
δV 6= 0. (.)
Тодi для варiацiї ентропiї одержуємо
δS = −λ1
〈
δE(V )
δV
〉
δV, де
δS
δV
= −P
T
, (.)
тут введено позначення для тиску
P = −
〈
δE(V )
δV
〉
. (.)
Комбiнуючи вирази (.), (.), одержуємо загальний вираз для теплоти
δQ ≡ TδS = δU + PδV. (.)
Якщо в системi iснують частинки рiзного сорту, де Nk — кiлькiсть части-
нок k-го сорту, використовується замiна 〈f1〉 = U , 〈f1+k′〉 = Nk′ . При цьому
λk+1 = −µk/T , де µk — хiмiчний потенцiал, для якого
1
T
µk =
∂S
∂Nk
. (.)
Для термодинамiчних потенцiалiв, що мiстять кiлькiсть частинокN , маємо
δU = TδS − PδV + µδN,
δF = −SδT − PδV + µδN. (.)
Вiльна енергiя та розподiл Гiббса. Згiдно з одержаною формулою для роз-
подiлу p(E) = exp(−α − βE), де α = lnZ, Z = ∫ dE exp(−β−1E), β = 1/T ,
використовуючи визначення вiльної енергiї F = −T lnZ, для розподiлу одер-
жуємо
p(E) = exp
(
F − E
T
)
. (.)
Ця формула задає розподiл рiвноважної системи i має назву розподiлу Гiббса.
У класичному випадку внутрiшня енергiя є функцiєю вiд координат та iмпуль-
сiв. Тобто E = E(p,q) i розпадається на суму кiнетичної K(p) (квадратичної
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за iмпульсами) та потенцiальної енергiї V (q). Тодi при нормуваннi розподiлу
Гiббса слiд враховувати iнтегрування у фазовому просторi з елементом об’єму
dsΓ = (dpdq/2pi)s (s— кiлькiсть ступенiв вiльностi):
F = −T ln
∫ ′
dsΓe−E(p,q)/T = −T ln
∫ ′(dpdq
2pi
)s
exp
(
−K(p) + V (q)
T
)
,
(.)
де iнтегрування проводиться за рiзними станами системи.
2.3 Особливостi вiдкритих систем [1, 4]
Iзольованi системи. За другим законом термодинамiки еволюцiя системи,
не здатної обмiнюватись речовиною та енергiєю iз зовнiшнiм середовищем, спря-
мована на досягнення стану рiвноваги, для якого характерним є зростання ен-
тропiї
dS
dt
≥ 0. (.)
Для iзольованих систем це означає, що спонтанне виникнення упорядкованих
структур стає неможливим, оскiльки упорядкування супроводжується зниже-
нням ентропiї. Тому в станi повної рiвноваги (молекулярний хаос) iзольована
система є повнiстю неiнформативною, i вона не здатна зберiгати iнформацiю.
Замкнутi системи. Для замкнутої системи допускається обмiн енергiєю iз
зовнiшнiм середовищем при сталiй температурi. Поведiнка такої системи ви-
значається термодинамiчним потенцiалом типу вiльної енергiї
F = U − TS.
У станi рiвноваги енергiя системи є мiнiмальною.
Припустимо, що система може знаходитися на рiзних енергетичних рiвнях,
тодi iмовiрнiсть знаходження системи на рiвнi Ei є такою:
p(Ei) ∝ exp(−Ei/T ). (.)
Низьким температурам будуть вiдповiдати рiвнi з малими значеннями Ei (при
низькiй ентропiї створюється кристал). Зростання температури супроводжу-
ється вирiвнюванням внескiв ентропiї S та внутрiшньої енергiї U у потенцiал
вiльної енергiї F . Тому заселенiсть рiзних енергетичних рiвнiв прагне вирiвня-
тися. Таким чином, у неiзольованих системах стають можливими упорядкованi
структури з малими значеннями ентропiї.
40 Ïîäàííß ñèíåðãåòè÷íèõ ñèñòåì
Вiдкритi системи. Вiдкритi системи характеризуються ненульовими обмiн-
ними потоками речовини та енергiї iз середовищем. Другий закон термодинамi-
ки для вiдкритих систем характеризує змiну повної ентропiї, що складається з
ентропiї середовища та системи.
Нехай ентропiя змiнюється на dS за час dt, причому розiб’ємо цю змiну на
окремi внески:
dS = deS + diS, (.)
де deS — потiк ентропiї, обумовлений обмiном iз середовищем; diS — виро-
бництво ентропiї всерединi системи, обумовлене незворотними процесами. З
другого закону термодинамiки випливає
diS ≥ 0. (.)
Для iзольованої системи deS = 0, тому
dS = diS ≥ 0. (.)
У вiдкритих системах diS ≥ 0, a deS не має певного знака. Це дозволяє по-
дати еволюцiю як процес, в якому система досягає стану з меншим значенням
ентропiї, нiж у початковому станi:
∆S =
∫
dS < 0. (.)
Цей стан є малоймовiрним, але iснувати може достатньо довго при досяганнi
системою стацiонарного стану dS = 0 або
deS = −diS < 0. (.)
Таким чином, якщо iз системи вiдходить великий потiк ентропiї (надходить не-
гативний потiк або надходить iнформацiя), то в нiй пiдтримується упорядкована
конфiгурацiя. Це є можливим лише в нерiвноважних умовах, iнакше deS = 0,
diS = 0. Таким чином, нерiвноважнiсть є джерелом упорядкованостi.
Природним буде питання про встановлення сумiсностi другого закону тер-
модинамiки iз зменшенням ентропiї та про механiзми пiдтримки упорядковано-
го стану. В природi iснують системи з двома типами поведiнки: 1) системи, що
прямують до неупорядкованого стану при одних умовах; 2) тi, що прямують до
когерентного стану при iнших умовах. Порушення упорядкування має мiсце в
областi термодинамiчної рiвноваги. Упорядкований стан виникає лише вдали-
нi вiд рiвноваги за умов пiдпорядкування системи нелiнiйним законам певного
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типу. В такому випадку виникнення упорядкування супроводжується нестiйкi-
стю станiв, властивих звичайнiй термодинамiчнiй поведiнцi (неупорядкованим
станам). Виробництво ентропiї супроводжується явищем диференцiацiї мате-
рiї, що зумовлює зростання складностi системи. На такому iєрархiчному рiвнi
складностi проявляється ефект самоорганiзацiї— система, перейшовши порiг
складностi, знаходить властивiсть автономно самовiдтворюватись.

Ïðèêëàä. Ñèíòåç ñêëàäíî¨ ìîëåêóëè
Сонячне свiтло, що потрапляє на Землю, зосереджене в малому кутi. Це означає малу
його ентропiю, тобто велике виробництво iнформацiї (dI/dt ∼ 4× 1019 бiт×см−2c−1).
Таке випромiнювання надходить iз малою ентропiєю, а вiдходить з набагато бiльшою.
Загальне зростання ентропiї супроводжується локальним зменшенням за рахунок утво-
рення упорядкованих складних структур, частка iнформацiї, що належить до них, зро-
стає, а ентропiя спадає. Так, молекули хлорофiлу використовують енергiю фотонiв при
створеннi складної речовини— глюкози C6H12O6:
(H2O)n + (CO2)m + ~ω → CmH2nOn + (O2)m.
Збiльшення складностi супроводжується виробництвом ентропiї, яка перевищує недо-
лiк ентропiї у сонячному свiтлi, що iндукує реакцiю.
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	Ðîçäië 3
Бiфуркацiї та їх аналiз
У синергетицi вивчаються загальнi властивостi складних систем. Досягне-
ння поставленої мети дослiдження стає можливим завдяки зосередженню ува-
ги на якiсних змiнах макроскопiчної поведiнки системи. Такi якiснi змiни вiдомi
як нестiйкостi, що виникають при бiфуркацiях [3, 8, 9].
3.1 Загальний пiдхiд
Розглянемо загальний вигляд еволюцiйного рiвняння
x˙ = f(x,∇, r, t;α). (.)
Припустимо, що нелiнiйна сила не залежить явно вiд часу, тобто система є ав-
тономною. Нехтуючи залежнiстю вiд просторової координати, маємо
x˙(t) = f(x(t);α). (.)
Припустимо, що при певному значеннi керуючого параметра iснує стiйкий стан
x0(α0), одержаний за умови
f(x0(α);α) = 0. (.)
Для дослiдження стiйкостi вiдносно збурень припустимо, що
x = x0 + ε(t), (.)
де x0— стацiонарний стан; ε(t)— мале збурення. Пiдставляючи цей розв’язок
у вихiдне рiвняння еволюцiї, одержуємо
ε˙ = f(x0(α) + ε(t);α). (.)
Оскiльки ε є малою величиною, то можна провести розкладання в ряд за сте-
пенями компонент вектора вiдхилення ε. Тодi можна записати
ε˙ = f(x0(α);α)︸ ︷︷ ︸
=0
+
∑
k
∂f(x0(α);α)
∂xk
εk(t) +O(ε2k)︸ ︷︷ ︸
'0
=
∑
k
∂f(x0(α);α)
∂xk
εk(t),
(.)
3.2 Áiôóðêàöi¨ ïîäâî¹ííß 43
де перший член дорiвнює нулю, третiй перевищує порядок малостi. У компа-
ктному виглядi маємо такий запис:
ε˙ = L̂ε, L̂ ≡ L̂(x0), (.)
оператор L̂ залежить вiд часу так само, як i ε. Нехай x0 = const, тодi, припу-
стивши, що
ε(t) = eλtv, v = const, (.)
i пiдставляючи у рiвняння для збурення, одержуємо
L̂v = λv. (.)
Це рiвняння для сталого вектора v та власного значення λ.
Якщо L̂— матриця порядку n, то одержуємо систему лiнiйних рiвнянь, для
якої iснує n власних значень λi = λi(α). Нестiйкий стан виникає, коли дiйсна
частина хоча б одного iз власних значень {λi} стає позитивною.
3.2 Бiфуркацiї подвоєння
Лiнiйнi рiвняння зi сталими коефiцiєнтами. Розглянемо загальний випа-
док, коли розв’язок типового лiнiйного рiвняння
x˙ = L̂x
набуває вигляду
x(t) = eL̂tx(0),
де L̂— матриця сталих коефiцiєнтiв. Наведений розв’язок набуває сенсу, якщо
подати експоненту у виглядi
eL̂t =
∞∑
n=0
1
n!
(L̂t)n.
Цей ряд є кiнцевим у тому сенсi, що кожен елемент матрицi exp(L̂t)— кiнце-
вий. Легко бачити, що вихiдне рiвняння можна записати у виглядi
x˙ = L̂eL̂tx(0).
Для рiзних початкових компонент {x(i)(0)} одержуємо рiзнi розв’язки {x(i)(t)}.
Якщо початковi вектори є незалежними, то незалежними будуть i {x(i)(t)}.
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Теорема 3.1 Розв’язки x(i)(t) можна вибирати так, щоб вони мали
вигляд
x(i)(t) = eλitv(i)(t).
Показники Ляпунова λi — власнi значення матрицi L̂. Вектори v(i)(t)
набувають вигляду
v(i)(t) =
mi∑
j=0
v(i)j t
j ,
деmi— ступiнь виродження власного значення λi.
Бiфуркацiя з одного вузла (фокуса) у два вузли (фокуси). Розглянемо
еволюцiйне рiвняння
x˙ = λx+ ϕ(x), (.)
де
ϕ(x) = −βx3. (.)
Тодi маємо
x˙ = λx− βx3 = −∂V
∂x
, V = −λ
2
x2 +
β
4
x4. (.)
З вигляду потенцiальної кривої зрозумiло, що залежно вiд знака λ стають мо-
жливими два рiзнi випадки: при λ < 0 розв’язок x0 = 0 є стацiонарним та стiй-
ким (вузол); при λ > 0 розв’язок x0 = 0 стає нестiйким (сiдло), стiйкi розв’язки
(вузли) є такими x(1)0 =
√
λ/β, x(2)0 = −
√
λ/β. Стацiонарнi стани дозволяють
розкласти праву частину рiвняння (.) у добуток лiнiйних множникiв
x˙ = −β(x− x(0)0 )(x− x(1)0 )(x− x(2)0 ). (.)
У загальному випадку
x˙ = f(x;α), (.)
за умови iснування m розв’язкiв стацiонарного рiвняння f(x;α) = 0 можна
записати
x˙ = C[x− x(0)0 (α)] · · · [x− x(k)0 (α)] · · · [x− x(m)0 (α)], (.)
де xk(α)— коренi багаточлена f(x;α). Стiйкiсть коренiв дослiджується стан-
дартним способом: визначається картина еволюцiї лiнiйних збурень та вста-
новлюються значення показникiв Ляпунова. Аналiз еволюцiї системи у нелi-
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нiйнiй областi стає можливим завдяки роздiленню змiнних, що дозволяє запи-
сати
t− t0 =
x∫
x0
dx
f(x;α)
. (.)
3.3 Бiфуркацiя з фокуса в цикл (бiфуркацiя Хопфа)
Бiфуркацiя Хопфа виникає, коли два комплексно спряжених власних зна-
чення
λ1 = λ′ + iω,
λ2 = λ′ − iω,
(.)
де λ′, ω 6= 0— дiйснi числа, перетинають уявну вiсь так, що λ′ ≥ 0. При цьому
виникають коливання i вiдбувається бiфуркацiя з початково стiйкого фокуса у
граничний цикл.
Розглянемо систему, що описується рiвнянням
x˙ = (λ+ iω)x− βx|x|2, β > 0. (.)
Його розв’язок шукається у виглядi
x(t) = r(t) exp(iψ(t) + iωt), r ≥ 0, (.)
ψ(t)— дiйсна функцiя. Шляхом прямої пiдстановки можна одержати
r˙ + (iψ˙ + iω)r = (λ+ iω)r − βr3. (.)
Звiдси для дiйсної та уявної частин маємо
ψ˙ = 0, (.)
r˙ = λr − βr3. (.)
За умови позитивностi r стацiонарнi розв’язки другого рiвняння є такими:
r0 = 0 при λ < 0, (.)
r0 = 0, r
(1)
0 = +
√
λ/β при λ ≥ 0. (.)
Для функцiї ψ(t) розв’язок iснує незалежно вiд значення λ: ψ(t) = ψ0 = const.
Рiвняння для r має такий розв’язок:
r(t) = r0
[
1 + c0r0e−2λt
]−1/2
. (.)
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Стацiонарний розв’язок має вигляд
x(t) = r0 exp(iψ0 + iωt). (.)
Вiн показує, що при r0 > 0 система здiйснює коливання з амплiтудою 2r0 та
частотою ω iз початковою фазою ψ0. Траєкторiї, що розмiщенi поблизу грани-
чного циклу, притягуються до нього.
У випадку комплексного β = β′ + iβ′′, де β′, β′′ — дiйснi числа, маємо
рiвняння еволюцiї у виглядi
x˙ = (λ+ iω)x− (β′ + iβ′′)x|x|2, β′ > 0. (.)
Його розв’язок шукається у виглядi
x(t) = r(t)eiϕ(t), r ≥ 0, ϕ — дiйсна функцiя. (.)
Пряма пiдстановка розв’язку в рiвняння дозволяє роздiлити дiйсну та уявну
частини, для яких можна записати
r˙ = λr − β′r3, (.)
ϕ˙ = ω − β′′r2. (.)
Враховуючи розв’язок (.) та пiдставляючи його у рiвняння для ϕ, маємо
ϕ(t) = (ω − β′′(r(1)0 )2)︸ ︷︷ ︸
Ω
t− β
′′
2β′
ln(β′ + c0λe−2λt)︸ ︷︷ ︸
ϕ0
. (.)
Одержаний розв’язок показує, що частота коливань Ω залежить вiд їх амплi-
туди. Таким чином, при бiфуркацiї Хопфа виникає граничний цикл та вiдбуває-
ться змiщення частот.
У складнiшому випадку можна розглянути систему, що описується рiвнян-
ням
x˙ = (λ+ iω)x− x [P (|x|2) + iQ(|x|2)] , (.)
де P, Q— дiйснi функцiї, багаточлени. Розв’язок рiвняння, як i ранiше, шука-
ється у виглядi (.), що дозволяє роздiлити дiйсну та уявну частини, для яких
вiдповiдно маємо
r˙ = λr − rP (|r|2), (.)
ϕ˙ = ω −Q(|r|2). (.)
Їхнiй розв’язок шукається у квадратурах.
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3.3.1 Синхронiзацiя двох осциляторiв
Нехай система двох осциляторiв описується рiвняннями
x˙1 = (λ1 + iω1)x1 − β1x1|x1|2 + γ1x2|x2|2, (.)
x˙2 = (λ2 + iω2)x2 − β2x2|x2|2 + γ2x1|x1|2. (.)
Їх розв’язок доцiльно шукати у виглядi
xj(t) = rj(t)eiϕj(t), ϕj(t) = ω′jt+ ψj(t), j = 1, 2. (.)
Безпосередня пiдстановка розв’язку, наприклад, у перше рiвняння дає
r˙1 + iϕ˙r1 = (λ1 + iω1)r1 − β1r31 + γ1r32ei(ϕ2−ϕ1), (.)
яке записується у виглядi рiвнянь для амплiтуди та фази
r˙1 = λ1r1 − β1r31 + γ1r32<{ei(ϕ2−ϕ1)}, (.)
ϕ˙1 = ω1 + γ1(r32/r1)={ei(ϕ2−ϕ1)}. (.)
Аналогiчно одержуємо рiвняння для r2 та ϕ2.
Припустивши γ1  1, для стацiонарних розв’язкiв маємо
r1, 0 =
√
λ1/β1, r2, 0 =
√
λ2/β2. (.)
В околi стацiонарних розв’язкiв для rj можна записати
ϕ˙1 = ω1 + γ1(r32/r1)0 sin(ϕ2 − ϕ1), (.)
ϕ˙2 = ω2 − γ2(r31/r2)0 sin(ϕ2 − ϕ1). (.)
Якщо ввести нову змiнну φ = ϕ2 − ϕ1 та рiзницю частот $ = ω2 − ω1, то
одержуємо
φ˙ = $ − α sinφ, α = γ2(r31/r2)0 + γ1(r32/r1)0. (.)
Це рiвняння розв’язується роздiленням змiнних
t =
φ(t)∫
φ(t0)
dφ
$ − α sinφ. (.)
Залежно вiд спiввiдношення мiж α та $ можливi рiзнi режими поведiнки си-
стеми.
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Випадок |α| < |$|. Тут пiдiнтегральний вираз не є розбiжним, тому його
можна розвинути в ряд за α. Це дає апроксимацiю∫
· · · ≈ 1
$
(φ− φ0). (.)
Отже, маємо
φ−φ0 = t$ = t(ω2−ω1) → (ω′2−ω′1)t+ψ2−ψ1 = t(ω2−ω1)+φ0 (.)
або
ω2 − ω1 = ω′2 − ω′1. (.)
Це означає, що iнтервал мiж частотами ω′j є таким самим, як i для ωj .
Випадок |α| > |$|. Тут пiдiнтегральний вираз стає розбiжним. Вилучаю-
чи перехiднi режими, розв’язок рiвняння для φ є таким:
φ = arcsin($/α) = const, (.)
з якого випливає
ϕ2 − ϕ1 = (ω′2 − ω′1)t+ ψ2 − ψ1 = const, (.)
або
ω′2 = ω
′
1. (.)
Тобто перенормованi частоти стають однаковими, вiдбувається затягування ча-
стот. Аналогiчною є поведiнка фаз.
3.4 Бiфуркацiя з граничного циклу
Змiна значення керуючого параметра може призвести до нестiйкостi гра-
ничного циклу. Для аналiзу такої ситуацiї слiд узагальнити метод аналiзу за лi-
нiйним наближенням (.), оскiльки x0 = x0(t), тому L̂ = L̂(t) — матриця з
перiодичними елементами, тобто L(t+ t0) = L(t).
Лiнiйне рiвняння з перiодичним коефiцiєнтом. Розглянемо рiвняння типу
x˙ = α(t)x, α(t+ t0) = α(t). (.)
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Його розв’язок набуває вигляду
x(t) = x(0) exp
[∫ t
0
α(t′)dt′
]
. (.)
Якщо коефiцiєнт α(t) перiодичний (iз перiодом t0), неперервно диференцiйова-
ний, то його можна розвинути в ряд Фур’є
α(t) = c0 +
∑
n=−∞
n 6=0
cneinωt. (.)
Оскiльки ∫ t
0
α(t′)dt′ = c0t+
∑
n=−∞
n 6=0
cn
inω
(
einωt − 1) , (.)
то iнтеграл є перiодичною функцiєю, i стiйкiсть системи визначається лише
складовою c0. У результатi розв’язок рiвняння набуває вигляду
x(t) = eλtu(t), λ ≡ c0, (.)
u(t) = x(0) exp
 ∑
n=−∞
n 6=0
cn
inω
(
einωt − 1)
 . (.)
Теоретико–груповий пiдхiд. Розглянемо теоретико–груповий пiдхiд до розв’я-
зання цього рiвняння. Нехай iснує перетворення
t→ t→ t0 таке, що α(t+ t0) = α(t). (.)
Якщо пiддати такому перетворенню диференцiальне рiвняння, то одержуємо
x˙(t+ t0) = α(t)x(t+ t0). (.)
Проведемо замiну змiнних x′(t) = x(t + t0). З теорiї лiнiйних диференцiаль-
них рiвнянь вiдомо, що iснує єдиний розв’язок рiвняння з точнiстю до сталого
множника a, тодi одержуємо зв’язок
x′(t) = ax(t), x(t+ t0) = ax(t). (.)
Покажемо, що цей зв’язок дозволяє побудувати розв’язок еволюцiйного рiв-
няння.
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Нехай iснує оператор змiщення, такий, що
T̂ f(t) = f(t+ t0). (.)
Для його визначення скористаємось розвиненням у ряд функцiї f(t+ t0):
f(t+ t0) =
∞∑
n=0
tn0
n!
f (n)(t) =
∞∑
n=0
tn0
n!
dn
dtn
f(t) = et0
d
dt f(t) ≡ T̂ f(t). (.)
Враховуючи iнварiантнiсть перiодичного коефiцiєнта α(t), одержуємо
T̂α(t)x(t) = α(t+ t0)x(t+ t0) = α(t)T̂ x(t). (.)
Оскiльки це спiввiдношення справедливе для довiльної функцiї x(t), то
T̂α(t) = α(t)T̂ . (.)
Таким чином, iз зв’язка x′ та x випливає
T̂ x = ax, (.)
де a— власне значення оператора T̂ ; x— його власна функцiя. Операцiї T̂n
Таблиця 3.1— Властивостi оператора T̂
Змiщення Оператор Дiя оператора
t→ t+ t0 T̂ T̂α(t) = α(t+ t0)
t→ t+ nt0 T̂n T̂nα(t) = α(t+ nt0)
t→ t− t0 T̂−1 T̂−1α(t) = α(t− t0)
t→ t− nt0 T̂−n T̂−nα(t) = α(t− nt0)
t→ t T̂ 0 ≡ Ê = 1 T̂ 0α(t) = α(t)
(n < 0, n = 0, n > 0) створюють групу перетворень, оскiльки задовольняють
такi аксiоми:
• добуток двох операторiв дає новий оператор iз тими ж властивостями:
T̂mT̂n = T̂n+m;
• iснує одиничний оператор Ê = T̂ 0;
• iснує обернений оператор T̂nT̂−n = Ê;
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• груповий добуток є асоцiативним: T̂ l(T̂nT̂m) = T̂n(T̂ lT̂m).
У даному випадку оператори є комутативними, тобто T̂nT̂m = T̂mT̂n — група
абелева. Оскiльки всi елементи створюються як ступенi оператора T̂ , то T̂ —
генератор групи.
Пiсля n— кратної дiї T̂ маємо рiвняння для x(t)
T̂nx(t) = anx(t)→ x(t+ nt0) = anx(t). (.)
Для його розв’язку припустимо, що
x(t) = eλtu(t), (.)
де u(t) — довiльна функцiя. Пiдставляючи цей розв’язок у рiвняння (.),
одержуємо
enλt0u(t+ nt0) = anu(t). (.)
Нехай a = exp(λt0), тодi маємо
u(t+ nt0) = u(t). (.)
Таким чином, функцiя u(t)— перiодична.
Система лiнiйних рiвнянь. Систему лiнiйних рiвнянь iз перiодичними кое-
фiцiєнтами подамо у виглядi
x˙ = L̂(t)x, (.)
де L̂(t) — матриця з перiодичними коефiцiєнтами й iнварiантна вiдносно дiї
оператора змiщення
T̂ : t→ t+ t0, (.)
що приводить до комутацiйного спiввiдношення
T̂ L̂ = L̂T̂ . (.)
Дiючи оператором на систему рiвнянь
˙̂
Q = L̂Q̂, (.)
де Q̂— матриця, одержуємо
(T̂ ˙̂Q) = L̂(T̂ Q̂). (.)
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Матриця–розв’язок визначається за допомогою сталої матрицi Â:
T̂ Q̂ ≡ Q̂(t+ t0) = Q̂(t)Â. (.)
Якщо вибрати Q̂(0) у виглядi одиничної матрицi, то при t = t0 одержуємо
Â = Q̂(t0), тобто матриця Â є вiдомою. Їй завжди можна поставити у вiдпо-
вiднiсть матрицю Λ:
eΛ̂t0 ≡ Â. (.)
Для розв’язку деформованого рiвняння припустимо, що
Q̂(t) = Û(t)eΛ̂t, (.)
що дозволяє записати
Û(t+ t0) exp[Λ̂(t+ t0)] = Û(t)eΛ̂tÂ. (.)
В результатi маємо
Û(t+ t0) = Û(t). (.)
Тобто матриця Û(t) складається з перiодичних елементiв.
За аналогiєю з рiвнянням iз постiйними коефiцiєнтами маємо розв’язок у
виглядi
x(i)(t) = eλitv(i)(t),
v(i)(t) =
mi∑
j=0
v(i)j t
j .
(.)
Характеристичнi показники λi (показникиФлоке) є власними значеннями ма-
трицi Λ̂.
Якщо дiйсний показникФлоке λ стає позитивним, то старий граничний цикл
може розпастися на новi граничнi цикли. З iншого боку, якщо дiйсна частина
комплексного показника стає позитивною, то новий граничний цикл наклада-
ється на старий (квазiперiодичний рух— рух по тору). Утрата стiйкостi може
супроводжуватися подвоєнням перiоду, коли перiод нових коливань стає вдвiчi
бiльшим за старий перiод (подвоєння перiоду, або генерацiя субгармонiки).
3.4.1 Подвоєння перiоду
Розглянемо систему, що описується таким рiвнянням еволюцiї:
x˙ = (λ+ iω0)x− βx3e−iωt. (.)
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Розв’язок будемо шукати у виглядi
x(t) = y(t)eiωt/2, (.)
де y— комплексна змiнна. Безпосередня пiдстановка цього виразу в рiвняння
еволюцiї дає
y˙ = (λ+ iω0 − iω/2)y − βy3. (.)
Це рiвняння припускає наявнiсть одного стацiонарного розв’язку y = 0 при
λ < 0 та двох розв’язкiв:
y0 = ±
√
λ+ i(ω0 + ω/2)/β = ±√α0eiϕ0/2. (.)
Одержанi розв’язки є стiйкими.
3.4.2 Субгармонiки
Покажемо, що подвоєння перiоду є окремим випадком генерацiї субгармо-
нiк iз частотою, що складає 1/n-у вiд частоти вихiдного граничного циклу. Бу-
демо вважати, що рiвняння еволюцiї колективної моди має вигляд
x˙ = λx− βxn+1e−iωt. (.)
За аналогiєю до попереднього випадку розв’язок шукаємо у виглядi
x(t) = yeiωt/n, (.)
де y— стала. В результатi пiдстановки маємо стацiонарне рiвняння
(λ− iω/n)y − βyn+1 = 0, (.)
розв’язками якого є
y0 = 0, yn0 = (λ− iω/n)/β = αeiϕ, (.)
або
y0 = 0, y0 = ei2pim/nα1/neiϕ/n, (.)
деm— цiле число1. Аналiз за лiнiйним наближенням визначає стiйкiсть нену-
льового розв’язку стацiонарного рiвняння.
1Тут використано визначення 1 на комплекснiй площинi: 1 = ei2pim, деm = 1, 2, ...
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Розглянемо iнший випадок рiвняння еволюцiї:
x˙ = λx− βx3(e−iωt + eiωt), (.)
де λ, β— дiйснi параметри. У найнижчому наближеннi вибираємо розв’язки у
виглядi
x = yeiωt/2, або x = ye−iωt/2. (.)
Залежно вiд вибраного розв’язку маємо
y˙ = (λ± iω/2)y − βy3(1 + e±iϕ), (.)
при цьому виконується додаткова умова
ϕ˙ = 2ω. (.)
У випадку наявностi фазових множникiв типу e±iϕ використовується набли-
ження обертової хвилi. Воно полягає у тому, що можна нехтувати величиною
e±iϕ, де ϕ = 2ωt, у порiвняннi з 1.
3.4.3 Бiфуркацiя в тор
Якщо вимiрнiсть простору стає бiльшою 3, то граничний цикл трансформу-
ється в тор. Його можна однозначно вiдобразити на площинi, а також вiдобра-
зити з частковим перекриттям. Кожну точку тора можна описати на площинi
кутiв ϕ1, ϕ2 ∈ [0, 2pi]. Оскiльки дотична площина до тора iснує в кожнiй точцi
(ϕ1, ϕ2), тор — диференцiйовне багатоутворення. Двовимiрнi тори дозволять
подати квазiперiодичнi рухи, якi вiдбуваються при декiлькох частотах водно-
час. Якщо використати визначення
x(t) = x0 +
∑
k
εk(t) = x0 +
∑
k
ukvk(t),
де u(t) = reiωkt, то
x(t) = x0 +
∑
k
eiωktvk = x0 +
∑
k
[<{vk} cos(ωkt) + ={vk} sin(ωkt)] (.)
описує рух по тору. Двовимiрний тор подається вектором iз двома фазами
x(ϕ1, ϕ2) = x(ω1t, ω2t).
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Цей вектор дозволяє провести розвинення в ряд
x =
∑
n
cne
inωt, (.)
де nω =
∑N
j njωj , nj — цiлi числа. Величина вiдношення частот ωi/ωj задає
густину покриття тора вектор–функцiєю x (див. рис.3.1).
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Рисунок 3.1— Двовимiрний тор (а) iз локальними координатами ϕ1, ϕ2 може бути
однозначно поданий квадратом. Траєкторiя на площинi при вiдношен-
нi частот ω2/ω1 = 3/2 (б) виходе з початкової точки ϕ2 = 0, ϕ1 = 0.
Умова перiодичностi дозволяє продовжувати її пiсля виходу за грани-
цю ϕ1 = 2pi, проектуючи її на вiсь ϕ2 = 0. Аналогiчно продовжуються
траєкторiї при виходi за границю ϕ2 = 2pi, ϕ1 = pi ми проецiюємо
її у точку ϕ2 = 0, ϕ1 = pi. Процедура проецiювання дає замкнуту
лiнiю. Траєкторiї на площинi при вiдношеннi частот ω2/ω1 = 4/1 та
ω2/ω1 = 1/5 наведено на рисунках (в) та (г).
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	Ðîçäië 4
Основи теорiї катастроф [10]
Розглянемо нелiнiйну систему, що виходить на стацiонарний режим пiсля
взаємодiї iз середовищем. У випадку незмiнного середовища стацiонарнi стани
системи повнiстю визначаються нулями правої частини рiвняння еволюцiї
dx
dt
= f(x;α), (.)
де α— параметр середовища. Далi вважається, що система є стiйкою, тобто
iснує стала C(α) <∞, для якої
∀t : |x(t)| < C(α). (.)
Нерiвнiсть iснує за умови, що iснує сталаK > 0, причому
f(x;α) < 0 при всiх x > K,
f(x;α) > 0 при всiх x < −K. (.)
Якщо змiнна x набуває лише позитивних значень, то необхiдно виконання умо-
ви
f(0;α) ≥ 0 при всiх α. (.)
Розв’язок диференцiального рiвняння першого порядку є монотонною функцi-
єю, так що швидкiсть x˙ набуває одного певного значення. Тому нерiвнiсть (.)
передбачає наявнiсть хоча б одного стiйкого стану. Якщо розв’язок рiвняння
(.) допускає бiльше одного стацiонарного стану, то стiйкi та нестiйкi стани
мають чергуватися. Якщо система є градiєнтною, то стацiонарнi стани визна-
чаються екстремумами потенцiалу V (x), де V (x) = − ∫ f(x′)dx′.
4.1 Зведення до градiєнтної форми
Багато автономних динамiчних систем можна звести до градiєнтних, саме
для градiєнтних систем iснує достатньо простий спосiб дослiдження якiсних
змiн, що в них вiдбуваються у порiвняннi з динамiчними системами. Однак у
широкому класi моделей
dxi
dt
= fi(x;α)
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сили fi(x;α) взагалi неможливо пов’язати з будь-яким потенцiалом. З’ясуємо
критерiй, за яким динамiчну систему можна звести до градiєнтної.
Для градiєнтної системи
fi ≡ −Vi = −∂V (x;α)
∂xi
, (.)
а тому
fij =
∂fi
∂xj
≡ −Vij = −∂
2V (x;α)
∂xi∂xj
= −∂
2V (x;α)
∂xj∂xi
=
∂fj
∂xi
= fji. (.)
Таким чином, для градiєнтних систем узагальнений вихор дорiвнює нулю:
(rotf)ij =
∂fj
∂xi
− ∂fi
∂xj
= 0. (.)
4.2 Характер потенцiальних функцiй
Якщо система перебуває у станi рiвноваги, то ∂V/∂xi = 0. Тип рiвноваги
визначається матрицею Vij = ∂2V/∂xi∂xj . Якщо det|∂2V/∂xi∂xj | 6= 0, то
поблизу точки рiвноваги потенцiальна функцiя подається у виглядi
V
.=
∑
i
λni y
2(xi), (.)
де λi— власнi значення матрицi стiйкостi Vij , обчисленi за умови рiвноваги.
Якщо потенцiальна функцiя залежить вiд одного або декiлькох керуючих
параметрiв α1, α1, . . . , αn, то матриця стiйкостi та її власнi значення залежать
вiд керуючих параметрiв. Тому можливою стає картина, коли декiлька (l) вла-
сних значень λi стають тривiальними в точцi α = α0. Тодi потенцiальну фун-
кцiю можна подати у виглядi
V (x;α) = Vl(y1(x;α), y2(x;α), . . . , yl(x;α);α) +
n∑
i=l+1
λi(α)y2(xi). (.)
У такому разi l змiнних y1(x;α), . . . , yl(x;α) є гладкими функцiями змiнних
станiв та керуючих параметрiв. При цьому n − l − 1 змiнних є гладкими фун-
кцiями лише змiнних станiв. Зауважимо, що поданий ряд є справедливим лише
поблизу точки (x0;α0) у просторiRm⊗Rn, i функцiя Vl не має певного вигляду.
Якщо провести розкладання поблизу x = x0, то маємо визначення
V (x;α) .= CG(l) +
n∑
i=l+1
λi(α)y2i , (.)
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Таблиця 4.1— Основнi катастрофи
Катастрофа Росток Збурення
A2 x
3 a1x
A±3 ±x4 a1x+ a2x2
A4 x
5 a1x+ a2x2 + a3x3
A±5 ±x6 a1x+ a2x2 + a3x3 + a4x4
A6 x
7 a1x+ a2x2 + a3x3 + a4x4 + a5x5
D−4 x2y − y3 a1x+ a2y + a3y3
D+4 x
2y + y3 a1x+ a2y + a3y3
де функцiя CG(l) має конкретний вигляд i називається ростком катастро-
фи, вона подає збурення та можливi типи взаємодiї у системi. Основнi ростки
катастроф наведено у таблицi 4.1.
4.2.1 Збурення
Якщо функцiю φ(x, α) можна розвинути в ряд Тейлора поблизу фiксованої
(x0;α0) точки, то збуренням буде конструкцiя
ε(x;α) = φ(x, α)− φ(x0, α0). (.)
Нехай незбуреною функцiєю є
V (x, α) = V(x, α) +
n∑
i=l+1
λix
2
i , (.)
де λi 6= 0 (l+1 ≤ i ≤ n), а функцiя V(x, α) не мiстить лiнiйних та квадратичних
складових. Збурену функцiю позначемо як V˜ , тодi
V˜ = V + ε = εixi + (δijλi + εij)xixj + V (x1, . . . , xl, α) +O(4), (.)
де λ1 = · · · = λl = 0.
Розглянемо збурення ростка катастрофи з однiєю змiнною типу±xn. Кiль-
кiсть членiв ряду збурень має бути обмеженою величиною. Дiйсно, збурення не
може перевищувати порядок самого ростка катастрофи за малiстю значення в
певнiй точцi x = x0. Належним вибором початку координат та перетворень
змiнних можна довести загальну формулу для збурення ростка типу±xn. Вона
має вигляд
±xn + ε .= ±xn +
n−2∑
m=1
amx
m, (.)
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де am = am(εi, εij,, . . . ;α1, . . . , αk).
Ïðèêëàä. Ðîñòîê x3
Розглянемо збурення кубiчного ростка
V = x3.
Змiна керуючих параметрiв приводить до збурень основної функцiї, причому збурен-
ню пiдлягають як росток катастрофи, так i вiльна (квадратична) частина потенцiальної
функцiї. Збурення може бути враховано до членiв другого порядку, оскiльки для кубi-
чного члена можна ввести нову шкалу ренормалiзацiї x:
x3 + ε = x3 + ε0 + ε1x+ ε2x
2. (.)
Зсування початку координат (x = x′ + s) дає
V(x′) + ε(x′) = a0 + a1x′ + a2x′2 + x′3,
a0 = ε0 + ε1s+ ε2s
2 + s3
a1 = ε1 + 2ε2s+ 3s
2,
a2 = ε2 + 3s.
Тут a0 є несуттєвим i може бути вибрано таким, що дорiвнює нулю. Аналогiчно можна
взяти a2 = 0, вибравши вiдповiдно значення для s, однак a1 = 0 лише за умови 3ε1 −
ε22 = 0. Враховуючи канонiчнiсть форми збурень, маємо
x3 + ε→ x3 + a1x.
Якщо a1 = 0, то функцiя V˜ (x; 0) має вироджену критичну точку x = 0; при a1 < 0
функцiя V˜ (x; a1) має двi iзольованi критичнi точки (при збiльшеннi a1 вони зливаються
в одну x = 0); за умови a1 > 0 критичних точок не iснує.
Максимальне число iзольованих критичних точок, що визначаються збуре-
нням ростка катастрофи, задається iндексом ростка. Можна показати, що для
однопараметричної катастрофи Ak = xk+1 рiвняння
d
dx
xk+1 + k−1∑
j=1
ajx
j
 = 0 (.)
є полiномним рiвнянням степеня k i має якнайбiльше k коренiв.
Таким чином, при збуреннi потенцiальної функцiї у точцi, де ∂V/∂x = 0,
detVij = 0 змiнюється:
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Таблиця 4.2— Класифiкацiя особливих точок
Властивiсть Позначення
∂V/∂xi 6= 0 Нерiвноважна точка
∂V/∂xi = 0, det|∂2V/∂xi∂xj | 6= 0 Точка рiвноваги
∂V/∂xi = 0, det|∂2V/∂xi∂xj | = 0 Критична точка
• число точок рiвноваги (k–вироджена точка розщеплюється на k iзольо-
ваних точок);
• локалiзацiя критичних точок;
• значення функцiї у критичних точках.
4.2.2 Сiм’я потенцiальних функцiй
Покажемо, що саме ростки катастроф та їх збурення вiдповiдають за якiсну
перебудову системи. Для цього розглянемо сiм’я типових потенцiальних фун-
кцiй V (x;α). Нехай при α = α0 функцiя V (x;α0) має лише iзольованi критичнi
точки. Покажемо, яким чином змiнюється положення критичних точок при змi-
нi керуючих параметрiв α0 ∈ Rn. Оскiльки iзольованi критичнi точки задають
атрактори та басейни притягання потенцiалу V , то достатньо вивчити вплив
значення α0 на топографiю V (x;α0). Припустимо, що при α = α0 iснує кри-
тична точка x = x0. У разi змiни α0 + δα0 маємо x0 + δx0. Визначимо варiацiї
δx через значення δα0. Далi скористаємось розвиванням у ряд поблизу точки
(x0, α0) iз Rm ⊗ Rn:
V (x;α) = V (x0;α0) + Vi(x− x0)i + Va(α− α0)a+
+
1
2!
Vij(x− x0)i(x− x0)j + Via(x− x0)i(α− α0)a+
+
1
2!
Vab(α− α0)a(α− α0)b +O(3),
(.)
похiднi Vi, Va, Vij , Via, Vab беруться в точцi (x0, α0).
Для знаходження точки рiвноваги V (x;α0+δα0), розташованої поблизу x0,
вiзьмемо Vi = ∂V/∂xi = 0:
∂V
∂xi
= Vijδ(x0)j + Viaδ(α0)a +O(2) = 0. (.)
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Для варiацiї за умови невиродженостi Vij одержуємо
δ(x0)j = −(V −1)jiViaδ(α0)a (.)
або
∂(x0)j
∂(α0)a
= −(V −1)jiVia. (.)
Таким чином, при змiнi керуючих параметрiв змiнюється положення критичних
точок та значення функцiй у цих точках. Змiна критичних значень вiдповiдає
змiнi δα керуючих параметрiв та визначається пiдстановкою (.) у (.):
V (x0 + δx;α0 + δα) = V (x0;α0) + δ(1)V + δ(2)V + · · · , (.)
δ(1)V = Vaδαa, (.)
δ(2)V =
1
2
δαa[Vab − Vai(V −1)ijVib]δαb = 12gabδαaδαb. (.)
Одержанi рiвняння визначають лiнiйний вiдгук положення iзольованих крити-
чних точок на малi вiдхилення керуючих параметрiв, рiвняння (.)— лiнiйний
вiдгук критичних значень на малi змiни керуючих параметрiв, рiвняння (.)—
квадратичний вiдгук, який подається у формi метричного тензора gab.
На основi (.) випливає, що малi змiни керуючих параметрiв приводять
до незначних змiн положення критичних точок. Оскiльки власнi значення Vij у
iзольованих критичних точках є гладкими функцiями керуючого параметра α,
малi змiни керуючих параметрiв можуть викликати лише малi змiни власних
значень та векторiв. Тому атрактори та басейни притягання V (x;α0 + δα0) не-
значно вiдрiзняються вiд атракторiв та басейнiв V (x;α0), а отже, цi функцiї є
топографiчно iдентичними. Топографiя буде змiнюватись якiсно завдяки наяв-
ностi вироджених критичних точок. Функцiю можна вважати структурно стiй-
кою, якщо при малих змiнах керуючих параметрiв її поведiнка (число та тип
атракторiв, басейнiв притягання та iн.) не змiнюється.
4.2.3 Найпростiшi катастрофи
Складка. Складка є катастрофою типу A2. Для неї характерним буде сiм’я
потенцiальних функцiй типу
V˜ (x, α) =
1
3
x3 + αx. (.)
Як зазначалося вище, при α < 0 маємо двi критичнi точки, при α = 0— одну
двiчi вироджену, а при α > 0 — нi однiєї. Бiфуркацiйна множина задається
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однiєю точкою x = 0. Положення критичних точок визначається розв’язком
рiвняння
∂V/∂x = x2 + α = 0, (.)
згiдно з яким
x1,2 = ±
√−α, V (x1,2;α) = ±23 |α|
3/2.
Для матрицi стiйкостi в цих точках маємо
d2V (x;α)
dx2
∣∣∣∣
x=±√−α
= ∓2
√
|α|.
Зборка. Тип цiєї катастрофи — A3. Потенцiальна функцiя тепер залежить
вiд двох параметрiв α та b:
V˜ (x;α, b) =
1
4
x4 +
α
2
x2 + bx. (.)
Критичнi, двiчi виродженi критичнi та тричi виродженi критичнi точки катастро-
фи A3 визначаються рiвнiстю нулю похiдних першого, другого та третього по-
рядку:
x3 + αx+ b = 0, (.)
3x2 + α = 0, (.)
6x = 0. (.)
Рiвняння (.) задає критичнi точки; умови (.), (.) виконуються у двiчi
вироджених точках; (.)— (.)— у тричi вироджених точках.
Положення точки, що визначає функцiю з тричi виродженою критичною то-
чкою, визначається як x = 0, α = 0, b = 0. Тодi V˜ (x; 0, 0) = x4/4— функцiя iз
тричi виродженою критичною точкою на початку координат.
Точки простору керуючих параметрiв, що параметризують функцiї iз двiчi
виродженими критичними точками, визначаються як α = −3x2, b = 2x3. Якщо
положення цiєї точки позначити через xc, то одержуємо зв’язок мiж α та b, що
визначає функцiю iз двiчi виродженою критичною точкою. Виражаючи xc через
α та b, маємо (α
3
)3
+
(
b
2
)2
= 0. (.)
Це рiвняння описує лiнiї складки, що зображено на рис.4.1 У рiзних обла-
стях простору параметрiв, обмежених сепаратрисами, потенцiальна функцiя
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x a
b
Рисунок 4.1— Сепаратриси катастрофи зборки
має один або два максимуми з порушеною симетрiєю; на лiнiях складки по-
тенцiальна функцiя випробовує перегин.
Зауважимо, що система є iнварiантною при такому масштабуваннi:
x→ λx, α→ λ2α, b→ λ3b, V˜ → λ4V˜ . (.)
4.3 Поняття та принципи теорiї фазових переходiв
Стан системи, що керується потенцiалом V (x, α), описується точкою, в якiй
потенцiал набуває мiнiмального значення. Змiна зовнiшнiх умов приводить до
змiни керуючих параметрiв, що позначається на виглядi V (x, α): глобальний
мiнiмум, що визначав стан системи, може стати метастабiльним локальним мi-
нiмумом або взагалi зникнути, перетворившись на максимум. У цьому випадку
система «перескочить» з одного локального мiнiмуму в iнший.Момент перехо-
ду та мiнiмум, в якому стан системи буде стiйким, визначаються у вiдповiдностi
до теорiї катастроф.
Принцип максимального зволiкання— стан системи визначається стiй-
ким (стабiльним) або метастабiльним мiнiмумом до тих пiр, поки вiн iснує. Цей
принцип використовується при описi градiєнтних динамiчних систем
dx
dt
= − d
dx
V (x;α) за умови
dα
dt
 1.
Це пояснюється тим, що потенцiальна функцiя змiнюється дуже повiльно i не
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Рисунок 4.2— Принцип максимального зволiкання
iснує способу визначення глобального стiйкого мiнiмуму. Якщо iснує локаль-
но стiйкий мiнiмум у точцi (x0(α(t), α(t))), то dx0/dt = 0 залишається умовою
рiвноваги, доки потенцiал є стiйким у точцi x0. Тiльки тодi система може дося-
гнути нового локального мiнiмуму.
ПринципМаксвелла— стан системи визначається глобальним мiнiмумом
потенцiалу. Цей пiдхiд використовується, коли є необхiдна iнформацiя про рi-
Рисунок 4.3— Принцип Максвелла
вень випадкових збурень (флуктуацiй), що здатнi перевести систему через по-
тенцiальний бар’єр. Якщо їх iнтенсивнiсть є малою, то система не здатна пере-
йти в iнший мiнiмум потенцiалу. Якщо ця iнтенсивнiсть достатня для органiза-
цiї переходу, то система переходить у найглибший мiнiмум. У разi коли система
знаходиться лише у глобальному мiнiмумi потенцiалу (до та пiсля переходу), то
вона є «рiвноважною»— система перебуває у станi з найменшою енергiєю.
Стан системи визначається взаємодiєю мiж динамiкою системи та зовнi-
шнiми флуктуацiями. Перехiд з одного локального мiнiмуму в iнший називає-
ться фазовим переходом. Фазовi переходи вiдповiдають якiсним змiнам вла-
стивостей системи. За наявностi шуму малi флуктуацiї можуть впливати лише
локально так, що вiддаленi мiнiмуми не знаходяться (принцип максимально-
го зволiкання, див. рис.4.2). Великi флуктуацiї, що приводять до перекидання
системи у глибшi долини, забезпечують виконання принципу Максвелла (див.
рис.4.3). Фазою називають стан системи, який може перебувати у рiвновазi з
iншими, якi вiдрiзняються за своїми властивостями, станами, причому в такому
разi фази роздiлено межами.
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При фазовому переходi система може упорядковуватися або розупорядко-
вуватися. Результатом першого є наявнiсть упорядкованої фази, де параметр
порядку вiдрiзняється вiд нуля. Неупорядкованiй фазi вiдповiдає нульове зна-
чення параметра порядку. Упорядкована фаза характеризується зменшенням
симетрiї системи (створення кристалiчної гратки при затвердiваннi — вини-
кнення направлень симетрiї), неупорядкована, навпаки, має бiльшу симетрiю
(газ молекул, для якого не видiляється фiксованих напрямкiв руху, тощо). Тому
упорядкована фаза є несиметричною, а неупорядкована— симетричною.
4.3.1 Iндикатори катастроф
У прикладних задачах не завжди стає можливим виявити критичнi точки
вiдразу, через те, наприклад, що потенцiальна функцiя є доволi складною, або
точно не вiдома, iнший випадок, коли система не є градiєнтною, або взагалi не-
вiдомо рiвняння еволюцiї системи. Однак наявнiсть катастрофи можна виявити
за певними п’ятьма основними iндикаторами. Якщо хоча б один iз них зафiксо-
вано, то керуючi параметри можна змiнювати так, щоб можливим стало вияв-
лення iнших ознак катастрофи. Якщо встановлено наявнiсть катастрофи та її
тип, то можна визначити:
• спрощену модельну потенцiальну функцiю;
• вiдповiдний росток катастрофи, що дозволить встановити тип фiзичного
процесу;
• вiдповiдний тип еволюцiйних рiвнянь (динамiчний, дифузiйний та iн.).
Основнi iндикатори катастроф подано нижче.
Модальнiсть. Фiзична система може перебувати у двох або бiльшiй кiлько-
стi фiзичних станiв (потенцiальна функцiя повинна мати бiльше одного мiнiму-
му у певнiй областi керуючих параметрiв).
Недосяжнiсть. Якщо система перебуває в станi рiвноваги, яка є сiдлом, то
такий стан є нестiйким, оскiльки iснують iнфiнiтезимальнi збурення, якi при-
водять до зменшення значення потенцiалу. Якщо потенцiал має бiльше одного
локального мiнiмуму, то має бути одне сiдло— стан нестiйкої рiвноваги.
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Катастрофiчнi стрибки. Незначна змiна керуючих параметрiв системи при-
водить до сильних змiн (катастрофiчних стрибкiв) у значеннях змiнних ста-
ну. За принципом Максвелла такий стрибок супроводжується плавною змi-
ною значення потенцiалу, але такою, що похiдна вiд потенцiалу випровбовує
розрив. У разi використання принципу максимального зволiкання стрибок з
одного зникаючого локального мiнiмуму в глобальний або в iнший локальний
супроводжується дискретною змiною значення потенцiалу.
Розбiжнiсть. У станi рiвноваги кiнцевим змiнам керуючих параметрiв вiдпо-
вiдають кiнцевi змiни значень змiнних стану. Поблизу критичної точки невеликi
змiни початкових значень змiнних стану приводять до великих змiн кiнцевих
значень цих змiнних. Нестiйкiсть фiзичного процесу при збуреннях у траєкто-
рiї керуючих параметрiв називається розбiжнiстю.
Гiстерезис. Гiстерезис має мiсце, коли фiзичний процес не є повнiстю обо-
ротним (стрибок iз мiнiмуму 1 у мiнiмум 2 вiдбувається, а стрибок iз 2 в 1— нi).
Гiстерезис не спостерiгається, якщо прийнято принцип Максвелла.
Розбiжнiсть лiнiйного вiдгуку. При незначних вiдхиленнях вiд точки рiвно-
ваги (x0, α0) потенцiальну функцiю можна розвинути в ряд за степенями (x −
x0), (α− α0), що дає вираз для лiнiйного вiдгуку
δ(x0)j = −(V −1)jkVkaδ(α0)a = χja(x0;α0)δ(α0)a, (.)
де χja — тензор сприйнятливостi, який виражає вiдгук δ(x0)j на змiну δ(α0)a,
вiн виражається через другi похiднi потенцiалу, узятi у точцi рiвноваги. При на-
ближеннi до критичної точки (detVij → 0) у матрицi V −1 деякi елементи стають
надто великими. Таким чином, сприйнятливiсть у критичнiй точцi розбiгається.
Критичне уповiльнення. Нехай для градiєнтної системи
dxi
dt
= − ∂V
∂xi
iснує стан рiвноваги (x0;α0). Тодi
V (x;α) = const+
1
2
δxiδxjVij +O(3).
Лiнеаризацiя еволюцiйного рiвняння дає можливiсть встановити часову асим-
птотику δxi ∝ eλit, λi— власнi значення матрицi Vij . При пiдходi до критичної
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точки detVij → 0, а тому релаксацiя системи до стану рiвноваги уповiльнює-
ться, тобто вiдбувається критичне уповiльнення.
4.3.2 Класифiкацiя фазових переходiв
Для опису фiзичної системи вводиться сiм’я потенцiальних функцiй, зале-
жних вiдm змiнних стану (параметрiв порядку x ∈ Rm) та n керуючих пара-
метрiв α ∈ Rn. Стани системи описуються значенням x0, що мiнiмiзує потен-
цiал. Тодi дослiдження системи зводиться до вивчення рiвноваги та локальної
стiйкостi потенцiальної функцiї V (x, α):
∂V
∂xi
= 0 — рiвновага,
∂2V
∂xi∂xj
> 0 — локальна стiйкiсть,
(.)
та критичних значень на гiлках стiйкої рiвноваги.
Практично для всiх α ∈ Rn потенцiальна функцiя буде характеризуватись
лише iзольованими критичними точками x(i)0 . Перше з наведених рiвнянь (.)
використовується для визначення положення iзольованих точок як залежно-
стей вiд керуючих параметрiв:
x
(i)
0 = x
(i)
0 (α).
Друге рiвняння (.) дозволяє встановити локальну стiйкiсть у точцi (x(i)0 (α), α).
Фазовий перехiд вiдбувається, коли точка (x ∈ Rm), що описує стан системи,
переходить з однiєї критичної гiлки на iншу.
Фазовi переходи можуть вiдбуватися при змiнi значень керуючих параме-
трiв. Узагалi вважається, що керуючий параметр залежить вiд одного параме-
тра, i саме цей параметр використовується для опису кривої фазового переходу
у просторi керуючих параметрiв:
αj → αj(τ), τ ∈ R1,
x
(i)
0 (αj)→ x(i)0 (αj(τ))→ x(i)0 (τ),
V (i)(x(i)0 (αj), αj)→ V (i)(x(i)0 (τ), αj(τ))→ V (i)(τ).
Множина точок у просторi керуючих параметрiв, у яких вiдбувається фазовий
перехiд, називається бiфуркацiйною множиною. Компоненти бiфуркацiйної
множини, що обмежують її область, утворюють фазову дiаграму, на якiй рiзнi
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фази роздiлено кривими упорядкування та спiвiснування фаз. Згiдно з прин-
ципом максимального зволiкання фазовi переходи вiдбуваються, коли крива
αj(τ) перетинає компоненту бiфуркацiйної множини, на якiй виникають та зни-
кають локальнi мiнiмуми потенцiалу. Згiдно з принципом Максвелла фазовий
перехiд має мiсце, коли крива рiвноваги перетинає компоненту бiфуркацiйної
множини, на якiй не менше двох глобальних мiнiмумiв є виродженими.
Фазовi переходи описуються класифiкацiєюЕренфеста. Нехайфазовий пе-
рехiд вiдбувається внаслiдок перескоку стану системи з i-ої критичної гiлки на
j-у при αk(τ0), коли τ → τ0. У такому разi маємо фазовий перехiд p-го роду,
якщо:
lim
→0
dk
dτk
V (i)(τ)
τ0−
= lim
→0
dk
dτk
V (i)(τ)
τ0+
, k = 0, 1, . . . , p− 1, (.)
i це рiвняння не виконується при k = p.
Фазовий перехiд називається локальним (м’яким), якщо
lim
→0
[x(i)0 (τ − )− x(i)0 (τ + )] = 0. (.)
У протилежному випадку перехiд називається нелокальним (жорстким). У
фiзичних системах фазовi переходи мають нульовий, перший та другий рiд.
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	Ðîçäië 5
Теорiя фазових переходiв
У термодинамiцi фазовi переходи описуються на мовi термодинамiчних по-
тенцiалiв, де роль керуючих параметрiв виконують термодинамiчнi величини:
T — температура, S — ентропiя, V — об’єм, P — тиск. До таких потенцiалiв
вiдносять:
• внутрiшню енергiю системи U = U(S, V );
• вiльну енергiю (вiльну енергiю Гельмгольца) F (T, V );
• термодинамiчний потенцiал (вiльну енергiю Гiббса) Φ(T, P );
• теплову функцiюW (S, P ).
Зв’язок мiж цими потенцiалами є таким:
dU = TdS − PdV, dF = −SdT − PdV,
dΦ = −SdT + V dP, dW = TdS + V dP.
5.1 Модель Гiнзбурга–Ландау [7]
Для опису фазових переходiв використовують розвинення потенцiалу в ряд
за степенями параметра порядку. Вигляд такого розвивання вiдповiдає симетрiї
задачi, що дозволяє звести можливий вигляд потенцiалу до класу парних фун-
кцiй за параметром порядку. В багатьох випадках форма потенцiалу вiдповiд-
ає росткам катастроф та їх збуренням. Одним iз прикладiв такого розвинення
вiльної енергiї є конструкцiя
F = F0 +
A
2
x2 +
B
4
x4 +
C
6
x6, (.)
де керуючi параметри A, B, C є плавними функцiями температури. Залежно
вiд значень температурних коефiцiєнтiв змiна вiльної енергiї∆F = F − F0 мо-
же набувати вигляду, наведеного на рис.5.1. Потенцiал (.) визначає модель
Гiнзбурга–Ландау. З рисунка видно, що рiвноважний стан системи (мiнiмум)
буде характеризуватися рiзними значеннями параметра порядку.
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Рисунок 5.1— Залежнiсть змiни вiльної енергiї вiд параметра порядку при рiзних зна-
ченнях температури
5.1.1 Перехiд другого роду
Фазовi переходи другого роду описуються моделлю Гiнзбурга–Ландау з
потенцiалом, що вiдповiдає катастрофi A3:
F (x) = F0 +
A
2
x2 +
B(T, V )
4
x4, A = a(T − Tc). (.)
Еволюцiя системи, що описується цим потенцiалом, визначається рiвнянням
dx
dt
= −dF
dx
. (.)
За умови перенормування x′ = x/B1/3, t′ = tB1/3, α = a(T − Tc)/B1/3 ево-
люцiйне рiвняння буде задаватися потенцiалом
V =
α
2
x2 +
1
4
x4, (.)
де штрих опущено. Умова рiвноваги зводиться до стацiонарного рiвняння x˙ = 0
i дає
dV
dx
= x(α+ x2) = 0, x(1)0 = 0, x
(2)
0 = ±
√−α = ±
√
−a(T − Tc)/B1/3.
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Рисунок 5.2— Змiна форми потенцiалу iз змiною керуючого параметра α (а). Бiфур-
кацiя (б) при змiнi температури (s, u— стiйкi та нестiйкi стани)
Стiйкiсть розв’язкiв задається другою похiдною. Стiйкiсть розв’язку x0 = 0
визначається умовою α > 0. Ненульовi розв’язки стають стiйкими за умови
α < 0. Тому нульовий розв’язок стає нестiйким, а ненульовi— стiйкими (бi-
фуркацiя подвоєння). Поблизу критичного значення температури Tc маємо за-
лежнiсть типу x(T ) ∼ |T − Tc|β , β = 1/2.
Визначимо тип переходу за класифiкацiєю (.). Змiна нульової похiдної
(самої функцiї) у рiзних фазах — неперервна. Обчислимо ентропiю як першу
похiдну за температурою:
S = −∂V
∂T
= −1
2
∂α
∂T
x2.
При x0 = 0 маємо S0. При x0 =
√
−a(T − Tc)/B1/3 одержуємо
S =
a2(T − Tc)
2B2/3
.
Таким чином, ентропiя (перша похiдна потенцiалу) системи змiнюється непе-
рервно, тобто теплота переходу dQ = TdS не змiнюється. Друга похiдна за
температурою— теплоємнiсть
CV = T
(
∂S
∂T
)
V
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у фазi x0 = 0 має стале значення CV 0, що вiдповiдає S0. У точцi переходу (при
T = Tc) маємо
CV = CV 0 +
Tca
2
2B2/3
.
Таким чином, стрибок вiдчуває теплоємнiсть (друга похiдна), тому перехiд є пе-
реходом другого роду. Для теплоємностi одержуємо C(T ) ∼ |T − Tc|α, α = 0.
5.1.2 Вплив поля
Розглянемо вплив збурення, що порушує симетрiю потенцiалу Гiнзбурга–
Ландау. Це призводить до катастрофи зборки. Фазовий перехiд другого роду
зникає при незначному порушеннi симетрiї потенцiальної функцiї i може по-
явитися як перехiд нульового або першого роду у вiддаленiй точцi простору па-
раметрiв. Збурення ростка катастрофи A3 вiдповiдає включенню зовнiшнього
тягнучого поля b:
V =
α
2
x2 +
1
4
x4 + bx. (.)
Перехiд нульового роду. Використовуючи принцип максимального зволi-
кання, будемо рухатись по прямiй 0 (див. рис.5.3). Фазовий перехiд вiдбуває-
ться, коли зникає мiнiмум i система переходить iз мiнiмуму x(1)0 =
√−α/3 у
мiнiмум iз координатою x(2)0 = −2
√−α/3. Значення потенцiалiв у цих точках
є такими:
V (1) = α2/12, V (2) = −2α2/3.
У точцi× нульова похiдна випробовує стрибок
∆V = V (2) − V (1) = −3
4
α2.
Тому перехiд є фазовим переходом нульового роду, величина стрибка залежить
лише вiд положення цiєї точки на бiфуркацiйнiй множинi.
Перехiд першого роду. Скористаємось принципом Максвелла та будемо
рухатися по прямiй 1 (рис.5.3). У даному випадку бiфуркацiйна множина скла-
дається з напiвпрямої α < 0, b = 0. Перехiд вiдбувається в точцi ×, де змiнна
стану перестрибує з правого мiнiмуму x(1)0 =
√−α на лiвий x(2)0 = −
√−α. Тут
V (1) = V (2) = −α2/4. Визначимо першу похiдну
dV (x, α(T ), b(T ))
dT
=
∂V
∂x
dx
dT
+
∂V
∂α
dα
dT
+
∂V
∂b
db
dT
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Рисунок 5.3— Порядок фазового переходу залежить вiд прийнятого принципу та
шляху руху. Перехiд нульового роду вiдбувається на шляху 0, якщо
справедливим є принцип максимального зволiкання, перехiд першо-
го роду вiдбувається на шляху 1 при виконаннi принципу Максвелла,
перехiд другого роду вiдбувається на шляху 2
на максвелiвськiй множинi. Рiвноважний стан визначає dV/dx = 0; похiднi dαdT
та dbdT iнтерпретуються як напрямнi косинуси, тому db/dα =
db
dT /
dα
dT = tg θ. У
результатi маємо
∆
dV
dT
=
(
1
2
x2 cos θ + x sin θ
)(2)
−
(
1
2
x2 cos θ + x sin θ
)(1)
= −2√−α sin θ.
Тут перша похiдна розривається в критичнiй точцi, тому маємо перехiд першого
роду.
Узагальнена сприйнятливiсть. Скористаємось визначенням тензора сприйня-
тливостi для визначення лiнiйного вiдгуку. Згiдно з (.) маємо
χja(x0;α0) = −(V −1)jkVka. (.)
У нашому випадку
Vxx = 3x2 + α, Vxα = x, Vxb = 1.
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Тензор сприйнятливостi в точцi (x, α, b) визначається спiввiдношеннями
δx = − 1
3x2 + α
(x, 1)
(
δα
δb
)
,
χ1a = − 13x2 + α (x, 1), a = 1, 2.
(.)
Розглянемо детальнiше вплив поля h ≡ b для з’ясування поведiнки сприйня-
тливостi та виявлення гiстерезису. Сприйнятливiсть визначається формулою
χ =
(
∂x
∂h
)
h→0
. (.)
За умови h 6= 0 iз рiвняння рiвноваги
h = −(αx+ x3)
маємо
∂x
∂h
= − 1
α+ 3x2
. (.)
Тому
χ =
{
− 1α = − TcT−Tc , при x0 = 0,
1
2α =
Tc
2(T−Tc) , при x0 = ±
√−α. (.)
Одержанi спiввiдношення для сприйнятливостi виражають законКюрi-Вейса,
згiдно з яким поблизу критичної точки (точки переходу)
χ ∼ |T − Tc|−1, (.)
при цьому сприйнятливiсть у рiзних фазах вiдрiзняється вдвiчi. З рiвняння рiв-
новаги випливає, що при малих полях виконується скейлiнгове спiввiдноше-
ння x ∼ h1/δ, δ = 3. За наявностi поля система характеризується гiстерези-
сом. Гiстерезис не виникає, коли прийнято принцип Максвелла. Рис.5.4 пока-
зує петлю гiстерезиса при низьких температурах. При високих температурах
вона зникає. Стрiлки показують поведiнку системи при зменшеннi поля та йо-
го збiльшеннi. Видно, що стрибки параметра порядку вiдбуваються при рiзних
величинах поля h. На дiлянках AB, A1B1 термодинамiчний потенцiал є мiнi-
мальним, але величина цього мiнiмуму перевищує мiнiмуми, що вiдповiдають
дiлянкам AD, A1D1. Дiлянки AB, A1B1 задають метастабiльнi фази. Таким
чином, рiвноважний хiд функцiї x(h) задається контуром DAA1D1, де всi то-
чки вiдповiдають глобально стiйким термодинамiчним станам.
З наведеного можна зробити такi висновки.
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Рисунок 5.4— Вплив поля зовнiшнього поля h на фазовий перехiд: а) гiстерезис, що
виникає при при катастрофi зборки (T < Tc); б) сприйнятливiсть ви-
ще та нижче вiд точки фазового переходу
1 Фазовий перехiд другого роду є локальним, у той час як переходи першо-
го та нульового роду— нелокальнi.
2 Фазовi переходи, якi не є переходами нульового, першого та другого роду,
неможливо описати в рамках формалiзму катастрофи зборки. Для них
мають бути катастрофи бiльшої вимiрностi.
3 На основi принципу Максвелла бiфуркацiйна множина зборки складає-
ться з напiвпрямої (α < 0, b 6= 0), що вiдповiдає переходам першого роду,
та граничної точки (α = 0, b = 0), що вiдповiдає переходу другого роду.
5.1.3 Критична точка рiдини
Прикладом застосування розвинутого формалiзму є опис переходiв мiж твер-
дою фазою, рiдиною та парою. Такi переходи вiдбуваються при певних темпе-
ратурах: сублiмацiї (температура рiвноваги твердої фази та пари); плавлення
(рiвновага рiдини та твердої фази); кипiння (рiвновага пари та рiдини). Темпе-
ратури залежать вiд тиску i зображуються кривими нафазовiй дiаграмi (рис.5.5а).
Цi кривi є кривими переходiв першого роду.Математичному набору параметрiв
(x, α, b) вiдповiдає фiзичний набiр: ρ— густина речовини, P — тиск, T — тем-
пература. Математична зборка вiдбувається при (x, α, b) = (0, 0, 0), а фiзична
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Рисунок 5.5— Дiаграма станiв системи: a) фазова дiаграма переходiв мiж трьома фа-
зами; б) лiнiї складки (спiнодалi) поблизу критичної точки
при (ρ, P, T ) = (ρc, Pc, Tc). Знемiрювання фiзичних параметрiв дозволяє вве-
сти змiннi:
x = ρ/ρc − 1, p = P/Pc, t = T/Tc.
Зв’язок мiж математичними (α, b) та фiзичними (p−1, t−1) задається лiнiйним
перетворенням (
α
b
)
=
(
A B
C D
)(
p− 1
t− 1
)
. (.)
Належний вибiр умов щодо спiввiдношень мiж A, B, C, D приводить до ка-
тастрофи зборки, яка реалiзується в критичнiй точцi C, а рiвняння фазової дi-
аграми вiдповiдає рiвнянню Ван-дер-Ваальса. Наведемо ознаки катастрофи
зборки поблизу точки C, де рiдина та газ не вiдрiзняються:
модальнiсть — речовина у текучому станi бiмодальна поблизу кривої рiвно-
ваги фаз рiдина—газ, при цьому фази роздiляються;
стрибки — невеликi змiни температури та тиску, коли точка простору прохо-
дить криву рiвноваги, приводить до великих змiн густини речовини;
розбiжнiсть — слабка варiацiя керуючих параметрiв переводить систему в
рiзнi фази. Перевести в iншу фазу можна стрибком, перетинаючи лiнiю
рiвноваги, або неперервно, обходячи точку зборки C (див. рис.5.5а);
гiстерезис — якщо C — точка зборки, то вона оточується лiнiями складок,
за якими система не є бiмодальною. Цi лiнiї називаються спiнодалями.
Фiзично вони вiдповiдають стану перегрiтої рiдини та переохолодженого
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газу (на рис.5.5б перехiд вiд перегрiтої рiдини вiдповiдає лiнiям 1, 2; вiд
переохолодженого газу вiдповiдає лiнiям 1′, 2′.);
розбiжнiсть сприйнятливостi — iзотермiчна стискальнiсть kT = −V −1(∂V∂P )T
має розбiжний характер;
уповiльнення — iз зростанням стискальностi швидкiсть звуку∼ k−1/2 падає
до нуля;
аномальнi змiни — при конденсацiї пари виникають краплини рiдини, що осi-
дають на днi резервуара.При кипiннi бульбашки газу пiднiймаються вверх.
При наближеннi до критичної точки знизу рiзниця в густинi фаз зникає,
час падiння краплинок та пiднiмання бульбашок зростає, збiльшуються
їхнi розмiри, що приводить до сильного розсiювання свiтла— критична
опалесценцiя (мутнiсть).
Рiвняння катастрофи зборки має вигляд
x3− (Ap+Bt−A−B)x+(Cp+Dt−C −D) = 0, x = (ρ− ρc)/ρc. (.)
Якщо перейти до (V0, P0, T ) = (ρc/ρ, P/Pc, T/Tc), то маємо
(A− C)P0V0 −AP0+(D + C −B −A+ 1)V0+
+ (A+B − 3)− V −20 + 3V −10 = BT0 + (D −B)V0T0.
(.)
Далi скористаємось такими припущеннями.
1 Коефiцiєнт при V0T0 дорiвнює нулю (має виконуватись рiвняння iдеаль-
ного газу PV = nRT ).
2 Коефiцiєнт при V0 дорiвнює нулю.
3 Вiльний член дорiвнює нулю.
Це дозволяє переписати лiнiйне перетворення коефiцiєнтiв у виглядi(
α
b
)
=
(
3−D D
2−D D
)(
p− 1
t− 1
)
. (.)
У результатi рiвняння стану
P0V0 − (3−D)P0 + 3
V0
− 1
V 20
= DT0 (.)
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переписується у формi рiвняння Ван-дер-Ваальса(
P0 +
α0
V 20
)
(V0 − β0) = DT0, D = 8/3, α0 = 3, β0 = 1/3. (.)
5.1.4 Перехiд першого роду
При дослiдженнi переходiв першого роду на вiдмiну вiд x4–моделi викори-
стовується x6–модель потенцiалу типу (.). У загальному виглядi його можна
подати як
V =
D
6
x6 +
B
4
x4 +
C
3
x3 +
A
2
x2 + Ex. (.)
Масштабування цiєї функцiї може бути таким
x→ x′ = λx, B → B′ = λ2B, C → C ′ = λ3C,
A→ A′ = λ4A, E → E′ = λ5E, V → V ′ = λ6V. (.)
У моделi Гiнзбурга–Ландау потенцiал є симетричним при x→ −x i вiдповiдає
катастрофiA+5. Окрiм того, вiн має двовимiрний простiр керуючих параметрiв
R2 = (A,B),D = 1, C = 0, E = 0.
Критична множина визначається рiвнянням
dV
dx
= x(x4 +Bx2 +A) = 0, (.)
розв’язками якого є
x = 0, x2± = −
B
2
±
√(
B
2
)2
−A. (.)
ЯкщоA < 0, то маємо два дiйснi коренi рiзних знакiв; при 0 < A < (B/2)2 оби-
два значення x2 позитивнi при B < 0 та негативнi при B > 0; при
A > (B/2)2 дiйсних коренiв, окрiм тривiального, не iснує.
У результатi площина параметрiв (A,B) розбивається на пiдмножини з фун-
кцiями, що мають 1, 3 та 5 критичних точок. Як видно з рис.5.6, на фазовiй
дiаграмi маємо такi катастрофи:
• зборка A+3 (B > 0, A = 0); подвiйна зборка A−3 (B < 0, A = 0);
• складка 2A2 (B < 0, A = (B/2)2);
• катастрофа A+5 у точцi (B = 0, A = 0).
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Рисунок 5.6— Площина керуючих параметрiв для симетричної катастрофи A+5 роз-
бивається на три вiдкритi областi, що вiдповiдають функцiям з одним,
двома та трьома мiнiмумами
При переходi a → b маємо двi катастрофи складки. У точцi c три мiнiмуми
мають однакову глибину, ця точка лежить на лiнiї спiвiснування фаз (бiнодалi).
При переходi вiд d→ e маємо подвiйну зборку, а на шляху f → g— стандартну
зборку.
Три мiнiмуми з критичними значеннями, що дорiвнюють нулю, знаходяться
в точках x0 = 0, x2 = −3B/4. Лiнiя спiвiснування є такою:
B < 0, A =
3
16
B2. (.)
Перехiд нульового роду. За принципом максимального зволiкання при пе-
ретинаннi бiфуркацiйної лiнiї A = (B/2)2 iз B < 0 вздовж лiнiї 0a (рис. 5.7)
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Рисунок 5.7— Площина керуючих параметрiв, що визначає тип фазового переходу
потенцiал змiнюється на величину
∆V = V (0;A,B)− V (±
√
−B/2;A,B) = −1
6
(−B/2)3. (.)
При перетинаннi напiвпрямої B < 0, A = 0 вздовж шляху 0b змiна потенцiалу
є такою:
∆V = V (±√−B;A, 0)− V (0;A, 0) = − 1
12
(−B)3. (.)
Перехiд першого роду. Фазовий перехiд першого роду вiдбувається при пе-
ретинаннi бiнодалi по шляху 1 (рис. 5.7), де перша похiдна потенцiалу змiнює-
ться на величину
∆
dV
dT
= − dV
dT
∣∣∣∣
0;B,A
− dV
dT
∣∣∣∣
±
√
−3B/4;B,A
=
= −
[
1
4
(−3B
4
)2 dB
dT
+
1
2
(−3B
4
)
dA
dT
]
,
(.)
де dB/dT , dA/dT — напрямнi косинуси.
Перехiд другого роду. Цей перехiд спостерiгається, як i ранiше, при ката-
строфi зборки при перетинаннi бiфуркацiйної множини по шляху 2 (рис. 5.7).
Тут змiна другої похiдної є такою:
∆
d2V
dT 2
= − 1
2B
(
dA
dT
)
. (.)
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Вплив поля. Вплив зовнiшнього поля порушує симетрiю потенцiалу i є лi-
нiйним збудженням. Тодi потенцiал набуває вигляду
V (x;A,B, h) = V (x;A,B) + hx. (.)
У рамках принципу Максвелла окремий iнтерес викликає положення бiнодалi
(лiнiї потрiйних точок). Тут порушення симетрiї зовнiшнiм полем може приво-
дити до декiлькох фазових переходiв при змiнi знака h. Простiр R3 керуючих
параметрiв зображено на рис.5.8. З рисунка видно, що фазовий перехiд пер-
A
B
h
1
2
3
4
1
2
3
4
h=0h<0 h>0
Рисунок 5.8— Простiр керуючих параметрiв (A,B, h) та форми потенцiалу при рi-
зних h
шого роду вiдбувається вздовж прямих 1 та 2, коли глобальний мiнiмум пере-
стрибує з правого локального мiнiмуму в лiвий у час, коли h, зростаючи, про-
ходить через нуль. Два фазових переходи першого роду виникають на кривiй
3, коли система переходить спочатку з правого локального мiнiмуму в середнiй
при h = −h0, i потiм iз центрального на лiвий при h = +h0. На прямiй 4 при
змiнi h фазових переходiв не вiдбувається.
5.1.5 Потрiйна точка рiдини
При дослiдженнi критичної точки рiдини виявилося, що вона є ростком x4
катастрофи зборки. Трикритична точка, що є ростком катастрофи A+5, не ле-
жить у площинi фiзичних параметрiв (P, T ), у цiй площинi лежить потрiйна то-
чка, але вона не є ростком катастрофи. Таким чином, змiнюючи тиск та темпе-
ратуру, можна потрапити лише на потрiйну точку.
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Для пошуку рiвняння стану слiд iдентифiкувати математичну змiнну x iз
фiзичною (густиною) та встановити зв’язок мiж математичними параметрами
A,B, h та фiзичними P, T . Форма потенцiалу для переходiв тверде тiло-рiдина-
газ вiдповiдає x6–моделi Гiнзбурга–Ландау. Вигляд потенцiальних функцiй на
дiаграмi таких переходiв зображено на рис.5.9.
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Рисунок 5.9— Форма потенцiальних функцiй при переходах тверда фаза–рiдина–газ
5.1.6 Критична поведiнка
Згiдно з теорiєю фазових переходiв Ландау в критичнiй областi (T → Tc)
фiзичнi величини суттєво залежать вiд флуктуацiй, оскiльки тут флуктуацiї ста-
ють сумiрними зi значеннями самих величин. Характерно, що в цiй областi про-
сторовий кореляцiйний радiус rc нескiнченно зростає (у випадку переходiв рiди-
на-газ настає стадiя опалесценцiї). Тому властивостi системи будуть визнача-
тися не окремими частинками, а великими об’ємами системи, що сумiрнi з ко-
реляцiйним радiусом. Таким чином, суттєвими стають глобальнi характеристи-
ки системи. Гiпотеза масштабної iнварiантностi (гiпотеза подiбно-
стi) показує, що найсуттєвiша частина взаємодiї зберiгає свiй вигляд при пе-
реходi вiд взаємодiї окремих частинок до взаємодiї областей, що мiстять багато
частинок, iз точнiстю до сталого множника, який залежить вiд спiввiдношення
масштабiв. Iнакше кажучи, при переходi вiд одних масштабiв до iнших хара-
ктеристики системи не повиннi залежати вiд вибору масштабiв. Тодi будь–яка
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фiзична величина має перетворюватися за законом
φ(λr) = λ−∆φ(r), (.)
де∆— аномальна вимiрнiсть певної фiзичної величини.
Згiдно з гiпотезою подiбностi в критичнiй областi всi характеристики систе-
ми набувають скейлiнгового характеру. Значення деяких iз них наведено у та-
блицi 5.1. Критичнi iндекси пов’язанi мiж собою рядом точних спiввiдношень.
Таблиця 5.1— Значення критичних iндексiв
Фiзична величина Спiввiдношення Критичний iндекс
Параметр порядку x ∼ |T − Tc|β β = 1/2
x ∼ h1/δ δ = 3
Теплоємнiсть CP ∼ |T − Tc|−α α = 0
CP ∼ h−ε
Сприйнятливiсть χ ∼ |T − Tc|−γ γ = 1
Радiус кореляцiї rc ∼ |T − Tc|−ν ν = 1/2
rc ∼ h−µ
Так, наприклад, враховуючи спiввiдношення xsp(T − Tc) ∼ xind(h), маємо
xsp(T − Tc) ∼ |T − Tc|β , xind(h) = χh ∼ h|T − Tc|−γ , |T − Tc|β+γ ∼ h.
(.)
Умова, що польовий внесок у потенцiал (∼ hx) збiгається за порядком iз тем-
пературним (|T − Tc|2CP , оскiльки C = −T∂2V/∂T 2 ), дає |T − Tc|2−α−β ∼ h.
Вираз для поля через температуру дає
α+ 2β + γ = 2. (.)
Скейлiнговi спiввiдношення для параметра порядку та одержане спiввiдноше-
ння для поля приводять до виразу
βδ = β + γ. (.)
Аналогiчно для теплоємностi одержуємо
ε(β + γ) = α. (.)
Спiввiдношення для кореляцiйного радiуса приводять до зв’язку
µ(β + γ) = ν. (.)
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5.2 Змiна iнформацiї при фазовому переходi [6]
Оскiльки самоорганiзацiя стає можливою через фазовi переходи, то пока-
жемо, що при бiфуркацiї система зменшує ентропiю, набуваючи додаткової iн-
формацiї.
Розглянемо систему з неперервним параметром порядку x, iнформацiю якої
слiд визначати як
I = −
∫
dxp(x) ln p(x)− ln ε, (.)
де ε— величина iнтервалу, що визначає похибку обчислень. Припустимо, що
функцiя розподiлу системи за станами визначається розподiлом Гiббса
p = Z−1 exp(−V (x)), V (x) = −αx2 + βx4. (.)
Тодi величина iнформацiї визначається формулою
I = lnZ − α〈x2〉+ β〈x4〉 − ln ε, (.)
де введено позначення для моментiв [11]
〈xm〉 =
∫
xmp(x)dx. (.)
Нижче порога. У цiй областi α < 0, а тому iстотним є квадратичний член
у потенцiалi (при |α|  1), тодi можна перейти до iнтеграла для гаусiвської
функцiї
p(x) = Z−1 exp(−|α|x2). (.)
Умова нормування розподiлу дає
Z−1 =
√
|α|
pi
. (.)
Для статистичних моментiв одержуємо вирази
|α|〈x2〉 = 1
2
, (.)
β〈x4〉 = 3β
(2|α|)2 . (.)
За умови |α|  1моментом четвертого порядку можна знехтувати. У результатi
маємо
I< = −12 ln |α|+
1
2
+
1
2
lnpi − ln ε. (.)
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Оскiльки похибка обчислень ε → 0, то − ln ε → ∞. Окрiм того, оскiльки си-
стема знаходиться нижче порога, то |α| → ∞, а отже,− ln |α| → ∞.
Математична конструкцiя iнформацiї накладає обмеження на значення для
α, ε. Величина |α| не може перевищувати певне значення, оскiльки функцiя
розподiлу визначена на iнтервалi ε, де вона суттєво вiдрiзняється вiд нуля. Тоб-
то система перебуває у певному станi лише всерединi iнтервалу ε. Неоднозна-
чнiсть фiксацiї значень параметра α, втрачається, якщо накласти додаткову
умову для iнформацiї, наприклад, нехай
I< = 0. (.)
Тодi випливає умова для α:
−1
2
ln |α|+ 1
2
+
1
2
lnpi − ln ε = 0. (.)
Оскiльки нас цiкавить лише змiна iнформацiї, то нуль iнформацiї можна вибра-
ти довiльно, тому припустимо, що
I< =
1
2
+
1
2
lnpi. (.)
У результатi маємо спiввiдношення мiж α та ε: |α|1/2 = ε−1.
Вище порога. Розглянемо випадок α > 0. За умови α  1 функцiю розпо-
дiлу можна апроксимувати гаусiвськими функцiями. Для цього скористаємось
методом перевалу. Якщо синергетичний потенцiал має вигляд
V (x) = −αx2 + βx4,
то екстремуми функцiї розподiлу визначаються умовою
∂V/∂x = 0 = −2αx+ 4βx3. (.)
Ненульовi розв’язки цього рiвняння мають вигляд
x0 = ±
√
α
2β
. (.)
Виберемо знак «+». Уведемо вiдхилення  вiд мiнiмуму потенцiалу:
x = x0 + . (.)
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Розвинення потенцiалу в ряд за вiдхиленнями має вигляд
V (x) =
∑
n=0
1
n!
∂nV (x)
∂xn
∣∣∣∣
x=x0
n. (.)
Враховуючи лише складовi, що не перевищують другий порядок, одержуємо
p() = Z−1 exp
(
α2
4β
− 2α2
)
. (.)
Умова нормування
∫∞
−∞ dxp(x) дає
Z−1 =
√
2α
pi
exp
(
−α
2
4β
)
. (.)
Розглянемо випадок, коли функцiя розподiлу має один максимум (симетрiя
системи порушується штучно). Iнформацiя в такому разi визначається форму-
лою
I˜> = −12 lnα−
1
2
ln 2 +
1
2
lnpi +
1
2
− ln ε. (.)
Перейдемо до випадку двох максимумiв функцiї розподiлу. Зрозумiю, що
тепер система може перебувати у двох рiвноймовiрних станах i тому зберiгає
iнформацiю 1 бiт (нат). Умова нормування розподiлу має вигляд
Z−1
∞∫
−∞
e−V (x)dx = 1. (.)
Оскiльки максимуми розташовуються симетрично вiдносно початку коорди-
нат, то iнтегрування за вiссю x замiнюється подвоєним iнтегруванням за напiв-
вiссю x > 0:
2Z−1
∞∫
0
e−V (x)dx = 1. (.)
За умови швидкого спадання пiдiнтегральної функцiї й способу обчислення
iнтеграла за одним максимумом слiд врахувати iнший максимум. Це означає,
що ми вправi замiнити нижню границю iнтегрування на−∞, тобто
∞∫
0
· · ·dx ≈
∞∫
−∞
· · ·dx. (.)
5.2 Çìiíà iíôîðìàöi¨ ïðè ôàçîâîìó ïåðåõîäi 87
α
I
ln2
εε
ε ε ε
V V
α<0 α>0
p p
p p
x x
xx
xx
Рисунок 5.10— Поведiнка потенцiальної функцiї, функцiї розподiлу вiд õ при рiзних
нижче та вище порогу бiфуркацiї
Таким чином, ефективна умова нормування має вигляд
2Z−1 exp
(
α2
4β
) ∞∫
−∞
exp(−2α2)dx = 1 (.)
i задає вигляд сталої нормування
Z−1 = exp
(
−α
2
4β
)√
α
2pi
= exp
(
−α
2
4β
)
1
2
√
2α
pi
. (.)
Вiдповiдно для другого моменту маємо
〈x2〉 = 2
∞∫
−∞
p(x)x2dx =
1
4α
. (.)
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Рисунок 5.11— Поведiнка iнформацiї та ентропiї при змiнi керуючого параметра α
Для iнформацiї одержуємо
I> = −12 ln 2α+
1
2
lnpi + ln 2 +
1
2
− ln ε. (.)
Як i в попередньому випадку, стала  визначає похибку обчислень. Ця по-
хибка задається параметром α, який визначає швидкiсть спадання гаусiвської
функцiї. Для системи нижче порогашвидкiсть спадання задаваласяα, а для си-
стеми вище порога— 2α. Будемо вимагати виконання умови − 12 ln 2α = ln ε.
Порiвняння виразiв для I< та I> приводить до рiзницi
∆I = I> − I< = ln 2. (.)
Таким чином, система пiдвищила iнформацiю (знизила ентропiю) при переходi
до упорядкованого стану. Тепер вона зберiгає 1 бiт iнформацiї. Точний розра-
хунок iнформацiї наведено на рис.5.11.
5.3 Спряженi змiннi [1, 7, 10]
Стан термодинамiчної рiвноваги визначається значеннями вiдповiдних тер-
модинамiчних змiнних. Такi змiннi можна роздiлити на екстенсивнi, або про-
порцiйнi повнiй масi системи, та iнтенсивнi, тi, що не залежать вiд повної
маси системи. Iнтенсивнi та екстенсивнi змiннi є парами спряжених змiнних
(табл.5.2).
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Таблиця 5.2— Пари спряжених змiнних
Екстенсивнi Iнтенсивнi
Ентропiя S T Температура
Об’єм V P Тиск
Число молiв N µ Хiмiчний потенцiал
Деформацiя ij σij Напруга
Поляризацiя P E Напруженiсть електричного поля
Намагнiченiсть M H Напруженiсть магнiтного поля
Кутовий момент J Ω Кутова швидкiсть
Поверхня подiй чорної дiрки A k Поверхнева гравiтацiя чорної дiрки

Ïðèêëàä. Åâîëþöiß äåôîðìîâàíîãî òiëà
Для опису еволюцiї однорiдної системи типу деформованого тiла використовують де-
формацiю (пластичну деформацiю)  та напругу σ як спряженi змiннi, для яких у най-
простiшому виглядi маємо рiвняння
˙ = − 
τ
+
σ
η
,
σ˙ =
σe − σ
τσ
− gσ.
Перше рiвняння є рiвняннямМаксвелла для в’язкопружного середовища з часом рела-
ксацiї τ = η/µ (η— в’язкiсть зсуву, µ— модуль зсуву). Друге рiвняння описує релакса-
цiю напруги до значення, що визначається зовнiшньою напругою σe iз часом релаксацiї
τσ , другий член визначає нелiнiйнi ефекти негативного зворотного зв’язку, що пов’яза-
ний зi зменшенням напруги за рахунок концентрацiї енергiї пластичної деформацiї σ.
Не всi з n екстенсивнихEα та n iнтенсивних iα спряжених змiнних, що опи-
сують систему в станi рiвноваги, є незалежними. Лише n iз набору 2n змiнних
набувають незалежних значень. Останнi змiннi однозначно визначаються че-
рез незалежнi:
iα = iα(Eβ). (.)
Спiввiдношення такого типу є рiвняннями станiв.
90 Ïîäàííß ñèíåðãåòè÷íèõ ñèñòåì
5.3.1 Узагальнюючi положення
Загалом iнтенсивнi змiннi розглядаються як змiннi станiв, а екстенсивнi—
керуючi параметри. Тодi для опису системи доцiльно ввести узагальнений тер-
модинамiчний потенцiал U(iα;Eβ), який визначає критичне багатоутворення
системи∇U(iα;Eβ).
Критичнi точки потенцiалу U(iα;Eα) визначаються за рiвнянням
∇iU(iα;Eβ) = 0, 1 ≤ α, β ≤ n. (.)
Розв’язуючи це рiвняння для кожного локального мiнiмуму, знаходимо iнтен-
сивнi змiннi
iα = i(r)α (E
β), r = 1, 2, . . . (.)
У кожному мiнiмумi значення потенцiалу U є функцiєю керуючих параметрiв
U (r)(Eβ) = U(i(r)α (Eβ);Eβ). (.)
Стан системи визначається глобальним мiнiмумом
U(Eβ) = min
r=1,2,...
U (r)(Eβ). (.)
Iнтенсивнi змiннi задаються градiєнтами потенцiалу U , визначеними на крити-
чному багатоутвореннi
iα =
∂U(i, E)
∂Eα
∣∣∣∣
крит. багатоутв.
(.)
При змiнi керуючих параметрiв (Eβ → Eβ + δEβ) та змiнних станiв
(iα → iα + δiα) маємо таку змiну потенцiалу:
U(iα + δiα;Eβ + δEβ) = U (0) + δ(1)U + δ(2)U + . . . , (.)
де
δ(1)U = ∂U
∂ir
δir +
∂U
∂Eα
δEα,
δ(2)U = 1
2
∂2U
∂ir∂is
δirδis +
∂2U
∂ir∂Eβ
δirδE
β +
1
2
∂2U
∂Eα∂Eβ
δEαδEβ .
(.)
На критичному багатоутвореннi цi рiвняння перетворюються у рiвняння
δ(1)U =
∂U
∂Eα
δEα,
δ(2)U =
1
2
∂2U
∂Eα∂Eβ
δEαδEβ .
(.)
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Перше рiвняння є першим початком термодинамiки
δ(1)U = TdS − PdV + µjdNj . (.)
Другий початок термодинамiки є умовою стiйкостi
∂2U
∂Eα∂Eβ
δEαδEβ = Uα,βδEαδEβ ≥ 0, (.)
де рiвняння виконується лише, коли варiацiї керуючих параметрiв є тривiаль-
ними.
5.3.2 Принцип Ле–Шательє
ПринципЛе–Шательє пов’язується iз другим початком термодинамiки.Йо-
го формулювання є таким: зовнiшня сила, що збурює рiвноважний стан,
викликає в системi процеси, що намагаються послабити дiю цiєї сили.
Математично вiн означає позитивнiсть тензора Uα,β . Цей принцип розглядає-
ться як постулат термодинамiки нерiвноважних систем, який належить до про-
цесу переходу зi збуреного стану до рiвноваги.
Якщо на систему, що перебуває у станi рiвноваги дiє адiабатичне збурення,
то сприйнятливiсть визначається як Uα,β . Якщо час дiї збурень менше за час
вiдгуку, то система реагує «енергiчнiше»— нерiвноважний вiдгук Uα,β бiльший
за рiвноважний Uα,β . Це i є проявом принципу Ле–Шательє.
Розглянемо випадок збурення системи виведенням її зi стану рiвноваги. Не-
хай iнтенсивнi змiннi є фiксованими, а екстенсивнi збуреними. Тодi вiдповiдна
градiєнтна система має вигляд
∂Eα
∂t
= − ∂
∂Eα
(U − iβEβ) =
= − ∂
∂Eα
(
∂U
∂Eα
Eα +
1
2
∂2U
∂Eα∂Eβ
δEαδEβ + · · · − iβEβ
)
=
= − ∂
2U
∂Eα∂Eβ
δEα +O(2).
(.)
Систему можна перевести у нерiвноважний стан, пiдтримуючи в нiй потоки
(тепла, зарядiв). Тодi в системi можливими стають перехреснi ефекти. Коли в
системi iснує декiлька градiєнтiв, то потоки стають залежними вiд їх сукупно-
стi, тобто поблизу критичного багатоутворення узагальненi токи jα пов’язанi з
узагальненими силами Fβ через тензор сприйнятливостi Lαβ спiввiдношенням
jα = LαβFβ , (.)
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де
jα ' dEα
dt
, Fβ ' ∇iβ . (.)
За умови вiдсутностi магнiтного поля тензор L є симетричним:
Lαβ = Lβα. (.)
Формула (.) вiдома як спiввiдношення Онзагера i виражає симетрiю кiне-
тичних коефiцiєнтiв системи.
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	Ðîçäië 6
Синергетичнi переходи
У синергетицi вивчають загальнi властивостi складних систем. При цьо-
му увага зосереджується на розгляданнi рiзких макроскопiчних змiн у системi.
Iнтерес являють структурнi змiни, якi вiдмiчаються на траєкторiях. Пiд стру-
ктурними змiнами розумiють ситуацiї, в яких взаємно однозначна вiдповiднiсть
стає неможливою. При таких змiнах система стає нестiйкою у лiнiйному на-
ближеннi. У точцi, де вiдбувається втрата стiйкостi, можливим стає вилучення
багатьох степенiв вiльностi, тому макроскопiчна поведiнка системи залежить
лише вiд невеликої кiлькостi ступенiв вiльностi.
6.1 Параметр порядку та принцип пiдпорядкування [2, 3]
Розглянемо систему еволюцiйних рiвнянь
x˙ = αx− xy, (.)
y˙ = −βy + x2, (.)
яка застосовується у широкiй областi наук. Змiннi x та y є нестiйкою та стiй-
кою модами. Перше рiвняння описує автокаталiтичне виробництво речовини
x (член αx) i витрати цiєї речовини при взаємодiї з речовиною y (член −xy).
Друге рiвняння описує спонтанний розпад молекул речовини y (член −βy) та
виробництво речовини y iз молекул речовини x завдяки бiмолекулярнiй реакцiї
(член x2). Зробимо такi припущення:
α ≥ 0, β > 0. (.)
Рiвняння (.) легко iнтегрується у квадратурах
y(t) =
t∫
−∞
e−β(t−τ)x2(τ)dτ, (.)
початкову умову вибрано y = 0, що вiдображається нижньою границею
linebreak t = −∞. Такий iнтеграл iснує за умови обмеженостi |x2(τ)| при всiх τ
або |x2(τ)| розбiгається повiльнiше за exp(|βτ |) при τ → −∞. Така умова має
назву умови самоузгодженостi.
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Iнтеграл у (.) обчислюється за правилом∫
v˙wdt = vw −
∫
vw˙dt.
Ототожнюючи v з exp(−β(t− τ)), а w— з x2, надаємо iнтегралу вигляду
y(t) =
1
β
x2(t)− 1
β
t∫
−∞
e−β(t−τ)2(xx˙)τdτ. (.)
Розглянемо випадок, коли x змiнюється настiльки уповiльнено, що x˙можна
вважати малою величиною. Це припущення є адiабатичним наближенням,
згiдно з яким
y(t) ≈ 1
β
x2(t). (.)
Такий розв’язок можна отримати, припустивши y˙ = 0.
З’ясуємо, за яких умов можна знехтувати величиною (xx˙)τ . Замiнимо ве-
личину (xx˙)τ на (|x||x˙|)max i винесемо максимальне значення з-пiд знака iнте-
грала. Експонента, що залишилася, легко iнтегрується, i ми одержуємо умову
(|x||x˙|)max
β2
 |x|
2
β
. (.)
Вона виконується, якщо
|x˙|max  β|x|. (.)
Вираз (.) задає адiабатичне наближення: ми потребуємо, щоб величина x
змiнювалась достатньо повiльно у порiвняннi зi змiною, що приписується ста-
лiй β.
У рамках наведеного формалiзму можна сказати, що y пiдпорядковує-
ться змiннiй x. У загальному випадку ми можемо виразити декiлька змiнних
через одну, завдяки принципу пiдпорядкування, що приводить до одного рiв-
няння для змiнної, наприклад, x. У таких випадках змiнна x є параметром
порядку. Мiж параметром порядку, принципом пiдпорядкування та втратою
стiйкостi iснує принциповий зв’язок. При змiнi керуючих параметрiв система
може втратити стiйкiсть у лiнiйному наближеннi. У таких випадках α змiнює
свiй знак, тобто стає малою величиною. У такому разi застосовується принцип
пiдпорядкування. Таким чином, у точках, де вiдбувається структурна змiна, по-
ведiнка системи визначається параметром порядку.
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6.2 Пороговi явища в клiтиннiй динамiцi [5]
Як приклад застосування принципу адiабатичного наближення розглянемо
клiтинну систему, в якiй деякi клiтини втратили свої бiологiчнi функцiї i пере-
творили тканину у злоякiсну. Вона прагне захопити всю область органiзму за
рахунок пролiферацiї, яка протидiє їх дiї. Подальша доля органiзму визначає-
ться конкурентною боротьбою клiтин, яка подається пороговим явищем.
Нехай X — густина популяцiї пролiферуючих клiтин–мiшенiв (злоякiсної
пухлини),E0— густина вiльних цитотоксичних клiтин. Згiдно з експериментом
клiтини E0 розпiзнають клiтиниX , фiксують їх у виглядi комплексу E = E0X ,
а далi здiйснюють їх лiзис при дисоцiацiї комплексу E. Цю послiдовнiсть реа-
кцiй записують у виглядi
X
λ−→ 2X (пролiферацiя),
E0 +X
k1−→ E k2−→ E0 + P (зв’язування та лiзис).
(.)
Припустимо, що в процесi конкуренцiї клiтин X та E0 стан iмунної системи
можна вважати стацiонарним. Це означає, що повна густина популяцiї вiльних
та зв’язаних iмунних клiтин (Et = E + E0) є сталою величиною. Припустимо,
що оборотних зв’язкiв у другому рiвняннi не iснує.
За даних умов еволюцiйнi рiвняння набувають вигляду
X˙ = λX(1−X/N)− k1E0X,
E˙0 = −k1E0X + k2E.
(.)
У першому рiвняннi множник (1 − X/N) вiдображає iснування верхньої гра-
ницi N для X всерединi елемента об’єму, в якому вiдбувається конкурентна
боротьба. Оскiльки лiзис проходить набагато швидше за iншi стадiї, то можна
вважати справедливим адiабатичне наближення E˙0 ' 0. Враховуючи зв’язок
Et = E + E0 виражаємо з другого рiвняння E0 черезX та Et, що дає
X˙ =
(
1− X
N
)
λX − k1EtX
1 + k1k2X
. (.)
Вимiрюючи час t в одиницях λt, густину x— в k1X/k2 та вводячи знерозмiренi
параметри β = k1Et/λ, θ = k2/k1N , еволюцiйне рiвняння можна записати у
виглядi
x˙ = (1− θx)x− βx
1 + x
≡ f(x), f(x) = −dV (x)
dx
, (.)
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Рисунок 6.1— Стацiонарна концентрацiя пухлинних клiтин залежно вiд параметра β,
що характеризує активнiсть iмунної системи. Нормальний стан визна-
чається x = 0, пухлинний— x > 0
де введено синергетичний потенцiал
V (x) =
θ
3
x3 − 1
2
x2 + β[x− ln(1 + x)]. (.)
Одержане еволюцiйне рiвняння завжди має стацiонарний розв’язок x = 0.
Вiн є нестiйким за умови β < 1 та стiйким при β > 1. Ненульовий розв’язок
xs =
1− θ ±√(1 + θ)2 − 4θβ
2θ
(.)
означає пухлинний стан тканини. Залежно вiд θ можуть виникати рiзнi типи
поведiнки (рис.6.1). Так при θ > 1 пухлина iснує при слабкiй iмуннiй реакцiї
β < 1, а пригнiчується при переходi величиною β значення βc = 1. У випадку
θ < 1 в областi значень 1 < β < β0 = (1 + θ)2/4θ нормальний та пухлинний
стан стiйкi одночасно. Пригнiчення пухлини можливе при перевищеннi порога
β0.
6.3 Синергетична концепцiя фазового переходу [12]
Унiверсальнiсть картини фазових переходiв, що пов’язана з виконанням гi-
потези масштабної iнварiантностi, властива не лише термодинамiчнiй поведiн-
цi, але також кiнетичнiй (динамiчнiй). Якщо припустити, що параметр поряд-
ку x(t) може змiнюватися неавтономним чином, то за наявностi стрикцiйних
6.3 Ñèíåðãåòè÷íà êîíöåïöiß ôàçîâîãî ïåðåõîäó 97
ефектiв упорядкування середовища супроводжується появою поля деформацiї
(другорядний ефект), пов’язаного з появою самоузгодженого поля, спряжено-
го параметра порядку. Загалом вважається, що цi два поля слiдують за змi-
ною x(t). Виконання цiєї умови приводить до iєрархiї часiв релаксацiї: τh —
час релаксацiї величини спряженого поля h(t) стає набагато меншим за τx —
час релаксацiї параметра порядку x(t). Стрикцiйний ефект приводить до да-
лекодiйного поля, що перенормовує термодинамiчний потенцiал так, що вiдбу-
вається уповiльнення фазового переходу. Цю обставину можна трактувати як
прояв принципу Ле–Шательє. Цей принцип вiдображає негативний зворотний
зв’язок мiж величинами x(t) та h(t). Унiверсальнiсть кiнетичної картини про-
являється у припущеннi, що поведiнка системи визначається додатковою сту-
пiнню вiльностi ε, час релаксацiї якої τε є сумiрним iз часом релаксацiї пара-
метра порядку. Тодi стає можливим видiлення характерної поведiнки системи,
коли мiкроскопiчнi деталi стають несуттєвими.
6.3.1 Система Лоренца [2]
Синергетичний пiдхiд до опису фазових переходiв полягає у взаємоузго-
дженому врахуваннi трьох степенiв вiльностi, що становлять вектор стану
x = (x, h, ε). У загальному виглядi еволюцiйне рiвняння цього вектора є та-
ким:
d
dt
x = f(x;α), (.)
де f(x;α) задає зв’язки мiж змiнними системи через параметри α. Пара змiн-
них x та h пов’язана негативним зворотним зв’язком. Основою синергетичного
пiдходу є та обставина, що позитивний зворотний зв’язок мiж другою парою x
та ε може привести до самоорганiзацiї, яка є причиною фазового переходу.
З математичної точки зору найпростiшою системою, що враховує зазначенi
обставини, є система Лоренца, одержана при описi руху атмосферних потокiв
[9] i вперше запропонована Хакеном для опису самоорганiзацiї у лазерах [2].
Модель Лоренца має такий вигляд:
x˙ = − x
τx
+ gxh,
h˙ = − h
τh
+ ghxε, (.)
ε˙ =
ε0 − ε
τε
− gεxh.
Тут першi доданки враховують ефект дисипацiї, властивий синергетичним си-
стемам, негативний зворотний зв’язок мiж x та h приводить до зменшення ке-
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руючого параметра ε, який при взаємодiї з параметром порядку збiльшує спря-
жене поле h; gx, gh, gε — позитивнi константи зв’язку. За вiдсутностi нелiнiй-
них складових параметр порядку та спряжене поле релаксують до стацiонар-
них значень x = 0, h = 0, а керуючий параметр до значення ε = ε0, яке визна-
чає iнтенсивнiсть впливу середовища.
6.3.2 Переходи другого роду
Загалом при дослiдженнi термодинамiки фазового переходу вважається та-
ка iєрархiя часiв релаксацiї: τx  τh, τε. Це означає, що в ходi своєї еволюцiї
спряжене поле та керуючий параметр змiнюються настiльки швидко, що фа-
ктично всi їхнi збурення затухають у порiвняннi з часом змiни параметра по-
рядку. Тому h та ε йдуть за змiнами найповiльнiшої моди— параметра порядку.
Як було з’ясовано вище, видiляючи малi параметри τh, τε, можна перейти до
однопараметричної системи. Дiйсно, за умови τhh˙ ' 0, τεε˙ ' 0 маємо:
h = ahε0x(1 + x2/x2m)
−1, (.)
ε = ε0(1 + x2/x2m)
−1, (.)
x−2m = aεah, ah,ε = τh,εgh,ε. (.)
Пiдставляючи одержанi вирази для керуючого параметра та спряженого поля
через параметр порядку в перше рiвняння системи Лоренца, одержуємо рiвня-
ння Ландау–Халатнiкова
τxx˙ = −dV/dx, (.)
де синергетичний потенцiал має вигляд
V =
x2
2
{
1− ε0
εc
(
x
xm
)−2
ln
[
1 +
(
x
xm
)2]}
, εc = (ahaε)−1. (.)
Якщо величина ε0 не перевищує критичне значення εc, то потенцiал має мо-
нотонно зростаючий вигляд iз єдиним мiнiмумом у точцi x = 0, що вiдповiдає
неупорядкованiй фазi. У закритичнiй областi ε0 > εc синергетичний потенцiал
набуває мiнiмумiв при ненульовому значеннi параметра порядку:
x± = ±xm(θ − 1)1/2, θ = ε0/εc. (.)
Це означає, що при рiзкому переходi через критичне значення θ = 1 система за
час
τ = τx(θ − 1)−1 (.)
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потрапляє в упорядковану фазу. При цьому часова залежнiсть параметра по-
рядку має звичайний дебаївський вигляд
x(t) = x0(1− e−t/τ ). (.)
Зауважимо, що фазовий перехiд вiдповiдає катастрофi зборкиA3. Дiйсно, при-
пустивши,що x2 ≤ 1, можна розкласти потенцiал за степенями x2. У результатi
одержуємо x4–модель.
Двопараметричнi моделi. Окремий iнтерес являють двопараметричнi си-
стеми, якi можна одержати iз системи Лоренца при врахуваннi таких випадкiв:
τh  τx, τε; τx  τh, τε; τε  τx, τh. Розглянемо їх окремо.
Випадок τh  τx, τε. Припустивши h˙ ' 0, маємо
x˙ = −x(1− θε),
ε˙ = τ−1(θ − ε(1 + x2)), (.)
де τ = τε/τx.
На фазовому портретi системи в площинi (x, ε) iснують двi особливi точки
D(ε0, 0) та O(εc, x0), де x0 = xm(θ − 1)1/2. При θ ≤ 1 точкаD є вузлом, а при
θ > 1— сiдлом, оскiльки показник Ляпунова для неї має вигляд
λD =
1
2
[
(θ − 1)− τ−1](1±√1 + 4τ−1 θ − 1
(θ − 1− τ−1)2
)
. (.)
Для точки O показник Ляпунова
λO = − θ2τ
(
1±
√
1− 8τ(θ − 1)/θ2
)
(.)
є дiйсним та негативним при τ < τc, де
τc = θ2/8(θ − 1). (.)
При τ > τc вiн стає комплексним λO = −α + iω. Це означає, що O є фокусом
при 1 < θ ≤ 2, для якого коливання вiдбуваються з частотою
ω = [8τθ−2(θ − 1)− 1]1/2θ/2τε, (.)
a затухання з декрементом
α = θ/2τε. (.)
Зростання параметра збудження θ приводить до затухання коливань.
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Випадок τx  τh, τε. Припустивши x˙ ' 0, маємо систему двох рiвнянь
h˙ = −h(1− ε),
ε˙ = τ−1(θ − (ε+ h2)), (.)
де h, ε, t вимiрянi в одиницях hm = xm/ax, εc, τ = τε/τh. На фазовiй площинi
(h, ε) iснують двi особливi точкиD(ε0, 0), O(εc, h0), де
h0 = hm(θ − 1)1/2 (.)
задає стацiонарне значення спряженого поля. Аналiз стiйкостi в лiнiйному на-
ближеннi дає такi показники Ляпунова:
λD =
1
2
[
(θ − 1)− τ−1](1±√1 + 4τ−1 θ − 1
(θ − 1− τ−1)2
)
, (.)
λO = − 12τ
(
1±
√
1− 8τ(θ − 1)
)
. (.)
Таким чином, точкаD є вузлом при θ ≤ 1 та сiдлом при θ > 1. ТочкаO реалiзу-
ється лише при θ > 1, де вона є притягуючим вузлом при малих τ та фокусом,
якщо τ > τc, де
τ−1c = 8(θ − 1). (.)
Вiдповiдна частота та декремент затухання є такими:
ω =
1
2
[8τ(θ − 1)− 1]1/2τε−1,
α = (2τε)−1.
(.)
Таким чином, iз пiдвищенням температури θ величина τc зменшується, частота
коливань зростає, а затухання вiдбуваються з тим самим декрементом.
Випадок τε  τx, τh. Припустивши, що ε˙ ' 0, маємо систему рiвнянь
x˙ = −x+ h,
h˙ = τ−1(θx− h(1 + x2))), (.)
де x, h, t вимiрянi в одиницях xm, hm, τx, та введено τ = τh/τx.
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Фазовий портрет системи має особливi точки D та O iз координатами вiд-
повiдно (0, 0) i (hm
√
θ − 1, xm
√
θ − 1). Як i ранiше, точка O реалiзується за
умови θ > 1. Показники Ляпунова є такими:
λD = −12
[
1 + τ−1
](
1±
√
1 + 4τ−1
θ − 1
(1 + τ−1)2
)
, (.)
λO = −1 + τ
−1θ
2
(
1±
√
1− 8τ θ − 1
(θ + τ)2
)
. (.)
При θ ≤ 1 точка D є вузлом, а при θ > 1 стає сiдлом. Точка O характеризує
упорядковану фазу (фокус) при τ ∈ [τ−, τ+], де
τ± = (3θ − 4)±
√
8(θ − 1)(θ − 2). (.)
Для частоти та коефiцiєнту затухання маємо
ω =
1
2
[8τ(θ − 1)− (τ + θ)2]1/2τh−1,
α = (τ + θ)/2τh.
(.)
6.3.3 Переходи першого роду
У рамках синергетичної системи Лоренца вдається перейти до опису пере-
ходiв першого роду, якщо припустити, що час релаксацiї параметра порядку τx
стає залежним вiд самого параметра порядку, тобто
τ−1x → τ−1x (x) = τ−10
(
1 +
κ
1 + (x/xτ )2
)
, (.)
де τ0, κ, xτ . У рамках адiабатичного наближення τ0  τh, τε приходимо до
рiвняння Ландау–Халатнiкова з потенцiалом
V =
x2
2
{
1− ε0
εc0
(
x
xm
)−2
ln
[
1 +
(
x
xm
)2]}
+
κxτ
2
ln
[
1 +
(
x
xτ
)2]
,
(.)
де εc0 = (τ0τhgxgh)−1 — позитивна стала. При ε0  1 на залежностi V (x)
спочатку реалiзується точка перегину, мiнiмум потенцiалу лежить у точцi x = 0.
При значеннi
ε0c = εc0
(
1 +
x2τ
x2m
(κ− 1) + 2 xτ
xm
√
κ
[
1− x
2
τ
x2m
])
(.)
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з’являється плато, яке при ε0 > ε0c трансформується у мiнiмум, для якого
x0 6= 0, та максимум, що роздiляє неупорядковану (x = 0) та упорядковану
(x 6= 0) фази. З подальшим зростанням ε0 мiнiмум упорядкованої фази погли-
блюється, а висота бар’єра спадає й набуває нульового значення при
εc = εc0(1 + κ). (.)
Стацiонарне значення параметра порядку є таким:
x0 = x00
1 + [1 + (xmxτ
x200
)2
ε0 − εc
εc0
]1/21/2 , (.)
де
x00 =
1
2
[(
ε0
εc0
− 1
)
x2m − (1 + κ)x2τ
]
. (.)
Енергетичний бар’єр, властивий фазовим переходам першого роду, проявляє-
ться при величинах xτ/xm < 1.
У цiй системi також можливим стає комбiнацiя спiввiдношень часiв рела-
ксацiї мод для проведення дослiдження кiнетичних особливостей системи.
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	Ðîçäië 7
Теорiя зародкоутворення
Якщо речовина перебуває у метастабiльному станi, то вона перейде в iнший
— стiйкий стан (переохолоджена пара конденсується у рiдину, перегрiта рiдина
перетворюється у пару). Цей перехiд вiдбувається так: в однорiднiй фазi утво-
рюються невеликi скупчення iншої фази завдяки флуктуацiям. Якщо, напри-
клад, пара є стiйкою фазою, то видiлення нової фази є нестiйкими i зникають iз
часом. Якщо пара є переохолодженою, то при великих розмiрах видiлень нової
фази вона починає зростати; цi видiлення стають центрами конденсацiї пари.
Великi розмiри є необхiдними для компенсацiї енергетично невигiдного ефекту
появи поверхнi роздiлення мiж фазами. Таким чином, iснує мiнiмальний крити-
x
1x
2x
3x
r
cRR >
cRR <
Рисунок 7.1— Типова картина еволюцiї локального збурення.
чний розмiр, який повинен мати зародок нової фази у метастабiльнiй фазi, для
того, щоб вiн став центром утворення цiєї фази. Оскiльки для розмiрiв, бiль-
ших або менших за критичний, iснує лише одна фаза, то критичний зародок
перебуває у нестiйкiй рiвновазi з метастабiльною фазою.
7.1 Умови утворення зародкiв [7]
Розглянемо утворення зародкiв у iзотропних середовищах— краплинок рi-
дини у переохолодженiй парi або бульбашок пари у перегрiтiй рiдинi. Зародок
можна вважати кулькоподiбним, а тому за умови малостi його розмiрiв знехту-
вати впливом сили тяжiння на його форму. Якщо виник зародок нової фази,
то iснує поверхня роздiлення мiж фазами. Тодi термодинамiчний потенцiал си-
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стеми з двох фаз визначається поверхневим натягом та поверхневим ти-
ском.
Поверхневий натяг. Термодинамiчнi властивостi поверхнi роздiлення визна-
чаються однiєюфункцiєю (функцiєю стану). Нехай σ— площина поверхнi роз-
дiлення. Робота, що витрачається на процес оберненої змiни цiєї площини на
безмежно малу величину dσ, може бути записана у виглядi
dR = αdσ, (.)
де величина α є коефiцiєнтом поверхневого натягу. При α < 0 на кон-
тур роздiлення, що обмежує поверхню, дiють сили, що направленi по зовнiшнiй
нормалi до нього, якi намагаються розтягнути поверхню на безмежнiсть. При
α > 0 поверхня роздiлення набула б найменшого можливого значення. То-
му якщо одна iзотропна фаза занурена в iншу, то поверхня роздiлення набуває
форми кулi.
При врахуваннi поверхневих ефектiв до потенцiалу внутрiшньої енергiї до-
дається поверхнева енергiя αdσ. Як основну термодинамiчну величину зручно
ввести термодинамiчний потенцiал
dΩ = −SdT −Ndµ+ αdσ, (.)
де Ω = Ω(T, µ, V, σ) є функцiєю температури T , хiмiчного потенцiалу µ, об’є-
му системи V (вважається сталим) та площини роздiлення σ. Таким чином, у
потенцiалi Ω можна видiлити об’ємну та поверхневу частини.
Поверхневий тиск. Для фаз, що стикаються, виконується умова тотожно-
стi тискiв. Якщо поверхня роздiлення не є плоскою, то змiнюються її площина
i поверхнева енергiя. Тобто викривлення поверхнi роздiлення фаз приводить
до появи додаткових сил, i тому тиски обох фаз не будуть однаковими, їх рi-
зницю називають поверхневим тиском. Тодi умова рiвноваги визначається
тотожностями температури та хiмiчних потенцiалiв.
Якщо iснують двi iзотропнi фази, ми будемо вважати, що фаза 1 (кулько-
подiбної форми) занурена у фазу 2. Тодi термодинамiчний потенцiал задається
конструкцiєю
Ω = −P1V1 − P2V2 + ασ, (.)
де iндекси вiдповiдають фазам, останнiй додаток визначає поверхневу частину
потенцiалу. Для хiмiчних потенцiалiв маємо умову µ1(P1, T ) = µ2(P2, T ) = µ,
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що означає сталiсть тискiв та температури; сталим вважається i α. За умови
V1 + V2 = V = const маємо умову мiнiмальностi у виглядi
dΩ = −(P1 − P2)dV1 + αdσ = 0. (.)
У разi V1 = 4piR3/3, σ = 4piR2, R— радiус кулi, одержуємо формулу
P1 − P2 = 2α
R
. (.)
У границi R → ∞ приходимо до рiвняння P1 = P2. Для критичного радiуса
випливає вираз
Rc =
2α
PN − PM , (.)
де iндексиM, N вiдповiдають новiй (зародок) та матричнiй (основну) фазам.
7.2 Флуктуацiйне виникнення зародкiв [7, 13]
Iмовiрнiсть флуктуацiйного виникнення зародка задається гiбсiвським роз-
подiлом p ∝ exp(−Rmin/T ), деRmin— мiнiмальна робота, необхiдна для його
створення. Робота визначається змiною термодинамiчного потенцiалу за умо-
ви сталостi певних змiнних. Так, якщо µ i T не змiнюються в процесi створення
зародка, то
Rmin = ∆Ω = ΩN − ΩM , µ, T = const. (.)
До створення зародка об’єм метастабiльної фази VM + VN , a її потенцiал
ΩM = −PM (VM + VN ). Пiсля створення зародка об’ємом VN потенцiал усiєї
системи є таким: Ω = −PMVM − PNVN + ασ. Тому
Rmin = −(PN − PM )VN + ασ. (.)
Для кулькоподiбного зародка VN = 3piR3/3, σ = 4piR2, замiнюючи R виразом
(.), знаходимо
Rmin = 16piα
2
3(PN − PM )2 . (.)
Позначимо за допомогою P0 тиск обох фаз при температурi T при плоскiй
поверхнi роздiлення. Тодi при P = P0 величина T є точкою фазового переходу,
що визначає перегрiв або переохолодження. У разi коли метастабiльна фаза
слабоперегрiта або переохолоджена, то в тотожностi хiмiчних потенцiалiв
µN (PN , T ) = µM (PM , T ),
µN (P0, T ) = µM (P0, T )
(.)
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або
µN (PN , T )− µN (P0, T ) = µM (PM , T )− µM (P0, T ) (.)
можна провести розкладання в ряд за степенями δPM = PM − P0 i
δPN = PN − P0. За умови визначення dµ = −sdT + vdP , де s, v — ентро-
пiя та об’єм однiєї молекули, маємо спiввiдношення
vNδPN = vMδPM . (.)
Замiнюючи PN та PM на δPN i δPM у (.), знаходимо
δPN =
2α
R
vM
vM − vN , δPM =
2α
R
vN
vM − vN . (.)

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Для краплини рiдини у парi маємо vN  vM ; розглядаючи пару як iдеальний газ, одер-
жуємо vM = T/PM ' T/P0. Отже,
δPðiäèíà =
2α
R
, δPïàðà =
2αvðiäèíà
RT
P0. (.)
Використовуючи зв’язок (.), одержуємо ймовiрнiсть утворення зародка у перегрiтiй
або переохолодженiй фазi:
p ∝ exp
(
− 16α
3v2N
3T (vM − vN )2(δPM )2
)
. (.)
Якщо розглядати виникнення бульбашок пари у перегрiтiй рiдинi, то vN  vM , а тому
pïàðà ∝ exp
(
− 16α
3
3T (δPðiäèíà)2
)
; (.)
iмовiрнiсть утворення краплинок рiдини у переохолодженiй парi (vM = T/PM ' T/P0)
буде такою:
pðiäèíà ∝ exp
(
− 16α
3v2ïàðàP
2
0
3T 3(δPðiäèíà)2
)
. (.)
Враховуючи формулу Клапейрона–Клаузiуса
δP =
q
T0(vM − vN )δT,
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де q — молекулярна теплота переходу з метастабiльної фази у фазу зародка,
можна одержати вираз iмовiрностi через температуру, враховуючи визначення
(.):
p ∝ exp
(
− 16α
3v2NT0
3q2(δTM )2
)
. (.)
Iмовiрнiсть виникнення зародка довiльного розмiру. Метастабiльну фа-
зу можна розглядати як середовище, в якому мiститься зародок. Робота на його
утворення є такою:Rmin = ∆(U −T0S+P0V ). Якщо процес вiдбувається при
сталiй температурi (температурi середовища), то Rmin = ∆(F + P0V ). Далi
достатньо розглянути кiлькiсть речовини, що переходить у нову фазу. Тодi
Rmin = (FN (PN ) + PMVN + ασ)− (FM (PM ) + PMVM ) =
= ΦN (PN )− ΦM (PM )− (PN − PM )VN + ασ, Φ = nµ, n = V/v.
(.)
Вважаючи степiнь метастабiльностi малою, можна припустити, що
ΦN (PN ) ' ΦN (PM ) + (PN − PM )VN ,
в результатi маємо
Rmin = n(µN (PM )− µM (PM )) + ασ. (.)
Для кулькоподiбного зародка
Rmin = −4piR
3
3vN
(µN (PM )− µM (PM )) + 4piR2α. (.)
Залежнiсть Rmin(R) описує потенцiальний бар’єр, який необхiдно подолати
при створеннi стiйкого зародка, i вона має максимум за умови
R = Rc =
2αvN
µM (PM )− µN (PM ) , (.)
що вiдповiдає критичному розмiру зародка.
Оскiльки стан метастабiльної фази не вiдповiдає повнiй статистичнiй рiв-
новазi, то наведений розподiл вiдповiдає часу, меншому за час створення за-
родкiв, за яким йде перехiд у нову фазу. Тому термодинамiчне обчислення ймо-
вiрностi стає можливим лише приR < Rc; великi зародки розвиваються у нову
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Рисунок 7.2— Залежнiсть мiнiмальної роботи з утворення зародка нової фази вiд
розмiру зародка. Максимуму залежностi вiдповiдає критичний розмiр
зародка Rc: при R < Rc утворення нової фази стає неможливим (за-
родок розсмоктується); приR > Rc зародок поглинає всю систему
фазу i не входять у набiр мiкроскопiчних станiв, що вiдповiдає макростановi. З
одержаного виразу для роботи випливає
Rmin = −8piα3RcR
3 + 4piR2α. (.)
Поблизу максимуму функцiїRmin(R)
Rmin = 4piα3 R
3
c − 4piα(R−Rc)2. (.)
Максимуму Rmin(R) буде вiдповiдати гострий мiнiмум функцiї розподiлу, для
якої можна записати
p(R) ∝ p0(Rc) exp
(
4piα(R−Rc)2
T
)
,
p0(Rc) = exp
(
−4piαR
2
c
3T
)
.
(.)
Фактично за межею R = Rc утворюється масивна кiлькiсть нової фази. Точнi-
ше, утворення нової фази вiдбувається в областi поблизу цiєї точки iз шириною
δR ∼ (T/4piα)1/2. Флуктуацiйний розвиток зародкiв у цiй областi може з не-
нульовою ймовiрнiстю перекинути зародки у докритичну область; зародки, що
пройшли закритичну область, будуть розвиватися у нову фазу.
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7.3 Стадiя коалесценцiї [13]
На початковiй стадiї фазового переходу вiдбувається флуктуацiйне форму-
вання зародкiв. Загальний об’єм зародкiв нової фази є настiльки малим, що
їх утворення й зростання не вiдбивається на степенi метастабiльностi основ-
ної (матричної) фази, а тому критичний розмiр зародкiв вважається сталою ве-
личиною. При флуктуацiйному утвореннi зародкiв зростання кожного з них не
залежить вiд поведiнки iнших.
На пiзнiй стадiї, коли пересичення розчину стає малим, характер процесу
змiнюється. Оскiльки критичнi розмiри зародка стають великими, то флукту-
ацiйне утворення є неможливим. Зростання критичних розмiрiв супроводжу-
ється падiнням пересичення розчину. Це приводить до того, що меншi з утво-
рених зародкiв стають докритичними i розчиняються. Таким чином, вирiшаль-
ну роль у такому процесi вiдiграє стадiя «поїдання» малих зародкiв великими
— зростання крупних зародкiв за рахунок розчинення дрiбних (стадiя коале-
сценцiї). Вважається, що утворенi зародки знаходяться на великих вiдстанях,
i їхньою взаємодiєю можна знехтувати. Будемо вважати, що: а) зародки нової
фази є нерухомими i зростають за рахунок дифузiї з навколишнього розчину; б)
зародки є кулькоподiбними.
Визначимо рiвноважну концентрацiю розчину у поверхнi зародка з радiу-
сом R. Для цього скористаємось визначенням хiмiчного потенцiалу розчиненої
речовини
µ = T ln c+ ψ(P, T ), (.)
де c— концентрацiя. Нехай c0∞— концентрацiя насиченого розчину над пло-
скою поверхнею розчиненої речовини (зародка), тодi
µ0 = T ln c0∞ + ψ(P, T ). (.)
Рiзниця потенцiалiв буде такою:
µ− µ0 = T ln c
c0∞
' T (c− c0∞)
c0∞
. (.)
Критичний радiус зародка нової фази
Rc =
2αv
µ− µ0 =
2αvc0∞
T (c− c0∞) . (.)
Концентрацiя насиченого розчину над сферичною поверхнею радiуса R є та-
кою:
c0R = c0∞
(
1 +
2αv
TR
)
= c0∞ +
Rc
R
(c− c0∞). (.)
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Пiдхiд речовини до зростаючого докритичного зародка вiдбувається за рахунок
дифузiї з навколишнього розчину
∂c(r)
∂t
= D∆c(r) = D
1
r
∂2
∂r2
rc(r) ≡ 0. (.)
Граничними умовами до дифузiйного рiвняння є c(∞) = c (концентрацiя пере-
сиченого розчину), c(R) = c0R. Розв’язок має вигляд
c(r) = c− (c− c0R)R
r
. (.)
Оскiльки концентрацiя визначена за об’ємною кiлькiстю речовини на 1 см3
розчину, то дифузiйний потiк J = D∂c/∂r у поверхнi зародка збiгається зi
швидкiстю змiни його радiуса:
dR
dt
= D
∂c
∂r
∣∣∣∣
r=R
. (.)
Отже, дифузiйний потiк J(r) = DR(c− c0R)/r2, а тому
J(R) =
dR
dt
=
D(c− c0R)
R
=
D
R
(
∆− σ
R
)
, (.)
де σ = 2αvc0∞/T , ∆ = c − c0∞— пересичення розчину. Критичним радiусом
буде
Rc = σ/∆(t). (.)
При R > Rc (dR/dt > 0) зародок зростає, при R < Rc (dR/dt < 0)— роз-
чинюється. Вимiрюючи час в одиницях Rc(0)/Dσ, де Rc(0) — значення кри-
тичного радiуса на початку стадiї коалесценцiї, одержуємо рiвняння еволюцiї
зародка
dR
dt
=
R3c(0)
R
(
1
Rc
− 1
R
)
. (.)
У подальшому доречно ввести величину x(t) = Rc(t)/Rc(0), часовою змiнною
буде τ = 3 lnx(t), невiдомою змiнною буде u = R/Rc(t). Тодi еволюцiйне рiв-
няння радiуса зародка набуває вигляду
du3
dτ
= −dV (u)
du
, V (u) = γ
(
u− u
2
2
)
+
u4
4
,
γ = γ(τ) =
dt
x2dx
> 0.
(.)
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Рисунок 7.3— Залежнiсть потенцiалу видiлень при рiзних значеннях γ
При τ → ∞ функцiя γ(τ) має наближатися до граничного значення. Таким
значенням є γc = 27/4, при якому права частина еволюцiйного рiвняння стає
нулем у точцi u = u0 = 3/2 (на потенцiалi з’являється плато). На плато ре-
алiзується плавний розподiл зародкiв за розмiрами. При γ > γc швидкiсть
du3/dτ = 0 у точках u = u1 та u = u2, де u1 < u2, u1 — максимум, а u2 —
мiнiмум потенцiалу (рис.7.3). Тому, якщо u < u1, то всi зародки розчиняються,
а при u > u2 вони набувають розмiру R = Rcu2, який зростає iз збiльшенням
Rc. Це означає, що загальний об’єм зародкiв нової фази прямував би до безме-
жностi, що неможливо з фiзичної точки зору. При γ < γc потенцiал перетинає
вiсь u у точцi 0, тобто всi зародки зникають, що теж неможливо. Таким чином,
для γ iснує одне значення 27/4.
Граничний закон часової залежностi критичного радiуса оцiнюється за умо-
ви γ = γc: γ−1 = x2(dx/dt) = 4/27. У результатi приходимо до виразу
x(t) =
Rc(t)
Rc(0)
=
(
4t
9
)1/3
. (.)
7.4 Синергетична картина коалесценцiї [14]
Картину коалесценцiї можна розглядати як процес самоорганiзацiї, пов’я-
заний з дифузiйною взаємодiєю, що приводить до встановлення в системi ко-
герентного стану, який характеризується незалежним вiд часу максимальним
значенням безрозмiрного радiуса видiлення u. У рамках синергетичного пiдхо-
ду розглядається система, що параметризується величинами радiусом зародка
R, дифузiйним потоком J та концентрацiєю лiмiтуючого компонента c. Само-
112 Ïîäàííß ñèíåðãåòè÷íèõ ñèñòåì
узгоджена кiнетика часової еволюцiї цих величин задається системою рiвнянь
R˙ = −R/τR + J,
J˙ = −J/τJ + v2∇(c− c0R),
c˙ = (c0R − c)/τc +∇J,
(.)
де τR, τJ , τc — часи релаксацiї параметрiв R, J та c вiдповiдно; як i ранiше,
c0R = c0∞
(
1 + RsR
)
, де Rs ≡ 2αv/T ; v— стала швидкостi, ∇ = ∂/∂r. Першi
складовi рiвнянь задають дебаївську релаксацiю до стацiонарних значень R =
0, J = 0, c = c0R. У стацiонарному випадку дифузiйного потоку (J˙ = 0) маємо
стандартний вираз J(r) = D∇(c− c0R), де коефiцiєнт дифузiїD = τJv2.
При аналiзi синергетичної системи важливим є спiввiдношення мiж часами
релаксацiї. Швидкiсть перескоку на мiжатомну вiдстань v = a/τJ , де a мiж-
атомна вiдстань, отже, для найменшого з набору τR, τJ , τc одержуємо τJ '
a2/D. Перерозподiл концентрацiї c визначається параметромRs i вiдбувається
з часом τc ' R2s/D. Величина τR визначає час, за який усi видiлення зiллються
у одне. У термодинамiчнiй теорiї та в експериментi для видiлення фаз у спла-
вах та пор установлено таке спiввiдношення: τR  τc, τJ . Це означає, що за
час θ = R2s/Dc0∞ змiни радiуса R потiк J та концентрацiю c можна вважати
сталими, а тому використати адiабатичне наближення. У результатi з другого
та третього рiвнянь маємо
`2∇2(c− c0R) = c− c0R, `2 = Dτc. (.)
Розв’язок цього рiвняння в неекранованiй областi r < ` апроксимується гiпер-
болою r−1. Тому похiдну у складових другого та третього рiвнянь синергетичної
системи можна замiнити на R−1. Пiсля цього приходимо до рiвняння еволюцiї
радiуса видiлення у виглядi
R˙ = − R
τR
+
D∆
R
− c0∞DRs
R2
, (.)
де∆ = c−c0∞— пересичення. Враховуючи термодинамiчний пiдхiд, одержане
рiвняння мiстить релаксацiйну складову. Очевидно, що релаксацiя стає суттє-
вою лише на мезоскопiчних об’ємах, коли падає густина видiлень (заключна
стадiя коалесценцiї): у порах— зародки порядку часток мiлiметра, у багатофа-
зних системах зерна в декiлька мiкрометрiв.
Одержаному рiвнянню еволюцiї можна надати стандартного вигляду, пере-
йшовши до величини u = R/Rc та логарифмiчного часу τ . Вимiрюючи час у
масштабi θ = R2s/Dc0∞ та вводячи параметр
γ = 3
(
Rc(0)
Rc
)3 dt
dτ
, R−3c
dR3c
dτ
+ 3
θ
τR
dt
dτ
= 1, (.)
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приходимо до рiвняння (.).
При γ ≥ γc одержуємо
Rc = R3s(δ + e
−τ )−1; δ = γθ/τR; τ = ln
(
γ−1[eδt/γ − 1]
)
. (.)
В околi δ → 0 приходимо до результатiв термодинамiчної теорiї коалесценцiї.
При остаточних δ лiнiйне зростання критичного об’єму R3c(t) вiдбувається за
час, обмежений величиною τR. За цiєю межею вiдбувається стабiлiзацiя кри-
тичного об’єму при R3cm = γ
−1c0∞DRs/τR та перехiд вiд логарифмiчного часу
τ до фiзичного t згiдно iз спiввiдношенням τ = − ln δ + t/τR.
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	Ðîçäië 8
Просторово розподiленi системи
При розглядi системи, еволюцiя якої визначається концентрацiєю, темпе-
ратурою або будь–якою величиною x, що зберiгається, до рiвняння еволюцiї
додається дифузiйна складова, що визначає перемiшування. Тодi в загальному
виглядi маємо
x˙ = f(x) +D∆x. (.)
8.1 Загальнi властивостi структур [8, 15]
Загальне еволюцiйне рiвняння з просторовою неоднорiднiстю записується
як
∂x
∂t
= −δF(x(r, t))
δx(r, t)
, (.)
де праву частину виражено через варiацiйну похiдну вiд функцiонала
F(x(r, t)) =
∫
dr
[
V (x) +
D
2
(∇x)2
]
, (.)
де D— коефiцiєнт, що характеризує iнтенсивнiсть неоднорiдностi (коефiцiєнт
дифузiї). Легко побачити, що пiдстановка варiацiйної похiдної вiд (.) у (.)
приводить до (.).
Величина F(x(r, t)) не збiльшується з часом, оскiльки
dF
dt
=
∫
δF
δx(r, t)
∂x
∂t
dr = −
∫ (
δF
δx(r, t)
)2
dr. (.)
Як i ранiше, стiйким станам вiдповiдають мiнiмумиF(x(r, t)). Пiд дiєю збурень
система може перейти з локального мiнiмуму у глобальний.
Однорiднi розподiли, що вiдповiдають мiнiмумам потенцiалу F , називають
фазами, причому локальному мiнiмуму вiдповiдає метастабiльна фаза. Мета-
стабiльна фаза є нестiйкою до збурень. Якщо в нiй виник доволi великий заро-
док стiйкої фази, то вiн починає зростати, даючи початок двом хвилям переми-
кання, якi розбiгаються. Пiсля їх розходження середовище переходить у най-
бiльш стiйкий однорiдний стан. Критичний розмiр зародка визначається кон-
куренцiєю двох факторiв: 1) створення зародка є енергетично вигiдним, якщо x
у його серединi знаходиться поблизу мiнiмуму F ; 2) наявнiсть зародка означає
неоднорiднiсть системи, що обумовлює складову (∇x)2.
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Якщо два мiнiмуми потенцiалу є рiвнозначними, то стає можливим стацiо-
нарне iснування обох фаз, що роздiляються мiжфазною межею (тонким перехi-
днимшаром). Коли розмiр перехiдного шару зiставляється з розмiром системи,
то область подiлу виштовхується на межу й система стає однорiдною. В iншому
випадку система розбивається на домени, утворюючи структури.
8.2 Аналiз стiйкостi [1, 4, 5]
У загальному випадку перейдемо до векторiв, що дозволяє записати ево-
люцiйне рiвняння у виглядi
x˙ = f(x) +D∆x. (.)
Для аналiзу на стiйкiсть стацiонарного стану x0 слiд перейти до рiвняння для
збурень εx(t, r) = x(t, r)− x0 та використати лiнiйний оператор
L̂ =
(
∂f
∂x
)
x=x0
+D∆, (.)
який дозволяє записати лiнiйне рiвняння
∂
∂t
εx = L̂εx =
(
∂f
∂x
)
x=x0
· εx +D∆εx. (.)
Для пошуку можливих типiв просторової залежностi при складнiй кiнетицi, що
задається функцiєю f(x), переходимо до знаходження власних значень−k2m та
власних функцiй φm лапласiана:
∆φm(r) = −k2mφm. (.)
Вони залежать вiд геометрiї простору, вимiрностi системи та крайових умов.
Так, якщо розв’язок шукається на вiдрiзку довжиною L iз крайовими умовами
φm(r = 0) = φm(r = L) = 0, (.)
то для власних значень та власних функцiй маємо
km =
mpi
L
, φm(r) = sin
mpir
L
, m = 1, 2, . . . (.)
Незалежно вiд вигляду функцiй φm розв’язки лiнiйного рiвняння (.) ви-
ражаються формулою
εx = cφm(r)eλmt, (.)
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де c враховує статистичну вагу рiзних змiнних стану. Пiдставляючи цей розв’я-
зок у рiвняння (.), приходимо до системи лiнiйних алгебраїчних рiвнянь
λmc =
(
∂f
∂x
)
x=x0
· c−Dk2mc. (.)
Якщо матрицяD має дiагональний вигляд, то
(λm +Dik2m)ci =
∑
i
(
∂fi
∂xj
)
x=x0
· cj . (.)
Така система має розв’язки за умови
det
∣∣∣∣∣
(
∂fi
∂xj
)
x=x0
− δij(λm +Dik2m)
∣∣∣∣∣ = 0, (.)
що дозволяє виразити власнi значення λm через власнi значення лапласiана
k2m та коефiцiєнти дифузiїDi.
Випадок однiєї змiнної— модельШльогля. Розглянемо реакцiї
A+ 2X
k1
GGGGGBF G
k2
3X,X
k3
GGGGGBF G
k4
B,
що задають еволюцiю концентрацiї у виглядi
x˙ = −k2x3 + k1ax2 − k3x+ k4b+D∆x, (.)
де останнiй член враховує дифузiйне перемiшування. Тодi лiнiйний оператор
має вигляд
L̂ = (−k2x20 + 2k1ax0 − k3) +D∆, (.)
а характеристичне рiвняння зводиться до
λm = −k2x20 + 2k1ax0 − k3 −Dk2m. (.)
Таким чином, λm — дiйсне число, так що збурення розвиваються монотонно.
Внесок дифузiї або негативний, або дорiвнює нулю, тобто дифузiя не приводить
до дестабiлiзацiї системи. Це означає, що нестiйкiсть системи обумовлюється
лише кiнетикою, тобто задається формою функцiї f(x). Звiдси випливає, що
пiсля точки втрати стiйкостi новий розв’язок не буде мати власну просторову
залежнiсть.
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Випадок двох змiнних — брюселятор. Розглянемо тримолекулярну реа-
кцiю, в якiй iснують два спряжених продукти й одна автокаталiтична стадiя:
A→ X
B +X → Y +D
2X + Y → 3X
X → F.
(.)
Вводячи у розгляд вектори
x =
(
X
Y
)
, f =
(
A−BX +X2Y −X
BX −X2Y
)
, D =
(
Dx
Dy
)
, (.)
приходимо до рiвняння типу (.). Побудуємо лiнiйний оператор. Для цього за-
пишемо вектор стацiонарного стану та похiдну вiд вектор-функцiї f :
x0 =
(
A
B/A
)
,
(
∂f
∂x
)
x0
=
(
B − 1 A2
−B −A2
)
, (.)
що дозволяє знайти лiнiйний оператор
L̂ =
(
B − 1 +Dx∆ A2
−B −A2 +Dy∆
)
. (.)
Характеристичне рiвняння дається за умови, коли детермiнант лiнеаризованої
матрицi зводиться до нуля, тобто∣∣∣∣ B − 1− (Dxk2m + λm) A2−B −A2 − (Dyk2m + λm)
∣∣∣∣ = 0, (.)
або в явному виглядi
λ2m−λm[B −A2 − 1− (Dx +Dy)k2m]−A2+
+ [(B − 1)Dyk2m +A2Dxk2m] +DxDyk4m = 0.
(.)
Умовою наявностi коливань (=λm 6= 0) при <λm = 0 є умова маргiнальної
стiйкостi (
∂f1
∂x1
)
x=x0
+
(
∂f2
∂x2
)
x=x0
= (Dx +Dy)k2m, (.)
яка для нашого випадку дає
B ≡ Bm = A2 + 1 + (Dx +Dy)k2m. (.)
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Рисунок 8.1— Два типових результати аналiзу на стiйкiсть: а— крива маргiнальної
стiйкостi має екстремум лише при k = 0, тому домiнуюча мода за-
лишається просторово однорiдною; b— крива маргiнальної стiйкостi
має екстремум при k = kc 6= 0, тому розв’язки, що виникають, хара-
ктеризуються просторовою залежнiстю
Власна частота коливань визначається пiсля пiдстановки (.) у (.), тобто
умовою
ω2m = (=λm)2 = A2 + [A2Dx − (Bm − 1)Dy]k2m +DxDyk4m. (.)
Таким чином, вище лiнiї маргiнальної стiйкостi новi розв’язки будуть характе-
ризуватися коливаннями з частотою ωm i тривiальною просторовою залежнi-
стю, оскiльки тут km = 0. Це досягається вибором керуючого параметра так,
щоб мiнiмум його залежностi вiд km припадав на початок координат.
У випадку наявностi <λm 6= 0 умова маргiнальностi набуває наступного
вигляду:
det
∣∣∣∣∣
(
∂fi
∂xj
)
x=x0
− δijDik2m
∣∣∣∣∣ = 0, (.)
де λm = 0. При певному kmc 6= 0 може реалiзуватись екстремум на зале-
жностi керуючого параметра вiд km. Це означає, що нестiйка мода може ма-
ти просторову залежнiсть. Величина kmc 6= 0 визначається системними па-
раметрами, вона задає просторову хвилю збурень стацiонарного розв’язку x0.
Таким чином, за екстремальним значенням керуючого параметра збурення за-
дає новi властивостi системи, тобто генерується хвиля з власною довжиною
λ = 2pi/kmc у системi, що вважалася однорiдною. Цей ефект має назву пору-
шення просторової симетрiї (рис.8.1).
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8.3 Хвилi перемикання [8]
Основним типом структури в простих бiстабiльних середовищах є хвиля
перемикання; при її поширеннi елементи середовища переходять з одного стiй-
кого стану в iншi.
Хвиля перемикання зi стану x = x3 у стан x = x1, що рухається зi швидкi-
стю c, є розв’язком рiвняння (.) у виглядi
x = x(τ), τ = r − ct (.)
з граниачними умовами
x→ x3, τ → −∞; x→ x1, τ →∞. (.)
Пiсля пiдстановки (.) у (.) приходимо до рiвняння
−cx′ = f(x) +Dx′′, (.)
де штрих вiдповiдає похiднiй за τ .
Для з’ясування особливостей розв’язку введемо функцiю
U(x) =
∫ x
f(x)dx, (.)
та перепишемо рiвняння у виглядi
Dx′′ = −∂U/∂x− cx′. (.)
Якщо розглядати x як координату частинки, а τ — як час, то (.) подається
у виглядi рiвняння руху частинки в потенцiалi при в’язкому тертi, так що швид-
кiсть хвилi виконує роль динамiчної в’язкостi.
Очевидно, що в точках x = x1, x = x3 функцiя U(x) має максимуми, а в
точцi x = x2 — мiнiмум. Припустимо, що U(x3) < U(x1); це досягається за
умови
A =
x3∫
x1
f(x)dx < 0. (.)
Характерно, що при швидкостях хвилi, якi перевищують критичне значення
c0, траєкторiя, що стартує з точки (x3, 0) фазової площини (x, x′), потрапляє
в стацiонарну точку (x2, 0), тодi як при c < c0 вона потрапляє на безмежнiсть.
Стацiонарнi точки (x1, 0), (x3, 0) є сiдловими, а траєкторiя, що виходить iз них,
— сепаратриса сiдлової точки. Таким чином, при c = c0 маємо сепаратрису, що
виходить з одного сiдла в iнше (рис. 8.2).
Загальних методiв обчислення швидкостi хвилi для довiльної функцiї f(x)
не iснує. Для цього використовують наближенi методи.
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Рисунок 8.2— Поведiнка фазових траєкторiй при рiзних швидкостях хвиль
Повiльнi хвилi. Якщо A = 0, то швидкiсть поширення хвилi дорiвнює ну-
лю, тобто межа подiлу мiж областями з двома рiзними стацiонарними станами
покоїться. При малих A швидкiсть змiщення межi подiлу c також невелика.
Помножимо (.) на dx/dτ та проiнтегруємо за τ у границях вiд−∞ до∞.
Тодi маємо
c
∞∫
−∞
(
dx
dτ
)2
dτ =
x3∫
x1
f(x)dx. (.)
Це рiвняння використовується для знаходження швидкостi хвилi c. Якщо
c  1, то профiль хвилi практично не вiдрiзняється вiд профiлю межi подiлу,
що покоїться x(0)(τ) при A = 0. Пiдставляючи у (.) замiсть x(τ) функцiю
x(0)(τ) та використовуючи визначення для A маємо
c ≈ A
 ∞∫
−∞
(
dx(0)
dτ
)2
dτ
−1 . (.)
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Рисунок 8.3— Детермiнiстична сила f(x) та потенцiали U(x), V (x)
Швидкi хвилi. Наближений метод розрахунку швидкостi хвилi перемикання
був запропонований у теорiї теплового поширення полум’я (див. [8] та посила-
ння там же).
Припустимо, що детермiнiстична сила f(x) є такою, як на рис.8.3: вона є
негативною та малою при x ∈ (x1, x2) i великою та позитивною на вiдрiзку
x ∈ (x2, x3).
У такому разi можна видiлити два режими поведiнки системи. На дiлянцi
x2 < x < x3 вiдбувається сильний розгiн, де потенцiальнi сила f(x) надто
велика у порiвняннi iз силою тертя cx′. Тодi можна вважати, що
Dx′′ ≈ −∂U/∂x. (.)
Згiдно з цим рiвнянням повна енергiя частинки зберiгається:
D
2
(x′)2 + U(x) = U(x3), (.)
i при x = x2 швидкiсть досягає максимального значення
dx
dτ
∣∣∣∣
x=x2
≈ −
{
2
D
[U(x3)− U(x2)]
}1/2
. (.)
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На дiлянцi x1 < x < x2 основну роль вiдiграє сила тертя, оскiльки f(x)
стає малою. У результатi маємо
Dx′′ ≈ −cx′. (.)
Безпосереднє iнтегрування дає
x2 − x1 = D
c
dx
dτ
∣∣∣∣
x=x2
. (.)
Порiвнюючи одержанi вирази для швидкостi, знаходимо
c =
√
2D
x2 − x1 [U(x3)− U(x2)]
1/2. (.)
У припущеннi x2 . x3, U(x2) ' U(x1) для швидкостi хвилi перемикання мо-
жна записати
c =
√
2DA
x3 − x1 . (.)
8.4 Швидкiсть переходу iз метастабiльного стану [8]
При переходi через критичний радiус зародка нової фази система перехо-
дить iз метастабiльного стану у стабiльний, абсолютно однорiдний стан. В одно-
вимiрному випадку форма критичного зародка з центром у точцi r = 0 визна-
чається розв’язанням рiвняння
D
d2x
dr2
+ f(x) = 0, f(x) = −∂V
∂x
(.)
за умов
dx
dr
∣∣∣∣
r=0
= 0, x→ x1 при |r| → ∞, (.)
де x1— стацiонарний нестабiльний стан. Помноживши (.) на dx/dr та вра-
хувавши граничнi умови, маємо∫ x∗
x1
f(x)dx = 0. (.)
Це рiвняння визначає величину x = x∗ у центрi зародка, причому x∗ < x3.
Розглянемо хвилi перемикання у двовимiрному збудженому середовищi. Будь–
яку хвилю зi скривленимфронтом можна розбити на малi дiлянки, кожна з яких
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є сегментом окружностi. Знайдемо закон розподiлу колового фронту, радiус R
якого бiльший за ширину перехiдного шару `, R `.
У полярнiй системi координат рiвняння (.) набуває вигляду
∂x
∂t
= f(x) +
D
r
∂x
∂r
+D
∂2x
∂r2
. (.)
Похiдна ∂x/∂r вiдрiзняється вiд нуля лише на межi вузького перехiдного шару
∼ ` поблизу r = R. ОскiлькиR `, то для другої складової можна припустити
r ≈ R.
Нехай c(R) — миттєва швидкiсть поширення фронту з радiусом R. Такий
фронт вiдповiдає розв’язку
x = x(τ), τ = r − c(R)t (.)
диференцiального рiвняння
−c(R)x′ = f(x) + (D/R)x′ +Dx′′ (.)
з граничними умовами
x→ x1 при τ →∞, x→ x3 при τ → −∞.
Це рiвняння можна переписати у виглядi
−[c(R) +D/R]x′ = f(x) +Dx′′, (.)
яке збiгається з (.) для плоскої хвилi, якщо припустити, що c = c(R)+D/R;
iдентичними є граничнi умови. Таким чином, якщо вiдома швидкiсть поширення
фронту плоскої хвилi c, швидкiсть поширення фронту з радiусом кривини R
можна виразити як
c(R) = c−D/R. (.)
Фронтовi з R  1 вiдповiдають малi швидкостi (опуклий фронт рухається по-
вiльнiше за плоский). Областi R  1 не збiльшуються, а зменшуються. В ре-
зультатi встановлюється спiввiдношення, що хараткеризує критичний розмiр
зародка:
Rc = D/c. (.)
Область iз радiусомR = Rc є критичним зародком нової фази; якщо збiльшити
R, то вона починає зростати, у iншому випадку вона зникає (рис.7.1). Оскiльки
ми врахували наближення R `, то Rc  `. Це досягається лише при c 1.
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Аналогiчним чином можна врахувати увiгнутий фронт iз кривизною
K = 1/R,K < 0. Тодi
c(K) = c−DK. (.)
У тривимiрному випадку маємо двi кривизниK1,K2. Тодi швидкiсть змiще-
ння фронту задається формулою
c(K1,K2) = c−D(K1 +K2). (.)
8.5 Збудженi середовища [8]
Для отримання бiстабiльного активного середовища необхiдно включити
механiзм, який би повертав елементи системи у вихiдний стан пiсля проходже-
ння хвилi перемикання. Для цього до системи додають iнгiбiтор — речовину,
що погiршує умови протiкання хвилi перемикання.
Тодi в загальному виглядi рiвняння для активатора x мають врахувати вне-
сок iнгiбiтора y. В результатi можна записати
τxx˙ = f(x, y) +Dx∆x,
y˙ = ϕ(y, x) +Dy∆y,
(.)
де f(x, y) ϕ(y, x)— функцiї, що задають кiнетику поведiнки активатора та iнгi-
бiтора вiдповiдно. Вважається, що дифузiя iнгiбiтора значно мала, i далi можна
припустити, щоDy ' 0,D ≡ Dx.
Найпростiшi припущення щодо ϕ(y, x) є такими: а) iнгiбiтор видiляється як
побiчний продукт реакцiй; б) вiн може розпадатися та переходити у навколи-
шнє середовище. У рамках таких наближень маємо
ϕ(y, x) = τ−1y (y0(x)− y), (.)
де y0(x)— рiвноважна концентрацiя iнгiбiтора, вона є зростаючою функцiєю x
i залежить вiд умов середовища, може пiдтримуватися незмiнною. Характерний
час τy встановлення рiвноважної концентрацiї y0(x) є набагато бiльшим за час
установлення iмпульсу активацiї τx. Тодi y можна вважати повiльною модою, а
x— швидкою.
Якщо розглядати процес горiння, то швидкою модою є температура. В та-
кому разi фронт та спад iмпульсу активацiї утворюють двi хвилi — загорян-
ня та гасiння, що рухаються одна за одною з однаковими швидкостями. При
пiдвищеннi температури концентрацiя iнгiбiтора збiльшується i процес горiння
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Рисунок 8.4— Нуль–iзоклiни рiвнянь збудженого середовища.
зупиняється. Температура рiзко знижується i y → y0 — середовище перехо-
дить у вихiдний стан. Далi знову можна пускати iмпульс загоряння. Типови-
ми прикладами таких систем є степовi та лiсовi пожежi, реакцiя Бєлоусова–
Жаботинського (змiна кольору речовини в лабораторних умовах), поширення
iмпульсу збудження уздовж нервового волокна, пластична течiя матерiалiв.
Таким чином, у загальному виглядi модель «активатор–iнгiбiтор» можна
записати так:
x˙ = f(x, y) +D∆x,
−1y˙ = y0(x)− y,
(.)
де   1 — малий параметр. Розглянемо випадок iснування одного стацiо-
нарного стану в системi. Це має мiсце у разi перетинання двох нуль–iзоклiн
f(x, y) = 0, y0(x) = y однорiдної системи у єдинiй точцi S, що вiдповiдає стану
спокою (рис.8.4).
Використовуючи принцип адiабатичного наближення, при описi еволюцiї
активатора x величину y можна вважати сталою. Тодi еволюцiя x на фронтi
й спадi хвилi описується першим рiвнянням системи (.).
Задача про розрахунок одиночного рухомого iмпульсу формулюється таким
чином. Перейдемо до змiнної τ = r − v0t iз граничними умовами
x→ x0, y → y0, при τ → ±∞, (.)
де (x0, y0)— стацiонарний однорiдний стан спокою. Тодi замiсть (.) маємо
− v0x′ = f(x, y) +Dx′′,
− (v0/)y′ = y0(x)− y.
(.)
Такий розв’язок означає наявнiсть петлi сепаратриси стацiонарної сiдлової то-
чки S, що стає можливим за умови певного значення v0. За умови   1 стає
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Рисунок 8.5— Типовий вигляд закону дисперсiї нелiнiйних перiодичних хвиль збу-
дження
можливим розвинення
v0 ≈ c0(1− δ), δ ' 1, (.)
де c0 — швидкiсть хвилi перемикання, що описується першим рiвнянням си-
стеми (.) при y = y0.
Рiвняння (.) можуть мати перiодичнi розв’язки— перiодичне поширення
iмпульсiв. Якщо перiод поширення L 1, то швидкiсть руху iмпульсiв збiгає-
ться зi швидкiстю одного єдиного iмпульсу. Зi зменшеннямLфронт наступного
iмпульсу наступає на «хвiст» попереднього, i поширення фронту вiдбувається
на фонi залишкової концентрацiї iнгiбiтора, яка перевищує стацiонарний рiвень
y0. Перiодична послiдовнiсть описується перiодичними розв’язками
x = x($), y = y($), $ = kx− ωt,
x($ + 2pi) = x($), y($ + 2pi) = y($).
(.)
У результатi приходимо до системи рiвнянь
− ωx′ = f(x, y) +Dk2x′′,
− (ω/)y′ = y0(x)− y,
(.)
що вiдповiдає граничному циклу цiєї системи. При рiзному спiввiдношеннi ω та
k перiод такого циклу за фазовою координатою може бути рiзним. Якщо вима-
гати, щоб вiн дорiвнював 2pi, то одержуємо зв’язок мiж ω та k, який має назву
закону дисперсiї нелiнiйних перiодичних хвиль ω = ω(k, ). Типова форма за-
кону дисперсiї зображена на рис.8.5, де штрихова крива описує повiльнi хвилi
i вiдповiдає нестiйким режимам. Суцiльна лiнiя описує швидкi хвилi. Iснує мi-
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Рисунок 8.6— Залежнiсть швидкостi поширення хвилi у двовимiрному збудженому
середовищi вiд кривизни фронту
нiмальний просторовий перiод Lmin = 2pi/kmax, що по порядку величини до-
рiвнює ширинi окремого iмпульсу збудження. Йому вiдповiдає максимальна
частота поширення ωmax ∝ 1/2.
Розглянемо двовимiрне середовище, що збуджується, де одиночному iм-
пульсу вiдповiдає одиночна хвиля збудження. Для цього введемо кривизну фрон-
ту K = 1/R, вважаючи, що фронт описується окружнiстю радiусом R. Тодi у
припущеннi малостi ширини хвилi `, R  ` у полярнiй системi координат рiв-
няння мають такий вигляд:
∂x
∂t
= f(x, y) +
D
r
∂x
∂r
+D
∂2x
∂r2
,
−1
∂y
∂t
= y0(x)− y.
(.)
Переходячи до системи координат τ = r − v˜t, одержуємо
− (v˜ +DK)x′ = f(x, y) +Dx′′,
− (v˜/)y′ = y0(x)− y.
(.)
Одержана система збiгається iз системою (.), якщо провести замiну
v∗ = v˜ + DK, ∗ = (v˜ + DK)/v˜. Тодi v∗ виражається через ∗ за законом
(.). Безпосередня пiдстановка дає
v˜
c0
=
1
2
(
1− δ− DK
c0
)
± 1
2
[(
1− δ− DK
c0
)2
− 4δDK
c0
]1/2
. (.)
Нiякi хвилi не можуть поширюватися з кривизною, бiльшою за
Kmax =
c0
D
[1− 2
√
δ]. (.)
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ПриK < Kmax у системi можливi двi хвилi, одна з яких є нестiйкою (штрихова
лiнiя на рис.8.6).
Зробимо порiвняння руху хвиль перемикання у бiстабiльних системах i хвиль
у збудженому середовищi.Швидкiсть хвилi перемикання c = c0−DK. При ве-
ликiй кривизнi фронт може зупинитися й розпочати рух у зворотному напрямку.
Для хвиль перемикання це є неможливим, оскiльки при пiдвищеннi кривизни
хвиля втрачає стiйкiсть i руйнується. При наближеннi до Kmax хвилi рухаю-
ться з швидкiстю v˜ =
√
δ.
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	Ðîçäië 9
Теорiя iєрархiчного зв’язку [16]
При значному вiдхиленнi вiд рiвноваги система втрачає ергодичнiсть, її фа-
зовий простiр розбивається на кластери, якi вiдповiдають структурним рiвням,
що пiдпорядкованi один одному iєрархiчно. Вiдомо, що iєрархiчно пiдпоряд-
кованi системи утворюють ультраметричний простiр, геометричним образом є
дерево Кейлi. Ступiнь iєрархiчного зв’язку w об’єктiв, що вiдповiдають вузлам
a) б)
в) г)
Рисунок 9.1— Основнi типи iєрархiчних дерев: а) регулярне дерево; б) вироджене де-
рево; в) дерево Фiбоначчi; г) нерегулярне дерево
дерева на даному iєрархiчному рiвнi, визначається числом крокiв ` до спiльно-
го предка, що задає вiдстань в ультраметричному просторi. Визначимо вигляд
w(`) для рiзних дерев.
9.1 Населенiсть iєрархiчного рiвня
Нехай iєрархiчний об’єкт на рiвнi n характеризується густиною ймовiрностi
Pn, яка зростає при переходi на вищий рiвень n− 1, тобто
Pn−1 = Pn +N−1n w(Pn), (.)
Nn— число вузлiв дерева на рiвнi n. Для регулярного дерева
Nn = sn, (.)
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де s— кiлькiсть гiлок, що проростають з одного вузла. У випадку наведеного
регулярного дерева s = 2. Для виродженого дерева кожен рiвень мiстить лише
один вузол, з якого проростають iншi гiлки, отже, маємо лiнiйне спiввiдношен-
ня
Nn = (s− 1)n+ 1 ≈ sn, s 1. (.)
Для дерева Фiбоначчi маємо Nn = F (n + 2), де F (n)— числа Фiбоначчi, для
яких F (n + 2) = F (n + 1) + F (n), F (1) = F (2) = 1. При n  1 одержуємо
F (n + 2) ' fτn, f ' 1.17082, τ = (√5 + 1)/2 ' 1.61803. Тому приходимо до
апроксимацiї
Nn ' fτn, n 1. (.)
У загальному виглядi можна припустити, що для нерегулярного дерева засто-
совується така апроксимацiя:
Nn = νna, ν > 0. (.)
9.2 Властивiсть самоподiбностi iєрархiчних систем
Рiвняння (.) має властивiсть самоподiбностi, що задає основу iєрархi-
чних систем. Дiйсно, припустивши, що густина ймовiрностi Pn ∼ qn, де q < 1
— параметр подiбностi, а функцiя зв’язку є такою, що задовольняє умову одно-
рiдностi w(qP ) = qβw(P ), iз (.) та (.) при n  1, Pn−1 ∼ Pn одержуємо
зв’язок
β = 1−D, D ≡ ln s
ln q−1
(.)
мiж показником β фiзичної характеристики та фрактальною вимiрнiстюD ≤ 1
самоподiбного об’єкта. Зазначимо, що умова qP = 1 дає асимптотику
w(P ) =WP β , P → 0, W ≡ w(1). (.)
Якщо припустити, що в (.) та (.) при довiльних значеннях Pn виконується
скейлiнгове спiввiдношення
Pn = xnqn ≡ xns−n/D, (.)
приходимо до скiнченно–рiзницевого рiвняння для xn
xn−1 = q(xn +Wx1−Dn )︸ ︷︷ ︸
ϕ(xn)
, q ≡ s−1/D. (.)
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Вiдображення ϕ(xn) характеризується двома стацiонарними точками
x = 0, xc =
(
W
q−1 − 1
)
. (.)
У результатi приходимо до виразiв
Pn = xcs−n/D, (.)
wn =W 1/D(q−1 − 1)−∆s−∆n, ∆ = 1−D
D
, (.)
де величина∆ визначає масштаб iєрархiчного зв’язку в ультраметричному про-
сторi.
У континуальнiй границi n → ∞ можна припустити Pn − Pn−1 = dP/dn.
Тодi рiвняння (.) набуває вигляду∫
dP
w(P )
= −
∫
dn
Nn
≡ 1
ln s
∫
dλ
N(λ)
, (.)
λ ≡ (n0 − n) ln s, n ≤ n0, (.)
де λ— вiдстань в ультраметричному просторi; n0  1— повне число iєрархi-
чних рiвнiв. Оскiльки основний внесок у це рiвняння дає область малих P , то
можна застосувати асимптотику w(P ) =WP 1−D, i для визначенихNn розв’я-
зок знаходиться аналiтично.
Регулярне дерево та дерево Фiбоначчi. Скориставшись виразами для ре-
гулярного дерева, одержуємо
P =W−1/(1−D)
[
(1− u) + ueλ−λ0]1/D , u ≡ DW 1/(1−D)/ ln s, λ0 ≡ n0 ln s;
(.)
w = [(1− u) + ueλ−λ0 ]∆, λ ≤ λ0, w(λ0) = 1. (.)
Таким чином, iз зростанням вiдстанi до загального предка P (λ) та w(λ) зро-
стають експоненцiйно з iнкрементами D−1 та ∆ вiдповiдно. ∆ = 0 при D = 1,
тобто коли система має iдеальний iєрархiчний зв’язок. Цi iнкременти необме-
жено зростають приD → 0.
У рамках континуального наближення скiнченно–рiзницеве рiвняння для x
записується у формi
dxn
dn
= − ∂V
∂xn
, (.)
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де синергетичний потенцiал має вигляд
V = −x
2
2
+
∫
ϕ(x)dx =
Wq
2−Dx
2−D − 1− q
2
x2. (.)
Як видно з рис.9.2, при докритичних значеннях x < xc потенцiал зростає до V0,
далi спадає. Тобто iєрархiчна система є нестiйкою до збiльшення рiвнiв, якщо
початкове значення iнтенсивностi x0 перевищує критичне xc. Цей факт вiдомий
як самовiдтворення бюрократичної системи. Розв’язок рiвняння (.) дає
cx
0V
V
x
Рисунок 9.2— Типова форма синергетичного потенцiалу V (x)
Pn =
[
PD0 − xDc
(
1− e−D(1−q)n
)]1/D
en(1−q+ln q), (.)
яке збiгається з попереднiм результатом при ln  D, що означає ln s ' s − 1,
ln q ' q − 1.
Для дерева Фiбоначчi параметри s та W замiнюємо на τ та W/f . Тодi
D = ln τ/ ln 2 ' 0.6942.
Вироджене дерево. У такому випадку легко одержати вирази
P =W−1/(1−D)
[
1− u ln
(
1 +
s− 1
ln s
(λ0 − λ)
)]1/D
, u ≡ DW
1/(1−D)
s− 1 ,
(.)
w =
[
1− u ln
(
1 +
s− 1
ln s
(λ0 − λ)
)]∆
. (.)
9.3 Âëàñòèâîñòi i¹ðàðõi÷íîãî çâ'ßçêó 133
У порiвняннi з попереднiм випадком видно, що експоненцiйнi залежностi замi-
нюються логарифмiчними.
Нерегулярне дерево. Якщо кiлькiсть вузлiв на певному рiвнi подається сте-
пеневим зростанням, то
P =W−1/(1−D)
[
1 + u(1− λ/λ0)1−a
]1/D
, u ≡ DW
1/(1−D)n1−a0
ν(a− 1) , (.)
w =
[
1 + u(1− λ/λ0)1−a
]∆
. (.)
Таким чином, для нерегулярного дерева маємо степеневий закон зростання iє-
рархiчного зв’язку.
9.3 Властивостi iєрархiчного зв’язку
З проведеного аналiзу випливає, що характеристики iєрархiчностi системи
P таw спадають iз зростанням вiдстанi в ультраметричному просторi λ при пе-
реходi на вищий рiвень iєрархiї. Для регулярних дерев експоненцiйна поведiнка
означає зв’язок обмеженої кiлькостi рiвнiв, яка складає
κ = (∆ ln s)−1 = D[(D − 1) ln s]−1. (.)
Тому регулярнi дерева задають слабкий iєрархiчний зв’язок. Особливе мiсце
вiдводиться системам з D = 1, де κ = ∞— тоталiтарна iєрархiя (iєрархiчний
зв’язок є iдеальним). Однак iнтенсивнiсть iєрархiчних об’єктiв спадає так само
експоненцiйно на вiдстанях λ = D = 1, тобто навiть iдеальне пiдпорядкування
приречене на нульову ефективнiсть.
В нерегулярних деревах (найпоширенiших) iєрархiчний зв’язок спадає сте-
пеневим чином. Найповiльнiше спадання вiдповiдає логарифмiчнiй особливо-
стi, яка характеризує вироджене дерево Кейлi. Такий спосiб властивий систе-
мi вiдбору. Наведеним випадкам вiдповiдає сильний iєрархiчний зв’язок, який
спостерiгається мiж всiма рiвнями iєрархiї, тодi параметр∆ визначає не глиби-
ну зв’язку, а швидкiсть її затухання. Так, приD = 1 маємо∆ = 0 та iєрархiчний
зв’язок не затухає, однак P спадає з показникомD−1 = 1.
Загалом у нестацiонарних системах параметр подiбностi q стає функцiєю
часу, тому змiнюється величина D(q). Окрiм того, для складних систем iєрар-
хiчний зв’язок має мультифрактальний характер, так що суттєву роль вiдiграє
не одне значення q, а його спектр q ∈ (−∞,∞), за яким сила зв’язку wq(λ)
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розподiлена з густиною ρ(q). У результатi її повне значення визначається iнте-
гралом
w(λ) =
∫ ∞
−∞
wq(λ)ρ(q)dq, (.)
де у виразах для w(λ) слiд замiнити D → D(q). Визначення вигляду D(q) та
ρ(q), що задають мультифрактал, є окремою задачею.
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