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Kurzfassung
Schwingungsinduzierte, automatische Elektronenemission von Schwefelhexafluorid-
Anion in einer untergrundarmen, kryogenen Ionenstrahlfalle
Die durch Moleku¨lschwingungen ausgelo¨ste Abtrennung von Elektronen (Vibrational
Auto-Detachment, VAD) in angeregten (SF−6 )
∗-Moleku¨lionen wurde in einer elek-
trostatischen, kryogenen Ionenstrahlfalle (CTF) untersucht. Die niedrigen Tem-
peraturen von ∼12 K und Bedingungen extrem hohen Vakuums ermo¨glichten die
Beobachtung der Neutralisationsrate u¨ber fast fu¨nf Gro¨ßenordnungen mit Messzeiten
zwischen 500 µs nach der Ionenproduktion bis der Zerfall nach∼100 ms verschwindet.
Die pra¨sentierten Untersuchungen fu¨hrten zu einer bedeutenden Verbesserung im
Vergleich zu fru¨heren Beobachtungen dieses Zerfalls und gewa¨hrten dabei einen
Einblick in den Zerfall zu spa¨ten Zeiten, die Rolle der Rotationsanregung und die
Abha¨ngigkeiten der Zerfallskurven von der Strahlungsku¨hlung der SF−6 -Ionen.
Die Anwendung eines ku¨rzlich in der Literatur pra¨sentierten, mikroskopischen Mod-
ells des VAD-Prozesses offenbarte bei der Interpretation der vorliegenden Messungen
erstaunlich gute U¨bereinstimmung; der stochastische Charakter des Zerfalls konnte
hiermit besta¨tigt und fru¨here Modelle ko¨nnen ausgeschlossen werden. Des Weiteren
konnte ein neuer Wert der adiabatischen Elektronenaffinita¨t von SF6 bestimmt wer-
den, sowie typische Ku¨hlzeiten von (SF−6 )
∗ fu¨r die Strahlungsstabilisation, welche
mit dem VAD-Prozess zu spa¨ten Zeiten konkurriert.
Daru¨ber hinaus konnte durch Photoanregung eine erneute, verzo¨gerte Elektronene-
mission der gespeicherten SF−6 -Ionen induziert werden, welche die Beobachtung der
Strahlungsstabilisation zu la¨ngeren Zeiten ermo¨glichte und die Identifikation des
Fragmentationsprozesses von SF−6 zuließ.
Abstract
Vibrational auto-detachment of the sulfur hexafluoride anion in a low-background
cryogenic ion beam trap
Vibrational electron auto-detachment (VAD) of excited (SF−6 )
∗ was investigated us-
ing the electrostatic Cryogenic Trap for Fast ion beams (CTF), where low temper-
atures of ∼12 K and conditions of extremely high vacuum enabled the observation
of the neutralization rate over almost five orders of magnitude, covering time scales
from 500 µs after the ion production until the signal vanishes after ∼100 ms. The
present study significantly improves earlier measurements of this decay and provides
an insight into the decay behavior for late times, the role of rotational excitation
and radiative cooling of the observed time dependencies.
Analyzing the present measurements with the help of a recent microscopic model
for the SF−6 VAD rate revealed astonishing agreement, confirming the stochastical
character of the decay and excluding former models. Furthermore, a new value for
the adiabatic electron affinity of SF6 was determined and typical cooling times for the
(SF−6 )
∗ radiative stabilization were obtained, which competes with the VAD-decay
at late times.
Additionally, the continuation of the internal cooling was investigated by photo-
excitation of the long-time stored SF−6 ions by the observation of the delayed electron
detachment; indications for the dissociation of SF−6 could be identified.
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Chapter 1
Introduction and motivation
Negative molecular ions (anions) are of particular interest in the wide research field of
molecular reaction dynamics, with increasing demands for advanced measurements
and theoretical modeling. Anions play an important role in molecular processes of
e.g. ionic solutions, where their presence polarizes the electron cloud of neighboring
molecules and leads to an opposite spatial orientation as compared to positive ions
(cations) of the same species. Also the creation of molecular anions in the Earth’s at-
mosphere is crucial to be understood, as they act as a catalyst for the formation and
decomposition of molecules. Furthermore, negative molecular ions were observed in
Titan’s atmosphere [1], a satellite of the planet Saturn, and were included into its
molecular ion chemistry. More remarkable was the recent discovery of small an-
ionic carbon chains in interstellar clouds in unexpectedly high amounts [2–5], which
raised the conclusion of further abundances of interstellar anions and a considerable
importance in the astro-chemical modeling.
The existence of the negative ion state is not self-evident for any molecular or atomic
system, in contrast to cations, but depends on the individual molecular structure.
Outer electrons in anions are not bound by a Coulomb attractive potential as in
neutrals or cations, but rather by a short-range induced dipole interaction with
higher order dependencies than 1/r on the radial distances and a vanishing attraction
for finite separation. Electronically excited configurations are rare in anions and
Rydberg series are completely missing.
The binding energy of the electron, the electron affinity, is the essential property for
the stability of a molecular anion, and is challenging to determine experimentally or
theoretically. Total electronic binding energies of the neutral and anion ground state
need to be calculated very precisely, and the difference yields the electron affinity,
which is orders of magnitude smaller than the total energies. In contrast, experi-
mentally this energy difference is directly determined; however, transitions between
both ground states need to be ensured or have to be obtained by extrapolations.
For instance, the fast electron removal by photon-detachment retains the molecular
geometry of the anion, and the neutral ground state structure is only attained in a
delayed relaxation process.
In the reverse process, when electrons are attached to molecules, at least the electron
binding energy is gained and needs to be dissipated in order to stabilize the newly
formed complex. In small systems, dissociation of the negatively charged molecular
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complex follows, while in increasingly complex molecules, the excess energy can also
induce vibrational excitations due to vibronic coupling. The energy gained in the
attachment process will thus be hidden in the vibrational excitation.
A retransfer of this energy initiating a self-induced electron detachment was found
to occur with large time delays of microseconds to milliseconds, remarkably long
compared to typical electronic or even vibrational time scales. The stabilization of
the newly formed anion by radiation (or by inelastic collisions with the environment)
competes with the delayed detachment processes, and is important to be understood
for chemical reaction models. To experimentally access these delayed processes, long
time storage of molecular anions under isolated conditions is required, which also
allows the time-dependent observation of the investigated delayed reaction.
Electrostatic Ion Beam Traps (EIBT) [6] provide perfect conditions to observe these
delayed decays. Ions can be stored for long time scales, which are in particular
feasible in an ultra high vacuum system, and different detection methods can be
applied. EIBTs have been developed from multi-reflection time-of-flight mass spec-
trometers [7], where the ion’s pathway is enhanced through several electrostatic
mirrors. In EIBTs, two opposing mirror electrode arrays ensure stable periodic re-
flections with in principle unlimited confinement times and ion mass ranges. The
high kinetic ion energy of a few keV per charge state stabilizes the trapping against
external perturbations and provides short oscillation periods of microseconds with
immense mass resolving powers becoming possible for the typical storage times of
seconds by measuring the oscillation frequency.
This wide range in time scales is accessible for time dependent reaction dynamic
measurements, also providing external access via lasers, detecting charge exchange
reactions or fragmentation immediately by trap ion loss. The field free region be-
tween the mirrors offers well-controlled isolated conditions, which together with
other mentioned properties further distinguishes this type of ion trap from other
designs like Penning traps, Paul traps or other RF-trap variations. Also, much
similarity to ion storage rings becomes apparent.
Unfortunately, the vacuum conditions in presently available EIBTs at room tem-
perature limit the observation times to mostly for seconds, and also reactions with
low intensities cannot be accessed. A pathway to reach a low-background and an
extremely high vacuum (XHV) is cryo-condensation of residual gases. The Cryo-
genic Trap for Fast ion beams (CTF) [8], recently developed and put into operation
at the Max-Planck-Institute for Nuclear Physics in Heidelberg, incorporates all the
necessary features of a liquid helium cooled EIBT, and besides also allows to investi-
gate ambient-temperature dependent reactions of the trapped ions down to ∼12 K.
Accordingly, an enormous range of undisturbed ion observation times reaching from
microseconds up to minutes is accessible for low intensity investigations and more-
over, molecular vibrational ground states can be reached by radiative cooling.
For instance, the delayed decays of small anionic aluminum clusters (Al−x , x = 3-
7) were recently investigated with the CTF under cryogenic operation and some
of the results are summarized in Fig. 1.1. Here, the particle rate of neutralized
aluminum anions is displayed as a function of the storage time and a power-law
character of the decay is found for early times (∝ tn, n ≤ −1). Power-law decays
of highly excited complex anions have been observed previously in investigations at
3Figure 1.1: Neutralization rate of excited aluminum cluster anions Al−x (x = 3-7) as
a function of the storage time. The exponent n of the initial power-law decay (∝ tn)
at early times changes with the cluster size as show in the inset. The deviations
from the power-law at later times and the newly uncovered features close to the
background rate at ∼ 10−2 s are presently difficult to explain by theoretical models
and can be due to various influences such as electronic excitation, isomerization or
competing fragmentation, possibly in combination with each other.
ion traps and storage rings [9–11], and are understood to result from the transfer
of the vibrational energy back to the electron, a process also called Vibrational
Auto-Detachment (VAD).
In the case of the aluminum clusters in Fig. 1.1, deviations from the power-law
at later times as well as even more complicated time dependencies at very long
delays (∼ 10−2 s) have been uncovered, and call for explanations of the underlying
physical processes. Excited electronic states, geometry changes (isomerization) with
different vibrational properties, as well as unknown values for the electron affinity
make a detailed analysis of the occurring processes presently difficult. Furthermore,
competing processes to the detachment such as fragmentation, radiative energy loss
or influences by rotational excitation make the aluminum clusters inappropriate
as a model system to fundamentally understand the reaction concepts. Therefore,
only phenomenological observations in terms of comparison of different cluster sizes
are possible, as shown in Fig. 1.1, where the derived exponent n changes with the
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complexity of the system approaching values of n = −1, which was also observed
for even larger molecular systems.
For a better understanding of the decay properties at low rates becoming accesi-
ble with the low-background cryogenic devices, a system with well-known intrinsic
properties was chosen in the present work. In particular, the anionic state of sul-
fur hexafluoride (SF−6 ) was investigated, which exhibits already complexities similar
to the larger aluminum clusters in Fig. 1.1. In contrast to anionic clusters, how-
ever, comprehensive theoretically and experimentally knowledge on SF6 and SF
−
6
has already been collected over past years.
Sulfur hexafluoride (SF6) is a synthetic molecule and has found rising interest in
industry in the last couple of decades due to its various useful properties. The pas-
sive reaction character, the enhanced electron capture cross section and the strong
infrared absorption capabilities are the most important properties to mention and
are utilized in manifold applications [12, 13].
Increasing abundances of SF6 in the Earth’s atmosphere caused scientists to become
aware that it represents one of the most potent greenhouse gases due to its infrared
absorption ability [14]. The SF6 degradation scenarios from the atmosphere include
various reaction schemes, which rely on measurements and reaction modeling [15].
Direct destructive reactions involve positive ions such as O+ or N+2 [16], UV absorp-
tion or dissociative electron attachment [13]. Other reactions depend on the prior
formation of SF−6 , which is accomplished partly by charge transfer with negative
ions or by electron capture, where the dissipation of the gained energy in the latter
reaction proceeds via collisions or radiation. These energy loss rates determine the
lifetime of SF−6 with respect to auto-detachment and thus, define the time window
for destructive reactions, for instance with oxygen or atomic hydrogen. Other com-
peting processes are radiative detachment or charge transfer back to SF6. Hence, a
detailed knowledge on various processes is required to improve the models and to
make predictions more reliable.
The well-known, highly symmetric, octahedral structure of the neutral SF6 led to de-
tailed calculations of electronic, vibrational and rotational properties, and a slightly
distorted asymmetric geometry was suggested recently for the anion [17, 18]. Even
though the system exhibits a very symmetric structure, it is found to be complex
enough for statistical models to be applied, leading to adequate descriptions, as will
be discussed in this work.
The present work makes use of the storage of the SF−6 anion in the Cryogenic Trap
for Fast ion beams (CTF). Chapter 2 is dedicated to SF6 and SF
−
6 , their specific
molecular properties as well as to transitions between them with particular emphasis
on the electron detachment process. For this purpose, a recent state-of-the-art the-
oretical model is considered in much detail and observables relevant for the present
measurements are derived. The CTF is presented in chapter 3, involving cryogenic
design details, ion trapping properties and auxiliary components. In the course of
this, special consideration is given to the ion source operation, as here important
processes were found to influence the observations. Finally, the cryogenic detection
system, the essential tool for these measurements, is introduced with a successive
description of the laser setup. Chapter 4 then focuses on the measurements achieved
5with the CTF, starting with an introduction to its operation and typically observed
signals. The measurements of the vibrational auto-detachment of SF−6 have accessed
the long-time and low-intensity limits of this decay, revealed so far unobserved fea-
tures, and inferred dependencies caused by radiative cooling, rotational excitation
and the value of the adiabatic electron affinity. Furthermore, photo-excitation of
the trapped SF−6 anions enabled the observation of the delayed electron detachment
and to access earlier decay times after the excitation process, thus revealing also
signatures most likely arising from SF−6 auto-dissociation.
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Chapter 2
Electron detachment of SF−6
This chapter describes the basic properties and structures of the sulfur hexafluoride
molecule SF6 and its negative ion SF
−
6 followed by a discussion of their transfer re-
actions, the electron attachment and detachment. From the literature, recent state-
of-the-art-models [19–24] characterizing the energy dependence of the Vibrational
electron Auto-Detachment (VAD) of excited (SF−6 )
∗ are summarized, and compared
to more simplified approaches [10, 25, 26]. A detailed model is developed that sim-
ulates the total, neutral fragments producing, time-dependent decay rate of (SF−6 )
∗
and includes an averaging over their internal energy distributions. The resulting de-
pendencies on the vibrational energy, the rotational excitation and variations of the
value of the electron affinity of SF6 are presented in detail. Furthermore, competing
processes such as auto-dissociation and radiative cooling are put into perspective,
where the first one is significant at very early observation times and the latter one
dominates the long-time energy dissipation of the SF−6 anions.
2.1 Electron affinities
Unlike to the creation of positive ions (cations) by removing electrons, not every
atom or molecule accepts an additional electron. For atoms, the electron is attracted
by a self-induced dipole moment interaction which is a short-range potential of the
order of r−4 instead of a Coulomb potential in the case of positive ions or neutrals.
Herewith also no infinite number of states are available as it is the case in a Coulomb
field, and Rydberg series are missing. As a consequence in some cases only the fine-
and hyperfine-structure of the ground state provides a bound state.
All noble gases are at first assumed to not build negative ions due to the shell closing;
the same goes for alkaline earth metals (sub-shell closing). However, He− has been
found in a meta-stable excited state in the configuration 1s2s2p as well as Be− in
2s2p2. For Ca−, Sr− and Ba− also weakly bound states could be determined, but
for the rest of the noble gases no anion formation is possible. On the other hand,
halogens such as fluorine and chlorine exhibit very stable anions.
The electron binding energy of an atom is called the electron affinity (EA). It is the
necessary energy to convert both ground states into each other and is given by
EA = Etot(A)− Etot(A−), (2.1)








Figure 2.1: Schematic view on the potential energy curves for a typical molecule AB
and its anion AB− displayed as Morse potentials. The adiabatic electron affinity
(EA) connects both ground states, here shown with different internuclear equilibrium
distances R. The vertical detachment energy (VDE) is the lowest transition energy
from the anionic ground state to the neutral, which retains its geometry. The reverse
process, the lowest energy from the neutral ground state to the anion is the vertical
attachment energy (VAE). Also depicted is the dissociation energy (ED) inferring an
infinite separation distance of this bond. Displayed dimensions are only to illustrate
typical values (see also e.g.,[27]).
with the total ground states energies Etot of the atomic neutral A and the anion A
−.
The corresponding reaction is written as
A + e− → A−. (2.2)
For a theoretical determination of this value, both ground state energies have to be
calculated to yield EA, which can become a challenging task even for small multi-
electron systems. For light atoms such as carbon, the total electronic ground state
energy exceeds already 1 keV, whereas the electron affinity is a quantity of at most
a few eV. Thus, the ground states of A and A− have to be calculated with high
enough precision to get reliable values for EA.
Experimental methods are usually independent of the total electron binding energy,
but measure directly the energy difference. One method is Photo Electron Spec-
troscopy (PES), where a laser beam of suitable photon energy hν is used to detach
2.2 Properties of SF6 and SF
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the electron and the excess energy is transferred to kinetic energy of the electron,
which is then detected:
A− + γ(hν)→ A + e−, (2.3)
Etot(A
−) + hν = Etot(A) + (e−). (2.4)
Another method is the Laser Photo-detachment Threshold spectroscopy (LPT),
where the wavelength of a narrow band laser is tuned to the threshold and the yield
of neutrals is observed.
When considering negative molecular ions, the vibrational and rotational degrees of
freedom require the definition of additional threshold quantities. An important dif-
ference to atoms is that the equilibrium geometries of the ground states are usually
not equal (see Fig. 2.1) and a rearrangement of the nuclei has to take place. The
equivalent of the electron binding energy in atoms is the adiabatic electron affinity
(AEA) in molecules and connects both ground states in their equilibrium geome-
tries. It can be considered as a very slow removal of the electron from the anion
such that the nuclear configuration can always follow the momentary equilibrium
and no energy is required for the geometrical change (adiabatic process). The adi-
abatic electron affinity is in the following shortly referred to as EA. As previously,
a positive value of EA refers to a stable negative molecule. The threshold energy
for a transition from the negative ground state to the lowest excited state in the
neutral without changing the geometry is the Vertical Detachment Energy (VDE).
The opposite direction, from the neutral ground state to lowest excited state in the
anion at the neutral geometry, leads to the Vertical Attachment Energy (VAE). The
negative of this quantity is also called the vertical electron affinity, but to avoid
confusion with the adiabatic electron affinity EA, it will not be used.
The above definitions reveal the following relation which can also be seen in Fig. 2.1:
VDE ≥ EA, (2.5)
−VAE ≤ EA. (2.6)
Whether VAE is found to be positive or negative depends on the crossing point of
both potential energy curves. It should be mentioned that the adiabatic electron
affinity usually cannot be measured with the above mentioned spectroscopic methods
as the instantaneous removal of the electron leads to a vertical transition. However,
limits on the value of EA can be derived by extrapolations of the photo-electron
yield in PES measurements to the highest observed electron energy, thus the lowest
electron detachment energy (see e.g. [28]).
2.2 Properties of SF6 and SF
−
6
Sulfur hexafluoride SF6 is the heaviest known gaseous substance, it is non-flammable
and chemically stable, thus not reacting with any other species under room temper-
ature conditions. The industrial production proceeds via the exothermic reaction of
S8 + 24F2 → 8SF6. The main applications of SF6 are as gaseous dielectric [13] in
high-voltage switches or other high voltages devices, where it acts as an insulating
gas due to the high electron capture probability. For instance, it is used in Van
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de Graaff accelerators to insulate the terminal charged to a couple of million volt
from the surrounding tank. A rule of the thumb defines the discharge stability in
vacuum to 1000 Volt per millimeter, which would make insulation distances of tens
of meters necessary. This can be drastically reduced using SF6 filled tanks. Other
applications are found in plasma etching as an etchant provider [29], for medical
imaging [12] and as a shielding gas, for instance, in the production of manganese
using its passive reaction character.
Due to the various useful properties of SF6, however, the rising production over the
last decades led to an increasing abundance in the Earth’s atmosphere [15]. Here, a
further well-known property, the high infrared absorption ability, makes SF6 to one
of the most potent greenhouse gases [14]. In particular, it was estimated for a range
of 100 years to have a more than 2 × 104 times higher Global Warming Potential
(GWP) than CO2 [30], which is the efficiency to act as a greenhouse gas. Model
calculations for the SF6 degradation from the atmosphere include reaction paths
such as dissociative electron attachment to SF6 and reactions of SF
−
6 with other
species as hydrogen or oxygen [15]. Thus, it is of crucial importance to understand
the building processes of the anions and their subsequent degradation.
2.2.1 Adiabatic electron affinity
The adiabatic electron affinity of SF6 is an essential property which is puzzling the
scientific world since decades. The EA has been defined in Eq. (2.1) as the energy
difference between the ground states of the neutral and the negative molecule. In
contrast to the vertical detachment energy, the adiabatic electron affinity is impor-
tant in chemical reactions, which usually take place near equilibrium conditions. It
has been noted that the EA cannot be measured directly by Photo Electron Spec-
troscopy (PES) as this method addresses the vertical transitions between SF−6 and
SF6. In PES the electron yield as a function of the photo-electron energy is deter-
mined, where according to Eq. (2.4) the highest electron energy provides an upper
limit on EA. However, in the case of SF6 a large discrepancy between both struc-
tures is known, which leads to a enhanced difference between vertical and adiabatic
quantities. Indeed, in recent PES measurements of SF−6 almost no photo-electron
yield was observed for electron binding energies lower than ∼2 eV [5].
Early reported values of EA scatter largely between 0.6 eV [32] and 1.39 eV [33]. An
experimental value was derived by Chowdhury (1985) [34] to 1.05±0.1 eV; a couple
of years later 1.07 ± 0.07 eV was experimentally determined by Chen (1994) [35].
Theoretical estimates for EA were performed by Gutsev and Bartlett (1998) [36]
using extensive structure calculations to derive vibrational frequencies for the neutral
and anion, yielding EA = 0.92 eV. Miller’s calculation in 2003 [37] resulted in
1.21 eV assuming like the previous authors a symmetric structure of SF−6 . A semi-
experimental approach by Troe et al. (2007) [19–21] based on flowing afterglow
measurements found a value of 1.20 ± 0.05 eV using the vibrational frequencies
calculated by Gutsev and Bartlett.
Most recently, sophisticated coupled-cluster calculations by Eisfeld (2011) [17, 18]
suggested an asymmetric ground state structure of SF−6 , which will be further dis-
cussed below, and a value for EA of 0.9± 0.1 eV. Re-analyzing the experiments by
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Figure 2.2: Schematic potential energy curves for SF6 and SF
−
6 using a Morse poten-
tial with the recent internuclear distances [17] (intermediate value for asymmetric
SF−6 , see table 2.1) and an adiabatic electron affinity EA of 1.03 eV and a dissoci-
ation energy ED of 1.44 eV from Ref. [24], and a vertical detachment energy VDE
of 3 eV (maximum of the electron yield in photo electron spectroscopy [5]). The
first levels of the symmetric breathing vibrational mode ν1 from table 2.1 are also
illustrated. The crossing point of the two curves indicates a negative value for VAE
as it is usually illustrated in literature for this system (see Ref. [5, 31]).
Troe (2012) using the new vibrational frequencies resulting from the suggested asym-
metric structure of SF−6 lead to an adiabatic electron affinity of 1.03± 0.05 eV [24],
a value which was later supported by an independent calculation by Karton and
Martin (2012) [38].
In figure 2.2, the schematic potential energy curves of the system are plotted using
the internuclear distances for SF6 and SF
−
6 from Eisfeld [17], an EA of 1.03 eV
and a dissociation energy ED of 1.44 eV from Troe [24]. The level spacings of the
symmetric breathing vibrational modes for SF6 and SF
−
6 are also indicated (compare
table 2.1).
The VDE of SF−6 is estimated to be around ∼3 eV from Photo Electron Spec-
troscopy [5], given by the broad maximum of the electron yield and hence, the
highest Franck Condon overlap of the SF−6 ground state with the neutral wave func-
tion at the ground-state bond distance of the negative species. A value of 3.27 eV
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S F
ν1 (A1g) ν2 (Eg) ν3 (T1u)
ν6 (T2u)ν5 (T2g)ν4 (T1u)
Figure 2.3: Structure of SF6 and the 6 fundamental vibrational modes (see Ref. [43]
or explanations in the text of Ref. [17])
for VDE was given by Eisfeld [17]. The dissociation threshold of the (S-F)-bond in
SF−6 was experimentally determined to 1.44 ± 0.05 eV [24], observing the reaction
SF−6 → SF−5 + F, which is in good agreement with a quantum chemical calculation
also mentioned in Ref. [24].
2.2.2 Electronic structure and symmetry
Sulfur hexafluoride SF6 is a compound of one sulfur atom and six fluorine atoms
attached to it in all three dimensions in space with bonding angles of 90◦, hence
the geometric structure is given by an octahedron. Also the symmetric electron
orbitals classify SF6 into the symmetry group called Oh [39], which exhibits various
symmetry operations like 3 C4 rotational axes, 4 C3 rotations, different mirror planes
and also a center of inversion (sulfur). Cn denotes a rotation around (360/n) degrees
to map the molecule onto its own geometry.
The electronic ground state configuration of sulfur is 1s22s22p6|3s23p4, while the
fluorine exhibits a 1s2|2s22p5 structure. Hence, the 6 outer electrons of sulfur have
to be combined with 6 times 7 outer electrons of the fluorine. In the valence shell
of F, two of the three p-orbitals are doubly occupied and saturated, while the third
only singly occupied orbital is responsible for the binding. In this special electron
configuration, due to the presence of the fluorine atoms, the 3s and 3p-orbitals in
sulfur build a (sp3)-hybridization which is combined with two 3d-orbitals and gives
in summary a (sp3d2)-hybridization [40–42]. This hybridized orbital has places for
a total of 12 electrons half of which are occupied. (sp3)-hybridization is known from
methane to create four symmetric bonds with equal angles and distances. However,
in SF6 under the additional influence of the two d-orbitals, the combined hybridized
orbitals point to all three opposing directions in space on which the singly occupied
p-orbital from the six fluorines are attached.
SF−6 was recently been found to exhibit an asymmetric structure [17] in contrast to
the neutral SF6, which was also in discussion in earlier reports [44]. The previous
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work by Gutsev and Bartlett predicted the additional electron to be spread over
the entire molecule retaining the Oh structure after electron attachment. However,
Eisfeld [17] found the electron to populate an antibonding σ∗ orbital which is widely
distributed over the molecule, however, partly concentrating towards one fluorine.
The σ∗ orbital is created between the 3s-orbital from sulfur together with the 2p-
orbital of fluorine. Considering also the most probable dissociation channel into
SF−5 + F, SF
−
6 can be considered as an SF
−
5 containing 2/3 of the excess charge and
a fluorine [17]. All the six potential minima, where the charge is directed to one of
the fluorine, are separated from each other by a low energy barrier.
As a consequence of the asymmetry, SF−6 falls into a different symmetry group
namely the subgroup C4v [39], where for instance the C3 symmetry is no longer
present. This also influences the degeneracies of the vibrational modes, as will be
discussed below.
The electronic asymmetry also introduces different bonding distances for the (S-F)
bond which are summarized in table 2.1. The equilibrium distance of the neutral
is found to be at 1.5607A˚ in good agreement with previous values, but three differ-
ent bond distances are given for the negative. The distances of the four S-F bonds
perpendicular to the symmetry axis are at 1.6803A˚ already noticeably longer than
in SF6 (see Fig. 2.2). In the asymmetric direction 1.9324A˚ and 1.6027A˚ are cal-
culated, respectively. This already demonstrates a large discrepancy between, for
instance, the vertical detachment energy and the adiabatic electron affinity, and has
consequences for the vibrational level densities and the rotational constants.
2.2.3 Vibrational frequencies
The neutral and the negative sulfur hexafluoride, which contain n = 7 atoms, have
15 vibrational degrees of freedom (3n − 6 = 15), which are partly degenerate. For
the neutral SF6 in Oh symmetry this results in 6 fundamental vibrational modes
depicted in Fig. 2.3 and compiled in table 2.1 together with their degeneracies.
In the symmetric breathing mode A1g, all fluorine atoms stretch the S-F bond si-
multaneously; this being the most symmetric movement and not degenerate. The
nomenclature of the labels is defined by the degeneracy, where non-degenerate modes
are A or B, being symmetric or anti-symmetric with respect to rotations about the
principle axis, respectively. E is doubly degenerate and T triply, and the system
is called Mulliken symbols [45] (or also [39]). Subscripts denote symmetry (g) or
anti-symmetry (u) with respect to inversion. The degeneracies are not only given by
the symmetry of the configuration of the nuclei, but also depend on the electronic
orbitals which can have additional asymmetries.
As pointed out in Ref. [17], in an octahedral molecule only the T1u modes can be
infrared (IR) active as only they lead to a change in the dipole moment. In SF6 only
two modes have the T1u symmetry and the higher frequency of 966 cm
−1 (ν3 mode)
is well known for the highest IR activity in SF6. Absolute integrated absorption
intensities have been obtained experimentally for both T1u modes [46].
Due to the asymmetry in this model of SF−6 , all degenerate modes split up to build
a total of 11 fundamental modes (see table 2.1). Concerning the IR activity, in
the C4v symmetry also A1 and E modes can be IR active. The highest frequency
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is found at 671.1 cm−1 (∼83 meV) and also corresponds to a T1u mode in the Oh
group (compare table 2.1). In recent photo electron spectroscopy measurements [5],
a strong absorbing line was found at 683(5) cm−1 which could not be assigned to
any frequency in Oh, but could well be the 671.1 cm
−1 transition predicted in C4v.
Also a feature at 440(10) cm−1 is reported which would fit to the 435.2 cm−1 second
E mode from a T1u.
A further difference to the previous assumption of a symmetric SF−6 is the appear-
ance of a very low energetic mode at 78.6 cm−1. This should be kept in mind when
deriving the density of states of SF−6 , as the lowest frequencies dominate the am-
plitude and a drastic increase in the density of states compared to the Oh model is
observed.
2.2.4 Rotational constants
The large difference in the equilibrium distances between SF6 and SF
−
6 is also
reflected into the rotational constants (see Appendix A.1.4 and table 2.1). The
value for the neutral is the highest and all three rotational constants are equal
(A = B = C). This corresponds to a spherical top molecule reflecting the Oh
symmetry. The rotational constants of SF−6 are around 1/6th lower and very similar
comparing both symmetries. Indeed, an averaged value over the rotational constants
in the C4v symmetry leads to 0.075325 cm
−1 with less than one percent deviation
from the old value. Although SF−6 is a prolate symmetric top rotor (A > B = C),
it can be assumed to be spherical considering the small difference.
One other point to note is that sulfur has four stable isotopes which are abundant






16S (0.01%) [50]. Some
effects of this have been for instance investigated in Ref. [49], but they are assumed
to be not relevant for the present analysis and are not further considered.
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Table 2.1: Collection of recent (S-F)-bond distances (A˚), rotational constants (cm−1)
and vibrational frequencies (cm−1) of SF6 and SF−6 . Bond distances are taken
from [17], [47], [36] and [17]; rotational constants B from [48], [48] and [17]. Vi-
brational frequencies of SF6 in Oh ground state symmetry [17, 49]; SF
−
6 in Oh from
[36] and in C4v ground state symmetry [17]. Mode degeneracies are given in curly
brackets.
































ν1 A1g 787.9 {1} 787.0 {1} 626 {1} 597.3 {1} A1
506.9 {1} A1
ν2 Eg 654.8 {2} 654.8 {2} 447 {2}
479.8 {1} B1
757.7 {1} A1
ν3 T1u 966.0 {3} 964.0 {3} 722 {3}
671.1 {2} E
224.9 {1} A1
ν4 T1u 617.7 {3} 620.0 {3} 306 {3}
435.2 {2} E
371.8 {1} B2
ν5 T2g 526.4 {3} 524.4 {3} 336 {3}
240.0 {2} E
263.7 {1} B1
ν6 T2u 349.5 {3} 355.1 {3} 237 {3}
78.6 {2} E
16 Chapter 2. Electron detachment of SF−6
2.3 Vibrational Auto-Detachment rate (VAD)
In this section, the basic model for the vibrational auto-detachment process is de-
rived as it will be used to analyze the measurements presented in chapter 4. This
process was observed by the detection of neutral SF6 from the spontaneous electron
emission of stored, excited SF−6 ions. The corresponding reaction is given by
(SF−6 )
∗ → SF6 + e−, (2.7)
where the asterisk (∗) denotes an internal excitation of SF−6 .
The process of vibrational auto-detachment can take place if the energy in the
vibrational modes of the anionic system exceeds the binding energy of the electron,
that is the electron affinity EA. Pioneering work on the auto-ionization of neutrals
and auto-detachment can be found in Ref. [51–53].
The basic process of VAD requires a transfer of vibrational energy to the electronic
excitation with a subsequent electron emission. This requires a coupling between
electronic and nuclear motion, which involves a breakdown of the Born-Oppenheimer
approximation as here the electronic and vibrational energies are assumed to be
conserved separately. The time scales for the energy transfer can cover a wide range
of up to several milliseconds or even seconds, which are extremely long compared to
the usually electronic (ps to fs) or vibrational (fs to ns) motion, and which depend
on the excitation energy and the complexity of the considered system. Thus, long
time scales are expected when the vibrational energy can be distributed over a large
number of oscillators, reflected in a high density of states of the anionic system and
a small number of final states in the neutral product configuration.
A schematic view on this process is illustrated in Fig. 2.4 using the potential energy
curves of SF−6 and SF6. Several decay channels can be open to induce the detachment
process. The total vibrational energy E in SF−6 is required to exceed at least the
adiabatic electron affinity EA; the remaining excess energy E−EA is shared between
the vibrational excitation E0vib of the neutral product SF6 and the kinetic energy  of
the emitted electron. In figure 2.4 only the first levels of the symmetric vibrational
breathing mode ν1 in SF6 (see table 2.1) are displayed as possible decay channels. A
detailed approach to this process will be elaborated in the following section, which
was developed by Troe [19–24].
Historically, in one of the first measurements by Edelson et al. [54] in 1962, the
metastable character of (SF−6 )
∗ was found and a lifetime of ∼10 µs was determined.
A time-of-flight (TOF) mass spectrometer was used with a SF−6 drift time of only
18.5 µs, which obviously is only sensitive to a small time window of the decay. In
general, the reported investigations can be classified into TOF measurements [33, 54–
57] with sensitivities in the order of a few µs and ion cyclotron resonance (ICR)
methods [58–60] which cover the range of milliseconds or higher. Accordingly, large
discrepancies exist between reported lifetimes, which reach from a few µs to tens of
milliseconds.
For an ICR measurement Odom et al. [59] stated already that the measured lifetime
varies with the observation time, giving values between 50 µs to 10 ms, and multiple
excited states were assumed with different decay constants to explain the observed
time dependence. Moreover, Appelhans et al. [56] used a flight tube and even







Figure 2.4: Schematic view on the potential energy curves of SF6 and SF
−
6 (see also
Fig. 2.2) indicating the first levels of the symmetric vibrational breathing mode ν1
in SF6 (see table 2.1). In the VAD-decay, the excess energy E − EA for a given
total vibrational energy E in SF−6 can be shared between the kinetic energy  of the
electron and the vibrational excitation E0vib of the product SF6.
observed variations in the lifetime for different ion source temperatures considering
time ranges up to 23 µs.
In more recent results presented by LeGarrec et al. [57] in 2001, SF−6 is created by a
supersonic expansion cooled SF6 gas jet attaching free electrons from photo-ionized
sodium and the electron energy could be varied by the photon energy between 0
to 100 meV. A lifetime of 19.1±1.7 µs was found with the TOF method, however,
without dependence on the electron energy.
In another experiment, electron transfer from Rydberg excited potassium atoms to
SF6 was used to produce SF
−
6 , which were then stored in a Penning trap. After a
variable delay, the remaining SF−6 was ejected onto a detector [61]. Here, lifetimes
between 1 and 10 ms were observed. Most recently, in a measurement with the
electrostatic storage ring ELISA the observation of a power law decay with a time
dependence of ∝ t−1.5 instead of an exponential decay was reported from the ob-
servation of the decay over the time span between hundred microseconds and ten
milliseconds [25].
Present interpretations of the VAD process include the intramolecular vibrational
redistribution (IVR) of the internal energy in SF−6 , and explain the contradictory
observations of the previous measurements. The VAD process extends over many
decades in time corresponding to different internal excitations of the (SF−6 )
∗ instead
of a few excited energy levels. However, it also became clear that the preceding
observations probed not only the auto-detachment rate, but also depended on the
internal energy distribution and thereby, the ion production process.
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The approach which is applied here is based on the reversibility of the detachment
and attachment processes and experimental results are included to derive the energy
and time dependencies. The reader is referred to the Appendix B for a compilation
of relevant concepts and formulas.
Troe’s approach
The derivation of the reaction rate in the Rice, Ramsperger, Kassel and Marcus
(RRKM) approach [62] is illustrated in detail in Appendix B.2. In equation (B.29),
the probability for a transition is related to the sum of states N ‡(E − E0) in the
critical area along the reaction coordinate and the total phase space volume occupied
at an energy E. Together with Planck’s constant h, the reaction rate k(E) for the





where N ‡(E −E0) is substituted by Wdet(E −EA), which includes the sum over all
configurations that lead to a detachment, and ρ−(E) is the density of states of the
anion.
More precisely, Wdet(E − EA) is the sum over all specific probabilities for each
configuration, which induce a reaction (also called ”cumulative reaction probabil-
ity” [63]) and can be far greater than unity. The electron detachment process can
be related to the electron attachment process via detailed balance, which is based
on the microscopic reversibility of a reaction and implies an equilibrated, stationary
configuration between reactants and products. However, to assume detailed balance,
both processes have to be described by the same physical concept. Using the rates
k the principle of detailed balance can be written for small intervals dE of the total
energy E as
kdetachment ρanion = kattachment ρneutral+electron. (2.9)
Here, ρanion is the density of states for the anion and ρneutral+electron refers to the
configurations that the neutral and electron can have after the detachment. In the
following, the density of states are denoted by ρ−(E) for SF−6 and by ρ
0(E) for
SF6, and they can be obtained by a summation over the vibrational energies (see
Appendix A.1.3 and Fig. A.2).
Because of the assumed reversibility of the detachment process, we now consider the
electron capture process to derive an expression for Wdet(E − EA) and substitute
it into Eq. (2.8). The following model derivation has been carried out by Troe et
al. [19–24] and is exemplified here to understand the further modification caused by
rotational excitation and its application to the present experiments. The electron
capture process to a neutral molecule takes place in a polarization potential of
−α/2r4 induced by the incoming electron [64] which is a short-range potential when






(2l + 1)Pl(k), (2.10)
















Figure 2.5: Reaction scheme for SF6 + e
−: Electrons are captured by SF6 into
a virtual state according to the capture model by Vogt and Wannier (VW); in-
tramolecular vibrational redistribution (IVR) transfers the gained energy into vi-
brational excitation obtaining vibrationally excited (SF−6 )
∗. Delayed vibrational
auto-detachment (VAD) leads back to the initial state or to an excited (SF6)
∗. For
higher collision energies between SF6 and electron, vibrational excitation (VEX) by




2µ/~ is the wavenumber of the electron, with the reduced mass µ of
SF6 and the electron (µ ≈ me), the kinetic electron energy , and ~ = h/2pi. The
summation goes over all electron angular momenta l and this expression connects
the maximum capture cross section of pi/k2 with a transmission coefficient Pl(k).
As simplification only s-wave capture (l = 0) has to be considered for SF6 which,





A simple expression for the capture cross section for s-wave capture was derived
by Klots in [65], see below. As a consequence of the microscopic reversibility of
the process, P () is also the transmission probability for the electron detachment
process for a given kinetic energy  of the emitted electron. Thus, the summation
over all vibrational states E0V ({vi}) in the product SF6, which are accessible at
a total vibrational energy E of SF−6 (compare also Fig. 2.4), gives the requested
cumulative reaction probability from Eq. (2.8) by
Wdet(E − EA) =
∑
i
P ((E, {vi})), (2.12)
where the electron energies are constrained by the relation (E, {vi}) = E − EA −
E0V ({vi}) >0. Here, {vi} denotes the ensemble of all quantum numbers characteriz-
ing the vibrational state of SF6.
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The validity of this assumption can be easily proven by applying the detailed balance





el() ρ0(E − EA− ) d, (2.13)
where katt(E, ) is the attachment rate as function of the total energy E and the
electron energy  (see also Fig. 2.4 for the energy balance). The free electron density











noting that the spin multiplicity has been removed by the additional factor of 1/2,
as it was also not considered in the definition of ρ−(E). Using for the attachment
rate katt = σv/V , with the capture cross section σ from Eq. (2.11), the electron
velocity v =
√
2/µ and the reaction volume V , Eq. (2.13) can be transformed into
Eq. (2.8) by substituting
Wdet(E − EA) =
E−EA∫
0
P () ρ0(E − EA− ) d. (2.15)
Instead of the summation in the prior definition of Wdet(E − EA), we obtain an
integral over the electron energies, which is weighted by the density of states ρ0 of
SF6 at the vibrational energy E
0
V ({vi}) = E − EA −  and thus, accounts for the
multiplicity with which a specific electron energy can occur considering the internal
states of SF6. The density of states ρ
0 of SF6 can be imagined as a superposition
of δ-functions at each vibrational state E0V ({vi}) as it is also derived with the Di-
rect Count method by Beyer and Swinehart [66, 67] (compare Appendix A.1.3 and
Fig. A.2).
After accomplishing the link between the detachment rate k(E) and the attachment
process, the electron capture cross section has to be defined in a suitable representa-
tion. As mentioned before, Klots [65] found a simple expression for s-wave capture,
which was further improved [68] and used to fit measured electron capture cross
sections of SF6 [19–24]. The analytic form of the transmission coefficient P
VW (),
originating from Vogt and Wannier, reads as
PVW(/eV ) ≈ 1− 0.25 exp(−2.54√)− 0.75 exp(−8.75√), (2.16)
taken from Ref. [23]. Specific properties such as the reduced mass between SF6
and e− and the polarizability α of SF6 are included in the constants. Although
this function describes the measured capture cross section for low energies up to
∼ 10 meV rather well, for higher energies the cross section is overshooting the
experimental values.
Considering the process of electron capture as illustrated in Fig. 2.5, a virtual state
e−SF6 is created which is unstable due to the gained energy of at least the electron
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Figure 2.6: Composition of the cumulative reaction probability Wdet for electron
detachment: The lowest curve (red) corresponds to an excess energy of E −EA = 
without vibrational excitation of SF6 after the detachment. The dominating regions
of the probabilities from VW, IVR and VEX are marked. The other curves show a
detachment with vibrational excitation of (SF6)
∗ where the excess energy is given
by E − EA =  + E0V ({vi}). The amplitudes results from the degeneracies of the
different modes and their permutations for multiple excitations.
affinity during the attachment. The virtual state can either detach back to SF6 and
e− or the excess energy is transferred to vibrational excitation due to a coupling
process between electronic and nuclear motion. This process is called Intramolecular
Vibrational Redistribution (IVR) and involves the exchange of energy between the
vibrational modes, which are coupled due to the anharmonicities of the potentials.
For higher electron energies, the time consuming IVR process becomes less probable,
because the interaction time between electron and SF6 decreases and IVR competes
with the direct detachment. At even higher energies, there might be enough elec-
tron energy to excite (SF6)
∗ in an inelastic collision without attachment, which is
called vibrational excitation (VEX). Both processes are described empirically [23]
according to the shape of the experimental capture cross section by
P IVR(/eV ) ≈ exp(−6.48 ), (2.17)
PVEX(/eV ) = 1 for  ≤ 0.094, (2.18)
PVEX(/eV ) ≈ exp(−16.2 (− 0.094)) for  > 0.094, (2.19)
where the value of 0.094 eV [23] is used to define the threshold energy for the VEX
process.
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Detailed balancing has been applied to relate the derived electron capture cross
section to the detachment process, which relies on the reversibility of the reaction
and both directions have to correspond to the same physical process. However,
VEX involves inelastic scattering of the electron with SF6, a process which does not
seem to be present in the detachment reaction [19]. Thus, for the VAD process the
contributions of VEX identified in the experimental capture cross sections are not
considered and the total transmission coefficient to be inserted in Eq. (2.15) is
P () ≈ PVW()× P IVR(). (2.20)
The resulting cumulative reaction probability Wdet, combining Eq. (2.15) and
Eq. (2.20), is shown in Fig. 2.6 with the different contributions from excited modes
of the product SF6 after VAD. It should be noted that whether or not VEX should
be included into the VAD process is still unclear, however, its inclusion would only
lead to minor corrections.
The detachment rate of the VAD process is shown in Fig. 2.7 using an electron
affinity of 1.03 eV as given by the latest model [23, 24], and will mostly be used in
the following analysis. Figure 2.7 also illustrates the prior model results using an
EA of 1.20 eV [19–22] and vibrational frequencies obtained by Gutsev and Bartlett
for a symmetric SF−6 (compare table 2.1). Additionally, the thermionic emission
models from [10, 25, 26] are shown, which are shortly introduced below.
Thermionic emission model
The thermionic emission model is the microscopic counterpart to the macroscopic
model describing the evaporative electron emission from hot surfaces, where the
Richardson-Dushmann equation [69] describes the emitted electron current density
J ∝ T 2exp(−E0/kBT ) with the binding energy E0 and the temperature T of the
system. This equation was also applied to describe the VAD process of clusters [10].
A microscopic version of the Richardson-Dushmann equation can be derived from
RRKM rates.
For this purpose, the cumulative reaction probability Wdet is again written as an
integral over the capture cross sections by combining Eq. (2.11) and Eq. (2.15).
However, the electron energy is here assumed to be much smaller than the vibrational
excitation of the resulting neutral (  E − EA), which does not really apply to
small systems and energies close to the threshold. The density of states ρ0(E−EA−
) is then expanded and related to a microcanonical temperature of the neutral:
1/kBTm = dln(ρ
0(E ′))/dE ′. The integration over the electron energy  leads to an
expression that contains an average, energy-independent capture cross section σC












Calculating the density of states with methods introduced in Appendix A using
the vibrational frequencies, a constant A = 1013 s−1 and EA = 1.20 eV leads to
the thermionic emission rate for SF−6 , which was used in Ref. [26], and this rate is
included in Fig. 2.7.
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Detailed VAD (Troe 2012)
Detailed VAD (Troe 2009)
Thermionic emission (Rajput 2008)
Thermionic emission (Andersen 2008)
Approx. dissociation rate (Troe 2007)
Figure 2.7: VAD detachment rates k(E) for different models: Detailed VAD for
EA = 1.03 eV from Ref. [24] (red curve), former model with EA = 1.20 eV from
Ref. [22] (orange curve), thermionic emission model from Ref. [25] (dashed green)
and from Ref. [26] (dashed blue). The dissociation rate taken from Ref. [20] is shown
as comparison for ED = 1.61 eV (purple).
A further approximation, applied especially when the real vibrational frequencies
are unknown, is to assume that the density of states of the neutral and the anion
are similar. The ratio of the density of states from Eq. (2.21) is then represented by
an Arrhenius factor exp(−EA/kBTe) and an expression similar to the Richardson-
Dushmann equation for the detachment rate k(E) is obtained with
k(E) = A e−EA/kBTe . (2.22)
For the electron temperature Te the so called heat bath correction [10, 70, 71] is
applied as a link to the microcanonical temperature Tm: Te ' Tm − EA/2Cm −
EA2/12CmTm, where Cm is the heat capacity of the neutral. The energy dependent
microcanonical temperature was defined before in the text and for SF6 derived as
Tm[K] = 840E[eV] + 270 [25]. Together with a pre-factor of A = 7 × 1010 s−1 the
dashed green thermionic emission curve in Fig. 2.7 is obtained, which was used in
Ref. [25] to describe the VAD rate of excited (SF−6 )
∗.
It should be noted, that the pre-factor A in the thermionic emission formula is
usually taken by an educated guess. Indeed, reducing the constant A by a factor of 2
as compared to the value used in Ref. [26], the more precise detachment rate derived
by Troe is well reproduced for energies ∼100 meV above the threshold, but the rates
at smaller energies are overestimated. In the even cruder approximation leading to
24 Chapter 2. Electron detachment of SF−6
Eq. (2.22) the deviations are larger and cannot be compensated by changing the pre-
factor. The comparison shows that for small systems like SF−6 and energies close
to the threshold the accuracy of the thermionic emission model approach is rather
limited.
For the present work, we will use the more precise detachment rate, because the
simplified approaches from thermionic emission do not lead to a satisfying represen-
tation of the process; especially for low excitation energies close to the threshold.
Furthermore, the detailed model will be analyzed and extended to different values
of EA and to rotational excitation.
Competing decays
A competing process to VAD is the analogue decay by vibrational auto-dissociation,
which is found to lead to a neutral fluorine atom and a negative SF−5 . The dis-
sociation threshold for this process was recently determined to be ED = 1.44 ±
0.05 eV [24], which is in good agreement with the value of 1.47 eV calculated by
Kerkines, Morokuma and Bobadova-Parvanova. The latter value is cited in Ref. [24],
but not yet published. The energy difference between electron affinity and dissocia-
tion energy was already reported in Ref. [20] to be ED −EA = 0.41 eV. In a former
investigation, a value of ED − EA = 0.43 eV was determined [72].
The gross shape of the dissociation rate kdiss(E) from Ref. [20] is depicted in Fig. 2.7
for a dissociation energy of ED = 1.61 eV, which is the former value based on
EA = 1.20 eV and ED−EA = 0.41 eV [21]. Independent of the precise value of EA,
the competition between VAD and auto-dissociation is only relevant at detachment
rates > 104 s−1, that is for times 1/k < 10−4 s after the production process of the
hot SF−6 anion.
In this work, the dissociation rate was approximated from Ref. [20] and will be scaled
as follows for the new value of ED = 1.44 eV and the recent vibrational frequencies
of SF−6 from Ref. [17]. The dissociation rate is assumed to have the same dependence
on the vibrational density of states of SF−6 as represented by the RRKM approach in
Eq. (B.29) and thus, only enters in the denominator. As the vibrational frequencies
of the neutral SF6 vary only insignificantly (see table 2.1), N
‡(E−E0) of Eq. (B.29)
is assumed to be unchanged (E0 is here the dissociation threshold ED).
Hence, the dissociation rate k1.61diss(E) from Ref. [20] is multiplied by the former
density of states of SF−6 ρ
1.20
− (E), shifted to the new value of ED = 1.44 eV and
divided by the recent density of states ρ1.03− (E) as follows
k1.44diss(E) = k
1.61
diss(E − 1.44 + 1.61)
ρ1.20− (E − 1.44 + 1.61)
ρ1.03− (E)
. (2.23)
The so derived dissociation rate is compared to the VAD rate in Fig. 2.8, where
the transition between both is found at a rate corresponding to around 10µs. Thus,
dissociation will not be considered in the further model.
Another decay process competing in principle with the vibrational auto-detachment
is radiative cooling of the SF−6 ions by infrared (IR) radiation through IR active
vibrational modes, which leads to a loss of excitation energy of the ion, and thus, to
a shift of the excitation energy distribution to lower energies. The process will be
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Figure 2.8: The detachment rate kV AD(E) for SF
−
6 for EA = 1.03 eV and the auto-
dissociation rate kdiss(E) for ED = 1.44 eV; approximated from Ref. [20] and scaled
according to Eq. (2.8) (Both for J = 0). Also indicated is the radiative cooling rate
krad(E) for SF
−
6 , which will be approximated in Sec. 2.5.1.
discussed in more detail in Sec. 2.5, where it will also be shown, that the decay rate
krad is only weakly dependent on the excitation energies with values of krad ∼ 50 s−1
at energies around the EA threshold. The comparison between krad and k(E) in
Fig. 2.8 shows that radiative cooling competes with the electron detachment rate
only at energies very close to the detachment threshold, that is at times 1/krad &
20 ms after the production of the hot SF−6 ions.
2.4 The SF−6 energy distribution and auto-
detachment during initial cooling
In the measurements presented in chapter 4, SF−6 anions produced in a hot ion
source are stored in the CTF ion trap, and their VAD decay is observed by counting
the neutral SF6 molecules leaving the ion trap after electron detachment. The high
kinetic energies of the SF−6 anions enable a direct, time dependent detection of the
neutrals as they propagate on with the same velocity as the mother ion (SF−6 )
∗ (recoil
of the electron can be neglected), but are no longer confined by the electrostatic
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mirrors of the trap. Thus, the number of neutral counts per time interval can be
measured, which is referred to as the neutralization rate R(t) = dN(t)/dt, with t
denoting the time after the initial ion excitation in the ion source.
The time range over which R(t) has been observed in these experiments is limited
to 500 µs 6 t . 100 ms, where the lower limit is due to technical reasons, while at
the upper limit the VAD rate is getting smaller than the rate caused by detector
dark counts. As discussed in Sec. 2.3, VAD is determining the neutralization rate;
only at the long time limit radiative cooling is expected to influence R(t).
In the present section we will derive the neutralization rate R(t) and discuss the
influence of the various input parameters on the observed rates.
2.4.1 Energy distribution and neutralization rate
To derive R(t), an ensemble of ions with fixed internal energy is assumed which
decays independently of the distribution of the energy to the various vibrational
modes, as the IVR mixes the configurations in times shorter than the characteristic
time scales of the various decay modes. Thus, the VAD rate is expected to depend
only on the total vibrational energy, as assumed before. Moreover, no exchange
of energy between ions is supposed to takes place inside the ion trap during the
measurement, i.e. all ions decay stochastically according to their initial internal
energy.
A pure exponential decay behavior is obtained, if all ions would have the same inter-
nal energy. However, the probability of anions to have a certain excitation energy E
after leaving the ion source is expected to be given by a broad energy distribution
f0(E, T ), the shape of which is determined by the parameters characterizing the
source (summarized by T ). Normalizing f0(E, T ) according to
∞∫
0
f0(E, T ) dE = 1, (2.24)




f0(E, T ) k(E)e
−K(E)t dE, (2.25)
where N0 denotes the total number of ions, and K(E) =
∑
i ki(E) is the total decay
rate involving the sum over all decay processes i.
According to the steep increase of the VAD rate coefficient with E, ions with higher
internal energy decay with higher rates and contribute mostly at early times and
vice versa. The depletion of high energetic ions from the ensemble leads to a time
dependent change of the energy distribution which is given by
ft(E, T ) = f0(E, T ) e
−K(E)t ≈ f0(E, T ) e−k(E)t (2.26)
for E ≥ EA and t > 10−4 s. Note that in writing down Eq. (2.25) and Eq. (2.26)
the redistribution of the energy of the ions by radiative cooling has been neglected;
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T = 1000 K
T = 2000 K
Figure 2.9: The initial vibrational energy distribution of SF−6 for T = 1000 K (blue
curve) and T = 2000 K (red curve) is shown with their time dependence due to the
VAD process after 1 ms and after 50 ms according to Eq. (2.26).
as discussed in Sec. 2.3 this is a reasonable assumption for E > EA (but see also
Sec. 2.5). Moreover, the approximation leading to the right hand side of Eq. (2.26) is
expected to be well fulfilled for observation times t 0.1 ms since all states subject
to auto-dissociation are already decayed and these ions are lost from the trap.
For the initial energy distribution f0(E, T ), a (thermionic) canonical energy distri-
bution is assumed, which in this case can be characterized by a single parameter, the
canonical temperature T . More precisely, the canonical energy distribution refers
to the temperature of the excited (SF−6 )
∗ ions and f0(E, T ) is determined by the
multiplicity of states ρ−(E) at each energy and the Boltzmann factor:
f0(E, T ) =
1
Q(T )




ρ−(E) e−E/kBT dE, (2.28)
whereQ(T ) is the canonical partition function to ensure the normalization of f0(E, T ).
Typical temperatures are in the order of 1000 K and more, to lead to high enough
excitation to observe the VAD process. Figure 2.9 shows the initial energy distri-
bution of SF−6 for temperatures 1000 K and 2000 K, respectively, and their time
dependence according to Eq. (2.26).
The neutralization rate resulting from Eq. (2.25) was calculated for various internal
temperatures as shown in Fig. 2.10. The typical measurement for SF−6 covers times
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T = 1000 K (EA=1.03 eV)
T = 2000 K (EA=1.03 eV)
T = 1000 K (EA=1.20 eV)
Rajput 2008
Power law with t−1.0
Power law with t−1.5
Figure 2.10: Neutralization rate for different initial temperatures of SF−6 . For com-
parison, the neutralization rate calculated by Rajput et al. [25] is shown by the green
dashed line; they used a Gaussian energy distribution with a center at 1.20+0.35 eV
and a width of 0.17 eV.
from ∼300 µs to in principle minutes; however, the VAD decay is found both in
these calculations (see Fig. 2.10) and in the experiment (see chapter 4) to vanish
naturally after ∼100 ms. Even though a larger amount of the stored ion population
decays already before the measurement starts, the initial temperature turns out to
have significant influence on the neutralization rate, as can be seen in Fig. 2.10.
In this double logarithmic plot, the neutralization rate as a function of the time
will follow a straight line, if it is exhibiting a power-function dependence, i.e. if
R(t) ∝ tn. As can be seen in Fig. 2.10, this is approximately fulfilled at early times,
where n varies with T . At later times deviations from a power law are observed and
the curve falls off more steeply.
A characteristic power law decay with n close to –1 has been observed in various
experiments [9, 10, 73, 74] and is known as evaporation from small particles [70].
Here, the applied concept of thermionic emission for large cluster compounds was
found to lead to reasonable good description of the decay.
This is seen as follows. Considering Eq. (2.25) and neglecting the energy dependence
of f0(E, T ) over the energy region where VAD is taking place, one finds
R(t) ∝ f0 t−1
∫
k(E) t e−k(E)t dE, (2.29)
pulling out t−1 from below the integral. The expression k(E)te−k(E)t exhibits only
strong contribution to the integral for energies and times corresponding to 1/k ∼ t,
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and the integral can be rewritten as integration over kt with the help of dln(k)/dE =
k′/k, as illustrated for instance in Ref. [9]. This leads to
R(t) ∝ t−1
∫
(k/k′) e−kt d(kt) ∝ t−1, (2.30)
where in the last step, it was assumed that (k/k′) is constant. This is approximately
fulfilled for large systems, where the detachment rate k(E) can be described by
Eq. (2.21). Expressing ρ−/ρ0 by using e.g. Eq. (A.18) or by an Arrhenius law
(∝ exp(−E0/kBT )), in both cases the derivative k′ and k are very similar functions
and k/k′ are only weakly energy dependent.
For SF−6 , this approach is rather poor as the internal energy distribution f0(E, T )
significantly changes the slope of the neutralization rate (see Fig. 2.10). The dashed
and dash-dotted straight lines correspond to power-laws with t−1 and t−1.5, and the
SF−6 neutralization rates are found in between. The deviation from the power law
for later times sets in when the corresponding VAD rate reaches the detachment
threshold EA (compare Fig. 2.7).
Figure 2.7 also shows that for the neutralization rate using the previous value for
the detachment threshold EA = 1.20 eV (orange curve), a much earlier fall-off is
observed. Finally, also the thermionic emission model from Rajput et al. [25] is
indicated in Fig. 2.7, where a different excitation process for (SF−6 )
∗ was assumed
(as for this measurement a cold cathode plasma ion source was used). Electrons are
assumed to be captured by SF6 gas molecules at room temperature (∼300 K) and
thus, the corresponding energy distribution is assumed to be shifted by the binding
energy EA. Furthermore, this energy distribution was approximated by a Gaussian
distribution located at an energy E = 1.20 + 0.35 eV and a width of 0.17 eV, which
was found to give a good agreement with the data from Ref. [25]. One should note
that in this approach all ions would decay via the VAD process and no ions should
be left after the stagnation of the decay, which in fact contradicts the observation
in Ref. [25]. This will be considered in more detail in chapter 4.
2.4.2 Dependencies of the neutralization rate R(t)
The neutralization rate R(t) is the key experimental observable during the initial
storage of the SF−6 ions (see chapter 4). Therefore, its dependencies on some input
parameters and approximations will be discussed here.
Electron affinity
Recalling the determination steps for the VAD rate k(E), for the cumulative reaction
probability Wdet(E−EA) experimentally adapted capture probabilities P () and the
density of states of SF6, ρ
0, at E −EA−  were used. Furthermore, in combination
with the density of states of SF−6 , ρ
−(E), the VAD rate k(E) is derived with Eq. (2.8).
To obtain all mentioned quantities, a precise knowledge on the value of the electron
affinity is not required, as EA only enters as a shift of the energy scale into Wdet(E−
EA). However, as this quantity is divided by the steeply rising density of states, the
energy shift by EA plays a crucial role for the amplitude of k(E). The first maximum
in Fig. 2.6 for Wdet corresponds to transitions without excitation in SF6 and has a
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Figure 2.11: (a) VAD rates coefficients and (b) neutralization rates for (SF−6 )
∗ with
EA = 1.03 eV (red), EA = 0.98 eV (light green), EA = 1.08 eV (dark green) using
an initial vibrational temperature of 1000 K.
value of ∼0.6, the corresponding density of states closely above the threshold of
1.03 eV can be seen in Fig. A.2 and lead to hρ− ∼ 4 · 10−15 · 3 · 1012 s−1. Combined,
an amplitude of k ∼ 50 s−1 is derived which corresponds to the first maximum of
the red curve in Fig. 2.11.
Small variations in the electron affinity of only 0.05 eV, which is the given uncertainty
of the latest value of EA, changes this maximum of the amplitude of k(E) to around
∼85 s−1 and ∼30 s−1, respectively. This is also shown in Fig. 2.11(a) for EA =
0.98 eV (light green) and 1.08 eV (dark green) and the corresponding neutralization
rate (for an initial temperature of 1000 K) in Fig. 2.11(b). The stagnation time of
the decay is clearly defined by the value of EA, whereas the slope for early times
stays constant. Thus, a determination of the electron affinity with the help of the
stagnation time seems to be possible, however, other effects influence this end point
time as well.
The location of the fall-off in the neutralization rate is determined by the amplitude
of the VAD rate close to the threshold, and only indirectly via the height of the first
maximum of k(E) on the threshold energy EA.
Rotational excitation
Rotational excitation has been included only in the most recent calculations [19]
of the VAD-rate. We consider its inclusion here, as it can also have an influence
on the observed neutralization times. The integration of rotational energy into
the formalism of RRKM theory is described in Appendix B.2, and the reaction rate
k(E, J) as a function of the total rovibrational energy E and the angular momentum
number J is derived in Eq. (B.35). Here, the rotational energy ER(J) has to be
subtracted from the total energy E to derive the vibrational energy EV = E−ER(J).
In the present work, the formalism of spherical top molecules is used for both SF6
and SF−6 to determine ER(J), since even in the asymmetric C4v form of SF
−
6 the
rotational constants for different axis are very similar to each other (compare ta-
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Figure 2.12: (a) VAD rates coefficients and (b) neutralization rates for (SF−6 )
∗ with
EA = 1.03 eV and J = 0 (red), J = 100 (light blue) and J = 200 (dark blue) using
an initial vibrational temperature of 1000 K.
ble 2.1). Moreover, the angular momentum J is assumed to be conserved in the
detachment reaction, which was already implicitly applied when considering only
the s-wave electron capture cross section in calculating P (). Only minor changes
in the angular momentum can be induced by the electron, due to the small elec-
tron mass, the short range polarization potential, and the enhanced s-wave capture
probability for low electron velocities.
On the other hand, the equilibrium distances of the S-F bond for SF6 and SF
−
6
show strong differences resulting in rotational constants differing by about a factor
of 5/6. Thus, for a given J the rotational energies are different, which results in
∆ER(J) = E
0
R(J)− E−R (J) ≥ 0 in the present case.
The energy balance is then given by
E = E−V + E
−






which is also illustrated in Fig. 2.13. An effective J-dependent electron affinity might
be defined by EA(J) = EA + ∆ER(J), below which no reaction can take place.
Thus, the effective electron affinity leads to a similar influence on the VAD amplitude
as a change of EA, however, the energy shift in Fig. 2.12(a) is found to be larger as
here the excitation energy of SF−6 including the total internal rovibrational energy
is plotted.
In analogy to Eq. (2.25), the neutralization rate for a constant J is given by
r(t, TV , J) = N0
∞∫
EA(J)
f0(E − E−R (J), TV ) k(E, J)e−k(E,J)t dE. (2.32)
To describe the probability of anions to be produced in the ion source with a given
rotational angular momentum J , we use a canonical rotational distribution charac-
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Figure 2.13: Schematic view on the potential energy curve for SF6 and SF
−
6 to
illustrate the influence from rotational excitation on the effective electron affinity
EA(J): Curves with rotational excitation (black) are shifted by the rotational en-
ergies E0R(J) and E
−
R (J), respectively, for J = 200. Note that the shift for SF
−
6 is
smaller than for SF6.










(2J + 1)2 e
−〈B−〉J(J+1)
kBTR , (2.34)
where 〈B−〉 denotes the average rotational constant of the asymmetric SF−6 and
(2J + 1)2 is the degeneracy for a molecule with spherical top structure (see Ap-
pendix A.1.4). Analog to the vibrational distribution, the rotational partition sum
QR(TR) accounts for the normalization of h0(J, TR), which is then used to derive the
neutralization rate with independent vibrational and rotational temperatures:
R(t, TV , TR) =
∞∑
J=0
h0(J, TR) r(t, TV , J). (2.35)
The maximum of the rotational energy distribution h0(J, TR) is given by Jmax =
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√
kBTR/〈B−〉 − 1/2 and gives Jmax = 96 for 1000 K and Jmax = 135 for 2000 K,
respectively. The average rotational constant 〈B−〉 = 0.075325cm−1 of SF−6 was
derived with the values from table 2.1.
Figure 2.12(b) illustrates the influence of rotational excitation on the neutralization
rate for a rotational angular momentum of J = 100 and J = 200, respectively.
Similarly to the increase of EA, the fall-off of the neutralization rate is shifted to
longer times, when rotational excitation is included.
Radiative cooling
As discussed in Sec. 2.3, radiative cooling has to be taken into account in the neu-
tralization rate R(t) only at times t & 1/krad ∼ 20 ms, that is when states close
to the threshold energy EA start to dominate the R(t) signal (E − EA . 50 meV,
see figures 2.7 and 2.8). Radiative cooling does not lead to a loss of ions from the
trap, but only to a loss of internal energy and thus to a redistribution of ft(E, T ).
This will be discussed in more detail in the next section. However, the effect on the
neutralization rate R(t) from thermally excited (SF−6 )
∗ can be taken into account
by observing that the most likely energy taken away by the IR-photon is ∼83 meV
(Sec. 2.2.3). Thus, the ion undergoing a radiative cooling step will acquire an energy
E < EA, and can no longer decay by emitting an electron; the ion is not lost from
the trap, but from the ensemble which can contribute to the VAD process. Thus,
the radiative cooling effect on R(t) can be approximated within reasonable accuracy
by replacing e−K(E)t in Eq. (2.25) by e−(k(E)+krad)t.
Radiative cooling constants are derived in Sec. 2.5.1 below. Figure 2.14 illustrates
the influence of the radiative cooling constants krad on the neutralization rate, as-
suming values of 20 s−1 and 50 s−1, respectively. In contrast to the influence from
rotational excitation by the angular momentum J , radiative cooling leads to a faster
drop in R(t) as krad increases.























rad = 0 1/s
k
rad = 20 1/s
k
rad = 50 1/s
Figure 2.14: The neutralization rate for an initial temperature of 1000 K is shown
accounting for radiative cooling by an exponential decay with decay constant krad
(see text for details).
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2.5 The SF−6 energy distribution during long-time
storage
This section describes neutralization models for laser excited SF−6 in an electrostatic
ion beam trap. The mayor difference to the previous model is the increase of the
internal energy of the trapped SF−6 by a laser pulse, which is then observed as an
enhanced neutral count rate on the detector. Although the laser energy is well
defined, the distribution of the excitation energy of the SF−6 at the time of the laser
shot is unknown as described below.
A second important difference is the sensitivity in these studies to much earlier
times scales of the neutralization process. For the VAD from thermal excited (SF−6 )
∗
from the ion source, observation times later then a few hundred microseconds are
accessible, whereas shorter times are concealed by the ion injection or by other ion
loss processes at early storage times. In contrast, after laser excitation of the stored
ions, no early time constrains are present for the observation of the neutralization
rate. However, an uncertainty of half a trap oscillation in the ion decay time is
existing as the neutrals after the decay propagate on with unchanged velocity and
impinge simultaneously on the detector. Nevertheless, short timescales of up to 5 µs
are accessible and thus, the process of dissociation of SF−6 might be a competing
process at these early times.
A representation of the dissociation rate kdiss(E) was given in Ref. [20], but for
a dissociation energy ED of 1.61 eV, which is defined by the energy difference of
0.41 eV to the electron affinity EA of 1.20 eV. For the recent EA of 1.03 eV and
hence a dissociation energy ED of 1.44 eV, the auto-dissociation rate kdiss(E) was
here approximated in Eq. (2.23) and compared to the VAD rate in Fig. 2.8, where
the transition between both is found at a rate corresponding to around 10 µs. Thus,
for short times after the laser excitation both processes might have to be taken into
account, but it should also be pointed out that the dissociation rate is not known
such precisely and also its rotational dependence is neglected here.
The inclusion of dissociation is obtained by a sum of the decay rates of both pro-
cesses. However, the neutral fluorine fragment propagates on with a significantly
lower energy of 870 eV. The detection efficiency of the fluorine is found to be ap-
proximately a factor of 5 lower for energies below 1 keV compared to 6 keV [75, 76]
and can be included in the derivation of the neutralization rate. Even if the fluorine
is not detected, a faster decrease of the neutralization rate will be observed due to
the additional depletion of the internal energy population by auto-dissociation.
2.5.1 Radiative cooling
Another difference to the previous thermally excited (SF−6 )
∗ neutralization is that
the internal energy distribution of the ions is determined after a certain storage
(relaxation) time, as here the ion excitation energies are shifted above the EA by
the absorbed photon energy. The initial thermal distribution above the EA decreases
due to the VAD process and ions with energies below EA are considered as stable
with respect to VAD (and also dissociation). However, the internal energy of the
latter ions further decreases due to radiative cooling and a stable distribution is
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obtained after a certain cooling time.
The radiative cooling proceeds via the emission of radiation from IR-active vibra-
tional modes, which are defined by a changing dipole moment during the nuclear
vibrational movement. For the neutral SF6, two degenerate sets of IR-active vibra-
tional frequencies are found, denoted by ν3 and ν4 in table 2.1, where the first one
is known to have the highest IR absorption potential, which for instance makes SF6
to a considerable greenhouse gas in the atmosphere.
The radiative emission rate for a specific vibrational mode νif is given by the Einstein
coefficient for spontaneous emission Aif (see also Eq. (A.12)), and reads as
Aif (s
−1) = 3.14× 10−7 |µif |2(D) ν3if (cm−1), (2.36)
where |µif | is the dipole matrix element. Using measured integrated infrared inten-
sities for mode ν3 in SF6 from Ref. [46], a value for the dipole matrix element of
∼0.438 D is determined. Using the frequency of 966 cm−1 of ν3, an emission rate of
∼54 s−1 is obtained. The second IR-active mode ν4 exhibits an orders of magnitude
lower dipole matrix element and also has a lower vibrational frequency.
For SF−6 , the integrated infrared intensities have not been measured, but the vibra-
tional frequency of 671.1 cm−1 corresponding to the same fundamental vibrational
mode as ν3 in SF6, and was recently also found in photo-electron spectroscopy [5].
The frequency is lower as for the neutral, but the dipole matrix element can be
expected to be higher as an additional charge is present and the bond distances are
larger in SF−6 . Thus, a comparable radiative emission rate to SF6 might be obtained
(as also pointed out in Ref. [61]).
A calculation of the integrated infrared intensity of this mode was performed by
Lugez et al. [77] assuming a vibrational frequency of 640 cm−1 and an Oh symmetry
of SF−6 . Thus, with the dipole matrix element of ∼0.611 D, a value of A10 = 31 s−1
is obtained for the Einstein coefficient for spontaneous emission. In the recent
calculation by Eisfeld, frequencies of 671.1 cm−1 (doubly degenerate) and 757.7 cm−1
are found for this vibrational mode (see table 2.1). Thus, the degeneracy of the T1u
mode is partly lifted. Here, we consider it plausible that both frequencies have very
similar transition properties. Hence, an average value of 700 cm−1 for the IR-active
mode will be used and the Einstein coefficient is scaled from Lugez’ result according
to the frequency dependence from Eq. (A.12): A
(3)
10 = 31 s
−1× (700/640)3 = 40 s−1.
As expected, the value is smaller than the one for SF6 due to the lower frequency, but
however not by as much as a factor of 3 as expected from the frequency dependence
of Eq. (A.12).
However, radiative cooling in a complex molecule depends not only on the radiative
emission rate of each mode, but also on the population of this mode. Intramolecular
vibrational redistribution (IVR) leads to a chaotic distribution of the energy E over
the different fundamental vibrational modes, a process assumed to be much faster
than the radiative cooling or VAD. Hence, at each energy there are always configu-
rations possible, where a specific mode is populated. All vibrational configurations
at an energy E can be assumed to be stochastically passed through, where the total
number of configurations is given by the density of states ρ(E). In contrast, the
number of configurations, where one specific vibrational mode, e.g. an IR-active
one, is at least once occupied, is the density of states at an energy reduced by the





























Figure 2.15: Estimated radiative cooling rate krad(E) for SF
−
6 according to Eq. (2.38)
using an averaged, three times degenerated vibrational frequency ν3 of 700 cm
−1 (see
table 2.1 for SF−6 in C4v symmetry).
vibrational energy of this mode: ρ(E−hνi). The probability, that this specific mode
νi is stochastically populated, is the ratio between the two density of states.
The radiative cooling rate krad(E) is for this reason given as a sum over all n vibra-










where gi is the degeneracy of each fundamental vibrational mode and A
i
10 its Einstein
coefficient for spontaneous emission.
In the specific case of SF−6 , an averaged value of 700 cm
−1 was approximated for
the doubly degenerate mode at 671.1 cm−1 and the single mode at 757.7 cm−1,
which correspond to the strongest IR-active vibrational mode ν3 in the Oh symmetry
(compare table 2.1). Using a value of A
(3)
10 = 40 s
−1 for this mode and neglecting
the other modes, Eq. (2.37) simplifies to






where g3 = 3.
In figure 2.15 the resulting radiative cooling rate krad(E) is displayed using Eq. (2.38)
with the frequency ν3 = 700 cm
−1 (∼87 meV). Thus, for energies around the thresh-
old EA, where the radiative cooling process becomes a competing process to VAD,
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the cooling rate exhibits a value of about 45 s−1. This value can be expected to
be relevant for the long-time-dependence of the initial VAD-decay in the previous
section and is also compared to the VAD-rate and dissociation rate in Fig. 2.8.
2.5.2 Cooling of the internal energy distribution
We will also consider the derived radiative cooling rate of the SF−6 ions for the further
cooling process, when the initial auto-detachment decay is over. The SF−6 internal
energies then lie below EA∼1 eV. At these lower energies the probability that the
infrared-active mode is occupied decreases and tends towards zero (see Fig. 2.15),
when the energy of 87 meV of the vibrational mode is reached and no further cooling
is possible according to this model. However, for these low energies the previous
assumption of IVR might not be valid and the remaining energy can also be stored
in non-IR-active modes without a coupling to IR-active ones.
To further elaborate the radiative cooling process of ions stored in the CTF-trap,
the time dependence of the energy distribution has to be derived. Ions performing
radiative emission are not lost from the stored ion ensemble, but rather found at
lower energies in the distribution. When radiative cooling is involved, the time










kirad(E + hνi)ft(E + hνi), (2.39)
where the summation goes over the total number of vibrational modes n. The
first term represents the depletion of the occurrence of ions with energy E in the
distribution and the second term accounts for the re-population from higher states.
Vibrational transitions involving ∆v = 2 or higher are not considered here.
The absorption of radiation in Eq. (2.39) from the surroundings was neglected as
the reported measurements were performed at cryogenic trap operation at about
12 K. For comparison, the absorption rate can be obtained by kabs = B01ρ(ν) =
A10[exp(hν/kBT )−1]−1, where B01 is the Einstein coefficient for absorption, ρ(ν) is
the spectral energy density and T is the ambient temperature. Using A
(3)
10 = 40 s
−1
and the vibrational frequency of 700 cm−1 of the averaged IR-active mode in SF−6 ,
a rate of kabs ∼ 1.5 s−1 for 300 K and kabs ∼ 10−35 s−1 for 12 K is obtained,
respectively. Thus, under cryogenic conditions photon absorption can be neglected
compared to the radiative emission rate.




= −krad(E)ft(E) + krad(E + hν)ft(E + hν), (2.40)
which we will use for the ion storage times t > 10 ms to obtain the long-time cooling




with K(E) = k(E) + kdiss(E). This assumed simplification can be justified by
considering the amplitudes of the different rates, which were compared in Fig. 2.8.
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Figure 2.16: (a) Time-dependent vibrational energy distributions obtained with the
cooling model according to Eq. (2.40) and Eq. (2.41) for cooling times 0, 10 ms,
100 ms and 500 ms with an initial energy distribution at 1000 K and EA = 1.03 eV.
(b) Vibrational energy distributions for different temperatures of 1000 K, 700 K
and 300 K according to Eq. (2.27). Cooling times and remaining temperatures can
thus be related to each other. Initial energy curves are normalized to the total
energy integral; curves for times t > 0 in (a) are lower due to the ion loss from the
VAD-decay in the first 10 ms.
For the present case of SF−6 , we have solved the system of coupled differential equa-
tions numerically with an initial energy distribution ft(E) following Eq. (2.27) and
Eq. (2.28) and the radiative cooling rate krad(E) from Eq. (2.38). The result as-
suming an initial ion temperature of 1000 K is illustrated in Fig. 2.16(a) for cooling
times of 0, 10 ms, 100 ms and 500 ms according to the time periods from Eq. (2.40)
and Eq. (2.41). For comparison, in Fig. 2.16(b) internal energy distributions are
shown in the case that the distribution can be described by a temperature T . It
is obvious that for cooling times &100 ms the resulting distribution from radiative
cooling can be well approximated by a thermal distribution of a given temperature.
This remarkable result shows that the cooling times can be directly related to a
remaining temperature in the investigated molecular system.
Whether this distribution is really obtained after the given cooling time depends
on the validity of the IVR assumption for lower energies, and here also the density
of states might not be represented by a smooth curve. These cooling distributions,
either represented by a temperature or in the cascade radiative cooling model, are































Figure 2.17: Time-development of the internal energy distribution of SF−6 ions after
laser excitation by hν = 1.165 eV photons. Before the laser shot the internal energy
distribution is assumed to be a thermal distribution for T = 500 K (black curves).
The time dependence is calculated (a) assuming kdiss = 0 and (b) including kdiss(E).
The shifted distribution by the photon energy exhibits an enhanced depletion at its
high energy part when dissociation is involved. However, for times &50 µs the
remaining distributions show similar shapes.
applied in the photo-excitation process described below.
2.5.3 Delayed detachment of SF−6 after photo-excitation
In the photo-excitation process, the momentary energy distribution of the stored
ions can be probed by the observation of the neutral yield from VAD or dissociation.
The energy distribution of a small fraction of ions, which absorb a photon, is shifted
by the photon energy towards higher energies. The experiment is performed with
a pulsed laser exciting the ions at different times of the ion storage. The photon
energy was chosen such that each photon absorption process leads to an ion decay
excluding repeated excitation. Moreover, the photon absorption probability Phν for
a photon energy hν is assumed to be independent of the initial excitation energy as
always a large amount of final states are available.
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The neutralization rate due to VAD and auto-dissociation is defined by
Rhν(t, ti) = N0
∞∫
EA
Phν fti(E − hν) k(E) e−[k(E)+kdiss(E)]t dE, (2.42)
where in this case only the detachment products (SF6) are assumed to be detected.
As previously the time t denotes the time after the excitation process, which is here
the photon absorption. The time ti is the total ion storage time before the i
th laser
pulse, at which the time dependent energy distribution fti has to be evaluated, but
at the energy E − hν before the photon absorption.
In the case that only the auto-dissociation products would be detected, which is the
neutral fluorine, the neutralization rate is given by
Rdisshν (t, ti) = N0
∞∫
EA
Phν fti(E − hν) kdiss(E) e−[k(E)+kdiss(E)]t dE, (2.43)
where kdiss(E) is zero below the dissociation threshold ED.
The combined total neutralization rate R(t, ti) can then be written as
R(t, ti) =  Rhν(t, ti) + diss R
diss
hν (t, ti), (2.44)
where  and diss are the detection efficiencies for the VAD and auto-dissociation
products, respectively.
The time-development of the internal energy distribution after laser excitation is
given by
ft(E) = fti(E − hν) e−[k(E)+kdiss(E)]t, (2.45)
and a comparison of the distribution between kdiss = 0 and for included kdiss(E) is
illustrated in Fig. 2.17, where the remaining energy distribution ft(E) at different
times t after laser excitation is shown for an initial distribution fti(E) for 500 K
at the time ti of the laser shot. In the absence of the auto-dissociation channel in
Fig. 2.17(a) the high energy part of the distribution maintains for longer times as
in the case with included dissociation (b), which is due to the higher amplitude of
the dissociation rate coefficients (compare Fig. 2.8).
Both models are compared to the measurements in chapter 4, where the neutraliza-
tion rate for times .5 µs after the laser excitation is combined as the prompt neutral
signal and for times later than 5 µs as the delayed neutralization. The prompt signal
might also contain contributions from direct photo-detachment, however two-photon
absorption processes of the stored SF−6 can be neglected as will be evaluated in in
chapter 4.
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Chapter 3
Experimental setup and methods
In this chapter, the Cryogenic Trap for Fast ion beams (CTF) will be introduced,
which was constructed at the Max-Planck Institute for Nuclear Physics in Heidel-
berg, Germany. At first, the principles of Electrostatic Ion Beam Traps (EIBT)
will be highlighted, which involve the trap design, stable trapping conditions, and
transversal and longitudinal ion trapping properties. Afterward, the CTF as a novel
combination of this trap-type for cryogenic operation will be introduced, which in-
cludes the cryogenic design and cooling concepts. After a brief introduction of the
ion injection beam line, essential auxiliary components and processes such as the
ion production in the employed ion source, the particle detection system as well as
the laser setup will be elaborated.
3.1 The electrostatic Cryogenic Trap for Fast ion
beams (CTF)
The Cryogenic Trap for Fast ion beams (CTF) was constructed as a cryogenic test
facility for the Cryogenic Storage Ring (CSR), which is currently being assembled
at the Max-Planck Institute for Nuclear Physics in Heidelberg [78, 79]. The CTF
consists of an Electrostatic Ion Beam Trap (EIBT) [6] placed in a cryostat, which is in
the present study cooled by cold helium gas (∼4 K) from a closed circuit refrigeration
system. One of the major goals of the CTF was the verification of an extremely high
vacuum (XHV) reaching down to residual gas densities of a few thousand particles
per cm3, which corresponds to a pressure of <10−13 mbar for a room temperature
environment (∼10−15 mbar at 10 K). In addition, tests of the cooling and isolation
concept have been successfully performed leading to temperatures of about 10 K on
the trap vacuum system and below 2 K on the cooling units (using superfluid helium
in the prior cooling concept), which are designated areas for cryo-condensation of
hydrogen. A comparison between measurements on the residual gas related loss
rates of trapped nitrogen cations N+2 under warm and cold conditions of the CTF
could verify a vacuum of (8± 4)× 10−14 mbar in the trapping area; further details
are given in Ref. [8].
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Figure 3.1: A photo of the CTF in the new laboratory
3.1.1 Ion trapping in Electrostatic Ion Beam Traps (EIBT)
In an Electrostatic Ion Beam Trap (EIBT), ions at kinetic energies of a few keV
per charge state are confined only by electrostatic fields. According to Earnshaw’s
theorem [80], charged particles cannot be maintained in a stable stationary equilib-
rium with pure electrostatic fields; however, this is only valid for particles at rest.
In an EIBT ions experience a time varying field due to their high speed and can be
trapped for seconds or even minutes (limited by the vacuum conditions).
The trap is built like an optical resonator with two stacks of electrostatic mirror
electrodes on opposing sides (see Fig. 3.3). To inject ions, the entrance mirror
potential is grounded during the ion passage and quickly raised in hundreds of
nanoseconds. As a typical time scale, tens of microseconds oscillation times occur
in the trap for an ion beam of a few keV.
One advantage of this type of ion trap is the high ion speed. Neutralized fragments
from ions produced by any process will immediately escape from the trapping area
with a high kinetic energy and can be detected by Micro Channel Plates (MCP) or
similar particle detectors. Thereby, the production rate of the reaction products is
measured, as opposed to the depletion of the parent particles as sometimes applied
for reaction studies in other trap types. In addition, the electrostatic design sets in
principle no limit to the stored ion mass and any heavy ion which can be accelerated
to an energy of a few keV can be trapped.
History of EIBT
This type of ion trap was developed by Zajfman et al. [6], from the example of
similar setups referred to as multi pass time-of-fight mass spectrometer in earlier
works [7]. Here, an ensemble of nearly mono-energetic ions is reflected between














Figure 3.2: Longitudinal cross section of the CTF
a limited number of mirrors, which increases the ions’ path length and separates
them by the time of flight difference according to their mass to charge ratios. The
development of fast high voltage switches enabled the usage of only two opposing
mirrors trapping ions on a closed trajectory. Nowadays, the switching of voltages
up to 20 kV in half a microsecond is not a limiting aspect.
Ion beam traps at the Weizmann Institute in Israel [6], were developed to investigate
atomic, molecular and cluster ions in a table-top setup, keeping experimental fea-
tures available as in larger magnetic ion storage rings. This idea also triggered the
development of small electrostatic ion storage rings with diameters of about three
meters [81–83]. The development of ion traps of this type was also motivated by
the usage to characterize large ions from electrospray ionization sources [84], which
proceeded in parallel to Ref. [6]. It should also be mentioned that trapping of ions
in electrostatic fields can be traced back to the Kingdon ion trap in 1923 [85], where
the ions perform a helical movement around a wire, which has a potential different
to the co-axially surrounding cylinder.
A couple of these ion trap-types are in operation using femtosecond laser-induced
dissociation in Belfast [86], for the preparation and accumulation of ions at a free
electron laser in Hamburg [87] or as an isotope separator for high precision mass
measurements [88], to mention a few of the manifold applications. The CTF extends
the large potential to extremely high vacuum conditions to investigate ions with long
lived states or very rare processes, as well as a nearly isolated area from black-body
radiation [8].




















Figure 3.3: The two opposing CTF mirror electrodes including a overlaid simulated
potential for a 6 keV ions beam.
Stability
Criteria for stable trapping in EIBT can be transferred [6] from optical resonators.






≤ 1 ⇔ L
4
≤ f ≤ ∞, (3.1)
which can be easily fulfilled with the typical trap design.
An important part of each trap is the focusing lens, called einzel lens in ion optics,
which is composed out of the three innermost electrodes of each mirror stack (com-
pare Fig. 3.3). Only the central electrode (B) of these three is set to a high voltage,
whereas the other two are grounded (A and C). Depending on the polarity of the
electrode voltage with respect to the ion charge, the ions are first decelerated and
then accelerated or vice versa, resulting in a combination of defocusing and focusing,
which can be shown to lead to a net focusing effect.
The next four electrodes (D-G) create the reflection potential where the ion beam
quickly slows down and nearly comes to rest, while expanding in transversal direc-
tion. This has to be compensated by the lensing electrode B to guide the ion beam
into the opposing mirror and fulfill the stability criterion.
Trajectories and phase space
To further characterize the trapping conditions, it is useful to introduce the transver-
sal phase space and for the longitudinal direction the slip factor η which will be
explained below.
The phase space is usually defined as a six dimensional space between the position
and the momentum components of a stored ion. The coordinate s describes the
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axial or longitudinal direction; x and y are the transversal directions. As the trap
is radially symmetric, only one of the transversal directions has to be considered.
Instead of using the actual coordinates of each particle, the deviation to the syn-
chronous particle is used, which is the particle being exactly on the design trajectory
and with the kinetic energy E0.
Also the transversal momentum px is replaced by the directional deviation x
′ which




















The approximation is valid as the angles are typically below one degree (≈ 17 mrad).
The transversal phase space can be considered at any longitudinal position s, but
usually the trap center is used. Figure 3.4 shows the transversal phase space in the
trap center simulated with SIMION [89] for ions with a kinetic energy of 6 keV and
the standard trap voltages (UB = 5536 V, UD = 2140 V, UE = 3995 V, UF = 6400 V,
UG = 7817 V).
In the transversal phase space at a fixed location in the trap, e.g. the trap center,
ions are moving on ellipses, while an exchange between transversal position x and
angle x′ takes place, similar to the exchange of kinetic and potential energy. To
obtain Fig. 3.4, the ion trajectory in the trap was simulated for ions with initially
different transversal positions x in the trap center, but with x′ = 0, and recording the
coordinates after each oscillation. Outside of the plotted area no stable trajectories
were observed and the maximum expansion of the phase space is given by xmax ≈
4.6 mm and x′max ≈ 14 mrad. The trap acceptance A [90] is defined by the area of
the maximum transversal phase space (divided by pi), and is for the specific case of
an upstanding phase space ellipse (as in Fig. 3.4) given by
A = xmax x
′
max ≈ 64 mm mrad, (3.4)
and is a machine property. A phase space ellipse is called upstanding, if it is aligned
to the coordinate axes, which is here the case due to the symmetry of the trap. In
general the phase space ellipse is tilted during the ion propagation in the trap.
In contrast, the expansion of the ion beam, the emittance , is defined in a similar
way, but usually a Gaussian profile in the x and x′ direction of the beam is as-
sumed [90]. Furthermore, the value of the 2σ-emittance is typically provided, which
is given by
2σx = 4 σx σx′ , (3.5)
and is the area of the phase space ellipse at a height of exp(−4/2) of the maximum
of the two-dimensional Gaussian distribution (∝ exp{−(x2/2σ2x + x′2/2σ2x′)}). The
emittance is defined by the ion source or can be limited by apertures in the ion
injection beam line. The maximum amount of ions that can be trapped is obtained
by comparing the ion beam emittance x to the trap acceptance A.
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Figure 3.4: Simulated transversal phase space at the trap center of the CTF with
6 keV ions and trap electrode voltages of UB = 5536 V, UD = 2140 V, UE = 3995 V,
UF = 6400 V, UG = 7817 V.
Longitudinal beam dynamics
In the longitudinal beam direction, the trapped ion dynamics can be characterized
by two cases: a completely filled trap with a constant ion density or a bunched beam,
where the ion density varies strongly along the beam. A short, trapped ion bunch has
the advantage of a localized charge and gives the opportunity to measure its position
over time. The oscillation frequency of the ion bunch can be monitored by the
periodically induced mirror charge on a pickup, which is a small ring electrode near
the trap center (compare Fig. 3.10). Due to the relation f ∝ 1/√m for a constant ion
energy, a precise measurement of the ion mass m is obtained from the frequency f .
However, due to the uncertainties of the exact kinetic ion energy and the prediction
of the theoretical oscillation frequency, usually a relative measurement of the mass
is applied, where at least a resolution of δm/m ≈ 10−4 can be achieved [91].
To obtain high frequency and mass resolution, the ion bunch has to retain in its shape
for a sufficient time to reduce δf by the uncertainty product in the Fourier-transform
δfδt ≈ 1. This can be realized by using the so called ”self-synchronized” trapping
mode, where the ion bunch is held together by the special, energy-dependent shape
of the trapping potential. This mode has already been addressed in various papers


























Figure 3.5: The first induced ion bunch signals of the ion injection of an 3 µs long,
6 keV O− bunch monitored with the beam pickup in the trap (see also Fig. 3.10).
(see, e.g., Ref. [92–94]).
The ion bunch expands in time due to the spread of the kinetic energies and the
repulsive Coulomb forces between the ions. The expansion is prevented in the self-
synchronizing mode by the energy-dependent oscillation path lengths, which are
created by the shallow trapping potential at the returning point of the ions (see
Fig. 3.3). A constant oscillation frequency can thus be accomplished, which is
independent of the kinetic energy of the ions. The trapping potential can even be
used to reverse the energy-dependence on the frequency. For instance, the faster ions
will have a longer oscillation frequency and will fall back in the ion bunch. Here,
they are decelerated by the repulsive force between the ions and thus, the energy
spread is reduced. A detailed investigation of the dispersion of an ion bunch in an
EIBT for long storage times has been performed with the CTF. The loss of ions
from the bunch, not from the trap itself, could be observed for up to 12 seconds of
the ion storage, which was only accessible due to the long storage lifetime of the
trapped ions. Different influences on the decay were identified such as intrabeam
scattering or the expansion of the ion bunch although the trap was operated in the
self-synchronizing mode. Further details can be found in Ref. [95].
In figure 3.5, the ion bunch signals from the first few trap oscillations after an
injection are shown for the case of a 3 µs long O− bunch with 6 keV energy. The
trapped ions bunch signal was obtained from the induced mirror charge on the
cylindrical pickup electrode close to the center of the trap (compare Fig. 3.10) and
the amplified signal is then observed on an oscilloscope.
The first dip in the signal in Fig. 3.5 corresponds to the first passage of the injected
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bunch through the pickup, the second is after the reflection on the exit trap mirror.
However, this latter signal contains significant electronic cross-talk from the switched
entrance mirror. This also causes an upwards shift of the signal baseline, which is
superimposed by the trapped bunch signal. Careful observation of the signal reveals
a slight variation between the time difference of neighboring dips, which comes from
the pickup not being situated exactly in the trap center. The frequency spectrum
of the periodic bunch signal can be obtained by a numerical Fourier transform and
is illustrated for trapped SF−6 ions and other ion masses in Fig. 4.2.
3.1.2 Basic components of the CTF
In the CTF, an electrostatic ion beam trap was combined with the advantages
of cryogenic temperatures, which are an extremely high vacuum through cryo-
condensation of residual gases as well as a background radiation free environment.
The CTF consists of a 3 m long straight experimental vacuum chamber (see Fig. 3.2),
referred to as the cold chamber, which is cooled by with cold (>4 K) helium gas
in two locations to around 12 K under cryogenic operation. The centerpiece is the
77 cm long electrostatic ion beam trap, which was introduced in detail in the pre-
vious section. The cold vacuum chamber is surrounded by two aluminum radiation
shields, also cooled by helium, and the outer one is covered with 20 layers of multi-
layer insulation. The whole assembly is placed in an outer separate vacuum system
to isolate the cold chamber from convective heat flow. Heat transfer through conduc-
tion is minimized by a stainless-steel wire construction on which the cold chamber is
attached to the isolation vacuum chamber and by the use of edge-welded bellows for
the ion injection beam line and connections to room temperature vacuum pumps.
To achieve at room temperature ultra-high-vacuum (UHV) conditions with pres-
sures of the order of 10−11 mbar (for instance for preparative measurements and for
comparing results at room temperature to cryogenic ones), the entire experimental
vacuum system is bakeable to ∼300◦C. To prevent the multi-layer insulation, which
is installed on top of the outer radiation shield, to reach temperatures above 120◦C,
these shields are equipped with a water cooling system out of copper pipes. This
is only operated and filled with water during the bake-out period and left under
isolation vacuum during normal operation.
Especially for the room temperature operation, a bakeable charcoal-based cryopump
is used with a Leybold CP 140T single-stage cold head, which can be disconnected
from the cryopump for the bake-out. Furthermore, the experimental vacuum is
pumped by a 500 l/s Pfeiffer turbo molecular pump and an ion getter pump (Varian
Star Cell), which both can be shut off from the trap vacuum system by all-metal
vacuum valves during the cryogenic operation. In addition, the main pumping of
hydrogen at room temperature is accomplished by non-evaporative getter (NEG)
strips from SAES Getters (model ST707/CTAM/30D), which are partly covering
the inside of the vacuum chambers. For their chemical activation and purification,
the chambers are baked to 320◦C, in one location even to 400◦C. However, un-
der cryogenic conditions the chemical binding process of hydrogen and other gases
stagnates due to the lack of thermal energy. Here, the pumping is almost exclu-
sively performed by cryosorption and cryocondensation on the helium cooling units.































Figure 3.6: Schematic view on the new CTF cooling concept: Helium at 4 K is
transferred from the connection box to the CTF in a coaxial pipe system isolated by
the warmer helium back flow. Subsequently, the helium cools the cold chamber of
the CTF, the 40 K and 80 K shields. The back flow is heated up to room temperature
and transferred to the helium buffer.
Further details about the cryogenic design are given in the next section about the
cryogenic helium supply line and can also be found in Ref. [96, 97].
3.1.3 Helium supply line and cryogenic design
At first, one has to note that according to the design of the CTF in the first period
of operation, two separate helium pipe circuits with 4 K liquid and 2 K superfluid
helium were used. The 4 K pipe system is consecutively connected to the two layers
of radiation shields with design temperatures of 40 K and 80 K. The 2 K pipe system
is thermally connected to the cold chamber by copper strips and particularly in two
locations, the cooling units, the helium has direct contact to the outside of the
experimental vacuum chamber.
Because of the transfer of the CTF to a new laboratory, required for making space for
the assembly of the CSR next to the refrigeration system, the cryogenic connection
scheme was slightly modified. In the new concept the 2 K and 4 K circuits are
connected in series and supplied with cold (>4 K) helium gas, which is transferred
to the new laboratory by a coaxial flexible helium transfer line from Nexans with a
length of 20 m.
The 4 K helium is liquefied in the cold box (see Fig.3.6) by a Brayton cooling process
and transferred afterward to the connection box, which works as the link to the CSR
and here the further refrigeration to 2 K superfluid helium by a Joule-Thomson
expansion is accomplished. From here the liquid helium is led into the CTF transfer
line via a coaxial pipe system. In the transfer line, the helium is guided in the inner
pipe surrounded by multi-layer insulation and an isolation vacuum. The helium
back flow from the CTF at about 80 K is transferred coaxially, thereby shielding
the 4 K helium, and it is again surrounded by a second layer of insulation and an
isolation vacuum.
The helium back flow has to be heated up by an electrical heater to be returned
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into the room temperature helium buffer. The mass flow through the whole system
is regulated by a room temperature control valve directly behind the heater. A
mass flow of m˙He = 2.3 g/s of the liquid helium at 4 K can be delivered by the
refrigeration system from which 1.0 g/s are reserved for the 2 K superfluid circuit
for the CSR and 1.3 g/s for the 4 K shield system. In case of a parallel operation of
CTF and CSR, the CTF could get at most a tenth of the mass flow that is 0.13 g/s
at 4 K for the transfer line.
The energy balance for the transfer line was calculated by using the available cooling
power and considering the energy loss. The enthalpy of vaporization for helium at
4.2 K is ∆HV = 20.78 J/g [98]. The cooling power only by the vaporization of the
liquid helium is given by PV = ∆HV · m˙He = 2.70 W. The loss in the transfer line
is specified to 0.02 to 0.03 W/m and the Johnston-type coupling, which is used to
connect the transfer line to the refrigeration system, needs 1.0 W. The combined
worse-case loss is thus 1.6 W and considering the cooling power this still leads to
∼40 % of liquid helium reaching the CTF.
However, so far the CTF was always cooled without the CSR and more cooling
power was available. Nevertheless, no evidence of liquid helium in the CTF with
the transfer line was observed neither with a helium level probe nor by reaching
the low temperatures of around 4 K. The achieved low temperatures of ∼12 K on
the cold chamber of the ion trap are comparable to temperatures of the previous
operation with the 2 K circuit. Thus, a similar radiation background for the trapped
ions is obtained and also storage lifetimes in the order of hundreds of seconds could
be measured with various anions such as SF−6 , which does not set limits on the
performed measurements.
3.1.4 Ion injection beam line
The ion preparation and beam transport takes place in the injection beam line (see
Fig. 3.7), which extends over more than 4 m from the ion source to the trap center.
The production and acceleration to the final kinetic energy of the ions (usually
6 keV) takes place in the ion source. The detailed ion source processes are highly
important for the interpretation of the internal ion excitation and therefore will
be addressed in a separate section below. Leaving the ion source, the ion beam is
focused by an einzel lens consisting of three ring shaped electrodes, where the outer
ones are grounded and the middle one is set to a potential. The ions are initially
extracted from the source with an energy of 20 keV and then simultaneously focused
and decelerated by the einzel lens to the final kinetic energy of 6 keV. Using this
configuration, the ion yield from the source was optimized.
The ion source is followed by a deflecting element that also serves as a beam chopper,
and then followed by a 90◦ dipole magnet. This steerer consists of two horizontal
plates at which usually a voltage difference of roughly ±100 V is applied. One
of these potentials can quickly be switched between this steering voltage and a
deflection voltage of 1 kV. Thus, the beam is blocked by a deflection to the chamber
wall and for each injection the ions can only pass for a few microseconds.
Horizontally, the ion beam is mass selected by the double focusing dipole magnet
using two sets of horizontal and vertical slits before and after the magnet. The
























Figure 3.7: CTF ion injection beam line with the positions of ion optical elements
and typical pressures for the different vacuum chambers.
beam current is measured with a Faraday cup directly behind the second pair of
slits. The mass resolution of the magnet can be written as ∆m/m = 2xs/Dx =
2× 10−3 (xs/mm) using the dispersion function Dx ≈ 1 m at the second focus point
and a constant kinetic energy and charge. Setting the slits to a width of 1 mm,
the mass resolution of SF−6 , for instance, is around ∆m ≈ 0.3 which is sufficient to
separate the masses. However, for the injection of ions into the CTF usually larger
slits are used to yield higher beam intensities as the possible contamination from
other species can also be monitored by measuring the frequency spectrum with the
pickup.
The ion beam is afterward prepared to match the trap acceptance with an electro-
static quadrupole triplet. The four electrode voltages of the last quadrupole can be
controlled separately and hence, a steering of the beam can also be accomplished.
The last vacuum chamber before entering the cryogenic region houses a destructive
beam profile measurement unit [99]. Here, an aluminum plate can be moved into
the beam path and secondary electrons are created by the impinging ions. These
electrons are accelerated onto a stationary micro channel plate (MCP) by a voltage
of 1.5 kV applied to a grid in front of the plate. The beam profile is then imaged by
a phosphor screen behind the MCP and a CCD-camera outside the vacuum through
a glass window.
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3.2 Negative ion sources
In this section a short introduction about ion sources will be given, focusing on the
production of negative ions particularly for larger molecules or clusters and on the
employed cesium sputter ion source.
3.2.1 General introduction to ion sources
In the context of this work, the internal excitation of the molecular ions plays an
important role which is why the source principles will be addressed sequentially from
the hot to the colder ion production. In commonly used sources for moderate size of
atomic or molecular anions, electrons are emitted from a cathode, accelerated and
attached to the gaseous particles. The electron emission can either be performed
by the impact-induced electron emission from a cold-cathode or with the help of
a heated filament. The electron emission current density J is related to the tem-
perature T and the work function φs of the material by the Richardson-Dushmann
equation [69], which is J = AT 2exp(−eφs/kBT ), where A is a material dependent
constant.
One may differentiate between an electron bombardment ion source and a discharge
plasma source, where in the first one ions are created by electron impact, but the
density is too low to form a plasma. In contrast, in discharge sources like Penning ion
sources or duoplasmatrons, a plasma is formed consisting of electrons, positive ions
and also negative ions. These sources are usually used for the production of highly
intense positive beams, but a careful extraction of negative ions is also feasible;
in some cases the much lighter electrons are pulled out of the extracted beam by
an additional deflection potential. Static magnetic fields are also applied in many
sources to confine the electrons radially and increase the electron and ionization
density. The plasma can easily acquire temperatures of >1000 K, which results
in high internal excitation of molecular ions in terms of vibrational and rotational
energy.
Molecular ions with high internal energies can also be produced in sputter ion
sources [100], where negative ions are formed by contact to electron donating materi-
als instead of free electrons. The sputtering itself can either be performed by impact
of accelerated positively charged ions or by an intense laser beam. The sputtering
process and electron attachment will be explained in detail in the next section.
Coming to the production of colder ions and heavier ion complexes, three impor-
tant principles have to be mentioned namely the supersonic expansion ion source,
the electrospray ionization and the Matrix-Assisted Laser Desorption Ionization
(MALDI ).
Starting with the supersonic expansion, invented in the 1970s by Levy [101, 102],
a high pressure gas is expanded through a small nozzle into a low pressure region,
usually a vacuum system. In the resulting supersonic jet, a large number of collisions
between the gas particles occur leading at first to a highly directed beam where the
thermal external energy in terms of transversal kinetic energy is transformed into
an accelerated gas flow. The kinetic temperature in the co-moving frame of this
flow is reduced significantly as compared to the temperature at the nozzle. In case
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of molecular gas, this isentropic expansion also leads to a decease of the internal
excitation starting with the cooling of the rotations and followed by the vibrations.
Cooling of molecular gases is mostly performed by introducing a small amount of
a few percent of the molecular species, the seeded gas, into a carrier gas, which
can be any rare gas; usually helium or argon. Since the isentropic expansion factor
γ = CV /CP , the ratio of the heat capacities, is highest for atomic gases with a
value of 5/3, also the highest flow velocities can be achieved. Thus, an enhanced
amount of the thermal energy is converted to the directed flow and leaves a low
temperature in the co-moving frame of the expanded gas. The small fraction of
the seeded, molecular gas is forced by collisions to the higher velocity of the carrier
gas, which further cools the internal degrees of freedom of the molecules. The high
density in the expansion also enables the formation of clusters, where in contrast to
the translational or internal cooling three-body collisions are needed to carry away
the energy. A good introduction to supersonic expansion can be found in Ref. [103].
Electrons can be attached to the molecules by introducing them from a heated
filament to the expanded gas jet. In this arrangement, the acceleration of the anions
to high kinetic energy should be implemented after the expansion process in a low
pressure regime in order to protect the ions from a collisional re-excitation. On
the other hand, each electron capture process transfers at least the energy of the
electron affinity into the molecular ion. The attachment should thus be performed
as early as possible within the expansion process in order to cool this additional
energy input and obtain cold ions.
Compared to sputter or plasma sources, electrospray ionization and MALDI are
soft non-destructive vaporization and ionization methods. Here, an already existing
molecular complex, such as a biological molecule, is brought without destruction into
the gas phase and is also charged up during this process. Clustering is also possible
in these sources, but usually not desired as the complex should be investigated under
isolated conditions. The inventors of the two methods shared half of the Nobel Prize
for Chemistry in 2002 namely John Fenn for the electrospray ionization [104] and
Koichi Tanaka for the development of MALDI [105, 106].
In the electrospray ionization, a strong electric field is created at the tip of a capillary
filled with a solvation of the molecule of interest. The field of a few kV generates
at the tip a so called Taylor cone composed of an enhanced amount of charged
molecules from the solvent. Ions are emitted, once the repulsion of the charged
molecules on the surface approaches the surface tension of the solution, and they
are accelerated by the electric field. A recent overview can be found in Ref. [107].
In the MALDI method, the desired molecule is co-crystallized into a matrix com-
pound, usually a crystallized UV-absorbing weak organic acid. Desorption is per-
formed by laser radiation, where most of the irradiated energy is absorbed by the
matrix and causes the co-crystallized molecules to vaporize indirectly. Addition-
ally, the matrix acts as a proton donor or acceptor, leading to charged molecular
complexes to be investigated.
The applied method to produce negative molecular ions or clusters in this work, was
cesium sputtering and will be explained in detail in the following section.

















Figure 3.8: Cross section of the MISS ion source including extraction electrode and
integrated einzel lens: Sputtered ions are created on the target at a potential of
−6 kV (blue). They are at first accelerated by the cathode potential between the
target and source housing (purple), then to 20 keV in the gap to the extraction
electrode and decelerated and focused simultaneously in the einzel lens. The center
of the MISS is shown in detail in Fig. 3.9.
3.2.2 Negative sputter ion source MISS
This section describes the production of negative ions from a cesium sputter ion
source, more precisely a MISS (Multi-purpose Ion Sputter Source or Metal Ion
Sputter Source). This type of source was first introduced by Middleton in the 1980s
and the MISS modification used in Heidelberg comes closest to the Type VII in
his original work [100]. Realizations of this source type mostly vary in the shape
and position of the filament, which defines the acceleration potential for the cesium
cations, and in the supply method for the cesium vapor.
A cross section of the MISS setup applied in this work including the extraction
electrode and the integrated einzel lens, is shown in Fig. 3.8. The sputtered ions
are created on the target at a potential of −6 kV (blue). They are at first extracted
by the cathode potential between the target and source housing (purple) and then
accelerated to a kinetic energy of 20 keV in the gap to the extraction electrode
(orange). A deceleration to 6 keV and simultaneous focusing of the ion beam takes
place in the following einzel lens. The initial faster extraction of ions with 20 keV
was found to give a higher ion yield because of lower space charge effects. The
schematic applied potential distribution is also shown in Fig. 3.8.
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Figure 3.9 shows the centerpiece of the MISS: Condensed cesium vapor on the ionizer
filament is thermally ionized to form Cs+, and accelerated onto the target. The
sputtered material then captures an electron from adsorbed cesium on the target.
Thus, the basic process is surface ionization in both cases, the production of positive
cesium and negative sputtered ions.
In more detail, cesium is vaporized in an oven, typically heated to about 100◦C.
The boiling point of cesium is 671◦C (melting point at 28.44◦C); however, under low
pressure a sufficient amount of cesium is vaporized and condenses on the inner source
chamber including the filament and target. The cesium is then ionized by losing an
electron to the heated tungsten filament. The positive ion yield is given by the
Boltzmann energy distribution as (g+/g0)exp[e(φs− Ip)/kBT ], where φs is the work
function of the filament, Ip the ionization potential of cesium and g+/g0 statistical
factors. Tungsten as filament material is used because of its very high work function
of 4.55 eV [108] and the high temperature resistance enabling to further increase
the ion yield by heating. Typically the filament temperatures are between 1000 K
and 2000 K.
The so called sputtering process is the generation of gas phase particles from the
target surface by elastic collisions with the energetic cesium ions hitting the sputter
target (≈1-3 keV). Depending on the impinging ions, one or more particles can be
released and beside the predominant production of atoms also larger compounds
and clusters are created. A small fraction will also be charged and the negative ion
yield is proportional to exp[−e(φs − EA)/kBT ], with EA being the electron affinity
of the sputtered particle. Typical target work functions are φs(Al) = 4.06− 4.26 eV
for aluminum and φs(Mo) = 4.36 − 4.95 eV for molybdenum [108] (dependent on
the surface orientation of the crystal). However, the target is always covered by
condensed cesium, which has a work function of φs(CS) = 1.95 eV and primarily
works as the electron donator in this process. In addition, it has been shown that
the effective work function is even lower in a partly covered cesium layer (surface
coverage ∼60 %) [109–111].
The production of negative ions from a gas target using the same type of source has
been performed for various species, creating either a compound ion of the target
material and the gas, e.g. BO−, MgO−, AlO− or the gas only like for HF−2 and O
−
2 .
For this purpose, the gas is introduced through a drilled target and in case of purely
gaseous ions a very refractory target like molybdenum is used, hence reducing the
amount of unwanted ions and also the risk of blocking the gas injection hole after
some time of operation.
For the production of negative sulfur hexafluoride, SF6 gas is introduced through a
drilled molybdenum target. The process of ion production is not fully understood,
but there are some hints that SF−6 must be created close to the target surface.
Adsorbed SF6 on the target could be desorbed and capture an electron from the
condensed cesium, which is a process similar to the sputtering from a solid target.
Also electron capture from the gas phase might be a plausible explanation, as SF6
does not have to be resolved beforehand and the electron density close to the gas
injection hole could be sufficient high. A capture process further away from the
target can be excluded because the ions would not experience the same acceleration
potential and hence, would be extracted with a lower kinetic energy. A shifted








Figure 3.9: Schematic close-up view on the centerpiece of the MISS ion source (gray
shaded area in Fig. 3.8): Condensed cesium vapor from an oven condenses on the
heated tungsten ionizer, where it is thermally ionized and accelerated by the cathode
voltage onto the target. The sputtered material which is released can capture an
electron from neutral condensed cesium on the target surface. The newly formed
negative ions are accelerated by the cathode voltage and afterward by the extraction
voltage to a kinetic energy of 20 keV.
energy or reduced sharpness compared to ions produced from a solid target was not
observed neither in the mass spectrum of the dipole magnet nor in the oscillation
frequency of the stored ions in the trap.
3.2.3 Excitation of anions in sputter ion sources
One important issue in the framework of this thesis is the internal excitation of
the produced ions, especially vibrational and rotational excitation. This deposed
energy can usually be much higher than the dissociation energy or electron affinity
in the case of anions. Measurements of sputtered neutrals as Cs2, K2 and Na2 were
performed by Fayet et al. [112] using one- and two-photon ionization spectroscopy
to analyze the internal energy. Temperatures between 1000 K and 1500 K have been
found with similar values for vibrations and rotations. More recent measurements
were carried out by Wucher et al. [113] employing fragmentation lifetime measure-
ments for very short time scales from ns to µs. Here, vibrational and rotational
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temperatures of 3100 K and 5600 K, respectively, have been determined for Ag2.
Larger clusters showed higher internal energies but similar estimated temperatures.




n also showed increasing
average internal energy with the cluster size and resulting temperatures of the order
of 3000 K [114].
In terms of these measurements, the dependency on the kinetic energy of the sputter-
ing ions was studied using an energy range from 500 to 5000 eV with Ar+ and Xe+.
Besides an increase in the ion yield with higher impact energy, no dependency on the
internal energy has been observed, concluding that the higher energetic ions pene-
trate deeper into the target surface and the energy is here distributed over a larger
volume. Further measurements have been performed employing a photonionization
efficiency (PIE) method and comparing to the ion production from a supersonic
expansion as discussed in Ref. [115]. Recent temperatures are located in the range
between 2000 to below 1000 K and a more detailed model was developed [116].
3.2.4 Ion-gas collisions in the ion sources
The initial internal excitation of SF−6 was found to vary with the vacuum pressure
in the chopper chamber (see Sec. 4.2), which to some extent reflects the ion source
pressure due to the constant pumping speed. Estimates of this pressure and resulting
collision rates of ions with gas molecules are derived here.
Estimated pressure in the ion source
The small source volume housing the target and filament is assumed to have the
most influence on ion collisions. Due to the low velocity of the ions they spend a
long time in this volume and additionally, the high pressure leads to a large number
of collision partners. This area is only connected to the subsequent vacuum system
by a small hole in the skimmer of around 1.5 mm diameter and a length of 2 mm.
The following setup is shown in Fig. 3.7 and Fig. 3.8, between the einzel lens and
chopper chamber a small hand valve for venting the source and a pair of beam slits
are situated. During operation the chopper pressure is between 10−6 to 10−7 mbar.
As simplification a large volume with known pressure p1, reflecting the chopper
chamber, is assumed which is connected to a small volume of unknown pressure p2
by an orifice. The connection between the two pressures for a molecular flow is given
by
qpV = L∆p, (3.6)
where qpV is the volume flow equal to the pumping speed of the vacuum pump (250





with the mean velocity c¯ of the gas, the cross section of the orifice A and the
transmission probability P through the orifice. For a thin orifice P is just unity, but
here the diameter and length are comparable and the transmission probability for a
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with length l, radius r and a correction factor Φ of around 1.24 for a ratio of
l/r = 8/3 [117].
The mean gas velocity c¯ can be determined from the Maxwell speed distribution at





≈ 206 m/s, (3.9)
which assumes that the collision partner for the ions is predominantly SF6. Fur-
thermore, the temperature of the injected SF6 gas was used (20
◦C) instead of the
source temperature of around 250◦C because the collisions will mainly occur in the
injected SF6 gas flow. Using Eq. (3.6) and the above determined values the source









≈ 6× 103 p1. (3.10)
Collision rates
The mean free path and the collision rate can be calculated by assuming hard spheres
for both collision partners:
dN(x)
dx
= −kC ·N(x), (3.11)
N(x) = N0 · e−kCx = N0 · e−nσx = N0 · e−x/λ. (3.12)
Hence, the mean free path λ and the collision rate kC are related by
kC = nσ = λ
−1, (3.13)
with the particle density n = p/(kBT ) in the source and the collisional cross sec-
tion σ, which is estimated from the geometrical cross section of SF−6 and SF6. For
this purpose, the equilibrium distances between the S-F bond are used from the
most recent calculation [17], which gives for SF6 a distance of 1.56 A˚. The asym-
metric SF−6 anion has the largest extension along the remaining symmetry axis, with
lengths of 1.9 A˚ and 1.6 A˚ [17], respectively, for the two opposing bonds. Assuming
a radius of r1 = 1.56 A˚ for SF6 and a maximum radius r2 = 1.75 A˚ for SF
−
6 , the
geometrical cross section is given by
σ = pi(r1 + r2)
2 ≈ 34.4× 10−20m2. (3.14)
The resulting source pressures p2, mean free path lengths λ and collision rates kC
are summarized in table 3.1 for typical values of the pressure p1 measured in the
chopper chamber.
The path length inside the source between target and extraction electrode, where
the pressure is highest, is around 20 mm. For a low pressure of 10−7 mbar, only
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Table 3.1: Summary of the estimate of the pressure p2 in the ion source chamber
for different pressures in the chopper chamber p1. Mean free path lengths λ and
collision rates kC were approximated for SF
−
6 ions with SF6 for the pressure p1.
p1 (mbar) p2 (mbar) λ (mm) kC (mm
−1)
1× 10−7 6.1× 10−4 193 0.005
5× 10−7 3.1× 10−3 38 0.026
1× 10−6 6.1× 10−3 19 0.052
5× 10−6 3.1× 10−2 3.8 0.264
10 % of the ions will experience one or more collisions, whereas for the highest shown
pressure in table 3.1 five collisions per ion is the average.
One has to note the many simplifications made in this estimation. For instance,
in estimating the pressure ratio the shape of the extraction electrode and einzel
lens have not been taken into account and also the temperature difference between
ion source and the following vacuum system has been neglected. However, one can
assume that the calculation should be correct within one order of magnitude. This
shows that a difference in the number of collisions between the two extreme cases
of pressures measured in the chopper chamber is plausible. The observed variations
in the internal excitation of the SF−6 ions (see Sec. 4.2), which are produced highly
excited in the ion source, can thus be attributed to additional excitation by collisions
at the different pressure regimes.
3.3 The cryogenic delay line detector
The CTF detection system (see Fig. 3.13) for neutral particles consists of two micro
channel plate (MCP) [118] detectors (40 mm diameter) in a chevron arrangement,
attached to a position sensitive delay line anode [119]. It is located behind the
electrostatic mirror at the trap end opposite of the injection at a distance of 871 mm
from the trap center, where it accepts particles emitted at the trap center into a
cone with ±1.3◦ (≈23 mrad) opening angle (see Fig. 3.10). Thus, the whole trap
acceptance in the trap center (xmax ≈ 4.6 mm and x′max ≈ 14 mrad) is covered by the
detector. However, during the deceleration of the stored ions towards the electrodes
their emittance increases and not all neutrals produced there can be detected. In
addition, the detection efficiency for MCPs decreases with lower kinetic energy of
the particles as described in the following.
MCPs consist of a plate of highly resistive material perforated by several hundred
thousand cylindrical channels of a few micrometer diameter, which are tilted typ-
ically by an angle of around 8◦ against the plate face. A voltage on the order of
1000 V per MCP is applied between both sides; for the operation of a chevron con-
figuration (two MCPs behind each other) or a Z-stack (three MCPs) an accordingly
higher voltage is used. Energetic particles hitting the front of the MCP create sec-
ondary electrons, which are accelerated into the channels by the applied voltage,
where further collisions of these electrons with the channel walls can lead to an en-










Location of the pickup
Figure 3.10: Location of the detector with respect to the ion trap
hancement of the electron output signal by a factor of 106-108. In the chevron and
Z-stack configurations the MCPs are rotated by 180◦ against each other so that no
straight passage of particles through the entire assembly is possible.
The detection efficiency of MCPs has been measured, for instance in Ref. [75, 76],
where especially the energy range of 0.5 to 5 keV was covered including charged and
neutral particles. The efficiency was found to depend only on the kinetic energy
and not the particle mass. However, only impacts of single atoms as opposed to
molecules have been investigated. For neutral particles, a plateau for high energies
of a few keV is found with an efficiency of ∼50 % which towards lower energies
decreases to ∼10 % at 1000 eV.
This CTF detection system is located inside the cryostat reaching temperatures of
40−50 K under cryogenic operation. The electrical resistance of MCPs is found
to increase steeply with lower temperatures [120] leading to longer dead times of
the triggered electron multiplication channels. By applying a voltage of 2000 V to
the Chevron MCP at room temperature, a resistance of 26 MΩ was determined,
whereas under cryogenic conditions (47 K on the closest sensor) no current above
the sensitivity of 1 µA of the gauge was observed, which indicates a resistance of at
least 2 GΩ. The temperature dependence of this MCP was also measured in more
detail in Ref. [121].
The layers of the delay line detector with applied voltages are shown in Fig. 3.11.
Neutral particles impinge from the top, where the two grids in front of the MCP
can be used to repel charged particles. Thus, the first grid is set to +1000 V and
then the potential gradually decreases to −2450 V on the MCP front.
Negatively charged ions from the injection are blocked by the exit mirror of the
ion trap and will not reach the detector. However, during operation without grid
voltage, it was found that slow particles seem to arrive on the detector at times
between 100 µs to 1 ms after the injection. These particles might come from a part





















Figure 3.11: View on the different layers of the detector and the applied voltages
of the injected ion bunch hitting the vacuum chamber walls and creating a slow
diffuse flow of fragments. When applying +1000 V to the first grid almost all of
the slow signal could be suppressed leading to the conclusion, that predominantly
the charge exchange processes that take place at the chamber walls are created by
positive slow ions.
3.3.1 Principle of a delay line anode detector
The delay line anode [122] is used to gather 2D-position and timing information
of the impinging particles on the detector. Placed behind the MCP, the amplified
electron cloud is attracted by a voltage applied to a long helically wrapped wire
(see Fig. 3.12). When the cloud is picked up by the wire, the collected amount of
charge splits up and propagates to both wire ends. The difference in arrival time
of the signal at both ends of the wire coil contains the position information and is
measured with a high resolution time-to-digital converter (TDC) (here with 25 ps
time resolution). The correct scaling factors between time and position are usually
determined by a calibration measurement.
In more detail, the wire is wound into a coil with an oblong cross-section and with
an equidistant spacing of 1 mm between neighboring wire rounds around the anode.
To gather two dimensional information two crossed wire coils are wound around
the same carrier with an insulating gap between the two coil layers. To reduce
noise, each coil is wound from two parallel wires, with one wire (the reference) being
biased with a less attractive voltage to direct electrons as compared to the second
wire (the signal). Thus, locally induced noise is picked up by the signal and reference
wires and can be filtered out by subtracting the two signals afterward. The applied
voltages are also illustrated in Fig. 3.11, where a voltage difference of 2000 V is
applied between both sides of the MCP and the potential decreases to the reference
and signal wires, which are at −100 V and −50 V, respectively.
The propagation time differences between the arrival times of the electron signal on
both ends of each wire are given by
∆tx = tx2 − tx1 , (3.15)
∆ty = ty2 − ty1 , (3.16)
where x and y are the horizontal position and the vertical position, respectively. To
transform the time difference to a position, a transversal propagation time of the
signals can be defined. When the electron signal has propagated for one turn of








Figure 3.12: Schematic view on the delay line anode. The propagating electron
signal becomes a smooth function due to the temporal spread of the signal and the
immediate dispersion.
the coil the transversal gain in position is just the distance between the windings
of 1 mm, thus the single pitch propagation velocity vsp,i (i = x, y) along the two










c′ ≈ 0.595 mm
ns
. (3.18)
The length of one winding Lsp is slightly different between both dimensions, because
the winding for the y direction (as defined here) is closer to the anode and hence, the
coil circumference is smaller so that the single pitch propagation velocity becomes
higher. c′ denotes the propagation velocity which is close to the speed of light. The
given values for the single pitch propagation along a wire have been determined by
a calibration measurement which is described below.
With the single pitch propagation velocity and the time difference, the position is
given by
x = (1/2) vsp,x ∆tx + x0, (3.19)
y = (1/2) vsp,y ∆ty + y0, (3.20)
where the factor 1/2 comes from the fact that the electron signal propagates simul-
taneously in both directions. Later on to filter out noise, a cut on the sum of the
two time signals T = t2 + t1 can be applied, as the time sum is a constant position-
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Figure 3.13: Photos of the detector: The picture on the left side shows the whole
detector with the mounting flange and feed-throughs; on top the deflection grids
and calibration wires can be seen. A view on the MCP and delay line assembly is
shown on the right.
independent value making sure that the signals originate from the same location.
The position resolution of a delay line anode is not limited by the spacing of the wires,
as the center of mass of the electron cloud is automatically interpolated to a position
lying in general between the wires. The electron signal is schematically shown in
Fig. 3.12, where due to the time extension of the electron cloud and the immediate
propagation of the collected electrons, a smooth signal distribution is produced
(and not a spiked curve from each wire segment). Thus, the TDC resolution sets
a limit on determining the maximum of that distribution and the time difference
δ(∆t) =
√
2δt, which is for the used TDC 25 ps. The position accuracy is usually
limited by the calibration of vsp, for which a mask with well known equally spaced
holes is installed in front of the detector. With the aid of particles from an ion beam
or alpha source the measured shadow from the mask on the detector can be scaled
to reflect the correct dimensions.
In the case of this cryogenic detector, no movable mask could be installed. Instead a
permanent set of wires are mounted in front of the detector whose angles and mutual
distances are well known (compare left picture in Fig. 3.13). The wires are tilted by
11.25◦ and the distance including wire thickness is known to <0.5 mm. Figure 3.14
66 Chapter 3. Experimental setup and methods
Figure 3.14: The left side shows the 2D-intensity of neutrals from a stored SF−6
in the trap; the right side is after the rotation by 11.25◦ overlaid by the expected
position of the calibration wires. The red and green lines show the projection of the
intensity distribution onto the respective axis.
shows 2D-intensity plots of neutral particles with and without the reconstructed
calibration wire positions. For the calibration, the figure was tilted by the angle of
11.25◦ and the summation of the signal in each dimension was performed yielding a
minimum at the position of the wire.



















≈ (1.5± 0.5)× 10−2, (3.21)
where ∆w is the wire distance, which has an experimental error that is much larger
than the uncertainty in the time measurement. Thus, considering the size of the
detector of 40 mm diameter the resolution is ∼0.5 mm for this calibration method.
3.3.2 Signal processing
This part describes all electronic signals used by the CTF detection system. The
detector signals and supply voltages are guided via Kapton-isolated wires to the
experimental vacuum feedthroughs, whereas twisted pairs are used for each pair of
signal and reference wires. The connection to the isolation vacuum feedthroughs is
more critical in terms of heat input onto the cold chamber. Due to low voltages on
the signal and reference wires (see Fig. 3.11), standard cryogenic twisted-pair wires
could be used, which are Kapton-isolated stainless steel wires with a diameter of
0.1 mm for low heat conductance and specified for a voltage difference of 400 V.
In addition, for protection against accidental damage during installation they are
guided in Teflon tubes, and they are thermally anchored on the 40 K shields by
clamping them between aluminum plates.
An electronic box directly mounted on the outside of the isolation vacuum flange (see
Fig. 3.1) provides all necessary voltages for the MCP and delay line anode system by
a resistance chain and also couples out the MCP and the delay line signals from the
high-voltage lines. In the process, the voltage from the reference wire is electronically






















Figure 3.15: Logical connection and schematic view of the electric signals: The mea-
sured MCP signals (orange) and the Q-switch trigger enabling the laser (green) can
be gated by DAQ1-gate (dark red) and DAQ2-gate (purple), respectively. Resulting
signals are transferred to different channels of the TDC. The schematic view on the
signals shows one injection cycle, where the chopper trigger initiates the ion injec-
tion, and the electrode gate defines the ion storage duration. The MCP signal to the
TDC (red, channel 5), which is the trigger to record an event in the TDC, contains
the trigger information from the MCP, the electrode trigger (channel 6) and the
Q-switch trigger (channel 7). They can be distinguished from particle events in the
later analysis by a coincidence with the signal of channels 6 and 7, and are used to
obtain these trigger times. For further information see text.
subtracted from that on the signal wire. From here the signals are transferred to an
amplifier/trigger module (RoentDek ATR19), where the MCP signal and the four
delay line signals are amplified and converted to a NIM-conformal pulse by constant
fraction discriminators (CFD). The signal is processed by several analog and digital
electronic modules mounted in a NIM-Crate (compare Fig. 3.15). The MCP signal
is afterward transferred to a PC Counter/Timer PCI card (National Instruments
NI PCI-6602) with a time resolution corresponding to 80 MHz, and was used for
the data acquisition without position information to obtain only the detector count
rate.
The position sensitive recording of the data is performed with a fast TDC-PCI-card,
where the four delay line signals and the MCP signal are connected. The TDC
consists of 8 input channels measuring the signal times with a resolution of 25 ps.
The MCP signal is connected to the trigger channel (here channel 5), which enables
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the data acquisition to record an event. The time differences of the four delay line
signals with respect to the trigger signal are recorded in the input channels 1 to
4, which are the times tx1 , tx2 , ty1 and ty2 in Eq. (3.15) and Eq. (3.16). For each
event also the absolute time since the measurement started is logged. However,
for multiple ion trapping cycles in one measurement run, the ion storage time with
respect to the ion injection into the trap is required. Hence, the electrode signal,
which is used to switch the mirror electrode voltages of the trap, is connected to
channel 6 of the TDC to record the exact time of the beginning of each injection.
Since only one channel of the TDC can be configured as the trigger channel, the
electrode signal is simultaneously supplied to channel 5 using an OR-gate in the
NIM-crate. Thus, an event is always recored when the electrodes are switched and
this signal can be distinguished from particle counts by the coincidence with channel
6 (see Fig. 3.15).
Similarly, the Q-switch trigger, which enables the laser, is connected to channel 7
and is also combined with the signal to the trigger channel 5. The Q-switch trigger
changes the quality factor (Q-value) of an attenuator in the laser’s optical resonator,
and enables the creation of a laser pulse for photo-excitation measurements. Thus,
the exact time information from each laser pulse is determined. Furthermore, the
DAQ1-gate in Fig. 3.15 is used to select only a specific time frame of the MCP signal
for the data acquisition; and DAQ2-gate can disable the creation of laser pulses for
competitive measurements. The conversion between different signal types like NIM
or TTL has been omitted in Fig. 3.15, as well as transformations between signal
edges to short trigger pulses as it is necessary to obtain the electrode trigger.
3.3.3 Detector saturation tests
The performance of the detector under cryogenic conditions in terms of the maxi-
mum count rate measurable without saturation was investigated in separate mea-
surements. Saturation of MCP detectors occurs when the rate of particles triggering
a particular channel exceeds the inverse of its recovery time, which is dependent on
the resistance of the MCP. The resistance was found to increase from 77 MΩ at
room temperature to above 2 GΩ at cryogenic temperatures, which agrees with the
findings of Ref. [121]. The resulting lower current available for recharging triggered
channels leads to longer recovery times, and saturation is expected to occur at lower
count rates.
To characterize this saturation effect, a rate measurement with different ion beam
intensities and detector temperatures was performed. A 250 µs long O− pulse was
passed to the trap, from which only the count rate from the neutral particles pro-
duced en route to the trap was observed, so that the ion beam was not stored, but
reflected by the first mirror.
The result of this measurement is shown in Fig. 3.16, for estimated temperatures
of the detector of 220 K, 120 K and 70 K, respectively, performed during the cool-
down of the CTF. The temperature was measured at the vacuum flange at which
the detector is mounted (see Fig. 3.13 and Fig. 3.10). The actual temperature of
the detector might be higher as the detector was positioned on purpose above the
connection to the room temperature vacuum pumps.
































































Figure 3.16: Detector count rate measurements with neutral particles from a 250 µs
O− pulse at different intensities and temperatures (see color coding). Saturation
effects increase for high rates and lower detector temperatures. The ratio of the
count rates at the beginning and end of the pulse gives a measure for the reduction
of the detection efficiency. Rates below 1 MHz are found to exhibit saturation effects
of <10 %.
The ratio of the average count rates at the beginning and end of the pulse was used to
determine the reduced detection efficiency. The signal was found to clearly decrease
at high particle rates above 1 MHz. The measurement shows that a maximum count
rate of 1 MHz is tolerated under cryogenic operation with a detection efficiency of
>90 % over a time of 0.25 ms. Furthermore, in the SF−6 experiments, high count
rates in the order of 100 kHz occur only in the first few hundred microseconds of
the ion storage, because afterward the ion decay rate rapidly decreases.
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3.4 Laser setup
A pulsed laser setup was applied for photo-excitation measurements with the stored
ion beam in a crossed beam configuration using a pulsed Nd:YAG laser (Continuum
Powerlite 8050) with a repetition rate of 50 Hz. The fundamental wavelength of
1064 nm (1.165 eV, infrared) was either directly used for low energy excitation or
the second harmonic at 532 nm (2.33 eV, green) was pumping a NarrowScan dye
laser from Radiant Dyes. At 1064 nm the laser pulses are about 15-20 ns long; at
532 nm 8-10 ns.
The laser beam is guided from the laser laboratory to the CTF by means of several
mirrors. At first, the beam is prepared and widened up by a set of apertures and
lenses to about a diameter of 1-1.5 cm to match the size with the stored ion beam and
to reduce the power density falling on the sapphire laser window on the cryogenic
vacuum chamber (compare Fig. 3.4). Transferred to the CTF, the laser beam is
guided through two vacuum windows before exciting the stored ion beam and exiting
the vacuum system through a second set of windows. Outside the vacuum, the laser
beam is dumped in a caloric power meter monitoring the average power.
The total transmission including reflection losses of the outer glass window sealing
the isolation vacuum (T1) and of the sapphire window on the cold vacuum chamber
(T2) were measured at a wavelength of 1064 nm to
T1 = 0.925± 0.008 (Glass window), (3.22)
T2 = 0.886± 0.009 (Sapphire window). (3.23)
With this information, the actual infrared laser power Itrap in the trap center can




Idump ≈ 1.22 · Idump. (3.24)
Typically, laser powers Idump between 100 to 800 mW were used at 1064 nm in the
experiments, resulting in up to 1 W or 20 mJ per pulse at 50 Hz in the trap center.
The dye laser was operated with Sulforhodamine B covering a wavelength range from
585 nm to 610 nm, but usually 600 nm (2.04 eV, orange) was used. For slightly
lower energies, the laser dye DCM covered a range from 600 nm to 660 nm and was
mainly used at a wavelength of 635 nm (1.95 eV). The laser powers from the dye
were significantly lower reaching at most 100 mW on the power meter.
However, for the reported experiments with SF−6 only the fundamental photon en-
ergy at 1.165 eV was used. The higher energies were also applied for photo-excitation
measurements with SF−6 , but no delayed electron detachment signal could be ob-
served, concluding that the SF−6 ions were excited to a too high internal energy
(compare Sec. 4.3).




















Figure 3.17: In the CTF laser setup the photon energies from the Nd:YAG laser
can be used either directly or to pump a dye laser in the case of the 532 nm beam.
The laser beam is expanded in a Galilean telescope consisting of two lenses and any
resulting halo is removed by apertures resulting in a parallel beam of about 1-1.5 cm
diameter, which is guided into the CTF through viewports on both the isolation and
experimental vacuum chamber and crossed with the stored ion beam.
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3.5 Phase space imaging via photo-detachment
The position sensitive, cryogenic delay line detector in the CTF was constructed
and taken into operation particularly with regard to the use of similar detectors in
the presently assembled Cryogenic Storage Ring (CSR). Here, the position and time
information for ions and electrons will be used to gain full 3D reaction information in
the reaction-microscope and similarly for neutral fragments in dissociative recom-
bination measurements using the electron cooler. Investigations under cryogenic
conditions on the dark count rates, the saturation count rate limits were performed,
which have been summarized in the previous section.
However, the availability of the new detector also made it possible in the present
work to perform measurements on the ion beam properties in an EIBT by detecting
neutral particles from the trap as a projection of the phase space occupied by the
ions stored in the trap. Characterizing the effects on such measurements from the
trap parameters or the ion injection allows a comparison to simulations and, in this
respect, to obtain well controlled trapping conditions for extracting, for instance,
signatures of molecular dissociation. A Kinetic Energy Release (KER) within a
dissociating reaction will increase the angle between the fragments, particularly for
those emitted perpendicularly to the ion’s flight direction. Hence, a larger position
spread of the detected neutrals may open the possibility to distinguish neutralization
by electron detachment from dissociation.
The trap phase space was already introduced in Sec. 3.1.1 considering the transversal
positions x(s) and the angles x′(s) = dx/ds of the trapped ions, both as a function
of s, the longitudinal direction in the trap. The simulated phase space in the trap
center using the electrode voltages in self-synchronizing mode is given in Fig. 3.4,
from which the maximum transversal phase space volume, the trap acceptance A,
can be obtained (Eq. (3.4)).
The position sensitive detection of the neutrals represents a projection of the oc-
cupied trap phase space on the detector, as the produced neutrals propagate on
with their momentary velocity. However, the shape and volume of the phase space
changes in the course of the ion oscillation in the trap and hence, the detected neu-
tral signal is obtained as a superposition of neutrals from ions at any location of
the trap. These neutrals can be created for instance by spontaneous ion decay or
induced by residual gas collisions. The first part here will be dedicated to those
reactions.
3.5.1 Residual gas collision induced phase space measure-
ment
In a room temperature investigation, a 6 keV O− beam was trapped and the neutral
counts, which were mainly induced by residual gas collisions, were recorded including
the position information. Neutral position images are presented in Fig. 3.18 as a
function of the horizontal and vertical position x and y, respectively, where the
intensity is provided in linear arbitrary units with red being the highest intensity
for each plot. For the following figures the scale will not be displayed, however, it
is always defined in the same way. In figure 3.18(a), O− was trapped for 1 s in the
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Figure 3.18: Neutral position image from trapped O− ions summed for storage
times between 0.01 s and 1 s: (a) trapping mode I (self-synchronizing), (b) with the
voltages on the electrodes B reduced by 100 V, and (c) trapping mode II with further
lowered electrodes B by 100 V. A successively narrower spot is observed. Trapping
modes are also summarized in table 3.2. The color scale is always in arbitrary units,
where red is the highest intensity for each single plot. In the following plots the
scale will not be displayed, but is defined always in the same way.
usually applied self-synchronizing mode (mode I). This mode has been optimized in
previous studies to a high ion trapping capacity and for excellent ion bunch retaining
properties. With a weaker intensity than in the central spot, most of the 40 mm
MCP detector surface is illuminated by the neutrals, also unveiling the calibration
grid with a 12.25◦ tilt (compare also Fig. 3.14). The large spread of this background
profile leads to the conclusion that heavy residual gas scattering must influence the
trapped ion trajectories.
When the voltage on the trap internal einzel lens (electrode B in Fig. 3.3) is lowered
from 5536 V by 100 V and 200 V, respectively, a successively smaller spot of neutrals
is observed as shown in Fig. 3.18(b) and (c). A further reduction of the voltage
on B leads to a strong decrease in the number of trapped ions and insufficient
statistics for a good measurement. The obtained trapping mode in (c) provides the
desired properties in terms of an improved localization of the neutral spot with a
still sufficient number of trapped ions, and is in the following referred to as mode II.
As a next step, for mode II, the stability of the neutral position image as a function
of ion injection parameters is analyzed, which is important for the reproducibility
of the trapping conditions. The focusing of the injected ion beam is manipulated
by lowering the ion source einzel lens from the standard voltage of 3000 V (a),
to 2500 V (b) and finally also to 0 V (c), depicted in Fig. 3.19, still trapping O−
in mode II. Minor effects are observed for small variations between (a) and (b).
However, in Fig. 3.19(c) without the einzel lens focusing the neutral position image
clearly looses its sharpness. Thus, the ions in the trap phase space seem to be more
uniformly distributed compared to the focused injection. It is interesting to see that
the neutral fragment imaging serves as a tool to optimize the focusing and injection
distribution.
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Figure 3.19: (a) Neutral position image from trapped O− in mode II, (b) Reduced
ion source einzel lens voltage from 3000 V to 2500 V leading to a less focused injected
ion beam, and in (c) without the focusing effect from the einzel lens (0 V).
Figure 3.20: (a) Neutral position image from trapped O− in mode II, (b) injected
ion beam was steered to the right using the third quadrupole, (c) steered ion beam
to the bottom
The phase space can also be occupied asymmetrically when the injected ion beam is
deflected towards one side. This was realized by changing the third electrode pair of
the electrostatic quadrupole triplet (see Fig. 3.7 for its location), and deflecting the
beam towards the right side as illustrated in Fig. 3.20(b). The injected ion beam is
only matched with the right side of the phase space and populates it symmetrically
along the y axis. Similar effects are found when the beam is deflected downwards,
as it is shown in Fig. 3.20(c), however, here the phase space seem to be matched on
the bottom right side and a diagonal occupation is observed.
On the one hand side, the observation nicely demonstrates, that the trap phase
space can be decreased by varying the trap voltages and differently occupied by
the ion injection. However, on the other hand, careful ion injection is required to
provide a symmetric population of the phase space, which could otherwise obstruct
the observation of dissociation. In the following, detailed information on the size and
shape of the occupied phase space will be obtained by using the projected neutral
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signal on the detector via photo-detachment of the trapped ions.
3.5.2 Photo-detachment induced phase space measurement
In the previous measurements with O−, the neutral signal was given as a superposed
signal from different trap locations, and is not feasible for an exact determination
of the occupied phase space. To fix the position and time at which neutrals are
created, laser pulses were used to photo-detach the stored ions in the trap center.
Moreover, to reduce the residual gas collisions from the previous study, the following
measurements were performed under cryogenic conditions, thus with one or two
orders of magnitude lower vacuum pressures in the trap.
O−2 was found to exhibit perfect features for such an experiment. Besides its high
production yield in the utilized ion source, the electron affinity is found in an ideal
range for photo-detachment. The latest calculation provides a value of EA = 0.448±



































Figure 3.21: Neutral count rate from a trapped 6 keV O−2 ion beam under cryogenic
trap conditions: The equidistant neutral signals from photo-detached O−2 with a
laser energy of 1.165 eV is observed. The shape of the decay curve is due to a VAD
process from thermally excited O−2 . The inset shows one single neutral signal from
the photo-detachment using a high resolution binning of 1 ns. The width can be
used to determine the laser diameter and beam overlap (see text).
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Figure 3.22: Neutral position image for trapped O−2 from Fig. 3.21: (a) all counts
between 0.01 s and 1 s of the ion storage; (b) only the signal from the photo-detached
O−2 in the trap center by a time cut around the prompt peaks.
0.006 eV [123] which is also in excellent agreement with previous calculations and
measurements. The quantity is low enough for photo-detachment by the employed
laser wavelength of 1064 nm (1.165 eV), but also high enough to provide a stable
anion.
The O−2 dissociation energy of ED = 4.104±0.006 eV [123] exhibits a fairly high value
and thus, the observed signals are not obstructed by a possible kinetic energy release
within the decay. Also electronically excited states of O−2 below the neutral ground
state of O2 have not been observed, which might otherwise influence the neutral ion
yield over time. However, a vibrational auto-detachment signal is observed from
excited O−2 , whereas for auto-dissociation the energy threshold is assumed to exceed
the excitation.
One has to note that a contamination by in parallel trapped sulfur anions S− with
the same atomic mass of 32 u cannot be excluded. However, the higher electron
affinity of sulfur of EA = 2.077103± 0.000003 eV [124] suppresses the effect of these
ions (although it would even not disturb the present study).
Figure 3.21 reveals the neutralization signal from the VAD decay for a trapped O−2
beam overlaid by the neutrals from photo-detached O−2 . The pulsed Nd:YAG laser
was operated at a wavelength of 1064 nm (1.165 eV) using an average laser power
of 490 mW and a constant pulse repetition rate of 50 Hz with pulse length of 15 to
20 ns.
The inset in Fig. 3.21 presents a high resolution signal of 1 ns from a single peak
of the direct neutrals from the photo-detachment. The width of the peak of about
90 ns and can be used to obtain the diameter of the laser beam in longitudinal trap
direction. The fraction of trapped ions which is irradiated by the laser pulse and
neutralized propagates on with its former velocity corresponding to 6 keV in the
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Figure 3.23: Enlarged view from Fig. 3.22(b) with overlaid x and y profiles by
summing counts between ±2 mm around the center in the respective perpendicular
direction. From the applied Gaussian fits a distribution width of (σD)x = 4.2 mm
and (σD)y = 4.3 mm is derived.
trap center. For O−2 at this energy the velocity is 190 mm/µs, which in the analysis
leads to a laser diameter of ∼17 mm. However, uncertainties in the time are given
by the duration of the laser pulse of about ∼20 ns and by the energy uncertainty
of the ions. The latter one is assumed to be ∼12 eV [125] from the ion source and
thus, a velocity uncertainty of ∼0.3%, and a time uncertainty of ∼18 ns after the
drift distance of 870 mm to the detector is obtained. All distributions are assumed
to be Gaussian and the widths are added quadratically. This leads to a temporal
width of ∼86 ns from the laser and ion beam overlap only, and a slightly smaller
laser beam diameter of ∼16 mm is obtained, although the largest error is expected
from the energy uncertainty.
Without the additional photo-detachment the position image of the neutralization
rate is a superposition of neutrals of the VAD-decay, of collisional-induced ion loss
and can originate from any location of the trap phase space. In contrast, when a
time cut is applied and only the direct photo-detachment signals (prompt) from the
trap center are selected, an undisturbed spatial profile of the neutral signal from
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O2 after photo-detachment is obtained. These profiles are compared in Fig. 3.22,
where (a) gives the total count rate between 0.01 to 1 s of the ion storage and
(b) is obtained by a microsecond time cut around each prompt signal. The broad
background spectrum, which extends even to the calibration grid in (a), completely
disappears in (b) and a very symmetric neutral spot is obtained.
An enlarged view on the prompt distribution is shown in Fig. 3.23 with an overlaid
profile in x and y direction. Each profile was created by summing over a slice with
a width of ±2 mm from the maximum of the distribution in the corresponding
perpendicular direction. A Gaussian distribution was found to give the best match
with the profile and widths of (σD)x = 4.2 mm and (σD)y = 4.3 mm were determined
from the Gaussian fit (∝ exp{−(x− x0)2/2σ2x}).
As a first conclusion one finds that the observed Gaussian profile also reflects the
occupation of the trapped ions in the transversal phase space as the projection from
the trap center retains the shape of the profile. Furthermore, from the very sym-
metric distribution and its size (considerably smaller than the laser beam diameter
estimate above), one can conclude that the laser beam must have irradiated the full
diameter of the trapped ion beam. The laser beam is injected in the y direction
(compare Fig. 3.2 or Fig. 3.17), and in case of an only partly overlap with the ion
beam, the x extension of the distribution would be reduced, but the y direction
would maintain unchanged.
3.5.3 Calculation of the phase space projection
The projection of the detected beam width σD and the initial ion beam width in
the trap σT can be related to each other by introducing the β-function, which is a
trap specific parameter for a given set of electrode voltages and can be determined
from simulations of the trap phase space. For the measurement with O−2 , the trap
voltages from table 3.2 for trapping mode II were used; mode I is the usually applied
self-synchronizing mode.
The corresponding transversal phase space simulated for the trap center for the
position x and the angle x′ is shown for trapping mode II in Fig. 3.24 including
exemplary ion trajectories as a function of the longitudinal position s on the left.











≈ 0.725 m (Mode II), (3.25)
where xmax and x
′
max are the maximum position and angle of the trap phase space,
respectively, and in the second step, Ax = xmax x
′
max was used for the acceptance
of an upstanding phase space ellipse. Here, the size of the acceptance was assumed
to have the same extension as the largest, inner part of the phase space which still
exhibits an elliptic, only slightly distorted shape. Here values of xmax = 5.8 mm
and x′max = 8 mrad are obtained. The outer ion trajectories are expected to be
metastable, and ions cannot be stored for long durations. Detailed information on
ion beam optics can be found in Ref. [90].
For a free drift without influencing electromagnetic fields, which is the case for
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Table 3.2: Different ion trapping modes for 6 keV beam energies with corresponding
electrode voltages and beam parameters are presented. Beam values for mode III
give the maximum of the island and its maximum angle (compare Fig. 3.24).
Trapping Mode UB UD UE UF UG xmax x
′
max βT
(V) (mm) (mrad) (m)
I (self-synchronizing) 5536 2140 3995 6400 7817 4.6 14 0.329
II 5336 2140 3995 6400 7817 5.8 8 0.725
III (Ring mode) 5300 2140 3995 7000 7817 ∼7 ∼6
neutrals after the photo-detachment of O−2 , the β-function transforms as




where s is the longitudinal position. Together with the relation σ(s) =
√
β(s)
(which holds [90] both at the trap center and at the detector position), one obtains







where σ(s) is the beam size at position s.
With an average beam width on the detector of σD = 4.25 mm from Fig. 3.23,
the corresponding β-function from table 3.2 for mode II and a detector distance of
sD = 0.871 mm from the trap center, one obtains the trapped ion beam width and
angle in the trap center:
σT = σD · 0.64 ≈ 2.72 mm,
σ′T = σD · 0.88 ≈ 3.75 mrad,
(Mode II)
where for the angle σ′T = σT/βT was used.
Typically, the 2σ-emittance is provided in accelerator or ion storage ring physics [90],
and contains 86.5 % of the total ion beam (see also Eq. (3.5)). Accordingly, the
2σ-emittance is here given by 2σ = 4σT σ
′
T = 41 mm mrad and is found to be
slightly smaller than the trap acceptance of A = xmax x
′
max = 46 mm mrad. The
corresponding phase space ellipses for the assumed trap acceptance and the derived
beam emittance are illustrated in Fig. 3.24.
However, the derived and characterized trap settings still provide a too dispersed
neutral distribution on the detector. On the one hand side small variations in the
distribution from a possible kinetic energy release will be obscured by the angular
uncertainty. On the other hand, also a reproducible, symmetric ion injection into
the trap center is required, which cannot be verified if an unknown molecular system
is investigated due to the superposition with the kinetic energy release.
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Figure 3.24: Comparison of different simulated trapping modes from table 3.2: On
the left exemplary ion trajectories are shown as a function of the longitudinal trap
position s and the transversal position x. On the right side is the corresponding
phase space; here rotated compared to typical representations to match with the
ordinate for x on the left side. For trap mode II the reprojected values for σT and
σ′T from the Gaussian fit from Fig. 3.23 are indicated as a red ellipse.
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Figure 3.25: Prompt signal of the neutral profile of photo-detached O−2 from the
trap center for storage times between 0.01 s and 2 s applying trapping mode III.
The clear observation of a ring shape is in excellent agreement with the predictions
from the simulation (see Fig. 3.24).
3.5.4 The ring-shaped trapping mode
In the course of this study, a new trapping mode was discovered, which might have
improved properties to the previously introduced one. Here, the ions are trapped
with a smaller angular distribution in the phase space and at the same time maintain
a feasible phase space volume. In figure 3.25, the neutral profile from trapped O−2
ions under cryogenic trap conditions is shown applying the trapping mode III from
table 3.2 and selecting only counts of the photo-detached O−2 ions from the trap
center.
Here, a clear ring shaped structure of the neutrals appears. The same trapping
mode was also investigated by simulations obtaining the phase space distribution
for mode III in Fig. 3.24. Here, the phase space is mainly divided into two islands
with rather large transversal distances from the center. Due to the radial symmetry
of the trap, the ions are stored in a halo without stable trajectories on the symmetry
axis. Because of the small angular deviation of only ∼ ±6 mrad for each island, a
sharp projection of the halo from the trap center is observed as a ring in the neutral
profile on the detector. The radius of the ring profile is found in good agreement
with the simulations.
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Figure 3.26: Prompt signal of the neutral profile from photo-destructed SF−6 for stor-
age times between 0.1 s and 2 s applying trapping mode III. The ring shaped profile
exhibits a slightly larger extension compared to the profile from O−2 in Fig. 3.25.
The asymmetric intensity in Fig. 3.25 is generated by the beam profile of the injected
ions to either of the two sides; the upper right or lower left side. In this way a higher
amount of ions can be stored compared to an ion injection into the trap center. The
overlaid profiles in Fig. 3.25 were obtained as previously by summing the counts
over a width of ±2 mm around the center of the ring in perpendicular direction.
In contrast to the previously discussed trapping mode II, a localized structure of
neutrals is obtained on the detector, which is supposed to enhance the sensitivity
for signatures of a kinetic energy release in fragmentation. In this case, an additional
broadening of the distribution is expected depending on the value of the KER.
As a test measurement, SF−6 was also trapped in mode III and photo-detached and
photo-dissociated in the trap center. The derived data including statistics of one
complete day, is presented in Fig. 3.26 for storage times between 0.1 s and 2 s using
only the prompt neutrals after each laser shot. Also here the proposed ring shape
for mode III is obtained and the asymmetry in the phase space occupation is rotated
due to different injection settings.
Estimates on the value of KER for the dissociation channel SF−6 → SF−5 + F can be
obtained by considering the energy thresholds, which are for instance displayed in
Fig. 2.2. After the initial VAD decay is over, only SF−6 ions with internal energies
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below the electron affinity EA are left in the trapped ion ensemble. Thus, the
maximum KER is found for SF−6 ions with internal energies of EA and is KERmax =
EA + Eph − ED = 0.755 eV, where the photon energy is Eph = 1.165 eV, the
dissociation threshold ED = 1.44 eV and EA = 1.03 eV. However, as illustrated in
Fig. 2.16, the maximum of the internal energy distribution after 100 ms is expected
to be at about 0.5 eV due to the energy loss of the ions by radiative cooling. Here,
the KER is found at only ∼0.2 eV. It is not unreasonable, that vibrational energy
also remains in the SF−5 product, as also more decay channels for excited SF
−
5 are
available and this further reduces the value for KER.
We will derive the maximum emission angle of the neutral fluorine for some val-
ues of the KER, thus for the case of a transversal dissociation with respect to the
direction of the detector. Due to energy and momentum conservation in the dis-




871 eV. Using the longitudinal momentum of the neutral fluorine in the direc-
tion of the detector psF = (2mFEF)
1/2 and the maximum transversal momentum
pxF = (2mFmSF−5 /mSF
−
6













Accordingly, for values of KER of 50 meV, 200 meV and 755 meV, transversal
emission angles of the neutral fluorine are determined at 7 mrad, 15 mrad and
29 mrad, respectively. The projection of these emission angles on the detector,
assuming a SF−6 beam that is parallel to the symmetry axis of the trap, leads to
radial distances of the neutral F of 6.5 mm, 13 mm and 26 mm from the symmetry
axis. In conclusion, in case of a kinetic energy release and the detection of the
neutral fluorine atoms, the observed ring profile of SF−6 in Fig. 3.26 would become
broader compared to the one from O−2 in Fig. 3.25, however, the position of the rings
should stay the same.
To characterize and compare both measurements, O−2 and SF
−
6 , the radial profiles
were determined by deriving the distance r = (x2 + y2)1/2 of each neutral count
from the center of the ring and creating a histogram. The center was determined by
comparing radial profiles for different proposed center positions and the narrowest
radial profile was assumed to give the best approximation of the center position.
The results are given in Fig. 3.27, where one has to note that not the same center
values has been derived for O−2 and SF
−
6 . As already visually observed in the neutral
position image, the SF−6 distribution exhibits a broader distribution indicating the
presence of dissociation, but also a larger radius is observed. However, even though
the differences are clearly visible in the radial profile, an enhanced uncertainty is
expected from the determination of the ring centers. In section 4.3, a reasonable
explanation will be found that the neutral dissociation product fluorine is detected
with a reduced efficiency compared to the SF6 from the detachment process. Thus,
also in the measurement of the ring profile, the signatures of the dissociation might
be obstructed by the detachment signal. To apply this method as a distinctive
measurement between detachment and dissociation, further investigations have to
be performed, in particular employing the trapping mode to a well-known model
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Figure 3.27: Comparison between the radial profiles from the ring shaped position
images from Fig. 3.25 and Fig. 3.26. The profiles were derived by creating a his-
togram using the radial distances r = (x2 + y2)1/2 for each neutral count from the
center of the ring. Clear differences are observed, however, uncertainties are present
due to the determination of the centers.
system.
In conclusion, different trapping modes have been investigated using the position
sensitivity of the cryogenic detector. Influences on the injection parameters could
convincingly be revealed in the neutral signal, but also pose the problem to apply
reproducible, symmetric ion injection settings. The balance between the number
of ions to be trapped for sufficient statistics and the localized neutral signal on
the detector, led to the discovery of the ring shaped trapping mode. Here, ions
are only trapped with an extended distance from the trap center, however, with a
narrow angular uncertainty and thus, a well defined projection of the neutrals on
the detector is obtained.
Signatures of the SF−6 dissociation have been found, but the method is yet not
evolved enough to clearly claim the observation. Similar experiments will be avail-
able under improved conditions in the Cryogenic Storage Ring CSR, as here phase
space cooling can be applied with the electron cooler and a narrower ion distribution
is obtained to start with.
Chapter 4
Experiments on SF−6
This chapter presents the experimental results obtained in this work with the Cryo-
genic Trap for Fast ion beams (CTF) in Heidelberg. The experimental setup has
been introduced in the previous chapter 3.
First, the measurement procedure is described for the investigation of the process
of vibrational electron auto-detachment (VAD) of SF−6 , which was obtained with
previously unattained precision and extended observation times exceeding ∼100 ms.
Various systematic studies were performed to characterize the dependencies of this
decay and theoretically reconstruct the decay curve of the VAD process for the first
time using a microscopic model. The experimental results have motivated the choice
of the applied detailed model which was introduced in chapter 2. In particular we
will show that the adiabatic electron binding energy can be reliably extracted from
the electron auto-detachment rates, which were measured at different ion source
conditions. The second part of this section presents the experimental procedure for
the measurements on laser-induced delayed electron detachment of SF−6 .
Ion Trap Cup Magnet
Chopper
Ion sourceDetector




Figure 4.1: Schematic setup of the CTF and the ion injection (the detailed setup is
displayed in Fig. 3.2 and Fig. 3.7); typical values for the propagation times tx for
SF−6 ions and the oscillation time T are given in table 4.1.
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Table 4.1: Characteristic values for the storage of SF−6 ions; the ion propagation
times tx to elements x as labeled in Fig. 4.1 with frequency f and period T for the
oscillation in the ion trap.
Property Unit Value
SF−6 mass u 145.963038









A schematic representation of the CTF setup is depicted in Fig. 4.1, which includes
only essential components such as the ion trap, the beam chopper and the dipole
magnet. The corresponding characteristic time scales for the case of SF−6 are sum-
marized in table 4.1. Measurements were performed at 300 K and at 12 K trap
temperature using SF−6 ions with a kinetic energy of 6 keV.
4.1.1 Ion injection
Negative ions are produced in the MISS ion source (see Sec. 3.2.2) and immediately
accelerated without accumulation. The measurement cycle itself is triggered by the
signal used to activate the following beam chopper, which is located at a distance
of 0.61 m from the source center. Up to the beam chopper a continuous ion beam is
transported from the source, which experiences at first a 20 kV acceleration, focusing
by an einzel lens, and then deceleration to the final kinetic energy of 6 keV. The
approximate flight duration of the extracted ions between the source target and the
beam chopper is tchopper ∼7 µs for SF−6 .
The beam chopper consists of two opposing horizontal plates, to which a set of
voltages is applied, to deflect the ion beam. By quickly switching these voltages
between a ”pass” and a ”block” setting, a short ion pulse of a few microseconds
is transmitted. While ion pulses of approximately 20 µs duration are needed for
the experiment, for diagnostic purposes a d.c.-beam is transmitted, which is then
observed on the Faraday Cup behind the dipole magnet (see Fig. 3.7). A step-wise
variation of the magnetic field strength enables a scan over the different ion masses
produced by the source and their selection for the experiment. More precisely, the
mass over charge ratio m/q is determined, but small multiply charged negative ions
are very rare and would require special care in the production or a certain minimum
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Figure 4.2: Wide range mass scan with the dipole magnet using a 6 keV ion beam:
Besides SF−6 , anions composed of sulfur and fluorine from the SF6 production gas
and a contamination from oxygen are observed.
cluster size [126–128], so that the selection of m/q effectively translates to a mass
selection.
4.1.2 Mass selection
A sample mass scan of a 6 keV ion beam from the cesium sputter ion source MISS
with a drilled molybdenum target and SF6 as a production gas is shown in Fig. 4.2.
Oxygen is usually found as a contamination coming from oxidized surfaces or from
water, however, its abundance in the beam reduces during operation. On the other
hand, small atomic anions are very valuable for test measurements, where high
currents and ions without internal excitation are required. Besides different anions
composed of sulfur and fluorine also SF−5 is found in high amounts, supporting the
later assumption of high excitation energies in the ion production process which leads
to dissociation of the SF−6 . While no atomic Cs
− has been observed, a contribution
of CsF−2 has tentatively been identified by its mass.
4.1.3 Ion trapping
For ion trapping, the beam chopper is used to create an ion bunch of a few mi-
croseconds, which is then guided to the ion trap. After it has passed the initially
grounded entrance mirror of the trap, its voltages are switched on before the re-
flected ions can leave the trap (depicted by telectrodes in Fig. 4.1). The typical time
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Figure 4.3: Fast Fourier transform of the amplified pickup signal for a stored SF−6
beam and other neighboring ion masses taken by independent measurements. The
lower masses could be combinations of SF−5 with water, OH and O, respectively. An
impurity in the peak with the mass 146 (SF−6 ) is not expected.
scales for SF−6 are given in table 4.1. The ion bunch length defined by the chopper
is usually chosen almost as long as the oscillation period (T ∼20 µs) to ensure high
ion numbers in the trap. Ions situated in the entrance mirror when the voltages are
switched on experience an acceleration and will be lost from the trap. Thus, the trap
is never entirely filled longitudinally upon an injection, which can be interpreted as
a very long bunch being stored in the trap. The dispersion of the bunch due to
space charge effects, the energy spread of the beam and different path lengths of
the ion trajectories in the trap will lead to a continuously filled trap within a few
milliseconds. Except for measurements with the laser, the ions were always stored
in the self-synchronizing trapping mode (mode I in table 3.2 and Fig. 3.24).
4.1.4 Pickup signal
The number of trapped ions can be non-destructively monitored by the mirror charge
they induce on a cylindrical pickup electrode close to the center of the trap. The
amplified signal is observed on an oscilloscope to determine the position of the ion
bunch and the frequency spectrum is obtained by a numerical fast Fourier transform
(FFT) of the signal.
A small part of the frequency spectrum of a trapped SF−6 beam is presented in
Fig. 4.3 together with the spectra from the storage of other neighboring ion masses.
Here, each color corresponds to a different setting of the dipole magnet as set in the




















Bin width 1 µs
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Figure 4.4: Neutral detector count rate for a trapped SF−6 beam in the first 500 µs
and 10 ms revealing the bunch structure for early trapping times.
separate measurements. Thus, through the monitoring of the oscillation frequencies
a possible contamination can be identified. The lower ion masses next to SF−6 could
be combinations of SF−5 with water, OH and O, respectively, however, they do not
influence the mass signal at 146 u (SF−6 ). One should also note that this analysis
is always performed at the second harmonic frequency of the signal, which usually
shows the strongest amplitude since the beam crosses the pick-up twice each orbit.
4.1.5 Detector count rate
The primary experimental observable for the VAD process of SF−6 is the count rate
of neutral particles on the micro-channel plate (MCP) detector placed behind the
trap exit mirror in a distance of ∼87 cm from the trap center. In this detection
scheme, half of the resultant neutral SF6 are moving towards the detector; the other
half is moving towards the entrance mirror and cannot be detected. Otherwise,
all neutrals which are created in the field free region between the trap mirrors are
expected to arrive on the detector. This can be seen from the spatial distribution
of particle hits on the detector plane (compare figures 3.4 and 3.10).
On the other hand, in the trap lenses and near the ion turning points in trap mirrors,
the angular distribution widens and the ion kinetic energy is reduced, suppressing
the detection of neutral decay products originating from these locations. Typical
MCP detection efficiencies are found to be rather independent of the particle mass
or charge [75, 76], but are energy dependent with approximately 50% for an energy
of 6 keV and about 10% at 1 keV.
The neutral detector count rate as a function of time for the first 500 µs of the
ion storage is shown on the left in Fig. 4.4 and for 10 ms on the right. The neutral
count rate is recorded as explained in Sec. 3.3, usually with a 1 MHz clock frequency
resulting in a time resolution of 1 µs, which is sufficient for the purpose of the
measurement. The periodic structure in the neutral count rate seen in Fig. 4.4 is
determined by the trapped ion bunches. The first, more intense, neutral bunch at
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∼70 µs is caused by collisional induced neutralization of ions in the relatively high-
pressure of the injection beam line as well as by neutralization due to the higher
VAD rate for earlier times (as caused by initially high internal energies of the SF−6
ions, see below).
The full-resolution count rate (in blue) is compared in Fig. 4.4 to the count rate
binned with a bin width of 20 µs (in red), which corresponds to the ion oscillation
time and eliminates a beating between the bunch structure and the binning, while
grouping data points to reduce the statistical error. In the measurements below,
thousands of ion injection and trapping cycles are typically performed for a specific
setting to obtain appropriate statistics. The count rates are averaged over the
number of injections and presented as a rate per second. The right plot in Fig. 4.4
shows the neutral rate over a longer time window and reveals the power-law character
of the SF−6 VAD, which will be discussed in detail in Sec. 4.2.
4.1.6 Storage lifetimes caused by residual gas collisions
Residual gas induced limitation of the lifetime of stored ions in the trap is reflected
in an exponential decay characteristic of the neutral count rate R(t) at long times





where τrg is the storage lifetime, i.e. the time after which a fraction of 1/e of the
initial number of trapped ions N0 has been lost from the beam, while  denotes the
detection efficiency.
A comparison of the exponential loss of trapped SF−6 ions by these residual gas col-
lisions at trap temperatures of 300 K and 12 K is shown in Fig. 4.5, which results in
lifetimes of 29.0±0.3 s and 880±130 s, respectively. Here, the dark count rate of the
detector is determined after each trapping cycle by ejecting the ions and continuing
to measure the count rate without beam. For the depicted measurements, this dark
count rate is found to be ∼7 counts/s for the room temperature measurement and
only ∼1.5 counts/s for the cryogenic case, which for the latter one constitutes the
strongest source of background in the experiment. The difference in the dark count
rates is most likely due to lower thermal noise at cryogenic operation, as the detector
has then a temperature of about 50 K.
A reliable measurement of the vacuum pressure could be obtained for the room
temperature experiment with an ionization vacuum gauge, yielding (1.0 ± 0.1) ×
10−10 mbar. Thus, the residual gas density n can be determined with the ideal gas
law n = p/kBT , and enables to determine a collisional destruction cross section of
σ = 1/(nτ v¯) = (6.1 ± 0.6) × 10−16 cm2 for collisions of SF−6 with the residual gas
particles, mainly hydrogen. For the velocity a calculated average value of 85% of the
maximum velocity was used to account for the deceleration in the mirror potential.
For the cryogenic measurement the lifetime was found to be ∼900 s, where the decay
tends to become slightly slower for larger times. This translates into an upper limit
for the residual gas pressure at a trap temperature of 12 K of < 3 × 10−12 mbar.
Here, the ideal gas law for a temperature of 300 K was used to obtain the room















































Figure 4.5: Collision-related trapping lifetimes of SF−6 ions at 300 K and 12 K trap
temperature corresponding to different residual gas pressures (see text).
temperature equivalent (RTE) pressure, instead of using the gas temperature of
12 K. As discussed in Ref. [8] the actual vacuum in the trap chamber might be
even better as at these very long storage times also other pressure independent loss
processes might occur. In any case, within the time window relevant for the VAD
process of up to ∼100 ms, the rate of neutral particles from residual gas collisions
is in very good approximation independent of time.
4.1.7 Additional background effects
To ensure a clean signal for the VAD process of SF−6 at early times, possible addi-
tional disturbances were investigated with trapped O− ions, as these do not exhibit
VAD or other decays. In addition to the constant background from detector dark
counts and the ion neutralization in residual gas collisions in the trap, an enhanced
count rate was observed during the first hundreds of microseconds after the O− in-
jection. As shown in Fig. 4.6, the signal was even observed when the ions were not
trapped, which was accomplished by increasing the trap electrode delay until the
reflected ions could leave the trap unhindered.
On the other hand, the signal could be completely suppressed by applying a positive
voltage of 1000 V on the repeller grid in front of the detector (see figures 3.13 and
3.11). Hence, we attribute the origin of this signal to a flux of low energetic positive
ions originating from collisions of the injected ions with the inside surface of the
small tube mounted at the entrance to the cryogenic trap, which was installed to
reduce the gas flux into the trap and most of all efficiently absorb scattered IR
radiation from the warm region by its rough oxidized surface.
Another possible disturbance of the count rate at very early storage times may be
caused by ions injected on metastable trajectories which are rapidly lost from the
trap and thus diminish the number of stored particles. Evidence for this process was
observed through a variation of the injection settings by systematically misaligning
the injected SF−6 ion beam with respect to the trap axis using the beam chopper
also as a static deflector. By this, more ions will end up on outer phase space
trajectories, as indeed observed in Fig. 4.7. Proper injection settings are crucial
























Figure 4.6: Background rate of positive slow ions created in the injection beam line
by collisions with the chamber wall. The background rate could be suppressed by
applying a voltage of +1000 V to the grid in front of the MCP detector (compare
figures 3.13 or 3.11).
for clean undisturbed observations. However, signal contributions from ion loss via
metastable trajectories cannot be excluded for observation times <500 µs. Thus,
only storage times >500 µs are considered in the following analysis.






















103 Chopper optimum voltage
Chopper voltage offset −15 V
Chopper voltage offset −25 V
Figure 4.7: The fast depletion of ions from the trap could be influenced by changing
the chopper voltage. During the first ∼500 µs this overlaps with the neutral count
rate from other ion losses like VAD. For comparison, the relative neutralization rate
was obtained by scaling the curves taken under different injection conditions, to the
long time behavior of the decay.
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4.2 Vibrational auto-detachment of excited SF−6
The VAD signal of stored SF−6 ions could already be clearly seen in the brief discus-
sion of measurements above (Fig. 4.4), where the background effects for very early
times as well as the residual gas collision induced ion loss were also addressed. The




VAD signal is found to exhibit a power function in time, with deviation towards a
steeper dependence for later times (see figures 4.8 and 4.9). Previous studies of the
VAD process of (SF−6 )
∗ were summarized in the introduction of Sec. 2.3. It should be
recalled, that in a recent measurement with the electrostatic storage ring ELISA, a
power law decay with a time dependence of t−1.5 was reported from the observation
of neutral decay products over the time span between hundred microseconds and
ten milliseconds [25].
To yield a comprehensive understanding of the observed VAD signal, a detailed in-
vestigation covering a wide range of time scales is necessary, using existing VAD rate
models. In the following measurements, a time range from hundreds of microseconds
to in principle minutes is accessible. However, the steadily diminishing rate of the
initial VAD decay becomes unobservable at around 100 ms. Systematic studies of
the VAD decay curves were performed and are discussed within the framework of
statistical models.
4.2.1 Characterizing the detachment signal
A double logarithmic presentation of the plotted decay curves is chosen to account
for the steep shape of the decay, which clearly visualizes the wide range of time scales
involved. However, the data representation in histograms with constant bin widths
introduced before and shown for instance in Fig. 4.4, leads to problems in applying fit
routines for this wide range of observation times due to the statistical error becoming
comparable to the signal itself. Figure 4.8(a) shows the same measurement using
bin widths of 100 µs and 1 ms, respectively, which is compared to a logarithmic
binning in Fig. 4.8(b). For a constant binning with a small bin width, short times
are well represented, but for later times discrete steps due to single counts appear.
For larger bins, early times are represented in less detail.
The logarithmic binning (Fig. 4.8 b) is realized by introducing an equidistant binning
to the logarithm of each particle arrival time instead of to the time itself, in this
case 40 per decade. For example, the first bin at t > 1 ms is given by the counts
between 10−3 s and 10−3+1/40 s. The scatter for very early times in the logarithmic
binning stems from a beating between the early bunch structure of the ions in the
trap and the logarithmic bin width. However, as mentioned before, these times are
not further considered in the following analysis.
One has to note that time zero of the measurement is defined by the chopper switch-
ing when the ion bunch is released. Thus, a correction in the time scale of around
7 µs has to be applied to account for the flight time from the ion source to the
chopper. On the other hand, the recorded detection time of a neutral contains a
time of flight delay between the trap and the detector of about 10 µs, and is only
known with an uncertainty of ±1/4 of the orbital period because the location of
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Figure 4.8: Comparison of a histograms of the decay rate with constant bin widths
of 100 µs and 1 ms (a), and a logarithmically binned histogram with 40 bins per
decade (b).
the detachment event along the trap axis is unknown. Both effects nearly compen-
sate each other and the remaining small time shift and uncertainty is unimportant
considering only times t > 500 µs.
The measurements performed with the CTF exhibit a power law behavior of the
VAD rate R(t) for early times t given by R(t) ∝ tn, with n being negative and
varying between –1.5 and –1.0. In figure 4.9, the observed neutralization rate is
shown for one measurement compared to a power law with an exponent of n = −1.4.
In comparison to the recent ion storage ring measurement [25], the neutralization
rate of SF−6 anions by collisions with the residual gas could be reduced by a factor of
∼103. Hence, while residual-gas neutralization limited the observation of the VAD
neutralization rate to t < 10 ms in the previous ring experiment, the present work
finds significant VAD signals up to ∼0.1 s.
To account for the strong deviations from the power law dependence after ∼10 ms,
observed for the first time in the VAD rate for SF−6 (compare Ref. [25]), a modified
power law model is employed as a first step in this analysis. This model was intro-
duced in Ref. [11] to describe the depletion of excited vibrational states by radiative
cooling. We will use this empirical model to parametrize the observed decay shape
and compare the different measurements. The model assumes the neutralization
rates to be given by
R(t) = A (t/τ)n+1
1
et/τ − 1 + C, (4.2)
where τ is the ’cooling’ time, and A and C are rates. Note, that the function behaves
like ∝ tn for times t τ . C includes the detector dark count rate and accounts for
the collisional-induced neutralization, which is assumed to be constant due to the
long storage lifetime of the ions (see Fig. 4.5) as compared to the observation time
of the VAD signal. The value of C is determined from the late part (t > 0.2 s) of the
neutralization curve, where the MCP count rate is almost exclusively composed of
background events. Although the interpretation of the fit parameter τ as a ’cooling’
time is questionable (see later in Sec. 4.2.3 in the discussion with the detailed model),
























Modified power law fit
Power law with n=−1.4
Former measurement (ELISA)
Figure 4.9: Neutralization decay rate of the VAD process of SF−6 compared to a
power law with t−1.4 and to a curve approximating the former measurement [25],
showing a dramatically higher background due to residual gas collisions. The dis-
played fit with the modified power law from Eq. (4.2) resulted in an exponent
n = −1.405± 0.006 and a cooling time τ = 22.8± 0.6 ms.
we will keep the phrase for the time being.
As can be seen in Fig. 4.9, Eq. (4.2) results in a very good description of the data
with (for this particular data shown here) n = −1.405±0.006 and τ = 22.8±0.6 ms.
For comparison we also show in Fig. 4.9 the result of the measurement performed
at the ELISA storage ring [25]. This measurement exhibited a similar exponent of
–1.5, but a considerably higher collisional background corresponding to a mean ion
storage time of 1.1 s, concealing the feature of the VAD process at times &5 ms.
4.2.2 VAD-signal dependence on ion source settings
Systematic studies on the curve shape of the time varying VAD-signal of (SF−6 )
∗ were
performed. During the CTF cool-down, taking usually a week, the neutralization
process was investigated, but no dependence on the trap temperature could be
observed besides a decreased dark count rate of the MCP detector. Influences of the
ambient background radiation on the radiative cooling of (SF−6 )
∗ are actually not
expected for times earlier than a few 100 ms even at temperatures of ∼300 K.
We also carefully investigated possible influences of the number of trapped ions on
the neutralization decay rate. Keeping the neutral count rate below the saturation
limit of the MCP detector, no change in the shape of the VAD signal was observed.
However, we do expect the VAD signal to depend on the ion source parameters,
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as the internal excitation of the (SF−6 )
∗ ions leaving the source will certainly be
influenced by the way they are produced. A detailed description of the MISS ion
source operation can be found in Sec. 3.2.2. In the present case, the tungsten
filament is heated to temperatures in the range between 1000 and 1500 K. Cold
(300 K) SF6 gas is continuously delivered through the target bore and condensed at
its surface, where the dominant part of the electron attachment occurs. This was
confirmed by the sharp kinetic energy of the ions observed, when they experience
the full acceleration potential, as discussed in Sec. 3.2.2.
As a first parameter, the heating current of the tungsten ionizer filament was varied
by about ±20% as permitted while maintaining a stable operation of the source. A
second source parameter, which was investigated for its influence on the neutraliza-
tion rate, is the cathode voltage by which the cesium cations are accelerated onto
the target. Here, they are suspected to release electrons and/or adsorbed SF6 from
the surface, which then recombine either upon release or in the gas phase. Impact
energies of up to 2000 eV may lead to excitations of the SF−6 and a variation of this
parameter in the feasible range might be visible in the measurement.
The sputtering of ions from surfaces has been intensively investigated; high vibra-
tional and rotational energies of the sputtered ions have been observed [113, 114],
however, the ion creation from a gaseous target in this experiment differs significantly
from the arrangement in these investigations and may lead to different results.
The influence of both parameters have been studied (1) for filament currents between
18 and 24 A and (2) for cathode voltages between 800 and 2000 V. For the first one,
this translates into 60 and 110 W from the corresponding power supply and gives
temperatures between 1400 K and 1700 K using the Stefan-Boltzmann-law with an
approximate emissivity of ∼0.25 for tungsten [108]. Possibly higher ion currents
were compensated by changing the slits in the injection beam line to avoid detector
saturation.
The exponent n and the ’cooling’ time τ obtained from the analysis of the measured
neutralization rate decay curve using Eq. (4.2) are shown in Fig. 4.10 as a function
of the filament current (1) and the cathode voltage (2), respectively. No system-
atic trend in the dependencies could be observed, although statistically significant
variations between the measurements occur. Exponents between –1.45 and –1.1 and
’cooling’ parameters τ from 10 ms to 25 ms were determined. The fact that dif-
ferent power laws were observed proves an influence of the ion preparation process
on the VAD signal. Also other source parameters than those tested by this set of
measurements might be responsible for the variations.
A parameter which cannot be directly monitored in our setup is the pressure in the
ion source. This pressure is mainly determined by the flow of SF6 gas fed into the
source. The first possibility to obtain a rough measure of the source pressure is
the pressure reading of the vacuum gauge connected to the beam chopper chamber
(”chopper pressure”), which allows to observe and control at least relative changes
of the source pressures. An attempt to estimate the absolute source pressure has
been carried out in Sec. 3.2.4. According to this estimate the pressure in the source
is about 6×103 higher than measured in the chopper chamber. However, we will
continue to use the chopper pressure to characterize the source pressure, as it is the
primary experimental parameter that was monitored.
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Figure 4.10: Fitted parameters using Eq. (4.2): Both sides show the same data set
as a function of the filament current (1) and the cathode voltage (2). No systematic
dependence on either of the parameters could be observed. The large variations
of the parameters might be due changes in the ion source pressure, as for these
measurements no particular care was taken to keep it constant.
In the study on the variation of the ion source pressure, much care was taken to
keep the other source and ion injection parameters constant during the measurement
period; this holds for instance, for the cathode voltage and the filament current, but
also for the ion beam line including the dipole magnet and the positions of beam slits.
Moreover, five measurements were taken during single days (thereby eliminating
the effects of repeated ion source warm-up and shutdown procedures) in each case
starting at a high pressure of ∼5×10−6 mbar. Before each new measurement the
pressure was decreased reducing the SF6 gas flow and waiting for steady conditions.
As for the maximum pressure the ion yields are highest, keeping this sequence in
performing the study allowed all settings to be optimized at the highest occurring
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Figure 4.11: VAD neutralization rates, together with modified power function fits
observed at different source pressures, which are indirectly measured by observing
the residual gas pressures in the chopper chamber. The cathode voltage and filament
current were kept constant at 800 V and 22 A, respectively.
beam intensity, making sure that no saturation effects affect the data. It was possible
to decrease the ion source pressure stepwise by almost one order of magnitude to a
final value of ∼6×10−7 mbar.
Four of these neutralization curves measured for a cathode voltage of 800 V and a
filament current of 22 A are shown in Fig. 4.11 together with the modified power
function fits from Eq. (4.2). The intensity differences between measurements are
entirely due to the increased ion yield at higher pressures. The fit parameters are
summarized in Fig. 4.12 as a function of the pressure and compared to a second set
of measurements on a different day using a cathode voltage of 2000 V and a filament
current of 22 A. A clear trend of the fitted exponent n can be observed as a function
of the pressure covering a range between roughly –1.5 and –1.0. Thus, for the highest
pressure the steepest decay characteristics are found, which also indicates a higher
internal excitation of the (SF−6 )
∗ because of the predicted energy dependence of the
VAD rate coefficients.
The second fit parameter, the ’cooling’ time τ , also exhibits a clear tendency on the
pressure. This dependence is not expected for a radiative cooling process, which
indicates that the deviation from the power function may arise from a different
process. This is discussed in more detail in Sec. 4.2.3. Note that both fit parameters
depend not only smoothly on the source pressure but also show a distinct dependence
on the cathode voltage.
The influence of the pressure onto the VAD signal shape is likely due to collisional
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Figure 4.12: Parameters deduced from a fit of Eq. (4.2) to the VAD neutralization
rate decays measured at different source pressures, but a constant filament current
of 22 A and for two extreme cathode voltages. The parameters are plotted as a
function of the chopper chamber pressure. The true source pressure was estimated
(Sec. 3.2.4) to be a factor of ∼ 6× 103 higher.
excitation during the acceleration process of the ions. Estimated collision rates
in the source are given in table 3.1, where for the relevant pressure range average
collision numbers of 0.5 up to 5 collisions of ions with SF6 gas on the extraction path
from the source were found. The increased collision rate at higher source pressure
is expected to lead to an increased excitation, which is in turn leading to a faster
VAD-decay and thus to a steeper power law.
4.2.3 Modeling the VAD decay with vibrational and rota-
tional temperature distributions
Instead of the simple empirical model of the modified power function, a system
specific detachment model is now applied to the data, which incorporates specific
properties from SF6 and SF
−
6 . Further insight into the distribution of internal ex-
citations as well as the validity of different model input parameters can be inferred
by this model, which was derived in chapter 2.
Energy-dependent VAD rate coefficients k(E) are applied, which were suggested by
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Troe et al. [19, 22–24], but have not yet been confronted with the detailed informa-
tion available from storage ring or trap experiments. As the rate coefficients depend
on the total internal energy of (SF−6 )
∗, an integration over an energy distribution
is performed yielding a neutralization rate, which reflects the neutral detection rate
taken with the CTF (compare Eq. (2.25)). Temporal changes of the energy distri-
bution lead to a variation of the VAD rate and hence to the measured neutralization
rate decay curves. For the initial vibrational excitation a thermal, canonical energy
distribution is applied, which assumes an initial thermalization of the SF−6 ion ensem-
ble before its injection to the trap. It is given by f(E, T ) ∝ ρ(E) exp(−E/kBTvib),
accounting for the statistic multiplicity for each energy by the density of states ρ(E)
and for its temperature-dependent initial population, as discussed in Sec. 2.4. Sim-
ilarly, rotational excitation is considered by integrating over a rotational canonical
energy distribution (see Sec. 2.4.2).
VAD model with EA 1.20 eV and symmetrical SF−6 structure
At first, the detachment rate coefficients from [19, 22] are used, which are based
on an electron affinity EA of 1.20 eV and on vibrational frequencies for SF6 and
SF−6 taken from Gutsev and Bartlett [36]. Here and in the discussion of the applied
models, we illustrate their typical matching with the data for single example curves
only. Moreover, in Fig. 4.13 as well as in all following figures, the VAD neutralization
rates are given after background subtraction (rate at 0.2 s < t < 1.0 s) to illustrate
the dependencies and agreement with the model for later times more clearly. The
measurement is shown up to the times when the rate starts to scatter around zero,
because then parts of the data cannot be displayed due to the logarithmic scale.
When fitting the model from Eq. (2.25) with EA = 1.20 eV, Trot = 0 and krad = 0 by
adjusting Tvib and the overall normalization, the slope of the power function can be
well reproduced, whereas large deviations occur for times beyond 10 ms; the fit curve
bends at earlier times than the data (red curve in Fig. 4.13). The fall-off in the VAD
neutralization rate occurs at times corresponding to the inverse of the detachment
rate coefficients k(E) close to the threshold energy EA. Considering Fig. 2.7 this is
given by ∼200 s−1 and thus a time of around 5 ms. Here, the deviation from the
power law naturally occurs due to the low level density of SF6 in the energy range
where the excitation energy of SF−6 approaches the threshold EA.
If one includes into the model with EA=1.20 eV the rotational excitation of the SF−6
ensemble, as described by Eq. (2.32)-(2.35), the fit can be considerably improved.
Due to the difference in the rotational constants of SF−6 and SF6, the presence
of rotational excitation in the detachment process enhances the electron affinity
to an effective value of EA(J) = EA + ∆ER(J), and thus, the amplitudes of the
detachment rate coefficients k(E, J) at a given energy decrease. ∆ER(J) is the
rotational energy difference between SF6 and SF
−
6 for a given J , which has to be
spent to ensure angular momentum conservation in the detachment process (see
Sec. 2.4.2). If rotations are included, the model reproduces also the later times of
the neutralization curve, where the fall-off is now shaped by the rotational excitation.
However, also radiative cooling can be expected to become a relevant process at
later times. The energy dependence of the radiative cooling rate krad(E) has been
estimated in the present work in Sec. 2.5.1, where the calculated integrated infrared






























Figure 4.13: Comparison of VAD model fits (see the text) with an EA of 1.20 eV and
symmetrical SF−6 structure, subsequently including rotational excitation by Trot and
radiative cooling by krad in addition to the vibrational excitation (red: Tvib = 2050 K,
Trot = 0, krad = 0; orange: Tvib = 5900 K, Trot = 2500 K, krad = 0); green:
Tvib = 8600 K, Trot = 6400 K, krad = 28 s
−1).
intensity of the strongest IR-active vibrational mode of SF−6 [77] was used in a
stochastical approximation. A value of krad ≈45 s−1 (lifetime of 22 ms) is derived
from Eq. (2.38) for an energy of about 1 eV (see also Fig. 2.15). It should be noted
that significantly higher cooling rates for SF−6 have been determined theoretically
by Dunbar to 80 s−1 and experimentally by Troe et al. to 59 s−1 (both quoted in
Ref.[19]), yielding cooling lifetimes of 12.5 ms and 17 ms, respectively.
Radiative cooling can be included into the model calculation as discussed in Sec. 2.4.2
by including the radiative rate coefficient krad in the total decay rate entering
Eq. (2.25). The cooling rate krad is here assumed to be independent of the exci-
tation energy as it only becomes significant when in the final phase of the VAD
decay curve ions with excitation energies in a narrow range close to the EA con-
tribute to the neutralization signal. For krad = 28 s
−1, the resulting fit curve leads
to an excellent agreement with the data as shown by the green curve in Fig. 4.13.
One has to note that here the radiative cooling lifetime τrad = k
−1
rad is not equal to
the quantity τ , which was only used in Eq. (4.2) to parametrize the measurements.
In any case it is seen that rotational excitation and radiative cooling are processes
with opposite influence on the neutralization curve, and are thus ’competing’ in the
data fitting.
Figure 4.14 illustrates the fitted vibrational and rotational temperatures as a func-
tion of the chopper chamber pressure for the case without consideration of radiative
4.2 Vibrational auto-detachment of excited SF−6 103

























Figure 4.14: Vibrational and rotational temperatures as a function of the chopper
chamber pressure (reflecting the source pressure variations) from fits using the VAD
model and assuming EA = 1.20 eV. Full symbols are measurements with a cathode
voltage of 800 V, open symbols for 2000 V.
cooling. The vibrational temperatures show an increasing dependence on the pres-
sure reaching very high temperatures. The rotational temperature exhibits only
small variations in the order of 2000 to 3000 K. The full symbols in Fig. 4.14 denote
the measurements with a cathode voltage of 800 V, open symbols are for 2000 V.
The difference of the results for the two cases shows also a variation of the neutral-
ization rate on the cathode voltage, as it already became visible in Fig. 4.12. In the
presence of radiative cooling, the rotational temperatures approach unrealistically
high values, which is why they have not been included in Fig. 4.14.
It is well known that molecules become highly vibrationally and rotationally excited
within the sputtering process in the ion source (see also Sec. 3.2.3). This was for
instance investigated by Wucher et al. [113, 114], where temperatures in order of
several thousands for rotations and vibrations have been found, with usually higher
values for the rotations. The average internal energy was found to increase with the
cluster size, which can be explained by the gained binding energy, when the larger
clusters are formed by attaching atoms or small clusters. However, SF6 molecules
are already existing on the target surface and are assumed to be only desorbed by
the sputtering cesium cations, besides attaching an electron. Hence, the observed
vibrational temperatures of up to 9000 K obtained with this VAD model seem
unrealistically high and this approach is ruled out as a reasonable description of the
data.
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VAD model with EA 1.03 eV and asymmetrical SF−6 structure
The calculation of the detachment rate coefficients have been revised recently by
Troe [24] using extensive calculations of the SF−6 structure and of the vibrational
frequencies [17]. In these calculations an asymmetric structure of SF−6 in the ground
state was found in contrast to the former assumption of an octahedral shape. Com-
ing along with this, lower energetic vibrational modes are present which dominate
and increase the density of states of SF−6 (compare table 2.1). A new value for
the electron affinity of 1.03 eV was determined by Troe [24] and the size of the
detachment rate coefficients decreases considerably (Fig. 2.7).
The calculated VAD rate decay based on EA = 1.03 eV and the new vibrational fre-
quencies for SF−6 is fitted to the data at first considering only vibrational excitation.
The neutralization rate extends to larger times and even exceeds the measurement
at late times for the best fit value of Tvib = 4900 K (see Fig. 4.15). This overshoot
cannot be corrected by the inclusion of rotational excitation as this would extend
the fall-off region to even larger times as shown in Fig. 4.15. Good agreement is
achieved by including also radiative cooling. This contribution is found to be crucial
to obtain a reasonable fit result. To demonstrate the overall quality of agreement
between data and model, the weighted residuals (compare Eq. (4.3)) are shown in
Fig. 4.15. But also for these model calculations a competition between rotational
excitation and radiative cooling is taking place.
Different approaches have been applied to constrain the two competing processes.
For this purpose, the previously presented 10 measurements of the neutralization
rate of SF−6 under well-defined source and injection conditions are available, which
are found to feature different vibrational and rotational energy distributions, and
all of which will be used in the following analysis.
At first, the parameters resulting from fits assuming constant rotational tempera-
tures are shown in Fig. 4.16, where the vibrational temperatures and the cooling
rates as a function of the chopper pressure are plotted. The agreement of the fit







where the summation goes over all N data points and the squared residual between
measured value yi and the model f(xi). The uncertainty of each data point σi was
determined by the statistical error from the square root of the total counts. After
normalization of χ2 with the degrees of freedom (dof), which is N subtracting 1 and
the number of fit parameters, χ2/dof should be a value close to 1. For values much
larger than 1, the model is found to be a bad description of the data and in case of
much smaller values features of the model merely reproduce random fluctuations in
the data.
The fitting was performed with MATLAB using a numeric fitting model with an
energy resolution of 1 meV in k(E) and f(E, T ), which turned out to be sufficient
by a comparison to fits with higher energy resolution and still allowed reasonable
array sizes in the calculation. For the rotational excitation, angular momentum
numbers J up to 1000 were allowed.






































Figure 4.15: Comparison of VAD model fits with an EA of 1.03 eV including subse-
quently rotational excitation by Trot and radiative cooling by krad to the vibrational
excitation. The weighted residuals illustrate the overall conformity of the data to the
model. (red: Tvib = 4900 K, Trot = 0, krad = 0; orange: Tvib = 2900 K, Trot = 13 K,
krad = 0; green: Tvib = 3300 K, Trot = 5300 K, krad = 28 s
−1).
In figure 4.16 the resulting χ2/dof from these fits are found to be close to 1, indi-
cating that a reasonable agreement can be achieved for all fits with constant rota-
tional temperature between 500 and 4000 K. The vibrational temperatures vary only
marginally for different values of Trot and exhibit a clear increase with the pressure
from 1000 to 4000 K. When compared to Fig. 4.12, one finds a relation between the
exponent n and the vibrational temperatures, namely an exponent around n = −1
at Tvib = 1000 K and increasing to n = −1.4 at Tvib = 4000 K. Thus, a steeper decay
curve corresponds to a higher excitation, which is consistent with the interpretation
that states with higher energy and accordingly, higher detachment rate coefficients,
are populated at 4000 K.
Similarly to the fit results with EA=1.20 eV, the vibrational temperature shows a
strong dependence on the cathode voltage. For high impact energies of the cesium


































































Chopper pressure (10−6 mbar)
Figure 4.16: Fits with EA = 1.03 eV and fixed rotational temperatures (full symbols
are for a cathode voltage of 800 V, open symbols for 2000 V).
cations onto the source target (cathode voltage of 2000 V), the highest vibrational
temperatures are observed, where, however, very similar temperatures are found at
low source pressures. As the negative ions are also pre-accelerated with the cathode
voltage from the target to the extraction electrode (compare Fig. 3.8), the collision
energy of the SF−6 ions with SF6 gas is enhanced for a higher cathode voltage.
Thus, a higher internal excitation of the SF−6 at higher cathode voltage can be well
explained.
The assumption of a constant rotational temperature for all different measurements
is somewhat artificial, it seems to be more reasonable to assume Trot ∝ Tvib. The fit
parameters of the best fits obtained by assuming EA = 1.03 eV and Trot = Tvib, and
adjusting Tvib and krad are displayed in Fig. 4.17 (red curves). As other studies on
internal excitation of ions produced in a sputter source found higher rotational than
vibrational excitation, the fit was repeated for rotational temperatures twice as high
as the vibrational one; the results are also shown in Fig. 4.17 (blue curves). The fit
values show a similar shape as a function of the pressure, however, in the case of the




































































Chopper pressure (10−6 mbar)
Figure 4.17: Fits with EA = 1.03 eV assuming Trot ∝ Tvib: red curves with Trot =
Tvib; blue curves with Trot = 2 ·Tvib (full symbols are for a cathode voltage of 800 V,
open symbols for 2000 V).
higher rotational temperature the fit starts to get unacceptable for higher pressures.
The radiative cooling rate parameter in Fig. 4.16 shows only a weak dependence on
the rotational temperature, but is found to depend strongly on the source pressure,
which is not expected. When the cooling starts to become a competing process to
the detachment (t &10 ms), only the low energetic ions should be left in the ensemble
and the cooling rates should be very similar to each other within the ensemble.
To investigate whether a reasonable description of the data assuming a constant
radiative rate krad can be obtained for EA = 1.03 eV, corresponding fits were per-
formed. The results for three cooling rates of 25 s−1, 30 s−1 and 35 s−1 (corresponding
to lifetimes of 40 ms, 33 ms and 29 ms) are shown in Fig. 4.18. One notices that for
low ion source pressures only the highest cooling rate leads to a feasible fit result
(red curve), illustrated by χ2/dof. On the other hand, for these high cooling rates
χ2/dof is found to exceed a value of 3 for higher pressures, which is also noticeable


































































Chopper pressure (10−6 mbar)
Figure 4.18: Fits with EA = 1.03 eV and fixed radiative cooling rates (full symbols
are for a cathode voltage of 800 V, open symbols for 2000 V).
by a bad agreement in comparing the data and the fit curve for this case (not shown
here). The same observation applies to the lower cooling rates with opposite depen-
dencies in the pressure, and hence, no satisfying fit result can be achieved with a
fixed cooling rate and EA = 1.03 eV.
While a cooling rate of the order of 30 s−1 is nearly consistent with the estimate
given in Sec. 2.5.1, the failure of describing the data with a constant cooling rate
might indicate that the parameter krad is compensating a yet unknown shortcoming
of the underlying model or parameter assumption.
Summarizing the fit results with the microscopic detachment model, a good agree-
ment of the model with EA = 1.03 eV and asymmetrical SF−6 structure is achieved,
showing reasonable fit values of the rovibrational temperatures and radiative cooling
rates. This is in contrast to the model using EA = 1.20 eV and assuming symmetri-
cal (octahedral) SF−6 . Still, the radiative cooling rates krad vary by a factor of two,
which is non-physical as at late times only excited states in SF−6 close to the thresh-
old contribute and krad should be independent of the initial energy distribution of














T = 1000 K




Figure 4.19: Vibrational energy distribution ft(E, T ) of the stored SF
−
6 ions at three
different storage times of 1 ms, 10 ms, and 100 ms, assuming EA = 1.03 eV, J = 0,
krad = 0 with vibrational temperatures of Tvib = 1000 K (blue lines) and 3000 K
(red lines).
the ions.
This can also be illustrated by comparing the time dependence of the vibrational
energy distribution for different initial temperatures. Figure 4.19 shows an initial
thermal distribution ft(E, T ) for T = 1000 K (blue curves) and T = 3000 K (red
curves), respectively, and their time dependence for storage times of t = 1 ms,
10 ms and 100 ms obtained by multiplying the internal energy distribution with
exp(−k(E) t) and using the values of k(E) for EA = 1.03 eV. The initial distributions
were scaled to cross each other at an energy of EA+0.043 eV (lowest vibrational
frequency in SF6) and facilitate their comparison. One notices that, even for the
very different initial conditions, after 10 ms the distributions have reached very
similar shapes and thus can be also expected to lead to neutralization rates close to
each other.
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4.2.4 Determination of the electron affinity of SF−6
In the prior analysis of the VAD-induced neutralization of SF−6 , the value of the
adiabatic electron affinity was kept constant at EA = 1.03 eV, which is the value
determined by Troe [24]. However, a wide range of values were actually reported
for the EA in the literature as summarized in Sec. 2.2.1 of this work. On the
other hand, the presented VAD model based on calculated vibrational frequencies
of asymmetric SF−6 and measured electron capture cross sections of SF6, which can
also be applied using other EA values, and thus slightly different energy regimes
of ρ−(E) of SF−6 . We therefore performed some fits assuming different EA values
to investigate whether the dependence of the extracted krad values on the source
pressure could possibly be traced back to a failure of picking the right EA value.
Figure 4.20 displays the results of this investigation for three EA values of 0.83 eV,
0.93 eV and 1.03 eV setting Tvib = Trot and treating Tvib and krad as free parameters
to be determined by the fit. These results clearly show that the trend of the deduced










































































Chopper pressure (10−6 mbar)
Figure 4.20: Fit results for different EA and assuming Trot = Tvib and adjusting Tvib
and krad (full symbols are for a cathode voltage of 800 V, open symbols for 2000 V).
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Figure 4.21: Global χ2/DOF curves as a function of the adiabatic electron affinity,
obtained by fitting the 10 measured VAD-neutralization rate curves for storage times
>1 ms assuming different values for the radiative cooling rate krad, leaving only Tvib
and Trot together with the normalization to vary with the source pressure. The
dashed line is the corresponding χ2/DOF curve for krad = 25 s
−1 but considering
only storage times >10 ms.
value from 1.03 eV to 0.93 eV. This gives confidence that we might be able to
deduce the value of the adiabatic electron detachment energy from a combined fit
of the 10 individual measurements by requiring a constant radiative cooling rate; a
requirement which is well justified as discussed above (see discussion of Fig. 4.19).
Fits of the data were therefore performed with constant value for krad and EA, and
again allowing to adjust the vibrational and rotational temperatures independently.
Values for EA between 0.78 eV and 1.03 eV were used as well as krad between 10 s
−1
and 40 s−1. The global χ2/DOF was obtained for each set of 10 fitted curves, using
a sum over all residuals for χ2 and normalizing with the total number of degrees of
freedom by DOF =
∑
i dofi. Thus, a measure of the overall conformity between the
model and the data for a set of the values of EA and krad is obtained. The global
χ2/DOF are shown as a function of EA in Fig. 4.21 and as a function of krad in
Fig. 4.22. For both cases a clear minimum in the global χ2/DOF is observed for
values of EA = 0.90 eV and krad = 25 s
−1 (blue curves).
The value of the global χ2/DOF as a function of krad and EA has been examined by
112 Chapter 4. Experiments on SF−6


























Figure 4.22: Global χ2/DOF curves as a function of the radiative cooling rate,
obtained by fitting the 10 measured VAD-neutralization rate curves for storage times
>1 ms assuming different values for the radiative cooling rate krad, leaving only Tvib
and Trot together with the normalization to vary with the source pressure. The
dashed line is the corresponding χ2/DOF curve for EA = 0.90 eV but considering
only storage times >10 ms.
fitting with a polynomial function. From this, the minimum global χ2/DOF is found
for values of EA = 0.90 ± 0.05 eV and krad = 25 ± 5 s−1. Following Ref. [129], the
statistical uncertainty of each value was found by the parameter range over which
the global χ2/DOF is smaller than (χ2/DOF)min × {1 + 10p/DOF}, where p is the
number of fit parameters for each of the 10 fits.
To estimate possible systematic errors, which might arise from assuming a ther-
mal internal energy distribution of the nascent SF−6 ions, we also performed fits
restricting the fit range to storage times t > 10 ms. At these times the remaining
population pattern is considerably less sensitive to the precise form of the initial
distributions (see the populations in Fig. 4.19). Remarkably, these restricted fits
result in very similar best values for EA and krad, namely EA = 0.93± 0.07 eV and
krad = 30 ± 7 s−1 with similar statistical errors (see Fig. 4.21 and 4.22). We will
take the average between the two values deduced for EA and krad as our final result,
adding half the difference between the two individual values as systematic error to
the statistical uncertainty.







































Chopper pressure (10−6 mbar)
k





























Chopper pressure (10−6 mbar)
Figure 4.23: Vibrational and rotational temperatures for the best fit result with
EA = 0.90 eV and krad = 25 s
−1 for a fit range of t > 1 ms (full symbols are for a
cathode voltage of 800 V, open symbols for 2000 V).
The final value of the experimentally determined adiabatic electron affinity of SF−6
including the statistical and systematic uncertainties is thus
EA = 0.91± 0.05 eV. (4.4)
This value is in excellent agreement with the adiabatic electron affinity of SF−6 of
0.9± 0.1 eV calculated in the paper of Eisfeld (2011) [18]. Considering the margin
of the error ranges, the value slightly deviates from the recent experimental value
of EA = 1.03 ± 0.05 eV from Troe (2012) [24] and the recent theoretical value of
EA = 1.034± 0.030 eV from Karton and Martin (2012) [38].
For the radiative cooling rate of SF−6 a value of
krad = 27± 6 s−1 (4.5)
is determined, which corresponds to the cooling at internal energies near the EA.
The cooling rate was approximated in Sec. 2.5.1 and the energy dependent rates for

























Pressure 3.6 x 10−6 mbar
Pressure 1.3 x 10−6 mbar
Pressure 0.8 x 10−6 mbar
Pressure 0.6 x 10−6 mbar
Figure 4.24: Best fit of the VAD-neutralization curves for a cathode voltage of 800 V
using EA = 0.90 eV and krad = 25 s
−1; Tvib, Trot, and the overall normalization were
adjusted. The fit parameters are displayed in Fig. 4.23.
krad(E) were displayed in Fig. 2.15. Here, for an energy of about 0.91 eV a value
of 43 s−1 is estimated. Even though the value deduced in the present experiment is
about 50% smaller, in view of the approximation entering the theoretical estimate
this is still considered to be a reasonable agreement.
The vibrational and rotational temperatures resulting from this analysis for the
fixed values of EA = 0.90 eV and krad = 25 s
−1 are shown in Fig. 4.23, where Tvib
and Trot are found to lie in a plausible range. The vibrational temperature exhibits
higher values for the measurements with a cathode voltage of 2000 V compared to
800 V, which is consistent with previous interpretations. At 2000 V, Trot shows
similar values as Tvib, while for 800 V the rotational temperatures is found twice as
high as the vibrational one. However, the influence of rotational excitation is poorly
reproduced by the VAD curves, as it was illustrated in Sec. 4.2.3. The χ2 values
are in an acceptable range considering the fact that the fit comprises five orders of
magnitude in the VAD curve.
The high quality of the fits can also be judged from plots where the data are com-
pared to the model curves for four of the measurements in each series performed at
cathode voltages of 800 V (Fig. 4.24) and 2000 V (Fig. 4.25).

























Pressure 4.6 x 10−6 mbar
Pressure 3.0 x 10−6 mbar
Pressure 1.5 x 10−6 mbar
Pressure 0.8 x 10−6 mbar
Figure 4.25: Best fit of the VAD neutralization curves for a cathode voltage of 2000 V
using EA = 0.90 eV and krad = 25 s
−1; Tvib, Trot, and the overall normalization were
adjusted. The fit parameters are displayed in Fig. 4.23.
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4.2.5 Alternative information about the initial SF−6 energy
distribution
In the following section we estimate the percentage of ions in the stored ensemble
of SF−6 , which have internal energies larger than the VAD-threshold energy EA, by
comparing the VAD induced decays to those induced by residual gas collisions. Two
measurements are presented, which have been performed at room temperature and
under cryogenic trap conditions, respectively. These measurements were taken to
determine the collisional lifetime of the stored SF−6 under the respective conditions.
Note that the ambient radiation field is not expected to affect the rate of neutral
particle production in either of these measurements; ’warm’ and ’cold’ in the follow-
ing will only be used to distinguish between the two measurements, which therefore
essentially differ in the relative importance of residual gas collisions.
The number of ions which decayed by VAD can be determined by integrating the ob-
served neutralization rate over the observation time. Moreover, after about 100 ms,
the VAD process ceases and only those ions are left in the trap, which had initial
internal energies below EA or decayed into this region radiatively. They contribute
to the neutralization rate only via collisions with residual gas and in the following
will be called ’stable’. To determine the total amount of stable ions, a reliable colli-
sional lifetime fit is necessary which requires a long-time storage in the order of the
expected lifetime.
A long-time measurement of the neutralization rate of SF−6 at room temperature was
already presented in Fig. 4.5(a), and a single exponential fit was applied to charac-
terize the long-time ion loss and determine the collisional cross section. However,
for the present purpose a good representation of the complete curve is required. For
trapping times exceeding the VAD-decay between 100 ms and 1 to 2 seconds, an






































vib ~ 2000 K
Figure 4.26: Long-time measurements of the neutralization rate of SF−6 : (a) mea-
surement with a warm ion trap and storage lifetimes of τ1 ∼ 29 s and τ2 ∼ 900 ms.
(b) cold ion trap measurement with a storage lifetime of τ1 ∼ 840 s. All fit values
as well as the determined counts for the regions (I), (II) and (III) are summarized
in table 4.2.
4.2 Vibrational auto-detachment of excited SF−6 117
Table 4.2: SF−6 count rate summary determined from fits and integrated rates; the
labels ’warm trap’ and ’cold trap’ are to distinguish between the two measurements,
no influence on the internal excitation of the ions by the ambient radiation field is
expected
Warm trap Cold trap
Exponential fits of collisional-induced ion loss*
N1 (s
−1) 7920 ± 120 322 ± 54
τ1 (s) 29.3 ± 0.4 840 ± 140
N2 (s
−1) 65 ± 8
τ2 (s) 0.87 ± 0.09
C† (s−1) 7.36 1.55
Counts from the measurement
(I)a 33.7 ± 1.3 0.038 ± 0.009
(II)b 80 ± 17 36.5 ± 0.5
(III)c 7950 ± 120 322 ± 54
Relative counts since t ≥1 ms
(I) 0.0042 ± 0.0002 ∼0
(II) 0.010 ± 0.002 0.102 ± 0.015
(III) 0.984 ± 0.020 0.898 ± 0.202
Estimated temperatures Tvib(K)
From relative counts ∼600 ∼850
Fit value # ∼700 ∼2000
* Fit function: Rcoll(t) = N1/τ1 exp(−t/τ1) +N2/τ2 exp(−t/τ2) + C
† Detector dark count rate
a Collisional-induced 1≤ t ≤100 ms: ∫ 100 ms
1 ms
Rcoll(t)dt
b VAD-induced 1≤ t ≤100 ms: ∫ 100 ms
1 ms
RV AD(t)dt




# Fit using EA = 0.91 eV, times later than 1 ms and adjusting Tvib, krad
and the normalization.
ponential function. Respective lifetimes of τ1 ∼ 29 s and τ2 ∼ 900 ms were obtained.
Fit parameters and determined counts are summarized in more detail in table 4.2.
At cryogenic temperatures, a long time measurement with a trapping duration of
400 s was chosen with a background measurement of 40 s after the ejection of the
ions, from which a storage lifetime of τ1 ∼ 840 s was found.
The neutralization rate curves of these measurements are plotted in Fig. 4.26(a) for
the ’warm’ trap and (b) for the ’cold’ trap together with the fits of the exponential
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Figure 4.27: The thermal energy distributions for the ’warm’ trap (a) and the ’cold’
trap (b) with the same relative fraction above and below the EA after 1 ms as
it was derived from the relative counts of the neutralization curves (Fig. 4.26 and
table 4.2). The energy distributions show in blue the fraction below EA, in orange
the contribution which is left with energies above EA after 1 ms and the sum of all
curves including the red part is the initial distribution.
decays caused by residual gas collisions. Contributions of the collisional-induced
ion loss for times 1 ms ≤ t ≤ 100 ms (I) and t > 100 ms (III) are obtained
from the exponential parts of the fit function. The VAD part (II) is then derived
by integrating over all counts for times 1 ms ≤ t ≤ 100 ms and subtracting the
collisional fraction and the detector dark counts. However, ions lost by collisions at
times 1 ms ≤ t ≤ 100 ms can have been either excited above the EA or stable. This
was accounted for by a larger error in table 4.2 for the contribution (II).
Thus, for storage times later than 1 ms, the measured relative counts between excited
ions and stable ions could be determined and are also summarized in table 4.2. In
the warm trap measurement, ∼1% of the trapped SF−6 are found to be excited above
the VAD-threshold and ∼99% are stable. The cold trap measurement shows ∼10%
excited SF−6 and 90% stable ions.
From these values one realizes, that a large amount of the trapped ions are indeed not
very highly excited and do not undergo VAD. This is a very important observation,
as it gives information on the creation and excitation process of the ions in the source.
In case of low-energy electron attachment to the neutral SF6 without thermalization,
the internal energy distribution of the SF6 gas would be retained and only shifted
towards higher energies by the electron affinity EA. Hence, all SF−6 ions would have
energies higher than the EA and would thus dominantly decay via VAD in the first
100 ms. However, this assumption is far off the observation, as the determined
percentages illustrate.
On the other hand, if the ensemble of SF−6 is thermalized in the source, the distribu-
tion can be described by a temperature as assumed when the VAD model is adjusted
to the measurements. Figure 4.27(a) and (b) illustrates thermal energy distributions
for both measurements which were chosen such that they contain the same relative
fractions above and below the EA at the time t = 1 ms as were determined from the
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relative counts (table 4.2). The whole envelope including the red, orange and blue
areas displays the initial distribution at time zero with temperatures of ∼600 K in
the case of the warm trap and ∼850 K for the cold trap measurement. The orange
part shows the remaining energy distribution after the depletion due to the VAD
process at a time t = 11 ms and for energies above the EA. The blue area is the
fraction below EA, which is considered to be stable with respect to VAD, and can
be assume to be the fraction, which is left after ∼100 ms.
Figure 4.26 displays also the result of the fits with the VAD model using EA =
0.91 eV. However, one has to note that because of the long storage duration, lower
statistics are available for the VAD part of the neutralization curve compared to
the measurements in the previous section. Nevertheless, the fitted temperature of
Tvib ∼700 K for the warm trap is in good agreement with the temperature from the
relative counts, however, larger discrepancies are found for the cold trap measure-
ment with a fitted temperature of Tvib ∼2000 K.
As the main intention of these long-time storage measurements was to derive a
reliable storage lifetime, it was not attempted to keep the ion source pressure at
a constant value. On average the ion source pressure was higher in the cold trap
measurement, which confirms the trend of the temperatures. For both measurements
a cathode voltage of 2000 V and a filament current of 22 A were used.
Summarizing the observations, the relative amounts of excited and stable SF−6 have
been determined by a comparison of the neutral count rates between VAD and
collisional-induced neutralization, and a relatively small fraction of the ions was
found to be excited above the EA. An energy distribution defined by low-energy
electron attachment without thermalization can thus be excluded from these obser-
vations. With the assumption of fully thermalized distributions in the ion source,
some discrepancy is found between the temperature values considering on the one
hand the ratio of the total decay counts at early and at late times, and on the other
hand the initial (mainly short-time) VAD time-dependence (VAD model fits). An
incomplete thermalization of the ions in the source leading to different shapes of
the initial energy distribution than shown in Fig. 4.26, may explain the observed
differences for these high temperatures.
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4.3 Photo-detachment and delayed decay of SF−6
The cooling rate which was determined in the previous section indicates the influence
of the radiative stabilization processes after the electron attachment to SF6, as a
competing process to VAD. However, after ∼100 ms the radiative cooling process
can no longer be followed as the neutral rate from the VAD decay vanishes. Photo-
excitation of SF−6 gives access to the ion’s internal cooling process even below the
threshold EA, and performed in an ion beam trap at low pressure, this process can
be investigated under isolated conditions without, e.g., collisional stabilization.
The remaining internal energy distribution, once the thermal VAD process has van-
ished, is here shifted upwards by the absorbed photon energy (see Sec. 2.5.3 and
Fig. 2.17). The subsequent neutralization rate by VAD, as induced by the laser
excitation, is used to draw conclusions on the internal energy of the ions prior to
their photo-excitation. An introduction on this process can be found in Ref. [130];
similar measurements have been performed for instance on C−60 [11] or aluminum
clusters Al−n [131, 132].
A schematic view on the measurement in the CTF is shown in Fig. 4.28. Through
a crossed ion-laser beam configuration in the trap center, a small fraction of the
stored ions is photo-excited. As the ions are moving simultaneously in both di-
rections, the excited ion fraction manifests itself in two short, counter-propagating
”bunches” inside the unexcited trapped ions. The earliest neutral counts on the
detector originate from the bunch moving towards the detector at the time of the
excitation. Further delayed neutrals arrive each half oscillation period coming from
either of the two excited ion bunches. Note that while neutral particles are created
from the excited bunches continuously, they are born at near-identical velocities and
hence arrive at the detector within a narrow time window.
As in the previous experiments, a 6 keV SF−6 ion beam is trapped under cryogenic














Figure 4.28: Schematic process of the laser excitation of a stored ion beam (not to
scale): A small fraction of the beam is excited and moves as two excited bunches in
opposite directions (red and blue). Neutral fragments are created and drift towards
the detector (green) each half oscillation.
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Figure 4.29: Neutralization rate of SF−6 with enhanced signals from the photo-
induced neutralization coinciding with the laser shots every 20 ms.
other modes discussed in Sec. 3.5.2 was employed using a positive η-parameter,
which ensured a faster dispersion of the stored ion bunch. As in the previous mode
the trap oscillation period was ∼20 µs. The ion source was operated with a cathode
voltage of 2000 V, and a filament current of 26 A, while the vacuum pressure in the
chopper chamber was kept at an intermediate value of ∼ 2× 10−6 mbar.
Photo-excitation is performed with the laser setup introduced in Sec. 3.4 using a
1064 nm (1.165 eV), pulsed Nd:YAG laser with a pulse repetition rate of 50 Hz and
a pulse length between 15 ns and 20 ns. An average laser power of 1 W was used
(corresponding to 20 mJ/pulse) and the laser beam was expanded to a diameter of
about 15 mm providing a large overlap with the stored ion beam, but relatively low
photon intensity. The applied photon energy was sufficient to excite all ions above
the EA independent of their remaining internal energy, but also strongly suppressed
the probability for direct vertical photo-detachment, which was observed at much
higher photon energies of the order of ∼2.8 eV [5] to ∼3.27 eV [17].
During the first 100 ms to 200 ms of the ion storage the initial VAD process takes
place, where almost all of the excited (SF−6 )
∗ with E > EA neutralize and are lost
from the trapped ion ensemble. However, as quantitatively discussed before, a large
amount of the stored ions are not excited above the EA and remain stored, and are
hence only affected by rare residual gas collisions.
The neutralization rate of a trapped SF−6 beam with periodic photo-excitation is
shown in Fig. 4.29 for storage times of up to 1 s and with time bins of 10 µs. A
clear enhanced neutral signal is observed in pulses spaced by 20 ms corresponding
to the laser repetition rate. For times shorter than 100 ms, the photo-excited signal
overlaps with the initial VAD. These early pulses will not be considered in this
analysis as the signal from photo-induced, delayed electron emission is influenced
by the steeply changing background. The current data set includes an average over
more than 105 injections, where signal amplitudes are given in units of counts per
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Figure 4.30: Combined neutralization signal from all laser shots between 0.1 s and
55 s of ion storage with a bin width of 100 ns
second and injection.
In the high resolution time spectrum with 0.1 µs binning, a small drift of the time
differences between the peaks was observed as the laser clock and TDC clock were
not properly phase-locked. However, the time of each laser shot was determined
via a search algorithm for the intensity peaks. With this information the time win-
dows following each laser shot were superimposed on each other. This combination
of all laser shots from a large number of injections and summed over all storage
durations of 0.1 s < t < 55 s is presented in Fig. 4.30 as a function of the time
after the laser shot. This representation reveals several equidistant neutral signals
with a separation of 10 µs, i.e., half of the SF−6 oscillation period in the trap. The
background from ion loss by residual gas collisions was determined by an averages
of the background rates between the individual laser shots which were fitted with
an exponential decay function to account for the finite storage lifetime. In Fig. 4.30,
these background rates were summed over the respective time window to illustrate
the determined background level.
As illustrated in Fig. 4.28 and visible in Fig. 4.30, the first neutral signal, referred
to as the prompt signal, originates from ions moving towards the detector at the
time of the laser excitation. Because the exact decay time cannot be determined,
the prompt signal can thus contain possible contributions from direct vertical photo-
detachment of excited SF−6 in addition to the neutrals from the fastest VAD decays.
The prompt signal represents the decay times between zero and 5 µs after the
excitation, before the excited bunch is reflected by the trap mirror potential. All
later peaks are due to delayed decays of the newly formed, metastable (SF−6 )
∗. Each
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Figure 4.31: Integrated neutral counts for each prompt signal: The first few counts
are from the overlap of the thermal and photo-induced SF−6 decays. The low count
rate at early storage times (∼0.1-0.5 s) is likely caused by a preference for photo-
dissociation of the excited SF−6 , which exhibits a low detection efficiency. Radiative
cooling of the internal energy of SF−6 changes the decay channel to photo-induced
VAD for later storage times, which increases the count rate due to a high detection
efficiency (compare Fig. 4.32 and see text for details). Residual gas collisional ion
loss causes the exponential decline of the signal at times ∼2-55 s (see inset).
signal peak incorporates a decay duration of 10 µs, i.e., one trap passage of the ions
in the direction towards the detector.
4.3.1 Prompt signal and photo-detachment cross section
A single neutral prompt signal without averaging over the storage duration was
used in Sec. 3.5.2 to derive the (approximate) ion beam and laser beam overlap.
For the averages shown here, the width of the neutral signal is dominated by the
drift between the laser clock and TDC clock increasing for long storage times. The
slightly asymmetric shape of each peak towards longer times in Fig. 4.30 is ascribed
to ions decaying inside the mirror potential with a reduced velocity and thus arriving
later on the detector. In any case, the exact decay time within the ion flight times of
5 µs for the prompt signal and of 10 µ for each delayed signal cannot be determined.



































Figure 4.32: Schematic view of the potential curve of SF−6 : Excited SF
−
6 ions at
800 K (initial energy distribution represented by the dashed red line) are assumed
to undergo dominantly dissociation after the absorption of the photon energy of
1.165 eV (green arrow; red area: projected energy distribution), whereas colder SF−6
ions at 200 K (blue dashed line) stay mainly below the dissociation threshold of
1.32 eV and decay via VAD (blue area: projected energy distribution after photon
absorption). Radiative cooling (cyan arrow) decreases the ion’s temperature during
the ion storage, which changes the decay process from photo-dissociation to photo-
detachment. The lower detection efficiency for the neutral dissociation product
fluorine compared to SF6 leads to the lower neutral count rate for early storage
times in Fig. 4.31.
The counts of the prompt signals integrated over the 5 µs time window directly
following each laser shot are shown in Fig. 4.31 as a function of the ion storage time.
The very low rate of only ∼ 2 to 4 × 10−3 counts per laser shot indicates that no
detector saturation effects are expected. The first few enhanced data points are due
to the overlap of the photo-detachment with the initial VAD-decays and therefore
cannot be determined with much precision. The increase of the neutral yield of
about a factor of two over the first second indicates that the internal energy of the
stored SF−6 changes during this storage time interval. However, in case of radiative
cooling during this storage time one would expect a decreasing neutral yield by VAD
4.3 Photo-detachment and delayed decay of SF−6 125
as less ions would have enough energy after the photon absorption to decay by this
process within the first 5 µs.
An explanation of the rise in the neutralization rate is obtained by considering the
process of auto-dissociation of SF−6 , which becomes a relevant process at these early
observation times and high excitation energies (compare Fig. 2.8). The schematic
view on the potential curve of SF−6 for the stretch of a single S-F bond in Fig. 4.32
elucidates the competing processes of VAD, dissociation and radiative cooling. A
value of EA = 0.91 eV is assumed for the electron affinity. According to the energy
difference between the electron affinity and the dissociation energy of ED − EA =
0.41 eV, which was determined in Ref. [20], a dissociation threshold of ED = 1.32 eV
is considered in Fig. 4.32 as well as also for the later analysis.
A still hot SF−6 ion ensemble at 800 K, as illustrated by the red dashed curve in
Fig. 4.32, will be shifted by the absorbed photon energy of 1.165 eV dominantly
above the dissociation threshold of 1.32 eV (red area). These ions will mainly decay
via dissociation, but this fragmentation will be detected by the MCP detector with a
reduced efficiency as the neutral fluorine atom from the dissociation process exhibits
a laboratory kinetic energy of about 780 eV only (see Sec. 2.5.3). For longer storage
times the energy distribution approaches lower temperatures due to the radiative
cooling process, and an increasing amount of ions can only be photo-excited below
the dissociation threshold. These SF−6 ions will mainly decay via VAD and will
be observed with a higher detection efficiency, which explains the rising prompt
amplitude in Fig. 4.31 for later times.
For even longer storage times, the prompt signal exhibits an exponential decay, as
depicted in the inset of Fig. 4.31, which can be dominantly assigned to trap ion loss
due to residual gas collisions. The total number of ions decaying via residual gas
collisions and counted on the detector can be extrapolated from an exponential fit of
the neutral counts between each laser shot and leads to about 234 ions per injection.
The exponential fit of the time dependence of the prompt signals only leads to ∼6
ions which decay per injection due to the photo-excitation.
These values can be used to approximate the photo-detachment cross section of SF−6
at the laser wavelength of 1064 nm by σpd = (Npd/NL)·I−1ph and thereby exclude two-
photon absorption processes in the measurement. Npd/NL is the fraction of electron-
detached SF−6 ions irradiated by the laser beam and Iph is the photon intensity per
unit area. The fraction of illuminated SF−6 for each laser shot in the ion trap is
about 1.7% of the trapped ions, which is obtained by comparing the ions’ flight
time through the laser beam of ∼15 mm diameter with the trap oscillation period.
Thus, on average only about NL = 4 of the 240 trapped ions are in the laser beam.
The maximum number of counts per laser shot is determined from Fig. 4.31 by the
amplitude of an exponential fit to about Npd ≈ 3.6 × 10−3. These extrapolated
neutral counts are due to the VAD-decay with the same detection efficiency as for
neutrals from the residual gas induced neutralization, and the detector efficiency
cancels out for the ratio Npd/NL.
The average laser power was measured by a caloric laser power meter used as a beam
dump after the laser beam left the ion trap and gives 1 W in the trap center after
correction for the window transmission, which corresponds to 20 mJ per pulse inside
the trap (see also Sec. 3.4). A photon intensity of Iph = 5.4 × 1016 photons/cm2 is
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obtained with the beam diameter of 15 mm. Combining these values, one finds a
photo-detachment cross section for SF−6 of
σpd ≈ 2 × 10−20 cm2 (4.6)
at a wavelength of 1064 nm. This is in a reasonable order of magnitude compared
to measured photo-detachment cross sections of SF−6 of σpd ∼ 10−18 − 10−19 cm2
at wavelengths between 360-400 nm [133] and which are steeply falling towards
longer wavelength. In addition, the small fraction of counts from the illuminated
ions (Npd/NL = Iphσpd) shows that two-photon processes can be neglected in the
measurement, as the probability for this process scales with (Iphσpd)
2.
4.3.2 Delayed detachment after photo-excitation
Figure 4.33 displays the integrated neutral counts for the prompt and delayed signals
after background subtraction and for storage times up to 2 s after summing up the
laser shots inside the respective time windows following the laser excitation (compare
Fig. 4.30). The first point at 2.5 µs is the prompt peak and the following delayed
signals are separated by 10 µs. Time frames between 0.5 s and 2 s of ion storage
exhibit similar time dependencies and are additionally combined as the red curve.
A power function of ∝ t−1.2 is found to approximately describe the shape of this
decay for about 10 µs < tL < 100 µs, except the data at 0.1-0.5 s of the storage
time. The similarity of the different curves for tL > 0.5 s indicates that the energy
distribution does not change significantly during ion storage, and processes such as
radiative cooling are already completed or proceed over much longer time scales.
However, the strong discrepancy observed for the first 0.1 to 0.5 s can be assigned
to the radiative cooling process, which became already apparent in the increasing
prompt intensity (see Sec. 4.3.1 and Fig. 4.31). This also showed that before radia-
tive cooling, hot SF−6 ions decay mainly via dissociation and only a smaller fraction
is left for the delayed detachment process.
To investigate possible long-time dependencies of the radiative cooling process, the
CTF capability of providing extremely high vacuum was used to store and laser
irradiate the SF−6 ions for as long as 55 s. Integrated delayed counts for longer
storage times are shown in Fig. 4.34, where in (a) also the background level for each
time period is indicated and in (b) the background was subtracted. Within the
statistical error no time variation of the signal shape is found and the decrease of
the amplitude in (a) is due to trap ion loss induced by residual gas collisions. Values
below 10−6 counts per laser shot and injection are assumed to be consistent with
the background due to their large statistical errors. For the further analysis of the
decay shape following a laser pulse, the summed data for 1 s to 55 s of ion storage
are used.
Models for the delayed neutralization rate of SF−6 after photo-excitation were intro-
duced in Sec. 2.5.3, where the rate Rph(tL, ti) is given as a function of the time after
the laser shot tL, which was obtained by integrating over the initial energy distri-
bution fti(E − hν) after a storage time of ti and shifted by the photon energy hν.
Equation (2.42) accounts for the detected SF6 neutrals after electron detachment
by k(E) and Eq. (2.43) for the detected fluorine atoms after the dissociation by
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Figure 4.33: Neutral counts versus the time after laser excitation shown for different
storage time intervals. The deviation in the first 0.5 s can be attributed to radiative
cooling and a competition between VAD and auto-dissociation as shown in Fig. 4.31
and Fig. 4.32 and is described in the text. The difference in the prompt amplitude
compared to Fig. 4.31 is due to a different measurement set, which here includes the
data for storage times t ≥ 2 s with possibly different ion intensities.
kdiss(E), where in each case both processes are present. In equation (2.44) the two
competing processes are combined with different detection efficiencies  and diss.
It was also found that a simple radiative cooling model including only the strongest
IR active mode and stochastical intramolecular vibrational redistribution (IVR),
leads to energy distributions similar to thermal canonical distributions at varying
temperatures (compare Fig. 2.16). Thus, IR cooling times and temperatures of the
SF−6 ions can be connected to each other.
In figure 4.35, the model from Eq. (2.42)-(2.44) with detection efficiencies of  = 1
and diss = 0.2 was adjusted to the delayed neutral counts by varying the tempera-
ture of the initial distribution; excluding the prompt signal at tL = 2.5 µs from the
analysis. As the carefully determined background level in Fig. 4.34 still seems to
underestimate the background for late times, a new background for the analysis in
Fig. 4.35 was determined from an average of the delayed signal for times t > 150 µs
after the laser shot. Furthermore, for the displayed models in Fig. 4.35, values of
EA = 0.91 eV and ED = 1.32 eV were assumed for all curves, except for the dark







































Figure 4.34: (a) Photo-induced delayed neutralization counts for times (tL > 5µs)
for storage times up to 55 s and corresponding background level for the time periods.
(b) The same counts in a logarithmic scale and after background subtraction.
gray curve with EA = 1.03 eV and ED = 1.44 eV from Ref. [24].
The model function was normalized to the first delayed peak, which exhibits the
highest statistics. To account for the uncertainty of the ion decay time, the model
curve was integrated over a time range of 10 µs around the times where the delayed
peaks were observed. Hence, the prompt contains the integrated counts from zero
to 5 µs, the first delayed signal from 5 µs to 15 µs, etc.
The best match between this model and the experimental data was found for tem-
peratures of about Tvib = 300 K, whereas for higher temperatures such as 600 K a
steeper decline of the delayed signal is predicted, while a flatter decline is predicted
for Tvib = 100 K.
This result suggests that radiative cooling over storage times of up to 55 s does not
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VAD + DISS: 100 K
VAD + DISS: 300 K
VAD + DISS: 600 K
Only VAD: 300 K
VAD + DISS: 300 K, EA=1.03 eV
Figure 4.35: Photo-induced delayed neutralization signal after subtraction of the
background, which was estimated from the data for times >150µs (see text). Model
predictions for different vibrational temperatures using Eq. (2.42)-(2.44) with  = 1
for the VAD process and diss = 0.2 for auto-dissociation, and using EA = 0.91 eV
and ED = 1.32 eV (except for the gray curve with EA = 1.03 eV and ED = 1.44 eV
from Ref. [24]). The green curve is for the case of kdiss = 0 to illustrate the influence
of dissociation.
yield vibrational temperatures of <300 K, much higher than the trap temperature
of ∼12 K.
Although the internal energy remaining at 300 K in all 15 vibrational modes is
sufficient to populate the strong IR active mode at 83 meV by IVR, the energy could
at these lower internal energies also already be trapped in the non-IR-active modes
with weak coupling to the other modes. Considering a very naive approximation,
where all vibrational modes would be singly occupied except for the strong IR active
modes at 671.1 cm−1 and 757.7 cm−1, it is found that a total vibrational energy of
0.49 eV above the zero point energy would remain in the molecule. Most of the
vibrational energy distribution for 300 K is thus found below this energy. On the
other hand, the high energy part of the distribution is in any case not practically
accessible in this measurement, as it is shifted by the absorbed photon energy of
1.165 eV to energies above 1.6 eV, so that it is contained in the prompt signal and
hence excluded from analysis.
An a priori possible explanation of the high remaining internal energy by rotational
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excitation can be ruled out within the context of this model assumption: We start
by considering SF−6 ions in the vibrational ground state, however with a high degree
of rotational excitation (which because of angular momentum conservation requires
the emission of many photons and hence has a long time constant).
The rotational excitation is here considered to be retained after the photon absorp-
tion and the photon energy to be transfered only to vibrational excitation. Hence, all
ions would have equal vibrational energies, but ions with a high angular momentum
J would decay with a reduced VAD rate k(E, J) as it was discussed in Sec. 2.4.2 and
illustrated in Fig. 2.12. The lower VAD rate for these SF−6 ions with high J leads to
an even shallower decay dependence, in contrast to the required steeper decay for a
low vibrational temperature.
The result of the model with an energy distribution at 300 K, an electron affinity of
EA = 1.03 eV and dissociation energy of 1.44 eV is also displayed in Fig. 4.35 for
comparison, and shows a shallower dependence as a function of the time after the
laser shot. Accordingly, much higher temperatures would be required to match the
data with these values for the thresholds.
Finally, a vibrational temperature of Tvib = 300 K with EA = 0.91 eV exhibits
the closest agreement of the model prediction with the observed prompt amplitude.
Here, contributions from possibly direct photo-detachment or photo-dissociation
could be contained in the prompt signal, being indistinguishable from decay pro-
cesses with prior vibrational excitation. This would increase the observed prompt
signal, but is not accounted for in the model.
In conclusion, the delayed neutralization rate of SF−6 after photo-excitation can
be used to determine the remaining energy content under isolated, undisturbed
conditions. Vibrational temperatures for long storage times could be determined,




5.1 SF−6 studies at the cryogenic ion trap CTF
In the present studies, the vibrational auto-detachment (VAD) was investigated on
an increasingly complex, but comprehensive studied molecule, the sulfur hexafluo-
ride anion. Statistical models were employed to reproduce the observations. The
excellent agreement with the measurements allowed to study contributions from
various effects on the decay time-dependence.
On the one hand, for SF6 a comprehensive knowledge about molecular structure,
vibrational and rotational properties has been accumulated as well as far-reaching
experimental investigations. The symmetric, octahedral structure of the neutral and
the recently suggested, slightly distorted appearance of the anion [17] are well ex-
plored theoretically and vibrational frequencies like the prominent IR-active modes
also experimentally observed [5]. On the other hand, besides the symmetric regular
molecular appearance, statistical models are found to be applicable describing collec-
tive behavior as intramolecular vibrational redistribution (IVR) and their coupling
to the electronic motion.
Considering in comparison for instance metal clusters, their nuclear structures are
often less well known even at small sizes or exhibit strong isomerization between
different geometries even at low excitation [134]. Accordingly, the vibrational motion
leaves uncertainties and collective movements become apparent. In these systems,
one is fully dependent on statistical methods and microscopic calculations, as still
possible for SF−6 , are hopeless.
For SF−6 both conditions, well-known structure and properties and the applicability
of statistical models, are rather well fulfilled and, as shown in the present investiga-
tion, can be applied to model even the complex process VAD. This was confirmed
by the observation of a power-law time-dependence of the neutralization rate of
trapped, highly excited (SF−6 )
∗ ions over several orders of magnitude in its size be-
tween hundreds of µs to over 100 ms. Previously unobserved deviations from the
power-law towards later times were identified and could be characterized by apply-
ing a recent state-of-the-art model [19–24], which combines statistical approaches
with experimental electron capture cross sections.
The deviation from the power-function behavior was found to manifest itself at time
scales which correspond to the calculated VAD rate at the threshold EA. Only the
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present, low background measurement could access these small decay rates, which
otherwise would have been concealed in the background from collisional ion loss.
Moreover, this observation most likely excludes other earlier models used in VAD
calculations, which assumed an electron affinity EA of 1.20 eV [19–21] and also
relied on former vibrational frequency calculations of SF6 and SF
−
6 [36]. In contrast,
the recent model assuming a slightly asymmetric anion geometry [17], and a new
value for EA of 1.03 eV [24] leads to a satisfying agreement with the data from the
present work, already without considering further effects becoming important at the
late times of the decay.
In describing the stochastical character of the (SF−6 )
∗ decay governed by significant
IVR, a thermal vibrational energy distribution was chosen to account for the initial
excitation constellation. Conversely, this provided a possibility to determine the
vibrational temperature of the investigated system for the time prior to the decay,
reflecting the ion source excitation. In terms of this, a variation of the excitation was
observed in the obtained vibrational temperatures, scaling clearly with the SF6 gas
inlet pressure to the ion source. Hence, not only the matching between measurement
and recent model could be demonstrated, but also an influence on the experimen-
tal preparation conditions of the observed decay could be affirmed, supporting the
stochastical character of the decay and inferring vibrational temperatures between
1000 to 4000 K.
In addition, contributions from rotational excitation, reflecting the realistically ex-
pected conditions of the production process in the ion source, were also taken into
account as well as radiative cooling, being predicted to occur at similar time scales.
Most of the latter influences turned out to be crucial for the fitting between model
and data and yielded radiative cooling rates krad between 20 and 60 s
−1, which are
for the upper range in reasonable agreement with predictions (80 s−1 theoretically
and 59 s−1 experimentally [19]).
The radiative cooling rates krad determined in the fit were found to depend signifi-
cantly on the ion source conditions. In order to minimize this unphysical trend in
the fitted cooling rates, also the value of the electron affinity EA was varied. This
analysis was only enabled by considering that EA and krad are required to be inde-
pendent of the initial excitation of SF−6 , as they influence the decay curve only at
late times, and thus, have to be equal for all the ten well-controlled measurements
of the VAD decay. Using the minimum of the derived global χ2 of the fits of these
measurements, a new value of the adiabatic electron affinity of EA = 0.91± 0.05 eV
was thus determined in the present work, which is in excellent agreement with the
calculation [18] by Eisfeld of 0.9 ± 0.1 eV. The former reported value by Troe of
1.03± 0.05 eV [24] and the calculation by Karton and Martin of 1.03± 0.03 eV [38]
slightly deviate from the results of our analysis.
In the context of this investigation, also a value for the radiative cooling rate of SF−6
close to the threshold EA of krad = 27 ± 6 s−1 was determined, which is found to
be lower than the value of ∼ 43 s−1 calculated from a simplified model in this work,
but still in an acceptable range.
In a second investigation, the extension towards even longer observation periods of
the radiative cooling process of SF−6 was achieved by probing the ions via photo-
excitation at different trapping times. The stable SF−6 ions, which remain trapped
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after the thermal VAD stops, were re-excited via photon-absorption from a pulsed
Nd:YAG laser at 1064 nm (1.165 eV), and the photo-induced, neutral producing
decay process was observed. The direct continuation of the cooling beyond the
initial VAD process could be observed as a function of storage time by measuring the
neutral fragment yield occurring promptly after the laser pulses. The competition of
VAD and auto-dissociation after the photo-excitation, considering their individual
detection efficiencies, enabled this observation.
A steady state of the SF−6 internal excitation was approached in the relaxation pro-
cess after about 1 s and the photo-induced decay remained unchanged for ion storage
times up to 55 s. Here, a remaining vibrational temperature in the SF−6 of around
400 K was derived. However, it is questionable whether a temperature definition is
applicable for these low excitations as the discrete nature of the vibrational states
might become apparent.
A simplified cascade radiative cooling model, using only the strongest IR-active
vibrational modes and statistical approaches, was compared to the result with a
vibrational temperature distribution. Both models resulted in a similar shape of the
energy distribution and thus, the cascade cooling model can be used to relate the
remaining temperature to an effective radiative cooling time required for reaching
a steady state configuration in SF−6 . The noticeable vibrational energy content
remaining in the SF−6 ions, is tentatively assigned to energy trapped in non-IR
active modes without vibrational redistribution.
The investigations on SF−6 with the CTF showed that a statistical description for this
symmetric model system is feasible at a significant level of numerical accuracy. The
late deviations from the power-law behavior can be ascribed to a reduction of the
vibrational level density in neutral SF6 for energies close to the EA (finally reaching a
discrete regime). In other investigated systems, this deviation has been usually fully
assigned to radiative cooling [11], which here is found to be only partly responsible
for the stagnation of the VAD decay. The statistical character of SF−6 despite the
near symmetric geometry might be found in the additional electron occupying a
σ* orbital [17], thus reflecting an electron delocalization with a coupling to the
vibrational degrees of freedom.
Besides the fundamental observations, the results presumed here can have influence
on the atmospheric modeling of the SF6 degradation rates. In the sparse upper at-
mosphere, the radiative stabilization of the electron-attached (SF−6 )
∗ complex leads
to a higher abundance of SF−6 ions and thus, accesses a variety of reaction channels
decomposing SF6 [15].
Extended knowledge on the system is expected from well controlled ion production
with low excitation energies. The creation of negative ions from a supersonic expan-
sion ion source, which is currently being assembled and commissioned at the CTF
setup, can be expected to produce rotationally and vibrationally much colder molec-
ular and cluster ions (This ion source was provided in view of future collaborative
work by the cluster chemistry group under supervision of Prof. Niedner-Schatteburg
in Kaiserslautern, Germany). Here, the ionization process occurs prior to the super-
sonic cooling and the additional energy entry due to the electron attachment can
thus largely be cooled away. This new ion source offers the production of ions from
gaseous as well as solid targets for instance for metal clusters, by laser sputtering
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from a target and simultaneous ionization through a plasma.
Other systems like negative copper and cobalt clusters are also currently being in-
vestigated in the CTF presently, produced with the cesium sputter ion source MISS
preceding later intended work with the supersonic expansion ion source. Addition-
ally, a new 20 Hz pulsed, optical parametric oscillator (OPO) laser system is cur-
rently being commissioned at the CTF, which covers tunable photon energies from
0.48 eV to 5.51 eV (2600 nm to 225 nm) and pulse intensities of up to 30 mJ. The
wide range of photon energies will be used to identify unknown adiabatic electron
affinities through the process of delayed electron detachment, as here, in contrast
to photo electron spectroscopy, which probes the vertical detachment energy, the
threshold after the completed IVR, corresponding to the adiabatic EA is probed.
The variation of the photon energy over the range of the expected EA values offers
such determinations even for less well investigated systems than SF−6 . Additionally,
the time-dependence of the VAD rate can be revealed for excitation by a range of
photon energies above the EA.
5.2 Status of the Cryogenic Storage Ring
Outstanding opportunities for future experiments will also be provided by the new
Cryogenic Storage Ring (CSR), currently being built at the Max-Planck-Institute
for nuclear physics in Heidelberg. The experience gained from the construction,
assembly and operation of the CTF as a prototype device confirmed many of the
original design intentions for the CSR, but also triggered several crucial improve-
ments [78]: An improved mechanical support concept will decouple the ion optical
elements such as electrostatic deflectors and quadrupole lenses from the experimen-
tal vacuum chambers of the CSR in order to assure their proper alignment after
the thermal shrinking at cryogenic temperatures. Furthermore, designated 2-K-
cryo-condensation pumping units will be employed in contrast to the cooling units
integrated in the vacuum chamber walls at the CTF.
The CSR will be the first electrostatic storage ring being cooled with supra-fluid
helium below 2 K and it will consist of four linear sections for experiments. It will
be capable of storing ions with kinetic energies between 20 and 300 keV/charge
on an orbit with a circumference of 35 m. The purely electrostatic deflection of
the stored ions in the CSR imposes no upper limit on the ion masses and thus
provides excellent conditions for the investigation of large molecules, clusters and
even bio-molecules. The relatively low kinetic energies compared to magnetic storage
rings (>MeV/amu) allow the ion acceleration from a high-voltage platform, which
is suitable for a careful production of large molecules. The expected long ion storage
lifetimes also allow the undisturbed investigation of highly charged ions, in addition
to offering sufficiently long times for radiative cooling of the ions to their vibrational
ground states.
The first (room temperature) electrostatic storage ring ELISA was developed for
similar purposes in Aarhus, Denmark in 1997 [81], and consists basically of two
180◦ bends accomplished by one 160◦ and two 10◦-deflectors each and two straight
sections. Similar designs were employed for the following rings at KEK [82] and
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Figure 5.1: Schematic overview on the CSR
cryogenic electrostatic double-storage ring DESIREE for negative and positive ion
collision reactions is currently under commissioning [135], but does not offer all the
features of the CSR, most notably an electron-cooled beam.
The CSR is also expected to surpass these rings with respect to the extremely
high vacuum and cold environment, and moreover by the larger dimensions and its
planned array of more sophisticated particle detection systems. One linear section
is designed to house an electron-cooler and target combination [136], where the
stored ion beam is merged with a velocity matched, energy-sharp electron beam.
The transversal and longitudinal phase space of the stored ion beam as well as
the internal vibrational and rotational degrees of freedom [137] will be cooled by
collisions with the cold electrons. Ion masses of even up to 200 amu are accessible by
cooling, which is limited by the production of cold electrons down to 1 eV. However,
used as an electron target the relative energies between the two merged beams can
be sensitively varied obtaining resonance structures in recombination processes.
Another linear section is designated to the operation of a storage ring internal
reaction-microscope [138], for investigations of collision processes with the
COLTRIMS (Cold Target Recoil Ion Momentum Spectroscopy) technique, using
a cold supersonic jet target and a measurement of the momentum vectors of all
collision partners to obtain a kinematically complete experiment with particles in
well-prepared quantum states. The diagnostics section of the CSR will house electro-
static beam position monitors and a low intensity beam current measurement using
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Figure 5.2: Photo of the CSR construction site (as seen from the left side of Fig. 5.1):
The helium refrigeration system on the left side is connected to the first finalized
corner for cryogenic tests. Most isolation vacuum chambers are in place, and the
inner vacuum chambers of these sections are presently being installed.
a SQUID. A straight section with a fast merged neutral particle beam produced by
photo-detachment of an anion beam.
Thus, an extended field of research will be opened by the capabilities of the CSR,
finding its applications in astrophysics, large molecule and cluster physics and re-
search on bio-molecules or highly charged ions. Up to now, the cryogenic and high-
voltage tests have been successfully carried out at the first ring corner, according
modifications and improvements have already been included in the recent assem-
bly of the remaining corners and linear sections. The commissioning, still without
electron-cooler and reaction-microscope will take place in summer 2013. Further
details on the developments are found in Ref. [79].
Appendix A
The appendix presents the theoretical background to derive the statistical models
for unimolecular decays. At first, a short introduction to quantum mechanics will
provide vibrational and rotational properties of molecules. However, for increasingly
complex systems the deterministic models for single quantum states have to be
replaced by stochastical approximations to obtain measurable quantities. The basic
approaches to model unimolecular reaction rates will be illustrated.
A.1 Molecular properties
A.1.1 Born-Oppenheimer Approximation
Considering for simplicity a diatomic molecule, the stationary energy states E are
determined by the time-independent Schro¨dinger equation [139]:
HˆΨ = EΨ, (A.1)
where Hˆ is the Hamilton operator containing kinetic and potential energy contri-
butions of the system and Ψ is the wave-function. Neglecting particle spin, the
Hamilton operator Hˆ of a molecular system can be separated into the following
contributions [140]
Hˆ = TˆN + Tˆe + VˆNN + Vˆee + VˆNe, (A.2)
where TˆN and Tˆe are the kinetic energy operators of the nuclei (N) and electrons (e),
respectively, and the potentials Vˆ are divided into repulsive interactions between
nuclei (NN), electrons (ee) and the attractive potential between nuclei and electrons
(Ne).
The molecular wave-function Ψ can be separated into nuclear and electronic motion
using the different, specific propagation time scales of the electrons and the nuclei.
Due to the smaller electron mass compared to the nuclei, the electrons can almost
instantaneously follow the motion of the nuclei and hence, the electron dynamics
can be considered for fixed positions of the nuclei. In addition, it is assumed that
∇RΨe(R, r) = 0, so that the nuclear kinetic energy operator does no longer act on
Psie. This principle is well known as the Born-Oppenheimer approximation [141]
and allows to write the total wave function as a product of an electronic and a
nuclear wave function
Ψ(R, r) = Ψe(R, r)ΨN(R), (A.3)
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with the electronic Ψe(R, r) and nuclear wave functions ΨN(R), and the nuclei
positions R as a parameter and variable r for the electron positions. The Schro¨dinger
equation is solved for a fixed configuration of R by
(Tˆe + Vˆee + VˆNN + VˆNe)Ψe(R, r) = Ee(R)Ψe(R, r), (A.4)
only taking contributions into account which apply to the electron wave function.
The obtained electron energy eigenvalues Ee(R) for one specific nuclei configuration
and the kinetic energies of the nuclei TˆN are applied to the nuclear wave-function
ΨN(R) to determine the nuclear motion
(TˆN + Ee(R))ΨN(R) = ENΨN(R). (A.5)
At the equilibrium distance Req the eigenvalue Ee(R) exhibits a minimum. In the
energy eigenvalues for the nuclei EN, the different contributions for translations,
vibrational and rotational energies can be identified, however, a coupling between
vibrational and rotational motion might be present (coriolis interactions). The trans-
lational part vanishes by using center of mass coordinates.
Deriving precise energy states usually needs the help of approximations and numer-
ical approaches, which have to be chosen individually to accommodate the structure
and symmetry of the specific molecule. Various procedures can be found elsewhere
and are not discussed here. Additionally, the electronic excitation will not be ad-
dressed as the characteristic time scales of electronic excitation and de-excitation
are much shorter than the typical time range in the performed experiment. Also the
restriction to the symmetry properties of the investigated systems, namely SF6 and
SF−6 , will be made.
Potential Energy Surface PES
The potential energy curve (for only one dimension in space) or the Potential Energy
Surface (PES) is the connection between the potential energy of an molecule and its
geometry. The potential is provided by the fast moving electrons for each nuclear
configuration and is hence identical to the R-dependent electronic energy eigenvalue
Ee(R) in Eq. (A.4). For non-linear molecules it is a function of 3N−6+1 dimensions
where N is the number of atoms subtracting 3 translational and 3 rotational degrees
of freedom.
From this explanation it is clear that the PES determines the vibrational movement
of the nuclei, which in the ground states has an energy close to the potential min-
imum, however always with a zero point energy. A brief summary of vibrational
states are given below, followed by methods to calculate the vibrational density of
states and rules for rotational energies.
A.1.2 Vibrational energy spectrum
The vibrational energy levels of a diatomic molecule can be approximated for low
excitation with the Harmonic oscillator potential, which means that the true PES
is approximated by a potential energy curve with only a quadratic dependence on
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Figure A.1: Potential energy curves for the dimers SF− and SF approximated by
as a Morse-potential with their vibrational energy levels and rotational excitations
of SF− in the inset. Internuclear distances of 1.596 A˚ for SF and 1.717 A˚ for SF−,
vibrational energy values of hν = 635 cm−1 and h2ν2/4De = 4.34 cm−1 for SF−
and hν = 837.64 cm−1 and h2ν2/4De = 4.46 cm−1, and the electron affinity of
EA = 2.285 eV and the dissociation energy of D0 = 2.40 eV of SF
− are taken from
Ref. [142]. The dissociation energy D0 = 3.51 eV for SF is from Ref. [143], and
rotational constant of SF− is from Ref. [144].








where h is Planck’s constant, ν is the fundamental vibrational frequency, v the
vibrational quantum number and the part EZ = 1/2hν is the zero-point energy. To
account for deviations from the harmonic potential, which is for example necessary
to describe the breaking of a chemical bond at a certain critical energy, an empirical
potential called ”Morse potential” can be used
VR = De(1− e−a(R−Req))2, (A.7)
where D0 = De − EZ is the dissociation energy and a = 2piν
√
µ/2De is a measure
of the curvature of the potential with the vibrational frequency ν and the reduced
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mass µ of the two atoms. The corresponding vibrational energy levels in the Morse
















Figure A.1 illustrates the Morse potential for the case of the sulfur fluorine anion
SF− together with the spacing of the vibrational energy levels.
In polyatomic molecules with symmetric top or spherical top geometry, the total
vibrational energy in the harmonic approximation is given by a sum over all vi-












which not explicitly accounts for possible degeneracies of the vibrational frequencies
νi, so that νi = νj, i 6= j can occur. Anharmonicities can also be introduced to
polyatomic molecules, but it will not be discussed here.
Fermi’s Golden Rule
Another important aspect are the selection rules for the transitions between vibra-
tional energy levels. For the harmonic case only transitions between neighboring
levels are allowed, ∆v = ±1, while for anharmonic potentials also higher steps are
possible. The probability for a transition is important to estimate lifetimes of an
excited state or the absorption of radiation.
In principle, the probability is given by the overlap between the wave functions of
both energy levels in the context of the interaction. The transition matrix element
|Vif | = |〈ψi|Vif |ψf〉| gives the coupling of the initial state i and the final state f .




|Vif |2ρf , (A.10)
where ρf is the density of states for the final state and thus, weighting the transition
rate with the number of available configurations. The density of states for vibrations
will be determined below.
A dipole interaction can be used to approximate the transition strength with the
dipole moment µ=−er, where r is the position vector of the affected electron, and
the relation to the transition matrix element is given as
|Vif |2 ∝ |µif |2. (A.11)
Besides the interaction of the dipole with an external field, for instance a laser, and
leading to the absorption of a photon, also the spontaneous emission of radiation
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where Aif is the Einstein coefficient for spontaneous emission. The lifetime τif of
a state is directly connected to the transition matrix element of the two involved
states and hence, a dipole moment has to be present for the specific mode to emit
radiation. In the context of a vibrational mode, a permanent and/or induced dipole
moment must be existing or at least generated in the excited case, to be infrared
active (IR-active)(see for example in Ref. [145]):




The first term is the permanent dipole moment at the equilibrium position and
the second term is generated through an asymmetric vibrational movement of the
molecule and its charge distribution. For a polyatomic molecule always an asym-
metric stretch or bending mode exists that mediates IR absorption or emission.
In the case of radiative cooling, the energy loss of an excited molecule by the sponta-
neous emission of radiation, can only be induced by an IR-active mode and in partic-
ular, modes with high dipole moment and high frequencies are dominant (compare
Eq. (A.12)).
A.1.3 Vibrational density of states
In preparation for the applied statistical methods in Sec. B.2, the concept of the
phase space and the density of states are introduced, which are essential tools to de-
scribe the complexity in molecular systems. The vibrational phase space is spanned
between the s = 3N − 6 dimensions of the position components qi of the nuclei and
their momentum components pi and hence, has s
2 dimensions. A specific phase space
volume can be imagined as a measure for the probability that the molecule exhibits
the connected configuration, when the volume is compared to the total available
phase space. In classical physics, the phase space volume is given by an integration
along all dimensions up to a defined energy threshold, whereas in a molecule the
volume can be directly related to a number of configurations due to the quantum
nature of the system. Hence, the classical phase space volume is divided into areas
defined by the uncertainty principle ∆q∆p ≤ ~/2, and the total number of states






dq1 · · · dqsdp1 · · · dps, (A.14)
where h is Planck’s constant.
In contrast, the density of states ρ(E) is derived by the integration of the phase






dq1 · · · dqsdp1 · · · dps (A.15)






The density of states is an important quantity for a micro-canonical system, as for
instance a molecule, as it is also described by a defined internal energy.
Although these definitions include the quantum aspect of the system, for low energies
the sum and density of states are not represented by continuous functions as it is
indicated by the integral. Firstly, for a vanishing energy both quantities are not
defined as the system has at least the zero-point energy, and secondly, states are
only available at energies which are multiples of the vibrational modes. For N(E),
one obtains a step-function, which always increases at these energies, and ρ(E) is a
superposition of δ-functions with δ(E − EV ({vi})), where EV ({vi}) is a vibrational
energy state and characterized by the ensemble of vibrational quantum numbers
νi. Anyhow, for higher energies the spacing between the levels decreases and both
quantities are fairly described by a continuous function.









(s− 1)!∏si=1 hνi , (A.18)
and this definition does not account for the zero-point energy.
Direct Count
An exact method to determine the density of states numerically is the Direct Count
method by Beyer and Swinehart [66, 67] in 1973, whose accuracy is only limited
by the chosen energy spacing ∆E and the precision of the available vibrational
frequencies. Typical frequencies are provided as good as one cm−1 or one order
of magnitude lower, however, an energy resolution of one cm−1 is usually feasible
(conversion factor: 1 cm−1 ≈0.1239 meV). In this algorithm, an array of zeros
according to the energy spacing and a selected maximum energy is initialized and the
first entry is set to one to account for the ground state. A loop over all vibrational
modes is executed and the array always increased at multiples of the vibrational
energy by a number according to the degeneracy of the mode.
Whitten-Rabinovitch approximation
To obtain an analytic function for the density of states, an improved and established
approach to the classical case was proposed by Whitten and Rabinovitch [146] in
1963, which does not only include the zero-point energy but also applies an empirical





(s− 1)!∏si=1 hνi , (A.19)
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Figure A.2: The vibrational density of states for SF−6 is shown as a compari-
son between different methods described in the text using vibrational frequencies
from [17, 18]. The inset shows the low energy part on a linear scale where for the
direct count (Beyer-Swinehart) method the individual vibrational levels are visi-
ble. Here, the Whitten-Rabinovitch approximation nicely describes the shape, but
does not account for the discrete nature. For the direct count method an energy
resolution of one cm−1 was used.
Using a(E) = 1, the function only takes the zero-point energy EZ into account. The
energy-dependent correction function ω(E) and the factor β only dependent on the
vibrational modes and are given by
log10ω ≈ −1.0506(E/EZ)0.25 at E > EZ , (A.22)
ω−1 ≈ 5(E/EZ) + 2.73(E/EZ)0.5 + 3.51 at E < EZ , (A.23)
β =
(s− 1) <ν2i >
s <νi>2
, (A.24)
where <x> denotes the average value. One has to note, that both ways to determine
the density of states define the energy scale with E = 0 being the zero-point energy.
In figure A.2 the density of states for SF−6 are illustrated and the result from different,
introduced methods are compared.
Finally, the transition between micro-canonical and canonical systems will be illus-
trated. A micro-canonical system as depicted beforehand refers to a single molecule
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with a fixed energy E and thus, an energy-dependent function as for instance the
density of states ρ(E) can be applied to describe the microscopic system. However,
for statistical models, where a whole ensemble of molecules is characterized, not all
molecules will have the same energy, but rather follow an energy distribution. If
this system is also thermalized, meaning in an equilibrium by the interaction with
the surroundings, the system is described by a temperature and a canonical energy
distribution.
For a given temperature T , the energy distribution of the ensemble gives the prob-
ability to find a molecule with a specific energy E. Here, high energetic molecules
are less likely as they would exchange energy with low energetic molecules, which is
accounted for by Boltzmann’s factor exp(−E/kBT ). On the other hand, as shown
by the density of states, a strongly increasing number of configurations are available
for higher energies leading to an opposing energy-dependence as before. Combined,
the canonical energy distribution f(E, T ) for the vibrational excitation is given by












where kB is Boltzmann’s constant (∼ 8.617×10−5 eV/K) and the canonical partition
function Q(T ) accounts for the normalization of f(E, T ).
The maximum of this distribution, when only the zero-point energy is used in ρ(E),
thus Eq. (A.19) with a(E) = 1, is given by the simple equation
Emax = (s− 1)kBT − EZ . (A.27)
For SF−6 with the most recent vibrational frequencies from Ref. [17], the maximum
is found at Emax/eV = 1.206×10−3 T/K−0.364. The canonical energy distribution
can for instance be used to transform the energy-dependent rate coefficients k(E)
for a microscopic system to that of a canonical system as k(T ).
A.1.4 Rotational energy spectrum
For a rigid rotor diatomic molecule, the rotational energy levels are given by
Er(J) = BJ(J + 1), (A.28)
where J is the angular momentum quantum number andB is the rotational constant,






For a fixed rotational energy in a diatomic molecule, the quantized projection onto
an external axis with the quantum numbers MJ = −J , ..,–1, 0, +1, .., +J leads to
the degeneracy of g(J) = 2J + 1. Selection rules for transitions are ∆J = 0,±1.
Taking into account the centrifugal stretching of the bonds, higher orders of J(J+1)
have to be also included into equation (A.28).
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More complex systems, in particular non-linear molecules, can have three different
rotational constants A, B and C. Considering the investigated molecules, SF−6 and
SF6, the restriction to symmetric top molecules and the special case of spherical top
will be shown. For a symmetric top molecule, two rotational constants are equal,
A = C, and the resulting rotational energy can be written as
EJK = BJ(J + 1) + (A−B)K2, (A.30)
with the additional quantum number K, which stands for the projection onto the
molecular symmetry axis (in addition to the projection on an external axis MJ). In
the prolate top case (A > B) the rotational energy increases with K and reduces
for oblate molecules (A < B). The degeneracy is thus given by g(J) = 2 (2J + 1)
(only for K > 0).
Selection rules for transitions are ∆J = ±1 and ∆K = 0, as per definition K is
the projection on the symmetry axis of the molecule and has no net dipole mo-
ment. Here, also additional summands with higher orders in J(J + 1) and K can
be introduced for the non-rigid case.
A special case of the symmetric top configuration is the spherical top, where all
rotational constants are equal (B = A = C) and the dependence on K in the
rotational energy is eliminated; thus Eq. (A.28) applies. However, the degeneracy
is now found to be g(J) = (2J + 1)2 due to the removed dependence on K, which
can take any value −J, .., 0, ..,+J .
Also here a canonical energy distribution for the rotational energy can be defined
using the degeneracy of the specific molecule structure













and with the rotational partition function Qrot(T ).
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Appendix B
B.1 Chemical Reaction Dynamics
The chemical rate theory describes the time dependence of a chemical system, for
example represented by
aA + bB→ cC + dD, (B.1)
where A and B are the reactant species, C and D the product species and the lower-
case letters denote the amount needed from the each species. In chemical reaction
rates, the concentration of a species is depicted by squared brackets as [A] and
the time-dependence is presented by the derivative of that concentration d[A]/dt.
Dependent on the amounts needed from a species, the reactions are categorized in
orders.
B.1.1 First-Order Reactions
We will restrict this introduction to First-order reactions; they are in the simplest
case represented as
A→ B, (B.2)
the reaction rate is proportional to the available concentration [A] of the species A




[A] = [A]0 e
−kt. (B.4)
The lifetime τ for this reaction, which means the depletion of the concentration to
1/e of the initial value, is simply given by
τ = 1/k. (B.5)
This introduction will be restricted to first-order reaction, however, more complex
configurations can occur with several reaction steps. In a first-order reaction with
two steps, the concentration of the last species [C] depends on the previous concen-
tration [B], but also indirectly on the first [A]:
A
k1−→ B k2−→ C. (B.6)
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The concentration of [A] still follows an exponential decay, however, the concen-
tration of [B] will be highlighted here as an intermediate concentration and follows
as
[B] = [B]0 e
−k2t +
k1[A]0
k2 − k1 (e
−k1t − e−k2t) (B.7)
and as a special case of k2 = k1 the concentration of [B] is given by
[B] = ([B]0 + [A]0 k1 t) e
−k1t. (B.8)
An extension of the previous reaction is found when two types of products can be
created from [B], like shown here:
A
k1−→B k2−→ C (B.9)
B
k3−→ D
and hence, the reaction rate for [B] is given by
d[B]
dt
= k1[A]− k2[B]− k3[B] (B.10)




(k2 + k3)− k1 (e
−k1t − e−(k2+k3)t) (B.11)
Additional contributions by further products can be included into the reaction rate
deriving the concentration of [B].
Finally, also reversible reactions will be introduced where the products from the
initial reactant can proceed to form the original species. In the simplest case, the










= k−1[B]− k1[A] = −d[A]
dt
(B.13)
In general, any reaction in an isolated system has to be reversible due to the fun-
damental physical principle of invariance under time reversal, called microscopic
reversibility, and the system reaches an equilibrium. Thus, the net reaction comes
to a standstill and according to the principle of detailed balance, one finds







with the equilibrium concentrations [A]eq and [B]eq and the equilibrium constantKeq.
This principle can also be applied to the reversible processes of electron detachment
and attachment, which is the main aspect of this work.
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Furthermore, for a canonical system that is related to a reversible process, the
temperature-dependence of the equilibrium constant Keq is described by Van’t Hoff’s






where ∆E is the energy difference between both states or configurations A and B.
Inserting Keq from equation (B.15), this relation splits up and can be transformed
into two rate definitions for k1 and k−1, respectively, and in the general form it gives
the Arrhenius law
k(T ) = A e
− E0
kBT , (B.17)
where E0 is the activation energy that is necessary to populate the state and A is a
frequency factor, which is in the order of the vibrational frequency (∼ 1013 Hz) and
is usually determined experimentally.
However, if the micro-canonical rate constant k(E) as a function of the energy E
can be calculated in detail by applying specific knowledge of the system, a trans-
formation to the canonical rate k(T ) can be performed and leads to more accurate




f(E, T ) k(E) dE. (B.18)
Here, an integration over the whole energy spectrum is performed and k(E) is
weighted with the canonical energy distribution from equation (A.25). For ener-
gies below the threshold E0 no reaction is induced and it is k(E) = 0. In the
following section, k(E) will be derived by applying statistical methods.
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B.2 Statistical unimolecular rate theory
The aim of this section is to provide a basic knowledge about the historical de-
velopment of unimolecular rate theories, certainly not covering all the aspects and
mathematical derivations, but presenting the important formulas and considera-
tions. Further reading and background information can be found for instance in
[140, 147, 148].
A unimolecular reaction is the simplest type of elementary reaction and describes
an initially excited molecule evolving in time. Usually an activation energy E0 is
required to enable the reaction. In the case of isomerization only a part of the nuclei
of the molecule move to different locations by consuming (temporarily) energy; for
dissociation the activation energy can be associated with the breaking of a weak
molecular bond (see Fig. B.1).
In an experiment, the molecule has to be initially prepared in an excited state, which
can be realized, for instance, by thermal heating, energetic collisions or radiative
excitation. Questions are how the molecule acquires the activation energy and how
this energy is stored for the extended time period. Knowledge about the speed
of the decay, the energy thresholds and the resulting products probably including
their excitation should be gained. Some reactions exhibit an activation barrier to
overcome and thus, also tunneling might be a competing process to take into account,
although it will not be discussed here.
B.2.1 Lindemann’s Mechanism
The activation energy, which is necessary to induce the unimolecular decomposi-
tion process, was proposed by Lindemann in 1922 to originate from bimolecular
collisions [149] in contrast to radiative activation from the surroundings (radiation
hypothesis). The mechanism for the reaction involves a reversible process of an acti-
vating and deactivating reaction, and a decomposition from the activated complex,





A∗ + M (B.19)
A∗ k2−→ products
(B.20)
where A and A∗ are the relaxed and activated complexes, respectively, and M is
the collision partner (can also be A). If the decomposition is slow compared to the
reversible reaction, the steady-state productions of the concentration of A∗ can be
applied, and leads to
d[A∗]
dt
= k1[M ][A]− k−1[M ][A]∗ − k2[A∗] = 0, (B.21)




k−1[M ] + k2
= kuni[A]. (B.22)







Figure B.1: Schematic potential energy curve for dissociation without barrier (solid
line), dissociation with barrier (dotted line) and isomerization (dashed line) pre-
sented here with the same activation energy E0.
Under high pressure conditions, k−1[M ]  k2, the decomposition rate k2 in the
denominator is negligible and k∞ = k1k2/k−1 is obtained, whereas in the low pressure
limit any activation process will directly lead to a decomposition with k0 = k1[M ].
For collisions between ions and molecules the Langevin theory [150] describes the
collisions with an effective interaction potential and averages over a Boltzmann-






where α is the polarizability of the molecule and µ the reduced mass of the collision
partners. However, here the focus will be on the decomposition rate and on the
development of the applied models.
B.2.2 RRK Theory
One of the first statistical approaches to unimolecular reaction rates was carried
out by Rice, Ramsperger and Kassel (1927/1928) [151, 152], and based on two
assumptions. Firstly, the molecular system is described by a collection of s coupled
identical harmonic oscillators with energy hν (s = 3N − 6 vibrational degrees of
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freedom). Secondly, the intramolecular vibrational redistribution (IVR), which is
the exchange of energy between the vibrational oscillators, is much faster than the
unimolecular decomposition, called the ”ergodic hypothesis”.
The total vibrational energy in the system is then given by E = nhν with n vi-
brational quanta and the activation energy for the reaction might be written as
E0 = mhν. Due to the fast redistribution of the energy, there is a certain probability
that the critical quanta m are populated, which can be defined purely stochastically.
The ratio between distributing n quanta among s oscillators with at least m quanta
in the critical oscillator, and the same distribution without the restriction reads as
P = (n−m+ s− 1)!n!






Here, large number approximations were used and when the definitions for E and







where the vibrational frequency ν is here also used as a characteristic rate for the
transfer.
Thus, the basic energy-dependence of the reaction rate is found to increase rapidly
with the energy, however, some of the approximations might not be valid for the
molecular systems. For instance, the large number approximation can not be applied
for small molecules and furthermore, the model is restricted to identical oscillators
and does not consider the zero-point energy.
B.2.3 RRKM Theory and TST
Marcus (1951) [62] included specific molecular properties into the RRK theory such
as individual vibrational modes. In the spirit of the RRKM theory, unimolecular
reactions can be imagined as a reaction flux in the phase space and accordingly, we
will derived the reaction rate from this approach. One has to note that there are
different ways obtain the reaction rate and also a parallel concept, the transition
state theory (TST), was developed, which however leads finally to the same result.
The reaction rate will be obtained as an energy-dependent quantity, and thus de-
scribes a micro-canonical system. Due to the redistribution of energy between the vi-
brational modes, the location of the molecule in the phase space changes in the course
of time, however, always at a fixed internal energy. Instead of one molecule passing
through all configurations, one might also imagine a large ensemble of molecules N
with fixed energy E, where each of them has a different configuration. One fraction
of the phase space defines the critical region from which the reaction takes place,
and is related to a fraction of molecules dN in this critical region. This part is
compared to the total, available phase space volume at a fixed energy E and hence,




fraction of molecules in critical region
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Figure B.2: Potential energy surface with a saddle point and the phase space for
three different total internal energies. At the lowest energy the reaction cannot be
induced, at higher energies the density of states at the saddle point determines the
reaction rate when compared to the total phase space surface at this energy. The
concept of the figure was adopted from Ref. [140].
where dρ denotes the density of states of the critical region.
To calculate this fraction, we define a reaction coordinate (denoted by ‡), a trajectory
in the vibrational phase space along which the reaction takes place, which could be
the direction of a critical bond (see also Fig. B.2). The energy in the product
state is reduced by the activation energy E0 and also by a translational energy 
‡
t
along the reaction coordinate, which is necessary to transfer the system into this
region of the phase space. The corresponding phase space volume is obtained by an
integration at a fixed energy H = E for ρ and at the reduced energy for the product







dq2 · · · dqndp2 · · · dpn∫
H=E
dq1 · · · dqndp1 · · · dpn =




where in the second step the definition of the density of states was used from
Eq. (A.15). The decay rate of the N molecules is then given by the time derivative




d‡t ρ(E − E0 − ‡t)
h ρ(E)
= Ndk(E, ‡t), (B.28)
where dk(E, ‡t) is the reaction rate, but still as a function of the translational energy.
An integration over all possible translational energies ‡t from zero to E − E0 leads
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ρ(E − E0 − ‡t)d‡t
h ρ(E)
=
N ‡(E − E0)
h ρ(E)
, (B.29)
where N ‡(E − E0) is the sum of states in the critical phase space area along the
reaction coordinate.
The canonical reaction rate as a function of the temperature is obtained, equa-










which exhibits an Arrhenius form. Both representations, Eq. (B.29) and (B.30), are
also obtained from transition state theory in the microscopic or canonical approach,
respectively. This derivation also comes close to the approaches from TST and the
reaction coordinate can be identified with the transition state.
A variation of the RRKM theory is for instance the Statistical adiabatic channel
model (SACM) [153–155] for the dissociation of a molecule, where the vibrational
modes are distinguished between conserved and disappearing oscillators, respec-
tively. The conserved modes exhibit similar vibrational frequencies in the reactant
and product system, which correspond to the same symmetry operation. These
modes are treated as being passive and not contributing energy to the reaction. The
disappearing oscillators are modes, which correspond for example to the stretching
motion of the breaking bond and will not be present in the product fragment.
B.2.4 Rotational excitation in RRKM
The treatment of rotational excitation in the RRKM theory or extended models
is ambiguous [156–158]. Fundamentally, the rotational energy has less contribu-
tion to the total energy compared to the vibrational, however, with a high angu-
lar momentum considerable effects can occur. Regarding the total energy E in a
molecule, the vibrational energy is reduced by the presence of rotational excitation
as Evib = E − Erot.
One aspect is whether rotations should be treated as active or adiabatic degrees of
freedom. The K quantum number, the projection of the total angular momentum
J onto the symmetry axis of the molecule, can couple to the vibrational motion
(Coriolis coupling). If the coupling is strong, the rotational degree of freedom has
to be treated as active; for a weak coupling as adiabatic. In the latter case, the
rotational quantum state is maintained during the reaction and no exchange of
energy with other states takes place. Thus, the reaction rate can be obtained as
a function of the total energy E, the total angular momentum J and the K rotor.
Here, an explicit dependence on K can occur as this state is conserved. Hence, the
reaction rate k(E, J,K) is derived by using Eq. (B.29) with
ρ(E, J,K) = (2J + 1) ρ(E − Er(J,K)), (B.31)
N ‡(E, J,K) = (2J + 1) N ‡(E − E0 − Er(J,K)). (B.32)
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The prefactor originates from the MJ degeneracy. A summation over all K orienta-





P(K) ρ(E, J,K), (B.33)





In the second approach, the active rotor, ρ(E − Er(J,K)) is averaged over all ori-
entations in K, as here an exchange of energy between the states is assumed. The
same argumentation also holds for the treatment of N ‡. If the averaged expressions
are entered into Eq. (B.29), the same equation for k(E, J) is obtained. Hence, in
terms of the RRKM approach, no difference between active and adiabatic rotors is
present. It might become important, if an anharmonic density of states has to be
considered or if the coupling between rotations and vibrations is included in a more
specific way.
However, for the spherical top molecule the K summation simplifies to an additional
prefactor of 2J + 1 as the rotational energy does not depend on K anymore. If in
addition the angular momentum is conserved in the reaction, the reaction rate with
dependence on J is given by
k(E, J) =
N ‡(E − E0 − E‡r(J))
h ρ(E − Er(J)) . (B.35)
If both rotational energies are different, in particular considering the case where
E‡r(J) > Er(J), the threshold for a reaction is in general not reached, when the
vibrational energy Evib exceeds the activation energy E0, as Evib = E−Er(J) > E0.
Due to the constraint from the rotational excitation, the vibrational energy also
needs to account for the rotational energy difference ∆Er(J) = E
‡
r(J) − Er(J),
which increases the reaction threshold. This is especially important in the case of
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