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ABSTRACT
In recommender systems, the user-item interaction data is usu-
ally sparse and not sufficient for learning comprehensive user/item
representations for recommendation. To address this problem, we
propose a novel dual-bridging recommendation model (DBRec).
DBRec performs latent user/item group discovery simultaneously
with collaborative filtering, and interacts group information with
users/items for bridging similar users/items. Therefore, a user’s
preference over an unobserved item, in DBRec, can be bridged by
the users within the same group who have rated the item, or the
user-rated items that share the same group with the unobserved
item. In addition, we propose to jointly learn user-user group (item-
item group) hierarchies, so that we can effectively discover latent
groups and learn compact user/item representations. We jointly
integrate collaborative filtering, latent group discovering and hier-
archical modelling into a unified framework, so that all the model
parameters can be learned toward the optimization of the objective
function. We validate the effectiveness of the proposed model with
two real datasets, and demonstrate its advantage over the state-of-
the-art recommendation models with extensive experiments.
CCS CONCEPTS
• Computer systems organization → Embedded systems;
Redundancy; Robotics; • Networks→ Network reliability.
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1 INTRODUCTION
Due to the prevalence of the Internet, recommender systems
have attracted remarkable attentions in industrial and research
communities. Recommender systems mainly aim to alleviate the
problem of information overload for online services, and explore
a tremendous amount of information and recommend interested
items for each user. Collaborative Filtering (CF) is one of the most
popular recommendation techniques, which leverages users’ histor-
ical behaviors to collaboratively infer user preferences over items.
Among the CF-based methods, Matrix Factorization (MF) is efficient
in capturing user preferences and providing superior recommenda-
tion performance. The basic idea behinds matrix factorization is to
embed each user/item into a low-dimensional vector, and model a
user-item rating with the interaction (i.e. inner product) between
the corresponding user/item vector.
Many previous works have developed MF-based methods for
modeling user-item interactions. For example, neural matrix factor-
ization [10] combines generalize matrix factorization and multiple-
layer perceptron for learning the interaction function. The multiple-
layer of nonlinear transformations is proved to be efficient in learn-
ing user-item interactions, and yields state-of-the-art recommen-
dation performance. ConvNCF [9] utilizes outer product to trans-
form each user-item embedding pair into a two-dimensional in-
teraction map, and employs convolution and pooling layers for
modeling high-order user-item correlations. [3] involves context
items (e.g. items rated by users) for modeling user-item interactions,
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hence user preferences over items are comprised of user-item and
item-item similarities. Eventhough the aforementioned methods
are shown to be effective, they suffer from the problem of data
sparseness, as they are mainly based on user-item interactions, and
users usually give few ratings to the items in real scenarios.
To address the data sparseness problem, existing research pro-
pose to incorporate additional information for boosting recommen-
dation performance. Some of them [28, 29] leverage social networks
for bridging similar users, and propagating user preferences along
the social links. Some others resort to attribute data of different
modalities to mitigate data sparseness. Typical attribute data in-
clude user profile [20], descriptive texts [4–6], images [18, 19], etc.
However, these recommender models are tightly coupled with one
information source or another, and the requirement of extra infor-
mation sources limits their scalability.
In this work, we propose a novel method for boosting recom-
mendation without the requirement of auxiliary data sources. To
this end, we discover latent user/item groups and model user-item
interactions collaboratively. The discovered latent groups are then
interacted with users/items to boost recommendation performance.
The rationale underlying DBRec is that, the estimation of a user’s
rating over an unobserved item, in the proposed model, can be
bridged by the users within the same group who have interacted
with the item, or the user-rated items that share the same group
with the unobserved item. The in-group users and items are ab-
stracted with high-level group representations, and the interactions
of user-item group and item-user group result in a dual-bridging
architecture. In this light, the dual-bridging mechanism can miti-
gate data sparseness through bridging similar users/items. Also, we
utilize deep neural networks for modeling user-user group (item-
item group) hierarchies, so that users/items are forced to be close
to their groups for learning compact representations.
Notice that, in [21], it exploits group information to boost so-
cial recommendation. However, the group information is explicitly
required, hence those methods cannot be scaled to the scenarios
where the group information is not explicitly available.
The contributions of this work can be concluded as follows,
• We propose to seamlessly combine collaborative filtering and
latent group discovery for recommendation. The discovered
group information can dual-bridge similar users and items
for boosting recommendation performance.
• We propose to jointly model user-user group (item-item
group) hierarchies for learning compact user/item represen-
tations.
• We validate the effectiveness of the proposed model on two
real datasets, and demonstrate its advantage over the state-
of-the-art recommendation models with comparison experi-
ments and comprehensive analysis.
2 RELATEDWORK
In this section, we review the representative state-of-the-art
CF-based recommender models.
2.1 Neural Recommendation
In recently years, deep learning techniques have been widely
applied to recommender community. The majority of works em-
ploy multiple-layer neural networks to model deep user-item in-
teractions. For example, NeuMF [10] combines generalized matrix
factorization and multiple-layer perceptron for modeling user-item
similarities. ConvMF [9] proposes to use outer product to trans-
form embeddings of each user-item pair into a two-dimensional
interaction map, and then employs convolutional and pooling layer
to model high-order interrelations among embedding dimensions.
Cheng et al.[3] leverage item contexts (i.e. historical items rated
by users) to compensate the interaction function. Ebesu et al. [7]
propose an attention to aggregate neighboring users, and jointly
exploit the neighborhoods with user-item interactions to derive
the recommendation. However, one major shortcoming of those
models is that, they are mainly based on the interaction data, and
suffer from data sparseness.
2.2 Recommendation with Side Information
To alleviate data sparseness and boost recommendation perfor-
mance, existing works incorporate side information of different
modalities for recommendation. The auxiliary information reflects
item characteristics, and can bridge similar items (users) for alle-
viating data sparseness. In most cases, they employ deep neural
networks to extract high-level representations for the extra infor-
mation, and populate them into CF-based methods for recommen-
dation. The extra data sources that are commonly exploited include
user profile [20], texts [4], images [18] and demands [14, 15]. How-
ever, the aforementionedmethods are usually coupledwith one type
of information source or another, and lack the scalability when they
are deployed for recommendation in different scenarios. Notice that
group information has been exploited for group recommendation.
For example, in [21], the authors address group recommendation
problem, and aggregate representations of group members with
an attention mechanism to obtain group representation. However,
the group information needs to be specified in the data, and hence
those methods are inapplicable in our case.
In [7], the authors combine latent factormodel and neighborhood-
based structure, and propose an attention mechanism to find similar
users based on the specific user and item. However, they simply
aggregate similar users for estimating the rating scores, therefore
the neighboring users are not sufficiently leveraged for bridging
unobserved user-item pairs. Chen et al. [2] aggregate social friends
with an attention mechanism given the specific items, and interact
the aggregated neighborhoods with the item to derive the recom-
mendation. However, the interactions between the neighborhoods
and the target items exert too strict regularization between the
users and their social friends.
2.3 Community Detection
The proposed latent group discovery is related to community
detection [1] that identifies groups of densely connected nodes in a
graph. However, those methods [13] explicitly require proximity
information among the nodes for discovering latent communities,
and they are inapplicable in the case when the link information is
not available.
Table 1: Descriptions of the symbols used in this paper
Symbols Descriptions
m,n number of users and items
ui ,vj i-th user and j-th item
U , V set of users and items
R rating matrix
ri j rating score of ui over vj
rˆi j estimated rating score of ui over vj
ui , vj embedding of ui and vj
d dimension of user and item embeddings
Gu ,Gv set of user and item groups
Gu, Gv embedding matrix of user and item groups
gus embedding of s-th user group
gvt embedding of t -th item group
ai group label of user ui
bj group label of item vj
dд dimension of user and item group embeddings
µi soft latent group representation of ui
u′i reconstruction of ui
v′j reconstruction of vj
{uis |s = 1, ..., p } p negative samples for u′i in learning user groups
{vjt |t = 1, ..., p } p negative samples for v′j in learning item groups
ϕ{uv,uд,vд,u,v }{1, . . .,L} L layers neural network for modeling user-item,
user-group, item-group, user and item hierarchies
By contrast, we propose to discover latent user/item groups
and model user-item interactions collaboratively, the proposed
latent group discovery and collaborative filtering can be mutually
beneficial to each other. On one hand, users/items with similar
rating activities are more likely to have similar representations in
collaborative filtering, which facilitates the user/item clustering
process. On the other hand, user/item groups can bridge similar
users/items and boost recommendation performance.
3 THE PROPOSED MODEL
3.1 Preliminaries
In a recommendation problem, we have a set of m user U =
{u1, · · · ,um }, a set of n itemsV = {v1, · · · ,vn } and a rating matrix
R ∈ {0, 1}m×n , where each element ri j ∈ {0, 1} equals 1 if user ui
has an observed interaction (e.g. clicked, viewed, etc.) with item vj
and 0 otherwise. The task of item recommendation is to estimate
the rating score rˆi j for unobserved user-item interactions, and
recommend for each user the items with high estimated rating
scores. In this paper, we also propose to discover latent user groups
Gu = {1, ...,k} and item groupsGv = {1, ...,k} for bridging similar
users and items, where k is the pre-specified number of groups for
users and items.
In this paper, two-dimension matrices are denoted with bold
uppercase symbols, single-dimension vectors are denoted bold low-
ercase symbols, and scalars are represented with lowercase symbols.
The symbols used in this paper are summarized in Table.1, other
intermediate symbols are described in the corresponding sections.
3.2 Basic model
Inspired by previous works [10, 23], we employ multiple neural
networks as the basic model for capturing deep user-item inter-
actions. Without loss of generality, given the embedding vectors
ui ∈ Rd , vj ∈ Rd for user ui and item vj respectively, where d is
the number of dimensions of user and item embedding spaces. The
corresponding rating score of ui over vj can be estimated as:
z0 = [ui ; vj ; ui ◦ vj ]
zi j = ϕL(...ϕ1(z0)...)
ϕl (zl−1) = σl (Wl zl−1 + bl ), l ∈ [1,L]
rˆi j =
1
1 + exp(−wTuv zi j )
(1)
where [; ] and ◦ are the concatenation and element-wise multiply
operation respectively. L is the number of hidden layers in the
neural network, andWl , bl ,σl are the weight matrix, bias vector
and non-linear activation function of the l-th layer, respectively.
wuv is the parameter vector for transforming high-level user-item
interaction vector zi j into a logit, which is then used for rating
score estimation.
3.3 Latent group discovery
In many online services, some users (items) have the same in-
terests (characteristics) and constitute a group. Users/items in a
group share the same group representation, and it can bridge sim-
ilar users/items and mitigate data sparseness. However, in most
cases, the group information is not explicitly available. In this pa-
per, we propose to discover latent user/item groups and model
user-item interactions collaboratively. Specifically, we propose to
learn user and item group embeddings, and introduce embedding
matrix Gu ∈ Rk×dд and Gv ∈ Rk×dд for user and item group
respectively, where k is the number of user/item group as specified
previously, and it is much smaller thanm and n. dд is the dimension
of user/item group embeddings, and it is assumed to be smaller
than the user/item dimension d as group embeddings represent
users/items at a more general level of granularity.
For learning user group embeddings, as an example, each user
embedding is input into a non-linear transformation to obtain a
vector that has the dimension of k , which is equal to the number
of user groups. The value of each dimension of the vector can be
viewed as the weight that the user belongs to the corresponding
group, and the weighted sum of the user group embedding matrix
is regarded as the soft latent group representation of the user. The
user embedding is then reconstructed from the soft latent group
representation. Therefore, user group embeddings are learned by
transforming user embeddings into their reconstructions with least
possible of information loss, and preserving most of the informa-
tion in the k embedded user groups. In addition, users with similar
representations are supposed to have similar soft latent group rep-
resentations, and are clustered automatically into the same user
group. The user group learning process is illustrated in Fig.1, and
we detail the learning process in the following subsections.
3.3.1 Soft latent group representation. Each user embedding ui is
fed into a non-linear transformation to obtain a vector βi ∈ Rk , as
shown in the following equation.
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Figure 1: Illustration of user group learning process.
βi = so f tmax(Wuui + bu) (2)
whereWu ∈ Rk×d is the weighted matrix parameter, and bu ∈ Rk
is the bias vector. βi can be viewed as the activations toward the
user group embeddings, and each dimension of βi is the probability
that the user belongs to the related group. The weighted sum of
the user group embeddings with respect to βi is then regarded as
the soft latent group representation of user ui .
µi =
k∑
s=1
βi,sgus (3)
where βi,s is the s-th dimension of vector βi , and gus is the s-th
row of embedding matrix Gu , representing the embedding of s-th
user group. µi ∈ Rdд is the soft latent group representation of user
ui . Therefore, users with similar embeddings are more likely to
have similar activations toward the group embeddings, and they
are automatically clustered into the same group in an unsupervised
manner.
3.3.2 Reconstruction user embeddings. We have obtained the soft
latent group representations for the users. Now we describe how to
calculate the reconstruction of the embedding for each user ui from
his/her soft latent group representations µi . We reconstruct user
embeddings from their related soft latent group representations µi .
The underlying reason is that if two users have similar soft latent
group representations, then they are more likely within the same
user group and the reconstructions of their embeddings are assume
to be similar. In this paper, we employ non-linear transformations
to reconstruct user embeddings, as shown follows:
u′i = siдmoid(Wu′µi + bu′) (4)
whereWu′ ∈ Rd×dд is the weighted matrix parameter, and bu′ ∈
Rd is the bias vector. At this point, the reconstruction of user em-
beddings is similar to an autoencoder, and obtaining the soft latent
group representations can be viewed as the encoder stage of an
autoencoder that takes user embeddings as input and maps them
to the latent space while preserving group information. Eq.(4) is
similar to the decoder stage of an autoencoder that maps the soft
latent group representation to the reconstruction u′i of the same
shape as ui , as illustrated in Fig.1.
3.3.3 Learning objective. Learning user groups is equivalent to
minimizing the reconstruction error of u′i from ui . We employ the
contrastive max-margin objective function that is commonly used
in previous work [12, 27]. Specifically, for each user embedding ui ,
we randomly sample p users as negative users. The embeddings
of the negative samples are represented as {uis |s = 1, 2, ...,p}, and
the learning objective is to make the reconstructed embedding u′i
similar to its origin embedding ui while different from those nega-
tive embeddings. Therefore, the objective of user group learning
Lu is defined as a hinge loss that maximize the cosine similarity
between u′i and ui and simultaneously minimize that between u
′
i
and the negative samples:
Lu =
∑
ui
p∑
s=1
max(0, 1 − u′Ti ui + u′Ti uis ) (5)
Similarly, the objective of item group learning can be formulated
as:
Lv =
∑
vj
p∑
t=1
max(0, 1 − v′Tj vj + v′Tj vjt ) (6)
where v′j is the reconstructed embedding from vj . The calculation
of v′j is similar to that of u
′
i and we leave out the detail description
here to avoid redundancy. {vjt |t = 1, 2...,p} are p negative samples
for v′j when computing objective Lv .
3.4 Hierarchies modeling
The intuition of hierarchy modeling is that users/items should be
close to their groups to learn compact representations. To this end,
take user-user group hierarchy for example, we introduce a latent
variable ϵi for each user ui , and minimize the distance between
ui + ϵi and its group representation µi in the embedding space [8].
In this paper, we propose to utilize deep neural networks to model
the user-user group (item-item group) hierarchies.
We present the user-user group hierarchy modeling in Fig.2. As
illustrated in the figure, we feed the vector ui + ϵi into a multiple-
layer neural network, and obtain a high-level representation zui
that has the same dimensions as the group representations. The
similarities between zui and all the group representations are mea-
sured with the inner product operation, and the resulted logits
are transformed into a posterior probability vector with a softmax
function, as shown in Eq.(7).
zui0 = ui + ϵi
zui = ϕuL (...ϕu1 (zui0 )...)
ai = arдmaxs (βi,s ), s = 1, 2, ...,k
rˆui =
exp(guaiT zui )∑k
s=1 exp(gus T zui )
(7)
where βi,s is described in Eq.(3), ai is the label of the user group that
user ui has the maximum activation, and guai is the corresponding
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Figure 2: Hierarchy modeling of user and user group.
group embedding, hence guai can be viewed as the hard latent group
representation of ui . rˆui is the posterior probability that user ui
belongs to group ai , and therefore bridging the gap between a user
and his/her group is equivalent to maximizing the corresponding
posterior probability. In other words, the neural network takes a
user and his/her group representations as input, and produces a
predicted distribution over the groups. The training objective is
defined as the minimization between the predicted distribution
and the distribution of actual labels [25], and it is demonstrated to
be better than other loss functions [26]. The objective function of
user-user group hierarchy can be defined as follows:
Luu = −
∑
ui
loд
exp(guaiT zui )∑k
s=1 exp(gus T zui )
(8)
Similarly, the objective function of item-item group hierarchy can
defined as:
Lvv = −
∑
vj
loд
exp(gvbj
T zvj )∑k
t=1 exp(gvt T zvj )
(9)
where bj is group label of item vj , and it is calculated in the same
way as ai . gvbj is the corresponding group embedding of vj . The
neural network for modeling item-item group hierarchy has the
same architecture as that in Fig.2, and zvj can be viewed as the high-
level representation of item vj extracted from the neural network.
3.5 Dual-bridging collaborative filtering
Once we have obtained group representations, we can incorpo-
rate them for boosting recommendation performance. The underly-
ing reason is that, the user-item group (item-user group) interac-
tions can bridge similar users/items and alleviate data sparseness.
For example, even though a user’s interest in an item is unknown,
the item can still be ranked higher in the recommendation list, as
long as the user has positively interacted with some other items
sharing the same group with the unobserved item, or users within
the same group have positively rated the unobserved item. No-
tice that, the collaborative filtering and latent group discovery are
iteratively performed, and they mutually benefit each other for
better learning representations. First, collaborative filtering learns
similar user/item representations based on the user-item interac-
tion data, and this facilitates the clustering process for discovering
users/items with similar representations. In turn, the latent group
information can bridge similar users (items), and boost recommen-
dation performance.
The general architecture of the proposed model is presented in
Fig.3. As shown in the figure we introduce three neural networks
for modeling user-item, user-item group, user group-item interac-
tions respectively. The rating score of a user ui over an item vj is
predicted as follows,
zuv0 = [ui ; vj ; ui ◦ vj ]
zuvi j = ϕ
uv
L (...ϕuv1 (zuv0 )...)
(10)
zuд0 = [ui ; gvbj ; u
T
i Mug
v
bj
]
zuдi j = ϕ
uд
L (...ϕ
uд
1 (z
uд
0 )...)
(11)
zvд0 = [guai ; vj ; vTj Mvguai ]
zvдi j = ϕ
vд
L (...ϕ
vд
1 (z
vд
0 )...)
(12)
rˆi j =
1
1 + exp[−(wTuv zuvi j +wTuдz
uд
i j +w
T
vдz
vд
i j )]
(13)
whereMu ∈ Rd×dд is a transformation matrix for measuring the
similarity between u and gvbj in a common latent space, while
Mv ∈ Rd×dд is a matrix for measuring the similarity between vj
and guai . ϕ
{uv,uд,vд }
{1, · · · ,L } are the respective neural networks for model-
ing user-item, user-item group, item-user group interaction, and
w{uv,uд,vд } are the parameter vectors for transforming high-level
representations (i.e. zuvi j ,z
uд
i j ,z
vд
i j ) of different interaction spaces
into the final predictive logit. Therefore, with the dual-bridging ar-
chitecture, an item can be ranked higher in the recommendation list
for a user, as long as the user’s preference over the item is properly
modeled in any one of the three interaction spaces. The training
objective of the proposed dual-bridging collaborative filtering can
be defined as follows,
Luv = −
∑
(ui ,vj )∈D
ri j loдrˆi j + (1 − ri j )loд(1 − rˆi j ) (14)
where D is the training set.
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Figure 3: Illustration of the dual-bridging collaborative filtering architecture.
3.6 Model learning
Due to the nature of implicit feedback and the large number of
items in the recommendation task [11], negative sampling [24] is
employed to approximate Luv . As for Luu and Lvv , even though
the computation involves the summation over the interactions
between a user/item and all the groups (i.e.
∑K
k=1 exp(gukT zui )), the
number of groups are much fewer than that of users/items, and
hence the summation does not incur high computational overhead.
In the proposed DBRec model, we jointly define the loss function, so
that it can be optimized efficiently by backpropagation. Taking into
account the loss of dual-bridging collaborative filtering, hierarchy
modeling and group learning, the final objective function of DBRec
can be defined as follows,
L = Luv + α(Luu + Lvv + Lu + Lv ) (15)
where α controls the tradeoff between the loss of dual-bridging
collaborative filtering and that of hierarchy modeling and group
learning. The training of the proposed model can be decomposed
into two parts. In the part of collaborative filtering and hierarchy
modeling, user and item embeddings are updated to fit user-item
interaction data and preserve group hierarchies. While in the part
of group learning, group embeddings are updated to discover rep-
resentative group information.
The model parameters include user/item representations and
parameters of neural networks as shown in Fig.1, Fig.2 and Fig.3.
We update the object function with Adam optimizer, which is a
variant of Stochastic Gradient Descent with a dynamically tuned
learning rate and updates parameters every step along the gradient
direction with the following protocol:
θ t ← θ t−1 − lr ∂L
∂θ
(16)
Table 2: Statistics of the datasets.
Dataset #user #item #ratings Sparsity
Amazon 4016 7199 32190 99.89%
ML1M 6040 3706 1000209 95.53%
Gowalla 78477 528968 5380147 99.98%
where lr is the learning rate, and θ are the model parameters and
∂L
∂θ are the partial derivatives of the objective function with respect
to the model parameters, and they can be automatically computed
with typical deep learning libraries.
4 EXPERIMENTS
4.1 Experimental Settings
4.1.1 Datasets. To validate the effectiveness of the proposedmodel,
we conduct experiments on three publicly datasets, namely Ama-
zon2, MovieLens-1M (ML1M)1 andGowalla3. For the amazon dataset,
we select the items of musical instruments for evaluation. To trans-
form the explicit ratings of Amazon and ML1M into implicit feed-
back, ratings higher than 3 are regarded as positive feedback, and
the others are regarded as missing values. As for Gowalla, for each
user the check-in locations are viewed as positive items, while the
other locations are treated as missing items. Inspired by previous
works [16, 17], we filter out users with fewer than 5 positive items
and the items with fewer than 2 users. The statistics of the datasets
is shown in Table.2.
1https://grouplens.org/datasets/movielens/
2http://jmcauley.ucsd.edu/data/amazon/
3http://snap.stanford.edu/data/loc-gowalla.html
4.1.2 Setup. To evaluate the proposed model, we randomly split
the datasets into training set (70%), validation set (10%) and test-
ing set (20%). In the training process, for each positive item, we
randomly sample 5 items as the negative samples. In the testing
process, as it is time-consuming to rank all the items for every user
at each time, hence for each (ui ,vj ) pair in the testing set, we mix
the testing item with 99 random items, and rank the testing item
along with the 99 items for the related user. We measure the recom-
mendation performance with the commonly used Hit Ratio (HR)
and Normalized Discounted Cumulative Gain (NDCG), as shown
follows,
HR =
#hits
#test
NDCG =
1
#test
#test∑
i=1
1
loд2(pi + 1)
(17)
where #hits is the number of testing item that appears in the the
recommendation list of the related user and #test is the total number
of (ui ,vj ) pair in the testing set. pi is the position of the testing item
in the recommendation list for the i-th hit. HR measures whether
the testing item is in the recommendation list, while NDCG assigns
higher score to the testing item with higher position. In this paper,
we truncate the ranking list at k ∈ [1, 2, · · · , 10] for both metrics.
4.1.3 Baselines. The baselines employed for performance compar-
ison are list as follows,
• NeuMF[10]. It combines generalized MF and Multi-Layer
Perception (MLP) for modeling user-item latent structures.
• ConvMF[9]. It uses outer product to transform latent vectors
of a user-item pair into two-dimensional map, and applies
convolutional and pooling layers to model deep user-item
interactions.
• CMN [7]. It identify similar neighboring users with an at-
tention mechanism based on the specific user-item pair, and
jointly exploits the neighborhood state and user-item inter-
actions to derive recommendation.
• DELF[3]. It proposes an attention mechanism to aggregate
an additional embedding for each user/item, and then further
introduce a neural network architecture to incorporate dual
embeddings for recommendation.
For fair comparison, baselines in this paper mainly consist of
the state-of-the-art recommendation models based on user-item
interactions, and the hyper-parameters of these baselines are set
according to the original works. Notice that even though CMN
exploits neighborhood information for recommendation, the neigh-
boring users are selected mainly based on their rating behaviours.
Beside those baselines, we also study various variants of the pro-
posed model, list as follows,
• DBRec-o, a variant of the proposed model that excludes user
and item group learning, and it mainly relies on user-item
interactions for learning user preferences over the items.
• DBRec-u, a variant of the proposed model that excludes item
group learning, and it jointly learns user group and model
user-group hierarchy, and interacts user group information
with item for boosting recommendation.
• DBRec-i, a variant of the proposed model that excludes user
group learning, and it jointly learns item group and model
item-group hierarchy, and interacts item group information
with users for boosting recommendation.
4.1.4 Implementation. We implement DBRec based on Tensorflow,
and the sources are made publicly available3 to facilitate community
research. We set the batch size to 256 and the learning rate to
0.0001.The dimensions of latent factor is 128.We employ two hidden
layers for the neural networks illustrated in Fig.3 and Fig.2, and the
hidden units of the respective layer are [64,16] for dual-bridging
collaborative filtering, and [64,128] for hierarchy modeling. The
model parameters are fine tuned on the validation set. We set the
number of user/item group to 5, and the trade-off weight (i.e. α
in Eq.(15)) for group learning and hierarchy modeling to 0.01. We
analyze the sensitivity of these two hyper-parameters later in this
section.
pre-training. The objective function is non-convex, and the learn-
ing method can be easily trapped in local optimums. In our work,
we pre-train DBRec with NeuMF to obtain initial user and item
embeddings in DBRec. As for the group embeddings, we perform
clustering on the pre-trained user and item embeddings, and use
the cluster centroids to initialized the group embeddings. Since
users/items and their corresponding groups do not share the same
latent space, we employ a dimensionality reduction method (i.e.
t-SNE [22]) to reduce the centroids of d-dimension to that of dд
dimensions.
4.2 Experiments
4.2.1 Recommendation comparisons. We compare the proposed
model, DBRec, with the state-of-the-art recommendation models
in terms of top-K recommendation, and the results are presented
in Fig.4 and Fig.5. From the figures, we have the following observa-
tions. First, DELF, ConvMF and CMN outperform NeuMF across
different datasets and metrics, which is consistent with previous
works [3, 7, 9]. The reason is that NeuMF mainly relies user-item
interactions for exploiting user preferences, and it suffers from
data sparseness due to the sparsity nature of the rating matrix. Sec-
ond, the performance differences between CMN and ConvMF vary
across different datasets. For example, ConvMF achieves marginally
better performance than CMN on ML1M, while CMN outperforms
ConvMF on Gowalla. This is because they leverage different aspects
of interaction data for boosting performance. Specifically, ConvMF
utilizes outer product to exploit dimension-wise correlations for
recommendation, while CMN exploits informative neighboring
users for bridging each user-item pair. Therefore, the performance
differences between these two models are quite data-dependent.
Third, the figures show that DELF is superior to CMN, and one pos-
sible explanation might be that DELF aggregates for each user/item
an additional embedding based on the interacted items/users, and
introduce a neural network to incorporate the dual embeddings
for recommendation. In addition, DELF can identify the most in-
formative context users/items for collaborative filtering, due to the
proposed effective attention mechanism.
3https://github.com/uqjwen/DBRec
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Figure 4: HR of different models across the datasets
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Figure 5: NDCG of different models across the datasets.
Finally, the proposed model outperforms the baselines by a large
margin across the datasets for both HR and NDCG. Specifically,
in terms of top-10 recommendation, DBRec outperforms the best
baseline, DELF, with a relative improvement of 6.71%(HR@10) and
5.19%(NDCG@10) onAmazon, 5.59%(HR@10) and 5.46%(NDCG@10)
on ML1M, and 3.84%(HR@10) and 7.11%(NDCG@10) on Gowalla,
respectively. The reason behinds the advantage of DBRec over the
baselines is that, we collaboratively discover latent group infor-
mation for collaborative filtering, and the incorporation of group
information can capture user preferences (item characteristics) at
different levels of granularity and mitigate data sparseness.
4.2.2 Efficacy of dual-bridging architecture. In this subsection, we
study the performance of various variants of the proposed model,
to validate the effectiveness of the proposed dual-bridging archi-
tecture. As shown in Table.3, without latent group information,
DBRec degrades to the version (DBRec-o) that is mainly based on
user-item interactions, and is vulnerable to data density. However,
by discovering latent groups and incorporating group information
for collaborative filtering, DBRec-i and DBRec-u significantly out-
perform DBRec-o, demonstrating the benefit of discovering latent
groups for bridging similar users/items.
DBRec combines DBRec-i and DBRec-u, and results in a dual-
bridging architecture, which models user preferences and item
characteristics at different levels of granularity. General group
representations can alleviate the problem of data sparseness by
bridging similar users/items, and achieves better recommendation
performance than otherwise single-bridging model (e.g. DBRec-i,
DBRec-u).
4.2.3 Sensitivity analysis. In this subsection, we investigate the
robustness of the proposed model with respect to different hyper-
parameters. Especially, we study the performance of DBRec under
different pre-specified user/item group numbers, and the weight
α (Eq.(15)) for group learning and hierarchy modeling. In this ex-
periment, α is varied amongst [0.001,0.01,0.1,1,10], and the group
number [5,10,15,20,25]. As illustrated in Fig.6, we present the per-
formance in terms of HR@10 and NDCG@10 across the datasets.
One can see from the figures that, DBRec experiences a rapid per-
formance degradation with α = 10 and #дroup = 20 on Amazon.
However, the recommendation performance is relatively stable un-
der a wide-range choice of the hyper-parameters. As shown in
Fig.6(b) and Fig.6(d), Gowalla presents a steady performance im-
provement with more group number, probably because larger group
number is required to preserve group information due to the size of
the dataset. HR@10 and NDCG@10 usually show the similar trends
across the datasets except for Gowalla, which experiences a sudden
drop on NDCG@10 with α = 1, but the expected phenomenon
is not observed on HR@10 with α = 1, as shown in Fig.6(a) and
Fig.6(c). The reason for the slump of NDCG on Gowalla is that, the
testing items are ranked lower at the bottom of the recommendation
list. Overall, this experiment demonstrates that the proposed model
is invulnerable to the group number. Even though the users/items
are clustered into different granularities, the group information can
still boost recommendation performance as long as discriminate
information provided by the user/item groups can be preserved in
the clustering process.
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Figure 6: Recommendation performance of the proposed
model with respect to different hyper-parameters.
4.2.4 Visualization. To examine whether DBRec can discover la-
tent groups, we visualize the learned user representations with
t-SNE [22], and plot users in the same group with the same color.
As shown in Fig.7, several user/item groups can be clearly iden-
tified. This experiment demonstrates that DBRec can effectively
discover latent groups, and visually interpret the rationale behind
the dual-bridging architecture in DBRec.
5 CONCLUSION
In this paper, we propose a novel dual-bridging recommendation
model. The advantage of the proposed model is that it can discover
latent group information for bridging similar users/items, and boost
recommendation performance. We unified collaborative filtering,
group learning and hierarchy modeling into a framework, so that all
the sub-components can be jointly optimized and compensate each
other for boosting recommendation. Extensive experiments on two
real datasets demonstrate the advantage of DBRec in terms of rec-
ommendation performance, and robustness in terms of parameters
sensitivity.
The proposed model in this paper mainly relies on user-item
interaction data, and discover extra latent group information for
Table 3: Performance of variants of DBRec.
Datasets Metrics DBRec-o DBRec-i DBRec-u DBRec
Amazon
HR@5 0.20429 0.22606 0.213 0.23212
HR@10 0.28529 0.324 0.31281 0.33613
NDCG@5 0.143 0.15832 0.14688 0.15975
NDCG@10 0.1692 0.19001 0.17924 0.19309
ML1M
HR@5 0.28992 0.37152 0.36942 0.39906
HR@10 0.46752 0.51233 0.50847 0.52311
NDCG@5 0.18326 0.25381 0.25183 0.27845
NDCG@10 0.24028 0.29936 0.29685 0.31865
Gowalla
HR@5 0.56284 0.5757 0.58372 0.59342
HR@10 0.71583 0.72899 0.73358 0.74211
NDCG@5 0.3825 0.39376 0.39768 0.41547
NDCG@10 0.43291 0.44354 0.44637 0.46371
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Figure 7: visualizing latent user groups across the datasets
boosting recommendation performance. In real recommendation
scenarios, many attribute data are explicitly available, and integrat-
ing heterogeneous modalities of implicit and explicit information
for recommendation is an interesting research topic in the future.
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