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Anotâcija
Pçc autores domâm nestriktu kopu teorijas (NKT) attîstîbâ var iezîmçt di-
vus konceptuâli daþâdus virzienus:
1. jau zinâmo jçdzienu un koncepciju fazifikâcija un
2. jçdzienu attîstîba, kas raduðies NKT kontekstâ vai arî ir saistîti ar NKT.
Daudzi topoloìijas, algebras, finanðu matemâtikas un citu nozaru jçdzieni ir
vispârinâti, izmantojot nestriktas kopas. Pie otrâ virziena mçs nosacîti va-
ram pieskaitît turpinâjuma principu, t-normas, iespçjamîbu sadalîjumu un
citus jçdzienus.
Disertâcijas mçríis ir sniegt ieguldîjumu abu virzienu attîstîbâ. Darbâ ir
realizçts sekojoðs uzdevums: attîstîtas nestriktu matricu un vispârinâto ag-
regâcijas operatoru teorijas un iezîmçtas praktisko lietojumu sfçras.
Gadu pçc gada arvien jauni rezultâti paaugstina NKT jaunâ attîstîbas lîme-
nî. Jauno un interesanto rezultâtu izstrâde ir apsveicams uzdevums, bet tas
nav viegls. Darbâ iegûtie rezultâti ir prezentçti starptautiskâs zinâtniskâs
konferencçs, kur tos atzinîgi novçrtçja nozares speciâlisti, kâ arî publicçti re-
cenzçjamos þurnâlos, tâpçc autore uzskata, ka izvirzîtais mçríis ir sasniegts.
MSC: 15A09, 65G30, 94D05, 03E72, 91B99, 62P20, 62P99
Atslçgas vârdi: intervâlmatrica, intervâlmatricas inversâ matrica, nestrik-
ta matrica, nestrikta inversâ matrica, lineâro intervâlo vienâdojumu sistçma,
lineâro nestrikto vienâdojumu sistçma, nestriktais input-output modelis, ag-
regâcijas operators, vispârinâtais agregâcijas operators, punktveida turpinâ-
jums, t-norma, T -turpinâjums.
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1. Ievads
Lîdz 20. gadsimta vidum varbûtîbu teorija bija pamatlîdzeklis, apstrâdâjot
reâlâs dabas nenoteiktîbu. Taèu lietojot varbûtîbu teorijas metodes, nepiecie-
ðams, lai nenoteiktîbai bûtu speciâlâ îpaðîba, un, proti, nejauðîba (random-
ness), un ne vienmçr mçs varam likt vienâdîbas zîmi starp ”nedeterminçts”
un ”nejauðs”. Tâdçï jau sen matemâtiíiem bija skaidrs, ka nepiecieðams
jauns aparâts, kas palîdzçs apstrâdât nenoteiktîbu. Pie lîdzîga secinâjuma
nonâca filozofi, kas saskarâs ar problçmâm, mçìinot ielikt reâlus procesus
striktajos bivalentâs loìikas râmjos.
1965. gadâ L. A. Zadç savâ darbâ [40] noformulçjâ nestriktu kopu teorijas
pamatus. Nestrikta kopa ir parastas kopas vispârinâjums, kur katrs ele-
ments pieder kopai ar zinâmu pakâpi, kuras vçrtîba ir no nulles lîdz viens.
Divus gadus vçlâk J. A. Gogçns ([8]) vipârinâja Zadç rezultâtus, izmantojot
ierobeþotu, bezgalîgi distributîvu reþìi. Pçdçjo 45 gadu laikâ nestriktu ko-
pu teorija kïuva par nopietnu teoriju ar iespaidîgu teorçtisko bâzi un garu
praktisko lietojumu sarakstu. Tâ pierâdîja savu lietderîbu reâlo procesu mo-
delçðanâ. Gadu pçc gada arvien jauni rezultâti palîdz nestriktu kopu teorijai
nostiprinât savas pozîcijas. Arî autorei nestriktu kopu teorija ðíita pievilcî-
ga ar teorçtisko rezultâtu bagâtîbu un praktisko lietderîbu, tâpçc promocijas
darbs tika izstrâdâts nestriktu kopu jomâ.
Strâdâjot pie disertâcijas, tika izvirzîts ðâds uzdevums: sniegt ie-
guldîjumu nestriktu kopu teorijas attîstîbâ, izstrâdâjot jaunus jç-
dzienus un koncepcijas. Òemot vçrâ teorijas piemçrotîbu reâlo
procesu modelçðanâ, ieskicçt iegûto rezultâtu praktisko lietojumu
sfçras.
Ðajâ darbâ ir izklâstîti disertâcijas galvenie rezultâti, kas ir ievietoti trijâs
nodaïâs, neieskaitot ðo ievadu. Pirmajâ nodaïâ sniegti nestriktu kopu teori-
jas pamatjçdzieni un fakti, kas ir izmantoti darbâ. Otrajâ nodaïâ attîstîta
nestriktu matricu teorija. Ðo nodaïu var nosacîti nosaukt par ieguldîjumu
nestriktu kopu teorijas pirmajâ attîstîbas virzienâ. Treðajâ nodaïâ attîstîta
vispârinâto agregâcijas operatoru teorija un dots ieguldîjums otrajâ nestriktu
kopu teorijas attîstîbas virzienâ. Darbâ izstrâdâtajiem teorçtiskajiem rezul-
tâtiem ieskicçtas praktiskâ lietojuma sfçras.
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2. Teorçtiskâ ievadnodaïa
Ðajâ nodaïâ îsi apskatâm nestriktu kopu teorijas jçdzienus un rezultâtus,
kas ir lietoti darbâ. Lai iegûtu pilnîgâku informâciju, ieinteresçts lasîtâjs
papildu informâciju var meklçt avotos [35] un [6, 19].
1. Definîcija ([35]). Attçlojumu M : X → [0, 1] sauc par kopas X nes-
triktu apakðkopu vai vienkârði nestriktu kopu.
Visu kopas X nestriktu apakðkopu kopu apzîmçsim ar F (X).
Ja nestrikta kopa M ir dota, un nofiksçjam α ∈ [0, 1], tad:
2. Definîcija ([35]). Kopu Mα = {x : M(x) ≥ α} sauc par nestriktas
kopas M α-lîmeni.
3. Definîcija ([35]). Kopu Mα = {x : M(x) > α} sauc par nestriktas
kopas M strikto α-lîmeni.
Turpinâjuma princips palîdz pârnest klasiskajâ matemâtikâ zinâmus rezul-
tâtus uz nestriktâm kopâm. Ja attçlojums ϕ : X × Y → Z ir dots, tad:
4. Definîcija ([35]). Attçlojumu ϕ˜ : F (X)× F (Y )→ F (Z)
ϕ˜(M,N)(z) = sup{min(M(x), N(y))|x ∈ X, y ∈ Y, ϕ(x, y) = z},
kur M ∈ F (X), N ∈ F (Y ) sauc par funkcijas ϕ(x, y) turpinâjumu uz nes-
triktu kopu klasçm F (X), F (Y ).
Visas aritmçtiskâs operâcijas ar nestriktâm kopâm ir definçtas, izmantojot
turpinâjuma principu.
Tâlâk tiek aplûkotas daþas nestriktu kopu îpaðîbas, kas bûs nepiecieðamas
turpmâkajâ darba izklâstâ.
5. Definîcija ([35]). Attçlojumu f : X → R sauc par pusnepârtrauktu
no augðas, ja katram t ∈ R kopa {x|f(x) ≥ t} ir slçgta.
Nestrikti lielumi ir speciâla nestriktu kopu klase:
6. Definîcija ([35]). Par nestriktu lielumu sauc reâlas taisnes izliektu
pusnepârtrauktu no augðas nestriktu kopu, kurai α-lîmeòi visiem α > 0 ir
ierobeþotas kopas.
Nestriktu lielumu klasi apzîmçsim ar FQ(R). Nestrikti intervâli (FI(R)) un
nestrikti skaitïi (FN(R)) ir nestriktu lielumu apakðklases:
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7. Definîcija ([35]). Par nestriktu intervâlu sauc nestriktu lielumu P ,
kuram atradîsies reâlie skaitïi a, b ∈ R, a ≤ b tâdi, ka P (x) = 1 tad un tikai
tad, ja a ≤ x ≤ b.
8. Definîcija ([35]). Par nestriktu skaitli sauc nestriktu lielumu P , ku-
ram eksistç viens vienîgs punkts x tâds, ka P (x) = 1.
T-normas jçdziens ([15, 35]) ir fundamentâls nestriktu kopu teorijâ, tam arî
ir svarîga loma mûsu darbâ:
9. Definîcija ([35]). Par t-normu reþìî (ar dabîgo sakârtojumu) [0, 1]
sauc attçlojumu T : [0, 1]× [0, 1]→ [0, 1], kas apmierina sekojoðus nosacîju-
mus:
(1) T (x, y) = T (y, x) − (simetrijas nosacîjums)
(2) T (T (x, y), z) = T (x, T (y, z)) − (asociativitâte)
(3) x1 ≤ x2 ⇒ T (x1, y) ≤ T (x2, y) − (monotonitâte)
(4) T (x, 1) = x
Svarîgâkie t-normu piemçri:
Min t-norma:
TM(x, y) = min(x, y)
Vâja t-norma:
TW (x, y) =
{
min(x, y), ja max(x, y) = 1
0, citos gadîjumos
Reizinâjuma t-norma:
TP (x, y) = x · y
Lukasievièa t-norma:
TL(x, y) = max{x+ y − 1, 0}.
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3. Nestriktu matricu teorija: teorçtiskie pa-
mati un lietojumi
Ðî nodaïa ir îss un koncentrçts nestriktu matricu teorijas izklâsts. Noda-
ïas sâkumâ ievieðam nestriktas matricas jçdzienu un arî definçjam operâcijas
ar nestriktâm matricâm. Pçc tam pievçrðamies nestriktas inversâs matricas
jçdzienam, kuras definîciju balstâm uz inverso intervâlmatricu ([26, 27, 30]).
Tâlâk aplûkojam nestriktu inverso matricu speciâlos gadîjumos. Ja inversâs
matricas aprçíins ir apgrûtinâts, mçs piedâvâjam tâs novçrtçjumu. Nobei-
dzam nodaïu, ieskicçjot iegûto teorçtisko rezultâtu praktiskos lietojumus.
3.1. Nestrikta matrica: pamatjçdzieni
Ðajâ apakðnodaïâ ievieðam nestriktas matricas jçdzienu un definçjam ope-
râcijas ar nestriktâm matricâm.
10. Definîcija. Matricu AF = (Aij)m×n, kuras elementi Aij ∀i, j ∈ 1, n
ir nestrikti skaitïi, sauc par nestriktu matricu.
Nestriktas matricas augðçjâ un apakðçjâ dominante tiek definçta ðâdi:
11. Definîcija. Nestrikta matrica AUF = (A
U
ij)n×n ir nestriktas matricas
AF augðçjâ dominante, ja Aij(x) ≤ AUij(x), ∀x ∈ R, ∀i, j ∈ 1, n.
12. Definîcija. Nestrikta matrica ALF = (A
L
ij)n×n ir nestriktas matricas
AF apakðçjâ dominante, ja Aij(x) ≥ ALij(x), ∀x ∈ R, ∀i, j ∈ 1, n.
Operâcijas ar nestriktâm matricâm ir definçtas lîdzîgi kâ klasiskajâ gadîju-
mâ. Operâcijas ar nestriktiem skaitïiem (matricu elementiem) ir attiecîgo
operâciju turpinâjums uz nestriktu kopu klasi ar TM palîdzîbu.
Nestriktu matricu AF = (Aij)m×n, BF = (Bij)m×n saskaitîðana:
CF = AF +BF ,
kur CF = (Cij)m×n = (Aij +Bij)m×n.
Reizinâðana ar C ∈ FN(R):
BF = CAF ,
kur BF = (Bij)m×n = (CAij)m×n.
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Nestriktu matricu AF = (Aij)m×n, BF = (Bij)n×l reizinâðana:
CF = AFBF ,
kur CF = (Cij)m×l = (
n∑
k=1
AikBkj)m×l.
3.1. Apgalvojums. Nestriktu matricu kopa ir slçgta attiecîbâ pret nes-
triktu matricu saskaitîðanu, reizinâðanu un reizinâðanu ar C ∈ FN(R).
3.2. Nestriktas matricas inversâ matrica
3.2.1. Intrvâlmatricas inversâ matrica
Darbâ nestriktas matricas inverso matricu konstruçjam no speciâlam in-
tervâlmatricâm. Izmantotos jçdzienus un rezultâtus par intervâlmatricâm
var atrast [18], [26], [27] un [30]. Mores darbs par intervâlaritmçtiku [23] arî
atvieglo lasîðanu.
Matricu AI sauc par intervâlmatricu, ja tâs elementi ir slçgti intervâli. AI
var prezentçt ar apakðçjo un augðçjo robeþu matricu palîdzîbu:
AI = [A,A].
Intervâlmatricu sauc par regulâru, ja katra A ∈ AI ir nesingulâra. Katrai
regulârai intervâlmatricai var noteikt inverso matricu, t.i., ðaurâko intervâl-
matricu, kura satur visas attiecîgâs inversâs matricas:
(AI)
−1 = {A−1 : A ∈ AI}.
Intervâlmatricas apvçrðanu veicam, izmantojot algoritmu, kuru piedâvâja J.
Rohn ([27], [30]). Algoritma bûtîba ir ðâda: apvçrð 22n−1 virsotòu (vertex)
matricas, un paòem katra elementa minimâlo un maksimâlo elementu no
visâm virsotòu matricâm, tâdâ veidâ uzkonstruçjot attiecîgo intervâlu. Vir-
sotòu matricas ir definçtas speciâlâ veidâ, un to elementi ir A un A elementi.
3.2.2. Nestriktas matricas inversâ matrica
Pieòemsim, ka ir dota nestrikta kvadrâtiska matrica AF = (Aij)n×n. To
dekompozçsim uz intervâlmatricu A0F , A
α1
F , ..., A
αn
F , ...A
1
F spektru. Patvaïîgas
intervâlmatricas AαF , α ∈ (0, 1] elementi ir attiecîgo nestrikto skaitïu α-lîmeòi.
Kad α = 0, òemam striktu α-lîmeòu slçgumus A0F elementu lomâ.
Apvçrðam intervâlmatricas AαF un iegûstam citu intervâlmatricu spektru:
B0F , B
α1
F , ..., B
αn
F , ...B
1
F ,
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kur BαF = (A
α
F )
−1 un to ij elements ir [(b)αij; (b)
α
ij)].
Teiksim, ka nestrikta matrica AF ir regulâra, ja katram α ∈ [0; 1] intervâl-
matica AαF ir regulâra.
Nestriktas regulâras matricas inversâ matrica ir definçta ðâdi:
13. Definîcija. Matricu BF = (Bij)n×n, kuras elementi Bij : R→ [0, 1]
ir definçti kâ
Bij(x) = max{α : x ∈ [(b)αij; (b)αij]} ∀x ∈ R,
sauc par regulâras nestriktas matricas AF = (Aij)n×n inverso matricu.
BF ir nestrikta matrica, un turpmâk darbâ aplûkosim to noteikðanas veidus,
novçrtçjumus un iespçjamo lietojumu sfçras.
3.2.3. Nestriktas inversâs matricas noteikðana speciâlajos gadîju-
mos un nestriktas inversâs matricas novçrtçjumi
Ðajâ apakðnodaïâ pievçrðamies jautâjumiem, kas ir saistîti ar nestriktas
inversâs matricas aprçíinu konkrçtos gadîjumos un to novçrtçjumu.
Darbâ ir parâdîts, ka gadîjumâ, ja AF ir 2 × 2 nestrikta matrica ar vienâ-
das zîmes elementiem (visi pozitîvi vai visi negatîvi), tad tikai 2 virsotòu
matricas (pie tam ir skaidri zinâms kuras) ir jâapvçrð, lai noteiktu jebkuras
intervâlmatricas AαF , α ∈ [0, 1) inverso matricu.
Inversâs matricas noteikðana ir atvieglota arî gadîjumâ, ja AF ir M-nestrikta
matrica. Nestriktu matricu mçs sauksim par M-nestriktu matricu, ja ∀A ∈
A0F ir M-matrica. M-matricu raksturojumu un îpaðîbas var sameklçt, piemç-
ram, [1]. Lîdzîgi kâ iepriekðçjâ gadîjumâ tikai 2 virsotòu matricas ir jâapvçrð
(ðajâ gadîjumâ augðçjo un apakðejo robeþu matricas), lai noteiktu attiecîgâs
intevâlmatricas inverso matricu.
Nestriktas inversâs matricas novçrtçjumu lietderîgi izmantot, kad aprçíins ir
tehniski sareþìîts. Piemçram, aprçíinam ir nepiecieðams daudz laika (liels
n), bet praktiskiem nolûkiem pietiek ar matricu, kas ir pietuvinâta inversai.
Novçrtçjumu mçs konstruçjam ðâdi: vispirms katrai AαF , α ∈ [0, 1) nosakâm
intervâlmatricas, kurâs attiecîgâs AαF bûs iekïautas, un arî intervâlmatricas,
kas tiks iekïautas attiecîgajâs AαF ; pçc tam ar speciâlo konstrukciju mçs no
intervâlmatricâm veidojam nestriktas matricas. Ir skaidrs, ka pirmajâ ga-
dîjumâ mçs iegûsim nestriktu matricu, kas bûs inversâs matricas augðçjâ
dominante, bet otrajâ − apakðçjâ. Nâkamâ lemma ir pierâdîta darbâ:
3.2. Lemma. Ja AI = ([aij, aij])n×n ir patvaïîga intervâlmatrica, un
BI = ([bij, bij])n×n ir tâs inversâ matrica, tad visiem intervâliem [bij, bij]
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ir spçkâ novçrtçjums:
[bij, bij] ⊆
[
a−1ij − 2
∆n−12
∆
, a−1ij + 2
∆n−12
∆
]⋂[
a−1ij − 2
∆n−12
∆
, a−1ij + 2
∆n−12
∆
]
,
kur
A−1 = (a−1ij )n×n, A
−1
= (a−1ij )n×n,
∆ − visu virsotòu matricu pçc moduïa minimâlais determinants,
∆n−12 ir speciâls novçrtçjums, kas ir noteikts darbâ.
Izmantojot faktu, ka A−1, A
−1 ∈ BI , iegûstam ðâdu novçrtçjumu:
[bij, bij] ⊇ [min{(aij)−1, (aij)−1},max{(aij)−1, (aij)−1}]. (1)
Tagad aprakstîsim konstrukciju:
1. Konstrukcija. Pieòemsim, ka ir dota patvaïîga nestrikta matrica AF
un attiecîgais intervâlmatricu spektrs:
A0F , ..., A
α
F = [A
α, A
α
] = ([aαij, a
α
ij])n×n, ..., A
1
F .
Pçc lemmas 3.2 patvaïîgam intervâlmatricas (AαF )
−1 = BαF = ([b
α
ij, b
α
ij])n×n
α ∈ [0, 1) elementam ir spçkâ novçrtçjums:
[bαij, b
α
ij] ⊆
[
(aαij)
−1 − 2∆
n−1
2
∆
, (aαij)
−1 + 2
∆n−12
∆
]⋂
⋂[
(aαij)
−1 − 2∆
n−1
2
∆
, (aαij)
−1 + 2
∆n−12
∆
]
(2)
Kad α = 1 B1F = (A
1
F )
−1.
Apzîmçsim ar Iα, α ∈ [0, 1] intervâlu, kas satur [bαij, b
α
ij].
Katram x ∈ R piekârtojam indeksu kopu Nx ðâdâ veidâ:
α ∈ Nx ⇔ x ∈ Iα (3)
Nestriktas matricas BF = (Bij)n×n augðçjâ dominante BUF = (B
U
ij )n×n ir
noteikta kâ
BUij (x) = max
α∈Nx
α, ∀i, j = 1, ..., n (4)
Acîmredzami Bij(x) ≤ BUij (x) ∀x ∀i, j = 1, ..., n.
Apakðçjo dominanti konstruçjam, izmantojot novçrtçjumu (1) un iepriekð
aprakstîto konstrukciju.
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3.3. Nestriktas inversâs matricas lietojumi
Ðajâ apakðnodaïâ îsi ieskicçsim nestriktas inversâs matricas lietojumus.
Vispirms apskatâm tâs lietojumu nestrikto lineâro vienâdojumu sistçmâs
(NLVS) risinâjuma novçrtçjumam, pçc tam ieskicçjam iespçjamos eknomis-
kos lietojumus. Vairâk par NLVS un to risinâðanas metodçm var uzzinât,
piemçram [7], [25], [33], [38].
Vienâdojumu sistçmu
AFx = cF , (5)
kur AF ir n×n nestrikta matrica un cF ir vienas kolonnas nestrikta matrica,
sauksim par NLVS.
Ievieðam tuvinâta nestrikta atrisinâjuma (TNA) jçdzienu:
14. Definîcija. Nestriktu vektoru
x = A−1F cF = BF cF
sauksim par (5) tuvinâtu nestriktu atrisinâjumu.
Izmantojot A−1F definîciju varam parâdît, ka x elementi ir nestrikti skaitïi.
Gadîjumâ, ja A−1F nav noteikta, mçs varam izmantot tâs augðçjo dominanti
(lemma 3.2 un konstrukcija 1).
Darbâ ir parâdîts, ka TNA ir augðçjâ dominante NLVS nestriktiem atri-
sinâjumiem, kas ir saskaòoti ar sekojoðiem intervâlatrisinâjumiem: èaulas
atrisinâjumu (hull solution), tolerances atrisinâjumu (tolerable solution) un
intervâlatrisinâjumu (interval solution). Vairâk par nestriktu un intervâlatri-
sinâjumu saskaòotîbu var atrast [34], bet vairâk informâcijas par intervâlat-
risinâjumiem var sameklçt, piemçram, [20], [27],[28], [29].
Izmantojot TNA, varam iegût tuvinâtos atrisinâjumus daþâm ekonomiskâm
problçmâm. Pieòemsim, ka ir dots ekonomiskais input-output modelis ([22],
input-output analîze nedeterminçtâ vidç: [13], [14], [31] un [2]) nestriktajâ
formâ:
(E − AF )XF = YF , (6)
kur E ir vienîbas matrica.
Parasti divu tipu problçmas ir saistîtas ar vienâdojumu (6):
(P1) Atrast bruto izlaidi XF , kas nodroðina doto neto izlaidi YF .
(P2) Atrast netto izlaidi YF , kas atbilst dotajai bruto izlaidei XF .
Saskaòâ ar definîciju TNA un arî tâs augðçjâ dominante bûs (P1) atrisinâju-
ma novçrtçjums.
Lîdzîgâ veidâ nestriktu inverso matricu var lietot ekonomisko multiplikatoru
novçrtçjumâ ([22],[24]). Multiplikatora matemâtiskais modelis ir sekojoðs:
M = (L−1)
′
(1, 1, ..., 1), (7)
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kur L ir savstarpçjo atkarîbu matrica, kas raksturo ekonomisko vidi. Ga-
dîjumâ, kad L ir nestrikta matrica, ekonomiskâ multiplikatora aprçíins ir
saistîts ar nestriktâs matricas apvçrðanu, un ðie jautâjumi ir apskatîti pro-
mocijas darbâ.
3.4. Nobeiguma piezîmes
Nestrikas inversâs matricas jçdziens ir centrâlais otrajâ nodaïâ, jo tam ir
vislielâkâ praktiskâ vçrtîba. Ðis jçdziens ir pietiekami nozîmîgs, lai to pçtîtu
dziïâk, un tâdçï mçs ieskicçjam svarîgâkos pçtîjumu virzienus:
• vienkârðâko algoritmu izveide nestriktâs inversâs matricas noteikðanai;
• konstruçt nestriktas inversâs matricas novçrtçjumu ar augstâku preci-
zitâti.
Nâkotnç bûtu lietderîgi veikt pçtîjumus nestrikto matricu teorijâ gadîju-
miem, kad operâcijas ar matricâm ir definçtas ar kâdu citu no TM atðíirîgu
t-normu.
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4. Vispârinâtâ agregâcija: teorçtiskie pamati
un praktiskie lietojumi
Vairâk nekâ puse no disertâcijas satur rezultâtus, kas attiecas uz vispâri-
nâto agregâciju. Sniedzam îsu pârskatu par iegûtajiem rezultâtiem.
Pçtam vispârinâtâ agregâcijas operatora (turpmâk agops) jçdzienu, kuru savâ
darbâ [36] ieviesa Takaèi. Atzîmçsim, ka literatûrâ [21, 32, 39] ir atrodamas
arî citas pieejas agregâcijas problçmas vispârinâjumam. Darbâ aplûkotâ vis-
pârinâtâ agopa ieejas vçrtîbu kopa ir nestriktu kopu klase. Apskatâm divas
konstruçðanas metodes, proti, punktveida turpinâjumu un T -turpinâjumu,
un pçtam ðo vispârinâjumu îpaðîbas daþâdos gadîjumos.
Nodaïu sâkam ar pamtdefinîcijâm un rezultâtiem no agopu teorijas, pçc tam
ievieðam γ-agopu klasi un vçlâk pievçrðamies vispârinâtâjai agregâcijas pro-
blemâtikai. Nodaïu nobeidzam, ieskicçjot praktiskos lietojumus un arî nâ-
kotnes pçtîjumu virzienus.
4.1. Agregâcijas operatoru pamatjçdzieni
Sniedzam îsu teorçtisko kursu par agregâcijas operatoriem ([3, 4, 15]).
15. Definîcija ([3]). Attçlojumu A : ∪n∈N[0, 1]n → [0, 1] sauksim par
agregâcijas operatoru vienîbas intervâlâ I = [0, 1], ja katram n ∈ N ir spçkâ
ðâdi nosacîjumi :
(A1) A(0, ..., 0) = 0
(A2) A(1, ..., 1) = 1
(A3) (∀i = 1, n) (xi ≤ yi)⇒ A(x1, x2, ..., xn) ≤ A(y1, y2, ..., yn)
Nosacîjumus (A1), (A2) sauc par robeþnosacîjumiem, un (A3) ir monotoni-
tâtes nosacîjums. Vispârîgâ gadîjumâ ienâkoðo vçrtîbu skaits ir nezinâms,
tâpçc agopu var reprezentçt kâ saimi A = (A(n))n∈N, kur A(n) = A|[0,1]n .
Operatori A(n) un A(m) daþâdiem n un m var bût nesaistîti. Izmantojam
nosacîjumu A(1)(x) = x ∀x ∈ [0, 1].
Agregâcijas problçma vispârîgâ gadîjumâ ir ïoti plaða, tâdçï darbâ izmanto-
jam sekojoðus ierobeþojumus: ienâkoðo vçrtîbu skaits ir galîgs, un I = [0, 1]
ir ienâkoðo un izejoðo vçrtîbu kopa. Otrais ierobeþojums nav globâls, to var
vienkârði pârvarçt un pâriet pie patvaïîga intervâla [a, b], taèu pirmais iero-
beþojums ir globâls, un tas sadala visu agopu teoriju vismaz divâs daïâs.
Sekojoði attçlojumi ir agopi definîcijas 15 nozîmç:
Π(x1, ..., xn) =
n∏
i=1
xi,
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M(x1, ..., xn) =
1
n
n∑
i=1
xi,
max(x1, ..., xn) = max(x1, ..., xn),
min(x1, ..., xn) = min(x1, ..., xn)
PF (x1, ..., xn) = x1, PL(x1, ..., xn) = xn.
Tâlâk aplûkosim agopu îpaðîbas, kas ir apskatîtas vispârinâto agopu kontek-
stâ.
16. Definîcija ([3]). Elementu x ∈ [0; 1] sauc par A-idempotentu ele-
mentu, ja A(n)(x, ..., x) = x, ∀n ∈ N. A ir idempotents agops, ja katrs
x ∈ [0; 1] ir A-idempotents elements.
17. Definîcija ([3]). Agops A : ∪n∈N[0, 1]n → [0, 1] ir nepârtraukts, ja
katram n ∈ N operatori A(n) : [0, 1]n → [0, 1] ir nepârtraukti, tas ir,
∀x1, ..., xn ∈ [0, 1],∀(x1j)j∈N, ..., (xnj)j∈N ∈ [0, 1]N : lim
j→∞
xij = xi
i = 1, ..., n tad
lim
j→∞
A(n)(x1j, ..., xnj) = A(n)(x1, ..., xn).
18. Definîcija ([3]). Agops A : ∪n∈N[0, 1]n → [0, 1] ir simetrisks, ja
∀n ∈ N,∀x1, ..., xn ∈ [0; 1] : A(x1, ..., xn) = A(xpi(1), ..., xpi(n))
visâm kopas (1, ..., n) permutâcijâm pi = (pi(1), ..., pi(n)).
19. Definîcija ([3]). Agops A : ∪n∈N[0, 1]n → [0, 1] ir asociatîvs, ja
∀n,m ∈ N, ∀x1, ..., xn, y1, ..., ym ∈ [0; 1] :
A(x1, ..., xn, y1, ..., ym) = A(A(x1, ..., xn), A(y1, ..., ym))
20. Definîcija ([3]). Agops A : ∪n∈N[0, 1]n → [0, 1] ir bisimetrisks, ja
∀n,m ∈ N,∀x11, ..., xmn ∈ [0; 1] :
A(mn)(x11, ..., xmn) = A(m)(A(n)(x11, ..., x1n), ..., A(n)(xm1, ..., xmn)) =
= A(n)(A(m)(x11, ..., xm1), ..., A(m)(x1n, ..., xmn))
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21. Definîcija ([3]). Elementu e ∈ [0; 1] sauc par agopa A neitrâlo
elementu, ja ∀n ∈ N,∀x1, ..., xn,∈ [0; 1] un turklât ja xi = e kâdam i ∈
{1, ..., n}, tad
A(x1, ..., xn) = A(x1, ..., xi−1, xi+1, ..., xn).
22. Definîcija ([3]). Elementu a ∈ [0; 1] sauc par agopa A absorbçjoðo
elementu, ja
∀n ∈ N,∀x1, ..., xn,∈ [0; 1] : a ∈ {x1, ..., xn} ⇒ A(x1, ..., xn) = a
23. Definîcija ([3]). Agops A : ∪n∈N[0, 1]n → [0, 1] ir:
(1) invariants pret nobîdçm, ja
∀n ∈ N,∀b ∈ (0, 1),∀x1, ..., xn ∈ [0, 1− b] :
A(x1 + b, ..., xn + b) = A(x1, ..., xn) + b;
(2) homogçns, ja
∀n ∈ N,∀b ∈ (0, 1), ∀x1, ..., xn ∈ [0, 1] :
A(bx1, ..., bxn) = bA(x1, ..., xn);
(3) lineârs, ja tas ir homogçns un invariants pret nobîdçm;
(4) aditîvs, ja
∀n ∈ N,∀x1, ..., xn, y1, ..., yn ∈ [0, 1] tâdiem, ka x1 + y1, ..., xn + yn ∈ [0, 1] :
A(x1 + y1, ..., xn + yn) = A(x1, ..., xn) + A(y1, ..., yn).
Daþâdiem agopiem ir atðíirîgas îpaðîbas, apjoma ierobeþojumu dçï neapska-
tâm tâs detaïâs. Vairâk par îpaðîbâm un konkrçtiem agopiem var atrast,
piemçram [3].
4.2. Jaunâ agregâcijas operatoru klase: γ-agopi
Ðajâ apakðnodaïâ ievieðam γ-agopu klasi un apskatâm tâs îpaðîbas. Pie-
òemsim, ka γ ∈ [0; 1] un attçlojums ϕγ : [0, 1] → {0} ∪ [γ, 1] ir definçts
ðâdi:
ϕγ(x) =
{
0, ja x < γ,
x, ja x ≥ γ
16
24. Definîcija. Attçlojums A : ∪n∈N[0, 1]n → [0, 1] ir γ-agops vienîbas
intervâlâ, ja ir spçkâ ðâdi nosacîjumi:
(A1) A(0, ..., 0) = 0,
(A2) A(1, ..., 1) = 1,
(Aγ) (∀i = 1, n, γ ∈ [0, 1]) (ϕγ(xi) ≤ ϕγ(yi))⇒ A(x1, ...xn) ≤ A(y1, ..., yn).
Gadîjumâ, ja γ = 0, ϕ0(x) = x un nosacîjums (Aγ) reducçjas uz (A3) (defi-
nîcija 15).
Darbâ mçs parâdâm, ka katrs γ-agops ir agops.
4.1. Piemçrs. Agops
A(x1, ..., xn) = min(w1x1, ..., wnxn),
kur
wi =
{
0, ja xi < γ,
1, ja xi ≥ γ
ir arî γ-agops.
Kopâ [0, 1]n ievieðam attiecîbu ≡ϕγ ðâdi:
(x1, ..., xn) ≡ϕγ (y1, ..., yn)⇔
⇔ (ϕγ(x1), ..., ϕγ(xn)) = (ϕγ(y1), ..., ϕγ(yn)). (8)
Attiecîba ≡ϕγ ir refleksîva, simetriska un tranzitîva, lîdz ar to tâ ir ekviva-
lences attiecîba.
Ekvivalences klases, kurâs sadalâs [0, 1]n, apzîmçjam ar Xk, k = 1, 2, ...
4.2. Apgalvojums. Ja (x1, ..., xn), (y1, ..., yn) ∈ Xk, A ir γ-agops, tad
A(x1, ..., xn) = A(y1, .., yn).
γ - agopiem piemît ðâdas îpaðîbas:
• γ-agops ∀γ > 0 nav idempotents;
• γ-agops ∀γ > 0 nav invariants pret nobîdçm, nav homogçns un lîdz ar
to nav lineârs;
• ja Aγ, γ ∈ (0, 1] ir γ-agops un a ir tâ absorbçjoðais elements, tad a = 0
vai a > γ.
Kaut arî γ-agopiem trûkst daþu svarîgu îpaðîbu, tie ir noderîgi vispârinâtâs
agregâcijas kontekstâ, ko mçs parâdâm vienâ no nâkamajâm apakðnodaïâm.
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4.3. Sakârtojumi
Vispârinâtâ agopa jçdziens ir ieviests kontekstâ ar kâdu sakârtojumu ag-
regçjamo elementu klasç. Ðajâ apakðnodaïâ ieviesîsim sakârtojumus agre-
gçjamo elementu klasç, kâ arî definçsim atbilstoðo vismazâko un vislielâko
elementu.
Vertikâls sakârtojums ⊆αF1:
25. Definîcija. Pieòemsim α ∈ [0, 1], P,Q ∈ F (R)
P ⊆αF1 Q⇔ (∀x ∈ R)(P (x) ≥ α⇒ P (x) ≤ Q(x)).
Vislielâkais elements attiecîbâ pret ⊆αF1 ir definçts sekojoði:
1˜(x) = 1,∀x ∈ R. (9)
Pieòemsim
Θ = {0˜(x)|0˜(x) ≤ α, ∀x ∈ R}. (10)
Θ definç objektu klasi, kurâ vismazâkais objekts ir 0˜(x) = 0,∀x ∈ R. Òemot
vçrâ parametra α bûtîbu (tas ignorç vçrtîbas mazâkas parα) uzskatâm, ka
visi Θ elementi ir ekvivalenti.
Izmantojot ðo sakârtojumu vispârinâtajâ agregâcijâ, prasâm, lai jebkura ðîs
klases elementu n-arâ agregâcija bûtu vienâda ar kâdu elementu no ðîs klases,
t.i., tâ neizved ârpus klases, un tad uzskatâm, ka robeþnosacîjums ir izpildîts.
Turpmâk mçs sauksim Θ minimâlo elementu klasi.
Horizontâls sakârtojums ⊆αF2:
26. Definîcija. Pieòemsim α ∈ (0, 1], P,Q ∈ F ([a, b])
P ⊆αF2 Q⇔ P
α ≤ Qα,
kur
Pα = {x : P (x) ≥ α}, minPα = Pα, maxPα = Pα
Qα = {x : Q(x) ≥ α}, minQα = Qα, maxQα = Qα.
Klases
Θ = {0˜(x)|0˜(x) = 1, ja x = a un 0˜(x) < α ja x ∈ (a, b]},
Σ = {1˜(x)|1˜(x) = 1, ja x = b un 1˜(x) < α ja x ∈ [a, b)}
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attiecîgi sauksim par minimâlo un maksimâlo elementu klasçm. Vismazâkais
elements ir definçts sekojoði:
0˜(x) =
{
1, ja x = a
0, citos gadîjumos
bet vislielâkais elements neeksistç.
Izmantojot ðo sakârtojumu vispârinâtajâ agregâcijâ, prasâm, lai jebkura kla-
ses Θ (Σ) elementu n-arâ agregâcija bûtu vienâda ar kâdu elementu no ðîs
klases, t.i., tâ neizved ârpus klases, un tad uzskatâm, ka robeþnosacîjums ir
izpildîts.
1. Piezîme. Sakârtojumi ⊆αF1 and ⊆αF2 ir transitîvi un asimetriski.
4.4. Palîgrezultâti
Runâjot par vispârinâto agregâcijas problçmu, saskaramies ar nepârtrauk-
tu t-normu. Turpmâk formulçtâs teorçmas 4.3, 4.4 un 4.5 disertâcijâ ir pie-
râdîtas patvaïîgas nepârtrauktas t-normas gadîjumâ un ir uzskatâmas par
avotâ [35] 75-77. lpp. aprakstîto rezultâtu vispârinâjumu.
4.3. Teorçma. Pieòemsim, ka ◦ : R×R→ R ir nepârtraukta operâcija,
T ir nepârtraukta t-norma un P,Q ∈ F (R) ir pusnepârtrauktas no augðas
nestriktas kopas, kurâm visi α-lîmeòi pie α > 0 ir ierobeþotas kopas. Tad
katram z ∈ R, kuru var iegût izskatâ z = x ◦ y vispâr, var arî piemeklçt
x0, y0 ∈ R tâdus, ka z = x0 ◦ y0 un pie tam (P ◦Q)(z) = T (P (x0), Q(y0)).
4.4. Teorçma. Pieòemsim, ka ◦ : R×R→ R ir nepârtraukta operâcija,
T ir nepârtraukta t-norma un P,Q ∈ F (R) ir pusnepârtrauktas no augðas
nestriktas kopas, kurâm visi α-lîmeòi pie α > 0 ir ierobeþotas kopas. Tad
(P ◦Q)T (α,β) = Pα ◦Qβ
visiem α > 0.
4.5. Teorçma. Pieòemsim, ka ◦ : R×R→ R ir nepârtraukta operâcija,
T ir nepârtraukta t-norma un P,Q ∈ FQ(R), tad P ◦Q ∈ FQ(R)
4.5. Vispârinâtâ agregâcija: ievaddaïa
Pieòemsim, ka ≺ ir visu to nestriktu kopu sakârtojums, kas ir definçtas
reâlajâ taisnç, saimç F (R) ar minimâlo elementu 0˜ ∈ F (R) un maksimâlo
elementu 1˜ ∈ F (R), tad:
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27. Definîcija. [36] Attçlojums A˜ : ∪n∈NF (R)n → F (R) ir vispârinâ-
tais agregâcijas operators attiecîbâ pret sakârtojumu ≺, ja katram n ∈ N ir
spçkâ ðâdi nosacîjumi:
(A˜1) A˜(0˜, ..., 0˜) = 0˜
(A˜2) A˜(1˜, ..., 1˜) = 1˜
(A˜3) (∀i = 1, n) (Pi ≺ Qi)⇒ A˜(P1, ..., Pn) ≺ A˜(Q1, ..., Qn),
kur P1, ..., Pn, Q1, ..., Qn ∈ F (R).
Izmantosim nosacîjumu A˜(1)(P (x)) = P (x) ∀P (x) ∈ F (R).
Vispârinâto agopu ieejas vçrtîbas ir nestriktas kopas, kas ir pusnepârtrauk-
tas no augðas un ar ierobeþotiem α-lîmeòiem, α > 0, tâpçc turpmâk dar-
bâ F (R) ir kopa, kuras elementiem piemît aprakstîtâs îpaðîbas. Kopas
FQ(R), F I(R), FN(R), FTI(R) un FTN(R) apzîmç attiecîgi nestriktu lielu-
mu, nestriktu intervâlu, nestriktu skaitïu, nestriktu trapecoizoidâlo intervâlu
un nestriktu trîsstûra skaitïu klases.
Vispârinâtu agopu îpaðîbas definçjam lîdzîgi kâ parasto agopu gadîjumâ, òe-
mot vçrâ, ka ieejas un izejas vçrtîbas ir nestriktas kopas. Operâcijas ar nes-
triktâm kopâm, kas parâdas, piemçram, invariances pret nobîdçm gadîjumâ,
ir izpildîtas, izmantojot patvaïîgu nepârtrauktu t-normu (skat. turpinâjuma
principu).
Darbâ ir parâdîts, ka gadîjumâ, ja vispârinâtajam agopam eksistç neitrâlais
vai absorbçjoðais elements, tad tas ir viens vienîgs.
4.6. Punktveida turpinâjums
Sâksim patvaïîga agopa punktveida turpinâjuma izpçti.
A˜ : ∪n∈NF (R)n → F (R)
ir patvaïîga agopa A punktveida turpinâjums, ja
∀x ∈ R A˜(P1, ..., Pn)(x) = A(P1(x), ..., Pn(x)) (11)
Ja ieejas vçrtîbu kopa ir F (R), tad izejas vçrtîbai arî ir ierobeþoti α-lîmeòi pie
α > 0, jo ieejas vçrtîbu skaits ir galîgs. Izmantojot pârtrauktus agopus, va-
ram pazaudçt pusnepârtrauktîbu no augðas, un tâdos gadîjumos izmantojam
speciâlo konstrukciju, kas ir aprakstîta darbâ. Ðî konstrukcija katru funkciju
pârveido par punepârtrauktu no augðas, lîdz ar to uzskatâm, ka punktvei-
da turpinâjums saglabâ arî pusnepârtrauktîbu no augðas. Ja òemam ieejas
vçrtîbas no FQ(R), tad izejas vçrtîba ne vienmçr ir nestrikts lielums. Ci-
tiem vârdiem, A˜ nesaglabâ ieejas vçrtîbu izliekumu. Ja aplûkojam FI(R) un
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FN(R), tad arî ieejas vçrtîbu virsotòu unikalitâte nesaglabâjas izejas vçrtî-
bâ.
Pçtot punktveida turpinâjumu robeþnosacîjumu un monotonitâtes saglabâ-
ðanas kontekstâ, konstatçjâm, ka tâs respektç vertikâlo sakârtojumu ⊆αF1 . Arî
γ-agopa punktveida turpinâjums respektç ðo sakârtojumu:
4.6. Teorçma. Ja A˜ ir γ-agopa A punktveida turpinâjums, un γ > α,
tad A˜ ir vispârinâtais agops attiecîbâ pret sakârtojumu ⊆αF1.
Runâjot par patvaïîga agopa punktveida turpinâjumu, idempotences îpaðîba
ir kritiska:
4.7. Teorçma. Ja A˜ ir idempotenta agopa A punktveida turpinâjums,
tad tas ir vispârinâtais agops attiecîbâ pret sakârtojumu ⊆αF1.
γ-agopi nav idempotenti, bet îpaðîba (Aγ) kompensç idempotenci ðajâ gadî-
jumâ.
Attiecîbâ pret horizontâlo sakârtojumu ⊆αF2 patvaïîga agopa (γ-agopa) pun-
ktveida turpinâjums nav vispârinâtais agops. Nesaskaòotîba rodas no tâ, ka
A˜ ir definçts uz y ass, bet ⊆αF2 darbojas uz x ass.
Punktveida turpinâjumam ir pierâdîtas ðâdas îpaðîbas:
4.8. Apgalvojums. Ja A˜ ir vispârinâtais agops, kas ir patvaïîga agopa
A punktveida turpinâjums, tad:
(1) ja A ir simetrisks, tad arî A˜ ir simetrisks;
(2) ja A ir asociatîvs, tad arî A˜ ir asociatîvs;
(3) ja A ir bisimetrisks, tad arî A˜ ir bisimetrisks;
(4) ja A ir idempotents, tad arî A˜ ir idempotents.
4.9. Apgalvojums. Ja A˜ ir vispârinâtais agops, kas ir agopa A punkt-
veida turpinâjums, turklât a un e ir attiecîgi A absorbçjoðais un neitrâlais
elements, tad:
(1) R(x) = a, ∀x ∈ R ir A˜ absorbçjoðais elements,
(2) E(x) = e, ∀x ∈ R ir A˜ neitrâlais elements.
4.10. Apgalvojums. Ja A˜ ir vispârinâtais agops, un tas ir agopa A =
max punktveida turpinâjums, un T ir patvaïîga nepârtraukta t-norma,1 tad
A˜ ir invariants pret nobîdçm.
Apgalvojums 4.10 ir spçkâ jebkurai citai nepârtrauktai operâcijai, tâpçc A˜ ir
homogçns un lineârs, ja spçkâ ir attiecîgie nosacîjumi.
1Izmanto saskaitîðanas operâcijas turpinâjumam uz F (R).
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4.7. T -turpinâjums
Ðajâ nodaïâ pçtâm citu vispârinâtâ agopa konstrukcijas metodi, proti,
T -turpinâjumu. Tâlâk to apzîmçjam ar Â. Pieòemsim, ka T ir patvaïîga
nepârtraukta t-norma. Tad
Â(P1, ..., Pn)(x) = sup{T (P1(x1), ..., Pn(xn))|
(x1, ..., xn) ∈ Rn : A(x1, ..., xn) = x} (12)
ir patvaïîga agopa A T -turpinâjums.
Tâ kâ mçs apskatâm agopus, kas ir definçti vienîbas intervâlâ, tad attiecîgi
arî Â ieejas vçrtîbu kopa ir F ([0, 1]) − visas pusnepârtrauktas no augðas nes-
triktas kopas, kas ir definçtas intervâlâ [0, 1].
Atðíirîbâ no punktveida turpinâjuma T -turpinâjums saglabâ ieejas vçrtîbu
izliekumu, virsotòu unikalitâti un pat taisnas ðíautnes (ja runâjam par trîs-
stûra nestriktiem skaitïiem), ja A un T ir izvçlçti pareizi. Lîdz ar to Â var
bût definçts arî kopâs FQ([0, 1]), F I([0, 1]), FN([0, 1]) un atseviðíos gadîju-
mos arî FTI([0, 1]) un FTN([0, 1]).
T -turpinâjums ir vispârinâtais agops attiecîbâ pret sakârtojumiem, kas ir
definçti iepriekð:
4.11. Teorçma. Ja Â : ∪n∈NF ([0, 1])n → F ([0, 1]) ir patvaïîga nepâr-
traukta agopa T -turpinâjums, tad tas ir vispârinâtais agops attiecîbâ pret
sakârtojumu ⊆αF1.
4.12. Teorçma. Ja Â : ∪n∈NF ([0, 1])n → F ([0, 1]) ir patvaïîga nepâr-
traukta agopa T -turpinâjums, tad tas ir vispârinâtais agops attiecîbâ pret
sakârtojumu ⊆αF2.
Atðíirîbâ no punktveida turpinâjuma T -turpinâjums uzvedas ”labi” gan at-
tiecîbâ pret vertikâlo, gan attiecîbâ pret horizontâlo sakârtojumu.
Tâlâk apskatâm T -turpinâjuma îpaðîbas. Ja A ir nepârtraukts agops, tad Â
saglabâ simetriskumu, asociativitâti un bisimetriskumu:
4.13. Apgalvojums. Ja A ir nepârtraukts un simetrisks agops, tad
Â : ∪n∈NF ([0, 1])n → F ([0, 1])
ir simetrisks vispârinâtais agops.
4.14. Apgalvojums. Ja A ir nepârtraukts un asociatîvs agops, tad
Â : ∪n∈NF ([0, 1])n → F ([0, 1])
ir asociatîvs vispârinâtais agops.
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4.15. Apgalvojums. Ja A ir nepârtraukts un bisimetrisks agops, tad
Â : ∪n∈NF ([0, 1])n → F ([0, 1])
ir bisimetrisks vispârinâtais agops.
Vispârîgâ gadîjumâ Â nav idempotents un ieejas vçrtîbu izliektîba ir kritiska:
4.16. Apgalvojums. Ja Â : ∪n∈NFQ([0, 1])n → FQ([0, 1]) ir patvaïî-
ga nepârtraukta, idempotenta agopa TM -turpinâjums, tad Â ir idempotents
vispârinâtais agops.
TM ir vienîgâ idempotentâ t-norma, tâpçc var parâdît, ka apgalvojums 4.16
nav spçkâ citâm t-normâm.
Neitrâlais elements un absorbçjoðais elements ir speciâla veida nestriktas
kopas:
4.17. Apgalvojums. Ja Â : ∪n∈NF ([0, 1])n → F ([0, 1]) ir patvaïîga ago-
pa A T -turpinâjums, un e ir A neitrâlais elements, tad
E(x) =
{
1, ja x = e
0, ja x 6= e
ir Â neitrâlais elements.
4.18. Apgalvojums. Ja Â : ∪n∈NF ([0, 1])n → F ([0, 1]) ir patvaïîga ago-
pa A T -turpinâjums, tad
R(x) = 0 ∀x ∈ [0, 1]
ir Â absorbçjoðais elements.
Redzams, ka Â neitrâlais elements ir reâla skaitïa harakteristiskâ funkcija,
un absorbçjoðais elements ir vienâds ar nulli katrâ punktâ. Abi ðie elementi
nav klasiski kopas F ([0, 1]) pârstâvji.
Runâjot par T -turpinâjuma invarianci pret nobîdçm, mçs pieòemam, ka vi-
sas nepiecieðamâs saskaitîðanas ir definçtas (skat. definîciju 23). Ar T1 apzî-
mçjam t-normu, kas ir izmantota saskaitîðanas operâcijas turpinâjumam un
attiecîgi ar T2 − t-normu, kas izmantota agopa A turpinâjumam. Abas T1
un T2 ir nepârtrauktas. Konstatçjam, ka vispârîgâ gadîjumâ T -turpinâjums
nav invariants pret nobîdçm, bet sekojoði rezultâti raksturo Â attiecîbâ pret
ðo îpaðîbu:
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4.19. Apgalvojums. Ja T1 = T2 = TM , A ir nepârtraukts, pret no-
bîdçm invariants agops, kura definîcijâ ir izmantotas tikai saskaitîðanas un
reizinâðanas ar konstanti c ∈ R operâcijas, tad
Â : ∪n∈NFTN([0, 1])n → FTN([0, 1]),
ir pret nobîdçm invariants vispârinâtais agops.
4.20. Apgalvojums. Ja T1 = T2 = T ir patvaïîgas t-normas un A ir
nepârtraukts aditîvs agops, B ir intervâls un Â : ∪n∈NF ([0, 1])n → F ([0, 1]),
tad
Â(P1, ..., Pn) +B = Â(P1 +B, ..., Pn +B)
4.21. Apgalvojums. Ja T1 = T2 = T ir patvaïîgas t-normas, A ir ne-
pârtraukts un aditîvs agops, Â : ∪n∈NFQ([0, 1])n → FQ([0, 1]) ir idempotents
vispârinâtais agops, tad Â ir invariants pret nobîdçm.
Kâ jau iepriekð tika minçts, tikai TM nodroðina Â idempotenci, tâpçc apgal-
vojums 4.21 ir spçkâ tikai gadîjumâ, kad T1 = T2 = TM .
4.8. Vispârinâto agopu praktiskie lietojumi
Ðajâ apakðnodaïâ îsi ieskicçsim vispârinâto agopu lietojumu jomas. Vis-
pârinâto agopu lietoðanas sfçras var bût tâdas paðas kâ parastiem agopiem:
lçmumu pieòemðana daudzkritçriju situâcijâs (piemçram finansçs [21]), kla-
sifikâcijas problçmas ar vairâkiem kritçrijiem, kas savstarpçji mijiedarbojas
([9, 10]), lietoðana inteliìentâs sistçmâs ([32]) un citi.
Ja reprezentçjam objektu îpaðîbas un kritçriju vçrtîbas nestriktu kopu veidâ,
tad vispârinâtos agopus var veiksmîgi lietot lçmumu pieòemðanâ un klasifi-
kâcijas problçmu risinâðanâ.
Arî nestriktu attiecîbu agregâcijâ var izmantot darbâ aprakstîtos agopus
([5, 11]).
Nestriktas kognitîvas kartes ([16, 17, 37]) arî ir vispârinâto agopu lietoðanas
iespçjamâ joma.
4.9. Nobeiguma piezîmes
Vispârinâto agopu teorija ir saturîga, bagâta ar rezultâtiem un ïoti node-
rîga.
Ðîs teorijas ietvaros var iezîmçt ðâdus nâkotnes izpçtes virzienus, kas netika
pçtîti darbâ:
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• citas vispârinâto agopu îpaðîbas,
• citas vispârinâto agopu konstrukciju metodes.
Pçtot T -turpinâjumu, konstatçjâm, ka mainot t-normas varam manipulçt ar
agopa îpaðîbâm. Vispârîgâ gadîjumâ, aizvietojot t-normu ar patvaïîgu agopu
A∗, iegûstam elastîgâku objektu:
Â(P1, ..., Pn)(x) = sup{A∗(P1(x1), ..., Pn(xn)) : A(x1, ..., xn) = x}.
Nâkotnç plânojam pçtît A∗- turpinâjumu, kâ arî γ-agopu, kas ðajâ darbâ vçl
nav pietiekami dziïi izpçtîts.
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