We present a new high-statistics measurement of the cross section for the process e+e~e+e m. +m at a center-of-mass energy of 29 GeV for invariant pion-pair masses M(m+m ) between 350 MeV/c' and 1.6 GeV/c2. We observe the f~( 1270) and measure its radiative width to be 3. 15+0.0420. 39 keV. We also observe an enhancement in the~+~spectrum near 1 GeV. General agreement is found with unitarized models of the yy~m m. reaction that include finalstate interactions.
In the resonance region the reaction is dominated by the formation of the fz(1270) and its interference with the Born continuum.
Reasonably consistent measurements' ' of the radiative width f '(fz(1270) M(n+n ) between 350 MeV/c and 1.6 GeV/c and compared to predictions of several models. ' 
II. THE DETECTOR
The Mark II detector and data processing have been described elsewhere. ' We reiterate here those features of the detector which are important to this analysis.
A. Tracking
Tracking information was provided by the main drift chamber (DC), in conjunction with the vertex chamber (VC). The DC consisted of sixteen concentric layers of sense wires, covering radii between 41 and 145 cm from the beam axis. The position resolution was approximately 200 pm in the xy plane at each layer. Ten of the layers were tilted at an angle of +3' with respect to the beam (z) axis. The resulting stereo information was used to measure the z position. The VC was a high-resolution drift chamber. It consisted of an inner band of four layers of sense wires at a radius of -10 cm, and an outer band of three layers at a radius of -30 cm. In this experiment the DC and VC were immersed in a 2.3-kG conventional We introduce the following notation: P&D(i} is the probability that particle i will satisfy the criteria for identification as a pion using the LA calorimeter as described below. Thus P&D(m) is the pion identification probability, while P&D(e, p, ) are the probabilities that a muon or electron will be misidentified as a pion. P, (n~) and P2(n.m ) are the probabilities that one or both pions in a pion-pair event will be correctly identified. Similarly, P, (ee, pp) and P2(ee, pp} are the probabilities that one or both leptons in a lepton-pair event will be misidentified as pions.
P,D(n ) is calibrated using pions from the reaction e+e~e+e m'+m P&D(e) is calibrated using electrons from photon conversions and from low-mass two-prong events where at least one track has been identified as an electron by its TOF. P,D(p) is measured using the copious supply of Low-energy two-photon events generally satisfy only the charged trigger, which requires that at least two tracks be found with one or more curvature modules fired. Firing modules with overlapping roads are combined. The curvature modules also provide an initial estimate of the azimuthal angle of each track, with a resolution of about 5'. In order to measure the probability that a charged track will latch (be found by the hardware), we look at 4-prong events in which two other tracks satisfy the single-track latch criteria. In Fig. 6 Since the trigger efficiency is measured with pions, we assign an additional systematic uncertainty of 6% to the lepton trigger efficiency.
C. TOF-identi6ed lepton pairs
In this section we present separate measurements of the lepton-pair spectra for W~~& 360 MeV, as a check on the normalization. As previously mentioned, the cuts for TOF-identified pairs are slightly different than for LA-identified pairs.
We require that all tracks have p, & 90 MeV/c, that both tracks hit good TOF counters, and that the expected value of t, +z for the lepton pair (rI, ) is at least 2 nsec away from the expected value for all other mass hypotheses. We also require that the position at which a track hits the TOF counter, as determined from the difference of the signal times at the two ends of the scintillator, agrees with the value projected from the DC track within 25 cm.
We use a 168 pb ' subsample of the data. To determine the number of electron or muon pairs in a given mass bin, we fit the distributions in t, +2 -tII for all pairs in that bin, such that t""-t" for electron pairs or t""-t"" for muon pairs is at least 2 nsec. Only the peak for the species being measured will be Gaussian. The other peaks will be a sum of Gaussians centered at different distrances from the central peak. (The number of pion pairs will be determined in the same way. ) An example of such a plot is shown in Fig. 3 . The systematic errors from the fit are less than 5%, which is small compared to other sources of systematic error in this measurement. Table   I .
In Fig. 7 we compare the measured two-photon cross sections for lepton-pair production with the prediction of Eq. (4). The electron pairs fall below the prediction, while the muons are high relative to the prediction, but the errors are fairly large. The errors are mostly due to systematics and are correlated between points, so the overall disagreement with the prediction is not bad. One large contribution to the error is from the uncertainty in the trigger efficiency which we cannot independently measure for electrons and muons. However, one might suppose that muons, which do not decay or radiate, would trigger more efficiently than electrons. Other possible explanations for observed discrepancies in the lepton-pair cross sections arise because the spectrum is falling steeply while the trigger efficiency is rising. When the cross section is not Bat, the finite-mass resolution (-5% 
P2(m'n ) =PiD(n i)PiD(m2) .
The P"(ee,pp) are determined similarly. The pair probabilities P"(mm, ee, pp) are then averaged over all detected events contributing to each bin of M(m+n ) and cos8'.
We must also estimate the uncertainty associated with P"(nn, ee, pp We separately analyze events with one and two pions identified in the LA. The leptonic backgrounds are sub-5 P"(mn)=d;P"(err)Vjd, P"(n~),
where Vis the error matrix: The next step is to use the measured values of P"(mm, ee, pp) to determine the leptonic background and correct for the identification efficiency. We use the Monte Carlo simulation to tell us the relative population of electrons and muons in the detected sample. The lepton-pair misidentification probability [P"(ll) ] is then the average of P"(ee, pp) weighted by the relative populations. We define X as the total number of events in a given bin (any number observed, including zero) and N " as the number of these events that are actually pion pairs.
The leptonic background N" in the sample with n identified pions is then Ni=(N N-")P"(ll) . (12) The detected numbers of events N" in the samples with n identified pions will be N"=N"+N"P"(err) .
(13) N P"(~rr ) P"( 1-1) (14) This gives us independent measurements of N " from the event samples with 1 and 2 pions identified, respectively.
If P"(nm, ee, py. , ) have been well measured, the two independent values of N "will agree. In Figs. 10(a) and 10(b) we show N "calculated from Eq. (14) as a function of M(ir+ir ) for the two samples. In Fig. 10(c Fig. 12(a) . In Fig. 13(a) we plot the expected number of beam-gas events in the full data sample. The cos8' dependence of the beam-gas background is found to be isotropic.
We must also determine the composition of the beamgas background.
To do this, we fit the data for 5 cm &~z v~& 10 cm to determine the contributions from pion pairs and lepton pairs. We follow the procedure described earlier for the data, using the observed numbers of events with 0, 1, or 2 tracks identified as pions to fit the pion-pair contribution.
We find that the fit pion-pair spectrum is in agreement with the hypothesis that beamgas events are all pion pairs. Therefore, we will subtract the unidentified beam-gas spectrum plotted in Fig. 13(a) from the identification efficiency corrected pion-pair 
D. Background from four prongs
The two-photon production of four pions is quite large and is dominated by the channel yy~pp~mm. mm. This is a background to pion pairs in the case where two pions are missed down the beam pipe, or where two of the pions are neutral. To estimate this background we determine the mass spectrum of the background by looking at all oppositely charged pairs embedded in 4-prong events.
Each pair must satisfy the 2-prong events cuts. We then use a Monte Carlo simulation to normalize the background. To simulate the 4-prong continuum, we create a broad resonance at 1.6 GeV with width 0.5 GeV which we force to decay into p p . We then take the ratio of 2-prong events from this sample, which pass our acceptance criteria, to pairs embedded in 4-prong events from the same sample. This ratio normalizes the m+m. m+n.
background. Although the normalization varies by 50% depending on the angular distribution assumed in the Monte Carlo simulation, the actual background is less than 2% at the p peak and less than 1% everywhere else.
The cross section for yy~p+p is lower than for p p, but the efficiency is slightly higher because the neutral pions may go anywhere. This background is approximately 1% at 850 MeV/c . The combined contributions from p+p and p p are shown in Fig. 13(b) .
spectrum. This background is about 10% at 550 MeV, dropping rapidly to less than 1% at 1 GeV.
The beam-gas background for TOF-identified pion pairs is found by the same method to be about 1%. Fig. 13(c) The normalization is the same as in Fig. 10 . The curve corresponds to the subtracted background.
The only other resonance with a large two-photon width which decays into two pions plus neutrals is the az(1320), which decays predominantly into p+rr (or the charge conjugate). The neutral decay [a2 (1320)~p n ] is forbidden.
The expected background from the az(1320), as determined by Monte Carlo simulation, is shown in Fig. 13 Fig.   15 , we plot the fraction of the event sample in the g p, ranges 50 to 100 MeV/c and 100 to 150 MeV/c. The histogram is the normalized background which has already been subtracted. One can see that the contribution from the p background is quite evident in both g p, ranges.
There appears to be some remaining structure, but it is not correlated between Fig. 15(a) and Fig. 15(b) In the case of yy~m+m, the dominant resonance is the spin-2 fz(1270). It is believed that the fz(1270) is produced mostly with helicity 2. Our data support this, as we will show later. In the region of the fz(1270), the largest component of the Born term is S2, also helicity 2, so in the simplest nonunitarized model, the Breit-Wigner resonance interferes with %2. Since we measure the cross section as a function of cos8' but use unpolarized e+e beams, the interference between terms of different helicity is zero, but we must include the effect of interference between all terms of the same helicity, even if they have different spin.
In a slightly improved version of the most naive model, where we still wish to preserve the illusion that the cross section can be separated into resonant and nonresonant components, we must satisfy Watson's ' the correct procedure leads to a modified Born term which disappears at the f2(1270), guaranteeing that the phase is purely imaginary. Mennessier' comes to the same conclusion via a similar procedure. The effect on the radiative width of the f 2(1270) is that it must be larger than in the simplest model to explain the observed height of the peak.
A different approach is suggested by Lyth. ' +' Dz(q(W~}r) r( W) =I, 
The factor of -', is the Clebsch-Gordan coefFicient for an I =0 resonance to decay into m+~i nstead of~~. The phase 5"ofa resonance is given by M"r( W) tan5ii( W)= M~-8'
This still leaves a phase ambiguity which is irrelevant in the absence of any interfering amplitudes. If there is interference, then the observed peak of the cross section will be shifted, and the direction of this shift will resolve the ambiguity.
In the case of the fz(1270) in the yy~m+~channel, the interference with the real continuum causes the resonance to be shifted down relative to the known mass. This leads us to assign the phase 5 f, ( i2io) =~/ 2.
In addition to the fz(1270), we observe a structure just above 1 GeV/c . The only known resonance which decays into a ir+n, ha. s mass near 1 GeV/c, and has quantum numbers such that it can be produced in yy interactions is the fo(975). Therefore we will add the fo (975) 
where A& is a pararnetrization to be determined in the fit.
The results of the fit are shown in Fig. 16 Another check on the statistical significance of the fo (975) In fitting our data, we assumed that the fo(975) is a scalar and that the f2(1270) is produced in a pure helicity-2 state. We can check this by looking at the angular distributions. In Fig. 19 , we show the angular distributions for three different mass regions. Table IV (1270) have been discussed as they arose. In Table V (975) is from the uncertainty in its full width (40% statistical). This could be reduced if we assume that the observed enhancement really is the fo(975), with mass shifted by some interference, and assume that its full width is that icos8'i ( 0.5 In particular, we do not confirm previously reported enhancements, ' ' but instead find agreement with the Born approximation below 500 MeV/c . For M(rr+7r ) above 1 GeV/c, we corrected the Born term downward in order to obtain good agreement with our data. In Fig.   20 , we show the data from this experiment together with our previous high-mass measurements. ' This provides evidence that the correction was consistent with the gradual onset of a 1/s' behavior, as predicted by Brodsky and Lepage in the hard-scattering limit.
We observe a shoulder in the 1 GeV/c region which we tentatively identify as the fo (975 Table VI . Several mode1s, most of which are designed to satisfy unitarity, have been used to fit the data and give radiative widths which vary by up to 20%%uo. The fits of Morgan and Pennington indicate that the actual radiative width depends strongly on the assumed underlying S-and D-wave amplitudes.
More complete angular coverage is needed to distinguish among the possible partial wave decompositions.
VII. CONCLUSIONS
We find that the reaction yy~~+~is well described by the helicity-2 f2 (1270) 
