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L2 AND Hp BOUNDEDNESS OF STRONGLY SINGULAR OPERATORS AND
OSCILLATING OPERATORS ON HEISENBERG GROUPS
WOOCHEOL CHOI
Abstract. In this paper we establish sharp L2 and Hp boundedness results for strongly singular
operators and oscillating operators on Heisenberg groups.
1. The reviewer’s comments
Reviwer’s comment: As I said, this is a very well written article. One minor typo that I noticed
was two incidences where the Laghi-Lyall[10] was simply referred to as Laghi[10](page 3 line 6 and
page 8 line 16), this should be changed.
→ We changed the two incidences by the blue colored text ( page 3 line 12 and page 8 line 24).
2. Introduction
The setting of this paper is the Heisenberg group Hna , a ∈ R
∗, realized as R2n+1 equipped with
the group law,
(x, t) · (y, s) = (x+ y, s+ t− 2axTJy), J =
(
0 In
−In 0
)
.
This group is equipped with the following anisotropic dilations,
λ · (x, t) = (λx, λ2t), λ > 0.
For K ∈ D′(Hna) we denote by TK the convolution operator defined by K, i.e,
TKf(x, t) := K ∗ f(x, t) =
∫
Hna
K
(
(x, t) · (y, s)−1
)
f(y, s)dydx, f ∈ C∞0 (H
n
a).
We say that the operator TK is bounded on L
p(Hn) if there exist a C > 0 such that
‖TKf‖p ≤ C‖f‖p, for all f ∈ C
∞
0 (H
n
a).
A natural quasi-norm on the Heisenberg group is given by
ρ(x, t) = (|x|4 + t2)1/4, (x, t) ∈ Hna .
This quasi-norm satisfies ρ(λ·(x, t)) = λρ(x, t). For this quasi-norm, we define the strongly singular
kernels,
Kα,β(x, t) = ρ(x, t)
−(2n+2+α)eiρ(x,t)
−β
χ(ρ(x, t)), α > 0, β > 0,
where χ is a smooth bump function in a small neighborhood of the origin. This operator was
introduced by Lyall [13] who showed that TKα,β is bounded when α ≤ nβ. This result was
obtained by using the Fourier transform on the Heisenberg group in combination with involved
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estimates on oscillatory integrals. Subsequently, Laghi-Lyall [10] obtained sharp results in the
special case a2 < Cβ (where Cβ is given by (2.1)) by using a version for the Heisenberg group of
the L2-boundedness theorem for non-degenerate oscillatory integral operators of Ho¨rmander [9].
In this paper, we shall consider the cases a2 ≥ Cβ and obtain sharp conditions using the theory
for oscillatory integral operators with degenerate phases.
Strongly singular convolution operators were originally considered on Rn. Such operators corre-
spond to suitable oscillating multipliers. They were first studied, by Fourier transform techniques,
in the Euclidean setting with ρ(x) = |x| by Hirschman [8], Wainger [21], Fefferman [3], and
Fefferman-Stein [4].
In addition the convolution operator with kernel of the form 1|x|n−α e
i|x|β , α, β > 0, has been
investigated in the last decades. Such kernels have no singularity near the origin, but they assume
relatively small decaying property at infinity. The case β = 1 corresponds to the kernel of Bochner-
Riesz means. For β 6= 1, the (Lp, Lq) estimates and Hardy space estimates has been completely
studied by Miyachi [14], Pan-Sampson [16] and Sjo´lin [17, 18, 19]. The difference between the two
cases comes from the fact that the phase kernel |x− y|β is degenerate only if β = 1. In this paper,
we also consider the analogous problem on the Heisenberg groups for the following kernels,
Lα,β(x, t) = ρ(x, t)
−(2n+2−α)eiρ(x,t)
β
χ(ρ(x, t)−1), β > 0.
We denote by TLα,β the group convolution operators with the kernel Lα,β.
In the first part of this paper, we shall find the optimal ranges of α and β where the convolution
operators associated with Kα,β and Lα,β are bounded on L
2(Hna).
Before stating our results, we recall the previous results of Laghi-Lyall [10] and Lyall [13]. Set
(2.1) Cβ =
β + 2
2
(2β + 5 +
√
(2β + 5)2 − 9).
Then we have
Theorem (Laghi-Lyall [10], Lyall [13]).
(1) TKα,β is bounded on L
2(Hna) if α ≤ nβ.
(2) If 0 < a2 < Cβ, then TKα,β is bounded on L
2(Hna) if and only if α ≤ (n+ 1/2)β.
We shall prove the sharp L2 boundedness results for TKα,β when a
2 ≥ Cβ .
Theorem 2.1.
(1) If a2 > Cβ, then TKα,β is bounded on L
2(Hna) if and only if α ≤ (n+
1
3 )β.
(2) If a2 = Cβ, then TKα,β is bounded on L
2(Hna) if and only if α ≤ (n+
1
4 )β.
For the operators TLα,β , we shall obtain the sharp L
2 boundedness results except the case β = 1
and the case β = 2.
Theorem 2.2.
(1) If 0 < β < 1, then TLα,β is bounded on L
2 if and only if one of the following condition
holds.
(i) a2 < Cβ and α ≤ (n+
1
2 )β,
(ii) a2 = Cβ and α ≤ (n+
1
4 )β,
(iii) a2 > Cβ and α ≤ (n+
1
3 )β.
(2) If 1 < β < 2, then TLα,β is bounded on L
2 if and only if α ≤ (n+ 13 )β.
(3) If 2 < β, then TLα,β is bounded on L
2 if and only if α ≤ (n+ 12 )β.
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In [10] Laghi-Lyall reduced the boundedness problem for operators on the Heisenberg group to
that for the local operators and used a version of Ho¨mander’s L2-boundedness theorem on the
Heisenberg group. However, as we shall show, we may view the operators on the Heisenberg group
as operators on Euclidean space R2n+1. This will enable us to use the oscillatory integral estimates
of Greenleaf-Seeger [6] and Pan-Sogge [15] on Euclidean space.
For the cases β = 1 or β = 2, folds with degree> 3 appear in the reduced local oscillatory integral
operators for some values of a. The sharp estimates for degerate oscillatory integral estimates has
been achieved for degree less or equal to 3 (see Greenleaf-Seeger [6] and Pan-Sogge [15]). We hope
to address the remaining problem in the future.
For p > 1, Lp boundedness can be obtained by interpolation between the L2 boundedness esti-
mates and some L1 boundedness estimates for dyadic-piece operator. We refer to Laghi-Lyall [10,
Theorem 5] for the case a2 < Cβ except the endpoint. Using the interpolation technique, we shall
get the Lp boundedness in the case a2 ≥ Cβ .
Theorem 2.3.
(1) If a2 > Cβ, then TKα,β is bounded on L
p(Hna) if α− (n+
1
3 )β < 2β(n+
1
3 )
∣∣∣ 1p − 12 ∣∣∣.
(2) If a2 = Cβ, then TKα,β is bounded on L
p(Hna) if α− (n+
1
4 )β < 2β(n+
1
4 )
∣∣∣ 1p − 12 ∣∣∣.
Theorem 2.4.
(1) If 0 < β < 1, then TLα,β is bounded on L
p(Hna) if one of the following holds.
(i) a2 < Cβ and α− (n+
1
2 )β < 2β(n+
1
2 )
∣∣∣ 1p − 12 ∣∣∣,
(ii) a2 = Cβ and α− (n+
1
4 )β < 2β(n+
1
4 )
∣∣∣ 1p − 12 ∣∣∣,
(iii) a2 < Cβ and α− (n+
1
3 )β < 2β(n+
1
3 )
∣∣∣ 1p − 12 ∣∣∣.
(2) If 1 < β < 2, then TLα,β is bounded on L
p(Hna) if α− 2(n+
1
3 )β < 2β(n+
1
3 )
∣∣∣ 1p − 12 ∣∣∣.
(3) If 2 < β, then TLα,β is bounded on L
p(Hna ) if α− 2(n+
1
2 )β < 2β(n+
1
2 )
∣∣∣ 1p − 12 ∣∣∣.
The second part of this paper is devoted to prove the boundedness on Hardy spaces Hp (p ≤ 1)
of the operators TKα,β and TLα,β . On Euclidean space the boundedness on Hardy spaces was
proved up to the endpoint cases by Sjo´lin [17, 19]. In this case, the operator can be thought
as a multiplier operator Tf = (mf̂)
∨
and we have the relation cp
∑n
j=1 ‖Rjf‖Lp ≤ ‖f‖Hp ≤
Cp
∑n
j=1 ‖Rjf‖Lp and we see that derivatives of the symbol
ξj
|ξ|m(ξ) of the multiplier Rjm(D)
are pointwisely bounded by the derivatives of the symbol m(ξ). These things make it possible to
calculate the Hp norm accurately to obtain the sharp boundedness result including for the endpoint
cases (see Miyachi [14]).
The above outline seems difficult to adapt to the Heisenberg group. Instead we shall make use
of the molecular decomposition of Hardy spaces. Then we obtain the following result.
Theorem 2.5. Let p ∈ (0, 1) and let α and β be real numbers such that ( 1p − 1)(2n+2)β+α < 0.
Then
(1) The operator TKα,β is bounded on H
p space.
(2) For β 6= 1, the operator TLα,β is bounded on H
p space.
These conditions are optimal except for the endpoint case ( 1p − 1)(2n+ 2)β + α = 0.
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This paper is organized as follows. In Section 2, we reduce the L2 boundeness problem on the
Heisenberg group to a local oscillatory integral estimates on Euclidean space. In Section 3, we recall
some essential results for the oscillatory integral operators with degenerate phase functions and
study geometry of the canonical relation and projection maps associated with the phase functions
of the reduced operators. Then, we will complete the proof of Theorem 2.1 and Theorem 2.2.
In section 4, we recall some background on hardy spaces on the Heisenberg group and its basic
properties. In section 5, we prove Theorem 2.5. In Section 6, we show that the conditions of
Theorem 2.5 are sharp except the endpoint cases.
Notation
We will use the notation . instead of ≤ C when the constant C depends only on the fixed
parameters such as a, α, β and n. In addition, we will use the notationA ∼ B when both inequalities
A . B and A & B hold.
3. Dyadic decomposition and Localization
In this section we reduce our problems to some oscillatory integral estimates problem on Eu-
clidean space R2n+1. This reduction is well-known for operators on Euclidean space (see Stein
[20]). The issue of this reduction on the Heisenberg group is to control the localized operators
T˜ k,lj in (3.6) uniformly for (gk, gl) such that ρ(gk · g
−1
l ) ≤ 2. Note that the cut-off functions
η(ρ((x, t) · g−1k )) η(ρ((y, s) · g
−1
l )) have no uniform bound for their derivatives. Nevertheless we get
the uniformity after a value-preserving change of coordinates (see (3.8)).
We decompose the kernels Kα,β and Lα,β as
Kα,β(x, t) =
∞∑
j=1
Kjα,β, K
j
α,β := η(2
jρ(x, t))Kα,β(x, t),(3.1)
and
Lα,β(x, t) =
∞∑
j=1
Ljα,β, L
j
α,β := η(2
−jρ(x, t))Lα,β(x, t),(3.2)
where η ∈ C∞0 (R) is a bump function supported in [
1
2 , 2] such that
∑∞
j=0 η(2
jr) = 1 for all
0 < r ≤ 1. For notational convenience, we omit the index α and β from now on.
Set Tjf = K
j
α,β ∗ f and Sjf = L
j
α,β ∗ f . Then we have
Lemma 3.1. For each N ∈ N, there exist constants CN > 0 and cβ > 0 such that
‖T ∗j Tj′‖L2→L2 + ‖TjT
∗
j′‖L2→L2 ≤ CN2
−max{j,j′}N(3.3)
‖S∗jSj′‖L2→L2 + ‖SjS
∗
j′‖L2→L2 ≤ CN2
−max{j,j′}N
holds for all j and j′ satisfying |j − j′| ≥ cβ.
Proof. The proof follows from the integration parts technique in the typical way, so we omit the
details. See Lyall [13, Lemma 2.4] where the proof for Tj is given. 
By Cotlar-Stein Lemma, we only need to show that there is a constant C > 0 such that
‖Tj‖L2→L2 + ‖Sj‖L2→L2 ≤ C ∀j ∈ N.
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We consider the dilated kernels
K˜jα,β(x, t) =K
j
α,β(2
−j · (x, t)) = η(ρ(x, t))2j(Q+α)ρ(x, t)−Q−αei2
jβρ(x,t)−β ,
L˜jα,β(x, t) =L
j
α,β(2
−j · (x, t)) = η(ρ(x, t))2−j(Q−α)ρ(x, t)−Q+αei2
jβρ(x,t)β .
(3.4)
We define T˜j and S˜j to be the convolution operators with kernels given by K˜
j
α,β and L˜
j
α,β. Set
fj(x, t) = f(2
−j · (x, t)). Then Kjα,β ∗ f(2
−j · (x, t)) = 2−jQ(K˜jα,β ∗ fj)(x, t), and we have
‖Tjf‖L2 = ‖K
j
α,β ∗ f(x, t)‖L2 =2
−jQ/2‖Kα,β ∗ f(2
−j · (x, t))‖L2
≤2−jQ/2 · 2−jQ‖K˜jα,β ∗ fj(x, t)‖L2
≤2−jQ/2 · 2−jQ‖T˜j‖L2→L2‖fj‖L2
≤2−jQ‖T˜j‖L2→L2‖f‖L2.
(3.5)
Similarly, we have ‖Sjf‖L2 ≤ 2
jQ‖S˜j‖L2→L2‖f‖L2. It follows that it is enough to prove that
‖T˜j‖L2→L2 . 2
jQ and ‖S˜j‖L2→L2 . 2
−jQ.
Now, we further modify our operators to some operators defined locally using the fact that the
kernels of T˜j and S˜j are supported in {(x, t) : ρ(x, t) ≤ 2}. To do this we find a set of point
G = {gk : k ∈ N} such that
⋃
k∈N B(gk, 2) = H
n
a and each B(gk, 4) contains only dn’s other gl
members in G.
We can split f =
∑∞
k=1 fk with each fk supported in B(gk, 2). Define
T˜ k,lj f(x, t) =
∫
K˜jα,β
(
(x, t) · (y, s)−1
)
· η
(
ρ
(
(x, t) · g−1k
))
η
(
ρ
(
(y, s) · g−1l
))
f(y, s)dyds.(3.6)
Then,
‖T˜j ∗ f‖
2
L2(Hna )
≤
∞∑
k=1
‖T˜j ∗ f‖
2
L2(B(gk,2))
≤
∞∑
k=1
‖T˜j ∗
∞∑
l=1
fl‖
2
L2(B(gk,2))
≤
∞∑
k=1
‖T˜j ∗
∑
{l:ρ(gl·g
−1
k )≤2}
fl‖
2
L2((B(gk,2)))
.
∞∑
k=1
∑
l:ρ(gl·g
−1
k )≤2
‖T˜ k,lj ‖L2→L2‖fl‖
2
L2
. sup
ρ(gl·g
−1
k )≤2
‖T˜ k,lj ‖L2→L2‖f‖
2
L2.
(3.7)
We note that
det (Dx,t ((x, t) · g)) = 1 for all g ∈ H
n
a .(3.8)
Then, using the coordinate change (y, s) → ((y, s) · gk) and substituting (x, t) → ((x, t) · gk) in
(3.6), we get
T˜ k,lj f ((x, t) · gk)
=
∫
K˜jα,β
(
(x, t) · (y, s)−1
)
η(ρ(x, t))η(ρ((y, s) · (gk · g
−1
l )))f((y, s) · gk)dyds.
(3.9)
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Notice that ρ(gk · g
−1
l ) . 1. Set ψ ((x, t), (y, s)) = η(ρ(x, t))η(ρ((y, s) · (gk · g
−1
l ))) and write f just
for f(() · gk). Then supρ(gl·g−1k )≤2
‖T˜ k,lj ‖ will be achieved if we prove ‖Tj‖L2→L2 . 2
jQ for
Tjf(x, t) =
∫
K˜jα,β
(
(x, t) · (y, s)−1
)
ψ ((x, t), (y, s)) f(y, s)dyds(3.10)
with a compactly supported smooth function ψ. Finally we set
Aj(x, t) =2
jαµ(x, t)ei2
jβρ(x,t)−β ,
Bj(x, t) =2
jαµ(x, t)ei2
jβρ(x,t)β ,
(3.11)
where µ is a smooth function supported on the set {(x, t) ∈ R2n+1 : 110 ≤ ρ(x, t) ≤ 10}. We define
the operators LAj and LBj by
LAjf(x, t) =
∫
Aj
(
(x, t) · (y, s)−1
)
ψ ((x, t), (y, s)) f(y, s)dyds,(3.12)
LBjf(x, t) =
∫
Bj
(
(x, t) · (y, s)−1
)
ψ ((x, t), (y, s)) f(y, s)dyds.
We shall deduce Theorem 2.1 and Theorem 2.2 from the following propositions.
Proposition 3.2.
(1) If a2 > Cβ, then
‖LAj‖L2→L2 . 2
j(α−(n+ 13 )β), ∀j ∈ N.
(2) If a2 = Cβ, then
‖LAj‖L2→L2 . 2
j(α−(n+ 14 )β), ∀j ∈ N.
Proposition 3.3.
(1) If 0 < β < 1, then,
(i) For a2 < Cβ,
‖LBj‖L2→L2 . 2
j(α−(n+ 12 )β) ∀j ∈ N.
(ii) For a2 = Cβ,
‖LBj‖L2→L2 . 2
j(α−(n+ 14 )β) ∀j ∈ N.
(iii) For a2 > Cβ,
‖LBj‖L2→L2 . 2
j(α−(n+ 13 )β) ∀j ∈ N.
(2) If 1 < β < 2, then
‖LBj‖L2→L2 . 2
j(α−(n+ 13 )β) ∀j ∈ N.
(3) If 2 < β, then
‖LBj‖L2→L2 . 2
j(α−(n+ 12 )β) ∀j ∈ N.
We get the first main result of this paper assuming these propositions:
Proof of Theorem 2.1 and Theorem 2.2. From the reductions (3.5), (3.7) and (3.9), in order to
prove Theorem 2.1 it is enough to prove that ‖Tj‖L2→L2 . 2
jQ for the operators Tj given in (3.10).
From (3.4) and (3.11) we have Tj = 2
jQLAj with a suitable function µ, and so ‖Tj‖L2→L2 =
2jQ‖LAj‖L2→L2 . Therefore, the estimates of Proposition 3.2 yield Theorem 2.1. In the same way,
Proposition 3.3 establishes Theorem 2.2. 
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Proof of Theorem 2.3 and Theorem 2.4. By the duality argument, it is enough to prove for p < 2.
In addition, we shall prove only the case (1) of Theorem 2.3, the other cases will follow from the
same argument. Suppose p < 2 and a2 > Cβ . Since ‖Tj‖L2→L2 . ‖LAj‖L2→L2 , Proposition 3.2
yields
‖Tj‖L2→L2 . 2
j(α−(n+ 13 )β)
On the other hand, Young’s inequality gives
‖Tj‖L1→L1 . 2
j(α).
Interpolating above two estimates we get
‖Tj‖Lp→Lp . 2
j(α2( 1p−
1
2 )+(α−(n+
1
3 )β)2(1−
1
p )) = 2j(α−2(n+
1
3 )(1−
1
p )).
Thus, we may sum the geometric series if α− 2(n+ 13 )(1−
1
p ). This completes the proof. 
In the next section, we shall briefly review on the theory related to the operators LAj and LBj .
We will make use of geometric properties of the phase function ρ(x, t)β to prove Proposition 3.2
and Proposition 3.3.
4. L2 estimates
We begin with the L2 → L2 theory for oscillatory integral operators. The operators we are
concern with are of the form
T φλ f(x) =
∫
Rn
eiλφ(x,y)a(x, y)f(y)dy,
where φ ∈ C∞(Rn × Rn) and a ∈ C∞c (R
n × Rn). Suppose that the phase function φ satisfies
det
(
∂2φ
∂xi∂yj
)
6= 0 on the support of a, we say that φ is non-degenerate. We say that φ is degenerate
if there is some point (x0, y0) where det
(
∂2
∂xi∂yj
)∣∣∣
(x0,y0)
equals to zero. For non-degenerate phases,
we have the fundamental theorem of Ho¨rmander.
Theorem 4.1 (Ho¨rmander [9]). Suppose that the phase function φ is non-degenerate. Then we
have
‖T φλ ‖L2→L2 . λ
−n2 ∀λ ∈ [1,∞).
This theorem gives sharp decaying rate of the norm ‖T φλ ‖L2→L2 in terms of λ. However, the
phase functions of our operators LAj and LBj can become degenerate according to the values of a
and β (see Lemma 4.4 and Lemma 4.5). For a degenerate phase function φ, the optimal number
κφ for which the inequality ‖Tλ‖L2→L2 . λ
−κφ holds would be less than n2 . The number κφ’s are
related to the type of fold of the phase φ (see Definition 4.2). For phases whose types of folds are
≤ 3, the sharp numbers κφ were obtained by Greenleaf-Seeger [6] and Pan-Sogge [15]. We shall
use the results. The sharp results for folding types ≤ 3 in [6] are the best known results and there
are no optimal results for folding types > 3 except some special cases established by Cuccagna [2].
It is well-known that the decaying property is strongly related to the geometry of the canonical
relation,
Cφ = {(x, ∂xφ(x, y), y,−∂yφ(x, y)) ; x, y ∈ R
n} ⊂ T ∗(Rnx)× T
∗(Rny ).(4.1)
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Definition 4.2. Let M1 and M2 be smooth manifolds of dimension n, and let f : M1 → M2 be
a smooth map of corank ≤ 1. Let S = {P ∈ M1 : rank(Df) < n at P} be the singular set of f .
Then we say that f has a k−type fold at a point P0 ∈ S if
(1) rank(Df)|P0 = n− 1,
(2) det(Df) vanishes of k order in the null direction at P0.
Here, the null direction is the unique direction vector v such that (Dvf)|P0 = 0.
Now we consider the two projection maps
πL : CΦ → T
∗(Rnx) and πR : CΦ → T
∗(Rny ).(4.2)
Proposition 4.3 ([6],[15]). Suppose that the projection maps πL and πR have 1-type folds (Whitney
folds) singularities, then
‖Tλf‖L2(Rn) . λ
− (n−1)2 −
1
3 ‖f‖L2(Rn) ∀λ ∈ [1,∞).
If the projection maps πL and πR have 2-type folds singularities, then
‖Tλf‖L2(Rn) . λ
−
(n−1)
2 −
1
4 ‖f‖L2(Rn) ∀λ ∈ [1,∞).
In order to use Proposition 4.3, we shall study the projection maps (4.2) associated to the phase
function of the operators LAj and LBj . Recall that ρ(x, t) = (|x|
4 + t2)1/4 and the phase function
φ of the integral operators LAj and LBj is
φ(x, t, y, s) = ρ−β
(
(x, t) · (y, s)−1
)
.
To write the group law explicitly, we write x = (x1, x2) and y = (y1, y2) with xj , yj ∈ Rn. Set
Φ(x, t) = ρ(x, t)−β . Then
φ(x, t, y, s) = Φ
(
x1 − y1, x2 − y2, t− s− 2a(x1y2 − x2y1)
)
.(4.3)
For notational purpose set t = x2n+1 and s = y2n+1. To determine whether the phase function Φ
is non-degenerate, we need to calculate the determinant of the matrix,
H =
(
∂2φ(x, t, y, s)
∂yi∂xj
)
.
The determinant is calculated in Laghi-Lyall [10]. However we give a somewhat simpler computa-
tion by considering the matrix L associated naturally with the matrix H (see below), which will
also be useful in Lemma 4.6 and the proof of Proposition 3.2 and Proposition 3.3.
For simplicity, we write (x, t) = (x, t) · (y, s)−1. By the Chain Rule, for 1 ≤ i, j ≤ n, we have
∂
∂xj
φ(x, t, y, s) = [∂j + 2ayn+j∂2n+1] Φ(x, t),(4.4)
∂
∂xj+n
φ(x, t, y, s) = [∂j+n − 2ayj∂2n+1] Φ(x, t).
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Using the Chain Rule once more, we get
∂
∂yi
∂
∂xj
φ(x, t, y, s) = [(∂i + 2axn+i∂2n+1)(∂j + 2ayn+j∂2n+1)] Φ(x, t),
∂
∂yn+i
∂
∂xj
φ(x, t, y, s) = [(∂n+i − 2axi∂2n+1)(∂j + 2ayn+j∂2n+1)] Φ(x, t) + [2aδij∂2n+1] Φ(x, t),
∂
∂yi
∂
n+ j
φ(x, t, y, s) = [(∂i + 2axn+i∂2n+1)(∂n+j − 2ayj∂2n+1)] Φ(x, t)− [2aδij∂2n+1] Φ(x, t),
∂
∂yn+i
∂
∂xn+j
φ(x, t, y, s) = [(∂n+i − 2axi∂2n+1)(∂n+j − 2ayj∂2n+1)] Φ(x, t).
(4.5)
Define
Aa(y) =
(
I 2aJy
0 1
)
, J =
(
0 In
−In 0
)
.
Then we have
H(x, t, y, s) =Aa(x) (∂i∂jΦ) (x, t) Aa(y)
T + 2a(∂2n+1Φ)(x, t)
(
J 0
0 0
)
=Aa(x)
[
(∂i∂jΦ) + 2a(∂2n+1Φ)
(
J 0
0 0
)]
(x, t) Aa(y)
T ,
(4.6)
where the second equality holds because Aa(x)
(
J 0
0 0
)
Aa(y)T =
(
J 0
0 0
)
. Set
L(x, t, y, s) =
[
(∂i∂jΦ) + 2a(∂2n+1Φ)
(
J 0
0 0
)]
(x, t).(4.7)
Thus, to study the matrix H , it is enough to analyze the matrix L. Moreover we have det(Aa(x)) =
det(Aa(y)) = 1 and it implies that det(H(x, t, y, s)) = det(L(x, t, y, s)). Therefore it is enough to
calculate the determinant of L.
To find (4.7) we calculate the Hessian matrix of Φ. For 1 ≤ i, j ≤ 2n,
∂jΦ(x, t) = −
β
4
(|x|4 + t2)−
β
4−1(4xj |x|
2),(4.8)
∂2n+1Φ(x, t) = −
β
4
(|x|4 + t2)−
β
4−1(2t),
and
∂i∂jΦ(x, t) = β(|x|
4 + t2)−
β
4−2
[
(β + 4)|x|4 − 2(|x|4 + t2)
]
xixj − β(|x|
4 + t2)−
β
4−1δij |x|
2,(4.9)
∂i∂2n+1Φ(x, t) = β(β + 4)(|x|
4 + t2)−
β
4−2|x|2xi ·
t
2
,(4.10)
∂22n+1Φ(x, t) = β(β + 4)(|x|
4 + t2)−
β
4−2
t
2
·
t
2
− β(|x|4 + t2)−
β
4−1
1
2
.
Set D = (|x|2x, t2 )
T . Then the above computations show that[
(∂i∂jΦ) + 2a(∂2n+1Φ)
(
J 0
0 0
)]
(x, t)
=β(β + 4)(|x|4 + t2)−
β
4−2D ·DT − β(|x|4 + t2)−
β
4−1
(
|x|2I + atJ + 2x · xT 0
0 12
)
=− β(|x|4 + t2)−
β
4−1(E +R),
(4.11)
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where we set
B = |x|2I + atJ, K = x · xT , E =
(
B + 2K 0
0 12
)
and R = −
(β + 4)
|x|4 + t2
D ·DT .(4.12)
Then, from (4.7) and (4.11) we get
L(x, t, y, s) = [−β(|x|4 + t2)−
β
4−1(E +R)] (x, t).(4.13)
Lemma 4.4. We have
detH(x, t, y, s) = F ((x, t) · (y, s)−1),
where F (x, t) = ca,β(|x|4 + a2t2)m1(|x|4 + t2)m2f(x, t) for some m1,m2, ca,β ∈ R and f(x, t) =
2(β + 1)|x|8 + (3(β + 2)− 2a2)|x|4t2 + (β + 2)a2t4.
Proof. We write (x, t) = (x, t) · (y, s)−1 again. In view of (4.6), (4.7) and (4.13), it is enough to
show that
det[−β(|x|4 + t2)−
β
4−1(E +R)] = F (x, t).
Considering the form of the function F given, we only need to compute det(E +R). From (4.12)
we have
E +R =
(
B + 2K 0
0 12
)
−
(β + 4)
|x|4 + t2
D ·DT .
For notational convenience, we shall use lower-case letters f1, . . . , fm to denote the rows of a given
m×m matrix F . Notice that DDT is of rank 1 and we have the following equality
det(P +Q) = det(P ) +
m∑
j=1
det(pT1 , . . . , p
T
j−1, q
T
j , p
T
j+1, . . . , p
T
m),(4.14)
for any m×m matrices P and Q with rank Q = 1. Recall that B = |x|2I + atJ and K = x · xT ,
then direct calculations show that
det(B) = (|x|4 + a2t2)n(4.15)
and
n∑
j=1
xj det
(
bT1 , · · · , b
T
j−1, k
T
j , b
T
j+1, · · · , b
T
2n
)
+
n∑
j=1
xj+n det
(
bT1 , · · · , b
T
j+n−1, k
T
j+n, b
T
j+n+1, · · · , b
T
2n
)
=
n∑
j=1
xj(|x|
2xj + xn+jat)(|x|
4 + a2t2)n−1 +
n∑
j=1
xj+n(|x|
2xj+n − xjat)(|x|
4 + a2t2)n−1
=(|x|4 + a2t2)n−1|x|4.
(4.16)
Thus, from (4.14), (4.15) and (4.16), we get
det(B + 2K) =(|x|4 + a2t2)n + 2|x|4(|x|4 + a2t2)n−1
=(|x|4 + a2t2)n−1(3|x|4 + a2t2).
(4.17)
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Using (4.14) once again, we obtain
det(E +R) = det(E) +
1
2
2n∑
j=1
det

e1
...
ej−1
rj
ej+1
...
e2n

+ det

e1
...
e2n
r2n+1
(4.18)
=: S1 + S2 + S3.
From (4.17) we have
S1 = det
(
B + 2K 0
0 12
)
=
1
2
det(B + 2K) =
1
2
(|x|4 + a2t2)n−1(3|x|4 + a2t2).
Using rank K = 1 we get
det

e1
...
ej−1
rj
ej+1
...
e2n

= det

b1 + 2k1
...
bj−1 + 2kj−1
−(β+4)|x|4
|x|4+t2 kj
bj+1 + 2kj+1
...
b2n + 2k2n

= −
(β + 4)|x|4
|x|4 + t2
det

b1
...
bj−1
kj
bj+1
...
b2n

.
Therefore,
S2 = −
1
2
(
(β + 4)|x|4
|x|4 + t2
)
|x|4(|x|4 + a2t2)n−1.
Finally,
S3 = det
(
B + 2K 0
∗ − β+4|x|4+t2
t
2
4
)
= −
β + 4
|x|4 + t2
t2
4
det(B + 2K)(4.19)
= −
β + 4
|x|4 + t2
t2
4
(|x|4 + a2t2)n−1(3|x|4 + a2t2).
Adding all these terms together, we get
det(E +R) = p(|x|4 + a2t2) q(|x|4 + t2) f(x, t),
where p(r) = cpr
m1 , q(r) = rm2 for some m1,m2, cp ∈ R and
f(x, t) = 2(β + 1)|x|8 + (3(β + 2)− 2a2)|x|4t2 + (β + 2)a2t4.
The proof is complete. 
Now, we should determine when the determinant of H(x, t, y, s) can be zero for some values
(x, t, y, s) with ρ
(
(x, t) · (y, s)−1
)
∼ 1. Furthermore, to determine the type of folds in the degener-
ate cases, it is crucial to know the shape of the factorization.
Lemma 4.5. There are nonzero constants γ, c, c1, c2, c3 with c1 6= c2 and c3 > 0 that are deter-
mined by β and a such that:
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• Case 1:
· If β ∈ (−1, 0) ∪ (0,∞) and a2 < Cβ , then f(x, t) > 0.
· If β ∈ (−1, 0) ∪ (0,∞) and a2 = Cβ , then f(x, t) = γ(|x|2 − ct2)2.
· If β ∈ (−1, 0) ∪ (0,∞) and a2 > Cβ, then f(x, t) = γ(|x|
2 − c1t)(|x|
2 + c1t)(|x|
2 −
c2t)(|x|2 + c2t).
• Case 2:
· If β ∈ (−2,−1), then f(x, t) = γ(|x|2 − c1t)(|x|2 + c1t)(|x|4 + c3t2).
• Case 3:
· If β ∈ (∞,−2), then f(x, t) < 0.
Proof. Let g(y, s) = 2(β + 1)y2 + (3(β + 2) − 2a2)ys + (β + 2)a2s2. Then f(x, t) = g(|x|4, t2).
Suppose β ∈ (−1, 0) ∪ (0,∞). First, we see that f(x, t) > 0 for 3(β + 2)− 2a2 > 0. Secondly, we
have f(x, t) > 0 if
∆ := 4a4 − 4(β + 2)(2β + 5)a2 + 9(β + 2)2 < 0.
This holds if and only if
C−β < a
2 < C+β ,
where
C±β =
β + 2
2
(
2β + 5±
√
(2β + 5)2 − 9
)
.
Observe that
C−β =
(β + 2)
2
(2β + 5−
√
(2β + 5)2 − 9) =
(β + 2)
2
(2β + 5−
√
(2β + 2)(2β + 8)(4.20)
<
(β + 2)
2
(2β + 5−
√
(2β + 2)2) =
3(β + 2)
2
.
We can combine the above two conditions as g(y, s) > 0 for a2 < C+β . For a
2 = Cβ , we have
g(y, s) = γ(y − cs)2 for some c > 0. For a2 > Cβ , we have g(y, s) = γ(y − c1s)(y − c2s) for some
c1, c2 > 0 since 2(β + 1) · (β + 2)a2 > 0.
Finally, if β ∈ (−2,−1), then 2(β + 1)(β + 2)a2 < 0, and so g(y, s) = γ(y − c1s)(y + c2s). If
β ∈ (−∞,−2), then 2(β + 1) < 0, 3(β + 2) − 2a2 < 0 and β + 2 < 0. Thus g(y, s) < 0. This
completes the proof. 
Lemma 4.6. Let L1(x, t, y, s) be the upper left (2n)× (2n) block matrix of L(x, t, y, s) and suppose
that (x, t, y, s) is contained in S. If β 6= −4, then
detL1(x, t, y, s) 6= 0.
Proof. For simplicity, set (z, w) := (x, t) · (y, s)−1. In view of (4.12) and (4.13), except the nonzero
common facts, we only need to check that the determinant of
M(z, w) =
(
|z|2I + awJ + 2z · zT − (β + 4) |z|
4
|z|4+w2x · z
T
)
,
is nonzero for (z, w) 6= (0, 0). This determinant can be calculated in the same way as the determi-
nant of L by using (4.15) and (4.17). We find
det(M(z, w)) =(|z|4 + a2w2)n + (|z|4 + a2w2)n−1|z|4
(
2− (β + 4)
|z|4
|z|4 + w2
)
=
(|z|4 + a2w2)n−1
|z|4 + w2
[
−(β + 1)|z|8 + (a2 + 3)|z|4w2 + a2w4
]
.
(4.21)
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Notice that (z, w) is in S and satisfies
2(β + 1)|z|8 + (3(β + 2)− 2a2)|z|4w2 + (β + 2)a2w4 = 0.(4.22)
From (4.21) and (4.22) we get
det(M(z, w)) =
(|z|4 + a2w2)n−1
|z|4 + w2
w2
2
(β + 4)
[
3|z|4 + a2w2
]
.
If w = 0, then z becomes zero in (4.22). Because (z, w) 6= (0, 0), w should be nonzero. Thus
det(M(z, w)) 6= 0. The Lemma is proved. 
We are now ready to prove our first main theorems by studying the canonical relation (4.1)
associated to the phase Φ,
CΦ = {
(
(x, t),Φ(x,t), (y, s),−Φ(y,s)
)
} ⊂ T ∗(R2n+1)× T ∗(R2n+1),
and the associated projection maps πL : CΦ → T ∗(R2n+1) and πR : CΦ → T ∗(R2n+1).
Proof of Proposition 3.2 Proposition 3.3. Let
S = {(x, t, y, s) : detH(x, t, y, s) = 0}.
In view of Proposition 4.3, it is enough to show that on the hypersurface S,
(1) If β ∈ (−2,−1) or β ∈ (−1, 0) ∪ (0,∞) and a2 > Cβ , then both projections πL and πR
have 1-type folds singularities.
(2) If β ∈ (−1, 0) ∪ (0,∞) and a2 = Cβ , then both πL and πR have 2-type folds singularities.
We will only prove (1). The second case can be proved in the same way, the only difference is the
form of factorizations in Lemma 4.5 which determine the order of types. We need to show that on
the hypersurface S, both πL and πR have 1-type folds singularities. Rcall from Lemma 4.4 that S
is a subset of R2n+1 consisting of (x, t, y, s) ∈ R2(2n+1) such that
F
(
(x, t) · (y, s)−1
)
= F
(
x− y, s− t+ 2axT Jy
)
= 0 and ρ
(
(x, t) · (y, s)−1
)
∼ 1.
From the form of F and the fact that ((x, t) · (y, s)−1) 6= 0, we have
S = {(x, t, y, s) ∈ R2(2n+1) | f
(
x− y, s− t+ 2axTJy
)
= 0, ρ
(
(x, t) · (y, s)−1
)
∼ 1}.
From Theorem 4.5, we have
f(x, t) = γ(|x|2 − c1t)(|x|
2 + c1t)(|x|
2 − c2t)(|x|
2 + c2t).
for some two different constants c1, c2 > 0.
Note that Lemma 4.6 implies the condition (1) of Definition 4.2 is satisfied. Therefore, it is
enough to show the second condition, i.e., at each point P0 ∈ S the determinant ofDf vanishes with
order 1 in each null direction of dπL and dπR at P0. Fix a point P0 = (x, t, y, s) ∈ R2n+1 ×R2n+1
and assume that P0 is contained in
S1 =: {(x, t, y, s) ∈ R
2(2n+1) | |x− y|2 − c1(s− t+ 2ax
TJy) = 0}.
We may identify CΦ = {
(
(x, t),Φ(x,t), (y, s),−Φ(y,s)
)
} with an open set in R(2n+1) × R(2n+1) by
the diffeomorphsim ψ : R(2n+1) × R(2n+1) → S given by
ψ(x, t, y, s) =
(
(x, t),Φ(x,t), (y, s),−Φ(y,s)
)
.
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Let vL ∈ R2(2n+1) be a null direction of dπL at P0, i.e.,(
I 0
∂2Φ
∂(x,t)∂(x,t)
∂2Φ
∂(y,s)∂(x,t)
)
vTL = 0.
Thus, vL is of the form vL = (0, 0, z, w) with w ∈ R2n and s ∈ R such that
∂2Φ
∂(y,s)∂(x,t)
(
zT
w
)
= 0.(4.23)
To check that detH(x, t, y, s) vanishes of order 1 in the direction vL, it is enough to show that vL
is not orthogonal to the gradient vector vg of detH(x, t, y, s) at P0. By a direct calculation we see
that the gradient vector vg is equal to
D(x,t),(y,s)Φ
(
(x, t) · (y, s)−1
)∣∣
p
=
(
2(x− y)− 2ac1aJy, −c1, −2(x− y)− 2ac1x
T J, c1
)
Suppose with a view to contradiction that vL and vg are orthogonal. It means that
− 2(x− y) · z − 2ac1x
T J · z + c1w = 0.(4.24)
From (4.6), we have
∂2Φ
∂(y,s)∂(x,t)
(
zT
w
)
= Aa(y)
[
(∂i∂jΦ)− 2a(∂2n+1Φ)
(
J 0
0 0
)]
(x, t) Aa(x)
T ·
(
zT
w
)
.(4.25)
A simple calculation shows that
Aa(x)
T ·
(
zT
w
)
=

1 0 0 · · · 0 0
0
. . . 0 · · · 0 0
0 0 1 · · · 0
...
0 0 0
. . . 1 0
2axn+1 · · · −2ax1 · · · −2axn 1


z1
z2
...
z2n
w
(4.26)
=
(
z1, z2, · · · , z2n, 2a(xn+1z1 + · · ·+ x2nzn − x1zn+1 − · · · − xnz2n) + w
)T
.
On the other hand, from the orthogonal assumption (4.24) we get
2a(xn+1z1 + · · · − xnz2n) + w =
2(x− y) · z
c1
.
Thus,
Aa(x)
T ·
(
zT
w
)
=
(
z1, z2, · · · , z2n,
2(x−y)·z
c1
)T
.
Recall that
[
(∂i∂jΦ)− 2a(∂2n+1Φ)
(
J 0
0 0
)]
(x, t) = (β + 4)

|x|4x21 · · · |x|
4x1xn |x|2x1
t
2
...
. . .
...
...
|x|4xnx1 · · · |x|
4x2n |x|
2xn
t
2
|x|2 t2x1 · · · |x|
2 t
2xn
t2
4
− (|x|4 + t2)
(
J 0
0 12
)
.
OPTIMAL BOUNDS FOR OSCILLATING CONVOLUTION OPERATORS ON THE HEISENBERG GROUP 15
Substituting x− y for x and t− s+2axTJy = |x−y|
2
c1
for t, where the equality holds since the point
P0 is on the surface S1. Then, from (2n+ 1)-th equality in (4.23) with (4.25), we have
(β + 4)
[
|x− y|2 ·
1
2
|x− y|2
cβ,1
(x− y) · z +
|x− y|4
c2β,1
·
2
cβ,1
(x− y) · z
]
−
1
2
(|x− y|4 +
|x− y|4
c2β,1
)
2
cβ,1
(x− y) · z = 0.
Rearranging it, we obtain [
β + 2
2cβ,1
+
1
c3β,1
]
|x− y|4 (x − y) · z = 0.
Thus (x− y) · z = 0, and hence
Aa(x)
T ·
(
z
w
)
=
(
z1, z2, · · · , z2n, 0
)T
and L1(x, t, y, s) ·
(
(z1, z2, · · · , z2n)
)T
= 0.
Now from detL1 6= 0 in Lemma 4.6 we have z = 0 and so w = 0 from (4.24). This is a contradiction
since vL should be a nonzero direction vector. Therefore vL and vR can not be orthogonal.
Now we shall prove the same conclusion for dπR without repeating the calculations. Note that
the above argument for dπL is exactly to show that there is no nontrivial solution (z, w) of the
system of equation S(a, x, y):
(
∂2
∂xi∂yj
Φ)
(
zT
w
)
= Aa(y)
[
(∂i∂jΦ)− 2a(∂2n+1Φ)
(
J 0
0 0
)]
Aa(x)
T ·
(
zT
w
)
= 0,
and
(−2(x− y)− 2acβ,1x
T J, cβ,1) · (z, w) = 0.
On the other hand, to show the folding type condition for the projection πR, it is enough to show
that there is no nontrivial solution vR = (z0, w0, 0, 0) which satisfies the system of equations :
(
∂2
∂yi∂xj
Φ)
(
zT0
w0
)
= Aa(x)
[
(∂i∂jΦ) + 2a(∂2n+1Φ)
(
J 0
0 0
)]
Aa(y)
T ·
(
zT0
w0
)
= 0,
and (
2(x− y) + 2acβ,1y
TJ, −cβ,1
)
· (z0, w0) = 0.
Because A−a(−x) = Aa(x) and A−a(−y) = Aa(y), the above system can be written as follows.
(
∂2
∂yi∂xj
Φ)
(
zT0
w0
)
= A−a(−x)
[
(∂i∂jΦ)− 2(−a)(∂2n+1Φ)
(
J 0
0 0
)]
A−a(−y)
T ·
(
zT0
w0
)
= 0,
and (
−2((−y)− (−x)) − 2(−a)cβ,1(−y)
TJ, cβ,1
)
· (z0, w0) = 0.
We now see that (z0, w0) satisfies the system S(−a,−y,−x). Since the above argument for proving
nonexistence of nontrivial solution of S(a, x, y) does not depend on specific values of a, x and y,
the same conclusion holds for the system S(−a,−y,−x). This completes the proof. 
Remark 4.7. On Rn, the oscillating kernel is of the form |x|−γei|x|
β
with β 6= 0. The behavior
for the phases |x|β depends only on whether β 6= 1 or β = 1. Precisely, for β 6= 1, we have
det
(
∂2
∂x∂y |x− y|
β
)
6= 0 for any (x, y) with x 6= y, but det
(
∂2
∂x∂y |x− y|
)
= 0 for any (x, y) with x 6=
y and this case correspond to Bochner-Riesz means operators, which still remains as a conjecture.
On hand, the phase ρ((x, t) · (y, s)−1)β has fold of the highest order type when β = 1 or β = 2,
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which also remains open in this paper. In order to establish the sharp L2 estimate for these cases,
we would need to improve the current theory of oscillatory integral estimates for degenerate phases
to higher orders (see [2, 6, 7]).
Remark 4.8. We note that from Lemma 4.6 and Case 3 of Lemma 4.5,
‖LAj‖L2→L2 + ‖LBj‖L2→L2 . 2
j(α−nβ)(4.27)
holds for all cases. It will be sufficient to use this weaker bound for the Hardy spaces estimates in
Section 5.
5. Hardy spaces on the Heisenberg groups
In this section we recall some properties of Hardy spaces on the Heisenberg group. We refer
Coifman-Weiss [1] and Folland-Stein [5] for the details. From now on, we shall write ρ(x) (resp.,
x · y) just as |x| (resp., xy) for notational convenience. It is known that |x · y| ≤ |x|+ |y| holds for
all x, y ∈ Hna (see [12, p. 688]).
The left-invariant vector fields on Hna is spanned by T =
∂
∂t and Xj =
∂
∂xj
+2axn+j
∂
∂t , Xj+n =
∂
∂xj+n
− 2axn
∂
∂t , 1 ≤ j ≤ n. Let Yj = Xj for 1 ≤ j ≤ 2n and Y2n+1 = T . We say that the right-
invariant differential operator Y I = Y i11 · · ·Y
i2n+1
2n+1 has homogeneous degree d(I) = i1 + i2 + · · ·+
i2n + 2i2n+1. For a ∈ N¯, we define Pa to be the set of all homogeneous polynomials of degree a.
Suppose that x ∈ Hna , a ∈ N¯, and f is a function whose distributional derivatives Y
If are
continuous in a neighborhood of x for d(I) ≤ a. The homogeneous right Taylor polynomial of f
at x of degree a is the unique Pf,x ∈ Pa such that Y IPf,x(0) = Y If(x) for d(I) ≤ a.
Proposition 5.1 ([5]). Suppose that f ∈ Ck+1, T ∈ S ′, and Pf,x(y) =
∑
d(I)≤k aI(x)η
I (y) is the
right Taylor polynomial of f at x of homogeneous degree k. Then aI is a linear combination of the
Y Jf for d(J) ≤ k,
|f(yx)− Pf,x(y)| ≤ Ck|y|
k+1 sup
d(I)=k+1
|z|≤bk+1|y|
|Y If(zx)|.(5.1)
We will use some properties for Hp functions including the atomic decomposition and the
molecular characterization. For 0 < p ≤ 1 ≤ q ≤ ∞, p 6= q, s ∈ Z and s ≥ [(2n+ 2)(1/p− 1)], we
say that the triple (p, q, s) is admissible.
Definition 5.2. For an admissible triple (p, q, s), we define (p, q, s)-atom centered at x0 as a
function a ∈ Lq(Hn) supported on a ball B ⊂ Hna with center x0 in such way that
(i) ‖a‖q ≤ |B|1/q−1/p.
(ii)
∫
Hn
a(x)P (x)dx = 0 for all P ∈ Ps.
Later, we will choose q = 2 to use the L2 boundedness (4.27) obtained in Section 3.
Proposition 5.3 (Atomic decomposition in Hp; see [1]). Let (p, q, s) be an admissible triple. Then
any f in Hp can be represented as a linear combination of (p, q, s)-atoms,
f =
∞∑
i=1
λifi, λi ∈ C,
where the fi are (p, q, s)-atoms and the sum converges in H
p. Moreover, ‖f‖pHp ∼ inf{
∑∞
i=1 |λi|
p :∑
λifi is a decomposition of f into (p,q,s)-atoms}.
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For an admissible triple (p, q, s), we choose an arbitrary real number ǫ > max{s/(2n+2), 1/p−1}.
Then we call (p, q, s, ǫ) an admissible quadruple. Now we introduce the molecules.
Definition 5.4. Let (p, q, s, ǫ) be an admissible quadruple. We set
a = 1− 1/p+ ǫ, b = 1− 1/q + ǫ.(5.2)
A (p, q, s, ǫ)-molecule centered at x0 is a function M ∈ Lq(Hn) such that
(1) M(x) · |x−10 x|
(2n+2)b ∈ Lq(Hn).
(2) ‖M‖
a/b
q · ‖M(x) · |x
−1
0 x|
(2n+2)b‖
1−a/b
q ≡ N (M) <∞.
(3)
∫
Hn
M(x)P (x)dx = 0 for every P ∈ Ps.
Theorem 5.5.
(1) Every (p, q, s′)-atom f is a (p, q, s, ǫ)-molecule for any ǫ > max{s/(2n+2), 1/p− 1}, s≤ s′
and N (f) ≤ C1, where the constant C1 is independent of the atom.
(2) Every (p, q, s, ǫ)-molecule M is in Hp and ‖M‖Hp ≤ C2N (M), where the constant C2 is
independent of the molecule.
Thanks to this Theorem, in order to verify that T is bounded on Hp it is enough to show that,
for all p-atoms f , the function Tf is a p-molecule and N (Tf) ≤ C for some constant C independent
of f .
6. Hp estimates
We start with a lemma which will be useful in the proofs of the sequel.
Lemma 6.1.
(1) Suppose that d < 0, c+ d < 0 and B > 1. Then
∞∑
j=1
2cjmin{1, B2dj} . 1 + (logB)B−
c
d .
(2) Suppose that c < 0, d > 0 and B < 1. Then
∞∑
j=1
2cjmin{1, B2dj} . B + | logB|B−
c
d .
Proof. Set K =
∑∞
j=1 2
cjmin{1, B2dj}. Then,
K =
∑
B2dj≤1
2(c+d)j +
∑
B2dj>1
2cj .
A straighforward calculation gives the bound for K. Suppose that d < 0, c + d > 0 and B > 1.
Then
- K . 1 for c < 0,
- K . logB for c = 0,
- K . B−
c
d for c > 0.
In any case we see that K . 1 + (logB)B−
c
d . Suppose now that c < 0, d > 0 and B < 1. Then
- K . B for c+ d < 0,
- K . logB ·B for c+ d = 0,
- K . B−
c
d for c+ d > 0.
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In any case we have K . B + | logB|B−
c
d . The Lemma is proved. 
Theorem 6.2. Assume p ≤ 1 and ( 1p − 1)(2n+ 2)β + α < 0. Then TKα,β is bounded on H
p.
Proof. From the decompostion of kernel (3.1), we have
‖Kα,β ∗ f‖
p
Hp ≤
∑
j≥1
‖Kjα,β ∗ f‖
p
Hp .
We shall bound the norm ‖Kjα,β ∗ f‖Hp for each j ∈ N by some constant multiple of ‖f‖Hp .
Notice that Kj(x, t) = ρ(x, t)
−(2n+2+α)eiρ(x,t)
−β
χ(2jρ(x, t)). From the atomic decomposition for
Hp space, it is enough to establish the estimate for any atom f supported on B(0, R) with some
R > 0 such that
- ‖f‖L2 ≤ R
(2n+2)( 12−
1
p ),
-
∫
f(x)xαdx = 0, for all |α| ≤ s = [(2n+ 2)(
1
p
− 1)].
(6.1)
In view of part (2) of Theorem 5.5 it suffices to bound N (Kj ∗ f). For an admissible quadruple,
we choose an ǫ > max{ s2n+2 ,
1
p − 1} =
1
p − 1 and set ǫ =
1
p − 1 + δ with some δ > 0. Then
we have a = δ and b = 1p −
1
2 + δ in (5.2). We will choose δ sufficiently small later. Recall that
N (Kj ∗ f) = ‖Kj ∗ f‖
a/b
2 · ‖Kj ∗ f(x) · |x|
(2n+2)b‖
1−a/b
2 . From the L
2 estimate (4.27) we get
‖Kj ∗ f‖2 . 2
j(α−nβ)‖f‖2.(6.2)
We have
‖Kj ∗ f(x) · |x|
(2n+2)b‖22 =
∫
Hn
|Kj ∗ f(x)|
2 · |x|2(2n+2)b dx = I1 + I2,
where
I1 =
∫
|x|≤2R
|Kj ∗ f(x)|
2 · |x|2(2n+2)b dx and I2 =
∫
|x|>2R
|Kj ∗ f(x)|
2 · |x|2(2n+2)b dx.
Then ∑
j≥1
‖Kj ∗ f‖
p
Hp .
∑
j≥1
N (Kj ∗ f)
p
.
∑
j≥1
(
‖Kj ∗ f‖
a/b
2 · (I
1/2(1−a/b)
1 + I
1/2(1−a/b)
2 )
)p
.
∑
j≥1
‖Kj ∗ f‖
pa/b
2 · I
p/2(1−a/b)
1 +
∑
j≥1
‖Kj ∗ f‖
pa/b
2 · I
p/2(1−a/b)
2
(6.3)
Set S1 =
∑
j≥1 ‖Kj ∗ f‖
pa/b
2 · I
p/2(1−a/b)
1 and S2 =
∑
j≥1 ‖Kj ∗ f‖
pa/b
2 · I
p/2(1−a/b)
2 . Then it is
enough to show that S1 . 1 and S2 . 1. We use (4.27) and (6.1) to bound I1 as follows.
I1 .
∫
Hn
|f ∗Kj(x)|
2dx · R2(2n+2)b . 22j(α−nβ)‖f‖22 · R
2(2n+2)b
. 22j(α−nβ)R2(2n+2)b · R(2n+2)(1−2/p)
. 22j(α−(n+1/2)β)R2(2n+2)δ,
(6.4)
where the last inequality comes from (6.1). From (6.2) and (6.4) we have
‖Kj ∗ f‖
a/b
2 · I
1/2(1−a/b)
1 .
{
2j(α−nβ)R(2n+2)(1/2−1/p)
}a/b
·
{
2j(α−nβ) ·R(2n+2)δ
}(1−a/b)
.(6.5)
= 2j(α−nβ),
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where the equality comes from the calculation (12−
1
p )
a
b+a(1−
a
b ) =
a
b (
1
2−
1
p−a)+a =
a
b (−b)+a = 0.
Thus we have S1 .
∑
j≥1 2
j(α−nβ)p . 1.
Now we consider I2 and S2. We have I2 = 0 for R > 1 since the support of Kj ∗ f is contained
in the subset {x : |x| ≤ 1 + R} which is a subset of {x : |x| < 2R} for R > 1. Thus we may only
consider the case R ≤ 1. In the following integral expression
(Kj ∗ f)(x) =
∫
Kj(xy
−1)f(y)dy,
We have |xy−1| ≤ 2−j and |y| ≤ R. These imply |x| ≤ |xy−1| + |y| ≤ 2−j + R. It means that
I2 = 0 for 2
−j < R. Thus we only need to consider j ∈ N such that 2−j ≥ R, for which we have
|x| ≤ 2−j+1 for x ∈ Supp(Kj ∗ f). Then we get
I2 =
∫
|x|>2R
|f ∗Kj(x)|
2 · |x|2(2n+2)bdx .
∫
|x|>2R
|f ∗Kj(x)|
2dx · 2−2(2n+2)bj.(6.6)
From Proposition 5.1, for any I ∈ N0, there is a polynomial P xj of degree ≤ I such that
|Kj(xy
−1)− P xj (y)| .|y|
I+1 sup
|α|≤I+1
|XαKj(xy
−1)|
.|y|I+12j(2n+2+α)2j(β+1)(I+1).
(6.7)
From (6.1) we get the identity for 0 ≤ I ≤ s,
Kj ∗ f(x) =
∫
(Kj(xy
−1)− P xj (y))f(y)dy.
Note that f(y) has support in |y| ≤ R, then from (6.1) and (6.7) we get
|Kj ∗ f(x)| . R
I+12j(2n+2+α)2j(β+1)(I+1)
∫
|y|≤R
|f(y)|dy(6.8)
. RI+12j(2n+2+α)2j(β+1)(I+1)R
1
2 (2n+2)‖f‖2(6.9)
. 2j(2n+2+α)(R2j(β+1))(I+1)R(2n+2)(1−
1
p ).
Now we can estimate (6.6) as
I2 . 2
−2(2n+2)bj2−j(2n+2)
{
2j(2n+2+α)(R2j(β+1))(I+1)R(2n+2)(1−
1
p )
}2
.(6.10)
= 22j{(2n+2)(1−
1
p−δ)+α}(R2j(β+1))2(I+1)R2(2n+2)(1−
1
p ).
Here we may choose I = 0 or I = s, which gives
I2 . 2
2j{(2n+2)(1− 1p−δ)+α}R2(2n+2)(1−
1
p )min{1, (R2j(β+1))2(s+1)}.
Now we have
‖Kj ∗ f‖
a/b
2 · I
1
2 (1−a/b)
2 . {2
j(α−nβ)R(2n+2)(1/2−1/p)}a/b
·{2j{(2n+2)(1−
1
p−δ)+α}R(2n+2)(1−
1
p )min
(
1, (R2j(β+1))(s+1)
)
}(1−a/b).
(6.11)
From p ≤ 1 and α < 0 we have (2n+2)(1− 1p − δ)+α < 0. Thus, if min(1, (R2
j(β+1))s+1) = 1 the
exponent of 2j is smaller than zero provided a is small enough. Recall that R ≤ 1. Then, using
(2) in Lemma 6.1 we get∑
j≥1
‖Kj ∗ f‖
pa/b
2 · I
p
2 (1−a/b)
2 . R
pµδ + | logR| · Rpκδ ,
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where
Rpµδ = (R(2n+2)(1/2−1/p))pa/b · (R(2n+2)(1−
1
p )+(s+1))p(1−a/b),(6.12)
Rpκδ =
[
R−
1
β+1 [α−(n+1/2)β]R(2n+2)(1/2−1/p)
]pδ/b
·
[
R−
1
β+1 [(2n+2)(1−1/p−δ)+α]R(2n+2)(1−1/p)
]p(1−δ/b)
.
Observe that
µ0 = {(2n+ 2)(1−
1
p
) + (s+ 1)} > 0,
and
κ0 = −
1
β + 1
[(2n+ 2)β(
1
p
− 1) + α] > 0.
Thus, for δ small enough, we have µδ, κδ > 0 and since R ≤ 1,∑
j≥1
‖Kj ∗ f‖
pa/b
2 · I
p
2 (1−a/b)
2 . R
pµδ + | logR| ·Rpκδ ≤ 1.(6.13)
We then conclude that S2 . 1. The proof is complete. 
We now consider TLα,β . Observe that the oscillating term e
iρ(x,t)β exhibits different behavior
whether 0 < β < 1 or β > 1. As ρ goes to infinity, the oscillation becomes faint if for the case
0 < β < 1. In contrary, the oscillation grows to infinity for β > 1. Hence we deal with the two
cases seperately.
Theorem 6.3. Assume 0 < β < 1 and p ≤ 1 and ( 1p − 1)(2n + 2)β + α < 0. Then the operator
TLα,β is bounded on H
p space.
Proof. From (3.2) we have
‖Lα,β ∗ f‖
p
Hp ≤
∑
j≥1
‖Ljα,β ∗ f‖
p
Hp .(6.14)
We now estimate each norm ‖Ljα,β ∗f‖Hp by ‖f‖Hp . From the atomic decomposition for H
p space,
we may choose f as an atom supported on B(0, R) with some R > 0, which satisfies
- ‖f‖L2 ≤ R
(2n+2)( 12−
1
p ),
-
∫
f(x)xαdx = 0, for all |α| ≤ s = [(2n+ 2)(
1
p
− 1)].
(6.15)
From (b) in Theorem 5.5, it suffices to estimate N (Lj ∗ f). For an admissible quadruple (p, q, s, ǫ)
we may choose any ǫ > max{ s2n+2 ,
1
p − 1} =
1
p − 1. Simply we let ǫ =
1
p − 1 + δ with some δ > 0.
Then we have a = δ and b = 1p −
1
2 + δ. for (5.2). We will choose δ sufficiently small later.
From (4.27) we have
‖Lj ∗ f‖2 . 2
j(α−nβ)‖f‖2.
We have
‖Lj ∗ f(x) · |x|
(2n+2)b‖22 =
∫
Hn
|Lj ∗ f(x)|
2 · |x|2(2n+2)bdx = I1 + I2,(6.16)
where
I1 =
∫
|x|≤2R
|Lj ∗ f(x)|
2 · |x|2(2n+2)b dx and I2 =
∫
|x|>2R
|Lj ∗ f(x)|
2 · |x|2(2n+2)b dx.
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Then, ∑
j≥1
‖Lj ∗ f‖
p
Hp .
∑
j≥1
N (Lj ∗ f)
p
.
∑
j≥1
(
‖Lj ∗ f‖
a/b
2 · (I
1/2(1−a/b)
1 + I
1/2(1−a/b)
2 )
)p
.
∑
j≥1
‖Lj ∗ f‖
pa/b
2 · I
p/2(1−a/b)
1 +
∑
j≥1
‖Lj ∗ f‖
pa/b
2 · I
p/2(1−a/b)
2
(6.17)
Set S1 =
∑
j≥1 ‖Lj ∗f‖
pa/b
2 ·I
p/2(1−a/b)
1 and S2 =
∑
j≥1 ‖Lj ∗f‖
pa/b
2 ·I
p/2(1−a/b)
2 . Then it is enough
to show that S1 . 1 and S2 . 1. First we estimate I1 with L
2estimates (4.27) as follows
I1 .
∫
Hn
|f ∗ Lj(x)|
2dx ·R2(2n+2)b . 22j(α−nβ)‖f‖22 ·R
2(2n+2)b(6.18)
≤ 22j(α−nβ)R2(2n+2)b ·R(2n+2)(1−2/p) = 22j(α−(n+1/2)β)R2(2n+2)δ.
Thus we can bound ‖Lj ∗ f‖
a/b
2 · I
1
2 (1−a/b)
1 as
‖Lj ∗ f‖
a/b
2 · I
1/2(1−a/b)
1 .
{
2j(α−nβ)R(2n+2)(1/2−1/p)
}a/b
·
{
2j(α−nβ) · R(2n+2)δ
}(1−a/b)
(6.19)
= 2j(α−nβ),
and we have S1 .
∑
j≥1 2
j(α−nβ)p . 1.
For I2 we consider the two cases R > 1 and R ≤ 1.
Case (i): Suppose R > 1. In the integral
(Lj ∗ f)(x) =
∫
Lj(xy
−1)f(y)dy,
we have |xy−1| ≤ 2j and |y| ≤ R, which imply |x| ≤ |xy−1| + |y| ≤ 2j + R. Therefore, in (6.16),
we have that I2 = 0 for 2
j < R. Thus we only need to consider j with 2j ≥ R. Then we have
|x| ≤ 2j+1 for x in the support of Lj ∗ f , and so
I2 .
∫
|x|>2R
|f ∗ Lj(x)|
2dx · 22(2n+2)bj .(6.20)
By (5.1) we have
|Lj(xy
−1)− P xj (y)| . |y|
I+1 sup
|α|≤I+1
|XαLj(xy
−1)|(6.21)
. |y|I+12−j(2n+2−α)2j(β−1)(I+1).
Since f(y) has support in |y| ≤ R and (6.15), we have
|Lj ∗ f(x)| . R
I+12−j(2n+2−α)2j(β−1)(I+1)
∫
|y|≤R
|f(y)|dy(6.22)
. RI+12−j(2n+2−α)2−j(β−1)(I+1)R
1
2 (2n+2)‖f‖2.(6.23)
. 2−j(2n+2−α)(R2−j(β−1))(I+1)R(2n+2)(1−
1
p ).
Thus we can estimate (6.20) as
I2 . 2
2(2n+2)bj2j(2n+2)
{
2−j(2n+2−α)(R2−j(β−1))(I+1)R(2n+2)(1−
1
p )
}2
.(6.24)
= 22j{(2n+2)(1/p+1+δ)+α}(R2j(β−1))2(I+1)R2(2n+2)(1−
1
p ).
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Here we may choose I = 0 and I = s, which gives
I2 . 2
2j{(2n+2)(1/p−1+δ)+α}R2(2n+2)(1−
1
p )min{1, (R2j(β−1))2(s+1)}.
Thus,
‖Lj ∗ f‖
a/b
2 · I
1
2 (1−a/b)
2 . {2
j(α−nβ)R(2n+2)(1/2−1/p)}a/b
·{2j{(2n+2)(1/p−1+δ)+α}R(2n+2)(1−
1
p )min
(
1, (R2j(β−1))(s+1)
)
}(1−a/b).
(6.25)
Provided δ is small enough, we have
(2n+ 2)(
1
p
− 1 + δ) + α+ (β − 1)(s+ 1) = (2n+ 2)(
1
p
− 1 + δ) + α+ (β − 1)([(2n+ 2)(
1
p
− 1)] + 1)(6.26
< (2n+ 2)(
1
p
− 1 + δ) + α+ (β − 1)(2n+ 2)(
1
p
− 1)(6.27)
= (2n+ 2)(
1
p
− 1)β + α+ (2n+ 2)δ < 0.
Therefore the index of 2j in (6.25) with (R2j(β−1))s+1 is negative for small δ > 0. Remind that
R > 1. Then, from (1) in Lemma 6.1 we have∑
j≥1
‖Lj ∗ f‖
pa/b
2 · I
p
2 (1−a/b)
2 . R
pµδ + log(R + 1)Rpκδ ,
where
Rpµδ = R(2n+2)(1/2−1/p)
pa
b +(2n+2)(1−1/p)p(1−a/b),(6.28)
Rpκδ = [R−
1
1−β [α−nβ]R(2n+2)(1/2−1/p)]pδ/b · [R
1
1−β {(2n+2)(1/p−1+δ)+2α} ·R(2n+2)(1−1/p)]p(1−a/b).
Because p ≤ 1, we easily see that µδ ≤ 0. Moreover,
κ0 =
1
1− β
{β(2n+ 2)(
1
p
− 1) + α} < 0.
From this, we get κδ < 0 for δ small enough. Therefore we have
S2 . R
µδ + log(R + 1)Rκδ . 1.
Case (ii): Suppose R ≤ 1.We see that min(1, (R2j(β−1)(s+1))) = R2j(β−1)(s+1)and (6.25) becomes∑
j≥1
‖Lj ∗ f‖
pa/b
2 · I
p
2 (1−a/b)
2 . {2
j(α−nβ)R(2n+2)(1/2−1/p)}pa/b(6.29)
{2j(2n+2)(1/p−1+δ)+αR(2n+2)(1−
1
p ) · (R2j(β−1))(s+1)}p(1−a/b).
Because the power of 2j is negative, provided δ is small enough, we get∑
j≥1
‖Lj ∗ f‖
pa/b
2 · I
p
2 (1−a/b)
2 . R
(2n+2)(1/2−1/p) pab ·R{(2n+2)(1−
1
p )+(s+1)}p(1−
a
b )(6.30)
=: Rpµδ .
Observe that
µ0 = (2n+ 2)(1−
1
p
) + (s+ 1) = (2n+ 2)(1−
1
p
) + ([(2n+ 2)(
1
p
− 1)] + 1) > 0.
Thus we have µδ > 0 for δ small enough. Now we get∑
j≥1
‖Lj ∗ f‖
pa/b
2 · I
p
2 (1−a/b)
2 . R
pµδ ≤ 1.
We then conclude that S2 . 1. The proof is complete. 
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We now establish the same result for the case β > 1.
Theorem 6.4. For 1 < β, p ≤ 1, if ( 1p − 1)(2n+ 2)β + α < 0, the operator TLα,β is bounded on
Hp space.
Proof. By arguing as in (6.14)–(6.17) in the proof of Theorem 6.3 to obtain the following∑
j≥1
‖Lj ∗ f‖
p
Hp .
∑
j≥1
‖Lj ∗ f‖
pa/b
2 · I
p/2(1−a/b)
1 +
∑
j≥1
‖Lj ∗ f‖
pa/b
2 · I
p/2(1−a/b)
2 ,(6.31)
where I1 and I2 are defined as in (6.16). Because the estimate for I1 is exactly same with the proof
of Theorem 6.3, we only deal with I2. As before, we have
‖Lj ∗ f‖
a/b
2 · I
1
2 (1−a/b)
2 . {2
j(α−nβ)R(2n+2)(1/2−1/p)}a/b
·{2j{(2n+2)(1/p−1+δ)+α}R(2n+2)(1−
1
p )min
(
1, (R2j(β−1))(s+1)
)
}(1−a/b)
(6.32)
Case (i): Suppose R > 1. As for the case β < 1, we have I2 = 0 if 2
j < R and we only need
consider j with 2j ≥ R. Since R2j(β−1) ≥ 1, we estimate I2 as
I2 . 2
j{2(2n+2)[1/p−1+δ]+2α}R2(2n+2)(1−1/p).
Note that
(2n+ 2)(
1
p
− 1) + α < (2n+ 2)(
1
p
− 1)β + α < 0.(6.33)
Thus, if δ is sufficiently small, we have (2n+ 2)(1/p− 1 + δ) + α < 0 and we can sum (6.32) as∑
j≥1
‖Lj ∗ f‖
pa/b
2 · I
p
2 (1−a/b)
2 . R
(2n+2)(1/2−1/p) pab ·R{(2n+2)(1−
1
p )}p(1−
a
b ) ≤ 1,(6.34)
where the last inequality holds because p ≤ 1 and R > 1.
Case (ii): Suppose R ≤ 1. From (6.33), using (1) in Lemma 6.1 we have∑
j≥1
‖Lj ∗ f‖
pa/b
2 · I
1
2p(1−a/b)
2 . R
pµδ + | logR| Rpκδ ,
where
Rµδ = R(2n+2)(1/2−1/p)
a
b ·R{(2n+2)(1−1/p)+(s+1)}(1−
a
b ),(6.35)
Rκδ = R(2n+2)(1/2−1/p)
a
b · {R
1
1−β {(2n+2)(1/p−1+δ)+α}R(2n+2)(1−1/p)}1−a/b.
Observe that
µ0 = (2n+ 2)(1−
1
p
) + (s+ 1) = (2n+ 2)(1−
1
p
) + [(2n+ 2)(
1
p
− 1)] + 1 > 0
and
κ0 =
1
1− β
{(2n+ 2)(1/p− 1) + α} + (2n+ 2)(1− 1/p) =
1
1− β
{β(2n+ 2)(
1
p
− 1) + α} > 0.
Therefore we have µδ, κδ > 0 for δ small enough, and so∑
j≥1
‖Lj ∗ f‖
a/b
2 · I
1
2 (1−a/b)
2 . R
µδ + | logR| · Rκδ ≤ 1.(6.36)
Now we conclude that S2 . 1 from (6.34) and (6.36). The proof is complete. 
7. Necessary conditions
In this section we show that the Hardy space boundedness obtained in the previous section is
sharp except for the endpoint cases. We only give an example for Theorem 6.2. Examples for the
other theorems can be found similarly. We refer to Sjo´lin [19] for the Euclidean case.
We let g(x) a function such that∫
R
xαg(x)dx = 0 for 0 ≤ α ≤ k and
∫
R
xk+1g(x)dx 6= 0.
Let h(x2, . . . , x2n, x2n+1) a function supported on the ball B(0, 1) such that
∫
R2n
h 6= 0 and let f
be the function on R2n+1 defined by f(x1, . . . , x2n+1) = g(x1)h(x2, . . . , x2n+1)∀(x1, · · · , x2n+1) ∈
R2n+1. Then ∫
Hn
xαf(x) = 0, if |α| ≤ k.
For ǫ > 0 set fǫ(x) = ǫ
−(2n+2)/pf(xǫ ). We note that ‖fǫ‖Hp = C for all ǫ > 0. Assume that
TKα,β is bounded on H
p. Then ‖TKα,β(fǫ)‖Hp . 1. Note that |y| ≤ ǫ for y ∈ supp(fǫ). Then, for
|x| ≥ Cǫ with a large constant C > 0, we have
K ∗ f(x) =
∫
K(xy−1)fǫ(y)dy(7.1)
=
∫ K(xy−1)− ∑
|α|≤k+1
1
α!
DαK(x)yα
 fǫ(y)dy + ∫
 ∑
|α|≤k+1
1
α!
DαK(x)yα
 fǫ(y)dy(7.2)
=
∫
Dk+2K(xy−1∗ )O(y
k+2)fǫ(y)dy + C∂
k+1
x1 K(x)
∫
R
yk+11 fǫ(y1)dy1, |y∗| ≤ |y| ≤ ǫ(7.3)
= O(ǫ(2n+2)+k+2−
(2n+2)
p |x|−(n+α+(k+2)(β+1))) + ǫk+1+(2n+2)−
(2n+2)
p ∂k+1x1 K(x).
Take K(x) = |x|−2n−2−αei|x|
−β
χ(x). We see that |∂k+1x1 K(x)| ∼ |x|
−(2n+2)−α−(k+1)(β+1) for small
x. For ǫ . |x|β+1 we have
ǫ(2n+2)+k+2−
2n+2
p |x|−(2n+2+α+(k+2)(β+1)) . ǫ(2n+2)+(k+1)−
(2n+2)
p |x|−(2n+2)−α−(k+1)(β+1).
Therefore we get
Kα,β ∗ fǫ(x) ∼ ǫ
(2n+2)+k+1− (2n+2)p |x|−(2n+2)−α−(k+1)(β+1) for |x| & ǫ1/(β+1).
Then,
1 &
∫
Hn
|Kα,β ∗ fǫ(x)|
pdx & ǫp(2n+2)+kp+p−(2n+2)
∫
c≥|x|&ǫ1/(β+1)
|x|−(2n+2)p−αp−(k+1)(β+1)pdx(7.4)
& ǫp(2n+2)+kp+p−(2n+2)ǫ−
(2n+2)p−(2n+2)+αp
β+1 −(k+1)p(7.5)
= ǫ
−p
β+1 [(
1
p−1)(2n+2)β+α].
This implies that (1− 1p )(2n+2)β+α must be ≤ 0. This shows that Theorem 6.2 is sharp except
the endpoint case (1− 1p )(2n+ 2)β + α = 0.
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