Abstract. It is commonly believed that a fortunate right-hand side b can signi cantly reduce the sensitivity of a system of linear equations Ax = b. We show, both theoretically and experimentally, that this is not true when the system is solved (in oating point arithmetic) with Gaussian elimination or the QR factorization: The error bounds essentially do not depend on b; and the error itself seems to depend only weakly on b. Our error bounds are exact (rather than rst-order); they are tight, and they are stronger than the bound of Chan and Foulser.
data A and b cannot be represented more accurately. For a linear system with condition number of about 10 7 , the above error bound is on the order of one. In this case we should be prepared to expect a complete loss of accuracy in at least one component ofx.
In this paper we assume that Ax = b is solved by a general-purpose linear system solver: Gaussian elimination with partial pivoting or the QR factorization. Excluding from consideration special-purpose linear system solvers designed to exploit structure in the matrix, such as the fast sine solvers considered in 5]; or Toeplitz, Cauchy or Vandermonde solvers 4] relieves us from assuming additional properties of the backward error.
The question we are trying to answer is whether the error bound depends on properties of the right-hand side b. Why is this important? Of course, the in uence of b is important when the linear system is ill-conditioned (i.e. when the condition number is on the order of 1= mach ). If a fortunate right-hand side could decrease the condition number, then the error may decrease. This means the computed solution associated with a fortunate right-hand side is more accurate than one associated with an unfortunate right-hand side.
But the in uence of b is also important for general linear systems as they become large, because condition numbers usually grow with n. Although a large linear system may look well-conditioned because the condition number is merely a small multiple of n, it may be ill-conditioned on our machine because the condition number is on the order of 1= mach . According to the above error bound, the matrix size n must be signi cantly smaller than 1= mach ifx is to have any accuracy at all. But if a fortunate right-hand side could make the condition number very small, then this soothing e ect would become more pronounced as n increases. This implies that we could solve linear systems with fortunate right-hand sides that are much larger than systems with unfortunate right-hand sides.
The paper is organised as follows. Section 2 starts with exact (rather than rstorder) residual bounds on the relative error. The condition number in the upper bound is much smaller for some right-hand sides than for others. However, the backward error depends on the condition number. Therefore it is di cult to say anything about the product of condition number and backward error. Section 3 shows that the error bound as a whole does not depend on b. We express the bound in terms of an alternative condition number and backward error that are also independent of b. Section 4 presents a computable, a posteriori version of the error bound; and x5 uses this bound to evaluate stopping criteria for iterative methods. Section 6 expresses the error bound in terms of a third backward error, because this error is the basis for another popular stopping criterion. Section 7 presents Chan and Foulser's`e ective condition number', and shows that it is weaker than our condition number from x2. Section 8 shows that the relative error does not behave like the error bound, because it appears to be weakly dependent on b. After the conclusion in x9, Appendix A brie y discusses how the numerical experiments were carried out.
2. Dependence on the Right-Hand Side. We present a residual bound for the relative error that contains a condition number dependent on the right-hand side. This condition number can be signi cantly smaller than the traditional matrix condition number.
Let A be a n n non-singular, complex matrix and b 6 = 0 be a n 1 complex vector. Then the system of linear equations Ax = b has the exact solution x 6 = 0. We measure the accuracy of a computed solutionx by means of the norm-wise relative error kx?xk=kxk, where k k is a p-norm. The If the error inx can be attributed solely to input perturbations of the right-hand side then krk=kbk re ects the accuracy of the input data and it is an appropriate measure for the size of these perturbations. Hence there are right-hand sides for which the bounds (2.2) are tighter than the traditional bounds (2.4). Therefore the error bounds depend on b; and a fortunate right-hand side can reduce the sensitivity of the linear system and increase the accuracy.
2.2. Related Work. The potentially soothing e ect of the right-hand side has been known for some time.
In the context of special-purpose linear system solvers designed to exploit structure in a matrix, a fortunate right-hand side can signi cantly reduce the sensitivity of the linear system. This is the case, for instance, when A is a triangular M-matrix, all components of b are non-negative and Ax = b is solved by backsubstitution 9, Theorem 3.5]; or when A is a Vandermonde matrix derived from real, non-negative points arranged in increasing order, the elements of b alternate in sign, and Ax = b is solved by the Bj orck-Pereyra algorithm 8 We chose sixteen matrices from the MATLAB test matrix suite 10]. The matrices are real and have various properties: non-symmetric, symmetric, inde nite, positive de nite, triangular or tridiagonal. The triangular matrices R(Compan) and R(Dorr) are upper triangular matrices from QR factorizations of the matrices Compan and Dorr, respectively.
The order n of a matrix A is determined so that its two-norm condition number 2 (A) lies between 10 5 and 10 7 . Thus the matrix orders range from 5 to 1000. The purpose is to push the limits of single precision accuracy (about 10 ?7 ): With a condition number of 10 7 and a relative residual on the order of single precision, the upper bound on the traditional relative error (2.4) equals one. This means at least one component of the computed solutionx may have no correct digits. We designed these extreme cases to see clearly whether a fortunate right-hand side is capable of providing relief in the worst case.
We choose the right-hand sides for the linear systems as follows. The numerical experiments suggest that krk 2 =kbk 2 is inversely proportional to 2 (A; b). Since both condition number and backward error depend on b we cannot draw any conclusions about their product, the error bound.
Therefore we forego krk=kbk as a backward error and (A; b) as a condition number, and look for alternatives.
3. Independence From the Right-Hand Side. We show that the lower and upper bounds (2.1) essentially do not depend on the direction of b whenx is computed by Gaussian elimination or QR factorization. We rewrite the bounds in terms of a condition number and a backward error that are independent of b. We also explain why krk=kbk varies with (A; b).
3.1. Another Interpretation of the Bounds. We ended up with krk=kbk as a backward error because we multiplied and divided the bounds in (2.1) by kbk.
The result (2.2) is a somewhat arbitrary separation of (2.1) into backward error and condition number. If we focus instead on the bounds (2.1) as a whole then an obvious choice for backward error is the lower bound krk kAk kxk :
This makes sense because unless is small, the relative error isn't going to be small. Expressing (2.1) in terms of allows us to bracket the relative error in terms of and a condition number independent of b, kx ?xk kxk (A) :
The numerical experiments below suggest that is essentially independent of b. The numerical experiments below con rm that^ is as good a measure of accuracy as . Issues regarding the appropriate choice of stopping criteria have also been discussed in the context of linear systems arising from discretizations of partial di erential equations 3, 13]. 6 . A Third Interpretation of the Error Bound. We present a third interpretation of the error bounds (2.1) based on a backward error ! that is a mixture of the previous two backward errors. The computable version of ! is optimal in a well-de ned sense, and represents the basis for another stopping criterion for iterative methods. The following bound is a direct consequence of (2.2) and Theorem 7.1, and is therefore weaker than (2.2). 2) then we would expect the relative error for the rst system to be (A) times smaller than the error of the second system. Since our matrices are constructed so that (A) is close to the inverse of machine precision, the relative error for Ax = b (1) should be close to machine precision. In case of the Kahan matrix, for instance, the relative errors vary by a factor as high as 10 4 . This variation is not too far away from 2 (A) 7:65 10 6 . Since the Kahan matrix is triangular, no factorization is performed (that's why GE and QR produce exactly the same errors).
Does this mean that triangular matrices exhibit a stronger dependence on the A and b, then we would expect R(A) to depend more on the right-hand side than A.
However, the variation in errors is about the same for the Dorr and R(Dorr) matrices; and the variation in errors for R(compan) is about a factor of ten higher than for the Compan matrix. Thus there is no de nite indication that the error of a triangular system depends more strongly on the right-hand side than the error of a general, square system. Dependence on Algorithms. The relative error also depends on the algorithms. Gaussian elimination produces a smaller relative error than QR: The difference in errors can be as high as a factor of 10 6 , e.g., for the Minij matrix when 2 (A; b) = 1. This could be due to the higher operation count of QR and the larger amount of ll in the triangular factor.
The error for QR is often of the same magnitude as the upper bound (2.1), e.g., for the Minij and Fiedler matrices. Thus the upper bounds for the error are realistic. If, however, perturbations are not con ned exclusively to the right-hand side then krk=kbk can be much larger than the inaccuracy in the data and the backward error from a linear system solver. To account for perturbations in the matrix, the error bounds are expressed in terms of = krk=(kAk kxk), where kx ?xk kxk (A) :
According to numerical and theoretical evidence, tends to be on the order of machine precision whenx is computed by Gaussian elimination with partial pivoting or by the QR factorization. Hence the lower and upper error bounds are essentially independent of b.
Our numerical experiments suggest that the upper error bound is realistic because it is often achieved by the QR factorization.
In the context of iterative methods we recommend krk tolkAkkxk as a stopping criterion over krk tolkbk. This is because krk=kbk is much larger than^ when kbk kAk kxk. Preliminary experiments indicate that GMRES (without preconditioning) can produce solutionsx that satisfy krk tol kAk kxk with tol equal to machine precision. However they can be far from satisfying krk tol kbk. A third stopping criterion, krk tol (kAk kxk+kbk), behaves very much like krk tol kAkkxk. Hence it is preferable to krk=kbk, as well.
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Appendix A. Implementation of the Numerical Experiments. We chose the two-norm because it is easy to determine right-hand sides with particular 2 (A; b) values: Let min be the smallest singular value of A and max be the largest; and denote the corresponding left and right singular vectors by u min , u max , and v min , v max , respectively. This implies for the smallest singular value Av min = min u min ; min = 1=kA ?1 k 2 ;
and for the largest singular value Av max = max u max ; max = kAk 2 : Thus, 2 (A; b) takes on its extreme values when b is a left singular vector associated with an extreme singular value. Therefore, we enforced 2 (A; b) = 2 (A) by choosing b to be a non-zero multiple of u max , and 2 (A; b) = 1 by choosing b to be a non-zero multiple of u min .
We generated the matrices and right-hand sides in double precision in MATLAB (version 4.2c) 12] and then converted them to single precision, so that A and b admit exact representations in single precision. The triangular matrices R(Compan) and R(Dorr) were computed from the MATLAB QR factorizations of the matrices Compan and Dorr, respectively. To ensure that the right-hand sides lie along the desired directions, we computed for the unit-norm right-hand sides 2 The data in Tables 2.1{8 Compan, n = 1000, 2 (A) = 3:35 10 5 Tridiag(-1,2-1), n = 1000, 2 (A) = 4:06 10 5 Hilbert, n = 5, 2 (A) = 4:77 10 5 Vandermonde, n = 8, 2 (A) = 2:68 10 5 Compan, n = 1000, 2 (A) = 3:35 10 5 Tridiag(-1,2,-1), n = 1000, 2 (A) = 4:06 10 5 Kahan, n = 40, 2 (A) = 7:65 10 6
