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Abstract
The family of globins has a strong significance in the history of protein research. Their
abundance, spread in nature, and evolutionary diversity are crucial factors for a wide
range of approved and suggested physiological functions taking place in almost ev-
ery organism. The versatility of ligand binding and unbinding and the tendency to
act as a catalyst for the oxidation of certain substrates in a selected number of globins
is strongly related to specific structural and dynamical properties of the protein.
Neuroglobin, a structurally very related protein to myoglobin, is one of several newly
discovered globins which show some unique characteristics in this family of proteins.
Most importantly it was found that the heme prosthetic group of the neuroglobin can
become hexacoordinated to an internal histidine residue in the absence of an exoge-
nous ligand. This feature, which is meant to control the affinity for external ligand
binding, lead to many speculations about the physiological function of neuroglobin.
Some suggested functions involve enhanced oxygen supply in neuronal cells, regula-
tion of hypoxia, and radical scavenging.
Here, a collection of specialized molecular dynamics methods is used to investigate
the structural and dynamical peculiarities of neuroglobin in more detail. Multipolar
force fields are used to energetically, dynamically and spectroscopically determine
the migration network of CO in photolyzed carbonmonoxy neuroglobin. A combina-
tion of classical molecular dynamics and quantum mechanical techniques elucidate
the conformational substates of carbonmonoxy neuroglobin which are experimen-
tally accessible with infrared spectroscopy. Furthermore, the nature of the configu-
rational transitions occurring during the competition for internal and external ligand
binding are analyzed by the adiabatic reactive molecular dynamics method.
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1. Introduction
"My dear Miss Marianne, you entirely miscomprehend this business. No wonder. How
should you know any thing of our legal proceedings, so intricate and difficult to understand,
that egad! we are sometimes puzzled to make them out ourselves? But, my dear madam, you
are in the hands of your best friends – persons who have the tenderest regard for your
interests."
Sir James Bland Burgess, The Advertisement, 1817
The understanding of the overarching cooperation between organs, cells and bio-
molecules taking place inside every living organism is major aim in the field of mod-
ern biology and medicine. A countless number of different molecules, mechanisms,
conditions, and stimulations, present or taking place inside every biological system,
are involved in guiding the organism through its everyday life. The interplay of all
these processes are important in many different disciplines in biology which need to
be looked at as an entity in order to get a complete survey of the problem. This holistic
rather than reductive view on biological systems emerged in recent years into a scien-
tific branch named systems biology (1–5). Some important disciplines associated with
systems biology are genomics (study and comparison of DNA sequences in different
organisms), transcriptomics (gene expression), proteomics (structure and function of
proteins) metabolomics (study of molecular fingerprints deriving from cellular pro-
cesses), fluxomics (prediction of the cell level of metabolites by studying molecular
dynamic changes) and phenomic (organismal variation during the life span). Ge-
nomics is by far the most strongly matured discipline. It started to evolve in 1866 by
Gregor J. Mendel’s experiments on plant hybridization and reached its current climax
in 2003 when the complete determination of the human genome sequence was an-
nounced (6, 7). Other profound knowledge was obtained in the field of metabolomics
which was pushed by the human urge to find cures against metabolic disorders. In
between these two stages of the biochemical pathway transcriptomics and proteomics
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are situated. The first one essentially tries to understand the processes involved in
cellular differentiation by comparing individual RNA expression among different
types of cells. The second one deals with the translation of the mRNA into the cor-
responding protein sequence, post-translational modifications and protein folding.
At this stage a biocatalyst that forms the principle component of metabolomics has
formed. Although tremendous progress in the determination of structure and physi-
ological function of proteins and other biomolecules were made over the last couple
of decades, only small pieces of the widespread metabolic puzzle could be solved so
far. The main reason for that is the incredible number and the large variation of dif-
ferent biomolecules even present in evolutionary very fundamental organisms. Nev-
ertheless, proteins for which the basic functionality was known many years ago, like
Mb, show a much more complex physiological picture nowadays. In the early days
of protein structural determination it was believed that the function of the enzyme
can easily be determined by structural interpretation. More detailed observations re-
vealed mechanisms like allostery, induced fit and equilibrium fluctuations which all
are essential to the proper function of the protein. Today, these dynamical aspects,
which are heavily depending on the physiological conditions, are thought of as the
major source of complexity.
Ngb has, among several new discovered globins, expanded the range of putative
physiological functions in this family of proteins (8–12). On the one hand, the strong
sequence diversity of globins found among different organisms is regarded as a key
factor for the functional individualism. On the other hand, the tertiary structure of
different globins has found to be, in most cases, nearly identical. Therefore, the func-
tional specificity must heavily rely on the dynamical rather than the structural be-
havior of the protein under the given physiological conditions. Most of todays ex-
perimental techniques which uncover protein dynamics use spectroscopic methods.
The majority of these measurements can not directly disclose the structural changes
as a result of the protein dynamics. This work tries to fill this gap using advanced
MD algorithms to interpret spectroscopic observation in a structural as well as in a
dynamical point of view. It concentrates on the interpretation of vibrational spec-
tra obtained for different configurations and conformations of NgbCO with classical
and quantum mechanical calculations. Furthermore, it tries to give a more detailed
picture of the Ngb specific ligand binding kinetics.
2
2. Important Findings in Globin
Research
"Come blow you Eastern Winds, and all you four Points joyne here in one to make a
prosperous Gale, that by the vertue of that sweet structure, it may breath some life to my
dying Love; wherein I may relate my folly in doing this unto her: Oh joyful sight! she
breaths; hold her up! give her more air!"
Thomas Meriton, The Wandring Lover, 1658
This chapter gives a short overview on the historical development in globin research
and its current state. The first part covers the magnitude of the super-family of
globins in nature discovered up to the present, its functional diversity and impact
on many known diseases. Subsequently, previous experimental studies, primarily
performed for MbCO, related to equilibrium dynamics and ligand binding and pho-
todissociation dynamics are recapitulated. Finally, the theory of protein dynamics is
put more into a structural picture focusing on the importance of the internal docking
sites to the mechanism, sensitivity and variety of the different physiological functions
which are performed by this group of proteins.
2.1. Significance in nature
Globins are probably the best studied group of proteins so far. There are several rea-
sons for this. First, their are highly abundant in rather large quantities in a multitude
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of organisms (13, 14). According to the UniProt Knowledgebase more than 1100 pri-
mary globin structures were determined from eukaryotic and prokaryotic species up
to the present (15). Second, due to the large concentration of Hb in vertebrates blood
(4.9 to 5.5 mmol/l) (16) the protein was discovered incredibly early in the history of
life science by Hünefeld in 1840. Hbs elementary function (reversible binding of O2)
was described a few years later by Hoppe-Seyler who also established its name (17).
Furthermore, the large availability and the relatively easy procedure of isolation and
crystallization of Mb cleared the way to have its tertiary structure determined as a
prototype of all protein crystal structures in 1958 by Kendrew and co-workers (18).
Third, globin malfunctions are involved in many diseases like sickle-cell anaemia
(19), Rhabdomyolysis (rapid breakdown of skeletal muscle) (20), and delayed va-
sospasm after subarachnoid hemorrhage (bleeding into cerebrospinal fluid after head
trauma) (21) and are therefore also under heavy investigation in medical research.
The general protein structure of the super-family of globins characteristically pos-
sesses an iron-protoporphyrin IX as prosthetic group, which is often referred to as
the heme group. Most globins are composed of 140 to 160 amino acids with a few
exceptions which were mostly discovered in recent years. Although the amino acid
sequence homology between distantly related globins is low, they have a very sim-
ilar tertiary structure. Figure 2.1 shows the crystal structure of sperm whale MbCO
which serves as a representative of this typical globin fold, often referred to as myo-
globin fold. It consists of eight α-helices (designated as A-H in Figure 2.1) which
are oriented in a three-over-three globular arrangement. The heme group is sand-
wiched between helices E and F and coordinated over its iron atom to the F-helix by
an invariant histidine residue in position F8 (eighth amino acid residue in helix F)
on the so called proximal site. The discovery of globins in more and more groups
of organisms over the years have been accompanied by an increase in the number of
known types of globins (14). Despite the often very low amino acid sequence iden-
tity between this different sub-families of globins (often less than 25%), there are a
few amino acids which are highly or even strictly conserved within the globin super-
family. This amino acids are CD1-Phe, E7-His and naturally F8-His (shown in Figure
2.1). E7-His is substituted by glutamic acid in some globins of vertebrates, and by Val,
Glu, Leu, Tyr, or Glu in rather more globins of invertebrates. A distinct feature of E7-
His, which is located on the so called distal site of the heme group, is the formation
of a stable hydrogen-bond with a heme iron-bound CO (see Figure 2.1) or O2 ligand
4
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distal site
proximal site
CO
heme
F8-His
E7-His
CD1-Phe
F
E
H
A
B
D
C
G
Figure 2.1.: Crystal structure of sperm whale MbCO. Helices A to H are labeled in
bold letters. Amino acids which are conserved within the globin super-
family are marked. The heme prosthetic group divides the huge internal
protein cavity into the distal and proximal sites which are indicated as
circles.
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(22). The formation of a hexacoordinated heme species, in which four coordination
sites occupied by the porphyrin nitrogens, one by the Ne atom of the proximal F8-
His sidechain and the last one by an oxygen atom of O2 on the distal site, defines the
functionally important, reversibly bound O2 configuration for globins. Having the
iron in its ferrous state (Fe2+) is an essential prerequisite for the reversibility of the
O2 binding. The hydrophobic environment formed by the distal site protein cavity
is to a large amount responsible for shielding the heme-iron against attacks from ox-
idatively active species like peroxides. However, under physiological conditions the
peroxidative chemistry needs to be additionally kept at a minimum by an extensive
antioxidant defense system persisting of heme reductase, glutathione, ascorbate, uric
acid, etc. to prevent the iron from going from the ferrous to the oxidized ferric (Fe3+)
state (23).
The huge variety of globins that has evolved in almost every species in the prokary-
otic and eukaryotic kingdoms indicates the importance of O2 binding for the aerobic
as well as anaerobic metabolisms. Among the different families of globins the bind-
ing affinity for O2 and other exogenous ligands is diverse. This is most likely related
to versatile functional requirements, different physiological conditions, the iron oxi-
dation state and other differences present in various biological systems. The diver-
sity of O2 affinity arises primarily from differences in the amino acid sequence of the
polypeptide chain. Probably one of the best studied mechanisms for the regulation of
O2 affinity is the allosterically induced conformational transition from the so called
T state to the R state in Hb (24, 25). Hb consists of a tetrameric structure of individ-
ual globin subunits. Each subunit is able to bind one O2 ligand. Binding of the first
ligand increases the transition rate from the low-affinity T state conformation to the
high-affinity R state slightly. Supplementary binding of O2 to other subunits further
stabilizes the R state conformation in every subunit which results in a cooperative
O2 binding affinity for Hb. Other known allosteric cofactors, which are influencing
ligand binding affinities even for monomeric globins, are H+ (pH dependence), CO2,
phosphates, lactate, Ca2+ and Mg+2 (26–28). The principle of allostery introduces
dynamical and environmental aspects to the mechanism of ligand binding as it is not
only varying among the different globin species but also depending on the current
physiological conditions surrounding it in the host cell. Despite this high complex-
ity, the range of physiological purposes suggested for globins up to the present can
roughly be divided into the following sections:
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1. O2 transport
2. Storage of O2 (oxygen buffer)
3. Facilitation of intracellular O2 diffusion
4. Biochemical catalysis
5. O2 scavenging
6. Sensory function (and signal transduction)
The role of O2 transport in vertebrates is undoubtedly taken by the tetrameric Hb as
described above. Its cooperative ligand affinity is favorable for the optimal loading
and unloading of O2 in the lungs and tissues, respectively. Structurally different O2
transporter Hbs were found in annelids (29, 30). They consist of standard Mb-like 16-
to 17-kDa subunits that form multisubunit hexagonal bilayer structures (144 globins
and 36 non-Hb linker proteins). Due to their huge size they are stable in an extracellu-
lar environment and do not require erythrocytes as it is the case for vertebrates. The
most prominent globin belonging to the group of O2 reservoirs is Mb. It is generally
considered to augment O2 diffusion in highly oxygen demanding and mitochondria-
rich muscles, like the heart (31). Other studies complement the function of Mb with a
contribution to the spontaneous diffusion of free dissolved O2 between skeletal mus-
cle cells by an additional flux of O2 bound Mb (32, 33). The last three groups of physi-
ological functions were mainly discovered in the last twenty years of globin research.
Examples for globin mediated biochemical catalysis described so far are the oxidative
phosphorylation in cardiac myocytes and the sulfide-reactive Hb from the symbiont-
harboring gill of the bivalve mollusc (34). In the latter system hydrogen sulfide desta-
bilizes the ferrous oxidation state of Hb by displacing superoxide in a nucleophilic
process to form the ferric protein. Subsequently, the oxidized heme species facilitates
binding of hydrogen sulfide. The reactivity of the oxygenated form of globins plays
an important role in many other catalytic processes. Hydrogen peroxide, for exam-
ple, gets reduced by ferrous or ferric Mb to H2O and leaves the oxygenated ferryl
(Fe+4) form or even a cation radical species of the protein (35). Recently, the impor-
tance of signal molecules for physiological responses became apparent. These signal
molecules often derive from the free-radical based oxidation of lipids which take a
key role in the post translational modification of proteins (36). It was found that the
ferryl heme iron of Mb and Hb is capable to initiate the oxidation of a wide variety
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of DNA (37), other proteins (38) and lipids (39). Intense work went into the inves-
tigation of oxidation reactions of gaseous NO and nitrite with oxyferrous Hb (40).
Furthermore, it is generally accepted that Hb can function as NO transporter for de-
livery to areas of hypoxia or restricted blood flow (41). The O2 scavenging function
was found in Hb from legumes (leghaemoglobin) and Hb of nodulating nonlegumes
(34). These proteins have extremely high O2 affinities (≈ 100 µM) in order to maintain
the concentration of free O2 at a minimum. A low level of O2 is an essential precon-
dition for the oxygen-labile nitrogenase to participate in N2 fixation. FixL, which is a
chimeric protein of the root nodule bacteria R. meliloti and consists of a heme domain
and a kinase domain, binds O2 reversibly with a very low affinity (≈ 10 nM) (42, 43).
Its heme domain senses O2 and transduces the signal by controlling the phosphory-
lation of the transcriptional activator FixJ. FixJ, in turn, controls the expression of the
symbiotic genes in the bacteria.
Figure 2.2.: The concentration in cell versus affinity for O2 of globins performing dif-
ferent functions. Lb refers to leghaemoglobin. Adapted from Reference
(14)
The large number of suggested physiological functions for the family of globin pro-
teins is strongly based on the ligand affinity and the susceptibility to reduce the lig-
and. Generally it was found that the smaller the globin concentration in the cell is,
the higher their affinity for ligands becomes. Figure 2.2 roughly clusters the discussed
8
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physiological functions of globins into this pattern. Due to the many new discovered
functions of globins in recent years the structure-function relationship is getting more
and more diverse and complex. Their nature and manifestation under physiological
conditions is currently one of the main directions in the overall globin research (14).
The interest on the functional mechanisms of globins is driven by medical research
due to the many diseases in which globins were found to play a substantial role. The
most carefully studied ones are sickle-cell (44) and Alzheimer diseases (45), malaria
(46), kidney dysfunction (20), delayed vasospasm (47), fibrotic organ disorder (48)
and cancer (49). In addition, it was found that the development of safe Hb-based
blood substituents, which was a hopeless endeavor up to the present, heavily relies
on the overall knowledge of the redox chemistry of Mb and Hb (50, 51).
2.2. Protein structural dynamics in Mb
The general importance of structural fluctuations to the designated function of bio-
molecules became evident after the determination of the first protein crystal structure
which was sperm whale Mb (18). Its rigid protein conformation does not offer any
pathway for a water molecule or a diatomic ligand to enter the distal site cavity from
the bulk (52, 53). Subsequent studies characterizing xenon saturated X-ray structures
of Mb revealed a network of at least four different docking sites (Xe1 - Xe4) coexist-
ing inside the globular protein fold (54–56). Again, from a static point of view, these
xenon accessible pockets do not show any kind of connecting channels between each
other which would allow for xenon diffusion into more deeply buried regions of the
protein. Deuterium exchange and later NMR experiments emphasized this inferences
(57, 58). All these observations suggested quite clearly that Mb needs to undergo con-
formational transitions in order to allow for intake, migration and binding of O2, CO,
and other ligands. These conformational transitions are most likely of similar nature
but less strongly pronounced compared to the T to R state transition in the coopera-
tive O2 binding in tetrameric Hb (59).
Proteins are structurally and energetically complex. Their primary sequence consists
of strong covalent bonds. Hydrogen bonds, which are drastically weaker, and disul-
fur bonds connect different parts of the polypeptide chain to form a distinct tertiary
structure of the protein. However, the weaker these interactions are, the higher is the
9
2. Important Findings in Globin Research
probability for structural rearrangements to occur over time. Hydrogen bonds from
the protein to solvent molecules and different protein side chains might get broken
or newly formed in slightly different orientations and the rather flexible side chains
often adopt different positions in different molecules. A typical protein sample used
in spectroscopic and related experiments consists of an ensemble of ≈ 1015 protein
molecules (60). Individual groups of molecules in this ensemble, clustered according
to different overall structure conformations, are commonly called CSs. This feature
makes proteins characteristically similar to other complex systems such as glasses,
spin glasses (61, 62), or neural-networks (63, 64). The widely accepted opinion has
emerged, that the complete set of available CSs of a given protein state perform the
same biological function but differ in structural details and possibly in the rate at
which the function is performed (65). Hence, for the interpretation of experimental
data based on statistical protein ensembles, the classification and theoretical descrip-
tion of CSs is of great importance. Experimental techniques which tremendously
helped to identify and characterize the nature and hierarchy of CSs in Mb and related
globins are low-temperature flash photolysis coupled with IR, near-IR and Raman
spectroscopy (66–69), X-ray diffraction (70, 71), time-dependent X-ray crystallogra-
phy (72, 73), phonon assisted Mössbauer effect (74, 75) and Mössbauer spectroscopy
(76, 77). Neglecting the question of availability for any of these techniques, the choice
for a specific method is mainly depending on the time scale of the protein motion of
interest. Since the last three decades several studies tried to get a unified picture of the
qualitative and quantitative nature of CSs by combining the understandings obtained
from the aforementioned experiments (78–83). A view on the structural dynamics
in Mb and proteins in general has emerged in which the 3N − 6 flexible coordinates
(where N corresponds to the number of atoms) of the primary sequence are describ-
ing a multidimensional energy landscape. As shown in Figure 2.3 this energy land-
scape is organized hierarchically and is partitioned into at least three tiers of valleys
(CS0, CS1, CS2). Cryogenic experiments discovered even lower tiers. These valleys
are connected to each other and the protein geometries can interchange by passing
one or several transition barriers if needed. The highest tier in Figure 2.3 describes
three specific CS (A0, A1 and A3) identified from several studies of MbCO. These CS,
more specifically called taxonomic substates, structurally differ in the sidechain ori-
entation of E7-His (89) as shown in Figure 2.4, have different IR spectra (68, 90) and
are also supposed to be associated to different biological functions (91). The relative
population of every taxonomic substate can be regulated by environmental condi-
10
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Econf
conformational space
A0 A1 A3 CS
0
CS1
CS2
EF0
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EF1
Figure 2.3.: One dimensional illustration describing the hierarchical picture of CS
on the energy landscape of MbCO. The spectroscopically identified tax-
onomic substates A0, A1 and A3 belong to the highest tier CS0 which can
interchange by equilibrium fluctuations (indicated as EF0). Lower lying
substates (CS1 and CS2) show minor structural and spectroscopical dif-
ferences. Their interchange is faster compared to CS0 due to the smaller
barriers related to EF1 and EF2.
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Figure 2.4.: Structural orientations of E7-His suggested for the spectroscopically
identified CS A0, A1 and A3 of MbCO. E7-His of the A0 CS is swung-
out from the distal protein cavity without any interaction to CO (84, 85).
For the A3 CS a consensus has emerged that E7-His describes a strong
hydrogen bonding interaction between NeH and the oxygen atom of CO
(85, 86). The E7-His orientation of A1 is still ambiguous. Some studies
suggest a similar arrangement as for A3 with a less pronounced hydro-
gen bond (left) (85, 87, 88). Others assigned a ≈ 180° rotated orientation
of E7-His along the Cβ-Cγ axis for this CS (right) (86).
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tions like pH (26, 27), temperature (92) , pressure (93), or activators like iodide, citrate
and thiocyanate (28). The number of minima in the lower tiers is much larger and
therefore statistically distributed rather than controlled by physical or chemical pref-
erences (94).
More detailed insight into the transition barriers between the different tiers of CSs
was gained from rebinding experiments of MbCO (68, 95) and MbO2 (66). In these
experiments the time course of the change of the CO IR and the O2 Raman absorption
frequency is followed after the dissociation of the heme-bound ligand using flash
photolysis. The rebinding rate kBA over a single barrier from a dissociated state B to
the bound state A can be described by an Arrhenius relation of the form
kBA = ABA(T)exp(−HBA/RT) (2.1)
where ABA(T) is the preexponential, T is the temperature, HBA is the barrier height
and R is the universal gas constant. Assuming that all protein molecules in the sample
are located in the same CS, ABA and HBA are supposed to have unique values which
makes the rebinding exponential in time. Thus the survival probability N(t) in state
B is exponential in time described by
N(t) = exp(−kBAt). (2.2)
In contrast to the suggested rate-law, the experimental rebinding kinetics measured
in the temperature range between 60 and 160 K are strictly nonexponential. Two
sources for the nonexponential rebinding kinetics are possible. The first one assumes
each protein molecule of the ensemble to be locked inside the same CS but rebind
over individually large barriers (homogeneous rebinding). In the second case the
protein ensemble is thermodynamically distributed over the energy landscape into
different CSs all of which have an unique rebinding rate kBA (inhomogeneous re-
binding). Multiple-flash experiments using very short laser pulses at a repetition rate
in the range of the average rebinding rate unambiguously identified the nonexpo-
nential rebinding behavior to derive from an inhomogeneous protein ensemble. At
higher temperatures the protein is able to pass the barriers between different CS and
can therefore fluctuate among all of them. Above the characteristic or ’glass’ temper-
ature Tc these fluctuations become fast compared to the ligand rebinding rate and the
ligand rebinds from an average CS. Hence, the observed rebinding rate above Tc de-
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rives also from an average over the distributions of all HBA in the protein sample and
therefore follows an exponential-law. This behavior is termed “substate symmetry
breaking” (66).
2.3. Ligand dissociation and migration dynamics in
Mb
Prior to the ligand rebinding process, which is the actually measured magnitude in
the photolysis experiments of MbCO and other hexacoordinated Mb species, the lig-
and first detaches from the heme prosthetic group, migrates between different ligand
docking sites of the protein cavity-network and could under certain conditions also
exit the protein completely (96). To complete the rebinding, the ligand needs to find
its way back into the protein and subsequently into the heme site. Figure 2.5 shows
a reaction scheme of the most important stages between ligand dissociation and re-
binding. For a consistent picture of all process involved in the rebinding mechanism
it is of great interest to know about the dynamical and structural changes taking place
while switching between these different stages.
MbL
[B1, ..., Bn]
Mb : L Mb : : L
[C1, ..., Cn]
Mb + L
free ligand
(ms)(ns)(ps)
[A0, ..., An]
bound ligand
(fs - ps)
rebinding pocket secondary docking sites
Mb : : : L
more remote sites
[D, E, ...]
Figure 2.5.: Schematic representation of the different stages of ligand migration be-
tween photodissociation and exit from Mb into the solvent. Ligand L
can capture different CS (labelled Bi and Ci) while migrating through
the protein cavities in the style of the bound MbL states (Ai). The mi-
gration network is usually divided into the rebinding site which is close
to the heme iron (B) and the more remote sites lying on the way to the
protein exit (C, D, E, etc.). Typical time scales of ligand transitions for
each state are indicated in braces.
The time scales of individual structural changes in each stage can roughly be ordered
according to their displacement from the heme. Time-resolved resonance Raman
spectroscopy (97, 98) and MD simulations (99, 100) both suggested that the iron atom
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moves out of its porphyrin in-plane orientation towards the proximal site 1 – 2 ps
after photolysis. The Raman spectra additionally revealed an expansion of the heme
core size within the same time window. These geometric changes correspond to the
pentacoordinated, high-spin heme-state known from the deoxy Mb crystal structure
(101, 102). Qualitatively, the amount of heme-doming varies strongly in the indi-
vidual studies but generally it is found within a range of 0.1 to 0.4 Å. The dissocia-
tion of CO (103), NO (104) and other ligands from iron is completed on a time scale
of tens to hundreds of picoseconds. X-ray structures of the initial photoproduct of
MbCO recorded at 20 K show that the ligand experiences a recoil during this phase
of transitional relaxation by capturing a position which is ≈ 2 Å away from the iron
atom towards the protein interior (105). This photolyzed species belongs to the Bi
set of CS in Figure 2.5. Typical crystal structures of this Bi set and IR spectra moni-
tored after polarized excitation (106) both determined the CO to be aligned parallel
to the heme plane. In the same time window time-resolved resonance Raman spec-
tra detected an additional downshift of the iron to F8-His stretching band (97, 98).
Transient absorption measurements of band III (amide N-H in-plane bending- and C-
N stretching-vibrations), which are sensitive to local conformational changes near the
heme iron, discovered three different relaxational contributions on time scales of tens,
hundreds and thousands of picoseconds (107). The first one can clearly be attributed
to the heme-doming motion while the second one fits into the next larger time win-
dow of relaxations. A combined interpretation of the structural changes occurring
in the iron to F8-His stretching band, after heme-doming has completed, identified
the additional bandshift as a structural transitions occurring on the protein surface
(108). These changes are transmitted through the complete protein backbone and get
detected by the heme through its coordination to the F8-His sidechain.
After heme and backbone of the photolyzed structure have relaxed into an equili-
brated dx Mb species, the remaining fluctuations are related to the ligand migration
dynamics. The knowledge of location, transfer kinetics and ligand population of the
different docking sites remained sparse until the end of the twentieth century. Time
resolved IR measurements of photolyzed CO in Mb at room temperature discovered
bands appearing after ≈ 1 − 2 ps and persisting until ≈ 200 ns (106, 109). These
bands, related to the Bi set of CSs, correspond to different stretch-frequencies of dis-
sociated CO. The observed frequency shifts are a result of the Stark effect (110). It is
caused by changes of the electrostatic interaction of the free ligand with the electric
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field which is induced by the protein environment and occurs when the ligand or po-
lar amino acid residues reorient inside the protein cavity. Many of the earlier studies
were focusing on the interpretation of the rebinding kinetics in point-mutated MbCO
(27, 100, 111, 112). On the one hand, it was found that an increased amount of ns
recombinations take place if the interior volume of the distal pocket is decreased by
mutating Val68 to phenylalanine. In this way the ligand molecules are forced to stay
inside the primary pocket B. On the other hand, the nanosecond rebinding can be
decreased by sterically hindering access to the iron atom by a mutation of Leu29 to
phenylalanine. Ligand rebinding in this mutant is mainly observed on the picosecond
time scale due to the increased sidechain of residue 29 which forces the ligand inside
docking site B closer to the iron atom. Geminate rebinding on time scales > 100 ps
is significantly reduced as Phe29 acts as a kinetic barrier for back migration into site
B as soon as the ligand reached more remote cavities. The understanding of more re-
mote docking sites (C, D, etc.), estimations of migration barriers from and to different
docking sites and rebinding barriers to the hexacoordinated state was obtained from
temperature-derivative spectroscopy (113–115) and MD simulations (116–120). The
conclusions in all of these studies are diverse but the bottom line can be summarized
as follows. Rebinding barriers do largely differ between different taxonomic sub-
states. Migrations between different docking sites occur through the thermal motion
of the protein and is generally faster than the final step of rebinding or exit to the bulk
solvent. Their transfer barriers and the rebinding barrier from the primary pocket B
to the hexacoordinated state is depending on the size of the ligand. Additionally, the
accessibility and population of specific docking sites is related to the specific compo-
sition of residues shaping up the docking sites rather than the species of the ligand.
Starting with the new millennium a remarkable progress was made in this field of
research. By trapping intermediate protein conformations at specific timesteps after
photolysis and examining their structure using time-resolved X-ray crystallography
(72, 73, 121, 122) it became possible to structurally visualize the pathways of ligand
migration and relaxation. The crystal structure recorded after 100 ps of photodissocia-
tion agrees with earlier low-temperature structures of photolyzed MbCO (102) which
identified the CO ligand ≈ 2 Å above the heme in the distal site B. Within ≈ 3 ns CO
was found in two different secondary docking sites C. The first one corresponds to
the well-known Xe4 site and the other one is located≈ 6 Å perpendicularly above the
heme plane. Both pockets are populated for only tens of picoseconds. Subsequently,
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CO migrates from Xe4 to the more remote docking sites Xe1 and Xe2 where the lig-
and remained trapped for microseconds. In addition to the CO dissociation and the
heme-doming, the time-dependent X-ray structures resolved other intermediate dy-
namical features. These involve tilting and translation of the heme, the motion of the
distal site residue 29 towards the vacant sixth-coordinate position and displacements
in the E-helix and the CD-turn (121).
As a final remark to this chapter it is pointed out that, besides the definite assigned
functional role of globins as O2 transporter and storage, an increasing number of
studies started to draw picture of catalytic activity (123–125). In this view, the glob-
ular shaped Mb can be regarded as a chemical reactor or a container (91). The iron
represents the active center, the heme surrounding cavities are active chambers and
the heme itself acts as a cap. Depending on the environmental conditions channels
can gradually be opened and closed to allow possible ligands and reactants to enter
the container, like through pores. The affinity for specific ligands to enter the pro-
tein and migrate into its active center is controlled by the composition of the amino
acid sequence along the channel and the constitution of this channel which can be
assigned to a certain taxonomic substate. By offering a large affinity for a certain
ligand the biological system can maintain a larger concentration of the ligand un-
der the given physiological conditions as it would be possible in the absence of the
protein. If the organism demands for a release of the ligand at a certain point, a phys-
ical or chemical modification of the protein environment is provoked. The difference
of environmental conditions, which acts as an allosteric effector on the protein, re-
distributes the preferences for the taxonomic substates to one with a reduced ligand
affinity and a cavity network with very small migration barriers towards the protein
exterior. A probable reason for the evolutionary formation of docking sites in Mb is
the functional need to accumulate a second reactant inside these reaction chambers,
besides the iron-bound one. In this way the foundation for possible enzymatic reac-
tions in the protein active site is given. Due to the characteristic shape of the cavities
the reactants are forced into a specific orientation which speeds up a bimolecular re-
action between the two reactants. Formation of the product(s) is expected to induce
relaxations of the tertiary protein structure into different CSs having open channels
to the protein exterior to simplify the release of the products (94). In case the heme
iron became oxidized during this catalytic reaction, it needs to get reduced again to
the ferrous state to finalize the catalytic cycle.
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"City Honours! guard us, ye Pow’rs! pray observe the intoxicating Degrees of City
Preferment;– to be Under Scavenger, and shovel up the Street Dirt; Head Church-Warden, to
out-snore the whole Parish, and pocket the Poor’s Money; but to have the Watchman man
bawl out."
Thomas Baker, Hampstead Heath, 1706
In contrast to Mb and Hb, which are the most extensively characterized globin pro-
teins, Ngb and cytoglobin (Cygb) were discovered not before the beginning of the
new millennium (126). The lower amount of and more localized presence of these
proteins in neuronal cells of vertebrates lead to the speculation that they must per-
form very specific physiological functions. Over the last couple of years, different
studies tried to unravel Ngbs functional essence and suggested a manifold of differ-
ent physiological roles for this protein. Besides the search for a physiological func-
tion of Ngb, a lot of effort went into the structural interpretation of Ngb and Cygb.
Both proteins possess structural features which sets them apart from their Mb and
Hb relatives. The first section of this chapter gives an overview of proposed physi-
ological functions of Ngb. Subsequent sections summarizes the identified structural
and dynamical peculiarities of the protein and show how they might be related to the
functional role of Ngb.
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3.1. Proposed functional significances
In the genetic evolution of the large family of vertebrate globins Ngb diverged around
550 million years ago from the phylogenetic branch containing Mb and Hb (127).
Within the set of discovered mammalian Ngb-sequences a point-mutation frequency
of ≈ 0.4 × 10−9 amino acid changes/year was observed (128). This value is three
times smaller compared to Hb and corresponds to 70 conserved amino acid residues
among all discovered vertebrate Ngb sequences and indicates a highly specific and
structurally tightly associated physiological function of this protein. Although Ngb
is probably the best studied globin of all newly discovered species in this family of
proteins, its exact physiological function remains uncertain. Suggested functional
roles and their rationale can be divided into the following groups:
• O2 was found to bind reversibly to Ngb with an affinity which is within the
range of Mb (126, 129). It combines with the ligand under a high O2 half satu-
ration pressure and releases it again when the pressure is lowered. Ngb resides
in metabolically active neuronal cells and subcellular compartments and was
suggested to enhanced O2 supply in these locations (130).
• Cell cultures exposed to hypoxic conditions were found to moderately induce
Ngb expression (131). Additionally, goldfish, an animal that survives extended
periods of reduced O2 availability, maintains an approximately fivefold higher
Ngb concentration than the less hypoxia-tolerant zebrafish (132). Given these
facts, it was proposed that Ngb is involved in the regulation of hypoxia.
• In analogy to Mb, Ngb was found to protect neurons from reactive oxygen or
nitrogen species like NO and H2O2 in vitro (8, 133). It was suggested that de-
pending on the oxygen partial pressure, Ngb may either decompose or pro-
duce NO. This mechanism is important to the control of vaso-constriction or
-relaxation and the level of mitochondrial respiration (134). Under a reduced
O2 flow reactive oxygen species are known to be formed in neuronal cells (135).
This observation is in line with a neuroprotective effect of Ngb discovered after
ischemia and reperfusion (136).
• Several studies considered Ngb to interact with other proteins. An observed
binding of Ngb to the α subunit of heterotrimeric G proteins proposed an in-
hibition of the dissociation of guanosine diphosphate from Gα (137). This fact
qualifies Ngb to protect the cell from apoptosis. Recent studies suggested that
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Ngbs neuroprotective effect is the result of the reduction of ferric cytochrome c
by ferrous Ngb, thereby preventing cytochrome c-induced apoptosis (45, 138).
Nevertheless, for most of the proposed physiological functions contradictory stud-
ies were published. Some anomalies in these experiments could be addressed to a
contamination through Ngb autooxidation (139). Theoretical approaches contain an
integrated control of these conditions and can therefore be regarded as a helpful tool
to fortify the experimental results.
3.2. Structural features
A comparison of the primary structures of Ngb with Mb and Hb show that Ngb
shares less than 25% of conserved residues with Mb and Hb. Among the conserved
amino acids B10-Phe, CD1-Phe, CD3-Tyr, E11-Val, F4-Leu, FG1-Val, FG3-Val and G5-
Phe are located in the heme binding or ligand interaction sites (140, 141). In spite
of the low sequence homology between Mb and Ngb, the tertiary structure of both
proteins display the same three over three α-helical sandwich fold. Crystal structures
of sperm whale Mb, metNgb, and NgbCO aligned to the Cα backbone atoms are
shown in Figure 3.1. The average RMSD for the Cα atoms is 2.0 Å between Mb and
metNgb and 1.85 Å between Mb and NgbCO. Nevertheless, the X-ray structure of
metNgb has a particular feature setting it apart from Mb. While the heme iron atom in
Mb, in the absence of an exogenous ligand, is pentacoordinated to the four porphyrin
nitrogen atoms and to the F8-His sidechain on the proximal side of the protein the
same position is additionally bound to the distal E7-His sidechain (His64) in metNgb
resulting in a hexacoordinated configuration (142).
If exogenous ligands are present in the active site of Ngb the distal histidine coordi-
nation is replaced by the ligand. The comparison of NgbCO with metNgb in Figure
3.1 reveals major rearrangements between the two configurations which are mainly
located around the heme group (143). Upon disruption of the bis-His coordination
metNgb seems to release a positional constraint of the heme and allows it to slide
into the proximal site and to tilt towards the distal site. The average RMSD of all
heme atoms between metNgb and NgbCO is 4.5 Å whereas the corresponding one
between NgbCO and Mb is lowered to 3.2 Å. Hence, the heme group of NgbCO
captures a more Mb like position after breakage of the distal bis-His bond. Another
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Figure 3.1.: Representations of the Cα-aligned crystal structures of sperm whale Mb
(red, PDB code 1VXF), metNgb (blue, PDB code 1Q1F) and NgbCO (yel-
low, PDB code 1W92). Helices C and D and residues Tyr44, Ser55 and
Phe106 mentioned in the text are indicated. The heme group of metNgb
is hexacoordinated to E7-His (His64). In the presence of an exogenous
ligand (CO) the heme plane reorients towards the proximal site.
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distinctive difference observed between the metNgb and NgbCO crystal structures is
a reshaping of the large internal cavity network (143). The total volume of this net-
work increases from ≈ 287 Å3 in metNgb to ≈ 306 Å3 in NgbCO. While for metNgb
distal and proximal sites are connected with each other through the network, the re-
oriented heme plane of NgbCO and its Phe106 sidechain located at the proximal site
leave only a small isolated cavity in this position which corresponds to the Xe1 site in
Mb. On the distal site the cavity branch is larger in NgbCO compared to metNgb and
features a unique 13.3 Å3 volume near Ser55 which is located in the D-helix. Tyr44,
belonging to the CD-loop, forms a hydrogen bond with one of the heme propionates.
The same hydrogen bond is less strongly pronounced in the X-ray structure of Ng-
bCO. The weakening of the Tyr44 to heme interaction is assumed to be transmitted
into the CD-loop region inducing a formation of a cavity near Ser55 which was found
in the crystal structure of NgbCO (141, 144).
3.3. Dynamical features
Further evidence to the picture of a bis-His coordination in metNgb which was de-
rived from the static crystal structures was found in ligand rebinding studies of pho-
todissociated NgbCO and NgbO2 (129, 145, 146). Contrary to equivalent experiments
in MbCO and MbO2 the geminate ligand rebinding process in NgbCO exhibits a min-
imum two-step process of the form
NgbH + L
 NgbP + His64 + L
 NgbL + His64 (3.1)
where NgbH represents the bis-His hexacoordinated Ngb species, NgbP the pentaco-
ordinated one and L the exogenous ligand which competes for the hexacoordination
with the internal His64 sidechain (E7-His). NgbL corresponds to the L coordinated
Ngb configuration. A structural representation of the possible transitions is shown
in Figure 3.2. A physiological meaning of the bi-phasic rebinding mechanism was
suggested for the process of O2 and NO sensing in nervous tissue (133, 147). The
functional importance of the stepwise binding procedure in heme proteins gained fur-
ther support through the discovery of similar processes taking place in other globins
(140, 148–151) and even cytochromes (152, 153).
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Figure 3.2.: Representation of the experimentally suggested two-step rebinding
competition between the internal His64 ligand and an exogenous CO
ligand (L). r1 and r2 correspond to the reaction coordinates used to cal-
culate the free energy profiles for the individual rebindings NgbH + CO

 NgbP + His64 + CO and the NgbP + His64 + CO 
 NgbL + His64
discussed in section 5.5.
In wt Ngb residue 55 is consistently represented by a cysteine which, in the X-ray
structures, is generally mutated to serine for crystallization reasons. The crystal struc-
ture of hNgb (PDB code 1OJ6) has an additional mutation in position 46 where cys-
teine is replaced by glycine (140). Cysteine residues are rather scarce in globin se-
quences and they occur at well defined positions, suggesting a specific functional
role. Structurally, cysteines can form intra- or intermolecular disulfide bonds or are
a place of direct ligand binding. Cys46 and Cys55 in wt hNgb are both situated in
the CD-loop region and form an internal disulfide bond under oxidative conditions
(154, 155). These residues are highlighted in the MD equilibrated structure of wt
hNgbP shown in Figure 3.3. Flash photolysis and stopped flow experiments of NgbO2
and NgbCO for disulfide bound hNgb and disulfide-less wt mNgb show a reduction
of the O2/CO rebinding affinity by a factor larger than two for mNgb (129). The same
experiments for disulfide bonded, reduced (without disulfide bond) hNgb and CCC
→ GSS mutated (no disulfide bond possible) hNgb follow similar trends (154, 156).
On the other hand, by reducing the disulfide bond in hNgb it was found that His64
rebinding is slowed down corresponding to an increase of the activation energy for
His64 binding (154, 157). From these results it seems that the presence or absence of
the disulfide bond plays an important role in the internal versus external ligand re-
binding competition of NgbP and therefore also for the physiological function of the
protein. An investigation on the structural and dynamical differences between the
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dissociation of His64 with and without the Cys46-Cys55 bond is part of chapter 5.
Cys46 Cys55
Phe28F
(CD-loop)
B'
B''
C
(Xe4)
E
(Xe2 & Xe3)
D
(Xe1)
Figure 3.3.: Structure of oxidated wt hNgb featuring a disulfide bond between
residues Cys46 and Cys55. Individual docking site cavities which are
analyzed in section 5.3 are represented as color-coded volumes.
The Ngb specific ligand migration network was investigated for CO using IR spec-
troscopy (158, 159) and theoretically for CO, O2 and NO ligands (160) including the
published manuscript enclosed in section 6.1. All of these studies suggest that Ngb
describes a ligand migration network which is similar to the one of Mb (161). Re-
gions of individual docking sites which were specifically identified for Ngb in this
thesis are shown in Figure 3.3. MD and metadynamics simulations could identify
all characteristic Xe pockets known from Mb (54–56). Additionally, the simulations
identified populated cavities present in the distal pocket (B’ & B”) and in the region
of the CD-loop (F) connecting the former one to the bulk solvent. Experimental as
well as theoretical studies found the migration barriers between the sites to be lower
compared to Mb (158, 159, 162). IR spectroscopy differentiate docking sites mainly
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through band shifts induced by the Stark effect. Measuring the ligand rebinding times
from these sites gives qualitative information on the distance of each site relative to
the rebinding site. More precise information about the locations of ligand occupied
cavities under experimental conditions are hard to obtain. In the publication included
in section 6.2 a MD approach applying a multipolar force field (discussed in section
4.3) is used to characterize CO docking sites in Ngb. In this work it was successfully
shown that experimental IR band shifts can be assigned to specific docking sites and
also to specific orientations of CO inside every single pocket.
Taxonomic substates of NgbCO were experimentally analyzed and compared with
the previously identified CSs of MbCO by IR spectroscopy (155, 163, 164). They
found very similar IR shifts in relation to the A3 and A0 bands of MbCO and therefore
were called N3 and N0. Nevertheless, the bands of NgbCO were found to be signif-
icantly broader than in MbCO suggesting a stronger structural heterogeneity. Fur-
thermore, 2D-IR vibrational spectroscopy was able to divide N0 into two individual
sub-CSs showing vibrational relaxations on two different time scales (155). The third
manuscript, which is included in section 6.3, tries to structurally and dynamically
map out the different CS of NgbCO using a combination of classical MD simulations
and QM/MM calculations.
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"They Sir are our Brethren, our intimate Bosome friends. Your Quaker is the Anvil on which
we forge our designs, and the Phanatick the person that uses them. They are both the
necessary Tools we work with, and indeed the chief Implements of our Trade."
Thomas D’Urfey, The Royalist, 1682
The structural and energetical investigation on Ngb performed within this work relies
on computational techniques of different levels of theory and accuracy. In the follow-
ing, the principles of MD simulations are shortly described. Subsequently, specific
MD extensions and additional quantum mechanical treatment which help to increase
the qualitative and quantitative precision are presented. The last two sections discuss
the general description of ARMD used to study the configurational transitions of the
heme prosthetic group in Ngb and the detailed force field parametrization of these
configurations.
4.1. Molecular dynamics simulations
4.1.1. Historical notes
MD represents a category of computer simulations where a defined amount of par-
ticles like atoms or molecules interact with each other over a specific period of time.
The striking idea of MD simulations is to give scientists the capability to peer into the
motion of individual atoms in a more illustrative way which is hardly possible in a
laboratory experiment. First applications of MD simulations started to appear in the
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late 1950s by Alder and Wainwright who investigated the phase transition of a hard
sphere system (165, 166). More interesting applications in a chemical point of view
followed by Rahman and Verlet who studied several properties of liquid argon using
LJ potentials (167) and a time integration algorithm (168) which both are in use up to
the present. Initial MD simulations of water using more realistic potentials started to
appear in 1974 by Rahman and Stillinger (169, 170).
Consecutively, the complexity of the MD studied systems evolved in a fast-paced
manner. The first all-atom protein simulation was performed in 1977 consisting of the
bovine pancreatic trypsin, a globular polypeptide containing 58 amino acid residues
(171). Intensive MD studies over years made this protein one of the most thoroughly
characterized proteins in terms of structure and folding pathways. An initial MD
simulation of Mb was performed by Karplus in 1985 (172). It was found that the long
time motions of proteins involve multiple distinct minima as it was experimentally
suggested in terms of CSs. Its trajectory was ten times longer (300 ps) than any other
protein simulation of similar size at that time. Today, MD simulations take on an im-
portant role in biochemical research and material sciences. Recent examples, which
marked new milestones in terms of system size, include a 50 ns simulation of the com-
plete satellite tobacco mosaic virus consisting of up to one million atoms (173) and the
simulation of nano-twinned copper crystals containing up to 140 million atoms (174).
4.1.2. Basic theory
The basis of every common MD simulation is formed of the Born-Oppenheimer ap-
proximation which assumes that the rapid motion of electrons averages out and all
atoms can be treated classically (175). The total energy of a molecular system of n
atoms is described by the Hamiltonian H:
H(x1, ..., xn; p1, ..., pn) =
n
∑
i=1
T(pi) + V(x1, ..., xn) (4.1)
where T(pi) corresponds to the kinetic energy defined by the momenta pi of atom
i and V(x1, ..., xn) to the total potential energy of the system depending on the sum
of atom coordinates x1 to xn. For molecular systems a popular strategy is to divide
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V(x1, ..., xn) in terms of bonded (Vb) and nonbonded (Vnb) interactions:
V(x1, ..., xn) =
n
∑
i=1
V(rb, rnb, θ,χ, φ) =
n
∑
i=1
Vb(rb, θ,χ, φ) +
n
∑
i=1
Vnb(rnb) (4.2)
where the arguments are defined by internal coordinates. Bond distances are ex-
pressed by rb, valence angles by θ, torsional angles by χ, out-of-plane angles by φ
and distances between nonbonded particles by rnb. In the context of MM and MD
simulations V(rb, rnb, θ,χ, φ) combined with an additional set of parameters is gener-
ally referred to as a force field. Around a dozen different classical force fields exist
such as CHARMM (176), AMBER (177), GROMOS (178), and OPLS (179). The de-
tailed description of V(rb, rnb, θ,χ, φ) looks basically similar in all these force fields.
Intramolecular interactions which are part of Vb describe the strain energy in the
molecular structure compared to a relaxed equilibrium structure in terms of harmonic
and periodic functions. The potential Vbond, reflecting a covalent bond i between two
atoms, is commonly given by:
Vbond =
1
2
kb,i(ri − r0,i)2 (4.3)
where kb,i represents the force constant, ri the actual bond distance and r0,i the equi-
librium bond-length under relaxed conditions. The harmonic form of the potential
characterizes the strain occurring through the separation of the bonded atoms in a
simplified manner. Nevertheless, Vbond reproduces the bond stretching vibrations suf-
ficiently accurate around the equilibrium. The potential energy restraints of valence
and out-of-plane angles are described in a similar way as Vbond:
Vbend =
1
2
kθ,i(θi − θ0,i)2 (4.4)
Vimproper =
1
2
kφ,i(φi − φ0,i)2 (4.5)
where kθ,i and kφ,i are the corresponding force constants, θ0,i and φ0,i the equilibrium
geometries and θi and φi the internal coordinates for the current atom positions. Tor-
sional modes are expressed through a periodical cosine function depending on the
torsional angle χi with periodicity n and phase shift δ multiplied by an independent
force constant kχ,i
Vtorsion = kχ,i(1− cos(nχi − δ)). (4.6)
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The non-bond term Vnb of the force field, dealing with the intermolecular interaction
between atom pairs separated by three or more bonds can be further divided into
Coulomb and LJ terms:
Vnb =
qiqje2
rij
+ 4eij
(σij
rij
)12
− 2
(
σij
rij
)6 (4.7)
where qi and qj define the partial charges of atoms i and j interacting with each other,
e is the elementary charge, rij the distance between i and j, eij the depth of the poten-
tial well and σij the van-der-Waals radius of the atom-pair. As every MD simulation
performed in the present work is using the CHARMM force field (176), Equations 4.3
to 4.7 refer to the exact expressions therein.
In the microcanonical ensemble, the MD simulation describes the movement of the
atoms in a molecular system during a definite simulation time ttot for a fixed number
of atoms n, a constant volume V and a constant energy. The obtained trajectory may
be seen as the time evolution of exchanged potential and kinetic energies described in
Equation 4.1. A general MD simulation algorithm proceeds by iteratively calculating
the forces of V(xi) acting on an atom i and setting them into relation with Newtons
second law of motion:
Fi = −∇Vi = miv˙i(t) (4.8)
where mi is the mass and vi(t) is the velocity at time t defined as
vi(t) = x˙i(t). (4.9)
New coordinates at time t + ∆t are calculated based on the accelerations obtained
from the new forces over
xi(t + ∆t) = xi(t) + vi(∆t) +
1
2
v˙∆t2. (4.10)
One cycle of iterations is completed by setting t = t + ∆t and the simulation is ter-
minated when the condition t = ttot has reached. In practice, nearly every MD al-
gorithm, like Verlet (168) or Leap-frog (180), include a predictor and a corrector step
in solving the equations of motion. Steps like scaling of temperature and pressure
are included additionally to simulate the more meaningful canonical and isothermal-
isobaric ensembles from an experimental point of view.
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It becomes clear that the functional forms of Equations 4.3 to 4.7 represent a certain
reduction of the complexity of the molecular energetics. Nevertheless, they are a
good compromise between accuracy and speed. Coarse-graining force fields group
multiple atoms of the system into a so-called “pseudo-atom” to reduce the number
of degrees of freedom and therefore can reach longer simulation time (181). This
approach shows good results in protein folding simulations where fast and strongly
localized normal-modes are of minor importance to the problem of interest. Methods
and extensions which lead to higher accuracy or overcome certain limitations of the
general all-atom based force field exist in a large variety. A selection of such imple-
mentations used in the present work are introduced in the following sections.
4.2. Combined molecular/quantum methods
Quantum chemical methods give much more accurate results compared to classi-
cal mechanics in almost every aspect. Furthermore, they are appropriate for the de-
scription of processes involving bond forming and breaking which is not the case for
common force fields used in MD simulations. However, the purely quantum me-
chanical approach is generally limited to systems of small size and low complexity.
The region of space in which chemical reactions, and therefore changes in electronic
structure, occur in an enzyme is often relatively small compared to the whole system.
This aspect is considered in combined quantum mechanical and molecular mechan-
ical QM/MM models, where a specific part of the system is treated with quantum
chemical methods and the surrounding environment is described by a classical MM
force field (182–184). The effective Hamiltonian H for the complete system can be
written as
H = HQM + HMM + HQM/MM (4.11)
where HQM represents the interaction energy between all quantum mechanical par-
ticles, HMM corresponds to the interaction energy of all classical particles with each
other and HQM/MM accounts for the interaction between atoms of the quantum re-
gion with the particles of the classical part.
In principle, it is possible to interface any ab initio quantum chemistry method, like
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Hartree-Fock (HF), density functional theory (DFT) and Post-Hartree-Fock methods
(i.e. Møller-Plesset second order), into a MD simulation. Many QM/MM studies
focusing on the ligand transfer from the six to the five coordinated heme states in
Mb or Hb define large QM regions and make use of high level DFT functionals like
B3LYP and substantial basis sets (i.e. 6-31G*) in order to obtain qualitatively and
also quantitatively meaningful results (185–187). As these methods are computation-
ally still very demanding and therefore in their application restricted to short simula-
tion times, they are often substituted by semi-empirical quantum chemistry methods.
These approaches are based on the HF formalism but make certain approximations
and include parameters from empirical data. AM1 (188) and PM3 (189, 190) and
more recently RM1 (191) and PM6 (192) are popular semi-empirical methods used
in hybrid QM/MM simulations. Another semi-empirical method which became in-
creasingly popular is the self-consistent charge density functional tight-binding (SCC-
DFTB) scheme (193). This DFT based approach is widely used as a method of choice
in hybrid QM/MM with classical MM force fields in simulations of biological sys-
tems like carbonic anhydrase (194) or alcohol dehydrogenase (195).
Car-Parrinello MD (196) is an ab initio method which, in contrast to Born-Oppenheimer
MD, explicitly introduces electronic degrees of freedom in addition to the nuclear
ones. This leads to a system of coupled equations of motion for nuclei and electrons.
Therefore, the explicit electronic minimization needs to be run only in the initial step.
In any subsequent MD step fictitious dynamics take care of the electrons which keep
them on the electronic ground state. In combination with a specialized QM/MM
scheme (197) Rovira et al. successfully characterized different CS of MbCO and MbO2
using Car-Parrinello MD (87, 198).
A method which stands out of the previously discussed hybrid quantal/classical sim-
ulations is the empirical valence bond (EVB) method (199, 200). Contrary to any ab
initio or semi-empirical approach EVB is based on the valence bond theory rather
than the molecular orbital theory. Although the general valence bond theory was
abandoned in the chemical community since the 1950s, its EVB successor has been
further developed and is still used regularly. The basic idea of EVB is to represent the
reacting system as a superposition of ionic and covalent resonance forms. A chemical
change in the reaction environment is achieved by altering the electrostatic interac-
tion of the ionic resonance forms with its surroundings. EVB has its main field of
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application in the investigation of enzymatic reactions (200, 201) and proton transfers
(202, 203).
Despite the fact that QM/MM methods can simulate bond-formations and breakages
in enzymatic systems, their application to condensed phase matter has other bene-
fits which strongly outperform those of pure classical MD approaches. MM force
fields are primarily optimized for structural alignment to X-ray and NMR data. Their
energetical aspects are usually treated with minor importance. Vibrational frequen-
cies, for example, are only fitted approximately around the equilibrium coordinate
of every normal-mode and would deviate from experimental data when leaving this
region due to their harmonic representation in the force field. Furthermore, electro-
static interactions in standard classical force fields are only taken care of between
point charges. Higher multipole moments describing the structural dependency to
the electrostatics of the system in much more detail are not considered at all. An ac-
curate description of vibrational frequencies in the electrostatic field of the protein
active site caused by the condensed phase environment is heavily depending on this
high-level treatment of the electrostatic interactions. The present study on the struc-
tural identification of CSs in NgbCO, included in section 6.3, combines the speed of
structural protein sampling, using classical MD simulations, with the energetical ac-
curacy of the DFT method in a step-wise manner. With this approach, the conforma-
tional space of the complete protein system gets initially sampled with classical MD
for a long enough time to sample a statistically reasonably large distribution of CSs.
In the second step, a definite number of snapshots are consistently collected from this
MD ensemble. Atoms belonging to a selected QM region are preserved in each snap-
shot while all remaining atoms representing the classical region are transfered into a
point charge representation. The energetics for each of these modified snapshot are
then calculated using a standard DFT method incorporating the point charges of the
protein and solvent environment to describe the electrostatic field in the background
of the QM region (204, 205). In addition to the present NgbCO study the described
QM/MM(MD) approach was successfully applied to the structural interpretation of
CS in CO bound (88) and CO dissociated MbCO (206).
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4.3. Polarizable and multipolar force fields
4.3.1. Overview
The inclusion of polarizability is probably one of the most missed features in standard
classical MD force fields. The simulation of increasingly complex biological mecha-
nisms including electron- and proton-transfer reactions and also condensed phase
spectroscopy strongly demand for an accurate treatment of polarizability. Due to
this, many efforts were put into force field improvement to account for the lack of
this feature (207). Current polarizable force fields can roughly be divided into five
different groups:
1. X-Pol (208) is a force field which treats the polarizability based on electronic
structural theory. It divides the condense-phase system (e.g. the protein) into
different pieces or fragments. The molecular wave function of the entire sys-
tem corresponds to the product of the wave functions of the individual blocks.
Hence, the method naturally accounts for the mutual polarization in the system.
2. ENZYMIX (182), which was the first polarizable force field, and PIPF (209) are
two independent implementations which both introduce induced dipoles on
top of the point-charge interactions.
3. The most simple description of polarizability into a standard force field is intro-
duced by simple fluctuating charges. CHARMM includes this kind of extension
through the efforts of Patel and Brooks III (210).
4. The Gaussian electrostatic model is based on density fitting and describes a con-
tinuous electrostatic model going from distributed multipoles to densities (211).
It allows for an inclusion of short-range quantum effects into the MM energies.
5. Force fields based on distributed multipoles probably gained the strongest
attention in recent years. SIBFA (211) is a force field developed for an ac-
curate treatment of transition metals by including ligand field contributions.
This allows for an accurate computation of “open-shell” metalloproteins. The
AMOEBA force field (212, 213) divides the electrostatic description into per-
manent and induced multipoles. Its strength over standard force fields was
demonstrated in the evaluation of potential energy landscapes of small pep-
tides, the calculation of free energies of hydration, condensed-phase dynamics,
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protein-ligand binding and X-ray crystallography refinements (211). ORIENT,
developed by Stone and co-workers (214) can describe the electrostatic interac-
tions from simple point charges up to multipoles of rank five. The multipole
(MTP) module which is used in the present Ngb studies of dissociated CO (sec-
tion 6) derives from the Distributed Multipole Analysis (DMA) (215) method
and treats multipolar electrostatics up to octopoles. A more detailed descrip-
tion of the method is given in the next section.
4.3.2. The MTP force field
The foundation of the MTP force field lies in the accurateness for the description of
electron densities ρ(~r) in molecules obtained from electronic structure calculations.
First population analysis methods, capable of separating ρ(~r) into atomic electron
populations, only considered the charge population of spatial volume elements or
molecular orbitals (216). This information covers only point-charge descriptions cor-
responding to the first term in a multipole expansion or the Coulomb term in stan-
dard classical force fields (see Equation 4.7) (217, 218). A quantitative reproduction of
molecular multipole moments additionally requires the inclusion of higher multipole
moments into the population analysis (217). For MTP the molecular multipole mo-
ments are determined using DMA. It includes a partitioning of the electron density
in molecular orbital space and an integration of ρ(~r) over an appropriately defined
space for all desired multipole ranks.
The current implementation of the MTP incorporates interactions up to quadrupoles
for triatomic molecules of C2v-symmetry and up to octopoles for linear molecules.
The Coulomb interaction of a standard force field as described by the first term in
Equation 4.7 is replaced in MTP by a description of multipole expansion for a selected
number of molecules in the system. As an example, the electrostatic potential in MTP
including multipoles up to rank 2 (quadrupoles) on two atoms named a and b can be
written as
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where qa represents the charge of atom a, µkb is the direction k of the magnitude in
the dipole moment vector on atom b, and Θna is the element n of the quadrupole ten-
sor on atom a (219). Other arguments describe related parameters depending on their
indices. This representation can easily be extended by adding higher multipole ranks
to improve the electrostatic treatment of force fields. The versatility and robustness
of MTP has already been demonstrated for different molecular systems (220–223). In
these studies MTP successfully unravelled the conformational dependence of vibra-
tional shifts and frequency splittings of CO and water sensed in the electrostatic field
of condensed-phase environments.
4.4. Adiabatic reactive molecular dynamics
A major drawback of MD simulations using classical force fields is their limita-
tion to the description of conformational fluctuations or slow diffusional processes.
Nonetheless, chemical reactions like the formation and destruction of bonds or the
change of oxidation states are key factors in many chemical or biological processes.
The mentioned limitation arise from the fact that the number of terms describing
Vb(rb, θ,χ, φ) in Equation 4.2 remains fixed within one MD simulation and can not be
interchanged among each other. These terms incorporate the potential formulations
for bonds, angles and dihedrals as described in Equations 4.3 to 4.6. The addition
or subtraction of some of these components from Vb(rb, θ,χ, φ) would allow for the
study of chemical processes like bond formations and destructions. Furthermore, all
potential parameters describing the classical force field as shown in Equations 4.3 to
4.7 (i.e. kb,i, θ0,i, or qi) remain fixed during a running MD simulation. This disal-
lows, for example, for proper simulations of redox reactions and processes involv-
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ing changes in the equilibrium structural orientation (e.g. cis/trans isomerization).
ARMD describes an extension to standard MD simulations which allows to overcome
both of these limitations. Its robust, accurate and versatile application was previously
demonstrated on the rebinding dynamics of NO in Mb (224), conformational transi-
tions of the heme group in NgbH (225) and the oxidation of NO in truncated Hb (125).
The stepwise procedure of an ARMD simulation is described in more detail for a
bond formation reaction between atoms named A and B. A reduced representation of
the interaction between A and B for the bound and the unbound states can be given
by two individual potentials V1 and V2 depending on the distance rAB between the
two atoms as depicted in Figure 4.1. ARMD has the capability to define individual
E
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e
rg
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rAB
Δ
H1←2
V2
V1
crossing point
Figure 4.1.: Schematic representation of two potentials V1 and V2 representing bond-
ing and non-bonding interactions between two atoms A and B along
their displacement coordinate rAB. ∆ corresponds to the energetical gap
between V1 and V2 at their asymptotic limit. H1←2 is the activation en-
thalpy for a transition from V2 to V1 defined as the energy difference of
the potential minimum on V2 and the crossing point of V1 with V2.
force field parameters for V1 and V2. Furthermore, Vbond described in Equation 4.3
can be completely removed for certain atom pairs like for V2 in the current example.
To account for a possible bond dissociation the harmonic representation of Vbond in
Equation 4.3 can additionally be replaced by an anharmonic Morse potential VMorse
of the form:
VMorse = De,i(1− exp(−βi(ri − r0,i)))2 (4.13)
where r0,i is the equilibrium bond length, De,i is the dissociation energy and βi is
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the anharmonicity parameter. Figure 4.2 shows a schematical representation of the
1. Propagate 
    on V
2. V  < V
3. Restore previous
    coordinates
4. Mixing V  into V 5. Continue MD 
    on V
2
1 2
21
1
Figure 4.2.: Diagram showing the five steps taking place during an ARMD simu-
lation involving a transition between two potentials V1 and V2 along a
fictitious trajectory. The dashed line describes the duration m during
which V2 is slowly transfered into V1.
time course of an ARMD trajectory performing the described bond formation. V2
represents the potential on which the MD simulation gets initiated in case rAB is large
and V2 is expected to be energetically favored over the bound state V1 (step 1 in Figure
4.2). In each step of the ongoing simulation V1 and V2 are compared in terms of
their potential energy difference ∆ found in the asymptotic limit of each potential
(Figure 4.1). When A and B are approaching each other V2 starts to increase and
V1 is becoming more stable. At a close enough distance of rAB V1 and V2 cross each
other. In this case V1 becomes lower in energy compared to V2 (∆ < 0) and the ARMD
module halts the simulation (step 2 in Figure 4.2) to rewind coordinates and velocities
of the system for a user defined amount of timesteps m/2 (step 3). Subsequently, the
simulation is continued from this point (step 4) for m timesteps where V2 is replaced
by an intermediate potential V1←2 of the form:
V1←2 = V1
tanh(a(t− t0)) + 1
2
+ V2
(
1− tanh(a(t− t0)) + 1
2
)
(4.14)
where t is the current time, t0 is the time at which the crossing occurred and a is a
constant which is related to the chosen mixing time m. The functional form of V1←2
describes a smooth transition from V2 towards V1 within m timesteps which accounts
for an adiabatic process. After the convergence of V1←2 into V1 is completed, the MD
simulation is continued for the rest of the simulation time (step 5).
As already pointed out previously, classical force fields are mainly designed to repro-
duce the correct forces of the molecular system to accurately describe its dynamics.
Contrary to QM, MM force fields do not include a reference energy set to which the
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energy of the system can be compared with. In ARMD the demand for such a refer-
ence energy is strongly coming up as the difference of the potential energy ∆ between
the individual potentials is compared in each MD step. ARMD introduces an addi-
tional variable ∆1←2 which modifies ∆ between V1 and V2 to a meaningful magnitude
to circumvent the lack of a reference energy. ∆1←2 represents the potential shift be-
tween the two potentials which is, in every ARMD simulation, directly subtracted
from V2. Appropriate values for ∆1←2 can be iteratively fitted to the transition en-
thalpy H1←2 between V1 and V2 or free energies of activation ∆G‡ which are related
to experimentally accessible transition rates k by the transition-state-theory (226) over
∆G‡ = RT
(
ln
(
kB
h
)
− ln
(
k
T
))
(4.15)
where R is the gas constant, T the temperature, kB the Boltzmann constant and h the
Planck constant. The latter procedure was used in chapter 5 to describe the transition
between the different Ngb configurations NgbL, NgbH and NgbP.
The CHARMM force field describes dispersion interactions between two nonbonded
atoms i and j with a LJ 12-6 potential as specified in the second term of Equation 4.7.
Specifically for CHARMM, σij is defined as the sum of the individual van-der-Waals
radii σi and σj, and eij describes the root of the product of the atom related well-
depths ei and ej in the addressed equation. σij, which corresponds to the equilibrium
distance of the dispersion interaction, is usually fitted to unnaturally large values.
The reason for this overestimation is to prevent clashes between different tertiary
structure elements in a protein or at the interface of the protein. However, this form
of the potential and its parameters are generally too repulsive for the description
of an energetically favorable bond formation. To circumvent this problem, ARMD
implements the possibility to replace the potential form of the LJ interaction between
bond forming atom pairs, like A and B, by a specific potential of the form:
VLJA−B = eA−B
[(σA−B
r
)x − 2(σA−B
r
)y]
. (4.16)
This potential form allows to replace the LJ 12-6 function coming from the CHARMM
force field with a user defined LJ x-y function. x and y have to be defined uniquely
for all interactions describing a dissociable bond in a single ARMD simulation. eA−B
and σA−B can be assigned individually for each of these atom pairs and correspond to
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the depth of the potential well and the sum of the van-der-Waals radii between A and
B on the dissociated potential. For certain systems, too large values of σij can even
have an impact on an atom C which is constantly bound (on V1 and V2) to atom B and
therefore is connected to atom A over two bonds on V1. To obtain similar benefits for
the van-der-Waals interaction between A and C on V2 as for the interaction between A
and B through the introduction of the modified potential (Equation 4.16), the standard
CHARMM LJ potential acting between the former atoms on V2 is similarly replaced
by a potential of the form:
VLJ12−6 =
√
eCeA−B
[(
σC + σA−B/2
r
)12
− 2
(
σC + σA−B/2
r
)6]
(4.17)
where eC and σC are the general CHARMM force field LJ parameters for atom C and
eA−B and σA−B are described by the same parameters used in Equation 4.16. This
representation of the van-der-Waals interaction basically corresponds to the standard
CHARMM LJ potential where ei = eC, ej = eA−B, σi = σC and σj = σA−B/2. In this
way, the van-der-Waals interaction between atoms A and C experiences a similar but
weaker degree of scaling as the interaction between A and B which is replaced by
Equation 4.16. It assures that a smooth transition of the van-der-Waals interactions
between the non-bonding 1-2 and 1-3 interactions is still maintained in case σA−B is
getting significantly reduced over the sum of σi and σj of atoms A and B.
4.5. Force field parametrization
Previous CHARMM force field parameters for the heme prosthetic group were metal
and ligand unspecifically fitted (227, 228) and only crude assumptions were made for
hexacoordinated ligands (229, 230). The publications included in chapter 6 on hex-
acoordinated and photodissociated NgbCO made use of these force field parameter
set. However, for the study of explicit transitions and relaxations between different
heme configurations in Ngb as it is part of chapter 5, a more profound description
of the heme force field in the individual configurations (NgbP, NgbL and NgbH) is
desirable. For this, the heme parameter set was refitted in a consistent manner using
recent crystal structure information, data from normal-mode analysis extracted from
nuclear resonance vibrational spectroscopy (NRVS) and DFT calculations on heme
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model systems.
4.5.1. Heme prosthetic group
All QM calculations were performed using the Gaussian 03 suite of programs (231) on
a system consisting of a central iron(II)-porphyrin macrocycle with an iron-attached
imidazole representing the proximal histidine. On the distal site the cx model system
includes additionally CO in coordination distance to the iron and the bis-His system a
second imidazole molecule as a representative of the distal histidine (Figure 4.3). The
initial coordinates of the porphyrin ring and the proximal imidazole were taken from
the X-ray structure with PDB code 1W92. For the initial optimizations all in-plane
sidechains were removed and missing hydrogen atoms attached which correspond
to the core model system depicted in bold in Figure 4.3. The optimizations were per-
formed using the B3PW91 DFT functional (232) and the Los-Alamos National Lab
double-ζ effective core potential (233, 234) (LANL2DZ) on the iron inner-shell elec-
trons. All remaining electrons were described by a 6-31G(d,p) explicit basis. The
charge of every core system was set to zero. The minimum-energy spin-states of the
hexacoordinated cx and bis-His models is in both cases S = 0 whereas the electronic
configuration of the pentacoordinated CO unbound system is energetically lowest at
S = 2 (235). After the optimization of the core structure the heme sidechains were
attached as shown in Figure 4.3 and subsequently optimized on the HF/STO-3G level
keeping the previously optimized coordinates fixed.
Equilibrium bond distances and angles were extracted from recent high-resolution
ferrous heme X-ray structures embedded within globin folded proteins. Equilibrium
dihedral angles were only qualitatively analyzed as their main purpose in the force
field is to keep the porphyrin system planar (180° for eclipsed, 0° for staggered con-
formations). For each configuration the equilibrium coordinates were defined as the
mean from three such crystal structures: The pentacoordinated, dx-configured heme
system is represented by the structures with PDB codes 2DN2 (hemoglobin) (236),
1VXD (myoglobin) (84), and 1GDJ (leghemoglobin) (237). The cx heme coordinates
were averaged over PDB structures 1A6G (myoglobin) (85), 1W92 (neuroglobin) (143)
and 2DN3 (hemoglobin) (236). Structures with PDB codes 1Q1F (neuroglobin) (141),
2DC3 (cytoglobin) (149) and 2BK9 (hemoglobin) (150) all containing a bis-His config-
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Figure 4.3.: Lewis-structure representation of the model systems used for all ab initio
calculations in the parameterization procedures for the CHARMM force
field and the ARMD specific additions. The structure drawn in bold cor-
responds to the porphyrin core optimized for each heme configuration
individually using B3PW91/6-31G(d,p)/LANL2DZ. Atom names corre-
spond to the CHARMM atom type definitions expect for the charge as-
signments to atom type C of which the terminal C is specifically named
C(2). Hydrogen atoms, which are not shown, are generally of type HA
if not specifically defined in the text. Water molecules included to fit the
charges on the propionate groups according to the interaction energy
are shown in grey.
40
4. Theoretical Background
uration represent the statistical population for the corresponding heme configuration.
Table A.1, included in the appendix, summarizes the extracted average geometries
which were used as equilibrium values in the simulations for each specific heme con-
figuration. Geometries belonging entirely to the porphyrin sidechains and all geome-
tries including hydrogen atoms were adapted from Kuczera et al. (227). Atom names
used in Tables A.1 to A.4 and A.6 coincide with the ones in Figure 4.3. Hydrogen
atoms of the porphyrin-ring are all of type HA.
Bond, angle and dihedral angle force constants, which are unspecific of the heme con-
figuration, were converted from a normal-mode analysis deriving from recent nuclear
resonance vibrational spectroscopy (NRVS) data on an iron octaethylporphyrin sys-
tem (238). The complete list of force constants is divided into a section which is com-
mon to all three heme configurations (Table A.2) and two parts dealing with the iron
modes differing for each configuration and the dihedral torsions involving hydrogen
atoms (Tables A.3 and A.4). Modes involved in the penta- and hexa-coordination
of the iron-porphyrin which are not available from the NRVS normal-mode analysis
(238) were partly adapted from a previous fit to DFT data (239), fitted to DFT fre-
quency calculations on the models and methods described above, or copied from the
standard CHARMM force field parameter set for imidazole substituted species. Di-
hedral torsional modes within the porphyrin ring-system were applied instead of im-
proper torsional modes used in the previous parametrization of Kuczera et al. (227).
Therefore, a comparison of the present torsional parameters with the ones from Kucz-
era is excluded from Tables A.3 and A.4. Another significant difference regarding the
torsional treatment between the current and Kuczera’s parametrization is the defi-
nition of the periodicity n of the porphyrin attached substituents. Kuczera set the
multiplicity n of these torsional modes to 2 which retains the substituents in-plane
compared to the porphyrin. In contrast, most X-ray structures of porphyrin systems
(238) and of the heme prosthetic groups in globins (84, 85, 141, 149, 150, 236, 237)
show a staggered conformation of substituents. Accordingly n is set to 6 for these tor-
sions (see Tables A.2 and A.3) which allows the substituents to obtain a staggered 30°
orientation. Specific modes influencing the iron in-plane & out-of-plane stretching-
and bending-modes were individually fitted for each of the three heme configura-
tions individually by iteratively changing the involved force constants until the iron
normal-mode frequencies calculated by CHARMM’s VIBRAN interface were in good
agreement with NRVS (240, 241) and Raman data (242). Table A.5 shows a com-
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parison of experimental and CHARMM fitted frequencies having the strongest iron
normal-mode contributions.
Charges were derived from Mulliken population analysis individually calculated for
each QM optimized model. Following the CHARMM parametrization protocol (243)
the charges at all nonpolar hydrogens of the heme prosthetic group were set to 0.09 e
by transferring the excessive positive Mulliken charge into the adjacent carbon atoms.
Charges on equivalent atom types were averaged. As the CHARMM force field is op-
timized for MD simulations together with the TIP3P water model (244) the charges on
the polar propionate sidechains were redistributed to fit the B3PW91/6-31G(d,p) in-
teraction energy with coordinating water molecules. A water molecule was placed in
coordination distance of each propionate sidechain (see Figure 4.3) and subsequently
optimized on the B3PW91/6-31G(d,p)/LANL2DZ level of theory keeping all remain-
ing coordinates fixed. The interaction energy was computed from the energy differ-
ence between the model-systems incorporating the water molecules and the sum of
energies of the separated species. The final charge assignment listed in Table A.6
and obtained by fitting the CHARMM force field to this interaction energy resulted
in heme-water interaction energies between −38.37 to −38.55 kcal/mol. This cor-
responds to a difference to the corresponding DFT interaction energy of less than
0.24 kcal/mol.
LJ parameters describing the Van-der-Waals interaction were entirely adopted from
the parametrization of Kuczera et al. (227) expect for the atoms involved in ARMD
bond dissociation and formation to and from the dx-heme states. The parametriza-
tion of the latter is described in the next section.
4.5.2. ARMD specific parameters
For the ARMD studies discussed in section 5.5 the CHARMM force field standard
harmonic bond terms of the FE-CM bond in NgbL and the FE-NR2 coordination
in NgbH were replaced with Morse potentials as described in Equation 4.13. Pa-
rameters for r0, De and β were in both cases obtained by a fit to unrelaxed DFT
scans (B3PW91/6-31G(d,p)/LANL2DZ) along the dissociation coordinates (FE-CM
and FE-NR2) of the corresponding models shown in Figure 4.3. The resulting poten-
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tial of the bis-His elongation scan is shown in Figure 4.4A together with the derived
Morse potential VHisMorse. The fitted parameters r
His
0 , D
His
e and βHis are included in Table
A.7. Initial ARMD calculations of the CO rebinding in NgbP applying a Morse po-
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Figure 4.4.: Description of the fitting procedures for VHisMorse (A) and V
CO
Morse (B) de-
scribing ARMD bonding interactions between Fe-His64 and Fe-CO.
Black: Total potential obtained from the DFT scan. Blue: CHARMM
non-bonding potential along the structures of the DFT scan. Green: Dif-
ference of the total DFT potential and the CHARMM non-bonding po-
tential. Red: Fitted Morse potential to the black (A) and green (B) curve,
respectively. Orange: Potential calculated by the complete CHARMM
force field incorporating the fitted Morse function.
tential VCOMorse for the FE-CM which was correspondingly fitted to the related ab initio
potential (black curve in Figure 4.4B) resulted in chemically unreasonable rebind-
ing events at rather long FE-CM distances (' 3.5 Å). A closer look at the energetic
contribution of the CHARMM non-bonding interactions along the scanning coordi-
nate revealed a strong repulsive contribution related to the non-bonding CHARMM
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potential Vnb. Vnb includes all non-bonding interactions which are at least three ad-
jacent bonds away from each other (blue curve in Figure 4.4B). The ab initio potential
represents the total potential V which is, in the CHARMM force field, split into the
bonding contribution Vb and Vnb (see Equation 4.2). For this reason, the subtraction
of Vnb from V, the total ab initio potential, should result in a partial potential repre-
senting only the contribution from Vb (green curve in Figure 4.4B). Refitting VCOMorse to
this potential (red curve in Figure 4.4B) resulted in the Morse potential parameters
rCO0 , D
CO
e and βCO included in Table A.7. Compared to a direct fit to V, DCOe becomes
more than twice as large after subtracting the CHARMM non-bonding contribution.
This discrepancy is the main factor preventing the system to perform CO rebindings
at absurd distances.
LJ potential parameters between the bond-forming atoms for the transition from
NgbP to NgbH and NgbL were fitted in a similar procedure as VCOMorse described above.
The interaction of CO and His64 with a dx heme model from Figure 4.3 were calcu-
lated using the same DFT method and basis sets. Initial geometries of the model
system atoms correspond to the optimized structure in the pentacoordinated state
(S = 2) which has the iron atom in a domed out-of-plane conformation. Potentials
shown in brown in Figures 4.5A and B represent LJ 12-6 functions for the FE—NR2
(4.5A) and FE—CM (4.5B) van-der-Waals interaction with eij and σij taken from the
standard CHARMM force field parameter set (227, 243). The DFT computed poten-
tials V from the model scans are shown in black. Both, the equilibrium distances and
the well-depths in this potentials look drastically smaller from visual inspection. The
potential well from the CHARMM force field starts to rise at ≈ 0.25 and ≈ 0.5 Å
longer FE—NR2 and FE—CM distances compared to the ab initio scanned potential
V. The blue curves in Figures 4.5A and B correspond to non-bonding CHARMM po-
tentials Vnb calculated on the model structures including all non-bonding interactions
of the systems expect the LJ interaction between FE and the distal NR2 and between
FE and CM, respectively. These potentials were subtracted from V (shown in green
in Figures 4.5A and B) to obtain the quantum-mechanical contributions only related
to the van-der-Waals interaction between FE—NR2 and FE—CM. The red curves in
Figures 4.5A and B are fitted LJ 7-5 functions according to Equation 4.16. Their pa-
rameters which were used on the NgbP are listed in Table A.7.
Rate constants for the dissociation and rebinding of CO and distal His64 were de-
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Figure 4.5.: Description of the fitting procedures for the modified non-bonding Van-
der-Waals VLJ7−5 potentials described by Equation 4.16 between FE—
NR2 of His64 (A) and FE—CM of CO (B). Brown: Standard CHARMM
LJ potentials. Black: Total potentials obtained from the DFT scan in the
model systems. Blue: CHARMM non-bonding potential for the same
structures excluding the LJ interactions between FE—NR2 and FE—CM,
respectively. Green: Difference of the black and blue potentials. Red:
Fitted LJ 7-5 potentials to the green curves. Orange: Potentials calcu-
lated by the complete CHARMM force field incorporating the modified
LJ functions.
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termined in several experimental studies (129, 154, 157). Therefore, meaningful
ARMD potential energy differences between the dx and cx heme configured poten-
tials (∆NgbP←NgbL) and the dx and bis-His states (∆NgbP←NgbH) were estimated by fit-
ting the free energies of transition ∆G‡ iteratively to the experimental rate constants
kCOoff , kCOon , kHisoff and kHison using Equation 4.15. The parameters (∆NgbP←NgbL) and
(∆NgbP←NgbH), obtained in this way, are listed in section 5.5 together with a discussion
on the derived free energy profiles describing the bi-phasic ligand rebinding compe-
tition in photolyzed NgbCO.
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"When you were bravest, sir, and your sword sharpest, I durst affront you, you know I durst;
when the court sun gilded you, and every cry was, The young hopeful Pedro, Alonso’s
sprightly son! then I durst meet you, when you were master of this mighty fame, and all
your glories in the full meridian. Had we then come to competition, which I often sought–"
John Philip Kemble, The Pilgrim, 1787
The published work on Ngb which is included in chapter 6 studies the dynamical
fluctuations of NgbCO or photodissociated NgbCO individually which corresponds
either to the NgbL or the NgbP configuration. In this chapter, additional simulations
from unpublished studies on the relaxation dynamics occurring during the configura-
tional transitions between NgbP and NgbL or NgbH are presented. The initial section
of this chapter describes the computational methods for these simulations. Subse-
quently, the results are discussed in more detail.
One set of simulations looks into the details of relaxational transitions invoked by the
His64 dissociation from NgbH and its gradual conversion to the NgbP configuration.
Specific features which were looked at in these simulations include the heme-sliding
process suggested from X-ray structure comparisons (141, 143), the rearrangements
of the cavity network, the influx of water molecules from the bulk into the internal
protein cavities and the rearrangement of the Tyr44 residue which is under equilib-
rium conditions coordinated to the heme group. Furthermore, relaxational differ-
ences found between mNgb and hNgb are discussed and put into relation with ex-
perimental observations. The last section of this chapter looks at the energetical pro-
files for the rebinding competition of NgbH with NgbL in the NgbP state, compares
them to experiment and shows how NgbP can be stabilized over NgbH in the absence
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of an exogenous ligand.
5.1. Methods
5.1.1. Computational preparations
All MD simulations were carried out with the CHARMM suite of programs (245)
and the CHARMM22 force field (243). hNgb was generated from monomer D of the
NgbH crystal-structure with PDB code 1OJ6 (140). Cys46 and Cys55 which are re-
placed in 1OJ6 by serines were reintroduced including the connecting disulfide bond.
mNgb is built on the X-ray structure of mNgbCO (PDB code 1W92 (143)). Missing
H-atoms were added to both systems. The current study includes the bis-His con-
figuration which makes the presence of a neutral His64 side chain protonated on the
Nδ atom a prerequisite and was therefore explicitly assigned in both Ngb species.
Positions of all remaining hydrogens were chosen by CHARMM’s built-in HBUILD
algorithm (245). Both proteins were solvated in a preequilibrated periodic TIP3P wa-
terbox with dimensions 41× 61× 56 Å3. After solvation hNgb consists of 2444 protein
atoms and 4276 water molecules and mNgbCO of 2465 protein atoms and 4269 wa-
ters. All hydrogens in the systems were minimized for 500 steps with the steepest
descent method and another 1000 steps with the Adopted Basis Newton-Raphson al-
gorithm. The same procedure was repeated for all water molecules in each system
and in hNgbH additionally for residues 44 to 58 which build up the CD loop includ-
ing the Cys46 to Cys55 disulfide bond. After heating both proteins from 20 to 300 K
for 40 ps and equilibrating for an additional 100 ps at 300 K, the Cα atom RMSD in
hNgbH converged to 1.3 Å compared to the initial crystal structure. In mNgbL the
same RMSD converged to 1.5 Å compared to the X-ray structure it derives from.
Pentacoordinated structures of hNgb and mNgb (hNgbP & mNgbP) were generated
by either removing the covalent bond between Ne of His64 and Fe of the heme pros-
thetic group in the equilibrated structure of hNgbH or by deleting the CO molecule
in equilibrated mNgbL. Both pentacoordinated proteins were further equilibrated at
300 K for 150 ps each. After this the RMSD for the Cα atoms was 1.1 Å for hNgbP
(compared to the bis-His equilibrated structure) and 1.5 Å compared to the crystal
structure. The mNgbP equilibrated structure shows a backbone Cα RMSD of 1.1 Å
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compared to the previously equilibrated NgbCO structure and of 1.2 Å compared to
the initial X-ray geometries.
mNgbH used for the His64 dissociation simulations was generated by introducing
a harmonic potential between Ne of His64 and the iron atom of the heme group.
After an initial 500 step steepest descent and a subsequent 1000 steps Adopted Basis
Newton-Raphson minimization of the entire protein, followed by 40 ps of heating
from 20 to 300 K, the system was equilibrated at 300 K for 250 ps. The Cα RMSD of
this structure is 1.1 Å compared to the equilibrated mNgbP and 1.4 Å relatively to the
crystal structure. Similarly to this procedure, equilibrated systems of V109L, V109F
and V109W mNgbH were generated starting from mNgbP by replacing the Val109
side chain by the one from the corresponding mutant prior to minimization, heating
and final equilibration.
5.1.2. Bis-His dissociation dynamics
Initial structures for ten independent 10 ns MD simulations of a bis-His dissociation
in hNgbH and mNgbH were collected after every 100 ps of a 1 ns NPT simulation for
each system at 300 K and 1 bar. The dissociation was initiated by running short (100
fs) trajectories having the bond and angle energy terms between the Ne atom of His64
and the heme iron replaced by a repulsive potential of the form VDiss = αr12e r−12
where re is the equilibrium bondlength of the two atoms and α was set to an empir-
ical value of 10 kcal/mol. Subsequently, the standard nonbonding potential energy
terms were introduced for the remaining simulation time. For a comparison, 5 ns
simulations of hNgb with a broken Cys46-Cys55 bond were calculated from the equi-
librated hNgb structures including the disulfide bond.
5.1.3. Umbrella sampling simulations
All umbrella sampling simulations were carried out starting from fully equilibrated
systems as described above. In simulations involving unbound CO, the electrostatic
interactions were treated with a well tested three-point fluctuating charge model to
more accurately capture the protein-ligand interactions (103, 117). Furthermore, the
CO bond was treated with a spectroscopically accurate rotational Rydberg-Klein-Rees
potential (246, 247). Umbrella sampling windows along every distance dependent
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reaction coordinate (see below) are separated by 0.1 Å from each other and each win-
dow was sampled for 50 ps from NVT MD simulations. To every sampling win-
dow a harmonic restraining potential of the form Vumb = kumb(r − rumb)2 was ap-
plied where kumb is the umbrella force constant, r the sampling coordinate and rumb
the equilibrium coordinate of the potential. kumb was varied in the range of 5 to
350 kcal/mol Å2. Transitions between NgbH to NgbP and between NgbL to NgbP
were treated by ARMD. The reaction coordinate for the former transfer was defined
by the His64 Ne to heme iron distance r1 (see Figure 3.2) and for the latter transition
by the heme iron to CO center-of-mass distance r2. The data from individual simula-
tions were combined with a weighted histogram analysis (248).
Umbrella scans describing the separation of Tyr44 from its heme propionate hydro-
gen bond coordination (see Figure 3.1) were performed along the distance rO−O de-
fined as the Tyr44 oxygen OH to the heme propionate oxygen O1A, starting from
a hydrogen bonded conformation. Individual free energy profiles obtained from
consecutively elongated 50 ps MD simulations were subsequently combined with
weighted histogram analysis.
5.2. Heme sliding
This section analyzes the heme-sliding process in terms of the average coordinate
fluctuations from each set of ten individual 10 ns MD simulations and 5 ns for hNgb
having a broken disulfide bond when the bis-His coordination of the equilibrated
structure gets disrupted. The structural rearrangements of the heme prosthetic group
are in the following compared along its surface normal~n (Figure 5.1A) and the angle
γ between the distal E– and proximal F–helices (Figure 5.1B). Time series discussed
in the following were extracted from structures aligned to the Cα atoms of the protein
backbone before the bis-His dissociation was initiated (NgbH). Figure 5.1C shows the
averaged time series of ∆nzt which is the z-component n
z
t of ~nt relative to its initial
NgbH position nz0. Relaxation times for this coordinate differ strongly between mNgb
and hNgb. While mNgb shows an initial relaxation following His64 dissociation al-
ready after 800 ps by returning more into the proximal site (−0.29 Å) the same process
takes twice as long in hNgb with the disulfide bond. In the same time frame, hNgb
with a broken Cys46-Cys55 bond, closely follows the relaxation behavior of mNgb.
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Figure 5.1.: A: Illustration of the heme rearrangements related to the heme plane
normal~n before (blue, ~n0) and at time t after the His64 dissociation (yel-
low, ~nt). B: Superimposed structures of mNgbH (blue) and mNgbP (yel-
low, taken after 10 ns of simulation). The angle γ represents the scalar
product of the two vectors described by helices E and F. C: Evolution
of the z-component displacement ∆nzt at the current position n
z
t relative
to its initial NgbH-magnitude nz0. A negative value describes a heme
movement towards the proximal site and a positive towards the distal
site. D: Evolution of the scalar product of ~n0 and ~nt. E: Evolution of the
scalar product between the vectors defining the orientation of helices
E and F. Each timeseries represents an average over the ten individual
ones of mNgb shown in green, hNgb with Cys46-Cys55 bond shown in
red and hNgb with broken disulfide bond in black. Left: Complete 10
ns representation, right: Detailed view on the first 50 ps.
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This behavior suggests that the difference in the relaxation time of the initial heme
movement towards the proximal site is predominantly caused by the presence or ab-
sence of the disulfide bond. Subsequently, for all three systems, the heme plane slides
more slowly into the proximal site until it reaches ∆nzt = −0.3 Å at 3.7 ns after which
it exhibits a different behavior again. The relaxation of ∆nzt in mNgb is finished in the
beginning of the second half of the simulation and fluctuates at≈ −0.33 Å whereas in
the same time window hNgb, having a disulfide bond, relaxes further down into the
proximal site and stabilizes at ∆nzt ≈ −0.55 Å. This suggests that Cys46-Cys55 bound
hNgb is able to offer a larger volume to the distal site cavity. On the ps timescale
(right hand graph of Figure 5.1C) the heme plane in both proteins advances the prox-
imal site (∆nzt ≈ −0.2 Å) within 1 ps. After 5 ps the vertical displacement of the heme
group in both hNgb systems is relaxing again to its initial position. In mNgb this back
drift is more strongly pronounced reaching a position of ∆nzt ≈ +0.1 Å.
The angular displacement of ~nt at time t relative to the initial orientation ~n0 is plot-
ted in Figure 5.1D in terms of its scalar product. mNgb and hNgb both experience
a roughly periodic motion along this coordinate which is almost in phase between
each other showing a minimum at ≈ 1100 ps and ≈ 3600 ps. The frequency of this
oscillating motion lies around 0.4 GHz. After 5 ns these periodic fluctuations are
nearly absorbed by the environment which likely correlate with the convergence of
the vertical heme movement in Figure 5.1C. The main difference between mNgb and
hNgb (with and without Cys46-Cys55 bond) is the average angle α to which the two
systems converge to. mNgb reorients by roughly 2° more strongly compared to its
initial orientation than both species of hNgb do. The initial relaxation of α takes place
within ≈ 10 ps in all three analyzed proteins (right graph of Figure 5.1D). The fact
that the angle α relaxes similarly in both hNgb systems and on every timescale (ps
and ns) suggests that the angular reorientation of the heme sliding process is con-
trolled by characteristics unrelated to the Cys46-Cys55 bond. Figure 5.1E shows the
evolution of γ(t) between helices E and F. In the initial NgbH configuration, γ(0) be-
tween mNgb and both hNgb differs by ≈ 5°. γ(0) in hNgbH is constraint to ≈ 31.2°
independently from the presence or absence of the disulfide bond, whereas in mNgb
the angle is smaller (γ(0) = 26.3°). During the transition from the NgbH to NgbP state
γ relaxes to similar amplitudes of ≈ 34° in disulfide broken hNgb as well as mNgb
within ≈ 1 ns. On the other hand, Cys46-Cys55 bound hNgb converges to γ ≈ 31°
after around 2 ns of His64 dissociation.
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The two crystal structures from which the heme-sliding motion was originally sug-
gested (Figure 3.1) (143) show γ angles which are in the same range as found in the
present relaxation of mNgb. In the metNgb X-ray structure of mNgb (PDB code 1Q1F)
which corresponds to the NgbH configuration, γ captures an angle of 28° which dif-
fers by less than 2° from the MD equilibrated mNgbH value. The NgbCO crystal
structure (PDB code 1W92) has a angle γ of 35° which is only 1° larger compared to
the 10 ns relaxed γ angle of mNgbP. The heme related coordinates ∆nz and α differ
more strongly between the two X-ray structures than observed from the relaxations
in the 10 ns MD simulations. In the mNgbCO crystal structure ∆nz is −0.91 Å com-
pared to the metNgb one and cos(α) lies at 0.96. These differences in the reorientation
between the crystal structure from metNgb to NgbCO and the MD simulations de-
scribing the transition from the NgbH to the NgbP state most likely arise from an
additional contribution of the bound CO ligand in the heme slidden X-ray structure.
The inclusion of CO can therefore be expected to introduce steric interactions on top
of the NgbP configuration leading to a continuation of the heme sliding motion. Fur-
ther MD simulations would be needed to verify this proposition and to estimate the
timescale of this process.
5.3. Cavity evolution
5.3.1. Docking site expansion
From every 10 ns NgbH dissociation MD simulation structures of mNgb and disulfide-
bonded hNgb were extracted every 100 ps. Protein cavities in each of these structures
were identified using the SURFNET suite of programs (249). The pocket network was
divided into six different cavities which are indicated in Figure 3.3. It follows a simi-
lar docking site network description for Ngb as already discovered in the publication
included in section 6.1. The evolution of each individual volume (VB′ , VB′′ , VC, VD, VE
and VF) and the total cavity volume Vtot over time is shown in the upper and center
graphs of Figure 5.2. The lower graph shows the relative changes in volume over
time compared to the initial volume V(0) for the cavities which are closest to the bulk
site and therefore are expected to be most strongly involved in the absorption of ex-
ternal ligands like CO, O2, or H2O. In the initial bis-His state of mNgb Vtot increases
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Figure 5.2.: Averaged evolution of individual cavity volumes after His64 dissocia-
tion for mNgb (solid lines) and hNgb (dotted lines). Top and center
graph: Absolute volumes, Bottom graph: Volume relative to the initial
NgbH configuration. Green: VB′ , yellow: VB′′ , red: VC, blue: VD, purple:
VE, orange: VF, black: Vtot.
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from 332 Å3 within≈ 1.2 ns to 430 Å3 where it roughly resides for the remaining sim-
ulation time. The equivalent volume Vtot(0) of hNgb is 480 Å3. Contrary to mNgb
Vtot(t) does not relax significantly and allocates an average volume of ≈ 480 Å3 over
the complete 10 ns of dissociated MD. Vtot calculated inhere is ≈ 100 Å3 larger com-
pared to the reported volumes of the crystal structures (141, 143). This discrepancy
derives from the fact that the docking sites which are located in the CD-loop region
(pocket F) are an integral part of the current analysis, whereas the interpretation of
the X-ray structure volume contributions in this region were not considered previ-
ously. Inspection of VF for mNgb and hNgb shows that it accounts roughly for the
100 Å3 overestimation of Vtot compared to the crystal structure. Docking site F has a
large influence on the water intake into the protein, as shown in the next section, and
therefore is regarded to be crucial for the solvent and ligand diffusion from and into
the protein. Individual volumes which contribute most strongly to the total difference
in the intial NgbH states of mNgb and hNgb are VE and VF. Additionally, the volume
of both cavities is constantly larger for hNgb over the complete 10 ns simulation. The
rapid volume increase in mNgb originates mainly from VB′ , VC, VE, and VF. In hNgb
the only cavity which shows a significant change of volume over time is the primary
docking site B” which increases by a factor of 3 to 4 compared to VB′′(0). This pocket,
which is adjacent to the heme iron atom, is regarded as the ligand rebinding site and
can therefore be expected to have the strongest influence on the ligand coordination
kinetics.
Differences in cavity sizes and evolution between mNgb and Cys46-Cys55 bound
hNgb can also be identified from structure. Figure 5.3 shows averaged cavity den-
sities at 0, 2 and 10 ns after the initiated His64—Fe disruption. In hNgb the most
strongly noticeable change is a dilution of site F (orange isosurface in Figure 5.3). The
pocket is more open to the protein surface compared to mNgb and shows a stronger
population near the protein surface. After the disruption of His64 site F expands (2
ns) and its high density isosurface (shown in white) moves closer towards the pro-
tein surface (10 ns). The same space in mNgb is only sparsely populated at 0 ns and
gains only little density during the 10 ns relaxation. Similarly, the primary docking
site B” (yellow) shows only smaller changes in mNgb over time which also agrees
with the evolution of VB′′ in the lower graph of Figure 5.2. In hNgb the same docking
site shows a remarkable increase of VB′′ of the factor of three. It expands towards site
F and its density rises in the region near the heme plane propionates. The volume
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Figure 5.3.: Collection of snapshots showing the individual cavity population den-
sities in mNgb and Cys46-Cys55 bound hNgb for 0, 2 and 10 ns after the
His64 dissociation. The isosurfaces describe individual volumes as rel-
ative population densities identified from the total of ten independent
trajectories of each protein. The outermost isosurface of each cavity is
color-coded as labeled in Figure 5.2 and encloses the total volume of
each docking site. White: 50 %, blue: 75 %, color-coded: 100 % popula-
tion density.
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VE which is larger in hNgb compared to mNgb is more expanded in each timestep as
shown in Figure 5.3.
Figure 5.4 shows the population density distribution of the total volume Vtot for
mNgb and hNgb. The NgbH configuration at 0 ns indicates a stronger overall cavity
density in the CD-loop region of hNgb compared to mNgb as already postulated for
the individual population density of site F between the two proteins. Furthermore, it
becomes apparent from this unified representation of the internal cavity density that
the regions of docking sites B’, B”, E and F are more strongly interconnected in hNgb
than in mNgb. In mNgb the population densities look more concentrated after 2 and
10 ns of His64 dissociated dynamics. Regions showing a high total density (white
isosurfaces) are only found in site E and B’, and in the snapshots at 10 ns also in B’.
In return, the volume occupying site C (red cavity in Figures 3.3 and 5.3) has a higher
total density in mNgb compared to hNgb. This is indicated by the appearance of the
blue isosurfaces in this region of mNgb which are missing for hNgb.
5.3.2. Water population
The accessibility of docking sites within a protein is not only determined by their
size and shape but also by their connectivity and hydrophobicity. In the following
the fluctuation of the water occupancy over the complete 10 ns His64 dissociation
MD simulations of mNgb and disulfide bound hNgb were analyzed to estimate how
rapidly and to what extent the different cavities in Ngb are populated by external
ligands. Figure 5.5 shows the sum of water molecules over all ten individual simula-
tions found in each docking site of mNgb and Cys46-Cys55 bound hNgb.
None of the 20 different 10 ns trajectories initially have water molecules at sites B’
or B”, which are occupied by the iron-bound His64 side chain. After ≈ 500 ps of
His64 dissociated dynamics the two sites start to get populated. Pocket B’, which is
buried more deeply inside the protein structure, shows a maximum population of
two waters in mNgb over the sum of ten trajectories. In hNgb B’ is even less fre-
quently occupied (1 water/10 trajectories). B” is generally more attractive to water
than B’. The total population rises to 8 water molecules within 2.5 ns for hNgb and
7 water molecules within 4 ns for mNgb. Subsequently, the B” population of hNgb
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Figure 5.4.: Collection of snapshots showing the total cavity population densities of
mNgb and hNgb at 0, 2 and 10 ns after the His64 dissociation. The iso-
surfaces describe the combined docking site volume Vtot as the relative
population density of the total of ten independent trajectories for each
protein. White: 25 %, blue: 66 % and grey: 100 % population density.
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Figure 5.5.: Total amount of water molecules within each of the identified Ngb dock-
ing sites (Figure 3.3) along the ten individual 10 ns MD simulation of
mNgb and hNgb. Green: mNgb timeseries, red: disulfide bound hNgb
timeseries.
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remains stable and fluctuates between 0 and 7 water molecules for the remaining sim-
ulation time with a periodicity of ≈ 2.5 ns. This strong fluctuation is an indication of
a very fast water transition to and from this docking site. On the other hand, water
molecules in the B” pocket are getting slowly but continuously accumulated after the
His64 dissociation as the occupation rises almost linearly up to 10 ns where a total
amount of 13 water molecules are located within B”.
Sites C and D show only minor water population. In mNgb a maximum of two wa-
ter molecules reach site C and remain there for ≈ 500 ps before leaving the pocket
again. In hNgb site C does not get populated by water at all. Site D in mNgb and
hNgb gets occupied by water molecules only for very short periods of time (≤ 3 ps).
It is indicative that site D has no or only a weak affinity for polar particles. In fact,
both pockets (C and D) have hydrophobic methionine residues in immediate vicinity
(Met69 in docking site C, Met144 in docking site D).
Site E (Xe2 & Xe3) is moderately occupied in both proteins already from the begin-
ning of the His64 dissociation due to the large size of this cavity which allowed to
accumulate water already within the heating and equilibration phase of the NgbH
configurations. After ≈ 500 ps up to four water molecules occupy this pocket in
mNgb occasionally. The rise originates from a number of water transitions between
site E and sites C and D. After 2 ns the H2O population drops down again to the
range of 0 to 2 molecules by irrevocable water transfers into site C and subsequently
into sites B’ and B” which can be seen in the corresponding graphs of Figure 5.5. The
water population of site E in hNgb remains stable over the complete simulation time
and fluctuates in the same region. Differences in the H2O population of sites C, D
and E and transitions between these pockets for mNgb and hNgb is likely related to
the more pronounced relaxations of the interhelical angle γ between helices E and F
in mNgb (Figure 5.1E) compared to hNgb. The stronger tertiary structure rearrange-
ments might be used to absorb water molecules more effectively in certain cavities.
Site F (CD-loop) in hNgb incorporates two water molecules in total prior to the E7-
His dissociation. The population increases to six waters after 500 ps of dissociated
MD. After 3800 ps a maximum of nine waters occupy the cavity which is nearly one
water per protein. The same cavity in mNgb remains empty until 800 ps of His64
dissociation. After that, the water occupation increases only slowly until it reaches a
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maximum of six molecules after 8500 ps of simulation. These observation coincides
with the bigger cavity volume of site F in hNgb compared to mNgb as identified
above.
5.4. Solvent influx and the role of Tyr44
5.4.1. Water accessibility to the heme active site
To identify from which directions the water molecules preferably enter the rebind-
ing environment B’ and B” the two 10 ns bis-His dissociation trajectories with the
strongest amount of water occupation in these sites for mNgb and disulfide bound
hNgb were analyzed with the program Hop (250). The software identifies regions in
the protein-bulk interface and inside the protein which show a high density of water
molecules and separates these sites from the less dense bulk site region in a subse-
quent step.
Figure 5.6A shows two Cα aligned structures of mNgb (green) and Cys46-Cys55
bound hNgb (red) together with a network of specific high water density sites which
connect the distal site cavity of the protein with the bulk in a most direct way. The
water density sites between the two proteins are located at different positions. While
in mNgb the water network starting in the vicinity of the heme leaves the active site
preferentially via a channel directing towards the E-loop, the water density map in
hNgb has most of its concentration located between the C- and F-helices. The same
region in mNgb is occupied by the sidechain of Tyr44 and therefore blocks water in-
flux from this side. Due to the presence of the disulfide bond in the CD-loop of hNgb
Tyr44 aligns closer to the E-helix.
A more detailed picture on the connectivity between the different high water density
sites is shown in Figures 5.7A and B for mNgb and in Figures 5.7C and D for hNgb.
For each protein the sites are individually ordered by Roman numerals starting with
the water site I located in the primary pocket B” of the heme and progressing towards
the bulk site. As these water sites do generally not overlap between the two proteins
they are compared independently. Figures 5.7B and D show the transitions between
all identified water density sites together with the exchange rates between those from
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Figure 5.6.: A: Water density hopping networks reaching into the heme cavity con-
structed from one 10 ns bis-His dissociation MD simulation each for
mNgb (green) and Cys46-Cys55 bound hNgb (red). For a comparison
of the two proteins, the densities are plotted on top of the backbone Cα-
aligned protein structures. B: The same water density networks shown
from inside the heme cavity. All 10 final structures of the Tyr44 sidechain
are shown for both proteins individually in their corresponding color-
code. The structures were aligned according to the superimposition of
all heme prosthetic groups.
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Figure 5.7.: A: Detailed representation of the water density network discovered for
mNgb. Densities are ordered according to the vicinity to the heme cavity
using Roman numerals. B: Scheme of the water densities from A show-
ing the interconnection between the different sites together with the cal-
culated transition rates in s−1. Transitions from the bulk site showing a
large rate (> 100 s−1) are indicated in dashed lines. C: Same as A but
for Cys46-Cys55 bound hNgb. D: Same as B but for Cys46-Cys55 bound
hNgb. Transitions from the bulk into the specified sites showing a large
rate (> 200 s−1) are indicated in dashed lines.
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exponential fits to the site survival function
Sji =< Θ(tij − t) > (5.1)
where i and j correspond to two connected water sites. These hopping networks look
rather complex with up to seventeen possible transitions to and from a specific site.
For simplicity the following discussion focuses only on those transitions showing
large exchange rates of > 1000 s−1. As suggested above, the water influx towards the
heme prosthetic group in mNgb (Figure 5.7B) origins mainly from water sites which
are located near the E-helix on top of the heme plane. The fastest ingestion of bulk
waters were found at sites IV (136 s−1) and IX (115 s−1). From both sites the migration
occurs predominantly towards the heme plane with the largest rates found from site
IV to III (2718 s−1) and subsequently from III to II (1997 s−1). The last hop into site I is
drastically slower (14 s−1) but irreversible in return. As the location of water density
I corresponds to the one of the binding site B” (Figure 3.3) the slow but continuous
aggregation of H2O molecules in this pocket (Figure 5.5) can be linked to the only
weakly reversible (from III) water transfer into I. The same analysis for hNgb (Figure
5.7D) looks slightly more complex. Bulk water preferentially enters the water density
network at sites VI (226 s−1), IX (227 s−1), X (308 s−1) and XII (213 s−1). The whole
network can roughly be divided into one region located above, one below and one
in plane with the heme rebinding site. These regions all intersect in density site VI
which is located in hydrogen bonding distance to one of the heme propionates. Most
of the densities of the lower region tend to have a large water hopping frequency into
site VI and also among each other in contrast to the upper region where most of the
transitions are rather slow. The only significant contributions to the water exchange
rate from the upper region into site VI are from XI (1532 s−1) and IX (1055 s−1). In
addition, almost every reversible transition found in the upper region has its equilib-
rium on the site which is closer to the bulk and pointing away from site VI. The last
steps of water influx in hNgb is dominated by hops from site VI to V or III, site VII
to VI and site IV to III. Finally, the water transfers from III to II or I which are both
located within the primary docking site of the protein.
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5.4.2. The role of Tyr44
The analysis of the water hopping network into the rebinding site B” of Ngb dis-
cussed in the previous section revealed distinct differences in the hopping channels
for mNgb and disulfide bound hNgb. Water density VI takes on an important role in
the water transfer process of hNgb as it serves as the central connection between the
solvent shell waters on the protein surface and the water densities V and III directing
towards site B” (see Figure 5.7D). Site VI is located next to one of the heme propionate
sidechains which attracts water molecules due to its negative charge. In mNgb a high
density of water molecules was similarly detected near the same heme propionate
group. In contrast to hNgb it shows no contribution to the water hopping network
pointing into the heme cavity and therefore its presence was neglected in Figures 5.6
and 5.7A and the related discussion. In the following, the lack of contribution of this
water density site in mNgb will be explained by comparing the structural relaxation
of the Tyr44 sidechain in mNgb and hNgb.
In the crystal structure of both, mNgb (PDB code 1W92) and hNgb (PDB code 1OJ6)
the hydroxyl group of Tyr44 is in hydrogen bonding distance to one of the oxygen
atoms of the heme propionate discussed here (see Figure 3.1). Figure 5.8A shows the
averaged timeseries from the 10 ns NgbH dissociation simulations of the Tyr44-OH
oxygen to heme propionate oxygen distance rO−O which is initially smaller (to insure
that the distance always refers to that propionate oxygen which initially describes
the hydrogen bond to the hydroxyl group of Tyr44). At 0 ns rO−O captures a hydro-
gen bonding distance in both proteins. On average rO−O(0) equals 2.8 Å in hNgb and
3.4 Å in mNgb. The slightly larger average distance of rO−O(0) in mNgb derives from
the contributions of three trajectories which started from equilibrium structures with
a slightly broken Tyr44 to heme propionate hydrogen bond. Following the complete
10 ns timeseries a similar relaxational behavior of rO−O is observed in both proteins.
rO−O increases until it reaches convergence at around 8 Å after ≈ 5 ns of His64 dis-
sociated dynamics. As the stability of a hydrogen bond does typically not exceed
≈ 4 kcal/mol, the disruption of the Tyr44 to heme interaction as a result of the other
structural relaxations occurring through the NgbH to NgbP transition (Figure 5.1) is
of no big surprise.
The nearly identical progression of rO−O found in mNgb and hNgb can not explain
a possible relation of Tyr44 to the different water density networks ranging into
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Figure 5.8.: Averaged timeseries extracted from the ten individual 10 ns bis-His
dissociation MD simulations of mNgb (green) and Cys46-Cys55 bound
hNgb (red). Error bars represent the standard error of each timeseries.
A: Evolution of the Tyr44-OH oxygen atom to heme propionate oxygen
atom which is initially in hydrogen bonding distance to Tyr44 rO−O. B:
Evolution of the Tyr44 Cα atom to center-of-mass of the two heme pro-
pionate atoms rCα−O. C: Evolution of the CD-loop Cα RMSD (residues
44 to 59) aligned on the backbone Cα atoms of the complete amino acid
sequence of every initial structure (NgbH).
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the heme active site of both proteins. The protein structures of mNgb (green) and
disulfide-bound hNgb (red) which are shown in Figure 5.6 correspond to snapshots
taken at the end of each 10 ns MD simulation from which the individual water net-
works were constructed. The two structures are aligned along the Cα atoms of their
protein backbone. Their Tyr44 sidechains have a large average RMSD of 3.7 Å be-
tween each other and therefore capture different orientations. In hNgb the Cα atom
of Tyr44 is positioned closely to the DE-helical corner and its sidechain is pointing
almost perpendicularly towards the heme plane. In mNgb the Cα of Tyr44 is more
closely aligned to the heme plane and the sidechain orients more horizontally rela-
tive to the heme group. The orientation of Tyr44 in mNgb hinders the entrance of
water from a potential site located near the heme propionate (site VI in Figure 5.7C
and D) whereas for hNgb the formation of a water channel from this position into the
heme pocket is feasible. To show that the picture of different Tyr44 orientations in
mNgb and hNgb roughly correspond to the statistical average of the complete set of
ten trajectories in each protein, the sum of all structures of both proteins at 10 ns after
bis-His dissociation are presented in Figure 5.6B. All structures were RMSD-aligned
according to the heme group atoms. The average RMSDs of the Tyr44 sidechain in-
cluding only the mNgb structures, is 2.79 Å and 2.92 Å when only considering Tyr44
of hNgb. The average RMSD calculated for the combined structures is significantly
larger (3.3 Å) which is an indication for clustering of this sidechain between the two
proteins. This structural separation is observable in Figure 5.6B where almost all
Tyr44 sidechains of mNgb (green) occupy a region closer to the heme group com-
pared to the majority of the hNgb (red) Tyr44 residues. The latter ones leave a gap in
the region between the heme propionate group and the CD-loop through which wa-
ter can approach the heme cavity more easily compared to mNgb as it is indicated by
the orange water densities. The progression for the Tyr44 separation between mNgb
and hNgb after the bis-His dissociation can be followed in the ten-trajectory-averaged
timeseries of the Tyr44-Cα to heme propionate oxygens center-of-mass distance rCα−O
shown in Figure 5.8B. In the NgbH state, present at 0 ns, rCα−O is very similar in mNgb
(9.5 Å) and hNgb (8.9 Å). After the His64 dissociation rCα−O diverges between the
two proteins within ≈ 0.5 ns. The distance increases in mNgb up to 11.4 Å whereas
in hNgb it decreases to 7.5 Å. After 2 ns both trajectories are converging again and
cross each other at rCα−O ≈ 9.8 Å. Subsequently, rCα−O relaxes to approximately 8 Å
in mNgb and to a notably larger distance of 11 Å in hNgb.
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The 3 Å longer rCα−O distance in disulfide bound hNgb compared to mNgb can be
attributed to a stronger repulsion of Tyr44 related to the close-by Cys46-Cys55 bond
which implies an additional structural constraint in the CD-loop due to the reduced
number of degrees of freedom in the disulfide bonded system. This behavior is shown
in Figure 5.8C which describes the timeseries of the average RMSD of the Cα atoms
of the CD-loop (residues 44 to 59, RMSDCD) in each protein. Up to 2 ns the RMSDCD
increases nearly linearly in mNgb and increases more slowly for the rest of the sim-
ulation. After approximately 8 ns a certain amount of convergence seems to have
reached at RMSDCD ≈ 2.1 Å but fluctuations in the range of ± 0.25 Å are still observ-
able. The initial increase of RMSDCD in hNgb is faster compared to mNgb due to the
released strain implied through the Cys46-Cys55 bond. Consequently, convergence
of RMSDCD in hNgb is already reached after approximately 3 ns. Subsequent fluc-
tuations of this coordinate become significantly smaller compared to mNgb due to
the reduced number of degrees of freedom of its CD-loop. This is also indicated by
the error bars in Figure 5.8C which become, at this stage, explicitly weaker for hNgb
whereas for mNgb the standard error of this averaged timeseries remains nearly un-
changed over the complete simulation time.
The relevance of the Cys46-Cys55 bond to the dynamics of Tyr44 and the CD-loop
it belongs to can be estimated by evaluating the energy landscape of the protein
described along the Tyr44 separation from the heme. Figure 5.9 shows the free en-
ergy profiles of rO−O for mNgb (green), hNgb including the Cys46-Cys55 bond (red)
and hNgb with a broken disulfide bond (black) for the NgbH (solid lines) and NgbP
(dashed lines) configurations. In all cases the profiles were constructed from con-
secutive umbrella sampling simulations starting in the hydrogen bonded distance of
rO−O = 2.7 Å and the profiles were shifted to 0 kcal/mol for the local minimum
showing up in this position. The NgbP profiles of all three proteins have relatively
weak barriers to break the Tyr44-O-H · · · −OOC-heme hydrogen bond which are in
the range of ∆G‡ = 0.4 to 1.7 kcal/mol. This conforms to the immediately observed
increase of rO−O in Figure 5.8A during the transition from the NgbH to the NgbP state.
After passing the hydrogen bond barrier, located between 3.2 and 3.5 Å on the free
energy profiles, further elongation of rO−O in the NgbP systems results in relatively
flat potentials up to the limit of the calculated free energy scan of rO−O = 9.0 Å. At
this coordinate the free energy profile of the Cys46-Cys55 broken hNgbP is lowest in
energy lying only 1.3 kcal/mol above the heme coordinated conformation. At the
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Figure 5.9.: Free energy profiles of mNgb (green), Cys46-Cys55 bound hNgb (red)
and Cys46-Cys55 broken hNgb (black) along an elongation of the Tyr44-
OH oxygen to heme-propionate oxygen distance rO−O. Solid lines:
NgbH configuration. Dashed lines: NgbP configuration.
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same rO−O mNgbP is next higher in energy (∆G = 3.0 kcal/mol) and hNgbP includ-
ing the disulfide bond is the least stable one relative to the minimum at rO−O = 2.7 Å
(∆G = 4.3 kcal/mol). The minima at more distant rO−O are located at rO−O = 4.6 Å &
∆G = −2.0 kcal/mol for mNgbP, rO−O = 5.8 Å & ∆G = −0.4 kcal/mol for disulfide-
less hNgbP and at rO−O = 4.4 Å & ∆G = 0.2 kcal/mol for Cys46-Cys55 bound
hNgbP. In contrast to these rather small differences on the potential landscapes of
the pentacoordinated Ngb species the free energy profiles of the bis-His coordinated
systems are drastically different between Cys46-Cys55 bound hNgbH and the pro-
teins missing the disulfide bond. Both of the latter systems show two distinct minima
at rO−O = 2.7 Å and rO−O = 4.7 Å which show more or less equivalent stabilities. The
barrier connecting these two minima in disulfide-less hNgb is ∆G‡ = 3.3 kcal/mol
whereas in mNgb it is 1.3 kcal/mol smaller. Beyond rO−O = 4.7 Å both potentials
steeply rise up to rO−O = 9.0 Å where ∆G reaches approximately 8.5 kcal/mol with
no significant indication for another stabilized conformation. Cys46-Cys55 bound
hNgbH has the smallest free energy barrier of ∆G‡ = 0.3 kcal/mol to break the
Tyr44-O-H · · · −OOC-heme hydrogen bond. After passing the transition state its
potential experiences a strong energy stabilization down to ∆G = −7.0 kcal/mol at
rO−O = 5.0 Å where it roughly persists up to a distance of rO−O ≈ 7.5 Å and after
which it starts to rise again.
Figures 5.10A and B compare the structures of NgbH and NgbP taken from the um-
brella sampling MD simulation at rO−O = 5.0 Å for mNgb (green), hNgb with (red)
and without the Cys46-Cys55 bond (grey). Like in the final structure comparison of
the bis-His dissociation MD simulations (see Figure 5.6B) hNgb including the disul-
fide bond arranges quite differently compared to mNgb. The RMSD deviation of the
Tyr44 sidechains between the two proteins in Figures 5.10A and B are 4.17 Å and
3.59 Å. On the other hand, Tyr44 in disulfide-less hNgb aligns more closely to mNgb
with a RMSD of only 1.79 Å (NgbH) and 1.25 Å (NgbP). This comparison confirms
the strong influence of a Cys46-Cys55 disulfide bond on the orientational relaxation
of Tyr44 after breaking the coordination to the heme propionate. As already shown in
Figure 5.6B the orientation of Tyr44 present in Cys46-Cys55 bound hNgb makes the
heme cavity more accessible for water entrance and therefore more likely for other
ligands too.
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Figure 5.10.: A: Cα aligned structures from the umbrella sampling simulations along
rO−O taken at rO−O = 5.0 Å for the NgbH configurations. Green cor-
responds to the mNgb system, red to the Cys46-Cys55 bound hNgb
system and grey to hNgb with a broken disulfide bond. B: Same as A
but for the NgbP configuration.
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5.5. Biphasic rebinding barriers
As described in section 3.3 NgbP has two possibilities to undergo a hexacoordination
when a exogenous ligand L is present inside the docking site network of the protein.
Either the heme-iron binds to L or the hexacoordination occurs intramolecular with
the His64 sidechain to form NgbH. The latter configuration is native in wt Ngb and
therefore most stable in the absence of L. In the following, the potential energy dis-
tribution and the free energy profiles are evaluated for the transitions between NgbP
and NgbH or NgbL, where L corresponds to CO, using ARMD in combination with
umbrella sampling simulations (see section 5.1). Binding and unbinding barriers to
NgbH are computed for mNgb, disulfide bonded hNgb and three mutants (V109L,
V109F and V109W) of wt mNgb.
His64 109
heme
Figure 5.11.: A: Population analysis of the potential energy distribution in different
heme configurations (NgbL, NgbP, NgbH) and different protein species
(wt mNgb, V109L mNgb, V109F mNgb, V109W mNgb, Cys46-Cys55
bound wt hNgb). Each distribution was calculated from an equili-
brated 100 ps ARMD simulation where ∆NgbP←NgbH = −223 kcal/mol
and ∆NgbP←NgbL = 390 kcal/mol. B: Cα aligned, mNgbP snapshots of
wt and all V109 mNgb mutants analyzed. Each set of distributions is
aligned relatively to the mean potential energy < Ehex > in the corre-
sponding hexacoordinated state (NgbL or NgbH).
Individual rebinding barriers of His64, O2 and CO on/off rates in Ngb were experi-
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mentally available by several groups (129, 145, 154, 157). The His64 and CO binding
and dissociation rates of mNgb used for fitting ∆NgbP←NgbH and ∆NgbP←NgbL inhere
are kHison = 2000 s−1, kHiso f f = 1.2 s
−1, kCOon = 72× 106 s−1 and kCOo f f = 0.013× 106 s−1
evaluated by Dewilde et al. (129). The rates can be put into relation to free energy of
activation ∆G‡ over Equation 4.15 and further to free energy of stabilization ∆∆G cor-
responding to equilibrium coefficients K. With this data in mind initial ARMD poten-
tial shifts ∆NgbP←NgbL and ∆NgbP←NgbH were estimated. Energy distributions of equi-
librated MD simulations in each hexa- and pentacoordinated heme states are shown
in Figure 5.11A for every studied transition represented as histograms. ∆NgbP←NgbH
is set to −223 kcal/mol and ∆NgbP←NgbL = 300 kcal/mol for these energy compar-
isons. In all graphs, expect for V109F and V109W mNgb, the hexacoordinated heme
species is more stable on average, although the difference is generally very small com-
pared to the total energy distribution of the trajectories. The energetical preference of
V109F and V109W mNgb for the NgbP state becomes evident by a visual comparison
of corresponding MD equilibrated protein structures shown in Figure 5.11B. Larger
residues in position 109 have a stronger steric impact on the heme plane as with in-
creasing size of the side chain the residue can cover additional space on top of the
heme. These observations qualitatively agree with rebinding experiments where for-
mation of NgbH could be weakened or even inhibited by replacing residue 109 with
amino acid having larger side chains (from private communication with G. U. Nien-
haus). The mean energy differences between hexa- and pentacoordinated Ngb states
for each of the compared transitions in Figure 5.11A are from left to right and top-
down: +48.9, +5.0, +11.7, −32.1, −19.0 and +8.4 kcal/mol.
The free energy profiles calculated with ARMD for both rebinding transitions is
shown in Figures 5.12A and B. Experimental rate constants observed in the transitions
of mNgb taken from Ref. (129) and converted into free energies of activation are rep-
resented as vertical bars in each graph of Figures 5.12A and B. Values of ∆NgbP←NgbH
and ∆NgbP←NgbL obtained from the potential energy distribution in each equilibrium
state (Figure 5.11A) were more thoroughly fitted to the experimental barriers of wt
mNgb resulting in ∆NgbP←NgbH = −145 kcal/mol and ∆NgbP←NgbL = 380 kcal/mol.
Quantitatively, the obtained theoretical barriers for the wt mNgbH 
 wt mNgbP
transition, which are ∆G‡NgbH→NgbP = 19.3 and ∆G
‡
NgbH←NgbP = 10.4 kcal/mol, dif-
fer only by ≈ 2 kcal/mol compared to the experimental ones (Figure 5.12A). For
the wt mNgbL 
 wt mNgbP transfers (Figure 5.12B) the barriers of G‡NgbP→NgbL =
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Figure 5.12.: A: Free energy profiles for the NgbH to the NgbP state along r1 (de-
scribed in Figure 3.2) calculated with ARMD. The different colors rep-
resent potentials of different mutations in position 109 and for disul-
fide bound wt hNgb. B: Free energy profile for the transition from the
NgbP to the NgbL state calculated for wt mNgb along r2. The bars rep-
resent corresponding barriers evaluated from experimental rate con-
stants (129).
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3.7 kcal/mol and G‡NgbP←NgbL = 24.1 kcal/mol are both slightly underestimated by
3.0 and 4.5 kcal/mol compared to the experiment.
The free energy stabilization of the mutated mNgbH and mNgbP species follow sim-
ilar trends as already observed from the equilibrium energy distributions in Figure
5.11A. While in wt mNgb the free energy minimum of the NgbH configuration is
9.0 kcal/mol more stable than the one of NgbP, the V109L mutant shows a decrease
in stability of ∆∆G = 2.6 kcal/mol. In V109F and V109W mNgb the NgbP state is
even 4.2 kcal/mol and 14.1 kcal/mol more stable than the NgbH one. The His64 re-
binding barrier G‡NgbH←NgbP follow similar trends (wt mNgb: 10.6 kcal/mol, V109L
mNgb: 9.6 kcal/mol, V109F mNgb: 12.3 kcal/mol, V109W mNgb: 17.6 kcal/mol).
In contrast to the stabilization of the NgbP state observed above for the valine 109
mutants of mNgb, the free energy profile of the disulfide bound hNgbH to hNgbP
transfer in Figure 5.12A reveals a stability increase of the NgbH state compared to wt
mNgb of a factor of ≈ 2. The stabilization of the hNgbH state over the hNgbP cor-
responds to ∆∆G = 29.4 kcal/mol. The equilibrium potential energy distributions
of NgbH and NgbP for mNgb and hNgb in Figure 5.11A do not show such a large
difference. It is therefore strongly suggested that the reduced number of degrees of
freedom in hNgb, due to the incorporation of the disulfide bond, is strongly influ-
encing the entropic contribution of the free energy of activation in this transition. The
experimental His64 dissociation rate constant of wt hNgbH (kHiso f f = 4.5 s
−1) was deter-
mined to be larger compared to mNgbH which corresponds to a slightly smaller dis-
sociation barrier of ∆G‡ = 16.7 kcal/mol as indicated in Figure 5.12A. This is quan-
titatively and qualitatively different from the calculated free energy profile in Figure
5.11A which has a larger His64 dissociation barrier of G‡NgbH→NgbP = 33.5 kcal/mol.
This large difference might derive from inaccuracies in the description of the force
field or other errors in the corresponding simulations but it needs additionally to be
pointed out that the experimental rate constants are generally determined from CO
or O2 photolysis and stopped-flow experiments at different concentrations of these
ligands. Their derived binding and unbinding rates of His64 are therefore only in-
directly estimated from approximated rate laws applied to the rebinding rates of CO
and O2 (157). This indirect determination previously lead to stronger discrepancies in
the assignment of kHiso f f and k
His
on between different experimental studies (129, 145, 157).
For example, Trent et al. (145) reported the equilibrium coefficient KH = kHiso f f /k
His
on of
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states NgbH and NgbP to be in the order of 1 whereas Dewilde et al. found KH to be
smaller by a factor of one thousand (129). Furthermore, some studies reported kHison to
be ≈ 2 times larger in hNgb (157) compared to mNgb while other studies assigned
the exactly same rate constant to both proteins and both cysteine oxidation states in
hNgb (154). However, in section 3.3 it was pointed out that experimentally disulfide
bound hNgb experiences a faster rebinding to the NgbH state compared to disulfide
unbound Ngb (154, 157). This conclusion was justified by the direct detection of a
more pronounced slow phase CO rebinding taking place over a NgbH intermediate
configuration (see Equation 3.1) in disulfide bound hNgb compared to disulfide-less
mNgb. It means that the population of the NgbH state has increased faster in hNgb
than in mNgb after the CO photolysis. In the calculated free energy profile of Figure
5.12A the His64 binding barrier of G‡NgbH←NgbP = 4.1 kcal/mol for hNgbH is more
than half as large compared to mNgbH. This corresponds to a faster binding rate of
kHison = 6.44× 109 s−1 and qualitatively agrees with the experimental observation of a
faster population of the NgbH state in Cys46-Cys55 bound hNgb.
5.6. Conclusion
The present analysis of non-equilibrium transitions occurring during the ligand re-
binding competition of Ngb draws a multifaceted dynamical picture for its mech-
anism. Small differences in the structural dynamics between mNgb and Cys46-
Cys55 bound hNgb can already be encountered in the equilibrium NgbH state where
the disulfide bond in hNgb imposes a stronger structural constraint to the CD-loop
residues and forces the sidechain of Tyr44 into a different alignment compared to
mNgb. The structural arrangements initiated by the dissociation of His64 from the
heme iron can be classified into the ones located at the heme group and into the more
remote ones which occupy larger and more diffuse areas of the protein. Differences
between the disulfide-bound and disulfide-less systems are even present in the for-
mer ones (e.g. heme sliding in Figure 5.1C) although they are not directly connected
to residues 46 and 55. This implies a strong coupling of the disulfide normal mode to
the heme normal modes. The coupling does not come into effect before hundreds of
ps as one can see in the right-hand side graph of the same figure. Similarly, the evo-
lution of angle γ between helices E and F (Figure 5.1E) of Cys46-Cys55 bound hNgb
and the other proteins can not be distinguished before 1 ns of His64 dissociation.
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The different structural evolution between the analyzed protein species has also an
impact on the evolution of the internal cavity network and the water diffusion into
the protein and among its different sites. This is most strongly visible for cavities B’,
B”, C and F which form the distal site cavity. As was shown in Figure 5.2, site F is
constantly larger by≈ 20 Å3 over the complete 10 ns His64 dissociation simulation in
disulfide bound hNgb compared to mNgb and its size remains untouched from any
relaxational equilibration in the former protein. This also affects the water influx into
site F which gets initiated immediately after the His64 dissociation in hNgb (Figure
5.5) whereas mNgb needs roughly 1 ns to accumulate water molecules in this site.
All these deviations can, to a large extent, be assigned to the disulfide bond forming
residues Cys46 and Cys55 which are part of this docking site. The volume of cav-
ity B” increases in both proteins with nearly the same speed and up to the first 5 ns
of dissociated MD with roughly the same absolute volume. On the other hand, the
strong volume increase relative to the NgbH state observed in Cys46-Cys55 bound
hNgb likely induces a strong pulling force on external water molecules to enter this
docking site faster in this protein compared to mNgb. This effect can be seen in Fig-
ures 5.5 and 5.7D. The structural context for these differences are firstly situated in
the initially slower but, after a time lag of 2 ns His64 dissociated MD, faster and more
pronounced sliding of the heme plane into the proximal cavity in disulfide bound
hNgb relatively to the disulfide-less proteins. Secondly, the preferential reorientation
of the Tyr44 sidechain into a position located closer to the CD-loop in hNgb (Figure
5.6B) increases the volume of the B” cavity and simultaneously opens the channel for
bulk water influx into the site. The structural origins of the relative volume increase
of docking site B’ after the His64 dissociation observed for mNgb is less clearly as-
sessable from the present analysis. A possible determinant is the angular evolution
α between vectors ~n0 and ~nt (Figure 5.1D) which describes a strong bending of the
heme plane in mNgb and by this stronger fluctuations in the adjacent B’ cavity.
Finally, it should be pointed out that the present chapter has demonstrated how im-
portant even small structural differences in the same protein family can become when
looking at dynamical processes. Even if these differences have only a small impact
between two equilibrated proteins, they can initiate a chain of events when instanta-
neously put into an non-equilibrium state. Factors like structural constraints, protein
to solvent interactions, shaping, size, connectivity and ligand occupancy of internal
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protein cavities and ligand diffusion are in a strong interplay with each other and
have also a high impact on measurable quantities like ligand binding. It is of a huge
interest to investigate these factors which trigger the protein specific ligand affinities
to gain more detailed insight into the mechanism of ligand binding and unbinding in
globin proteins.
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"Something I must have done or he would not have changed so; would not so entirely have
suspended our intimacy. Those long evening rambles when he ceased from his labours, and
opened to me such new worlds of thought and enjoyment; poured out all that knowledge of
human life and achievement–which made these few hours span the bright life of ages; why
has it all ceased? If my pride has forbade my asking, still is the change generous? When he
knows–when he must know, how dear he has become to me–these are creditable tears that I
should shed them without cause."
William Bayle Bernard, The Tide of Time, 1859
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6.1. Ligand migration between internal docking sites
in photodissociated carbonmonoxy neuroglobin
The following paper appeared as
S. Lutz, K. Nienhaus, G. U. Nienhaus and M. Meuwly, J. Phys. Chem. B, 113(46) 15334
– 15343 (2009).
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Ligand Migration between Internal Docking Sites in Photodissociated Carbonmonoxy
Neuroglobin
Stephan Lutz,† Karin Nienhaus,‡ G. Ulrich Nienhaus,*,‡,§,| and Markus Meuwly*,†
Department of Chemistry, UniVersity of Basel, Klingelbergstrasse 80, 4056 Basel, Switzerland; Institute of
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Center for Functional Nanostructures, Karlsruhe Institute of Technology, Karlsruhe, Germany; and Department
of Physics, UniVersity of Illinois at Urbana-Champaign, 1110 West Green Street, Urbana, Illinois 61801
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Neuroglobin (Ngb) belongs to the large family of globular heme proteins capable of binding small gaseous
ligands such as O2, CO, or NO within their active site. In this work, we have analyzed CO migration pathways
in photolyzed NgbCO using molecular dynamics (MD) simulations in combination with Fourier transform
infrared temperature derivative spectroscopy (FTIR-TDS). A total of 55 ns of MD simulation was analyzed
to explore the ≈300 Å3 internal Ngb cavity. Overall, the simulations differentiated between eight possible
docking sites, three of which were also identified experimentally. Low-temperature FTIR-TDS experiments
on wild-type (wt) and F28W mutant NgbCO revealed that a small fraction of ligands migrates from site B to
site C from which they rebound after slow cool illumination. For the F28L mutant, however, population of
site C was not observed. In agreement with these findings, the simulations at 20 K showed ligand transfer
between sites B and C for wt Ngb, but not for the F28L mutant. The ligand migration network could be
mapped out and two key gate residues, Phe28 and Pro52, were identified. Ligand population analysis from
the MD simulations revealed a direct relation between the size of the B10 side chain (Phe28 in wild-type
Ngb) and the barrier against migration. Barriers for the transition of photodissociated CO from the distal
pocket to the Xe4 site in Ngb are lower by up to 4 kcal/mol compared to myoglobin, suggesting that ligand
migration between different docking sites is more facile in Ngb than in myoglobin.
I. Introduction
Neuroglobin (Ngb), a small heme protein from the globin
family, is expressed in neuronal cells of vertebrates.1 The
physiological function of Ngb is still under debate.2 Low O2
affinity under physiological conditions compared to myoglobin
(Mb) and hemoglobin (Hb) and a higher autoxidation tendency
disqualifies Ngb as a O2 transporter or reservoir.3 Greenberg et
al. suggested a role in neuroprotection.4 They revealed that both
neuronal hypoxia and cerebral ischemia induce the expression
of Ngb. Other suggestions of alternative functions include the
signaling of hypoxia5 and radical scavenging.6,7
Primary structure comparisons of Ngb with the structurally
related Mb and Hb show less than 25% sequence identity.8 Only
∼0.4 × 10-9 amino acid changes/year are observed within
different mammalian sequences of Ngb, whereas a 3-fold higher
rate is observed for Hb. Additionally, residue conservation of
more than 46% between Ngbs from different vertebrates
suggests tight constraints on amino acid replacements during
evolution to fulfill functional requirements. Despite the low
sequence identity, both Ngb and sperm whale Mb display the
same characteristic three-over-three globin fold9 (Figure 1), with
a rmsd of the CR atoms of 2.0 Å. In the ferric form, the Ngb
heme iron is hexacoordinated by the distal and proximal
histidines, His64 and His96. In contrast, the sixth coordination
site of Mb is occupied by a water molecule (hydroxide ion at
high pH). Upon reduction, the iron remains hexacoordinated in
Ngb, whereas the Mb iron becomes pentacoordinated and thus
accessible for dioxygen. For an exogenous ligand such as CO
to bind to Ngb, the His64-iron bond has to be ruptured.10-12
Subsequently, the heme plane slides deeper into a spacious
internal cavity, which connects the distal and proximal heme
sides.13,14 The presence of this large open 300 Å3 volume is
energetically unfavorable and therefore suggests that it is
predesigned to allow for a favorable interaction between heme
and ligand, for instance by providing transient ligand storage
sites. Recent Fourier transform infrared (FTIR) experiments have
* To whom correspondence should be addressed.
† University of Basel.
‡ University of Ulm.
§ Karlsruhe Institute of Technology.
| University of Illinois at Urbana-Champaign.
Figure 1. Structure of Ngb showing the docking sites identified by
MD simulations as colored spheres. Color code: white (site B′), yellow
(site B′′), cyan (site C, Xe4), blue (site D, Xe1), green (site E, Xe2),
orange (site F), red (site G), and purple (site H).
J. Phys. Chem. B 2009, 113, 15334–1534315334
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distinguished two intermediate sites in Ngb. However, the
spectroscopic data could not provide structural information on
these sites.15
In Mb, four small hydrophobic cavities exist.16 These so-
called xenon cavities (Xe1, Xe2, Xe3, Xe4) were shown to be
part of the ligand migration pathway through the protein
matrix.17-21 These sites enable the ligand to remain unbound
within the protein to wait for large-scale fluctuations that open
up escape pathways. Blockage of these sites changes the ligand
binding kinetics and thus the physiological function.22 In the
truncated hemoglobins, ligand access to and escape from the
active site is realized by a hydrophobic tunnel. This direct
pathway results in a 15-fold faster oxidation kinetics of NO as
compared to horse heart Mb.23-25 As the scavenging of NO and
other radicals is one of the proposed functions of Ngb, the
determination of its ligand migration network and the migration
dynamics is expected to be of fundamental importance.
In the present work, we combine atomistic simulations and
FTIR spectroscopy experiments to elucidate possible CO
migration pathways in Ngb. Molecular dynamics (MD) simula-
tions reveal a network of transient docking sites. The relative
stability of each identified docking site is quantitatively
characterized by umbrella sampling. To complement the theo-
retical work, temperature-derivative spectroscopy (TDS) experi-
ments were performed at cryogenic temperatures. This technique
has proven to be an excellent tool for elucidating the number
of docking sites. Finally, the findings from theory and experi-
ment are compared and discussed.
II. Theoretical and Experimental Methods
A. Molecular Dynamics Simulations. All molecular dy-
namics simulations were carried out with the CHARMM
program26 and the CHARMM27 force field.27 Initial carboxy
Ngb (NgbCO) coordinates were taken from the X-ray structure
by Nienhaus and co-workers13 (PDB-code 1W92). Hydrogen
atoms were added to form both possible neutral tautomers of
His64, Hisδ64, and Hisε64. Simulations were carried out for
both protonation states also because in myoglobin the proton-
ation state of His64 has been somewhat controversial. Recent
work, however, found Hisε64 to be the more likely one in
Mb.28-30 For Ngb, recent experimental and spectroscopic studies
also favor Hisε64.31 Additionally, single mutants F28L and
F28W were generated by replacing Phe28 of wild-type (wt)
Hisδ64 NgbCO with the corresponding amino acid. The simula-
tion is focused on the protein active site consisting of the CO-
binding heme group and its immediate environment; therefore,
the stochastic boundary method was used to increase compu-
tational efficiency.32 The heme pocket was solvated by three
sequential layers of water molecules, centered on the center of
mass of the four porphyrin nitrogens of the heme prosthetic
group, and a solvent boundary potential with a radius of 25 Å
was applied to constrain the water molecules. A “reaction
region” of radius 16 Å around the heme was defined, inside
which the system was propagated with Newtonian dynamics.
The dynamics of the buffer region between 16 and 20 Å from
the center was described using Langevin dynamics. After
solvation, the wild-type systems consisted of 2465 atoms of
NgbCO and 1450 water molecules, which leads to 6815 atoms
in total.
The interatomic stretching potential of the photodissociated
CO ligand is given by an anharmonic rotational Rydberg-
Klein-Rees (RRKR) potential.33,34 To describe the electrostatic
interactions, the fluctuating three-point-charge model, which
involves placing charges on the C and O atoms and an additional
point charge at the center of mass of CO35,36 was applied to the
CO in the unbound state. This model is inspired by an earlier
fixed three-point-charge model.37
Initially, NgbCO was heated from 100 to 300 K for 50 ps
and equilibrated for 100 ps. The final rmsd of the CR atoms
with respect to the crystal structure was 1.7 Å. The
photodissociated system (Ngb-CO) was prepared following
an additional equilibration simulation (200 ps) by storing 20
snapshots, each separated by 10 ps, from which the photo-
dissociation event was initiated. Photodissociation was
invoked by the “sudden” approximation:38 The Fe-C bond
is deleted and the potential parameters describing the bound
state are replaced by those of the dissociated state. A
repulsive term of the form r-12, where r is the distance
between heme iron and the CO center of mass, was added
and all nonbonded interactions (electrostatic and van der
Waals) between the CO and the heme plane were switched
off. Force field parameters were taken from previous work
on MbCO.38,39 After 0.1 ps of dynamics, the Fe-C bond was
fully dissociated. The repulsive term was removed and the
nonbonded interactions were reintroduced. Subsequently,
individual 1 ns trajectories (20 wt Hisδ64 Ngb-CO, 15 wt
Hisε64 NgbCO, 10 F28L Ngb-CO, and 10 F28W Ngb-CO,
respectively) of photodissociated Ngb-CO were run at
300 K.
Umbrella sampling MD simulations were carried out for wt
Hisδ64 and Hisε64 Ngb-CO and the corresponding F28L
mutant starting from different snapshots along a transfer
observed in the 1 ns unbiased MD simulations. Each free energy
profile was calculated from 10 to 15 overlapping windows with
a simulation time of 100 ps each. Merging of the windows was
performed by the weighted histogram analysis method
(WHAM).40
To analyze the influence of temperature on the migration
network, 10 snapshots of the 300 K simulations of wt Hisδ64
and F28L Hisδ64 NgbCO were cooled to 20 K within 50 ps
and equilibrated for another 30 ps. Subsequently, the ligand was
dissociated as described above. As the B-factor analysis showed
only small fluctuations of the protein backbone (j7.0 Å2 at
20 K) the protein atoms were frozen in these simulations. Due
to the reduced number of degrees of freedom, the MD simulations
of the dissociated species could be extended to 100 ns.
B. Experimental Procedures. Sample Preparation. Cys-
teine-depleted murine Ngb (C55S/C120S) is referred to as wt
Ngb in the following. It was used as a template for site-directed
mutagenesis, using the Quikchange mutagenesis kit (Stratagene
Europe, Amsterdam). Custom-designed primers were ordered
from MWG (MWG-Biotech GmbH, Ebersberg, Germany). The
mutant proteins were expressed in E. coli and purified according
to the published protocol.41 For the FTIR experiments, lyoph-
ilized protein was dissolved at a concentration of ∼15 mM in
cryosolvent (75% glycerol/25% potassium phosphate buffer
(v/v), pH 8), stirred under a CO atmosphere, and reduced with
a 2-fold molar excess of sodium dithionite solution.
Temperature-DeriWatiWe Spectroscopy (TDS). TDS is an
experimental protocol designed to investigate thermally activated
rate processes with distributed enthalpy barriers.42-44 Such
distributions have been inferred from the nonexponential
rebinding of ligands in heme and other proteins at cryogenic
temperature; they result from conformational heterogeneity.45,46
The sample is photodissociated prior to the TDS experiment,
and the measurement is started at the lowest temperature chosen.
FTIR transmittance spectra, I(V,T), are taken every 1 K while
increasing the sample temperature T at a rate of 0.3 K/min. FTIR
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absorbance difference spectra at frequency ν, A(ν,T), are
calculated from transmittance spectra at successive temper-
atures:
For ligand rebinding, the change in spectral area is taken
proportional to the fraction of ligands that rebind during
acquisition of two successive spectra. However, absorption
changes may also arise from ligand dynamics within a docking
site,47,48 ligand migration to different docking sites,22,49 and
conformational changes of the protein.50 The temperature ramp
protocol ensures that rebinding occurs sequentially with respect
to the temperature at which the different processes become
activated on the time scale of the experiment. TDS is a so-
called “rate-window method” which shifts all processes sequen-
tially into a rate (or time) window that can be controlled by the
temperature ramp rate which, in our experiments, is typically
∼0.01 s-1 (100 s).43,51 TDS data are usually displayed as contour
plots of the absorbance change on a surface spanned by the
wavenumber and temperature axes. Black/red contours indicate
an absorption increase/decrease, and logarithmic contour spacing
is chosen to emphasize small features.
III. Results
A. Molecular Dynamics Simulations. Docking Site Net-
work. Molecular dynamics simulations at 300 K show that, after
photodissociation, the CO ligand samples eight well-defined
regions within the protein on the nanosecond time scale (colored
spheres in Figure 1). Density plots of wt Hisδ64 Ngb-CO
(panels I, II, III, and V in Figure 2) and F28L Ngb-CO (panel
IV in Figure 2) provide representative CO populations, each
from an independent 1 ns simulation. Corresponding time series
for the migration of CO are provided in Figure 3. The graphs
show the x, y, and z components of the time series along rb,
where rb is the vector pointing from the Fe atom to the CO center
of mass. For some of the detected sites, a corresponding site
exists in Mb.19,52 Thus, we adopt the customary nomenclature
B, C (Xe4), and D (Xe1) for these sites also for Ngb. Additional
docking sites unique to Ngb follow in alphabetical order. In
Table 1, the relative CO docking site populations from the
complete set of unbiased MD trajectories are summarized.
After photodissociation, the CO ligand in wt Hisδ64 Ngb
predominantly migrates to a primary docking site B. Occupation
times typically range from 50 to 500 ps although, in a few cases,
the ligand spends an entire 1 ns (full length of trajectories) in
this region. In wt and F28W Ngb-CO, the primary docking
site B actually consists of two sites, B′ and B′′ (white and yellow
spheres in Figure 1). The former is displaced by ≈1.8 to 2.8 Å
from the heme center, whereas the latter is located on top of
the heme iron. The relative populations of B′ and B′′ are related
to the dynamics of residue Phe28, which is found to play the
role of a gate. If the ligand is in B′, a translation or rotation of
Phe28 relative to the heme is required to allow transfer from
B′ to B′′ (Figure 4A). The time series depicted in black (top
graph in Figure 4C) indicates a small (≈1 Å) and very short
lifting of Phe28 from the heme plane 370 ps after photodisso-
ciation. Concomitantly, the Phe28 side chain adopts a more
parallel orientation relative to the heme plane (≈50°) 30 ps prior
to ligand migration and relaxes again to ≈70° after the transfer
is accomplished (bottom graph in Figure 4C). If residue 28
moves toward the protein interior, the ligand can diffuse into
site C (Xe4), as seen from the two selected trajectories involving
migration between sites B and C of wt Hisδ64 Ngb in Figure
4C. As shown in Table 1, the CO molecule spends more time
in site C with increasing bulkiness of residue 28.
Even the two wt systems (Hisδ64 and Hisε64) show differ-
ences in their relative docking site populations (Table 1). The
CO population in site C is 9% smaller for Hisε64 than for Hisδ64
because the population density of the former system redistributes
to secondary docking sites F, G, and H on the distal side of the
protein. The redistribution originates from an isomerization of
Hisε64 during equilibration, which is apparent from the average
time series after CO dissociation shown in Figure 5. The
imidazole side chain of Hisε64 rotates by 180° compared with
respect to the 1W92 crystal structure. This conformation allows
the Nδ atom to form a hydrogen bond to the solvent; the Nε
proton points toward the heme iron, which leads to a stable
His64 conformation. The presence of the protonated Nε close
to the heme iron appears to promote ligand transfer to sites F,
G, and H. In contrast, the conformationally less stable Hisδ64
imidazole side chain relaxes after CO dissociation into a position
where its ring is aligned in a rather parallel fashion to the heme
plane. The rearrangement favors secondary docking site C over
site F.
Sites H and G are both directly populated by CO transfer
from site F (Figure 6). Here, residue Pro52 is found to play the
role of a gate, similar to residue Phe28. Depending on its actual
conformation, the Pro52 side chain occupies either site G or
site H. Hence, for a ligand transfer from site F to site G (H) to
occur, the side chain of Pro52 has to move into site H (G).
Figure 4B shows three aligned snapshots with CO in docking
sites F, G, and H. Site H coincides with the small, 13.3 Å3 cavity
near residue Ser55 that was found in the crystal structure of
CO-ligated Ngb.53
Figure 6 summarizes the docking site network derived from
the combined 55 ns of unbiased MD simulation. The transfers
observed in MD simulations are represented by arrows. Solid
arrows describe frequent transfers (>15), long-dashed arrows
Figure 2. Typical probability distributions of CO migration between
specific docking sites in Ngb-CO. The heme is shown as a wire frame
with the central iron atom as a green sphere. Arrows indicate migration
pathways. Projections onto the xy, xz, and yz planes are also given.
Panel I: migration from site B′ over F to G. Panel II: starting from site
B′ to B′′ back to B′ and finally to site C. Panel III: transfer from site
B′ to E. Panel IV: from site B′′ quickly into docking site D of F28L
Ngb-CO. Panel V: from site B′ to H.
A(ν, T) ) log(I(ν, T + 1/2K)I(ν, T - 1/2K)) (1)
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indicate occasional transfers, and short-dashed arrows rarely
observed ligand migrations.
Free Energy Profiles (FEP). Each identified docking site is
described by the CO center-of-mass distance to the heme iron.
For transitions between neighboring sites (see Figure 6) inspec-
tion of the trajectories showed that the Fe-CO distance is a
useful local progression coordinate. In previous work it was
also found that this distance is able to describe migration from
the bound state via the distal pocket to pocket C (Xe4).54,55
However, the coordinate does not distinguish between all
docking sites. The relative stabilities of the different CO docking
sites is determined from free energy simulations using the
umbrella sampling method.56 Docking site B′′ is taken as the
zero of energy, and the stability of all other sites is reported
relative to this site. Here we are primarily interested in the
relative stabilities of the different docking sites which should
assist in differentiating between more or less probable ligand
diffusion pathways.
Migration profiles to docking sites C (Xe4), D (Xe1), and E
(Xe2) are shown in Figure 7, A, C, and D. These free energy
profiles (FEPs) correspond to averaged potentials from three
independent simulations, each starting from a different snapshot
by assigning different initial velocity distributions. This approach
allows error bars to be estimated. In the following, ∆GX/Y
denotes the relative stabilization energy of sites X and Y
involved, and the barrier separating them is GXfY.
In the wt Hisδ64 protein, the B to C migration with GBfC )
0.8 kcal/mol (Figure 7A) has a transition state (TS) at a Fe-CO
displacement of ≈4 Å. State B′ (identified by the Fe · · ·CO
separation) corresponds to a plateau in the FEP. Therefore, it is
unstable and constitutes no further barrier for reaching docking
site C. The FEP of wt Hisε64 Ngb-CO shows a stable B′ state
with the same initial transfer barrier as in the wt Hisδ64
configuration (GB′′fB′ ) 0.8 kcal/mol). Further migration to
docking site C involves an additional barrier of GB′fC ) 0.7
kcal/mol. The value of the reaction coordinate corresponding
to site B′′ in wt Hisε64 Ngb-CO is increased by ∼0.7 Å
compared to the Hisδ64 configuration due to NεH interacting
with the iron atom. For the F28L mutant, B′ corresponds to a
TS and the GBfC barrier is 1.3 kcal/mol. The barrier difference
between wt Hisδ64 and F28L Ngb-CO is in qualitative
agreement with the docking site population distributions ob-
tained from the unbiased ligand dynamics (Table 1). The reverse
barrier, GBrC, is 0.4 kcal/mol smaller for F28L compared to
that of the wt Hisδ64 protein which suggests a faster CO escape
from this site in the mutant.
Figure 3. Time series of the CO center of mass to heme iron distance for the trajectories representing the probability distributions in Figure 2.
Labels on top of each panel correspond to the ligand sampling a particular docking site. Arrows indicate the starting positions of the bound ligand
at the beginning of the simulation. The heme plane defines the origin of the coordinate system (black, x-coordinate; red, y-coordinate; green,
z-coordinate, where positive values correspond to the distal side and negative ones to the proximal side of the heme group).
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Figure 7B shows the FEPs for CO transfer in wt Hisδ64
(black) and wt Hisε64 (green) Ngb-CO from site B′′ via site F
to G (solid) and H (dashed), respectively. These FEPs were only
calculated for a single observed transfer as it is a rare event in
the unbiased 1 ns trajectories. Migration from site F to G in the
Hisδ64 configuration has an insignificant barrier, GFfG ≈ 0.2
kcal/mol; the barrier from F to H is significantly larger (GFfH
) 1.0 kcal/mol). Compared to site B, sites G and H are stabilized
by ∆GB/H ) 5.8 kcal/mol. For Hisε64, docking site F is more
pronounced than for Hisδ64. Both pathways (B′′ to G via F)
and (B′′ to H via F) involve considerable barriers between sites
F and H (GFfH ) 2.3 kcal/mol) or G (GFfG ) 4.3 kcal/mol),
respectively, for Hisε64, whereas they are largely absent for
Hisδ64. For Hisε64 the pathway from B′′ to H via F is unlikely
because B′′ and F are separated by a considerable barrier of
GB′′fF ) 4.1 kcal/mol. Transfers to sites F, G, and H in the
unbiased simulations are rarely observed because they require
opening of the corresponding transfer channels (formed by
residues Phe28, Phe32, Pro52, and Ile65), which only occurs
infrequently.
Direct migration from site B to E for wt Hisδ64 (Figure 7C)
has a single TS with GBfE ) 1.3 kcal/mol. Conversely, the FEP
of the F28L mutant has an intermediate minimum located at
the position of the native GBfE TS arising from reduced steric
hindrance at position 28. The overall barrier in the mutant is
significantly larger, however, with GBfE ) 3.1 kcal/mol.
Moreover, the error bars in F28L Ngb-CO are roughly 2 times
larger than those of wt Ngb. Both observations suggest that, in
the F28L mutant, fluctuations are larger and rearrangement is
required for ligand migration from site B to E to occur.
For the wt Hisδ64 protein, none of the unbiased simulations
lead to CO migration to site D (Xe1). Umbrella sampling of
this transfer showed a rather large barrier of GEfD ) 2.7 kcal/
mol ending on a plateau (Figure 7D) and, thus, Xe1 does not
appear to be a stable substate in the wild-type protein. In F28L
Ngb-CO, the same transfer shows a stabilization by ∆GE/D )
1.6 kcal/mol after crossing over a barrier of GEfD ) 1.9 kcal/
mol, to reach site D. Simulations for Hisε64 Ngb-CO showed
no transfer to sites E and D within the 1 ns of simulation time;
thus, no FEPs for these transfers were calculated.
Table 2 summarizes the free energies of all docking sites
relative to site B′′. Both primary docking sites (B′, B′′) are higher
in energy than most of the secondary and tertiary docking sites.
It is important to recall that details of the pathway energetics
depend somewhat on the fact that they were estimated along
observed migration paths. These energies as well as the barriers
separating them represent only a subset of the entire reaction
network of the protein. Therefore, stability and TS energies
should not be directly compared with the docking site occur-
rences described in Table 1 which were derived from unbiased
simulations. Finally, umbrella sampling has the tendency of
inducing additional relaxation processes which may bias stabili-
ties and transition state energies.54,55
20 K Simulations. The FTIR-TDS experiments described
below were started at T < 10 K. To allow for a direct comparison
of experimental and computational results, additional simulations
were performed at temperatures close to the experimental
conditions. The fact that protein fluctuations are no longer
activated57 was accounted for by running each simulation in a
different fixed conformational substate of Ngb (cooled 300 K
TABLE 1: Relative Occupation (%) of the Transient
Docking Sites after Photodissociation of Hisδ64, HisE64,
F28L, and F28W Ngb-COa
docking
site
surrounding
residues
wt Hisδ64
NgbCO
wt His64
NgbCO
F28L
NgbCO
F28W
NgbCO
B′ Phe28, Leu31 37 27 71 58
Phe32
B′′ Phe28, His64 16 28 3
Val68
C (Xe4) Gly24, Leu27 20 11 13 38
Phe28, Ile65
Val68, Met69
D (Xe1) Leu92, His96 0 0 6 0
Phe106, Met144
E (Xe2) Ile72, Tyr137 5 0 5 1
Val140
F Phe28, Phe42 15 25 5 0
Pro52, Phe61
Ile65
G Thr25, Pro52 4 6 0 0
Glu53
H Leu39, Pro52 3 3 0 0
Ser55
a For F28L, Ngb-CO docking sites B′ and B′′ are unified
because of the missing separation introduced in wt Ngb by the
Phe28 side chain.
Figure 4. Illustration of the gating function of residues Phe28 and
Pro52. (A) Aligned snapshots for deoxy wt Ngb-CO trajectories to
illustrate the role of Phe28 (green, CO in site B′; blue, CO in site B′′;
red, CO on its way to site C). (B) Snapshot to highlight the role of
Pro52 taken after transfer from site B′′ to F (green), after transfers
from site F to G (blue) and to H (red). (C, top graph) Two trajectories
(black and gray) showing docking site transfers by the CO (center of
mass displacement) along the y-axis. (C, center graph) Distance between
His64 ring center and heme-iron for both trajectories. (C, lower graph)
His64 ring tilting angle relative to the heme plane for both trajectories.
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snapshots). This procedure mimics the experimental conditions
in a simplified fashion.
The relative populations of the primary docking site B
evaluated from these calculations (59% in wt and 71% in F28L
Ngb-CO) are similar to those obtained from the simulations
at 300 K (see Table 1). Migration from site B′ to B′′ was
observed only in one specific wt Ngb-CO trajectory and was
only of short duration (≈200 ps). In the corresponding F28L
Ngb-CO samplings, the carbon atom of the ligand in site B
strongly interacts with the Fe (site B′′-like arrangement). The
rarely observed CO transfers (three times within the total 1 µs
of simulation) to docking site C in F28L Ngb-CO happened
already within a few hundred picoseconds after dissociation.
At this time, the ligand still had excess kinetic energy from the
dissociation event. In wt Ngb-CO, two of in total five observed
migrations to secondary docking sites took place 24 and 53 ns
after the dissociation event. Once in site C, back transfer to the
primary docking sites was not observed within the 100 ns of
simulations resulting in a still moderately populated secondary
docking site C (41% and 29% for wt and F28L Ngb-CO,
respectively). This compares with B-site populations in wt (59%)
and F28L Ngb-CO (71%) from simulations at 300 K (see
Table 1). The previous finding of a larger barrier against
Figure 5. Average time series of the projected distance between the
Nε atom of His64 and the heme iron along the x-, y-, and z-axis for
Hisδ64 Ngb-CO (black, red, light green) and Hisε64 Ngb-CO (gray,
orange, dark green) after CO dissociation. Hisε64 has already isomerized
(see text) and the time series show that this conformation is stable
compared to Hisδ64 for which drifts in the x- and y-coordinate are found.
The orientation of the coordinate system corresponds to the one from
Figure 3.
Figure 6. Schematic representation of all docking sites and their
connectivities observed in the simulations. Sites C, D, and E coincide
with xenon pockets Xe4, Xe1, and Xe2 in Mb. Transfers observed in
MD simulations are indicated by arrows. Solid arrows describe frequent
transfers (>15), long-dashed arrows occasional transfers, and short-
dashed arrows very rarely observed ligand migrations. Transfers to the
bulk solvent were not observed; possible connections to the exterior
are illustrated by dotted lines.
Figure 7. Free energy profiles for ligand migration between different
sites from umbrella sampling simulations. Color codes: wt Hisδ64
(black), wt Hisε64 (green), and F28L Ngb-CO (red). In the different
panels, specific migration paths are illustrated: CO migration from site
B to C (Xe4) (panel A); transfer from site B′′ over F to G (solid) and
H (dashed) (panel B); CO migration from site B to E (panel C); CO
migration from site E to D (panel D). Note that panel B shows two
pathways (see also Figure 6): B′′ to G via F (solid lines) and B′′ to H
via F (dashed lines).
TABLE 2: Average Stability of the Docking Sites in Wt
Hisδ64, Wt HisE64, and F28L Hisδ64 Ngb-CO According to
Their Relative Free Energies Compared to Site B′′,
Calculated from Umbrella Sampling MD Simulations at
300 K
∆G (kcal/mol)
docking
site
wt Hisδ64
NgbCO
wt Hisε64
NgbCO
F28L Hisδ64
NgbCO
G –5.8 –6.0 –
H –5.8 –1.5 –
C (Xe4) –3.3 –2.9 –2.5
F –0.7 –3.3 –
E (Xe2) –0.9 – 1.1
B′′ 0.0 0.0 0.0
B′ 0.5 –2.9 –
D (Xe1) 1.8 – –0.4
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migration to docking site C in F28L Ngb-CO thus corroborates
the present observations at 20 K. Transitions from the primary
docking site to more remote docking sites E (Xe2) and G were
only observed for wt Ngb-CO.
B. FTIR-TDS at Cryogenic Temperatures. Photodisso-
ciation of Ngb. All NgbCO samples display several IR bands
of heme-bound CO. Each band represents a particular confor-
mational substate. In wt NgbCO, they have been denoted as A1
(∼1930 cm-1), which is the dominant substate, A2 (∼1980
cm-1), and A0 (∼1965 cm-1). The iron-ligand bond can be
ruptured by light. If ligand dissociation is initiated by a 1 s
laser pulse (532 nm, 300 mW) at 4 K, the ligands are expected
to migrate preferentially to the primary docking site B. This
brief illumination has proven sufficient to photolyze all CO
ligands in Mb. However, the photoproduct yield in wt Ngb-CO
amounts to only ∼50% for each of the A substates. In mutant
F28L NgbCO, ∼75% of the A1 substate is photolyzed, but only
∼40% of A0 and A2, suggesting that site B in the A1 substate
has become better suited to trap a ligand. In F28W NgbCO,
∼65% of A1 is photodissociated. The population in A2 and A0
is essentially negligible. To screen for all possible docking sites,
the samples were cooled under steady illumination from 140 to
4 K (ramp rate 0.3 K/min).42,58 However, even this so-called
slow cooling protocol did not result in complete photolysis,
indicating very low barriers against rebinding.
Upon photolysis, a multitude of photoproduct bands appear.
In general, both their number and the frequencies depend on
the illumination protocol. The bands may represent CO in
different orientations at one transient docking site, CO at the
same site in different protein conformations and CO in different
sites. It is difficult to predict putative transient docking sites in
Ngb because of the space available to the photolyzed ligands
(∼300 Å3). To sort the photolyzed ligands according to their
enthalpy barriers against rebinding, TDS experiments were
started immediately after illumination.
Ligand Rebinding From the Primary Docking Site. Figure
8 shows the absorption changes in the bands of heme-bound
and photolyzed CO, respectively, monitored after 1 s illumina-
tion. wt Ngb-CO shows strong rebinding features in A1 already
at 4 K (Figure 8A). The enthalpy barrier distribution for
rebinding was fitted with a gamma function peaking at 1.1 kJ/
mol15. In the corresponding photoproduct map, we see a
concomitant absorption decrease of essentially two bands.
Rebinding from the photoproduct state represented by the band
at 2129 cm-1 peaks at 7 K, whereas most ligands associated
with the band at 2136 cm-1 recombine at 20 K. We suggest
that these two main photoproduct bands arise from Stark splitting
of the CO band in the local electric field at the primary docking
site B of A1. A few CO ligands do not return to the heme iron
but instead migrate to site C of A1. This process is only
adumbrated by the contour-free area at 20 K and 2132 cm-1 of
Figure 8B, but is more apparent from the black contours in
Figure 8F. Photoproduct bands associated with the minor
substates A0 and A2 could not be resolved because of too low
amplitudes. Please note that only about 30% of the molecules
adopt these subconformations.
The A state contour plot of F28L NgbCO again shows that
rebinding in all subconformations starts already at the lowest
temperature (Figure 8C). The photoproduct map of F28L
Ngb-CO obtained after 1-s illumination (Figure 8D) reveals
an increased manifold of photoproduct states as compared to
that of the wt protein (Figure 8B). At least five bands at 2106,
2119, 2129, 2136, and 2142 cm-1 can be found in the mutant
spectrum already at 4 K. Additional photoproduct states are
occupied in the course of the TDS experiment. We cannot decide
whether the concomitant red and black contours at particular
temperatures (Figure 8D) represent ligand reorientation at a
particular site or migration between different sites. An assign-
ment of the different photoproduct bands to the A substates is
also extremely difficult (i) because of their extensive spectral
overlap and (ii) because of the ligand dynamics.
The TDS maps of F28W NgbCO are similar to those of wt
Ngb (Figure 8E,F). Although the contours associated with A0
and A2 are small (Figure 8E), they still allow us to estimate the
peak positions of A0 (1965 cm-1) and A2 (1978 cm-1). The
photoproduct map indicates rebinding from site B and migration
to site C in molecules in the A1 conformation. The latter process
is more pronounced than in wt Ngb; it is clearly visible from
the black contours. Photoproduct bands associated with A0 and
A2 are again too small to be detected.
To compare the temperature dependencies of the rebinding
process in the different samples, we have integrated the TDS
data along the wavenumber axis (Figure 9). At first sight, a
Figure 8. TDS contour maps of (A,B) wt NgbCO, (C,D) F28L NgbCO,
and (E,F) F28W NgbCO obtained after 1 s illumination at 4 K. Left
column: absorption changes in the bands of bound CO. Right column:
absorption changes in the photoproduct bands. Solid black lines indicate
an absorption increase; solid red lines indicate a loss in absorption.
Contours are spaced logarithmically.
Figure 9. Integrated absorption changes calculated from the TDS
contour maps in the left columns of Figure 8 (black lines) and Figure
9 (red lines). Solid lines: overall absorption change. Dashed lines:
changes in A1. Dotted lines: changes in A2 and A0.
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very similar rebinding behavior is observed for all three samples.
Rebinding is already significant at the lowest temperatures and
has a maximum between 10 and 20 K. A closer look reveals,
however, a distinct two-step rebinding behavior of F28L
Ngb-CO. This effect is related only to A1, as can be seen from
a comparison of the overall absorption change (solid black line
in Figure 9B) and the integrated absorption changes of A1
(dashed black line) and A0 (dotted black line), suggesting that,
only in A1, two separate docking sites are populated.
Ligand Rebinding From Secondary Docking Sites. After
slow cooling of wt Ngb-CO under illumination from 140 to 4
K, most ligands rebind from the secondary docking site C which
is associated with the photoproduct band at 2134 cm-1 (Figure
10A,B). Recombination is maximal at ∼25 K (Figure 9A),
which suggests a low barrier for the return to the binding site.
An additional rebinding process that extends from ≈ 50 to
100 K might represent rebinding from still another docking site,
which is represented by a band at 2133 cm-1 (Figure 10B).
After slow-cool illumination of F28L Ngb-CO, the TDS
features of the wt Ngb-CO map are essentially retained (Figure
10C,D), implying that the secondary sites present in wt Ngb
are unchanged in the mutant sample. However, additional
contours peaking at 2119, 2123, and 2142 cm-1 indicate
rebinding from sites unique to this mutant. Overall, the
temperature of maximal rebinding is shifted to higher temper-
ature, implying that the CO ligands rebind from a secondary
site (Figure 9). As already observed after 1 s illumination, the
TDS maps of F28W Ngb-CO resemble those of wt Ngb-CO
(Figure 10E,F).
IV. Discussion and Conclusion
Ngb is a small globular heme protein with a spacious internal
cavity. Its heme iron is hexacoordinated by the proximal and
distal histidines in the absence of an exogenous ligand; binding
of the exogenous ligand is made possible by rupturing the
covalent bond between the heme iron and the distal histidine,
which is accompanied by a sliding motion of the heme and the
concomitant reshaping of the large open volume.13,14 In the
ligand-bound state, the active site of NgbCO is structurally
heterogeneous, as can be inferred from multiple stretching bands
of heme-bound CO in the FTIR spectra (see Figure 8). Up to
four CO bands are observed, depending on pH, which may arise
from different orientations of the His64 side chain.41 Their
detailed structural interpretation is, however, difficult and will
not be attempted here. For MbCO, it is well established that
the three stretching bands are associated with different orienta-
tions and protonation states of the His64 side chain.59,60 A recent
study confirmed the different structural origins of A0 (open
conformation of His64) and A1/A3 (closed conformation), in
agreement with experimental work.61 A1 and A3 are structurally
similar; their precise structural differences, however, still remain
elusive.59-62
Ligand association and dissociation, migration, cavity rear-
rangement, and the competition between exogenous ligand and
His64 for the binding site are key issues involved in the
functional peculiarities of Ngb. Hence, profound investigations
of the dynamics and structural rearrangements involved in these
processes are necessary for a deeper insight into the function
of Ngb. Obtaining direct experimental evidence on kinetic
processes such as migration of a ligand between internal docking
sites in a protein is challenging and requires techniques such
as kinetic trapping X-ray crystallography19,63 or picosecond time-
resolved X-ray crystallography.20,64 Here, an alternative approach
has been taken. Combining the complementary strengths and
merits of atomistic simulations and FTIR-TDS spectroscopy,
the docking site network for CO migration in wt and mutant
Ngb samples has been mapped out. The simulations at 300 K
find eight docking sites, compared with three detected from
experiment. On the other hand, simulations at the temperatures
used in the experiments indicate that ligand migration to sites
other than B and C appear not possible, which is in agreement
with the spectroscopic data. In the low-temperature simulations,
it is found that docking site F is occasionally populated from
docking site B′′; however, no direct evidence of this site exists
from experiment. It is possible that the spectroscopic features
of this site overlap with those of another site.
In an initial experimental study on ligand migration in wt
Ngb-CO,15 two transient docking sites were unambiguously
resolved; evidence of a third site was present, but weak. On
the basis of the rebinding behavior of the CO ligand, they were
tentatively denoted as primary site B and secondary site C. The
location of these sites could, however, not be determined on
the basis of the FTIR-TDS data alone. Due to the low rebinding
barriers, it was suggested that these sites are in close vicinity
to the binding site. The present MD simulations at 300 K have
provided the necessary additional insight into the nature of these
sites. Site B is indeed the analogue of the primary docking site
B seen in wt Mb, represented by the white sphere in Figure 1.
This was found from detailed comparison between experimen-
tally and computationally determined IR spectra obtained from
extensive MD simulations of CO in different pockets of wild-
type and mutant Ngb.31 The present simulations indicate that,
for both wt and F28W Ngb, docking site B consists of two
separate sites B′ and B′′. Compared to wt Mb, the MD
simulations of photolyzed Ngb reveal a slightly larger displace-
ment of docking site B′ from the heme iron (≈1.8 to 2.8 Å
versus ≈1.7 Å). Concomitantly, the distance between the His64
side chain and the CO ligand is increased, leading to a smaller
Stark splitting of the corresponding photoproduct bands (8 cm-1
in Ngb as compared to 14 cm-1 in Mb).65 The spatial separation
caused by the aromatic side chain of residue B10 is missing in
mutant F28L. Therefore, only a single B site could be resolved
in the MD simulations (Figure 7A).
Figure 10. TDS contour maps of (A,B) wt NgbCO, (C,D) F28L
NgbCO, and (E,F) F28W NgbCO obtained after slow cool illumination
from 140 to 4 K. Left column: absorption changes in the bands of
bound CO. Right column: absorption changes in the photoproduct
bands. Solid black lines indicate an absorption increase; solid red lines
indicate a loss in absorption. Contours are spaced logarithmically.
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The additional site B′′ is not unique to Ngb, but was earlier
described in MD simulations on the L29F Mb mutant by
Anfinrud and co-workers.66 The large Stark splitting observed
with FTIR spectroscopy for CO trapped in the primary site in
L29F Mb (24 cm-1) and the observation that rebinding starts
already at 4 K imply that, at cryogenic temperatures, the CO
ligands are trapped at site B′′, right on top of the heme iron.67
At ambient temperatures, CO migration to site B′′ of Mb is
coupled to fluctuations of Phe29, in agreement with the present
findings for Ngb (Figure 4C). In the L29W MbCO mutant, two
active site conformations, AI and AII, exist that differ in the
orientation of the Trp29 side chain.19,68 Below 180 K, large-
scale protein motions are arrested and transitions between these
conformations are not possible.69,70 Whereas in conformation
AI only site B′ is available to the photolyzed ligand at 4 K, in
AII only site B′′ can be populated. Structurally, the orientation
of the indole side chain in AII corresponds to that of the Phe29
side chain in L29F Mb.
The FTIR-TDS data collected after 1 s illumination reveal
that most ligands rebound from the primary site B. A temper-
ature increase to ≈20 K during the TDS experiment enabled a
few ligands to migrate from site B to site C (Figure 8). After
slow cool illumination of wt NgbCO, essentially all ligands
rebound from site C (Figure 10). The same recombination
behavior was observed for mutant F28W. In contrast, in mutant
F28L, no significant fraction of ligands could be trapped at site
C upon 1 s illumination. CO rather returned from site B. In
agreement with these experimental data, the MD simulations
at 20 K also showed ligand transfer only between two docking
sites in wt and F28L Ngb-CO, namely sites B and C. And, as
observed in the experiment, migration to site C was less frequent
in the simulations on F28L. This is also reflected in the
calculated barriers GBfCT)300 for the B f C migration of 0.8 and
1.3 kcal/mol for the wt and the F28L mutant, respectively. Based
on this remarkable agreement, we identify the secondary site C
seen in the experiment as the Xe4 analogue, represented by the
cyan sphere (see Figure 1).
An analogous behavior is found in wt Mb and mutants with
an aromatic residue at position 29, where we also observe
increased trapping in the Xe cavities.71-73 Apparently, it is a
common phenomenon in globins that bulky residues at position
B10 favor ligand migration away from the primary docking site.
In L29F MbCO, migration from site B to the Xe4 pocket occurs
on the subnanosecond time scale,20,36,66 which is approximately
1 order of magnitude faster than in wt MbCO.36,54 For the even
larger tryptophan residue in L29W MbCO, this trend was found
to continue.19,21 Our theoretical ligand population analysis (see
Table 1) and the FEPs in Ngb also support a direct relation
between the size of the B10 side chain and the barrier against
migration. The umbrella sampling calculations on photodisso-
ciated Ngb-CO suggest overall reduced barriers (by up to 4
kcal/mol) compared to wt MbCO19,20,54,73 governing migration
to docking site C and probably other remote sites.
Experimental evidence of additional docking sites is rather
weak. The integrated absorption changes obtained after slow
cooling shown in Figure 9 indicate rebinding up to about 100
K in both wt Ngb and mutant F28L, whereas the recombination
process in F28W is complete at 60 K. The respective contour
maps indicate show that recombination at higher temperatures
is mainly related to the open conformation (Figure 10). It is of
interest to note that the F28W mutant essentially lacks this open
conformation. To locate the related site, we refer to the results
from umbrella sampling simulations on F28L (Figure 7B). The
calculations predict a large barrier of 7.1 kcal/mol for the transfer
from site H via site F to the primary site B from which CO
would finally rebind. In an open conformation, the distal site is
opened up, which would most likely simplify ligand transfer to
sites F, G, and H. Therefore, we suggest that the FTIR-TDS
data of mutant F28L represent ligand rebinding from sites B,
C, and from above the distal heme cavity (G, H).
In summary, the present study has mapped out parts of the
ligand migration network in Ngb by combining computational
and experimental techniques. Whereas the experimental data
can distinguish at most three ligand docking sites, all of which
are rather close to the binding site, the MD simulations at 300
K have revealed a total of eight possible docking sites. The
transfer barriers toward the more remote Xe1 (D), Xe2 (E), and
Xe4 (C) sites are considerably lower in Ngb-CO compared to
Mb-CO, most likely due to the larger internal protein cavity
and the more pronounced active site fluctuations in the photo-
dissociated system. These fluctuations are potentially relevant
for bis-His-hexacoordination, which, in turn, may be important
for the functional differences between Ngb and Mb.
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6.2. Structural identification of spectroscopic
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Structural Identification of Spectroscopic Substates in
Neuroglobin
Karin Nienhaus,[a] Stephan Lutz,[b] Markus Meuwly,*[b, c] and G. Ulrich Nienhaus*[a, d]
1. Introduction
Globins are small respiratory heme proteins, and hemoglobin
(Hb) and myoglobin (Mb) are arguably the most prominent
members. Neuroglobin (Ngb) has only recently joined this
family. The small heme protein is predominantly expressed in
neuronal cells of vertebrates.[1] Its physiological role is not yet
known.[2] However, it most likely involves the binding of a
small ligand such as dioxygen, nitric oxide or carbon monoxide
at the heme iron. Greenberg et al. suggested that Ngb plays a
role in neuroprotection.[3] They revealed that both neuronal hy-
poxia and cerebral ischemia induce the expression of Ngb.
Other suggestions of possible functions include the signaling
of hypoxia[4] and radical scavenging.[5,6] A function as transport-
er and reservoir for O2 is very unlikely due to the low O2 affini-
ty at physiological conditions and the higher autooxidation
tendency compared to Mb and Hb.[7]
The polypetide chains of both Mb and Ngb adopt the char-
acteristic three-over-three globin fold,[8] with a RMSD of the Ca
atoms of 2.0 . In contrast to Mb, ferric and ferrous Ngb are
hexacoordinated by the distal and proximal histidines His64
and His96. Hexacoordination has been proposed as a mecha-
nism to regulate ligand affinity of heme proteins.[9,10, 11,12,13, 14]
For an exogenous ligand such as CO to bind, the His64-iron
bond has to be broken.[9,15,16] The pH-dependence observed in
infrared experiments[10] suggested that the simplest description
of ligand binding involves a two-step mechanism shown in
Equation (1),
NgbH )*
kH
kH
NgbP þ CO)*
kCO
k0CO
NgbCO, ð1Þ
where NgbH represents the bis-His-hexacoordinated and NgbP
the pentacoordinated system. A graphical illustration of Equa-
tion (1) is provided in Figure 1 which also illustrates the differ-
ences between His64 protonated at its d and e position (Hisd64
and Hise64).
Initially, it was assumed that the His64 side chain swings
away from the heme iron to provide space for the incoming
ligand. This flexibility of the imidazole side chain is known
from other heme proteins such as Mb[17,18] and dehaloperoxi-
dase,[19, 20] where it induces conformational heterogeneity at
the active site. This heterogeneity, in return, has pronounced
influence on the physiological function. Comparison of the
The structural origins of infrared absorptions of photodissociat-
ed CO in murine neuroglobin (Ngb) are determined by com-
bining Fourier transform infrared (FTIR) spectroscopy and mo-
lecular dynamics (MD) simulations. Such an approach allows to
identify and characterize both the different conformations of
the Ngb active site and the transient ligand docking sites. To
capture the influence of the protein environment on the spec-
troscopy and dynamics, experiments and simulations are car-
ried out for the wild type protein and its F28L and F28W mu-
tants. It is found that a voluminous side chain at position 28
divides site B into two subsites, B’ and B”. At low temperatures,
CO in wt Ngb only migrates to site B’ from where it can
rebind, and B” is not populated. The spectra of CO in site B’ for
wt Ngb from simulations and experiments are very similar in
spectral shift and shape. They both show doublets, red-shifted
with respect to gas-phase CO and split by8 cm1. The FTIR
spectra of the F28L mutant show additional bands which are
also found in the simulations and can be attributed to CO lo-
cated in substate B”. The different bands are mainly related to
different orientations of the His64 side chain with respect to
the CO ligand. Large red-shifts arise from strong interactions
between the HistidineNH and the CO oxygen. After dissocia-
tion from the heme iron, the CO ligand visits multiple docking
sites. The locations of the primary docking site B and a secon-
dary site C, which corresponds to the Mb Xe4 cavity, could be
identified unambiguously. Finally, by comparing experiment
and simulations it is also possible to identify protonation of its
e position (Hise64 NgbCO) as the preferred heme-bound con-
formation in the wild type protein with a signal at 1935 cm1.
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three-dimensional structures of ferric and CO-ligated Ngb
(NgbCO) revealed, however, that upon binding of an exoge-
nous ligand, the His64 side chain essentially maintains its posi-
tion and instead, the heme group slides deeper into the pro-
tein matrix to enable ligand binding.[21,22] Still, NgbCO has sig-
nificant active-site heterogeneity as was shown by FTIR spec-
troscopy. The IR stretching frequency of heme-bound CO is ex-
tremely sensitive to even small changes of the local electric
field. Low/high frequency bands of heme-bound CO are ob-
served whenever a residue with a positive/negative partial
charge is close to the oxygen atom of the CO molecule. In
MbCO, for example, three stretching bands can be resolved
that are associated with different orientations of the His64 side
chain.[17,18] A structural interpretation based on mixed quantum
mechanics/molecular mechanics calculations together with
sampling from molecular dynamics simulations has recently
confirmed the different structural origins of A0 (open confor-
mation of His64) and A1/A3 (closed conformation), in agree-
ment with experimental work.[23] However, the differences be-
tween A1 and A3 still remain elusive except for the fact that
the two states are structurally related.[17, 18, 23, 24] FTIR spectra of
wt NgbCO display up to four stretching bands, dependent on
pH. It was proposed that these bands also reflect different ori-
entations of the His64 side chain.[14] A structural assignment of
these states is, however, still lacking.
The bond between heme iron and CO can be broken by
light. If photolysis is performed at cryogenic temperatures, the
photodissociated CO ligands cannot escape from the protein
matrix. Instead, the ligands concentrate in transient docking
sites and give rise to narrow photoproduct bands between
2100 and 2160 cm1. Recent FTIR experiments on photodissoci-
ated wt NgbCO (Ngb–CO) have distinguished two transient CO
docking sites: the primary docking site located most likely
close to the binding site and a
second, more remote site.[25] The
spectral fingerprint alone is,
however, not sufficient to deter-
mine the actual locations of
these sites within the protein
matrix. In Mb, both experimental
and theoretical approaches have
provided detailed information
about location and orientation
of the free ligand within these
sites.[26,27, 28] It should be noted
that relating structure and spec-
troscopy is less problematic
from computations for the pho-
todissociated ligands than for
Fe-bound CO.
The aim of the present study
is to obtain more specific infor-
mation on the active-site hetero-
geneity, to locate the intermedi-
ate docking sites, and to assign
the spectral bands to specific
sites and structural features. This
knowledge will aid elucidating the molecular details of the
binding process and, finally, the physiological function. For Mb,
the structure-based interpretation of the IR spectra required in-
tensive experimental and computational efforts.[29,26,27] By com-
paring a large number of mutant Mb proteins it was shown
that different active site conformations have different ligand
binding properties and that the docking sites are associated
with migration pathways of the exogenous ligand into and out
of the protein.[30,31, 32,33,34]
Aromatic amino acids at position B10 of Mb had the most
pronounced effects on the ligand binding properties. A com-
parison of wt Mb and Mb mutant L29F, which can be consid-
ered the Mb analog of wt Ngb, has shown that the bulky resi-
due at position 29 (B10) shifts the stretching band of heme-
bound CO and enhances the CO population in the more
remote docking sites.[35] This ‘trapping’ effect was even more
pronounced in Mb mutant L29W.[36] Based on those results, we
have chosen wt Ngb, with a phenylalanine at position 28
(B10), and mutants F28L and F28W for this initial study on
transient docking sites in Ngb. The F28L replacement was in-
troduced to mimic the Mb distal side. We have included the
F28W mutant to elucidate whether also in Ngb the size of resi-
due 28 is a major determinant of the occupancies of the differ-
ent transient docking sites after photodissociation.
In the present work, FTIR spectroscopy and atomistic simula-
tions are combined to elucidate the structural origins of the
split spectroscopic bands. Both, IR spectra of the Fe-bound
and the photodissociated ligand in native, F28L, and F28W
proteins have been recorded. They are then compared to re-
sults from molecular dynamics (MD) simulations at ambient
and low temperature, corresponding to the conditions in the
experiments. Finally, the findings are compared and discussed.
Figure 1. Graphical representation of Equation (1): the top trace illustrates the equilibrium between the bis-histi-
dine-coordinated heme (far left) with Hisd64, the penta-coordinated heme, and the CO-bound heme (far right; Nd
labelled). The lower trace is for His64 protonated at its e position. Note that for the lower trace the protonation
state has to change from d to e which is not shown explicitly.
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Methods
Sample Preparation: Site-directed mutagenesis of murine Ngb was
performed using the Quikchange mutagenesis kit (Stratagene
Europe, Amsterdam). Cysteine-depleted Ngb (C55S/C120S), which
is referred to as wild-type (wt) Ngb in the following, was used as a
template. Custom designed primers were ordered from MWG
(MWG-Biotech GmbH, Ebersberg, Germany). The Ngb proteins
were expressed in E. coli and purified according to Kriegl et al.[14]
For the IR experiments, lyophilized protein was dissolved at a con-
centration of ~15 mm in cryosolvent (75% glycerol/25% potassium
phosphate buffer (v/v), pH 8), stirred under a CO atmosphere and
reduced with a two-fold molar excess of an anaerobically prepared
sodium dithionite solution.
Fourier Transform Infrared (FTIR) Spectroscopy: FTIR transmission
spectra were collected between 1800 cm1 and 2400 cm1 with a
resolution of 2 cm1, using a FTIR spectrometer (IFS 66v/S, Bruker,
Karlsruhe, Germany) equipped with an InSb detector. Sample load-
ing and cryogenic equipment have been described previously.[37,38]
Photolysis difference spectra were calculated from transmission
spectra taken before and after photolysis. We plot the bands of
the heme-bound CO with negative absorption to indicate that the
signal is missing after photolysis. Each band represents one so-
called “taxonomic” or “A” substate[39] characterized by a particular
heme pocket structure. The different stretching bands arise from
electrostatic interactions of the CO dipole with distinctly different
active-site structures. Upon photodissociation at low temperatures,
the CO cannot escape, but only migrate within the protein be-
cause large-scale protein motions are arrested.[40] If well-defined
transient docking sites exist, narrow photoproduct bands will
emerge. Their frequencies again depend on the interactions be-
tween the CO dipole and the electric field at the intermediate
site.[26,41, 42] As these photoproduct bands emerge upon photodisso-
ciation, they are plotted with positive amplitudes. Note that the
spectra have been scaled to the same areas. Typically, the integrat-
ed absorption is ~20x smaller in the CO photoproduct bands than
in the bands of the heme-bound form.
Computational Procedures and Molecular Dynamics
Simulations
All molecular dynamics (MD) simulations were carried out with the
CHARMM program[43] and the CHARMM27 force field.[44] The initial
NgbCO structure was generated by adding hydrogen atoms to the
X-ray structure resolved by Nienhaus and co-workers[22] (PDB code
1W92). Both possible neutral tautomers of His64 (Hisd64 and
Hise64) were investigated. The simulation is focused on the region
surrounding the heme group; therefore, the stochastic boundary
method was used to increase computational efficiency.[45] The
heme pocket was solvated by three sequential layers of water mol-
ecules, forming a 25  sphere around the center of mass of the
four porphyrin nitrogens of the heme prosthetic group, and a sol-
vent boundary potential with a radius of 25  was applied to con-
strain the water molecules. A “reaction region” of radius 16  cen-
tered on the heme was defined, inside which the system was
propagated with Newtonian dynamics. The dynamics of the buffer
region between 16 and 20  from the center was described using
Langevin dynamics. After solvation, the system consisted of 2465
atoms of NgbCO and 1450 water molecules, which leads to 6815
atoms in total. Single mutants F28L and F28W were generated by
replacing Phe28 of wt NgbCO with the corresponding side chain.
The interatomic stretching potential of the photodissociated CO
ligand is given by an anharmonic rotational Rydberg-Klein-Rees
(RRKR) potential.[46,47] The electrostatic interaction of CO with its
environment is based on distributed multipole analysis (DMA)[48]
which has been developed and successfully applied to simulations
of the spectroscopic properties of CO[28,49,50] and to structurally
assign spectroscopic features in photodissociated Mb–CO. In par-
ticular, an expansion of the electrostatic potential up to an atomic
quadrupole moment on the C atom and an octupole moment on
the O atom resulted in IR spectra in very good agreement with ex-
perimental data of CO in Mb.
Initially, the NgbCO was heated from 100 to 300 K for 50 ps and
equilibrated for 100 ps. The final RMSD of the Ca atoms with re-
spect to the crystal structure was 1.7 . The photodissociated
system (Ngb–CO) was prepared following an additional equilibra-
tion simulation (200 ps) by storing 20 snapshots, each separated
by 10 ps, from which the photodissociation event was initiated.
The photodissociation was modeled by the “sudden” approxima-
tion:[51] The FeC bond was deleted and the potential parameters
describing the bound state were replaced by those of the dissoci-
ated state. A repulsive term of the form r12, where r is the distance
between heme iron and the CO center of mass, was added and all
nonbonded interactions (electrostatic and van der Waals) between
the CO and the heme plane were switched off. Force field parame-
ters were taken from previous work on MbCO.[51,52] After 0.1 ps of
dynamics, the FeC bond was fully dissociated. The repulsive term
was removed and the nonbonded interactions were reintroduced.
Subsequently, several 1 ns trajectories of photodissociated Ngb–CO
were run at 300 K. Infrared spectra were extracted from 15 trajecto-
ries of wt Ngb–CO, the F28W and the F28L mutant with His64 in
its d (Hisd64) and e (Hise64) protonation state. In the following,
these realizations are denoted WTd/e, F28Wd/e, and F28Ld/e, respec-
tively.
Calculation of Theoretical CO Infrared Spectra: The IR spectrum of
the CO ligand was calculated from the Fourier transform of the
dipole–dipole autocorrelation function Cm(t) (m is the dipole
moment). The absorption lineshape can then be derived from
Equation (2):[53]
IðwÞ ¼ wð1 ehw=kTÞ
Z 1
0
CmðtÞeiwtdt
CmðtÞ ¼< mðt0Þmðt0 þ tÞ >t0
ð2Þ
Here, the hit0 symbol denotes averaging over all starting points t0,
and CmðtÞ is normalized. Furthermore, h is the reduced Planck con-
stant, k is the Boltzmann constant and T is the temperature in
Kelvin. In practice, m(t) was accumulated over 2n time origins,
where n is an integer so that 2n corresponds to between 1/3 and
1/2 of the trajectory with time origins separated by 1 fs leading to
C(t). The autocorrelation function can then be transformed using a
fast Fourier transform and a Blackman filter to minimize noise.[54] A
CO gas-phase spectrum obtained following this procedure results
in a sharp CO stretching peak at 2183 cm1. The difference of
39 cm1 compared to the experimentally determined band at
2143 cm1 is related to the classical treatment of the Morse poten-
tial and the use of the Verlet integrator in MD with a 1 fs time-
step.[53] The integration of the equations of motions using the ve-
locity–verlet algorithm with a time step of 1 fs shifts the frequency
by 16 cm1. The remaining 23 cm1 can be attributed to the classi-
cal treatment of the anharmonic oscillator, which can be shown to
have an energy-dependent fundamental frequency.[55]
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2. Results
2.1 FTIR Spectra Recorded at Cryogenic Temperatures
2.1.1 Active-Site Conformations in Ngb
Wild-type NgbCO displays three stretching bands of heme-
bound CO at pH 7.2 (Figure 2), A1 peaking at 1935 cm
1, A0
(1968 cm1) and A2 (1978 cm
1). (Note that the peak positions
differ slightly from those reported in ref. [25] because spectra
of the cysteine-substituted variants are presented in this
study). The dominant band, which we had earlier denoted by
A1,
[14] is likely related to the A3 band that is present in those
MbCO mutants that carry an aromatic residue at position
B10.[56, 57] In this conformation, the protonated Hise64 forms a
strong hydrogen bond to the bound ligand, resulting in a sub-
stantial red-shift of the spectral band. In the A0 conformation,
the His64 side chain is expected to be protonated and rotated
away from the bound ligand,[10] which renders the binding site
less polar.[25] The high frequency of A2 suggests that a negative
partial charge is located near the CO oxygen. F28L NgbCO
(pH 7.0) also displays three active-site conformations (Figure 2).
The dominant A1 band has shifted from 1935 to 1937 cm
1;
the narrower line indicates a more homogeneous conforma-
tion. A second band resides at 1957 cm1. As in the wild-type
protein, there are also (at least) two high-frequency bands. We
suggest that A0 at 1967 cm
1 represents a species with mini-
mal interaction between the CO and the distal heme pocket
environment also in the mutant. An extended tail towards
higher frequencies suggests that another band is present at
1974 cm1. The fraction of the A2 and A0 bands amounts to
58% as compared to 32% in wt Ngb. To obtain further infor-
mation on these conformations, we have lowered the sample
pH to 5 and again measured the absorption spectrum. It
shows three bands, centered at 1937, 1957 and 1973 cm1. The
contribution at 1967 cm1 is no longer present. A comparison
with the spectrum at 290 K suggests, however, that the two
species at 1957 and 1973 cm1 are related to the band at
1967 cm1 and, therefore, are most likely associated with a pro-
tonated His64. F28W NgbCO displays a dominant band at
1939 cm1 (Figure 2). There are also high-frequency bands in
the range 1960–1980 cm1, but they are not resolvable at 4 K
because of their very low amplitude (these bands have alto-
gether only ~5% of the total area). All three samples have in
common that the fraction of the A0 species is reduced upon
cooling (Figure 2). The effect increases in the order Leu28<
Phe28<Trp28, implying that a large aromatic entity at position
B10 stabilizes the closed conformation of the protein.
2.1.2 Photoproduct Spectra of Ngb
It is difficult to predict putative transient docking sites in Ngb
because the protein has a large internal cavity of ~300 3,
which could provide several docking sites. In addition, a small,
apolar cavity corresponding to the Xe4 cavity in Mb exists. In
the hexa-coordinate state, the huge open volume connects
the distal and proximal sides of the heme and has a direct
opening to the bulk solvent.[21] This tunnel is maintained upon
binding of an exogenous ligand, however, its accessibility from
the bulk is restricted because of decreased flexibility of the
protein.[22]
We have performed two different illumination protocols to
probe possible CO docking sites in Ngb. Initially, the NgbCO
samples were illuminated for 1 s at 4 K, which transfers the
system into the Ngb–CO state where CO is expected to popu-
late preferentially the primary site B close the binding site. In
addition, the samples were also cooled under steady illumina-
tion from 140 to 4 K (ramp rate 0.3 Kmin1), which is a conven-
ient method to screen for other, more remote transient dock-
ing sites.[58,59]
The photolysis yields achieved by the different illumination
protocols are apparent from Figure 2. The solid lines represent
the total bound CO at 4 K; dashed and dashed-dotted lines
show the fractions which are photolyzed by 1 s and slow-cool
illumination. It is obvious that, in contrast to Mb, 1 s illumina-
tion is not sufficient to keep all CO ligands in Ngb photodisso-
ciated for the time it takes to record a spectrum (100 s). Even
after extended illumination a small fraction of CO remains
bound to the heme iron. The photoproduct yield is particularly
low in F28L at pH 5 (Figure 2C).
The photoproduct spectra taken after 1 s illumination at 4 K
and after slow cooling from 140 to 4 K under continuous illu-
mination are shown in Figures 3A and B. After 1 s-illumination,
the photoproduct spectrum of wt Ngb–CO shows a doublet of
bands at 2128 and 2136 cm1 (Figure 3A). Exact peak positions
were determined by fits with multiple Gaussians and are com-
piled in Table 1. The same bands are present in the spectra of
mutants F28W and F28L. In addition, mutant F28L Ngb–CO ex-
Figure 2. Experimental FTIR absorption spectra of A) wt NgbCO, pH 7,
B) F28L NgbCO, pH 7, C) F28L NgbCO, pH 5 and D) F28W NgbCO, pH 7 in
the spectral region of heme-bound CO (1900–2000 cm1). Negative ampli-
tudes indicate that the absorption due to heme-bound CO is missing after
photolysis. a : fraction photolyzed after 1 s illumination at 4 K. d : frac-
tion photolyzed after slow cooling from 140 to 4 K under continuous illumi-
nation. c : overall bound CO (4 K). g : overall bound CO (290 K). Solid
and dotted lines serve as reference and therefore are also plotted with nega-
tive amplitude.
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hibits a large band at 2119 and a smaller one at 2142 cm1.
After cooling the samples from 140 to 4 K under continuous il-
lumination, the photoproduct spectra have changed signifi-
cantly, indicating that different docking sites have been popu-
lated (Figure 3B). For wt Ngb–CO, the bands at 2128 and
2136 cm1 have disappeared. Instead, a dominant band at
2134 cm1 has been created. Essentially the same changes are
observed for F28L and F28W Ngb–CO. However, in F28L Ngb–
CO, residual intensity of the photoproduct bands measured
after 1 s illumination is still observed after slow-cool illumina-
tion. These data clearly indicate that wt Ngb–CO and F28W
Ngb–CO share very similar transient docking sites. In F28L
Ngb–CO, additional sites are populated as indicated by the
photoproduct bands at 2119 and 2142 cm1.
2.2 Molecular Dynamics Simulations at 300 K
To obtain structural information about the photodissociated
CO in Ngb—that is, to relate structure and spectroscopy—MD
simulations were carried out at different temperatures for wt
Ngb and the F28W and F28L mutants. The 1 ns trajectories in-
dicate that at 300 K, the free CO ligand can sample a number
of transient sites that are shown as colored spheres in
Figure 4. Spectra corresponding to specific docking sites can
be extracted from trajectories in which a particular site is sam-
pled for at least a consecutive 400 ps (resolution of 0.03 cm1).
It was previously found that such an approach is a meaningful
way to correlate spectroscopy with structural information in
myoglobin.[28] Only the four sites closest to the heme iron (B’
shown in white, B” in yellow, C in cyan, and F in orange) are
sufficiently sampled to allow spectroscopic data to be extract-
ed. The averaged IR spectra of CO at these sites are shown in
Figure 5, labeled according to the different mutant samples
(see caption of Figure 5). Individual peak positions (indicated
by the arrows) were determined by fitting Gaussian functions
to the calculated band profiles I(w). They are summarized in
Table 2.
Infrared spectra for CO in docking site B’ are shown in Fig-
ure 5A. For WTe (black trace) the spectrum shows two bands,
red-shifted by 11 and 2 cm1 relative to gas-phase CO. The in-
tensity of the two peaks is unequal and may depend on the
limited conformational sampling. The spectral signature for the
F28We mutant is similar but with a more pronounced low-fre-
quency peak. The two peaks are again shifted to the red from
gas-phase CO and the splitting is 12 cm1, 3 cm1 larger than
for WTe, which is in qualitative agreement with experiment
(see Figure 3). Conversely, the spectrum for F28Wd (gray) con-
sists of two peaks, one blue- and the other one red-shifted
from gas-phase CO, split by only 5 cm1 and does not corre-
spond to the experimental spectrum. In Figure 6, spectra of
dissociated CO obtained from individual runs together with
the corresponding averaged structures are shown. The line
color of a spectrum is repeated in the frame of the related
structure plot. The nature of residue 28 (F, W, or L) is indicated
in the structures. Figure 6A shows two individual spectra of
CO at site B’, extracted from WTe. The spectra in black and red
Figure 4. Structure of Ngb showing the docking sites identified by MD simu-
lations as colored spheres. Color code: white (site B’), yellow (site B”),
orange (site F), red (site G), purple (site H), cyan (site C, Xe4), green (site E,
Xe2), blue (site D, Xe1).
Table 1. Band positions of the IR stretching absorption of heme-bound and photodissociated CO in mutant Ngb samples, as determined at 4 K and pH 7,
with an estimated experimental error of 0.5 cm1. The numbers in parentheses indicate the percentage of each spectral band contributing to the total in-
tegrated absorbance.
Heme-bound CO Photolyzed CO
WT 4 K illum. 1935 (62) 1953 (5) 1966 (23) 1976 (9) 2105 (5) 2114 (5) 2123 (7) 2129 (37) 2131 (7) 2136 (39)
Slow cool 2128 (19) 2134 (75) 2139 (6)
F28L 4 K illum. 1937 (42) 1957 (20) 1967 (38) 2107 (6) 2120 (39) 2130 (24) 2136 (11) 2142 (17) 2149 (3)
Slow cool 2108 (2) 2122 (23) 2131 (36) 2134 (26) 2141 (11) 2148 (2)
F28W 4 K illum. 1939 (95) 1965 (~2) 1978 (~2) 2117 (4) 2128 (46) 2136 (50)
Slow cool 2128 (16) 2134 (82) 2137 (2)
Figure 3. Experimental FTIR photolysis difference spectra at 4 K in the spec-
tral region of the photolyzed CO (2100–2160 cm1). Positive amplitudes indi-
cate that these bands are created by photolysis. A) FTIR photoproduct
bands after 1 s illumination at 4 K. B) photoproduct bands after slow-cool il-
lumination from 140 to 4 K. All spectra have been scaled to unit area. (c):
wt Ngb, (a): F28L, (g): F28W.
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(Figure 6A) have a dominant peak at 13 cm1 and at 5 cm1
relative to the theoretical gas-phase CO band (2183 cm1). In
both structures, the CO is located above the heme-pyrrol C
(white sphere in Figure 4). The main structural difference is the
relative orientation of the CO ligand and residue Phe28. In the
black-framed averaged structure the CO ligand has a distance
of 5.7  to the Ne of His64, the CO-carbon atom points towards
the heme-iron and the Phe28 side chain ring is perpendicular
to the heme plane. In the red-framed structure, the distance
between CO and the His64 side chain is increased by 0.5 .
More importantly, the ligand is rotated by 1808, with the
oxygen atom pointing towards the heme-iron. The Phe28 side
chain is located on top of the CO and parallel to the heme
plane.
Figure 5B shows spectra for F28We (g) and F28Le (a).
Comparison with panel A for the F28W mutant es-
tablishes that the experimental spectrum corre-
sponds to site B’. For site B” the F28We spectrum is
essentially unshifted from gas-phase CO and no defi-
nite splitting is found. For the F28Le mutant a rather
broad, strongly red-shifted spectrum with a band
shifted by almost 30 cm1 is found. Because for this
mutant site B’ is not extensively sampled, no corre-
sponding spectra could be calculated. However, the
strongly red-shifted signal for F28Le hints towards as-
signing the experimental 2119 cm1 to a B” site.
Other spectra of structures with Hise configuration
calculated for site B” are rather broad, barely red-
shifted and unstructured. Site B” is located almost on
top of the heme iron (yellow sphere in Figure 4). The
black and blue spectra in Figure 6B represent essen-
tially identical conformational substates of WTe but
without/with water interacting with the carbon atom
of CO. A single water molecule in close contact to
the carbon atom of CO in the gas phase was found
to lead to blue-shifts of 12 cm1 of the calculated
IR bands (not shown), which is consistent with the
Table 2. Docking site specific band positions (in cm1) of the theoretical
spectra for all Ngb–CO systems studied (wt, F28L and F28W mutants
each with both His64 tautomers). Bands from the selected spectra shown
in Figure 5 are highlighted in boldface.
System/Site B’ B” C F
WTd 2170 2173 2169
2175 2181 2173
2179 2177
2181
WTe 2172 2164 2177 2167
2181 2168 2180 2178
2171 2183
2178
F28Ld 2173
2177
2180
F28Le 2165
2175
2181
F28Wd 2180 2179
2185 2184
F28We 2171 2179 2180
2183 2184 2184
Figure 6. Left : Selected site-specific photoproduct spectra at 300 K from 400 ps of MD
simulation each. The collection of bands in each present docking site covers the com-
plete bandwidth from the corresponding average spectra in Figure 5. Right: Average
structures from the trajectories sampling the spectra on the left. The color-coded borders
relate structure and spectrum. The set of spectra displayed consists of native and mutant
Ngb systems.
Figure 5. Docking site specific IR spectra of CO calculated from molecular
dynamics simulations at 300 K at sites B’, B”, C and F. Each spectrum is aver-
aged over three to six single spectra extracted from 400 ps of independent
MD simulations each. c : WTe, a : F28Le, g : F28We, grey: F28Wd. The
vertical dashed line is the computed stretching band for free CO. Line styles
correspond to those from Figure 3.
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large difference encountered between the black and the blue
spectra in Figure 6B. In the red-framed structure (Figure 6B),
Hisd64 has adopted a slightly bent average orientation, with Ne
pointing towards the solvent. Therefore, the electrostatic inter-
action with the CO is reduced and the corresponding spectrum
is less red-shifted (10 cm1) compared to the black one.
The green spectrum represents a typical subconformation of
F28We with a completely swung out Hise64 side chain, which
considerably reduces the interaction between His64 and CO.
As a result, only small spectral shifts of 5 to 0 cm1 relative
the gas-phase band are observed. Overall, small details in the
orientation of the ligand relative to the protein are found to
have a pronounced influence on the IR spectra. This observa-
tion is in line with previous investigations on CO in Mb.[28,60, 61]
Averaged docking site C spectra are shown in Figure 5C for
WTe (solid black), F28Wd (solid gray), and F28We (dotted black).
They are consistently unstructured, and their maximum is shift-
ed by 6, 4 and 3 cm1 to the red from free CO. Compari-
son with the experimental spectrum shows that the maximum
intensity peak is expected to lie between the maxima of the
two peaks for WT and F28W. This is also found from the simu-
lations. For WTe, the maxima of the two peaks in B’ are red-
shifted by 2 and 11 cm1, whereas the maximum intensity
peak in docking site C is shifted by 3 cm1. The same holds
for the F28We spectra. For F28L no spectra of site C were calcu-
lated at 300 K because the residence time of the ligand in site
C was not sufficiently long to extract meaningful data. Individ-
ual contributions to the average spectrum of CO in docking
site C calculated for mutant F28W are shown in Figure 6C. The
location within the protein is indicated by the cyan-colored
sphere in Figure 4. It corresponds to the Xe4 site in Mb. The
two average structures shown represent the two species
which contribute to the overall average spectrum of this dock-
ing site (Figure 5C). They display very similar arrangements of
the amino acid side chains but differ in the orientation of the
CO. The main band, red-shifted by 4 cm1, represents a CO
molecule in the FeCO conformation. The high-frequency
band (red) corresponds to a CO molecule in the opposite ori-
entation (Figure 6).
For docking site F, the line shape for WTe (black) is shown in
Figure 5D. The spectrum is dominated by two peaks, red-shift-
ed by 16 cm1 and 5 cm1. Individual spectra of CO in site
F of WTe and averaged conformations of the amino acids are
shown in Figure 6D. In the structure corresponding to the
high frequency spectrum (green, Figure 6D) the CO-carbon
atom loosely points towards the His64 residue. In the other
structure (black frame and black spectrum in Figure 6D) the
CO is oriented in a parallel fashion to the edge of the imida-
zole ring, pointing to the active site. A minor structural differ-
ence arises from the Phe28 side chain which is arranged slight-
ly more perpendicular towards the heme plane in the first
structure.
In summary, the 300 K simulations provide strong evidence
that the experimental spectra for WT and the F28W mutant in
Figure 3A correspond to site B’. This is clearly borne out for
F28W, and less clearly (due to the low intensity of the stronger
red-shifted peak for the WT) for the wild type protein. In addi-
tion, the results also establish that His64 is protonated at its e-
position because all spectra for His64d bear little resemblance
with the experimental findings and, more generally, the spec-
tra are essentially unshifted relative to gas-phase CO. For the
F28L mutant only trajectories in site B” could be analyzed in a
meaningful way. They lead to the conclusion that, most likely,
the absorption at 2119 cm1 found in the experiment corre-
sponds to site B”. All other structure in the spectrum is washed
out and sampling at lower temperature (see next section) may
provide additional insight. Finally, the shape of the site C spec-
tra is simpler for WTe and F28We and the maximum intensity of
the band falls between the two maxima of the B’ spectra,
which agrees also with experiment (see Figure 3B).
2.3 Molecular Dynamics Simulations at 20 K
FTIR photolysis difference spectra are usually measured at
T<10 K so as to prevent geminate rebinding within the time it
takes to collect a spectrum of the photolyzed state (100 s). In
contrast, MD simulations are typically performed at 300 K. The
different premises of experimental and computational ap-
proaches potentially make direct comparison difficult. There-
fore, additional simulations were performed at low tempera-
ture.
At 20 K, only the migration to docking sites B’ and B” was
observed in the trajectories. Figure 7 shows photoproduct
spectra of WTe (upper graph) and F28Le (lower graph) from
1 ns of MD at 20 K. The corresponding structures are displayed
above and below, again with color-coded frames. All spectral
bands are narrow. The calculated photoproduct bands of WTe
Ngb cover a range of 10 cm1 predominantly to the red of
free CO, which compares favorably with the simulations at
300 K. Moreover, the snapshots for T=20 K have CO located
within site B’, thus leading to similar spectral shifts as in the
300 K simulations (see Figure 5A). Contrary to the average
300 K structures the carbon atom of CO points towards His64
in all the wt 20 K simulations indicating that considerably
smaller conformational differences can still lead to appreciable
spectral shifts.
The low temperature photoproduct spectra of F28Le cover a
significantly wider frequency range (from 2167 (black) to
2185 cm1 (blue)). They are in good qualitative agreement with
the site B” spectra from simulations at 300 K, shown in Fig-
ure 5B. Because CO in these simulations is even closer to His64
(NeH–CO center-of-mass ~3.1 ) and the heme iron (Fe–CO
center-of-mass ~3.5 ) than in the corresponding 20 K simula-
tions for WTe (~4.3  and 4.0 ) the spectroscopy is particularly
susceptible to small structural changes.
Comparison of the low-temperature spectra with the 300 K
spectra shows differences in the width and, therefore, in the
resolution of the individually calculated spectra. However, the
frequency range and the relative shifts of all 20 K spectra in
each system correspond reasonably well with their 300 K coun-
terparts in Figures 5A and B, suggesting that spectra from
room temperature simulations (better sampling) contain mean-
ingful information to interpret the experimental low-tempera-
ture data.
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3. Discussion and Conclusions
We have combined experimental (FTIR spectroscopy) and theo-
retical (MD simulations) approaches to characterize the differ-
ent conformational substates present in heme-bound NgbCO
and photodissociated Ngb–CO. The existence, identification
and structural assignment of ligand-bound and photodissociat-
ed states is essential to analyze and characterize ligand migra-
tion pathways and rebinding trajectories which are most likely
directly related to the function of Ngb. Both techniques have
their advantages and their method-related drawbacks. FTIR
photoproduct spectra can provide information on the number
of conformational substates and also the number of visited
transient docking sites, but lack direct structural information.
Here, site-specific spectra obtained from MD simulations can
assist in interpreting the experimental data. Simulations, on
the other hand, are limited in terms of ensemble size and the
computationally accessible timescale.
Simulations were carried out for wt Ngb–CO using both tau-
tomers, Hisd64 and Hise64, of the neutral His64. The different
tautomerization, protonation and isomerization states of this
residue are known to constitute structural heterogeneity at the
active site of heme proteins.[26] During the equilibration of WTe
at 300 K, the imidazole side chain rotated by 1808 around the
CbCg axis. As a result, the free electron pair on Nd can form a
hydrogen bond to a solvent
molecule. Moreover, the proto-
nated Ne is positioned slightly
closer to the bound ligand,
which allows for a stronger inter-
action. The same conformation
of His64 is seen in L29F
MbCO.[62] Both, L29F MbCO and
WTe NgbCO in the rotated form,
have a dominant A substate
band at about 1930 cm1. There-
fore, we suggest that the A1
band corresponds to the Hise64
NgbCO isomer. The discrepancy
compared to the crystal struc-
ture is explained by the fact that
protein crystallography is not
able to distinguish between N
and C atoms. Hence, the atom
assignment in NgbCO was
adopted from the one of the
ferric form (1Q1F), where the
mapping was unambiguous due
to the covalent bond between
the Ne and the heme iron.
[21] A0
represents the open conforma-
tion, with His64 protonated and
rotated out of the distal pocket.
Two possible conformations
may be considered for the high-
frequency, A2 band:
[25] i) The p-
electron system of Phe28 inter-
acts with the bound ligand; we note that the F28L mutation
would abolish this interaction. ii) A neutral Hisd64 tautomer
points its non-bonding electron pair on Ne at the bound
ligand. This conformation is physiologically of particular rele-
vance because only the Hisd64 tautomer can form the hexa-co-
ordinate ferrous (bis-histidine) species after dissociation of the
exogenous ligand. A combination of both effects is also con-
ceivable: tautomerism of His64 may induce reorientation of
Phe28, which in turn could result in the electrostatic interac-
tion between its p-electron system and the bound ligand. The
absorption spectra of the F28L mutant indicate a marked de-
crease of the A2 species, which supports possibility (i). Howev-
er, in mutant F28W, the population in A2 is negligible, which
contradicts the hypothesis that this band arises from an inter-
action of the CO and the p-electron system of residue 28. Pos-
sibility (ii)—interaction between a neutral Hisd64 and CO—is,
however, also not fully supported by the data. A comparison
of the FTIR spectra of F28L (pH 5) measured at 4 and 290 K
shows that both A2 and the band at 1957 cm
1 are A0-type
bands and, therefore, most likely represent conformations with
a protonated His64 side chain. Preliminary analysis of the MD
trajectories reveal that, indeed, Phe28 can interact with CO via
p-interaction with a corresponding spectroscopic A2 state
whereas Trp28 is pushed away (i.e. no p-interaction) from CO
through interactions with neighboring residues which has a
Figure 7. IR spectra of CO in docking site B’ of WTe Ngb–CO (top) and in docking site B” of F28Le Ngb–CO
(bottom), obtained from simulations at 20 K. Color-coded snapshots of structures associated with particular bands
(solid lines) are plotted on top and below. Additional 20 K spectra for WTe Ngb–CO and F28Le Ngb–CO from inde-
pendent 1 ns simulations are shown (a) to provide an impression of the subtle structural differences that lead
to the width of the observed experimental spectra (Figure 3). The vertical dashed line represents the location of
the gas-phase CO stretching mode.
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similar effect as the F28L mutation. This agrees qualitatively
with model (i) in that p-interaction with Phe28 is responsible
for the spectroscopic state A2. However, additional effects,
such as the relative position and orientation of Hise64 changes
in the active site should be taken into account for a more com-
plete analysis.
When the Fe-CO bond is ruptured at cryogenic tempera-
tures, the CO cannot escape from the protein matrix but rather
becomes trapped at specific internal sites. Each site is charac-
terized by a photoproduct band. Often, a doublet of bands is
seen due to different orientations of the CO in the site.[41, 42] In
an experimental study of ligand migration in wt Ngb–CO,[25]
two transient docking sites could unambiguously be resolved;
evidence of a third site was present, but weaker. Based on the
spectra and rebinding behavior of the CO, they were tentative-
ly denoted as primary site B and secondary site C.
The experimental photoproduct spectrum of wt Ngb–CO as-
sociated with site B displays two prominent bands at 2128 and
2136 cm1 which are also found for mutants F28W (prominent)
and F28L (less prominent, see below), suggesting that the elec-
tric field at the docking site is little influenced by the present
modifications of residue 28 (Figure 3). The MD simulations at
300 K suggest that a voluminous side chain at position 28 di-
vides site B into two subsites, B’ and B” whereas low-tempera-
ture trajectories of wt Ngb–CO show migration to site B’ only.
Apparently, site B” is not populated at cryogenic conditions,
which implies that the experiment probes ligand rebinding
from site B’. Photoproduct spectra of WTe Ngb for site B’ from
the MD simulations at 300 K (Figure 5A) show close similarity
to the experimental data, both with respect to spectral shift
and shape and thus allow to relate spectroscopy with struc-
ture. They display two regions with increased band densities
(11 cm1 and 2 cm1 red-shifted from gas-phase CO),
which are likely to be related to the bands at 15 cm1 and
7 cm1 seen in the experiment. Both doublets show almost
identical band splitting between 8 and 9 cm1. For F28W Ngb–
CO the same but more equally pronounced band splitting
compared to the wild type protein (Figure 3A) is observed ex-
perimentally. This is also seen in the simulated spectra of WTe
and F28We but not in the corresponding F28Wd mutant (Fig-
ure 5A). Additionally, the splitting for F28We compared to WTe
is increased by 3 cm1, in agreement with experiment. Al-
though the B’ spectrum of F28Wd shows two bands, the split-
ting is clearly too small and not sufficiently red-shifted to be
related to the experimental spectrum (see Figure 3A). This ob-
servation is a further reassurance for the major Hise fraction in
the experimental protein sample.
Structures corresponding to specific WTe B’ spectra are com-
pared in Figure 6A. The CO molecule is slightly displaced from
the heme-center towards the protein interior and populates
two different orientations. The more red-shifted band arises
from a FeCO conformation. This scenario resembles the situa-
tion in wt Mb, where it was possible to unambiguously relate
each spectral band with a particular CO orientation.[27,28] Con-
trary to Ngb, however, the more red-shifted band was assigned
to FeOC in Mb. However, as also discussed below, the popu-
lation of two distinct substates (FeCO and FeOC) is less pro-
nounced in Ngb than in Mb, probably because of the larger
and more solvent-accessible active site in Ngb.
The FTIR spectrum of F28L Ngb obtained after 1 s illumina-
tion shows two additional photoproduct bands, a major band
at 24 cm1 (2119 cm1) and an additional high-energy band
at 1 cm1 (2142 cm1), yielding a rather broad overall spec-
trum. This finding is reflected in the spectrum obtained from
simulations at 20 K (Figure 7). It also spans a significantly wider
frequency range than that of wt Ngb–CO at cryogenic temper-
atures. The structures corresponding to the calculated B site
spectra of F28L Ngb–CO at 20 K (Figure 7) indicate that CO is
located more towards the heme center, at a more B”-like posi-
tion. As the aromatic side chain at position 28 is missing in
F28L Ngb, only a single B-site exists. The different bands are
mainly related to different orientations of the His64 side chain
with respect to the CO ligand. Large red-shifts arise from
strong interactions between His64-NH and the CO-oxygen
whereas small red-shifts or even blue-shifts occur if the His64
side chain swings out of the heme pocket.
The additional site B” is not unique to Ngb, but was earlier
described in MD simulations on L29F MbCO.[63] The very large
Stark splitting observed with FTIR spectroscopy for CO trapped
in the primary site in L29F Mb–CO (24 cm1) and the observa-
tion that rebinding starts already at 4 K imply that, at cryogen-
ic temperatures, the CO ligands are trapped at site B”, right on
top of the heme iron.[35] In the L29W MbCO mutant, two active
site conformations, AI and AII, exist that differ in the orientation
of the Trp29 side chain.[32,64] Below 180 K, the protein is frozen
in one of the major conformations; transitions between these
conformations are not possible.[39,40] Whereas in conformation
AI only site B’ is available to the photolyzed ligand at 4 K, in AII
only site B” can be populated. Structurally, the orientation of
the indole side chain in AII corresponds to that of the Phe29
side chain in L29F Mb.
The FTIR photoproduct band associated with site C (see Fig-
ure 3B) corresponds best to the site C spectrum determined
by MD simulations (Figure 5C), although here, the major peak
is less red-shifted than in the experiment. Site C is equivalent
to the Xe4 site in Mb. The highest relative occupancy of site C
was found for mutant F28W Ngb–CO. Theoretical spectra for
Hisd64 and Hise64 protonation are not significantly different,
probably due to the rather large distance of CO to His64. In
F28L Ngb–CO, owing to the considerably smaller residue at
position 28, a significant fraction of CO ligands remained at
the primary B-site. If we compare ligand migration in wt Mb
and mutants with an aromatic residue at position 29, we also
observe increased trapping in the Xe cavities. For docking site
F, calculated IR bands appear within the same spectral range
as the bands of site B”. From experiment no direct evidence is
available for population of this site and the spectroscopic fea-
tures may be partially obscured by the bands of sites B and C.
Moreover, based on the location of site F, one would expect it
to be populated most likely via migration from site B” which is
essentially not available in wt Ngb–CO (see above). Only in
mutant F28L Ngb–CO, the CO is found at a B”-like site at 20 K.
In summary, the combination of experimental and theoreti-
cal methods used in this work allows the structural interpreta-
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tion of the CO photoproduct spectra in Ngb and provides a ra-
tionale for the heme-bound spectra. It is found that His64 is
present in its His64e protonation state and that photodissociat-
ed CO populates docking site B’ for WT and F28W, whereas
docking site B” is also available for the F28L mutant. The C-site
spectra could also be assigned for WT and F28W. Despite the
very different physiological functions, the detailed analysis re-
vealed marked similarities between Ngb and Mb. As in MbCO,
the Hise64 protonation state of His64 is favored in NgbCO over
its Hisd64 tautomer. After photodissociation, the CO ligands ini-
tially become trapped at site B. In Ngb, a large residue at posi-
tion 28 divides this site into two subsites, B’ and B”, which is
reminiscent of Mb. In addition, the voluminous side chain en-
hances the ligand population in site C. This is also seen in Mb,
in particular in L29F.[33,61,63]
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Structural characterization of spectroscopic
substates in carbonmonoxy neuroglobin
Stephan Lutz,a and Markus Meuwly,∗b
Relating structure and spectroscopy is fundamental in characterizing the confor-
mational dynamics and elucidating function at an atomistic level in condensed-
phase environments. In particular, the combination of infrared spectroscopy and
atomistic simulations has provided fundamental insight into structural assign-
ments of spectroscopic bands. Infrared spectroscopy and Molecular Dynamics
(MD) simulations on carbonmonoxy myoglobin (MbCO) were able to partially
identify three major CO infrared bands (A0, A1 and A3) which are related to
different conformational substates in the active site environment of the protein.
Recently, two similar CO bands were identified from 2D-IR experiments in hu-
man carbonmonoxy neuroglobin (NgbCO), named N0 and N3. Time-dependent
frequency changes found in the N0 band and a large variation of relaxation times
for these bands made the characterization of these substates considerably more
difficult compared to MbCO. In this work we discuss the structure-spectroscopy
relationship for three different His64 protonation states in human and murine
NgbCO using MD simulations and density functional theory (DFT) calculations.
The present work assigns the N3 band to the Hisε64 tautomer having its sidechain
in hydrogen bonding contact to CO. Frequencies of the corresponding His64H+
and Hisδ64 tautomers show characteristic contributions to the N0 band. Spectro-
scopic line broadening, most strongly observed for human neuroglobin, is likely
to be attributed to increased solvent accessibility.
1 Introduction
The bond between a ligand and the heme-iron atom in proteins such as myoglobin
(Mb), hemoglobin (Hb), neuroglobin (Ngb) or truncated hemoglobin (trHb) is
photolabile and can be broken by electronically exciting the Soret band.1 Bi-
ologically, this bond is of central importance, because it can be used to better
understand reactivity, binding and rebinding dynamics in a well defined biolog-
ical context. In less than 100 fs after excitation, the Fe-CO bond is broken and
as a result the heme unit relaxes to a structure that prevents immediate rebinding
of CO.1 The excess energy is primarily transferred into low frequency modes,
including CO translation and rotation and vibrational modes of the heme. Even-
tually, the energy is further released to both, the protein and the solvent and leads
to a temperature increase in both.2
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Infrared (IR) spectroscopy has served as a useful tool to characterize pro-
tein and ligand dynamics.3–8. By sensing the iron-bound CO vibrations in car-
bonmonoxy myoglobin (MbCO), several CO-stretching bands were observed.
Contrary to electronic spectroscopy, vibrational spectra of reactants and products
of CO dissociation contain signatures related to geometrical structures. These
changes can be directly associated with particular chemical bonding patterns and
are therefore more readily interpreted in terms of chemical structure. Thus, an
important goal of IR studies of proteins is concerned with the structural interpre-
tation of such spectra. This is, however, a difficult undertaking in most situations
because structure and spectroscopy can only be recorded at the same time under
special circumstances. One example is picosecond time-resolved X-ray diffrac-
tion of the L29F mutant which, in conjunction with femtosecond time-resolved
mid-IR spectroscopy, provided information on structures and spectroscopy at the
same time.9 However, this method is highly specialized and not applicable to
an arbitrary problem. More traditional methods such as linear and - more re-
cently - 2D–infrared spectroscopy also provide information that can be used to
infer structural changes. However, analysis of the spectroscopic signatures in
terms of local structure has to be done either by exploring analogies with previ-
ously investigated systems,10,11 or structure and spectroscopy can be related by
employing atomistic simulations with accurate force fields. This has been suc-
cessfully pursued over the past few years and has allowed to structurally assign
vibrational spectroscopic signatures of unbound CO in Mb and Ngb.12–16 These
studies along with the corresponding experimental efforts have opened the pos-
sibility to use small diatomic ligands as sensitive structural spectroscopic probes
of heterogeneous environments such as the primary (heme pocket) and several
secondary (Xenon pockets) docking sites in Mb.
Likewise, the Fe-bound ligand can be used to probe the arrangement of the
protein side chains in the heme pocket. Over the years, in MbCO the three main
bands (A0, A1 and A3) were characterized in more detail.7,17 Multidimensional
vibrational echo experiments18 and Molecular Dynamics (MD) simulations19
also coupled with DFT calculations20,21 played an important role in the struc-
tural assignment of these IR bands. Today, A0 is unambiguously considered to
represent a conformational substate (CS) with the distal His64 sidechain rotated
out from the proximal heme-CO active site towards the solvent. This confor-
mation dominates at low pH having His64 in its doubly protonated His64H+
state. Structural assignment of bands A1 and A3 is still elusive6,17,21,22 but the
majority of all recent studies suggest His64 to be singly protonated at Nε for
both bands but with different orientations and distances to CO.19 However, even
improved force fields have not yet allowed to unambiguously assign the three
spectroscopically known substates (A0, A1, A3) in MbCO.21 On the other hand,
MD simulations together with electronic structure calculations have been quite
successful in assigning these substates to particular bonding situations although
a full characterization is also still lacking.
Another relevant aspect in using simulation and spectroscopy to explore and
characterize proteins at an atomistic level is the notion that proteins typically ex-
ist in a finite number of thermally accessible substates. It is quite likely that
these CSs are related to particular functions of the protein. However, relat-
ing structure, dynamics, spectroscopy and function requires a multi-faceted ap-
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proach and even for the protein probably best characterized so far - myoglobin - a
widely accepted functional interpretation of the various CSs is still lacking. The
CSs correspond to local minima on the free energy landscape and are hierarchi-
cally organized.23–25 This network can nowadays be mapped out and analyzed
by using MD simulations.15,26,27 The thermodynamically most stable minima
can be differentiated by vibrational spectroscopy as seen for the A0, A1, and
A3 band in MbCO.3,28 The complete ensemble of CS is interconnected on the
(3N− 6)−dimensional free energy landscape where every CS is located in one
of the minima in the first tier. Above the critical glass-temperature Tc transitions
between two different CSs are possible. Thermal fluctuations in the lower tiers
of the energy landscape give rise to processes such as opening of channels and
gates29,30 and small ligand diffusion through the protein.31
Another protein for which considerable experimental data relevant to the
present discussion has become available is Ngb which was discovered only re-
cently in neuronal cells of men and mice.32–34 It is classified as a member of the
vertebrate globin family of proteins. Although the amino acid sequence of Ngb
differs by more than 75 % compared to Mb, both tertiary X-ray structures have
the characteristic three-over-three globin fold.35 Despite this structural agree-
ment, Ngb was found to behave differently compared to Mb in the presence of
exogenous ligands such as O2, CO or NO and consequently a different physi-
ological role was suggested for Ngb. For oxygenated Ngb it was found that a
reaction with NO to a peroxynitrite intermediate occurs with a fast first order
rate of 200 s−1 which subsequently decays to nitrate36. From this observation
a possible physiological function as radical scavenger was suggested for Ngb37.
Ngb and Mb also differ in their ligand-free crystal structure: While the iron atom
of the heme prosthetic group in Mb remains pentacoordinated to the four por-
phyrin nitrogens and to the Nε atom of the proximal His93(F8) residue, the distal
His64(E7) in Ngb forms a sixth coordination to the heme-iron38. Several re-
binding studies support the existence of this hexacoordinated configuration by
suggesting biphasic rebinding rates for exogenous ligands where in case of the
slower rebinding rate the His64 to iron coordination needs to be broken prior to
ligand rebinding39. Moreover, human Ngb (hNgb) which, in contrast to mouse
Ngb (mNgb), displays a disulfide bond in the CD-loop was found to lower its
O2 affinity when removing the S=S bond.40 All these observations lead to the
assumption that the functional differences between Mb and among different Ngb
families are strongly related to protein dynamics rather than to structural differ-
ences.
To better understand the dynamics of the possible CSs in bound NgbCO,
MD simulations were used together with electronic structure calculations. The
following section presents the computational strategies employed. Subsequently
the results are discussed and compared with recent 2D-IR experiments.10,11
2 Methods
All MD simulations were carried out with the CHARMM program41 and the
CHARMM27 force field42. For the present study the bis-His-coordinated struc-
ture for human neuroglobin (hNgb, PDB code 1OJ635) and the CO-bound struc-
ture for mouse neuroglobin (mNgb, PDB code 1W9243) were used. In the ab-
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sence of a suitable X-ray structure, hNgb (PDB 1OJ6) was modified by replac-
ing Ser46 and Ser55 by cysteines, forming the disulfide bond between the two
residues, breaking the His64-Fe bond, introducing the bound CO-ligand, and ex-
tensively equilibrating the structure (see below). This structure is referred to as
N (native) in the following. For the mutant M the X-ray structure of mNgb was
used as it is the only one with a bound CO-ligand, the tertiary structures between
PDB codes 1OJ6 and 1W92 do not differ considerably (backbone RMSD = 2.1
A˚), and because it shares a high degree of sequence identity (94 %) with hNgb.
Proteins N and M allow us to studying systems closely related to the ones used
in the spectroscopic work.10,11
Structure N was prepared in the following way: Missing H-atoms were added
to monomer D of PDB code 1OJ6. The protein was solvated in a periodic water-
box with dimensions 41×61×56 A˚3. All hydrogen atoms in the systems were
minimized for 500 steps with the steepest descent method and another 1000 steps
with the Adopted Basis Newton-Raphson algorithm.44 The same procedure was
repeated for all water molecules and for residues 44 to 58 which include the CD
loop and residues Cys46 and Cys55 linked through a disulfide bond. After heat-
ing the system from 20 to 300 K for 40 ps and equilibrating for an additional
250 ps at 300 K the Cα atom RMSD converged to 1.3 A˚ compared to the initial
structure. Subsequently a heme-bound CO was added to this structure and the
equilibration was continued for another 250 ps after which the backbone RMSD
stabilized at 1.1 A˚ and 1.5 A˚ compared to the previous equilibration and the initial
structure, respectively.
After adding H-atoms to the crystal structure of M (PDB 1W92) both proteins
(N and M) were treated identically. All protonation states for His64, includ-
ing protonation at Nε (Hisε64), Nδ (Hisδ64), and the doubly protonated histidine
(His64H+), were generated. As the simulation is focused on the region surround-
ing the heme group, stochastic boundaries45 were used for the MD production
phase to increase computational efficiency. The heme pocket was solvated by
three sequential layers of water molecules around the center of mass of the four
porphyrin nitrogens of the heme prosthetic group, and a solvent boundary poten-
tial with a radius of 25 A˚ was applied to constrain the water molecules. A “reac-
tion region” of radius 16 A˚ centered on the heme was defined, inside which the
system was propagated with Newtonian dynamics. The dynamics of the buffer
region between 16 and 20 A˚ from the center was described using Langevin dy-
namics. After solvation, the N system consisted of 2446 protein atoms (2447
for His64H+) and 1713 water molecules whereas M contains 2465 protein atoms
(2466 for His64H+) and 1450 water molecules. Each system was heated from
100 to 300 K for 50 ps and equilibrated for another 100 ps. The final RMSD of
the Cα atoms with respect to the crystal structures (PDB codes 1OJ6 and 1W92)
was 1.9 A˚ for N and 1.7 A˚ for M, respectively. Subsequently, forty snapshots
from 2 ns of equilibrium MD simulations were analyzed further for each system
(i.e., M and N and all His64 protonation states) giving a total of 240 analyzed
structures.
To analyze more distant fluctuations around the CD-loop and cavity volumes,
His64H+ MandMbCOwith periodic boundary conditions were prepared follow-
ing the same protocol as described above for the preparation of N. For MbCO the
initial coordinates were from the crystal structure with PDB code 1A6G. After
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heating and equilibration, the RMSD of the Cα atoms in MbCO converged at
≈ 1.2 A˚ compared to the X-ray structure. In M the RMSD stabilized at ≈ 1.5 A˚.
All electronic structure calculations were carried out with the Gaussian 03
suite of programs46 and DFT with the hybrid B3LYP functional.47,48 The heme
group, bound CO, distal His64, and proximal His93 residue were treated quantum
mechanically. His64 was represented by its imidazole side chain, capped with a
methyl group. A double-ζ VDZ basis set was used for the CO ligand, Fe, and
N atoms, whereas the remainder of the QM system was treated with the smaller
3-21G basis set. Remaining protein and solvent atoms were represented as point
charges from the CHARMM27 force field placed at the respective atomic coor-
dinates. The same approach was successfully used in previous studies on bound
and photodissociated MbCO.21,49 Subsequently, the fundamental vibration fre-
quency were obtained from the one-dimensional Schro¨dinger equation: The CO
bond energy was sampled at eleven 0.025 A˚ intervals of r, the CO bond distance
centered at its equilibrium distance re and the energiesV (r)were fitted to aMorse
function
V (r) = De(1− exp(−β(r− re))) (1)
where β andDe were allowed to vary. Bound vibrational states supported byV (r)
were then calculated with LEVEL50. Vibrational frequencies calculated in this
way allow quantitative estimation of vibrational frequency shifts.
3 Results
First of all this section separately presents the theoretical spectra obtained from
the DFT calculations for M and N. Then the identified band positions are struc-
turally analyzed.
3.1 Theoretical NgbCO spectra
mouse NgbCO: The calculated band distribution for M together with a super-
position of four independent Gauss-functions is shown in Fig. 1A and B. Due
to the larger number of water molecules within the active site of Ngb compared
to Mb, the QM scans were performed in two different ways: once including all
charges of the water molecules (“wet”) with their fixed geometries in the corre-
sponding snapshot (Fig. 1A) and once with all waters removed (“dry”) within
a radius of 5 A˚ around the CO molecule (Fig. 1B). In the following the calcu-
lated His64H+ band-center, estimated from the frequency distribution of all 40
snapshots (at 2094.8 cm−1 in the “wet” and at 2095.1 cm−1 in the “dry” state) is
taken as reference. All other frequencies are reported relative to these values and
are summarized in Table 1.
The Hisδ64 band distributions in Fig. 1A and B each have two peaks. The two
band centers can be fit with a sum of two Gaussian functions centered at −9 and
+7 cm−1 (Fig. 1A) and at −13 and +16 cm−1 (Fig. 1B). The frequency range
of Hisδ64 covers roughly the same region as His64H+ although it is significantly
broader. The distribution of computed IR bands from the Hisε64 snapshots is
predominantly redshifted (Fig. 1A) with a maximum at ≈ −17 cm−1 for the
“wet” protein and at ≈ −29 cm−1 for the “dry” one. Although there may be
a splitting for “wet” Hisε64 tautomer (−19 and −30 cm−1), it is not found for
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Fig. 1 Theoretical IR CO stretching spectra calculated as described in the method
section. A: Relative frequency shifts to the calculated His64H+ (black) band maximum
in mNgbCO (M) for the Hisε64 (red) and Hisδ64 (green) tautomers. B: Same as A but
having all water atoms within the active site removed from the snapshots prior to the
frequency calculation. C: Relative frequency shifts to the calculated His64H+ (black)
band maximum in hNgbCO (N) for the Hisε64 (red) and Hisδ64 (green) tautomers. D:
Same as C but having all water atoms within the active site removed from the snapshots
prior to the frequency calculation. E: Relative frequency shifts to the calculated His64H+
band position in wt MbCO for the Hisε64 (red) and Hisδ64 (green) MbCO tautomer
taken from Ref.21.
CO band shift Proteinrelative to His64H+
peak (FWHM) Hisε64 M Hisδ64 M Hisε64 N Hisδ64 N Hisε64 MbCO Hisδ64 MbCO
fully solvated [cm−1] -17 (9) -9 (5), +7 (3) +4 (13) +2 (4), +29 (10) -12 (9) +16 (6)
dry active site [cm−1] -29 (10) -13 (3), +16 (8) -11 (14) -4 (8), +18 (5) - -
Table 1 Band shifts of Hisε64 and Hisδ64 protonation states relative to His64H+ in M, N
and MbCO calculated from MD snapshots and their DFT CO stretching potential as
described in the methods section. Values for MbCO are taken from Ref.21. Numbers in
parentheses are full width at half maximum extracted from the Gaussian fits of each
frequency distribution in Fig. 1.
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the corresponding “dry” form (Fig. 1C). This suggests that the splitting arises
from interaction with water and does not represent an intrinsic property of one or
several protein conformations.
human NgbCO: Fig. 1C and D show calculated spectra for the “wet” and the
“dry” N system. Again, the His64H+ band which shows one distinct maximum
peak (2081.5 cm−1 “wet”, 2092.9 cm−1 “dry”) is the reference and the spectra of
the two tautomeric forms are reported relative to it. Absolute band peaks of the
His64H+ frequency distribution in “dry” N differ only by −1.9 cm−1 compared
to the corresponding one in M although the distribution is broader with a full
width at half maximum (FWHM) of 7 cm−1 versus 5 cm−1 in M. The same
distribution in full solvation is redshifted by −13.3 cm−1 compared to M which
is likely due to the increased presence of water molecules within the active-site
in N (90 deleted water molecules for the His64H+ spectrum in Fig. 1D vs. 1C
compared to only 56 waters in Fig. 1B vs. 1A).
The Hisδ64 band distributions show distinct separations into two peaks. The
spectrum (Fig. 1C) for the “wet” protein is split by 27 cm−1 with both peaks
shifted to the blue relative to His64H+. The Hisδ64 band separation for the “dry”
system in Fig. 1D is 22 cm−1. Its low energy peak is redshifted by −4 cm−1
and the high energy band is blueshifted by +18 cm−1. The difference of two
blueshifts in spectra of the “wet” and the “dry” systems is related to the differ-
ence of the absolute band positions of His64H+ as mentioned in the previous
paragraph.
The computed Hisε64 N IR spectra in Fig. 1 are single peaked having the
band center located at +4.2 cm−1 (“wet”) and −11 cm−1 (“dry”). These band-
shifts are weaker compared to the corresponding ones in M (Table 1). On the
other hand, the widths of the frequency distributions in Hisε64 N are 4 cm−1
broader than in the M system with FWHMs of 13 cm−1 (“wet”) and 14 cm−1
(“dry”), respectively.
3.2 Structural comparison of theoretical peak positions
Double protonation of His64, which introduces a positive charge on this sidechain,
is known to render this residue more hydrophilic.28 The positive charge on His64H+
is expected to expose its sidechain preferably to the solvent.7,21 The present MD
simulations show this for both Ngb variants, M and N, Ngb. Starting from a
“closed” (strongly interacting with the bound CO) His64H+ NgbCO conforma-
tion the protein equilibrates after heating to 300 K within a few hundred ps into
an “open” (solvent exposed) one. The Gaussian fitted spectra in Fig. 1A and B
show one distinct peak. Representative heme-aligned snapshots from the low-
energy (white and blue), band center (red) and high-energy (green) region of
the calculated His64H+ M band distribution are shown in Fig. 2. In all cases,
His64H+ is found in its solvent-exposed, open conformation and both, His64H+
and Phe28, the two residues closest to CO fluctuate considerably. For example,
for the white and blue structures in Fig. 2 which both correspond to spectral fea-
tures redshifted by ≈ −20 cm−1 the RMSD of the sidechain atoms of His64H+
and Phe28 is 5.7 A˚ and 6.2 A˚ respectively. Thus, even with strong structural re-
arrangements the open conformation in NgbCO does only moderately affect the
CO infrared spectrum.
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Fig. 2 Collection of low-frequency (white and blue), ≈ 0 cm−1 shift frequency (red)
and high-frequency (green) CO stretching structures from His64H+ M snapshots. The
total of eleven water molecules located within a radius of 5 A˚ around CO taken from
every single of the totally eight snapshots are shown additionally.
Fig. 3 A: CO-stretch frequency shift distribution of all “dry” Hisε64 M (diamonds) and
N (circles) snapshots relatively to the His64-NεH to CO oxygen distance ρH. The solid
(M) and dashed (N) lines represents corresponding linear regressions to these
distributions. B: Representative Hisε64 M structures selected from different regions of
Figure A (color-coded) C: The same as in B but for the Hisε64 N system.
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Fig. 3A displays the 40 frequency shifts for “dry” Hisε64 M (diamonds)
and N (circles) as a function of the HNε,His64 to OCO distance ρH. The straight
lines are regression fits y = a+ bρ to the data points. The fit yields bM = 21.4
cm−1/A˚ with a standard deviation of σb,M = 3.6 cm−1/A˚ where subscript refers
to the mutant structure M. For N the parameters are bb,N = 22.7 cm−1/A˚ and
σb,N = 2.8 cm−1/A˚. Therefore, the CO stretching frequency shifts equally strong
with varying His64-NHε to CO oxygen distances in both proteins. The intercepts
a differ by 6.9 cm−1 which suggests that the CO stretching frequencies in M are
typically more blueshifted compared to the configurations in N for the same dis-
tance ρH. The blueshift not only depends on ρH but also on the strength of the
NεH–O hydrogen bond. The average angle θNHO over all forty snapshots of M is
138.1◦ whereas for N θNHO = 99.2◦ which is far away from typical H-bonding
geometries. Fig. 3B and C show each three typical structures for the Hisε64 pro-
tonation state from different regions in Fig. 3A (indicated by the corresponding
color-code). These representations illustrate the orientational trends described
above. For both proteins the green structures are related to CO bands with strong
blueshifts (−40 to −50 cm−1). Both structures also have a short (ρH ≈ 2.1 A˚)
and predominantly linear H-bond (θNHO = 162◦ for M and θNHO = 147◦ for N),
respectively. The structures shown in red in Fig. 3B and C are representative for
the center of each frequency distribution in Fig. 3A and their H-bond appears
weaker (ρH ≈ 3.0 A˚ and θNHO = 115◦ in M and θNHO = 87◦ in N) whereas the
blue structures (Fig. 3B and C) correspond to weak or nonexistent H-bonds with
(ρH = 3.6 A˚, θNHO = 107◦ (M) and ρH = 4.3 A˚, θNHO = 63◦ (N), respectively).
The CO stretching frequency calculated from the blue N structure is one of the
rare redshifted ones of this protein configuration. This is related to the fact that
the Hisε64-imidazole sidechain is rotated by ≈ 90◦ away from an optimal inter-
action of NεH with the CO oxygen.
Fig. 4A shows two graphs of the CO stretch frequency shifts in “dry” Hisδ64
M (top) and N (bottom) as a function of the Nε,His64 to OCO distance ρN. In the
figure, the structures are also grouped into those having either the Nε (triangles)
or the Nδ (squares) of His64 closer to the OCO. This separation corresponds to
clustering the data into two rotameric forms of the Hisδ64 sidechain for which
representative structures are shown in red and green in Fig. 4B and C. The linear
regression coefficients are bM = −11.9 cm−1/A˚ and bN = −24.6 cm−1/A˚ with
standard errors σb,M = σb,N = 2.4 cm−1/A˚. Therefore the frequency shift is more
sensitive to ρN for native protein than for mutant. The blue structures in Fig.
4B and C represent structures which are either reminiscent of Hisε64 protonation
(for M, see Fig. 3A) or strongly deviate from the linear regression curve (for N).
In the M structure the imidazole ring of the blue Hisδ64 M sidechain is ori-
ented in an intermediate conformation between the red and green rotamers and
therefore does not properly fit into any of the two groups. The blue N struc-
ture in Fig. 4C is reminiscent of the open conformation and comparable to the
His64H+ configurations. Therefore it deviates more strongly from the linear re-
gression curve. In both proteins (Hisδ64 M and N) the sidechain of Phe28 is
also found to be correlated with the frequency distribution and the Hisδ64 ori-
entational distribution. In the high frequency structures (rotamers as described
by the red structures in Fig. 4B and C) the phenyl ring of residue 28 is closer
to the bound CO while in the low frequency structures (green in Fig. 4B and
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Fig. 4 A: CO-stretch frequency shift distribution of all “dry” Hisδ64 M (top graph) and
N (bottom graph) snapshots relatively to the His64-Nε to CO oxygen distance ρN.
Frequencies marked by triangles correspond to structures having Nε atom of His64
oriented closer to the CO oxygen than the Nδ atom and those marked by squares are
showing the inverse His64 orientation. The solid line corresponds to the individual linear
regression curve for each distribution. B: Representative structures from different regions
of the frequency distribution of Hisδ64 M in Figure A (color-coded). C: Same as B but
for Hisδ64 N.
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C) it is more oriented towards the B’ docking site recently discovered for this
protein.15 Regarding a possible CO dissociation event the green structures are
therefore more likely to offer an initial migration of CO into the docking sites B”
and F, identified in the same work, whereas residues His64 and Phe28 in the red
CS rather close the passage to this site and guide the dissociated ligand towards
sites C (Xe4), D (Xe1) and E (Xe2).
4 Discussion
This section discusses the results from the present study with the findings of the
experimental 2D-IR echo experiments.10,11 Furthermore, the results are also dis-
cussed in relation to MbCO. Finally, the dynamics observed in the different IR
spectra for M, N, and MbCO are related to structural characteristics. The spec-
troscopic studies were carried out with two sequences: native hNgb which differs
from the crystallized sequence by the presence of a Cys46-Cys55 disulfide bond,
and a mutated sequence in which the two cysteines are replaced by serines.10,11
In the following, these two sequences are associated with N and M, respectively.
4.1 Comparison with experimental NgbCO spectra
FTIR experiments of NgbCO found two major CO stretching bands N0 and N3
(see Table 2) which were discussed by comparing with the A0 and A3 bands in
MbCO.10,11,17 To provide structural insight, assignments based on analogies to
potentially related bands in MbCO mutants were explored. The frequency of
the N3 band (1933.4 cm−1) found in the spectrum of N is near the A3 substate
(1931.8 cm−1) in L29F MbCO and N0 (at 1968.1 cm−1) has almost the same fre-
quency as the A0 state (1968.0 cm−1) in H64V MbCO. At lower pH, the N0 in-
tensity is larger than that of N3 51 suggesting that the N0 band may be structurally
related to His64H+ NgbCO. Similarly, substate N3 was proposed to originate
from NεH interacting via H-bonding with the bound CO in Hisε64 NgbCO.10,51
The structures of Hisε64 M and N in Fig. 3A and B are supportive of such
assignments. Furthermore, the frequency shift between the calculated spectra of
the His64H+ and Hisε64 protonation states (Table 1) are generally in qualitative
agreement with the experimental N0 - N3 band splitting of −35 cm−1 which
corroborate the assignment of the two experimental bands to an open His64H+
and a closed Hisε64 tautomeric substate. Quantitatively the computed M and N
band splittings rather underestimate the experimental band separation. The “dry”
form of M (Fig. 1B) best reproduces a His64H+ to Hisε64 band splitting of −29
cm−1. The same splitting in “dry” N is only −11 cm−1 (Fig. 1D) and becomes
even slightly positive in the “wet” form of N (Fig. 1C). As previously pointed
out this can be caused by the more pronounced solvation of N compared to M.
Using frequency-frequency correlation analysis52 Fayer and co-workers de-
tected two components, N0’ and N0”, of the N0 peak and attributed them to two
different but related conformations.10 N0’ and N0” were found to have two dif-
ferent dynamical components, one in the range of tens of ps and a second one
occurring on time scales of several hundreds of ps. According to their inter-
pretation the rapid time scale is associated with smaller conformational changes
of side chains most likely localized around CO. The long time scale involves
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Protein/band νCO, cm−1 FWHM, cm−1
wt MbCO A0 0 -
wt MbCO A1 -16 -
wt MbCO A3 -32 -
H64V MbCO +3 8.8
L29F MbCO -33 9.6
N N0 +4 9.8
M N0’ -11 6.4
M N0” 0 14.6
N N3 -32 12.1
M N3 -32 11.1
Table 2 Collection of experimental CO stretching modes relative to the A0 band wt
MbCO. The full width at half maximum for the different mutants of MbCO and NgbCO
are shown in the second column. The absolute frequencies taken from the related
references are: wt MbCO A0 = 1965 cm−1,17 A1 = 1949 cm−1,17 A3 = 1933 cm−1;17
H64V MbCO 1968 cm−1;10 L29F MbCO 1932 cm−1;10 N N0 = 1969 cm−1,11
N3 = 1933 cm−1;11 M N0’ = 1954 cm−1,11 N0” = 1965 cm−1,11 N3 = 1933 cm−1.11
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Fig. 5 A: Timeseries of the Cβ-Cγ torsional angle of residue Hisδ64 for 50 ns of MD
simulation. Structures at ≈−100◦ reflect the rotameric conformation shown as green
snapshot in Fig. 4B and angles of ≈ 100◦ represent the red structure in the same Figure.
B: Normalized population distribution of the Hisδ64 torsional angle from A.
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conformational transitions with larger barriers and is of a more global character.
Averaging the two bands (negative and positive shift, respectively, see Fig. 1)
corresponding to the Hisδ64 M and N IR spectra it is found that they overlap
with the His64H+ band distribution positioned at 0 cm−1. This is particularly
pronounced for the “dry” states (Fig. 1). It is of interest to explore whether one
of the two experimentally detected substates (N0’, N0”) is related to dynamical
transitions taking place in Hisδ64 NgbCO in addition to the one which is sam-
pled by protein dynamics in the open His64H+ NgbCO state. An additional 50
ns MD simulation of Hisδ64 N sampled six transitions between structures with
Nδ (green structures in Fig. 4B) or Nε closer to the CO ligand (red structures in
Fig. 4B), respectively. The two states correspond to a Cα-Cβ-Cγ-Cδ2 dihedral an-
gle of ≈+100◦ and ≈−100◦, respectively (see Fig. 5A and B). The analysis in
Fig. 5B suggests that the green rotamer is preferred over the red one by a factor
of ≈ 10 which corresponds to an equilibrium constant K = 0.1 for the transition
between the two conformations. From
∆G	 =−RTln(K), (2)
a differential stabilization energy between the two rotamers of ∆G	= 1.3 kcal/mol
is obtained, where R is the gas constant and T is the simulation temperature (300
K). The average residence time of the less stable conformation (red snapshots in
Fig. 4B) is around 600 ps which is in the range of the experimentally reported
slow decay time window (slower than 100 ps) for the N0 band. Hence, the agree-
ment between experimental N0 band positions and the computed Hisδ64 M and
N frequencies suggest that additional contributions to N0 arise from at least one
Hisδ64 rotameric state. As is discussed further below, the existence and popu-
lation of Hisδ64 is also required in Ngb for functional reasons, contrary to the
situation in Mb where the majority of recent work established that protonation at
Hisδ64 is unlikely.
4.2 Comparison with MbCO
The close structural relationship between NgbCO and MbCO and the extensive
experimental and theoretical data available for MbCO makes this protein an ideal
candidate for comparison with NgbCO. The L29F mutation in MbCO mimics
the active site environment of closed NgbCO with a unique IR absorption band
at 1932 cm−1, whereas the H64V MbCO mutant lacks the His64 side chain and
represents an open active site conformation of MbCO with a CO IR band at 1968
cm−1.53 The individual IR peak positions of L29F and H64V MbCO have sim-
ilar wavelengths compared to the corresponding A3 and A0 states in wt MbCO.
Similarly, the N0 and N3 bands of N also appear in the same region blueshifted
only by 1 cm−1 compared to L29F and H64V MbCO. Moreover, FTIR exper-
iments on NgbCO which have the distal His64 residue substituted by nonpolar
amino acids like valine or alanine show also an increase in the population of the
N0 substate.51
A comparison of the computed NgbCO band positions here with those in
MbCO21 show several differences. First, the CO frequency distribution for the
His64H+ configurations in wt MbCO peaks at 2103 cm−1 whereas for His64H+
in M and N it is at ≈ 2094 cm−1. This corresponds to a redshift of –9 cm−1.
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Other differences between the computed band positions of wt MbCO and M/N
are mainly found for the Hisδ64 configurations. Fig. 1E shows the calculated
bandshifts for Hisε64 (red) and Hisδ64 (green) relative to His64H+ wt MbCO
from Ref.21. The Hisε64 frequency distribution in wt MbCO is redshifted as it is
found for both “dry” forms of M and N (Fig. 1B and D) and shows one single
peak. Contrary to the spectra of Hisδ64 M and N the MbCO frequency range is
totally blueshifted, narrow and shows only one distinct peak. More detailed anal-
ysis of the positions of the experimentally determined N0’ and N0” bands reveal
a −11 cm−1 redshift for N0’ relative to wt MbCO A0. This agrees favourably
with the computed bandshift of His64H+ M/N versus His64H+ MbCO. Thus, it
is quite possible that the suggested open conformation in NgbCO is primarily re-
lated to the N0’ substate and not to N0” although it peaks at the same wavelength
as A0 in wt MbCO.
InMbCO, the calculated spectra for Hisδ64 are blueshifted relative to His64H+
(Fig. 1E) but experimentally no IR bands were observed with energies higher
than the A0 band. Thus, the presence of a Hisδ64 configuration was excluded in
recent simulations.21 This is also consistent with Hisε64 in Mb found by exper-
iment and simulations.5,54 Two possible rotamers of Hisε64 MbCO have previ-
ously been assigned to the (weak) A1 and (dominant) A3 bands using QM/MM17
and pure MM simulations.19 Both studies independently suggested similar con-
formations for A1 and A3. The A3 conformation has the imidazole sidechain of
His64 oriented with the Nε-H pointing towards the iron-bound CO and the un-
protonated Nδ to the solvent exposed side of the protein. This His64 orientation
corresponds to the majority of sampled Hisε64 M and N conformations in the
present work (green structures in Fig. 3A and B) which we assigned to the N3
band. Corresponding to the weak A1 band in MbCO an even weaker N1,2 band
has been reported from FTIR studies.51 However, no such state was found in the
present simulations.
Contrary to MbCO, the Hisδ64 configuration is expected to be present to
some extent in NgbCO because it is required for formation of the bis-His hex-
acoordinated state in the absence of an exogenous ligand.38 The position of the
hydrogen atom bound to Nδ (NδH) in Hisδ64 NgbCO is not suitable to estab-
lish a stable H-bond to a heme-bound CO similar to the NεH in Hisε64 NgbCO.
Therefore the transition barrier between the rotamers is expected to be smaller in
Hisδ64 NgbCO compared to the Hisε64 NgbCO. Surprisingly, none of the previ-
ous experimental NgbCO FTIR studies suggested contributions from either one
or both of the Hisδ64 NgbCO rotamers. Nevertheless, the present simulations
of the Hisδ64 tautomers in M and N found both rotameric forms of Hisδ64 and
assigned the conformation with the Nε facing towards the solvent side of the pro-
tein to the low-energy peak in Fig. 1A to D and one with Nε towards the protein
interior to the high-energy peak.
A more detailed comparison of the two rotamers shows that the low energy
peaks of the Hisδ64M and N spectra (Table 1 and green squares in Fig. 4A) better
agree with the N0’ band position and the N0” FTIR band could correspond to the
blueshifted Hisδ64 M and N peak (red triangles in Fig. 4A). The observed band-
splitting between N0’ and N0” is only 11 cm−1 whereas the computed splitting
is ≈ 2 times larger. It should be noted that one of the two substates (N0’) is not
shifted relative to the spectra corresponding to His64H+ and could therefore be
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masked by the dominant His64H+ protonation state. Similarly, in MbCO it was
suggested that small contributions of the Hisε64 rotamer (responsible for the A1
band) contribute to the A0 band.17
4.3 Structural rearrangements
The experimentally observed FWHM of the IR bands increase in going from
MbCO to M and N (Table 2). The broadening implies an increased structural
heterogeneity in the CSs of NgbCO. The computed band distributions show in-
creasing FWHMs in line with the measured widths Table (1). An explicit exam-
ple of increased heterogeneity is the rotational disorder of the Hisε64 sidechain
in Fig. 3B and C. In M the imidazole ring of His64 is predominantly aligned in
plane to the bound CO to establish an H-bond between NεH and the oxygen atom
of CO. In N the blue His64 sidechain (high frequency contribution in Fig. 1D)
shows increased flexibility by rotating almost 90◦ away from the ideal H-bonding
distance.
Shiro and co-workers51 found that exogenous ligand binding for the open
conformation in Ngb and cytoglobin is more rapid compared to Mb which re-
quires a more accessible active site. Fig. 6 compares the averaged distal site
cavity network of equilibrated MbCO, M and N along a 500 ps MD simulation
with periodic boundaries at 300 K. In MbCO (with His64H+) a large primary
docking site on top of the heme plane is found with a conformationally averaged
(over 500 ps) volume of V = 164 A˚3. For the Ngbs the volumina are V = 85
A˚3 (in the mutant) and V = 65 A˚3 (in the native protein). Partly, these differ-
ences arise from the additional space occupied by residue Phe28 in both Ngbs
compared to the smaller Leu29 residue in MbCO at the same position.
As was pointed out above, individual water molecules were able to enter the
active site of M and N. This can be rationalized by considering the protein cavities
in Fig. 6 which are located near the CD-loop. In MbCO this region encloses an
average volume of 16 A˚3. In Mb, the sidechain of Arg45 is able to form a salt
bridge to one of the heme propionate groups and thus can block water access
from the solvent-exposed side of the heme group. In M and N, Arg45 is replaced
by Asn45 and the neighboring residue (Tyr44) is able to form a hydrogen bond
with the heme propionates. However, this H-bond is weak and easily broken at
ambient temperatures. In M, Tyr44 occupies a position extending into the distal
site which allows water molecules to build a hydrogen bonded network from the
bulk into the active site (indicated by dotted lines in Fig. 6). The average volume
near the CD-loop in M is 18 A˚3 which offers somewhat more space for one water
molecule whereas in N the cavity is the largest with an average volume of 24 A˚3.
The hydrogen bond network in N is more extended and reaches even the CD-loop
cavity. The reduced degrees of freedom in N compared toM (Cys46-Cys55 bond)
positions Tyr44 preferentially towards the bulk. This CS allows formation of a
water channel from the CD-loop to the primary docking site. The average number
of water molecules in the distal heme cavity along the 500 ps MD simulation is
1.5, 1.7, and 2.2 molecules for MbCO, M, and N, respectively. In MbCO and M
one water molecule enters and one leaves the active site during the simulation, in
N two enter and one leaves. The presence of the water channel in N might also
be an explanation for the experimentally observed lowering of O2 affinity when
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CD-loopMbCO
CD-loop
Fig. 6 Combined distal site cavity network extracted from ten individual snapshots
along an equilibrated 500 ps MD simulations each for His64H+ MbCO, M and N at 300
K. The transparent white volume maps correspond to 10% population density of the
cavity. Pockets were identified by the program SURFNET.55 Water molecules, extracted
from one characteristic snapshot in each system, which are occupying the pockets or are
located at the protein interface next to a pocket are shown in CPK representation.
Hydrogen bonds between the waters indicate the increasing formation of hydrogen bond
network from the bulk into the heme active site going from MbCO over M to N.
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the disulfide bond is removed.56 Without the channel not only water molecules
can less easily access the active site but also an exogenous ligand.
Decay times of the N0 and N3 bands extracted from 2D-IR spectra of NgbCO
were found to have at least one additional, much slower time component com-
pared to the related A0 and A3 IR-bands found in L29F and H64V MbCO.10,11
The A3 relaxation of L29F MbCO, for example, has a slowest relaxation compo-
nent of τ2 = 66 ps which is in the time range for switching between A1 - A3.57
The slowest decays of the N3 and N0 bands in NgbCO were found to be slower
than the experimental time window of ≈ 100 ps. They were related to global
rather than local changes around the active site compared to MbCO.11 Because
the slow rearrangements were found to speed up in M compared to N, their ori-
gin was suspected to be located close to residues 46 and 55 and the CD-loop.
A comparison of the backbone fluctuations between two independent 1 ns MD
simulation of M and N in a waterbox at 300 K confirm the dynamical origin
suggested from experiment. The average RMSD of the backbone atoms in the
CD-loop (residues 44 to 58) in N is 0.86 A˚ compared to 1.36 A˚ in M. This is
indicative of increased local motion and may lead to the different dynamics be-
tween N and M. Conversely, the protein backbone fluctuations in N and M are
considerably more similar with an average RMSD difference of only 0.16 A˚.
Again, the increased number of degrees-of-freedom in M compared to N, due to
the lack of the disulfide bond, are probably responsible for the altered dynamics
between M and N.
5 Conclusion
More complex structural dynamics and a larger active site cavity makes the struc-
tural interpretation of spectroscopic states in NgbCO considerably more chal-
lenging compared to Mb. Here, we used MD simulations in conjunction with
QM/MM calculations to shed more light into the structural and dynamical in-
terpretation of recent FTIR and 2D-IR vibrational echo experiments on NgbCO.
Previously, Ngb spectra were analyzed indirectly by comparing with and capital-
izing on analogies with wt and mutant Myoglobins. Assignments from analogies
may be valid but a more direct approach is preferable, as it can not only provide a
more fundamental understanding, but also scrutinize the validity of “assignment
from analogy”.
The calculations support the previous assignment of the N3 peak to a closed
Hisε64 conformation with a strong Hisε64 Nε-H to CO interaction. The N0 band
(with two substates N0’ and N0”) was assigned to an open active site structure
with the His64 residue oriented towards the solvent and no interaction with the
bound CO-ligand. The present MD simulations of His64H+ NgbCO represent
this CS closest. More detailed comparison of the computed spectra with MbCO
suggests the conformational sampling of His64H+ M and N to be more closely
related to N0’. In contrast to MbCO, contributions of the Hisδ64 tautomer in the
IR spectra of NgbCO are expected to be present to allow formation of the bis-His
coordination. The calculations for Hisδ64 M and N revealed a band splitting into
two specific rotamers for Hisδ64 which were not found experimentally so far.
The low-energy peak in the present theoretical spectrum is close to the IR-band
maximum computed for His64H+ NgbCO and we therefore suggest this confor-
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mation to also contribute to the N0’ band. However, the band is masked, probably
due to spectral overlap. Such spectral masking of the bands corresponding to the
two different His64 protonation states may also be responsible for the different
relaxation times of the N0 state. The high-energy band representing the other
His64 rotamer of Hisδ64 NgbCO was found in any case to be blueshifted relative
to His64H+ and therefore matching the corresponding band position of N0”.
Finally, the simulations found a marked slowdown of the conformational dy-
namics between M and N which may be related to the disulfide bond in N. This
is consistent with experiments10,11 where the rate for protein fluctuations was
found to slow down in going from MbCO over M to N. Broadening of related
IR-bands going from MbCO over M to N is observed in the experimental as well
the computed spectra. A larger distal site cavity for M and especially N makes
the active site more accessible for bulk water molecules. Such water molecules
located closely to the bound CO or to protein atoms interacting with CO (i.e.
Hisε64) can broaden the IR spectrum.
In summary, atomistic simulations have provided novel insight into the re-
lationship between conformational dynamics and spectroscopy in NgbCO. With
the approach chosen here it is possible to verify previous assignments which had
been done based on analogies. Together with the insight gained for unligated CO
in other globins, MD simulations with accurate force fields and ab initio methods
offer an attractive computational route to relate structure and spectroscopy at an
atomistic level.
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7. Conclusion
"That apprehension has also disturbed my mind, and to put an end to this disagreeable
suspense, I have resolved to acquaint him with our attachment; surely, there is nothing in my
family or fortune to disentitle me to the honor of aspiring to your hand."
Joseph Stirling Coyne, The Queer Subject, 1837
The research of globin proteins has a long standing history. During its evolution,
ranging over many decades, a more and more detailed picture of the physiological
function of these proteins and the mechanisms which are driving them has emerged.
At the same time, a continuative discovery of new globin species raised many new
questions and extended the view on their functional role and mechanism. As an ex-
ample, new fields of research dealing with energy landscapes and catalytic functions
have been established. Many questions asked in current globin research are related
to the differences found in structure, dynamics and function of different sub families
of globins. The connection of these three features is complex but seems to be essential
for the diversity of suggested functional roles in globins.
The discovery of Mb and Hb and their subsequent investigation had a strong impact
on the development of experimental procedures used in protein science. Especially
X-ray crystallography, IR and Raman spectroscopy, elastic neutron scattering and ki-
netic measurements experienced large improvements through the research on pro-
teins. Although these methods were able to unravel many general features of proteins
and could draw a more or less complete picture on the processes of ligand binding
and unbinding, they show certain limitations and drawbacks which are difficult to
bypass. One elementary problem arising in some situations is the impossibility to
preserve the in vivo physiological conditions during the experimental measurement.
This is especially true for the determination of the X-ray structure which needs to
have the protein sample in a dry state in order to be able to crystallize. Under these
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conditions the protein is in nearly every case functionally inactive. Furthermore, in
vitro experiments can sometimes result in contradictory or strongly different results if
not processed in the exactly same manner (possibility for autooxidation etc.). IR and
Raman spectroscopy are more versatile in their application but have the drawback
that they can not give a direct structural picture of the functional processes. Finally,
the determination of rate constants generally rely on the description of a kinetic law
to which the data can be fitted to. A complete picture of all structural and dynam-
ical attributes of a certain protein can only be achieved through the combination of
multiple experiments. MD simulations have proven as a good approach to overcome
most of these experimental drawbacks. They can determine nearly every property of
a protein which might be of physiological interest. The only limitation which remains
is the accessible timescale. A possible way to circumvent this problem is a balanced
adjustment between accuracy and speed of the calculation depending on the problem
of interest. The computational methods used in this work were individually chosen
to obtain sufficiently accurate answers to specific questions in the dynamics of Ngb
within meaningful simulation time. With the MTP polarizable force field the indi-
vidual locations and orientations which photolyzed CO captures within Ngb could
be elucidated with reliable accuracy. Similarly, a network of CO visited docking sites
was resolved together with free energies for migration between these cavities. CS
dependent IR spectra of CO bound Ngb which are problematic to determine with
MTP, could be resolved using a combination of standard classical MD and QM/MM
potential scans. Finally, configurational transitions occurring during the bi-phasic re-
binding of Ngb were energetically and kinetically analyzed with ARMD.
In this work some noticeable differences between Ngb and Mb, to which most of the
present data was compared to, could be encountered. First of all, it was shown that
the presence of Phe28 in wt Ngb lowers the transition barrier for CO migration into
docking sites Xe2, Xe3 and Xe4 compared to the smaller leucine residue located at the
same position in Mb. Phe28 therefore takes up the position of a “gatekeeper” who
modulates the relative ligand population between the distal and proximal docking
sites. The distal site of Ngb was found to include additional cavities in the CD-loop
region which were not reported for Mb up to the present. Although this site looks like
a promising stopover for ligands in the process between entering the protein from the
bulk and transferring to the primary docking site, it could not be observed from un-
constrained MD simulations. Nevertheless, a high population of water molecules in
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the CD-loop region simplifies the assembly of a hydrogen bond network between sol-
vent molecules which is ranging from the bulk exposed site of the heme group into
its active site. Another factor which eases the buildup of the water network is the
presence of Tyr44 which, in Ngb, forms a relatively easily breakable coordination to a
heme propionate group. This coordination usually takes up the role of shielding the
heme active site from solvent and other molecules able to oxidate the heme iron. In
Mb this coordination is described by a salt bridge to Arg45 which can less easily be
broken. The fact that Ngb can form a hexacoordination with His64 (His64H) imposes
the need to have the sidechain of this residue to be, to a larger extent, protonated on
the Nδ atom. In contrast to MbCO, where all discussed CS were assigned to the Ne
tautomer of His64, the present calculations suggest that CSs related to the Nδ proto-
nated tautomeric form of His64 are likely to exist in NgbCO.
Clearly not all structurally important features for the function of Ngb could be an-
swered in this work as this subject is highly complex and extends many aspects of
protein dynamics. Nonetheless, it could give new insights for possible mechanisms
which control ligand binding and unbinding in globin proteins. Experimental and
theoretical studies picking up and continuing on these ideas might strengthen the
importance of the observed dynamical features in Ngb and put them into a more
general relation with the functional diversity of the large family of globin proteins.
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Coordinate dx [Å, ◦] cx [Å, ◦] bis-His [Å, ◦] from Ref. (227) [Å, ◦]
CPB-C 1.48 1.51 1.51 1.3800
CPB-CPA 1.42 1.44 1.44 1.4432
CPB-CPB 1.36 1.36 1.37 1.3464
CT2-CPB 1.58 1.53 1.53 1.4900
CT3-CPB 1.53 1.53 1.53 1.4900
FE-CM — 1.77 — 1.9000
NPH1-CPA 1.39 1.38 1.38 1.3757
NPH2-CPA 1.39 1.38 1.38 1.3757
NPH1-FE 2.04 2.01 2.02 1.9580
NPH2-FE 2.04 2.01 2.02 1.9580
NR2-FE 2.22 2.09 2.04 2.2000
OM-CM — 1.15 — 1.1280
CPM-CPA 1.39 1.38 1.37 1.3716
CPA-CPB-C 122.5 124.7 124.7 126.74
CPA-CPM-CPA 126.0 125.3 127.0 125.12
CPA-NPH1-CPA 105.3 106.0 106.2 103.90
CPA-NPH2-CPA 105.3 106.0 106.2 103.90
CPB-C-C 126.1 126.5 126.5 121.50
CPB-CPB-C 128.4 128.4 128.4 126.75
CPB-CPB-CPA 107.2 107.2 107.0 106.51
CPM-CPA-CPB 125.6 125.8 125.5 124.07
CT2-CPB-CPA 122.5 124.7 124.7 126.74
CT2-CPB-CPB 128.4 128.4 128.4 126.75
CT2-CT2-CPB 110.0 110.9 110.9 113.00
CT3-CPB-CPA 122.5 124.7 124.7 126.74
CT3-CPB-CPB 128.4 128.4 128.4 126.75
FE-NPH1-CPA 127.0 127.2 126.8 128.05
FE-NPH2-CPA 127.0 127.2 126.8 128.05
FE-NR2-CPH1 127.4 127.8 127.8 133.00
FE-NR2-CPH2 126.1 125.7 125.7 123.00
NR2-FE-NPH1 98.2 90.0 90.0 90.00
NR2-FE-NPH2 98.2 90.0 90.0 90.00
NPH1-CPA-CPB 109.7 109.8 110.0 111.54
NPH2-CPA-CPB 109.7 109.8 110.0 111.54
NPH1-CPA-CPM 124.4 124.5 124.5 124.39
NPH2-CPA-CPM 124.4 124.5 124.5 124.39
NPH1-FE-NPH2 89.0 90.0 89.0 90.00
NPH1-FE-NPH1 180.0 180.0 180.0 180.0
NPH2-FE-NPH2 180.0 180.0 180.0 180.0
Table A.1.: Averaged internal coordinates obtained from three high-resolution
globin X-ray structures each for a dx, a cx and a bis-His configured heme
system.
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Stretching-mode kb from Ref. (238) kb from Ref. (227) Torsional-mode kχ from Ref. (238) n δ
CPB-C 388.6 441.3 NPH1-FE-NPH1-CPA 1.44 2 180.0
CPB-CPA 388.6 299.8 NPH2-FE-NPH2-CPA 1.44 2 180.0
CPB-CPB 367.0 340.7 NPH1-CPA-CPB-CPB 1.08 2 180.0
CT2-CPB 388.6 441.3 NPH2-CPA-CPB-CPB 1.08 2 180.0
CT3-CPB 388.6 441.3 NPH1-CPA-CPB-C 1.08 2 180.0
NPH1-CPA 475.0 377.2 NPH2-CPA-CPB-C 1.08 2 180.0
NPH2-CPA 475.0 377.2 NPH1-CPA-CPB-CT2 1.08 2 180.0
NPH1-FE 52.5 270.2 NPH2-CPA-CPB-CT2 1.08 2 180.0
NPH2-FE 52.5 270.2 NPH1-CPA-CPB-CT3 1.08 2 180.0
CPM-CPA 273.5 360.0 NPH2-CPA-CPB-CT3 1.08 2 180.0
Bending-mode kθ from Ref. (238) kθ from Ref. (227) NPH1-CPA-CPM-CPA 2.16 2 180.0
CPA-CPB-C 12.2 70.0 NPH2-CPA-CPM-CPA 2.16 2 180.0
CPA-CPM-CPA 4.3 94.2 CPA-NPH1-CPA-CPB 1.14 2 180.0
CPA-NPH1-CPA 179.9 139.3 CPA-NPH2-CPA-CPB 1.14 2 180.0
CPA-NPH2-CPA 179.9 139.3 CPA-NPH1-CPA-CPM 0.07 2 180.0
CPB-C-C 5.8 70.0 CPA-NPH2-CPA-CPM 0.07 2 180.0
CPB-CPB-C 3.6 70.0 CPA-CPB-CPB-CPA 0.0 2 180.0
CPB-CPB-CPA 30.9 30.08 CPA-CPB-CPB-C 0.22 2 180.0
CPM-CPA-CPB 12.2 61.6 CPA-CPB-CPB-CT2 0.22 2 180.0
CT2-CPB-CPA 12.2 65.0 CPA-CPB-CPB-CT3 0.22 2 180.0
CT2-CPB-CPB 3.6 65.0 CPA-CPM-CPA-CPB 1.08 2 180.0
CT2-CT2-CPB 5.8 70.0 CPB-CPB-CPA-CPM 0.22 2 180.0
CT3-CPB-CPA 12.2 65.0 CPM-CPA-CPB-C 0.22 2 180.0
CT3-CPB-CPB 3.6 65.0 CPM-CPA-CPB-CT2 0.22 2 180.0
FE-NPH1-CPA 15.8 96.15 CPM-CPA-CPB-CT3 0.22 2 180.0
FE-NPH2-CPA 15.8 96.15 CT3-CPB-CPB-C 5.18 2 180.0
FE-NR2-CPH1 9.5a 30.0 CT3-CPB-CPB-CT2 5.18 2 180.0
FE-NR2-CPH2 9.5a 30.0 NPH1-FE-NR2-CPH1b 0.047 4 0.0
NR2-FE-NPH1 27.0a 50.0 NPH2-FE-NR2-CPH1b 0.047 4 0.0
NR2-FE-NPH2 27.0a 50.0 NPH1-FE-NR2-CPH2b 0.047 4 0.0
NPH1-CPA-CPB 2.9 122.0 NPH2-FE-NR2-CPH2b 0.047 4 0.0
NPH2-CPA-CPB 2.9 122.0 CPA-NPH1-FE-NR2c 0.5 2 0.0
NPH1-CPA-CPM 8.6 88.0 CPA-NPH2-FE-NR2c 0.5 2 0.0
NPH2-CPA-CPM 8.6 88.0 CPA-CPB-C-C 0.14 6 0.0
NPH1-FE-NPH2 8.6 50.0 CPA-CPB-CT2-CT2 0.14 6 0.0
NPH1-FE-NPH1 0.0 0.0 CPB-CPB-C-C 1.51 6 0.0
NPH2-FE-NPH2 0.0 0.0 CPB-CPB-CT2-CT2 1.51 6 0.0
Table A.2.: Comparison of heme stretching-, bending- and proper torsional-mode
force-constants common to all three heme configurations in the present
parameterization and the parameterization of Kuczera et al. (227)
The force-constants are converted from the normal-mode analysis by
Starovoitova et al.(238) if not mentioned otherwise. Units are kcal mol−1
Å−2 for kb, kcal mol−1 rad−2 for kθ, kcal mol−1 for kχ and ° for δ. a Ob-
tained by fitting to NRVS frequencies analysis(240, 241); b adapted from
Autenrieth et al. (239); c adapted from related CHARMM parameters for
the THF-imidazole system.
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Stretching-mode configuration kb Torsional-mode configuration kχ n δ
FE-NR2
dx 72.0
CPA-NPH1-FE-NPH2
dx 0.72 2 180.0
cx 59.0 cx 0.72 2 180.0
bis-His 102.0 bis-His 48.7 2 180.0
FE-CM cx 205.0
CPA-NPH2-FE-NPH1
dx 0.72 2 180.0
Bending-mode configuration kθ cx 0.72 2 180.0
NPH1-FE-CM cx 27.0 bis-His 48.7 2 180.0
NPH2-FE-CM cx 50.0
FE-NPH1-CPA-CPB
dx 0.0 2 180.0
OM-CM-FE cx 42.5 cx 0.86 2 180.0
NR2-FE-CM cx 50.0 bis-His 0.86 2 180.0
Torsional-mode configuration kχ n δ
FE-NPH2-CPA-CPB
dx 0.0 2 180.0
NPH1-CPA-CPM-HA all 14.0 2 180.0 cx 0.86 2 180.0
NPH2-CPA-CPM-HA all 14.0 2 180.0 bis-His 0.86 2 180.0
CPB-CPA-CPM-HA all 3.0 2 180.0
FE-NPH1-CPA-CPM
dx 0.0 2 180.0
CPA-CPB-CT2-HA all 0.19 6 0.0 cx 0.43 2 180.0
CPA-CPB-CT3-HA all 0.19 6 0.0 bis-His 0.43 2 180.0
CPA-CPB-C-HA all 0.14 6 0.0
FE-NPH2-CPA-CPM
dx 0.0 2 180.0
CPB-CPB-CT2-HA all 0.19 6 0.0 cx 0.43 2 180.0
CPB-CPB-CT3-HA all 0.19 6 0.0 bis-His 0.43 2 180.0
CPB-CPB-C-HA all 1.51 6 0.0 CM-FE-NPH1-CPA cx 0.5 2 0.0
CPB-CT2-CT2-HA all 0.195 3 0.0
Table A.3.: Heme configuration specific stretching-, bending- and proper torsional-
mode parameters and remaining proper torsional parameters connected
to porphyrin hydrogen atoms. Units are kcal mol−1 Å−2 for kb, kcal
mol−1 rad−2 for kθ, kcal mol−1 for kχ and ° for δ.
Improper configuration kφ Improper from Ref. (227) kφ
NPH1-FE-CPA-CPA all 42.5 HA-CPA-CPA-CPM 29.4
NPH2-FE-CPA-CPA all 42.5 HA-CPB-C-C 20.0
CPA-NPH1-CPB-CPM all 46.8 CPB-X-X-C 90.0
CPA-NPH2-CPB-CPM all 46.8 CPB-X-X-CT2 90.0
CPB-CPA-CPB-C all 37.4 CPB-X-X-CT3 90.0
CPB-CPA-CPB-CT2 all 37.4
CPB-CPA-CPB-CT3 all 37.4
NR2-CPH1-CPH2-FEa all 29.4
FE-NPH1-NPH2-NPH1
dx 0.0
cx 5.2
bis-His 5.2
FE-NPH2-NPH1-NPH2
dx 0.0
cx 5.2
bis-His 5.2
Table A.4.: List of all improper torsion force-constants kφ used in the reparametrized
force field. Units are in kcal mol−1 rad−2. Impropers describing the por-
phyrin substituents out-of-plane wagging motion are adapted from the
parametrization of Kuczera et al. (227) All improper force-constants re-
stricting the heme-doming motion of the dx configuration are set to 0.0
kcal mol−1 rad−2.
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Configuration mode experimental freq. [cm−1] calculated freq. [cm−1]
dx
δNporph−Fe−NIm 79, 110 83, 119
νFe−NIm 215, 248 236, 244
νFe−Nporph 288, 293 290, 296
cx
δNporph−Fe−NIm 64, 127 60, 129
νFe−NIm 222 223
νFe−Nporph 320, 338 319, 323
δFe−C−O 586 586
νFe−C 507 505
νC−O 1969 1969
bis-His νNIm−Fe−NIm (sym) 200 199
νNIm−Fe−NIm (asym) 385 387
Table A.5.: Frequencies showing the strongest iron stretching- (ν) and bending-
mode (δ) contributions in each heme configuration. Experimental
frequencies of the dx configuration derive from NRVS data of 2-
methylimidazole tetraphenylporphinato iron(II) ([Fe(TPP)(2-MeImH)])
(240), of the cx state from NRVS data of [Fe(TPP)(1-MeImH)CO](241)
and the bis-His configuration from resonance Raman- and infrared data
of a bis(imidazole)(octaethylporphyrin)iron(II) complex(242). The calcu-
lated frequencies were obtained by iteratively fitting normal-mode force
constants involving the iron with the heme model systems shown in Fig-
ure 4.3.
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Atom type charge [e]
dx cx bis-His
FE 0.84 0.19 1.38
NPH1, NPH2 −0.68 −0.57 −0.77
CPA 0.31 0.28 0.30
CPB 0.03 0.05 0.05
CPM −0.22 −0.21 −0.21
C −0.15 −0.06 −0.06
C(2) −0.25 −0.29 −0.29
CT2 −0.28 −0.28 −0.28
CT2(2) −0.28 −0.28 −0.28
CT3 −0.33 −0.33 −0.33
CC 0.45 0.50 0.50
OC −0.62 −0.69 −0.69
CT2-HA 0.10 0.11 0.11
CT2(2)-HA 0.10 0.12 0.12
NR2 −0.46 −0.39 −0.52
CPH1 0.05 0.04 0.03
CPH1-HR3 0.16 0.10 0.09
CPH2 0.28 0.29 0.23
CPH2-HR1 0.20 0.14 0.25
NR1 −0.49 −0.45 −0.60
NR1-H 0.30 0.29 0.35
CM - 0.49 -
OM - −0.32 -
Table A.6.: CHARMM force field charges fitted from Mulliken population analy-
sis for each heme configuration. The atom type definition follows the
nomenclature shown in Figure 4.3. If not listed, hydrogen atoms have
assigned a charge of 0.09 e. Remaining hydrogens are listed with the
atoms they are attached to.
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A. Appendix
configuration V
His
Morse/V
CO
Morse
De [kcal/mol] r0 [Å] β [Å]−1
bis-His 23.68 2.079 1.985
cx 74.50 1.22 1.798
VLJ7−5
FE−CM σFE−CM FE−NR2 σFE−NR2
dx 0.059 kcal/mol 4.536 Å 0.628 kcal/mol 3.500 Å
Table A.7.: ARMD specific force field parameters for the dissociable bonds in the bi-
phasic rebinding process of NgbP: VCOMorse and V
CO
Morse correspond to the
Morse potentials describing the dissociable FE-NR2 and FE-CM bonds
in the bis-His and cx configurations. VLJ7−5 represents the non-bonding
Van-der-Waals potential defined as a LJ 7-5 function which is present
between the same atom pairs on the pentacoordinated dx state.
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