Automated ultrasonic signal classification systems are often utilized for the recognition of a large number of ultrasonic signals in engineering materials. Existing defect classification methods are mainly image-based and serve to extract features for various defects. In this paper, we propose a novel detection baseline model based on a fully convolution network (FCN) and gated recurrent unit (GRU) to classify ultrasonic signals from flawed 3D braided composite specimens with debonding defects. In the proposed algorithm, the proposed Gated Recurrent Unit Fully Convolutional Network (GRU-FCN) is used to extract temporal characteristics of ultrasonic signals; the GRU module is key to enhancing the performance of FCNs. Experimental results on an in-house dataset indicated that the proposed model performs very well against all baselines. We also developed a scheme to interpret the relationship between A-scan and C-scan images and a 3D depth model representation to visualize the location information of defects.
I. INTRODUCTION
Three-dimensional (3D) braided composites are broadly employed in a variety of industries [1] as per their advantages over conventional laminated composites, including high damage tolerance, through-thickness reinforcement, and anti-ablation capability. Internal defects must be accurately detected to improve the service life of materials. Ultrasonic methods are considered the most efficient method for nondestructive testing (NDT) in evaluating composite materials. The pulse-echo method is the most widely used ultrasonic method for thickness measurement and flaw location, which involves detecting echoes produced when an ultrasonic pulse is reflected from a discontinuity or interface in the tested specimen [2] . An ultrasonic transducer receives the reflected waves from defects and converts them to electrical signals. These signals, called A-scan signals containing information regarding the orientation, size, and type of the defects.
The associate editor coordinating the review of this manuscript and approving it for publication was Xiao-Yu Zhang . The primary goal of the ultrasonic inspection of engineering materials is to detect, locate and classify internal defects as quickly and accurately as possible. The results of defect identification on A-scan signals usually depend on the knowledge and experience of operators, which is generally inefficient and can lead to false detections and missed inspections. Automatic signal classification systems are an attractive potential alternative for flaw detection [3] . Many previous researchers have developed such systems [4] - [7] . Computational intelligence methods based on SVM have been used to classify defects in CRFP [8] . Saraiva et al. [9] proposed a general framework that uses the ANN as a nonlinear classification tool. Simone et al. [10] presented two feature extraction techniques to classify ultrasonic nondestructive examination (NDE) signals in welded materials. Deep convolutional neural networks have been used to classify ultrasonic signals from CFRP specimens with voids and delaminations [11] . Other researchers have established multi-class defect classification methods based on the 1D local binary pattern algorithm for weld defects as well [12] . Zhang et al. [13] attempted to resolve unbalance and inadequate training data issues using similar methods.
The above methods are mainly image-based generally inefficient, and are easily affected by image quality. Any classification problem using data that is registered in some type of order can be cast as a Time Series Classification (TSC) problem [14] . Time series have been applied ranging from electronic health records [15] and human recognition [16] - [17] to acoustic scene classification [18] . Ultrasonic signals can be viewed as time series, so we selected several baselines in this study for ultrasonic signals classification with deep learning architectures.
In this study, ultrasonic signals which were very similar to each other as-obtained from artificial inserts in a 3D braided composite plate were used to test a novel flaw detection technique. First, we produced a 3D braided plate with artificial defects and debonding. We then established an automated signal detection system based on FCN [19] and GRU [20] to process time series acquired via ultrasound transducer. In our previous task, Geng et al. [21] applied FCN and GRU to classify egg hatching activity. As mentioned above, the ultrasonic signals can be also viewed as time series, so several time series classification models were selected as baselines and 3,600 unique ultrasonic signals were tested as a dataset for classification. For more comprehensive defect information, we created a 3D depth model representation to characterize and localize defects. Below, we also propose a scheme to interpret the relationship between A-scan and C-scan images. Figure 1 represents a flowchart of our proposed approach.
A. CONTRIBUTIONS
The key contributions of this work are as follows.
1) A novel ultrasonic signal method for artificial defects detection in 3D braided composites is proposed. The ultrasonic signal of the specimen is used to classify defect versus non-defect areas. The results obtained using A-scan signals as the classification features are very accurate. Since the A-scan signals are a time series, they are easier to acquire and collect than images, thus greatly enhancing the classification performance compared to image-based methods.
2) A baseline model based on the FCN module with a gated recurrent unit, the GRU-FCN, is the first attempt to detect ultrasonic signals from 3D braided composites. A GRU sub-module is used in the FCN model to obtain superior classification results.
3) We establish a scheme to interpret the relationship between A-scan and C-scan images and provide the defect information in 3D depth view.
B. RELATED WORKS
In recent years, various deep learning methods [22] - [24] have been applied to many classification tasks. Moreover, many recent researchers have pursued automated signal classification systems. Sambath et al. [4] , for example, applied wavelet transform and an ANN classifier for defect detection and classification. Their ANN method has two layers with 25 nodes and 8 nodes, respectively, and reaches classification rate up to 94%. Meng et al. [11] used deep CNNs for training to classify ultrasonic defect signals from CFRP specimens where a linear SVM top layer is operated in the training process to perform the signal classification work. Veiga et al. [25] tested an ANN for ultrasonic signals acquired from weld beads by employing TOFD and pulse-echo techniques; four welding defects were classified by applying a supervised feed forward back propagation type neural network at a success rate of 77.5% for TOFD and 72.5% for the pulse echo technique. Cacciola et al. [8] proposed a feature extraction approach based on PCA and DWT. The SVM can be used as a heuristic pattern classifier trained on these features, the technique works well for UT signals from defective CFRP specimens. Munir et al. [26] used CNN and DNN on noisy ultrasonic signatures to increase classification performance of weldment defects. The CNN is the most robust structure for ultrasonic defect classification in terms of noisy signals. In this study, in an effort to enhance the effects of defect detection and defect characterization, an ultrasonic signal processing technique based on wavelet and wavelet packet transform was used.
The ultrasonic A-scan signal classification can be considered a TSC problem. Deep neural networks can be employed for TSC. The multi-scale convolutional neural network (MCNN) [27] incorporating feature classification and extraction in a single framework was proposed to provide superior feature representation by automatically extracting features at different scales and frequencies. However, its performance is strongly rely on the pre-processing applied to the dataset. FCN does not require any heavy data pre-processing. In this study, we attempted to detect ultrasonic signals as a time series for defect classification based on the FCNs by augmenting the FCN module with a GRU sub-module.
C. OUTLINE
Our work is structured as follows. The background works of the temporal convolutions and GRU are reviewed and VOLUME 7, 2019 network architectures relevant to this study are detailed in Section 2. Our experimental procedure and results are discussed in Section 3. Section 4 characterizes and localizes 3D depth defect information. Section 5 contains a brief summary and conclusion.
II. METHODOLOGY
The proposed model is divided into two branches: FCNs and the GRU block. FCNs contain six temporal convolutions which typically served as the main feature extractors. The GRU block is comprised of two GRU layers that enhance the classification effect of FCNs. Ultrasonic signals as the time series are conveyed into both FCNs and the GRU block. Finally, the output features of FCNs and the GRU block are concatenated and classified via soft-max.
A. TEMPORAL CONVOLUTION NETWORKS
The temporal convolution network that receives the input is generally described as a time series, which is an effective learning model for the TSC problem [28] . According to Lea et al. [29] , let us consider X t ∈ R F 0 as an input feature vector of length F 0 for time step t, t = 1, ..., T . With different sequences, the time T may be different. Let T l be the number of time steps in each step. The true action label for each frame is given byy t ∈ {1, ..., C}, here C is the number of class labels.
Here, a set of 1D filters on each convolution layer were applied to see how the input signals evolve over the course of a given defect if there are L convolution layers. The filters for each layer are parameterized by tensor W (L) ∈ R F l ×d×F l−1 , with corresponding bias vectors b (l) ∈ R F l , here d,l ∈ {1, ..., L} represent the filter duration and the layer index, respectively. For the l − th layer of the encoder, the i − th component of the (unnormalized) activationÊ
i,t can be computed as:
where f (·) denotes the Leaky Rectified Linear Unit [30] .
B. GATED RECURRENT UNIT
Recently, Cho et al. [20] proposed the GRU to enable several recurrent units to adaptively acquire dependencies along different time scales. Similar to the LSTM unit, long dependency problems can also be solved by the GRU in recurrent neural networks (RNNs). The GRU has gating units that modulate the flow of information inside the unit, but does not have spate memory cells.
The activation function h j t is computed by:
where h j t−1 represents the previous activation;h j t denotes the candidate activation. The extent to which the unit updates its content or activation depends on an update gate z j t . We can calculate:
This procedure is similar to the LSTM unit, which can take a linear sum between the newly computed state and the existing state. However, the GRU exposes the whole state in each iteration.
The candidate activationh j t is defined as follows [27] 
Here, tanh is the hyperbolic tangent function, is the element-wise multiplication, and r t refers to a set of reset gates.
The reset gate r j t is computed by:
The proposed network is divided into two parts, FCNs and the GRU block. The FCNs and GRU block perceive the same ultrasonic signal input from two different perspectives.
In the proposed network, FCNs comprise of temporal convolutions and act as the primary feature extractors. In the FCN block, each FCN is a convolution layer accompanied by a batch normalization [32] followed by a ReLU activation function. Batch normalization accelerates convergence, protects against divergence, and enhances the generalization capability.
The FCN module consists of six stacked temporal convolutional blocks with filter sizes of 128, 512, 256, 128, 128, and 128, respectively. The convolution operations are accomplished by six 1-D cores with the sizes {8, 5, 5, 3, 3, 3}. To prevent overfitting, we excluded any pooling operation. Finally, after the convolutional blocks, in order to minimize the number of weights needed, a global average pooling layer [31] was applied.
Simultaneously, an ultrasonic signal was conveyed into the GRU block to extract the temporal feature. The GRU module consists of two stacked basic GRU blocks. Each GRU block is a gated recurrent unit layer accompanied by dropout to prevent overfitting. Similarly to FCNs, after the final GRU block, a global pooling layer was applied. In the final step, the output of FCNs and the GRU module is concatenated and delivered to the soft-max layer. In the proposed architecture, the GRU module was applied to increase the performance of FCNs. The proposed network structure and neural network architectures, as shown in Figure 2 and Table 1 , respectively.
III. EXPERIMENTS A. SPECIMEN PREPARATION
Aerospace and automotive engineers often use 3D braided composites. The reinforced fibers in our specimens are T700-12K carbon fibers and the resin is LT-5080 A-OS vacuum impregnated with epoxy resin (Wells Advanced Table 1 shows more details. Materials Co., Ltd.). Curing was performed in steps of 60 • C for 3 h and post-curing at 80 • C for 6 h.
A process was developed to produce a 3D braided composite with debonding defects. As shown in Figure 3 , an artificial defective 3D 4-directional braided composite was fabricated with length of 215 mm and width of 140 mm with three debonding defects, then subjected to NDT measurements and signal acquisition.
B. EXPERIMENT DATA
We used an Olympus Omniscan MX2 to scan 3D braided composite structures for defects. For each 3D braided composite, a 5MHz near-wall probe with 64 elements and a wedge (SNW1-OL-WP5) and encoder were used to record UT data (Olympus Corp., Tokyo, Japan) (Figure 4(a) ). Experimental tests were performed on a 3D 4-directional rectangular flat with debonding defects, (Institute for Composites, Beijing 3D Braiding Co., Ltd.). The 3D flat braided specimen was made by a 4-step 1×1 method. The specimen size was 215×140×7 mm (Figure 4(b) ).
In the study, we performed inspections on the 3D braided composite specimen with artificial debonding defects to test the proposed method experimentally. During ultrasonic signal acquisition, the specimen was set on the scanning stage and the probe moved it as probe water was coupled to the surface. A couplant was used to transmit the acoustic energy between the probe and the wedge. The A-scan signals were processed by filtering and de-noising on OmniPC 4.4 to enhance the classification accuracy. The ultrasonic signal was digitized at a simple length of 320.
The ultrasonic signals collected in the experiment are shown in Figure 5 . The signals are very similar to each other as-obtained from the 3D braided composites. A dataset was constructed that consists of 3600 ultrasonic A-scan signals, 2100 of which show the absence of defects and 1500 with defects. The 3600 datasets were divided into training sets, test sets and validation sets accounting for 60%, 20% and 20% of the total, respectively.
C. EVALUATION METRICS
The ratio of negative and positive samples is imbalanced; there are many more non-defect signals than defect signals in our dataset. In addition, accuracy alone is insufficient to measure the classification results of the baseline models. Therefore, four different evaluation criteria including Accuracy, Precision, Recalland F1 score [33] were used to measure the proposed baseline comprehensively.
The confusion matrix, also called the ''error matrix'', a specific system including four parameters that measures the classification accuracy of a classifier. The four parameters are defined by the following formulas:
Among the above formulas, TP, TN, FP and FN are the numbers of true positive (predicted defect ultrasonic signals are actual defect ultrasonic signals), true negative (predicted non-defect ultrasonic signals are actual non-defect ultrasonic signals), false positive (predicted defect ultrasonic signals are actual non-defect ultrasonic signals) and false negative (predicted non-defect ultrasonic signals are actual defect ultrasonic signals) signals, respectively. Accuracy is the ratio of the number of samples correctly classified to the total number of samples. Precision is the ratio of the samples predicted to positive samples to actually positive samples. Recall is the proportion of correctly classified that should be classified. The F1-score is the harmonic average of the accuracy and recall rates.
To ensure a high-quality composite in an actual production scenario (Eq. (6)), Recall can be used to evaluate the ability of a baseline to identify positive samples. In other words, a higher Recall suggests a better capability of the baseline to recognize positive samples, which is great significance to analyze our experimental results. However, precision reflects the ability of a model to recognize negative samples. We expect an effective model to have higher recall than precision. The F1-score is a combination of accuracy and recall indicators; a higher F1-score indicates more robust classification ability.
D. BASELINES
In the study, to make the proposed model more competitive, several existing time series classification baseline models were selected. 1) ResNet [34] , which inserts shortcut connections in each residual block to enable the gradients to flow directly through the bottom layers. However, the baseline RseNet is prone to overfitting due to the small size of the ultrasonic signal dataset and potential lack of sufficient variance to optimize the complex structures with deeper neural network systems. We explored the ResNet structure to classify ultrasonic signals for comparison. The ResNet consists of three residual blocks and the numbers of filters are {128, 256, 128} respectively. Each residual block consists of three convolution layers accompanied by a ReLu and a Batch normalization. After the final convolutional block, a global average pooling layer and a softmax layer are subsequently applied. Finally, these settings reuse of the FCN structure for fair comparison with the proposed model.
2) LSTM [35] is an extremely powerful sequence model that outperforms the general RNNs. Recently, RNNs with LSTM variants have been widely used to address the issues involved in sequence dataset [36] . However, convolution architectures with deep neural networks also obtain competitive performance for time series classification. Thus, a pure LSTM model was designed to compare their performance of the two frameworks (CNN, RNN) because we are interested to see which framework is better model for classifying our ultrasonic signals.
3) The GRU model outperforms the LSTM model on a set of tasks [37] although they have similar architectures. The GRU as another powerful RNN architecture. In this study, we sought to evaluate the performance of two closely recurrent units on our dataset.
We set similar hyperparameters for each baseline to compare baseline performance. Hyperparameters such as dropouts and learning rate for each baseline were chosen to adjust to optimize model performance. A random search was used to ensure well-performing baseline hyperparameters.
E. EXPERIMENT SETTINGS
The FCN module remained constant throughout our experiment and there was no data preprocessing. The initial batch size was 512 and the number of training epochs was kept constant at 300. After the final GRU layer, a dropout rate of 50% was applied to combat overfitting. All LSTM and GRU kernels were initialized by Xavier initialization [38] . The models were trained with Adam [38] at an initial learning rate of 1e-3 and a final learning rate of 1e-4. The learning rate was reduced every 50 epochs by a factor of 1/ 3 √ 3 until the final learning rate was achieved.
The performance of our network was determined on a dataset, which consists of ultrasonic signals collected from a 3D braided composite specimen. To best represent the effectiveness of our baseline model, we designed three enhancement blocks (CNN, GRU, LSTM) to investigate their effects on the dataset. Table 2 and Figure 6 show the overall classification results with four metrics for different networks. per its higher generalization capability for classification on our database. This is because that GRU, CNN and LSTM blocks enable the FCN baseline to extract more temporal information of the ultrasonic signals. The addition of the LSTM, CNN, and GRU blocks improves the FCN classification performance of FCN.
2) The four evaluation metrics of the CNN-FCN are higher compared with those of the LSTM-FCN, which indicates that the convolutional module performs better ultrasonic classification than the LSTM module.
3) We also found that the GRU-FCN performed best classification performance on our ultrasonic signal database. Table 2 provides the recognition rate of the proposed method, where GRU-FCN achieves the highest Accuracy, Precision, Recall and F1 score among all the baselines we tested. Our goal here was to create a model with higher Recall than Precision for ultrasonic signals. Compared with the CNN-FCN, the recall rate of GRU-FCN increased by 0.55%. That suggests that the GRU-FCN model can effectively detect defect and non-defect ultrasonic signals and in practice and guarantee the quality of 3D braided composites.
G. OVERALL RESULTS
We used the benchmarks described above to test the performance of various models on our dataset ( Table 3 ). The results suggest the following.
1) All of the FCN models with CNN, LSTM and GRU modules outperformed the other baselines by an order of magnitude. The baseline GRU-FCN achieved very competitive accuracy. The FCN models with the GRU blocks described here are suitable for classifying ultrasonic signals. The LSTM and GRU models performed very similarly. Similarly to the FCN, the ResNet model achieved favorable results on all four evaluation parameters. Convolutional-architecture networks appear to classify ultrasonic signals better than recurrent networks.
2) ResNet only outperformed the baselines of LSTM and GRU. In theory, ResNet should have achieved the best results due to its deepest network structure and greatest weight among the methods we tested. However, our dataset is very small and ResNet was more likely to overfit the data. 
IV. 3D REPRESENT FOR DEFECT DEPTH DETERMINATION
As discussed in this section, we established a scheme to characterize and localize the depth locations of defects.
A. ULTRASOUND SIGNAL REPRESENTATION
Ultrasonic signals can be represented as A-scan, B-scan and C-scan images for defect determination in 3D braided composites, as shown in Figure 8 .
The A-scan displays the amplitude of the ultrasonic signals. A-scan signals are easy to collect and are commonly applied for processing in real world classification tasks, but it is difficult to make interpretations about the isolated A-scan signal without a reference signal recorded from a known defect-free area [39] . Thus, there is demand for a 2D representation based on B-scan and C-scan imagery. The B-scan image displays the depth of the potential defect and the C-scan image the top view of a specimen parallel to the scanned surface. Different color-codes of a defect in this case indicate the various depths at which the defects are located. A C-scan image including series of parallel A-scan signals is shown in Figure 8 ; where indeed the depth and size of the defect can be determined from the B-scan and C-scan images. The A-scan signals may continually vary in amplitude when the probe is moved on the surface of the specimen, suggesting that a C-scan image depends solely on the A-scan amplitude.
B. 3D DEPTH DEFECT VISUALIZATION
In our experiment, C-scan representations confirmed the presence of defects by showing clear plan views of the specimen parallel to the scanned surface but did not provide defect locations. We visualized defect locations through 3D depth model representations to account for this. The 3D depth representation described here was established to determine internal debonding defects, as shown in Figure 9 . The corresponding A-scan, B-scan, and C-scan representations are shown in Figure 8 .
V. CONCLUSION
In this study, we established an ultrasonic signal detection model using FCNs and a gated recurrent unit for defect detection in 3D braided composites. We classified the ultrasonic A-scan signals of 3D braided composites directly by using ultrasonic signals as a classification criterion. We first attempted to use the digital defect detector (Olympus Omniscan MX2) to collect ultrasonic A-scan signals of defective 3D braided composites with debonding defects. The proposed network structure for ultrasonic signal classification based on FCNs with GRU blocks was then used to extract ultrasonic signal features. Adding the GRU block allows the proposed model to adequately extract the temporal information of ultrasonic signals which discriminate defect classes consistently at very high classification accuracy.
We compared four evaluation metrics of six models. The results show that the proposed baseline model effectively classifies ultrasonic defect signals and achieves competitive performance on the same dataset compared to others. For defect determination, we also developed a scheme to interpret the relationship between A-scan and C-scan images. Finally, a 3D model representation was successfully used to characterize the depth of defects. 
