Abstract While new infrastructures for large computational challenges begin to be widely accessible to researchers, computational codes need to be re-designed to exploit new facilities. The Grid and the cloud computing concepts are changing the computational resource distribution and availability, and much effort start to be made to develop new codes for a better exploitation of new resources. This paper presents an example of the use of Grid resources, based on gLite middleware, to run cosmological simulations, that, up to now, are normally executed on Supercomputers. We have also used the Grid to explore and visualize the dataset. We discuss non particular the performance of FLY a parallel code implementing the octal-tree algorithm introduced by J. Barnes and P. Hut to compute the gravitational field efficiently. It simulates the evolution of the collisionless component of the material content of our Universe. FLY was originally developed to run on mainframe systems using the one-side communication paradigm, but we are now presenting a modified version of the computational
Introduction
The usage of computational resources in contemporary theoretical astrophysics represents these days a necessary step to address the most ambitious and challenging problems raised by the ever increasing amount of observational data and models available. Theoretical astrophysics modelling produces huge amounts of data and requires significant computational resources for simulations and data exploration. Moreover the study and interpretation of observational data represents a fundamental task of research activities. Therefore, the international astronomical community devotes a great effort to data management, to the distribution of scientific data-sets and to run simulations with increasingly higher resolution. Most applications in theoretical astrophysics, and particularly in computational cosmology, have been developed on mainframes. They use MPI [30] and OpenMP [28] and even if some of them could be used in a cluster of computational nodes, they require a low latency network to obtain a reasonable performance.
In recent years Grid infrastructures have offered computational facilities of comparable efficiency as supercomputers, and also provided low latency networks. Substantial effort has been put into middleware for HPC running on the Grid [20, 32] . Since 1995 we started to develop a code for cosmological simulation using the MPI-2 paradigm. The code, named FLY, is freely available in the CPC Program Library [5] . Recently, we have started to use Grid computational resources and have solved many problems to enable FLY to run in the Grid environment. The Grid is made available from the Cometa Consortium (http://www.consorzio-cometa.it/). It is a large Grid infrastructure, for both research and industrial applications. The infrastructure is distributed in seven sites of the three main towns in Sicily: Catania, Messina and Palermo. The most important characteristic is that all sites have the same hardware and software configuration allowing high interoperability and realizing a homogeneous environment that is an important requirement for HPC jobs running cosmological simulations [6] . The computing infrastructure, based on the IBM Blade Centre, containing up to 14 IBM LS21 blades, interconnected with the low latency Infiniband-4X network, mainly provides High Performance Computing (HPC) functionalities on the Grid. The Grid middleware is based on gLite V.3.1 [13] .
The porting of FLY on the computational Grid was performed with the help of the Grid system administrators and middleware developers, so that some customizations were made in the middleware for HPC runs on the Grid, that could be officially adopted in the newer version of gLite. The new version of FLY 4.0 optimizes the usage of Infiniband and of the Grid resources and adopts MPI with the synchronous paradigm. With this new FLY version (available at http://www.ct.astro.it/fly/) we completed two large and important N-Body simulations with half billion and one billion particles, and the present paper presents an example of the usage of Grid resources in large cosmological simulation using the Grid.
There are many popular and parallel cosmological simulation codes for example: Gadget [24] , where gravitational forces are computed with a hierarchical multipole expansion, Enzo [9] , that uses the adaptive mesh refinement technique [8] and PMFAST [19] , based on the MPI and OpenMP paradigm. In the present paper we do not present a comparison between FLY and these codes, but we describe a feasibility study on the running of large cosmological simulations using the Grid. In general there are not many experiences of large scale simulation code running in the gLite Grid, even if some papers describes methods and technologies that can be applied to large scale simulation [10] . The large scale simulation, up to now, are using dedicated infrastructures, and challenging runs are executed in the DEISA infrastructure [27] and are mainly using supercomputers. Enabling and operating new challenging supercomputing applications is a central part. For example the DEISA Extreme Computing Initiative (2005) (2006) (2007) (2008) (2009) (2010) is to enable a number of grand challenge applications in all areas of science and technology.
The result of our experiment is a new version of FLY that can be executed on a Grid infrastructure, in any MPI system based on the gLite middleware.
Another task we consider is data exploration. Very large simulations produce datasets that cannot be easily investigated. They often require parallel procedures to extract information and it is not easy to visualise data. For these reasons we developed a new tool of the package VisIVO to visualise the data, called VisIVO Server [4, 33] , that runs on the Grid.
VisIVO [11] was introduced in 2005 and its core functionality developed within the VO-TECH project [25] . The framework supports highperformance, multidimensional visualization. VisIVO Server is a command line application for intuitive visual discovery with 3D views created from data tables. It can be easily installed on any web server with a database repository. The Grid version is ported and deployed within the Cometa Consortium Grid. The VisIVO Server defining characteristic consists in supporting very large datasets without a size limitation.
In the following, Section 2 describes the FLY code general structure, Section 3 presents the specific change we made to run FLY using the Grid, and Section 4 presents the results of the errors introduced by the new method. Section 5 shows the performances we obtained and Section 6 the preliminary results of the simulation analysis.
FLY Code Description
As already stated above FLY is a parallel pure tree N-Body code for cosmological simulations. It is based on the Barnes and Hut algorithm [3] (BH) with three main phases. In the first phase, the system is first surrounded by a single cubic region, encompassing all the particles, that forms the root-cell of the tree. The next tree levels are formed by using the Orthogonal Recursive Bisection (ORB). During the force computing phase (hereafter FC) an interaction list (hereafter IL) is formed for each particle. Starting from the rootcell, and descending down along the tree, level by level, the ratio C ellsize /d i−cell is compared with an opening angle parameter θ (generally chosen within the interval from 0.5 to 1.0), d i−cell being the distance between the particle and the center of mass of the cell. If the ratio is smaller than θ the cell is left closed, added to the IL and it is considered as a far region (Fig. 1) . The sub- Fig. 1 The star represents the center of mass of a the cell and C is the cell size. If the ratio C/d is lower then θ the cell is considered as a single element to compute the force on the body, and it is added to the body interaction list. Only the elements forming the IL are considered to compute the force on the body cells of a closed cell will not be investigated in the next tree level any longer. Otherwise, the cell is opened and, in the next tree level analysis, the subcells will be checked using the same criterion. This procedure will be repeated until all the tree levels are considered. All the particles found during the tree analysis are always added to the IL. In the last phase all the particles positions are updated before starting a new cycle. Each particle evolves following the laws of Newtonian physics and the differential equations are integrated using the numerical Leapfrog integration scheme:
(1)
where T is the discrete time-step and the superscript n refers to the time instant t = n T.
FLY on the Grid
Version 4.0 of FLY was created to run simulations having more than half billion particles with more than 64 CPU cores and using a gLite 3.1 middleware based computational Grid. The huge quantity of remote get and put operations for hundred of Million particles, with high number of processors, puts considerable communication on the network which negatively impacts on the performance. For these reasons we develop a new version of FLY 4.0 for the Grid that only uses synchronous communications. This new version can be more properly considered a distributed tree code while the cosmological codes are mainly parallel codes. The main characteristics of FLY 4.0 are the particle distributions in the processors, the code not needing shared directories, and that each processor now computes the force for all the N particles in the locally resident tree.
The new code we present uses the scheme shown in Fig. 2 . Each process loads an equal number of particles. The particles can be geometrically ordered in the input data file using the same tree scheme to sort particles. We assume to run simu- Fig. 2 Each processor sends the local particles to all the other processors, and receives remote force on local particles from them. Each processor computes the force component of all the simulation particles, using the local tree, at each timestep. The PE0 sends the local particle to PE1 the first cycle, to the PE2 during the second cycle and to PE3 in the third cycle of each time step. The figure represents only the data transfer in the first two cycles lations with a fixed number of processes: N PEs. The FLY 4.0 run phases can be summarized as follow.
Tree Phase
FLY executes the tree phase locally, i.e. without communication among processes. Each process builds a private tree only with the particles that are locally memory resident. Thus we will have N PEs different trees without replicated data. From the first time-step, typically, particles of a process will overlap within the physical region of nearest processes. This means that the local trees typically overlap with the physical regions of nearest regions, without introducing significant errors as described in Section 4. However the force computation scheme, described in the following paragraphs, computes the force for all the particles of the simulation. No synchronism is forcing during this phase. The computational load is negligible, this phase typically last less than 0.1% of the overall timestep.
Local Force Computation
The second phase is still local. Using the local tree, each process, following the BH algorithm, creates a force component for each local particle.
This phase is totally local and the duration of this phase is the shortest possible in a global computing scheme, because there are no overheads due to parallelism. It is easy to understand that it is more computationally effective to maximize this phase. This means that the number of particles for each process must be maximized, in order to have the highest possible local work. In this part FLY 4.0 uses a modified grouping criterion, but limited only to the local bodies.
During the force computing phase FLY forms the so-called grouping cell C group . The C group is formed by particles located in a tree cell. A virtual particle (VP) is placed in the center of mass of the C group . The user fixes at the beginning the limits on the cell dimension and on the maximum number of particles forming grouping cells. FLY builds a single interaction list (IL) that is partially applied to all the particles inside the grouping cell. Two subsets of the interaction cell list are formed for each particle in the group, and the force component is evaluated: the first part, formed with far elements, is equal for all the particles in the group and is evaluated for the VP. The second part of the interaction list, considering only near elements, is computed for each particle. More detail are provided in [7] . Particles that are not assigned to groups are treated using the classical BH algorithm. At the end of this step the first point of synchronization in the global computation is set.
Remote Force Computation
At the end of the above described phase each process has the force portion for each local body computed only with its local particles.
Each process thus allocates the structures to receive positions and forces from particles that are assigned to a remote process. The scheme is shown in Fig. 2 . All processes are numbered with progressive Id (myId) assigned by MPI. Processes having Ids not very different have particles that are close in the physical domain.
FLY starts a cycle (iteration variable ipe) from 1 to N Pes − 1 with a synchronism point at the end of each iteration. Each processor sends the positions of local particles to the processor sendRmtId = MOD(myId+ipe, N Pes), and receives remote particles from recRmtId = myId − ipe if recRmtId < 0 we set: recRmtId = recRmtId + N Pes.
The processor computes the force component for the received particle taking into account only the local tree and the local particles. The CPU time of this computation depends on the physical distance between the local particles and remote received particles. The above scheme ensures that the distance between processes in the send/receive mechanism is the same for any process at any loop. This allows a good dynamical load balance and the processors have similar loads and CPU time for each iteration.
At the end of each ipe iteration, each process sends back the force component of the remote particles to the recRmtId processor and, at the same time, it receives the force component of the local particles from the remote processor sendRmtId: these two components add up to the global force on each local particle. The latter will be given at the end of all iterations. With this scheme each processor performs the force computation for all the N particles of the simulation and the global complexity scales as O(Nlog(N pes )) where N pes is the number of local particles.
Considering that log(N pes ) has the same order of magnitude of log(N), there will not be a great advantage in the code scalability by increasing the number of the processors. The computational cost is of the same order of magnitude of Nlog(N). Moreover to minimize the overhead introduced by this schema, the number of processors involved in the simulation must be maintained as small as possible. However, the great advantage of FLY 4.0 consists in the data distribution allowing us to run very large simulations on a typical Grid cluster with MPI.
Boundary Conditions
FLY incorporates fully periodic boundary conditions using Ewald's method, without using the fast Fourier transform techniques [15] . Ewald's correction depends on the position of the particles compared with the remote cell. This comparison is performed on the global computational domain and gives the same results even if the particles, for which the correction is computed, are not belonging to the local computational domain.
Update Position
At the end of the above step this last phase is executed in asynchronous mode. Each processor has the global force on each local particle and uses the discretized equations of motion as already described in [2] . Each particle evolves following the laws of Newtonian physics, see (1) and (2).
Error Analysis
In this section we investigate the errors introduced by the method, used for the run on Grid based system, with different values of the angle parameter. The force on each particle is given by the sum of the forces by the nearby particles plus the force by the distant cells whose mass distributions are approximated by multipole series typically truncated at the quadrupole order [16] . The criterion for determining whether a cell is sufficiently distant for a multipole force evaluation is based on an opening angle parameter θ given by
where C l is the size of the cell and d is the distance between the particle and the center of mass of the cell. Smaller values of θ lead to more cell opening and more accurate forces (for θ = 1 we have an error lower than 1% in the accelerations [16] ). Classical cosmological simulations of the Large Scale Structure of the Universe are carried out with θ values from 0.8 down to 0.5. We report the error we obtained with FLY 4.0 using different values of theta compared with the pure particleparticle (P-P) code and the original BH method. We limited the analysis to a smaller particle number due to the computational order of the pure P-P method that scales with O(N 2 ). The measurement is made by analysing an entire system evolution. We start with the initial condition of 32768 particles with redshift Z = 50, t = 0.001 and particle mass about 6.5363 · 10 11 solar masses. The evolution is carried out with the original BH executed in a single processor algorithm and with FLY 4.0 running on 16 processors. We measure the absolute error in the position of particles and in the velocities of particles in the mean square sense with several values of θ ,
and
and at the same
The measured values at the end of the simulation with θ = 0.8 (a typical value for cosmological simulations) are: pos−BH = 0.002010, vel−BH = 0.005478, pos−F LY = 0.001786 and vel−F LY = 0.005564. The results we obtained (Fig. 3) show us that the adopted scheme for FLY 4.0 does not introduce significant errors compared with the typical N-body code and it can be adopted to run N-bodies simulations with the same errors introduced by the original Barnes-Hut algorithm, with typical values of θ (lower than 1.0), in a cosmological simulation.
FLY Grid Performance
FLY 4.0 is a distributed parallel pure tree code designed to perform simulations using a very high resolution (i.e. number of particles). The code is designed to run with reasonable time step duration in a Grid cluster. The FLY performance strictly depends on the number of particles and on the Grid worker nodes where it is executed. The most efficient conditions, due to the algorithm, are reached when we maximize the local number of particles, a condition which corresponds to minimize the communication.
By assuming that N Ps is the number of local particles, the global FLY 4.0 memory occupancy is the following: -Local particle structure. This part includes the arrays for particles and local tree properties.
The occupancy is about 24 · N Ps, assuming the number of local cells having the same order of magnitude as the number of local particles. -Communication structure This part includes the arrays for the remote particles. The occupancy is about 6 · N Ps -Miscellaneous This part includes the arrays structures for boundary condition, interpolation and so on. It is about 4 · N Ps.
The overall FLY memory request is thus 34 · N Ps. Considering that each particle has a double precision representation (8 bytes) a process running on a worker node with 2 GBRam, based on our experience, can compute about 6.0 Million particles.
Grid Performance Analysis
The The following subsection shows the results we obtained in several configurations and considering that the regular Grid middleware has several advantages in terms of latency reduction and faulttolerance [14, 18] . We executed a simulation of more than five hundred Million particles using 20 dedicated worker nodes with 80 CPU cores on the Cometa Consortium infrastructure. The job submission was given by using script command from the User Interface (UI) and using a personal certificate. We asked for specific nodes on the Cometa infrastructure and we used a dedicated queue for hpc run with high priority. The queue was using limited but reserved resources. The output of the code allowed us to continue (with a new submission) from the last time step regularly completed. For this reasons we not implemented any kind of re-submission in case of job failure.
We ran for about three months (about 150,000 CPU hours) starting from redshift z = 50 in a 70 Mpc/h −1 cubic region. A larger simulation with 1 billion particles was executed using 50 dedicated worker nodes with 200 CPU cores. We ran for about six months starting from redshift z = 50 in an 85 Mpc/h −1 cubic region. We submitted the jobs using the Cometa User Interface (UI). The initial condition file and the intermediate produced files were loaded in the local Storage Element (SE) located in the same system. Therefore FLY had direct access to these files. For this reason we don't take into account the overhead for data I/O from and to the Grid catalogue. All the following tests were executed on a single Grid node: no geographically distributed worker node was used.
Scalability Test With Fixed Particle Number
We considered an initial condition file with 24 Million particles in uniform condition at z = 50 and at the end of a simulation at z = 0. We assigned one processor to one CPU core. Figure 4 shows the results starting from 4 CPU core up to 64 CPU core. This test was executed on a system with dedicated CPU core. The RAM dimension and the FLY occupancy allow the system to run up to six Million-particles on each core. The test 
Scalability Test With Fixed Granularity
This is the most significant test in order to choose the number of processors to run a simulation. We started with 2 CPU core and 12 Million particles and we increased the CPUs allowing 6 Million particles in each processor. We still adopted two different initial condition files at the beginning of a simulation at z = 50 and at the end of a simulation at z = 0. Figure 5 displays the results we obtained up to the 768 Million particle simulation and 128 CPU cores. Considering that the FLY 4.0 code distributes the particles among the CPUs, the ideal behaviour is that the CPU time should scale with the number of processors, given a fixed number of particles in each processor. The obtained results, shown in the figure, confirm that the code has performance near the ideal behaviour up to 64 CPUs. The performance decreases by about 25% using 128 CPUs; this effect is due to the overhead of the communication schema. 
Considerations
The results allow us to conclude that FLY 4.0 allows us to run simulations with a very large number of particles using Grid infrastructures even with limited CPU resources, allowing the researcher to increase the system resolution to better investigate the Large Scale Structure of the Universe. The same results are shown in Fig. 6 at the redshift z = 0 in terms of number of particles per sec. normalized with 1.23 GFlops, the performance of the CPU core we used in the tests. This figure can be used to have an assessment of FLY 
Cosmological Simulation and Data Visualization
One of the most challenging task is the dataset analysis after large simulations have been executed, which often produce several tens of snapshots at each redshift, each having several tens of GB of data, which need to be compared and visualized.
Motivated by this need we have developed VisIVO Server, a tool that can manage dataset without limits in the data size as reported in [4] . VisIVO Server is a suite of software tools for creating customized views of 3D renderings from astrophysical data tables, and it is deployed on the gLite Grid based systems. This section focuses on the preliminary analysis of a recently produced, large scale structure of the Universe simulation. As underlying cosmological model, we have taken the fiducial 5-years WMAP LCDM cosmology [12] , adopting their value of the Hubble constant: H 0 = 71.9 and the related cosmological parameters: ( b , , m , n s , σ 8 ) = [0.044, 0.742, 0.258, 0.963, 0.7986]. We have performed a run using a box of size L b = 10 h −1 h −1 Mpc, the number of particles used was 800 3 . The initial conditions were created by using a parallel version of ic code we developed for this run. The serial code version of ic was provided by Sirko [22] . We developed a parallel version of the code that can be executed on a gLite computational Grid, and we produced the initial condition file on the Cometa Grid. VisIVO Server was initially employed to ensure that the distribution of the initial condition was uniform and to extract the power spectrum.
The simulation was carried out in about 150,000 CPU hours, and although the output is still to undergo a full analysis, we have been able to obtain quickly a first insight into the data using VisIVO. The time step elapsed time was ranging from 4 h at the simulation begin (z = 50) up to 8 h at the end when z = 0 was reached.
The FLY input data file was 24 GB large. Using VisIVO we extracted 8 Million of data points and subsequently visualized them. We used the mass distribution to produce color-labeled contour plots and we extracted the matter density power spectrum to get an insight into the behaviour of this distribution.
The aforementioned operation assigns a new property to each data point on a given We found this procedure to be very useful in understanding the appropriate values for the parameters to be assigned in the ic configuration file and as a result the desired dataset had been produced.
VisIVO was then used to obtain a fast preview of the simulation during the run. This is a very important aspect in producing a correct simulation as using traditional methods simulation problems are normally discovered either by putting a large additional computational effort or at a late stage of the simulation. We continued to use VisIVO during the simulation run to get an overview of the formation of clusters, voids and filaments and the power spectrum behaviour. FLY and VisIVO were executed on the same Grid node. Figure 7 shows the initial condition at redshift z = 50 and z = 3.0 and the formed clusters with power spectrum behaviour. At the end of the simulation VisIVO was used to preview the simulated structures and to inspect a typical region with voids and filaments. This region (see Fig. 8 ) was identified by inspecting a sequence of views, obtained using a randomized subsample.
Using VisIVO we further created intermediate frames and images. These images were used to produce a movie on the dynamical evolution for dissemination purposes. The movie is used for the presentation of the results of the simulations we obtained (http://www.oact.inaf. it/visivo/ VisIVO Half billion point cosmological simulation).
The possibility of selecting and extracting data from specified subregions is one of the features of VisIVO which are most useful to theoretical astrophysicists. In Fig. 9 we show the evolution of the mass function in the simulation. The most striking aspect in this figure is the fact that error bars are very small, a consequence of the very high mass resolution of the simulation. In fact, a single particle in the simulation has a mass m p = 4.7 × 10 7 h −1 M , and we accept only halos with n ≥ 50 particles. The error bars are computed from the statistics of the number of halos in each mass bin (each mass bin has a constant width Log(M) = 7.8. From this figure, it is evident that it is easy and possible to discriminate between different proposed Dark Matter halos Mass Functions, because of the large statistics.
The mass function shows an interesting evolution at z ≤ 8: as is clear, its shape becomes [23] , and dashed is the MF proposed by Reed et al. [21] . Error bars are poissonian, and take into account the correction for small number of particles in each bin more shallow, and this suggests that low-mass halos are progressively accumulating into massive clusters. The number density of structures having the typical mass of groups and clusters of galaxies, i.e. those having mass M ≥ 5 × 10 13 h −1 M represents a sensible test of structure formation: these simulations allow us to estimate with high precision the growth of structures, thus making predictions for the comparison with the observed abundances of X-ray and optical clusters, and with cosmological weak lensing surveys.
The simulation on the Grid also will be fully analyzed in the next few months. Some studies have been already done and the result of the simulation was also used for the spin distribution of dark matter haloes [1] .
Conclusions
The possibility of executing large-scale simulations, is primarily related to the availability of Supercomputers. However such infrastructures are not normally dedicated to a single project and their availability is often limited. Only large computer centers and organizations, such as the previously mentioned DEISA consortium, can make available such facilities. An obvious and great advantage to run programs and consequently achieve significant scientific results is connected with the greater availability of computational resources. The work presented here represents an example of how a program on a large-scale simulation, can be run on platforms based on gLite computational Grid and not yet widely used for compute-intensive tasks.
We presented an example of cosmological simulation executed on a Grid cluster, with the aim to make this kind of infrastructure more attractive to researchers that actually use Supercomputer systems. For this purpose we built a new release of our cosmological code FLY that also provides a useful tool for the astrophysical community.
The new version of FLY we have presented brings some significant improvement over the past versions. The scaling with both number of particles and number of CPU makes it possible the execution of very large cosmological simulations, on the MPI gLite-based Grid infrastructure.
We have demonstrated the feasibility of this kind of simulations by performing two big runs, using 512 million and 1 billion bodies, respectively, on a gLite cluster. The new parallelization scheme we have adopted has some obvious drawbacks, or features which could be regarded as such. We would like to underline the fact that we have paid most attention to an optimal usage of memory, as this has become the critical issue when planning large simulations on modern computational infrastructures, which was the main target of our present effort.
