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Abstract
We consider a distributed system ofm machines and a server. Each machine draws n i.i.d samples
from an unknown distribution and sends a message of bounded length b to the server. The server
then collects messages from all machines, and estimates a parameter that minimizes an expected
loss. We investigate the impact of communication constraint, b, on the expected error; and derive
lower bounds on the best error achievable by any algorithm. As our main result, for general values
of b, we establish a Ω˜
(
(mb)−1/max(d,2)n−1/2
)
lower bounded on the expected error, where d is
the dimension of the parameter space. Moreover, for constant values of b and under the extra
assumption n = 1, we show that expected error remains lower bounded by a constant, even when
m tends to infinity.
1. Introduction
Consider a set ofmmachines, each of them has access to n i.i.d sample functions from an unknown
distribution P over a collection of differentiable convex functions with Lipschitz first-order deriva-
tives. Each machine sends a message of certain length based on its own data to a main server. The
server tries to estimate the parameter θ∗ that minimizes the expected loss minθ Ef∼P
[
f(θ)
]
.
The problem becomes trivial if there is no limit on the number of transmitted bits between the
machines and the server. Since each machine can send all its own data to the server in an encoded
message. It is commonly known that the centralized solution having all data at the server can achieve
the expected error of orderΘ
(
1/
√
mn
)
(Lehmann and Casella, 2006; Zhang et al., 2013). Thus, the
bound Ω
(
1/
√
mn
)
is a trivial lower bound on the expected error of any distributed solution with
communication constraints.
Fundamental limits on the expected error of any distributed algorithm have been studied in
several works. Shamir (2014) considered various communication constraints and showed that no
distributed algorithm can achieve performance of the centralized solution with budget less than
Ω(d2) bits per machine. For the problem of sparse linear regression, Braverman et al. (2016) proved
that any algorithm that achieves optimal minimax squared error, requires to communicate Ω(m ×
min(n, d)) bits in total from machines to the server. Zhang et al. (2013) derived an information
1
theoretic lower bound on the minimax error of parameter estimation, in presence of communication
constraints. They showed that, in order to acquire the same precision as the centralized solution for
estimating the mean of a d-dimensional Gaussian distribution, the machines require to transmit at
least Ω
(
md/ log(m)
)
number of bits in total. Garg et al. (2014) improved this bound to Ω(dm) bits
using direct-sum theorems (Chakrabarti et al., 2001).
As mentioned before, the distributed setting is non-trivial only if the communication budget per
machine is assumed to be bounded. We explore the impact of different communication constraints
on the expected loss; namely constant bit per message, O
(
log(mn)
)
bits per message, and general
arbitrary message lengths. For the case that the length of each message is bounded by a constant
independent ofm and n, and under the assumption n = 1, we show that no algorithm has expected
error better than a universal constant, even if m goes to infinity. This shows that the profusion of
machines does not contribute to accuracy of estimation if the message lengths and the number of
observations per machine are bounded by constants.
As the main result of this paper, considering general message length, b, we establish a lower
bound of order Ω˜
(
(mb)−1/max(d,2)n−1/2
)
on the estimation error. In the special case that b =
O
(
log(mn)
)
, this shows that if d ≥ 3, no estimator can achieve the accuracy of a centralized
solution for large values ofm. 1
In the rest of the paper, we first discuss the system model in Section 2. We then present our
main results in Section 3. In Section 4 we prove the lower bound for constant number of bits per
transmission, and in Section 5 we give the proof of our main lower bound for general communication
constraints. We discuss our results in Section 6.
2. Problem Definition
Consider a collection of convex functions over [−1, 1]d. Suppose that P is an unknown probability
distribution over the functions in F . The expected loss is defined as follows:
F (θ) = Ef∼P
[
f(θ)
]
, θ ∈ [−1, 1]d. (1)
We want to estimate the parameter θ∗ that minimizes F : θ∗ = argmin
θ∈[−1,1]d
F (θ) .
The expected loss is to be optimized in a distributed fashion, as follows: Consider m identical
machine which can directly send messages to a main server. Each machine i observes n i.i.d samples
{f i1, · · · , f in} drawn according to the probability distribution P . It processes the observed data and
transmits a signal Y i of length b bits to the server. At the server side, an estimation of θ∗, which is
denote by θˆ, is computed based on the received signals Y 1, . . . , Y m.
Assumption 1 Throughout the paper, we assume that F and P satisfy the following conditions:
• Every f ∈ F is convex and once differentiable.
• Distribution P is such that F (defined in (1)) is strongly convex. More concretely, there is a
constant λ > 0 such that for any θ1, θ2 ∈ [−1, 1]d, we have F (θ2) ≥ F (θ1)+∇F (θ1)T (θ2−
θ1) + λ‖θ2 − θ1‖2.
1. This might be confusing because the averaging method in (Zhang et al., 2012) has estimation error no larger than
O
(
1/
√
mn
)
, when m < n. To resolve this ambiguity note that the analysis in (Zhang et al., 2012) relies on the
Lipschitz continuity assumption of the second derivative, whereas we only consider first order differentiability with
Lipschitz continuous first order derivatives.
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• Each f ∈ F has bounded and Lipschitz continuous derivatives. In particular, for any f ∈ F
and any θ, θ′ ∈ [−1, 1]d, we have |f(θ)| ≤ √d, ‖∇f(θ)‖ ≤ 1, and ‖∇f(θ) − ∇f(θ′)‖ ≤
‖θ − θ′‖.
• The minimizer of F is inside the cube [−1, 1]d. More specifically, there exists θ∗ ∈ (−1, 1)d
such that ∇F (θ∗) = 0.
3. Main Results
In this section, we present lower bounds on the expected error under various communication con-
straints. We have already argued that our distributed system reduces to a centralized system once
communication constraints are eliminated and the signals Y i are allowed to be of infinite length.
This is because, in this case, each machine can encode all its observations in a signal and send
it to the server. In this section, we take into account impact of communication constraints on the
expected error.
We first consider the case that the number of bits per signal transmission is limited to a constant,
independent ofm. Our first proposition shows that when n = 1, the expected error is lower bounded
by a constant, even ifm goes to infinity. The proof is given in Section 4.
Proposition 1 Let n = 1 and suppose that the number of bits per signal, b, is limited to a constant.
Then, there is a distribution P over F such that expected error, EP [‖θˆ − θ∗‖], of any randomized
estimator θˆ is lower bounded by a constant, for allm ≥ 1.
In the proof, the distribution P associates non-zero probabilities to 2b + 2 polynomials of order at
most 2b + 2. The proposition shows that the expected error is bounded from below by a constant
regardless of m, when n = 1 and b is a constant. We conjecture that the result can be extended to
all constant values of n.
We now turn our focus to the case where b = Ω(logmn). As the main result of the paper, we
show in the next theorem that in a system with m machines, n samples per machine, and b bits
per signal transmission, no estimator can achieve estimation error less than O˜
(
1/(
√
nm1/db1/d)
)
.
Recall that d is the dimension of the domain of functions in F .
Theorem 2 Suppose that Assumption 1 is in effect for λ ≤ 1/(10√d). Then, for any estimator θˆ,
there exists a probability distribution over F such that
Pr
(
‖θˆ − θ∗‖ = Ωˆ
( 1√
nm1/d b1/d
))
≥ 1
3
. (2)
The proof is given in Section 5. Assumption λ ≤ 1/(10√d) in the statement of the theorem
appears to be innocuous, and is merely aimed to facilitate the proofs. In fact, if λ > 1/
√
d, then
‖∇F (x)‖ > 1, for some x ∈ [−1, 1]d. Therefore, in light of Assumption 1, λ must always be no
larger than 1/
√
d.
As an immediate corollary, we obtain a lower bound on moments of the estimation error.
Corollary 3 For any estimator θˆ, there exists a probability distribution P such that for any k ∈ N,
E
[‖θˆ − θ∗‖k] = Ω˜(( 1√
nm1/db1/d
)k)
.
3
Note that in a centralized system, estimation error scales as Θ(1/
√
nm). Combined with Theo-
rem 2, we get the following lower bound on the estimation error for b = O
(
log(mn)
)
E
[‖θˆ − θ∗‖] = Ω˜
((
1√
nm1/max(d,2)
)k)
. (3)
In view of (3), no estimator can achieve performance of a centralized solution for d ≥ 3. As
discussed earlier in the Introduction section, this is in contrast with the result in Zhang et al. (2012)
that a simple averaging algorithm achieves O(1/
√
nm) accuracy (similar to a centralized solution),
for n > m. This apparent contradiction is resolved through the difference in the set of functions
considered in the two works. The set of functions in Zhang et al. (2012) are twice differentiable with
Lipschitz continuous second derivatives, while we do not assume Lipschitz continuity of second
derivatives.
4. Proof of Proposition 1
Let Fλ be a sub-collection of functions in F that are λ-strongly convex. Consider 2b + 2 convex
functions in Fλ:
f(θ, i) , θ2 +
θi
i!
, for θ ∈ [−1, 1] and i = 1, . . . , 2b + 2.
Consider a probability distribution P over these functions that, for each i, associates probability pi
to function f(·, i). With an abuse of the notation, we use P also for a vector with entries pi. Since
n = 1, each machine observes only one of fi’s and it can send a b-bit length signal out of 2
b possible
messages of length b bits. As a general randomized strategy, suppose that each machine sends j-th
message with probability aij when it observes function f(·, i). LetA be a (2b + 2)× 2b matrix with
entries aij . Then, each machine sends j-th message with probability
∑
i piaij .
At the server side, we only observe the number (or frequency) of occurrences of each message.
In view of the law of large number, as m goes to infinity, the frequency of j-th message tends to∑
i piaij , for all j ≤ 2b. Thus, in the case of infinite number of machines, the entire information of
all transmitted signals is captured in the vector ATP .
Let Gˆ denote the estimator located in the server, that takes the vector ATP and outputs an
estimate θˆ = Gˆ(ATP ) of the minimizer of F (θ) = Ex∼P
[
f(θ, x)
]
. We also let θ∗ = G(P ) denote
the optimal solution (i.e., the minimizer of F ). In the following, we will show that the expected error
E
[|θˆ − θ∗|] = E[|Gˆ(ATP )−G(P )|] is lower bounded by a universal constant, for all matrices A
and all estimators Gˆ.
We say that vector P is central if
2b+1∑
i=1
pi = 1, and pi ≥ 1
2b + 2
, for i = 1, · · · , 2b + 1. (4)
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Let Pc be the collection of central vectors P . We define two constants
θ1 , inf
P∈Pc
argmin
θ
2b+2∑
i=1
pif(θ, i),
θ2 , sup
P∈Pc
argmin
θ
2b+2∑
i=1
pif(θ, i).
For any central P , the minimizer of Ex∼P [f(θ, x)] lies in the interval [θ1, θ2]. Furthermore, since
functions f(·, 1) and f(·, 2) have different minimizers, we have θ1 6= θ2. Let
ǫ , inf
v∈R2b+2
‖v‖=1
sup
θ∈[θ1,θ2]
∣∣∣∣∣
2b+2∑
i=1
vi f
′(θ, i)
∣∣∣∣∣, (5)
where f ′(θ, i) =
(
d/dt
)
f ′(θ, i). We now show that ǫ > 0. In order to draw a contradiction, suppose
that ǫ = 0. In this case, there exists nonzero vector v such that the polynomial
∑2b+2
i=1 vif
′(θ, i) is
equal to zero for all θ ∈ [θ1, θ2]. On the other hand, it follows from the definition of f(·, i) that for
any nonzero vector v,
∑2b+2
i=1 vif
′(θ, i) is a nonzero polynomial of degree no larger than 2b +1. As
a result, the fundamental theorem of algebra (Krantz, 2012) implies that this polynomial has at most
2b + 1 roots and it cannot be zero over the entire interval [θ1, θ2]. This contradict with the earlier
statement that the polynomial of interest equals zero throughout the interval θ ∈ [θ1, θ2]. Therefore,
ǫ > 0.
Let v be a vector of length 2b + 2 such that AT v = 0, ‖v‖ = 1, and∑i vi = 0. Note that such
v exists and lies in the null-space of matrix [A|1]T , where 1 is the vector of all ones. Let θ′ be the
solution of the following optimization problem
θ′ = argmax
θ∈[θ1,θ2]
∣∣∣∣∣
2b+2∑
i=1
vif
′(θ, i)
∣∣∣∣∣,
and assume that P is a central vector such that G(P ) = θ′. Then, it follows from (5) that
∣∣∣∣∣
2b+2∑
i=1
vif
′(θ, i)
∣∣∣∣∣ ≥ ǫ. (6)
Let Q = P + 2−(b+2)v. Then, from the conditions in (4) and ‖v‖ = 1, we can conclude that Q
is a probability vector. Furthermore, based on the definition of v,
ATQ = ATP +AT v = ATP. (7)
It then follows from (6) that
∣∣∣∣∣ ddθEi∼Q[f(θ, i)]
∣∣∣
θ=θ′
∣∣∣∣∣ =
∣∣∣∣∣
2b+2∑
i=1
(
pi +
vi
2b+2
)
f ′(θ′, i)
∣∣∣∣∣ = 12b+2
∣∣∣∣∣
2b+2∑
i=1
vif
′(θ′, i)
∣∣∣∣∣ ≥ ǫ2b+2 , (8)
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where the last equality is due to the fact that θ′ minimizes Ei∼P [f(θ, i)].
Let θ′′ = G(Q) be the minimizer of Ei∼Q[f(θ, i)]. Then,
d
dt
Ei∼Q[f(θ, i)]
∣∣
θ=θ′′
= 0. (9)
Furthermore, for any i ≤ 2b + 2 and any θ ∈ [−1, 1], its easy to see that |f ′′(θ, i)| ≤ 4. Conse-
quently,
∣∣d2/dθ2Ei∼Q[f(θ, i)]∣∣ ≤ 4, for all θ ∈ [−1, 1]. It follows that
|G(Q) −G(P )| = |θ′′ − θ′|
≥ 1
4
∣∣∣ d
dθ
Ei∼Q[f(θ, i)]
∣∣
θ=θ′′
− d
dθ
Ei∼Q[f(θ, i)]
∣∣
θ=θ′
∣∣∣
=
1
4
∣∣∣ d
dθ
Ei∼Q[f(θ, i)]
∣∣
θ=θ′
∣∣∣
≥ ǫ
2b+4
,
where the last two relations are due to (9) and (8), respectively. Then,∣∣Gˆ(ATP )−G(P )∣∣ + ∣∣Gˆ(ATQ)−G(Q)∣∣ ≥ ∣∣G(Q) −G(P ) + Gˆ(ATP )− Gˆ(ATQ)∣∣
=
∣∣G(Q) −G(P )∣∣
≥ ǫ
2b+4
,
where the equality follows from (7). Therefore, the estimation error exceeds ǫ/2b+5 for at least one
of the probability vectors P or Q. This completes the proof of Proposition 1.
5. Proof of Theorem 2
In this section, we present the proof of Theorem 2. The high level idea is that if there is an algo-
rithm that finds a minimizer of f with high probability, then there is an algorithm that finds a fine
approximation of∇F overO(1/√n)-neighborhood of θ∗. The key steps of the proof are as follows.
We first consider a sub-collection S of F such that for any pair f, g of functions in S , there is
a point θ in the O(1/
√
n)-neighborhood of θ∗ such that ‖∇f(θ) − ∇g(θ)‖ ≥ ǫ/√n. We develop
a metric-entropy based framework to show that such collection exists and can have as many as
Ω(1/ǫd) functions. Consider a constant ǫ > 0 and suppose that there exists an estimator θˆ that
finds an O(ǫ/
√
n)-approximation of θ∗ with high probability, for all distributions. We generate
a distribution P that associates probability 1/2 to an arbitrary function f ∈ S , while distributes
the remaining 1/2 probability unevenly over 2d linear functions. The priory unknown probability
distribution of these linear functions can displace the minimum of F in anO(1/
√
n)-neighborhood.
Capitalizing on this observation, we show that the server needs to obtain an
(
ǫ/
√
n
)
-approximation
of ∇f all over this O(1/√n)-neighborhood; because otherwise the server could mistake f for
another function g ∈ S , which leads to Ω(ǫ/√n)-error in θˆ for specific choices of probability
distribution over the linear functions. Therefore, the server needs to distinguish which function f
out of 1/ǫd functions in S has positive probability in P . Using information theoretic tools (Fano’s
inequality (Cover and Thomas, 2012)) we conclude that the total number of bits delivered to the
server (i.e., mb bits) must exceed the size of S (i.e., Ω(1/ǫd)). This implies that ǫ ≥ (mb)1/d, and
no estimator has error less than O
(
(mb)−1/dn−1/2).
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5.1 Preliminaries
Before going through the details of the proof, in this subsection we present some definitions and
auxiliary lemmas. For the ease of presentation, throughout this section we assume that the functions
in F are defined over the [−1, 1]d cube. Here we will only consider a sub-collection of functions in
F whose derivatives vanish at zero, i.e. ∇f(0) = 0, where 0 is the all-zeros vector. Throughout
the proof, we fix a constant
c , 4d log(mn). (10)
Recall that Fλ is a sub-collection of functions in F that are λ-strongly convex.
Definition 4 ((ǫ, δ)-packing) Given ǫ, δ > 0, a subset S ⊆ Fλ is said to be an (ǫ, δ)-packing if
for any f ∈ S, f(0) = 0 and ∇f(0) = 0; and for any f, g ∈ S, there exists x ∈ [−δ, δ]d such
that ‖∇f(x) − ∇g(x)‖ ≥ ǫ. We denote an (ǫ, δ)-packing with maximum size by S∗ǫ,δ, and refer to
Kǫ,δ , log |S∗ǫ,δ| as the (ǫ, δ)-metric entropy.
Lemma 5 There exists a constant β > 0 such thatKǫ,δ ≥ β(δ/ǫ)d, for all ǫ, δ ∈ (0, 1) with ǫ < δ.
The proof is given in Appendix A. The proof is constructive and goes by devising a set of functions
in Fλ as convolutions of a collection of impulse trains by a suitable kernel.
We now define a collection C of probability distributions over Fλ.
Definition 6 (Collection C of probability distributions) Let ei denote the vector whose ith en-
try equals 1 and all other entries equal zero. Consider two linear functions g+i (x) = de
T
i x and
g−i (x) = −deTi x. The collection C consists of probability distributions P of the following form:
P :


P (f) = 12 , for some f ∈ S∗ǫ/√n,1/(c√n),
P (g+i ) ∈
[
1
4d − 12c√n , 14d + 12c√n
]
, i = 1, . . . , d,
P (g−i ) =
1
2d − P (g+i ), i = 1, . . . , d,
where c is the constant defined in (10). For each f ∈ S∗
ǫ/
√
n,1/(c
√
n)
, we refer to any such P as a
corresponding distribution of f . For ease of representation, in the remainder of paper, we use S∗
instead of S∗
ǫ/
√
n,1/(c
√
n)
.
Note that for any f ∈ S∗, there exist infinite corresponding distributions. In order to simplify the
presentation, we use the shorthand notations P0 = P (f) = 1/2, P
+
i = P (g
+
i ), and P
−
i = P (g
−
i ),
for i = 1, . . . , d.
The following lemma shows that the different distributions in C are close to each other over
randomly generated samples, in a certain sense.
Lemma 7 Consider a function f ∈ S∗ and two corresponding distributions P,P ′ ∈ C. We draw n
i.i.d samples from P . Let n0, n1+ , . . . , nd+ , n1− , . . . , nd− be the number of samples generated from
f, g+1 , . . . , g
+
d , g
−
1 , . . . , g
−
d , respectively. Let n = [n0, n1+ , n1− , . . . , nd+ , nd− ]. Then,
Pr
n∼P
(
1
2
≤ P (n)
P ′(n)
≤ 2
)
= 1− exp
(
− Ω( log2(mn))).
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The proof is based on the Hoeffding’s inequality, and is given in Appendix B. For self-containedness,
we state the Hoeffding’s concentration inequality in the form of a lemma.
Lemma 8 (Hoeffding’s inequality) Let X1, · · · ,Xn be independent random variables ranging
over the interval [a, a+ γ], X¯ =
∑
Xi/n, and µ = E[X¯ ]. Then, for any α > 0,
Pr
(|X¯ − µ| > α) ≤ exp(−2nα2
γ2
)
.
In the rest of this subsection, we review a well-known inequality in information theory: Fano’s
inequality (Cover and Thomas, 2012). Consider a pair of random variables X and Y with certain
joint probability distribution. Fano’s inequality asserts that given an observation of Y no estimator
xˆ can recover x with probability of error less than
(
H(X|Y )− 1)/ log(|X|), i.e.,
Pr(e) , Pr
(
xˆ 6= x) ≥ H(X|Y )− 1
log(|X|) ,
where H(X|Y ) is the conditional entropy and |X| is the size of probability space of X. In the
special case that X has uniform marginal distribution, the above inequality further simplifies as
follows:
H(X|Y ) = H(X,Y )−H(Y ) ≥a H(X) −H(Y )
=b log(|X|) −H(Y ) ≥ log(|X|) − log(|Y |)
=⇒ Pr(e) ≥ H(X|Y )− 1
log(|X|) ≥
log(|X|) − log(|Y |)− 1
log(|X|) = 1−
log(|Y |) + 1
log(|X|) ,
(11)
(a) Since H(X,Y ) ≥ H(X).
(b) X has uniform distribution.
5.2 Proof of Theorem 2
Let c = 4d log(mn). Suppose that there exists an estimator Eˆ1 such that in a system ofmmachines
and n samples per machine, Eˆ1 has estimation error less than ǫ/(2c
√
n) with probability at least
2/3, for all distributions P satisfying Assumption1. Note that since Eˆ1 cannot beat the estimation
error 1/
√
mn of the centralized solution, it follows that
ǫ ≥ c√
m
≥ 1√
m
. (12)
We will show that ǫ = Ω˜(m−1/d).
We first improve the confidence of Eˆ1 via repetitions to obtain an estimator Eˆ2, as in the fol-
lowing lemma.
Lemma 9 There exists an estimator Eˆ2 such that in a system of m log(mn) machines and n
samples per machine, Eˆ2 has estimation error less than ǫ/(c
√
n) with probability at least 1 −
exp
(−Ω(log2mn)), for all distributions P satisfying Assumption1.
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The proof is fairly standard, and is given in Appendix C.
For any f ∈ S∗, consider a probability distribution P ∈ C such that: P (f) = 1/2, Pi+ = Pi− =
1/(4d), i = 1, . . . , d. Suppose that each machine observes n samples from this distribution. Let
n0, n1+ , . . . , nd+ , n1− , . . . , nd− be the number of samples generated from f, g
+
1 , . . . , g
+
d , g
−
1 , . . . , g
−
d ,
respectively. We refer to n = [n0, n1+ , n1− , . . . , nd+ , nd− ] as the observed frequency vector of this
particular machine. We denote by y
(
f, nj
)
the signal generated by estimator Eˆ2 (equivalently by
Eˆ1) at machine j, corresponding to the distribution P and the observed frequency vector n
j . Note
that O
(
d log(mn)
)
bits suffice to represent the pair
(
n, y(f, n)
)
.
Definition 10 Consider a system of 8m log(mn) machines. For any f ∈ S∗, we defineWf as the
collection of pairs
(
n1, y(f, n1)
)
, . . . ,
(
n8m log(mn), y(f, n8m log(mn))
)
that are generated via the
above procedure.
We now present the main technical lemma of this proof. It shows that employing Eˆ2, givenWf ,
we can uniquely recover f out of all functions in S∗, with high probability.
Lemma 11 There exists an algorithm Eˆ3 that for any f ∈ S∗, givenWf , it outputs an h ∈ S∗ such
that h = f with probability 1− exp(−Ω(log2(mn))).
Proof Consider the collection C of probability distributions defined in Definition 6. The high level
idea is as follows. We first show that for any distribution P ′ ∈ C corresponding to f , there is a
sub-sampling ofWf such that the sub-sampled pairs are i.i.d and have distribution P ′. As a result,
employing estimator Eˆ2, we can find the minimizer of Eg∼P ′
[
g(·)]. We will then conclude that for
any x ∈ [−1/(c√n), 1/(c√n)]d, we obtain with high probability a decent approximation of ∇f .
This enables us to recover f with high probability.
Consider a cube A =
[− d/(c√n), d/(c√n)]d and suppose that A∗ is a minimum ǫλ/(4√n)-
covering2 of A, where λ is the lower bound on the curvature of f (cf. Assumption 1). A regular
grid yields a simple bound on the size of A∗:
|A∗| ≤ (8
√
d/(cλǫ))d. (13)
Let P ∈ C be the probability distribution with P (f) = 1/2 and Pi+ = Pi− = 1/(4d), for i =
1, . . . , d. Moreover, for any v ∈ A∗ consider the probability distributions P v ∈ C: P v(f) = 1/2,
P vi+ = 1/(4d) + vi/4, and P
v
i− = 1/(4d) − vi/4, for i = 1, . . . , d (note that P vi+ , P vi+ ≥ 0, because
v ∈ A and c > d).
It follows from Lemma 7 that for any observed frequency vector n inWf , we have with proba-
bility at least 1− exp(−Ω(log2(mn))),
1
4
≤ P
v(n)
2P (n)
≤ 1. (14)
We sub-sample Wf , and discard from Wf any pair
(
n, y(f, n)
)
whose n does not satisfy (14).
Otherwise, if n satisfies (14), we then keep the pair
(
n, y(f, n)
)
with probability P v(n)/(2P (n)).
We denote the set of surviving samples byWvf .
2. By a covering, we mean a set A∗ such that for any x ∈ A, there is a point p ∈ A∗ such that ‖x− p‖ ≤ ǫλ/(4√n).
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Claim 1 With probability 1−exp (Ω(− log2(mn))), at leastm log(mn) pairs (n, y(f, n)) survive
the above sub-sampling procedure; these pairs are i.i.d and the corresponding n’s have distribution
P v.
The proof is given in Appendix D.1.
Let xˆv be the output of the server of estimator Eˆ2 to the input Wvf . It follows from Lemma 9
and Claim 1 that with probability at least 1− exp (Ω(− log2(mn))),
‖xˆv − x∗v,f‖ ≤
ǫ
c
√
n
, (15)
where x∗v,f is the minimizer of function Eg∼P v [g(x)] =
1
2(f(x) + v
Tx). By repeating this process
for different v’s, we compute xˆv for all v in A
∗. We define event E as follows:
E : ‖xˆv − x∗v,f‖ ≤
ǫ
c
√
n
, ∀v ∈ A∗.
Then,
Pr
(E) ≥ 1− |A∗| exp(−Ω(log2(mn)))
≥ 1−
(
8
√
d
λcǫ
)d
exp
(− Ω(log2(mn)))
= 1−
(8√d
4λd
)d( 1
ǫ log(mn)
)d
exp
(− Ω(log2(mn)))
≥ 1−
( 2
λ
√
d
)d( √m
log(mn)
)d
exp
(− Ω(log2(mn)))
= 1− exp (− Ω(log2(mn))),
where the first four relations follow from the union bound, (13), the definition of c in (10), and (12),
respectively.
The algorithm Eˆ3 then returns, as its final estimation of f , an fˆ ∈ S∗ of the form
fˆ ∈ argmin
g∈S∗
max
v∈A∗
‖xˆv − x∗v,g‖ (16)
We now bound the error probability of Eˆ3, and show that fˆ = f with probability at least
1− exp(−Ω(log2(mn))).
Claim 2 For any g ∈ S∗ with g 6= f , there is a v ∈ A∗ such that ‖x∗v,g − x∗v,f‖ ≥ ǫ/(2
√
n).
The proof is given in Appendix D.2.
Suppose that event E has occurred and consider a g ∈ S∗ with g 6= f . Then, it follows from
Claim 2 that there is a v ∈ A∗ such that
‖xˆv − x∗v,g‖ ≥ ‖x∗v,g − x∗v,f‖ − ‖x∗v,f − xˆv‖
≥a ǫ
2
√
n
− ‖x∗v,f − xˆv‖
≥b ǫ
2
√
n
− ǫ
c
√
n
>c
ǫ
c
√
n
.
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(a) Due to Claim 2.
(b) According to definition of event E .
(c) Based on the definition of c = 4d log(mn) in (10), we have c > 4.
Therefore, with probability at least Pr(E) = 1−exp (−Ω(log2(mn))), for any g ∈ S∗ with g 6= f ,
max
v∈A∗
‖xˆv − x∗v,g‖ >
ǫ
c
√
n
≥ max
v∈A∗
‖xˆv − x∗v,f‖.
It then follows from (16) that fˆ = f with probability 1 − exp ( − Ω(log2(mn))). This shows that
the error probability of Eˆ3 is exp
(− Ω(log2(mn))), and completes the proof of Lemma 11.
Going back to the proof of Theorem 2, we consider a random variable X that has uniform
distribution over S∗ and a random variable Y with domain {Wf}f∈S∗ and with the following dis-
tribution:
Pr(Y |X) = Pr (Wf = Y | f = X).
Based on Lemma 11, there exists an estimator Eˆ3 which observes Y and returns the correct X with
probability at least 1−exp (−Ω(log2(mn))). Let Pr(e) be the probability of error of this estimator.
Then,
Pr(e) ≤ exp (− Ω(log2(mn))) < 1
2
, (17)
for large enough mn. On the other hand, it follows from the Fano’s inequality in (11) that
Pr(e) ≥ 1− log(|Y |) + 1
log(|X|)
≥a 1−
8m log(mn)
(
b+ (2d+ 1) log
(
8m log(mn)
))
log(|X|)
≥b 1− c1bm log
2(mn)
log(|X|)
=c 1− c1mb log
2(mn)
Kǫ/
√
n,1/(c
√
n)
≥d 1− c1mb log
2(mn)
β
((
1/(c
√
n)
)
/(ǫ/
√
n)
)d
=e 1− c1mb log
2(mn)
β
(
4ǫd log(mn)
)d
= 1− c2ǫdmb logd+2(mn),
where β is the constant in Lemma 5, and c1 and c2 is are constants that depend only on d and are
independent of ǫ, n, andm.
(a) TheWf consists of at most 8m log(mn) pair, each represented by O
(
log(nm)
)
bits.
(b) For large enough values ofmn and for c1 ≥ 20d.
(c) By Definition 4.
11
(d) From Lemma 5.
(e) By definition of c in (10).
Combined with (17), this implies that
ǫ ≥
(
1/2
c2mb log
d+2(mn)
)1/d
= Ω˜
(
1
m1/db1/d
)
. (18)
Recall the definition of ǫ; a constant for which ǫ/
(
2c
√
n
)
is the accuracy of estimator Eˆ1. Since Eˆ1
was an arbitrary estimator, it follows that no estimator has accuracy better than O˜
(
n−1/2m−1/db−1/d
)
with confidence at least 2/3. This completes the proof of Theorem 2.
6. Conclusions
We studied the impact of communication constraint on the expected error of any algorithm solving
distributed statistical optimization problem. In particular, we showed that the lower bound on the
expected error of any algorithm is in the order of Ω˜
(
(mb)−1/max(d,2)n−1/2
)
where b is the limit on
the number of bits that can be transmitted from each machine to the server. Moreover, the expected
error remains lower bounded by a constant, for constant values of b and n = 1, even if m goes to
infinity.
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Appendices
Appendix A. Proof of Lemma 5
We assume
10
√
dǫ ≤ δ ≤ 1, (19)
and show that
Kǫ,δ ≥
( 1
20
√
d
)d(δ
ǫ
)d
.
We begin by a claim on existence of a kernel function with certain properties.
Claim 3 There exists a continuously twice differentiable function h : Rd → R with the following
properties:
h(x) = 0, for x 6∈ (−1, 1)d, (20)
|h(x)| ≤ 1, for x ∈ Rd (21)
‖∇h(0)‖ > 1
2
, (22)
‖∇h(x)‖ ≤ 3, for x ∈ Rd, (23)
−4Id×d  ∇2h(x)  4Id×d, for x ∈ Rd. (24)
ProofWe show that the following function satisfies (20)–(24):
h(x) =


8
27
(
1− 94 ‖x+ 13e1‖2
)3
, if ‖x+ 13e1‖2 ≤ 23 ,
0, otherwise,
(25)
where e1 is a vector whose first entry equals one and all other entries equal zero. Note that if
‖x + e1/3‖ ≥ 2/3, then we have h(x) = 0, ∇h(x) = 0n×1, and ∇2h(x) = 0n×n. Therefore,
the function value and its the first and second derivatives are continuous. Hence, h is continuously
twice differentiable. The gradient and Hessian of function h are as follows:
∇h(x) = −4
(
1− 9
4
‖2 + 1
3
e1‖2
)2(
x+
1
3
e1
)
(26)
∇2h(x) = 36
(
1− 9
4
‖x+ 1
3
e1‖2
)(
x+ e1/3
)(
x+ e1/3
)T − 4(1− 9
4
‖2 + 1
3
e1‖2
)2
I. (27)
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We now examine properties (20)–(24). For (20), note that if x 6∈ (−1, 1)d, then ‖x + e1/3‖ ≥
2/3, and as a result, h(x) = 0. Eq. (21) is immediate from the definition of h in (25). Property (22)
follows because ‖∇h(0)‖ = 3/4 > 1/2. For (23), consider any x such that ∇h(x) 6= 0. Then,
‖x+ e1/3‖ ≤ 2/3, and (26) implies that
‖∇h(x)‖ = 4
(
1− 9
4
‖2 + 1
3
e1‖2
)2
‖x+ e1/3‖ ≤ 4× 2
3
< 3.
Based on (27), at any point x where ‖x + e1/3‖ < 2/3, the largest and smallest eigenvalues of the
Hessian matrix are
λmin = −4
(
1− 9
4
‖x‖2
)2
≥ −4,
λmax = 36
(
1− 9
4
‖x+ e1/3‖2
)
‖x+ e1/3‖2 − 4
(
1− 9
4
‖x+ e1/3‖2
)2
.
(28)
Letting α =
(
3‖x+ e1/3‖/2
)2
, we have
λmax ≤ sup
α∈[0,1]
16(1 − α)α − 4(1 − α)2 ≤ sup
α∈[0,1]
4− 4(1 − α)2 ≤ 4. (29)
Property (24) follows from (28) and (29). This completes the proof of the claim.
Consider a function h as in Claim (3), and let
k(x) = 10
√
dǫ2 h
(
x
10
√
dǫ
)
,
for all x ∈ Rd. Also let ǫ′ = 10√dǫ. Then, (19) implies that δ ≥ ǫ′. It follows from Claim 3 that
k(·) is continuously twice differentiable, and
k(x) = 0, for x 6∈ (−ǫ′, ǫ′)d, (30)
|k(x)| ≤ ǫ, for x ∈ Rd (31)
‖∇k(0)‖ > ǫ
2
, (32)
‖∇k(x)‖ ≤ 3ǫ, for x ∈ Rd, (33)
− 4
10
√
d
Id×d  ∇2k(x)  4
10
√
d
Id×d, for x ∈ Rd. (34)
Consider a regular 2ǫ′-grid G inside [−δ, δ]d, such that the coordinates of points in G are odd
multiples of ǫ′, e.g., [ǫ′, ǫ′, . . . , ǫ′] ∈ G. LetM be the collection of all functions s : G→ {−1,+1}
that assign ±1 values to each grid point in G. Therefore ,M has size
|M| = 2|G| = 2
(
2
⌊
δ+ǫ
′
2ǫ′
⌋)d
≥ 2( δ2ǫ′ )
d
, (35)
where in the last inequality is because δ ≥ ǫ′.
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For any function s ∈ M, we define a function fs : Rd → R of the following form
fs(x) =

∑
p∈G
s(p)k(x− p)

+ 1
4
√
d
‖x‖2. (36)
There is an equivalent representation for fs as follows. For any x ∈ Rd, let π(x) be the closest point
to x in G. Then, it follows from (30) that for any x ∈ Rd,
fs(x) = s
(
π(x)
)
k
(
x− π(x)) + 1
4
√
d
‖x‖2. (37)
Lemma 12 For any s ∈ M, we have fs ∈ Fλ, fs(0) = 0, and ∇fs(0) = 0.
Proof First note that π(0) = [ǫ′, . . . , ǫ′] = ǫ′1, and it follows from (37) that
fs(0) = k(ǫ
′
1) = 0,
∇f(0) = ∇k(ǫ′1) = 0,
where the second and last equalities are due to (30). Moreover, since k(·) is continuously twice
differentiable, so is fs. We now show that fs ∈ Fλ, i.e.,
|fs(x)| ≤
√
d, (38)
‖∇fs(x)‖ ≤ 1, (39)
λId×d  ∇2fs(x)  1√
d
Id×d, (40)
for all x ∈ [−1, 1]d
From (37) and (31) , we have for x ∈ [−1, 1]d,
|fs(x)| ≤ |k(x)| + 1
4
√
d
‖x‖2 ≤ ǫ+
√
d
4
≤a
√
d,
and
‖∇fs(x)‖ =
∥∥∥∇k(x− π(x)) + x
2
√
d
∥∥∥
≤ ‖∇k(x− π(x))‖ + ‖x‖
2
√
d
≤b 3ǫ+
√
d
2
√
d
≤c 1,
where (a) and (c) are due to the assumption 10
√
dǫ ≤ 1 in (19), and (b) follows from (33). For
(40), we have from (37),
∇2f(x) = s(π(x))∇2k(x− π(x)) + 1
2
√
d
I.
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It then follows from (34) that for any x ∈ [−1, 1]d,
λI  1
10
√
d
I =
−4
10
√
d
I +
1
2
√
d
 ∇2f(x)  4
10
√
d
I +
1
2
√
d
I ≺ 1√
d
I.
where the first inequality is from the assumption λ ≤ 1/(10√d) in the statement of Theorem 2.
Therefore fs ∈ Fλ and the claim follows.
Let Sǫ,δ be the collection of functions fs defined in (36), for all s ∈ M; i.e.,
Sǫ,δ =
{
fs | s ∈ M
}
. (41)
We show that Sǫ,δ is an (ǫ, δ)-packing. Consider a pair of distinct functions s1, s2 ∈M . Then, there
exists a point p ∈ G such that s1(p) 6= s2(p); equivalently, |s1(p)− s2(p)| = 2. Therefore,
‖∇fs1(p)−∇fs2(p)‖ = ‖s1(p)∇k(0) − s2(p)∇k(0)‖
= |s1(p)− s2(p)| × ‖∇k(0)‖
> 2× ǫ
2
= ǫ,
where the first equality is due to (37), and the inequality follows from (33). This shows that for any
pair of distinct f, g ∈ Sǫ,δ functions, ‖∇f(p)−∇g(p)‖ ≥ ǫ, for some p ∈ [−δ, δ]d. Therefore, Sǫ,δ
is an (ǫ, δ)-packing.
Finally, it follows from (35) that
Kǫ,δ ≥ log
(|Sǫ,δ|) = log (|M |) ≥
(
δ
2ǫ′
)d
=
(
1
20
√
d
)d (δ
ǫ
)d
,
and Lemma 5 follows.
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Appendix B. Proof of Lemma 7
We define an event E0 as follows:
∣∣∣ni+ − n4d
∣∣∣ ≤ √n log(mn)
16d
, and
∣∣∣ni− − n4d
∣∣∣ ≤ √n log(mn)
16d
, i = 1, · · · , d.
We first show that E0 occurs with high probability. Let ni be the i-th entry of n for i ≥ 1. Then,
Pr
n∼P
(∣∣∣ni − n
4d
∣∣∣ ≥ √n log(mn)
16d
)
≤ Pr
n∼P
(∣∣∣ni − EP [ni]∣∣∣+ ∣∣∣EP [ni]− n
4d
∣∣∣ ≥ √n log(mn)
16d
)
≤a Pr
n∼P
(∣∣∣ni − EP [ni]∣∣∣ ≥
√
n
16d
(
log(mn)− 2
log(mn)
))
≤b Pr
n∼P
(∣∣ni − EP [ni]∣∣∣ ≥
√
n log(mn)
32d
)
= Pr
n∼P
(
1
n
∣∣∣ni − EP [ni]∣∣∣ ≥ log(mn)
32d
√
n
)
≤c exp
(
−2n
(
log(mn)
32
√
nd
)2)
= exp
(
− Ω( log2(mn))),
where (a) is due to that fact that
∣∣E[ni]−n/(2d)∣∣ = ∣∣Pin−n/(4d)∣∣ ≤ n/(2c√n) = √n/(8d log(mn)),
(b) is valid for mn ≥ 4, and (c) follows from the Hoeffding’s inequality. It then follows from the
union bound that
Pr(E0) ≥ 1− d exp
(
− Ω( log2(mn))) = 1− exp (− Ω( log2(mn))). (42)
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Consider a pair n and n′ of vectors that satisfy E0. Then,
P
(
n
)
/P ′
(
n
)
P
(
n′
)
/P ′
(
n′
) = ∏2di=0
(
Pi/P
′
i
)ni∏2d
i=0
(
Pi/P ′i
)n′
i
=
2d∏
i=0
(
Pi
P ′i
)ni−n′i
=a
2d∏
i=1
(
Pi
P ′i
)ni−n′i
≤b
2d∏
i=1
(
1/(4d) +
(
2c
√
n
)
1/(4d) − 1/(2c√n)
)2√n log(mn)/(16d)
=
2d∏
i=1
(
1 + 2d/
(
c
√
n
)
1− 2d/(c√n)
)√n log(mn)/(8d)
≤c
2d∏
i=1
(
1 + 4× 2d
c
√
n
)√n log(mn)/(8d)
≤d exp
(
2d
8d
c
√
n
×
√
n log(mn)
8d
)
= exp
(
16d2 log(mn)
32d2 log(mn)
)
=
√
e,
(a) Due to the fact that: P0 = P
′
0 = 1/2.
(b) Since n and n′ satisfy event E0 and P,P ′ ∈ C.
(c) Because 2d/c ≤ 1/2.
(d) Due to the fact that 1 + x ≤ exp(x).
Therefore,
sup
n∈E0
P
(
n
)
P ′
(
n
) ≤ √e inf
n∈E0
P
(
n
)
P ′
(
n
)
≤ √e
∑
n∈E0 P
(
n
)
∑
n∈E0 P
′(n)
=
√
e
P (E0)
P ′(E0)
≤ √e
(
1− exp (− Ω(log2(mn))))
≤ 2,
where the inequality before the last one is due to (42) and the last inquality is valid for sufficiently
large values ofmn. Interchanging the roles of P and P ′, it follows that inf n ∈ E0P
(
n
)
/P ′
(
n
) ≥
1/2. This completes the proof of Lemma 7.
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Appendix C. Proof of Lemma 9
The server subdivides them log(mn) machines into log(mn) groups ofm machines, and employs
Eˆ1 to obtain an estimate θˆi for each group i = 1, . . . , log(mn). Let k = log(mn) and without loss
of generality suppose that k is an even integer. Consider a d-dimensional ball B of smallest radius
that encloses at least k/2 + 1 points from θˆ1, . . . , θˆk. Let θˆ be the center of B. The estimator Eˆ2
then outputs θˆ as an estimation of θ∗.
We now show that ‖θˆ − θ∗‖ ≤ ǫ/(c√n) with high probability. Let B′ be the ball of radius
ǫ/(2c
√
n) centered at θ∗, and let q be the number of point from θˆ1, . . . , θˆk that lie in B′. Since the
error probability of Eˆ1 is less than 1/3, we have E[q] ≥ 2k/3. Then,
Pr
(
q ≤ k/2) ≤ Pr (q − E[q] ≤ −k/6)
≤ exp
(−2k2
36
)
= exp
(− log2(mn)
18
)
= exp
(
− Ω( log2(mn))),
where the second inequality follows from the Hoeffding’s inequality.
Therefore, with probability 1 − exp (−Ω(log2mn)), B′ encloses at least k/2 + 1 points from
θˆ1, . . . , θˆk. In this case, by definition, the radius r of B would be no larger that the radius fo B
′, i.e.,
r ≤ ǫ/(2c√n). Moreover, since B and B′ each encapsulate at least k/2 + 1 points out of k points,
they intersect (say at point p). Then, with probability at least 1− exp (−Ω(log2mn)),
‖θˆ − θ∗‖ ≤ ‖θˆ − p‖+ ‖p− θ∗‖ ≤ r + ǫ
2c
√
n
≤ ǫ
c
√
n
,
and the lemma follows.
Appendix D. Missing Parts of the Proof of Lemma 11
D.1 Proof of Claim 1
Since Wf consists of 8m log(mn) samples, the union bound implies that all received n’s satisfy
(14) with probability at least 1−8m log(mn) exp (−Ω(log2(mn))) = 1−exp (−Ω(log2(mn))).
Thus, with probability at least 1 − exp (− Ω(log2(mn))), the survived sub-sampled pairs are i.i.d
with distribution P v. Moreover, if we denote the number of sub-sampled pairs by t, then,
E[t] ≥
(
1
4
− exp
(
− Ω(− log2(mn))
))
× 8m log(mn) ≥ 3
2
m log(mn),
19
for large enough values ofmn. Then,
Pr
(
t < m log(mn)
) ≤ Pr(t− E[t] ≤ −1
2
m log(mn)
)
≤ Pr
(
t− E[t]
8m log(mn)
≤ − 1
16
)
≤ exp
(
−16m log(mn)
(
1
16
)2)
= exp
(
− Ω( log2(mn))),
(43)
where the last inequality is due to Hoeffding’s inequality, and the equality is valid form > log(n).
This completes the proof of the claim.
D.2 Proof of Claim 2
According to the definition of S∗ and the fact that g, f ∈ S∗ and f 6= g, there exists x ∈
[−1/(c√n), 1/(c√n)]d such that:
‖∇f(x)−∇g(x)‖ ≥ ǫ/√n. (44)
It follows from the assumption ∇f(0) = 0 that
‖∇f(x)‖ = ‖∇f(x)−∇f(0)‖ ≤a ‖x‖ ≤
√
d
c
√
n
,
where the first inequality is due to the Lipschitz continuity of derivative of f (cf. Assumption 1).
Then,
−∇f(x) ∈ A. (45)
Let v ∈ A∗ be the closest point of A∗ to −∇f(x). Since A∗ is an (ǫλ/(4√n))-covering of A,
it follows from (45) that
‖∇f(x) + v‖ ≤ ǫλ
4
√
n
. (46)
According to Assumption 1, f is λ-strongly convex. Then,
‖x− x∗v,f‖ ≤
‖∇f(x)−∇f(x∗v,f )‖
λ
=
‖∇f(x) + v‖
λ
≤ ǫλ/(4
√
n)
λ
=
ǫ
4
√
n
, (47)
where the first equality is because x∗v,f is a minimizer of f(x) + v
Tx. On the other hand, it follows
from (44) and (46) that
‖∇g(x) + v‖ ≥ ‖∇g(x) −∇f(x)‖ − ‖∇f(x) + v‖
≥ ǫ√
n
− ǫλ
4
√
n
≥ ǫ√
n
− ǫ
4
√
n
=
3ǫ
4
√
n
,
20
where the last inequality is because ∇f is Lipschtz continuous with constant 1 and as a result,
λ ≤ 1. Then,
‖x∗v,g − x‖ ≥ ‖∇g(x) + v‖ ≥
3ǫ
4λ
√
n
≥ 3ǫ
4
√
n
. (48)
Combining (47) and (48), we obtain
‖x∗v,g − x∗v,f‖ ≥ ‖x∗v,g − x‖ − ‖x∗v,f − x‖ ≥
3ǫ
4
√
n
− ǫ
4
√
n
=
ǫ
2
√
n
.
This completes the proof of Claim 2.
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