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Abstract
We are concerned with T -periodic solutions of nonautonomous parabolic
problem of the form ut = ∆u + V (x)u + f(t, x, u), t > 0, x ∈ RN , with
V ∈ L∞(RN ) + Lp(RN ), p ≥ N and T -periodic continuous perturbation f :
R
N × R → R. The so-called resonant case is considered, i.e. when N :=
Ker(∆ + V ) 6= {0} and f is bounded. We derive a formula for the fixed point
index of the associated translation along trajectories operator in terms of the
Brouwer topological degree of the time average mapping fˆ : N → N being the
restriction of f to N . By use of the formula and continuation techniques we
show that Landesman-Lazer type conditions imply the existence of T -periodic
solutions.
1 Introduction
We are interested in the existence of T -periodic solutions of the following nonlinear
parabolic equation{
∂u
∂t
(x, t) = ∆u(x, t) + V (x)u(x, t) + f(t, x, u(x, t)), t > 0, x ∈ RN ,
u(·, t) ∈ H1(RN), t ≥ 0,
(1)
where ∆ is the Laplace operator (with respect to x), V = V0 − V∞, V0 ∈ Lp(RN),
N ≤ p < +∞, V∞ ∈ L∞(RN) and V∞ ≥ v¯∞ > 0 for some real number v¯∞ > 0.
The function f : [0,+∞) × RN × R → R is assumed to be continuous, bounded,
T -periodic with respect to time, i.e.
f(t, x, u) = f(t+ T, x, u) for all t ≥ 0, x ∈ RN , u ∈ R, (2)
and satisfies the following conditions for all t, s ∈ [0,+∞), x ∈ RN , u, v ∈ R,
f(t, x, 0) ≤ M(x), (3)
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for some M ∈ L2(RN);
|f(t, x, u)− f(s, x, v)| ≤ (K˜(x) +K(x)|u|)|t− s|θ + L(x)|u− v| (4)
where θ ∈ (0, 1), K˜ ∈ L2(RN), K,L ∈ Lp(RN), p ≥ N . In this paper we consider
the so-called resonant case, i.e. when the linear part ∆ + V of the right-hand side
of the equation has nontrivial kernel. Our main result reads as follows.
Theorem 1.1. Let N := Ker(∆+V ) 6= {0}, where V is as above, and suppose that
f : [0,+∞)× RN × R→ R satisfies the conditions (2), (3), (4) and either∫ T
0
(∫
{φ>0}
fˇ+(t, x)φ(x)dx+
∫
{φ<0}
fˆ−(t, x)φ(x)dx
)
dt > 0 (5)
for any φ ∈ N \ {0}, where fˇ+(t, x) := lim infs→+∞ f(t, x, s) and fˆ−(t, x) :=
lim sups→−∞ f(t, x, s), or∫ T
0
(∫
{φ>0}
fˆ+(t, x)φ(x)dx+
∫
{φ<0}
fˇ−(t, x)φ(x)dx
)
dt < 0 (6)
for any φ ∈ N \ {0}, where fˆ+(t, x) := lim sups→+∞ f(t, x, s) and fˇ−(t, x) :=
lim infs→−∞ f(t, x, s) . Then (1) admits a T - periodic solution u ∈ C([0,+∞), H2(RN))∩
C1([0,+∞), L2(RN)).
Assumptions (5) and (6) will be reffered to as Landesman-Lazer type conditions,
which had been widely used in the literature in the context of evolutionary partial
differential equations – see e.g. [12], [4], as well as recent papers [7], [18] and [19].
The novelty of this paper may be viewed in the fact that we study the problem
on an unbounded domain, which entails a few issues concerning compactness. This
is a continuation of the recent paper [8], where we studied the periodic parabolic
problem without resonance.
Remark 1.2. To indicate a class of functions satisfying the assumptions (3) and
(4) consider f : [0,+∞)× RN × R→ R given by
f(t, x, u) := U(x, t) + g(W (x, t)u),
where continuous functions U,W : RN × [0,+∞)→ R are such that U(x, t) ≤ U0(x)
for all x ∈ RN and t > 0 with some bounded U0 ∈ L2(RN), W (x, t) ≤ L(x)
for all x ∈ RN and t > 0 with some some L ∈ Lp(RN) and there is θ ∈ (0, 1)
such that, for all t, s ≥ 0 and x ∈ RN , |U(t, x) − U(s, x)| ≤ LU (x)|t − s|θ and
|W (t, x) −W (s, x)| ≤ LW (x)|t − s|θ with LU ∈ L2(RN) and LW ∈ Lp(RN). Here
g : R→ R is a bounded Lipschitz function such that g(0) = 0. Then the assumptions
(3) and (4) are satisfied. 
Clearly, the partial differential problem (1) can be transformed into an abstract
parabolic problem
u˙(t) = −Au(t) + F(t, u(t)), t ≥ 0, (7)
by setting A : D(A) → L2(RN), with D(A) := H2(RN), Au := −(∆ + V )u, u ∈
D(A), and F : [0,+∞)×H1(RN)→ L2(RN) is given by [F(t, u)](x) := f(t, x, u(x)),
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x ∈ RN , t ≥ 0. By the standard existence and uniqueness theory for evolution
equations we can properly define the translation operator ΦT : H1(RN)→ H1(RN),
ΦT (u¯) := u(T ), u¯ ∈ H1(RN), where u : [0,+∞) → H1(RN) is the solution of (7)
with the initial condition u(0) = u¯. In order to find T -periodic solutions of (1) we
shall look for fixed points of ΦT by use of local fixed point index theory.
Motivated by [4], [7] and [18], we prove a resonant version of averaging principle.
Roughly speaking, it states that the topological properties of our equation can be
described in terms of the average function F¯ : N → N of F, restricted to the kernel
of operator A, given by
F¯(u) :=
1
T
∫ T
0
PF(t, u) dt
where P : L2(RN ) → N is the orthogonal projection onto the finite dimensional
space N (see Remark 4.2). The main difficulty here comes from the lack of the
compactness of the translation operator. In contrary to problems on bounded do-
mains, the translation operator ΦT for this problem is not completely continuous.
Therefore we shall need to prove that the translation operator ΦT belongs to the
class of ultimately compact operators, for which fixed point index theory is already
known. To this end we shall use the tail estimates technique that comes from Wang
[28], who was interested in existence of the global attractor for the reaction-diffusion
equation on RN , and was also applied by Prizzi in [23] to investigate the persistence
of invariant sets in parabolic equations on unbounded domains.
We start with a parameterized family of problems
u˙(t) = −Au(t) + ǫF(t, u(t)), t > 0, (8)
where ǫ ∈ [0, 1] is a parameter, and let Φ(ǫ)T : H1(RN)→ H1(RN) be the translation
along trajectories operator for (8). We prove that if U ⊂ N and W ⊂ N⊥ are open
bounded sets such that 0 ∈ W and F¯(u) 6= 0 for u ∈ ∂U then, for small ǫ ∈ (0, 1],
Ind(Φ
(ǫ)
T , U ⊕W ) = (−1)m−(∞)DegB(F¯, U), (9)
where DegB stands for Brouwer’s topological degree and m−(∞) is the sum of the
total multiplicities of the negative eigenvalues of −(∆ + V ). Here we exploit the
spectral properties of the operator ∆ + V . By use of the spectral theory, one may
show that the essential spectrum of −(∆+V ) is contained in the interval [v¯∞,+∞),
which means that the set σess(−∆−V )∩ (−∞, 0) is finite and it consists of isolated
eigenvalues of finite multiplicity. Thus the number m−(∞) is finite. The straightfor-
ward conclusion from (9) is that the nontriviality of DegB(F¯, U) gives the existence
of T -periodic solutions of (8). In the next step, by use of a continuation argument,
we show that, under some a priori bounds condition, the fixed point index of ΦT
(with respect to sufficiently large balls) is equal to, up to a sign, DegB(F¯, U). Fi-
nally, we show that the so-called Landesman-Lazer type conditions imply that the
mentioned a priori bounds estimates hold.
The paper is organized as follows. In Section 2, we briefly recall basic defini-
tions from ultimately compact maps theory and fixed point index theory for such
maps and abstract parabolic problems. Section 3 is devoted to the ultimate com-
pactness property of the translation along trajectories operator. In Section 4, we
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derive an averaging and continuation principles. Finally, in Section 5, we prove a
Landesman-Lazer type criterion for the existence of periodic solutions of problem
(1).
2 Preliminaries
Notation. Throughout the paper we use the following notational conveniences. If
(X, ‖ · ‖) is a normed space, then, for x0 ∈ X and r > 0, we put BX(x0, r) := {x ∈
X | ‖x− x0‖ < r}. If Y ⊆ X is a subspace and U ⊂ Y , then UY and ∂Y U stand for
the closure and the boundary of U in Y , respectively, and by ∂U and U we denote
the boundary and the closure of U in X. conv V and convX V stand for the convex
hull and the closed (in X) convex hull of V ⊂ X, respectively. By (·, ·)X is denoted
the inner product in X. Finally, by Y ⊥ we denote the orthogonal complement of a
subspace Y of X equipped with the inner product.
Measure of noncompactness. Suppose that Ω is a bounded subset of a Banach
space X. Denote
β(Ω) := inf{r > 0 | Ω can be covered with a finite number of balls inXof radius r}.
Then β(Ω) is finite and is called the Hausdorff measure of noncompactness. It is
easy to prove the following properties:
(i) β(Ω) = 0 if and only if Ω is relatively compact;
(ii) β(convΩ) = β(Ω) = β(Ω);
(iii) If Ω1,Ω2 ⊂ X are bounded and such that Ω1 ⊂ Ω2, then β(Ω1) ≤ β(Ω2).
More details concerning properties of the measure of noncompactness can be found
in [2] or [9].
Ultimately compact maps and fixed point index. A map Φ : D → X, defined
on a subset D of a Banach space X is said to be ultimately compact if, for some
V ⊂ X, the equality conv Φ(V ∩D) = V implies that V is relatively compact. We
shall say that an ultimately compact map Φ : U → X, defined on the closure of
an open bounded set U ⊂ X, is called admissible if Φ(u) 6= u for all u ∈ ∂U . By
an admissible homotopy between two admissible maps Φ0,Φ1 : U → X we mean a
continuous map Ψ : U×[0, 1]→ X such that Ψ(·, 0) = Φ0, Ψ(·, 1) = Φ1, Ψ(u, µ) 6= u
for all u ∈ ∂U and µ ∈ [0, 1], and, for any V ⊂ X, if Ψ((V ∩ U)× [0, 1]) = V , then
V is ultimately compact. Then Φ0,Φ1 are called homotopic. It is worth mentioning
that for the class of ultimately compact maps a fixed point index can be considered.
Its construction can be found in [2, 1.6.3 and 3.5.6]. The fixed point index for the
discussed class of mappings posses characteristic properties in the theory of compact
operators. Below we briefly recall these properties.
Proposition 2.1. The fixed point index for the class of ultimately compact maps
has the following properties.
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(i) (existence) If Ind(Φ, U) 6= 0, then there exists u ∈ U such that Φ(u) = u.
(ii) (additivity) If U1, U2 ⊂ U are open and Φ(u) 6= u for all u ∈ U \ (U1 ∪ U2), then
Ind(Φ, U) = Ind(Φ, U1) + Ind(Φ, U2).
(iii) (homotopy invariance) If Φ0,Φ1 : U → X are homotopic then
Ind(Φ0, U) = Ind(Φ1, U).
(iv) (normalization) Let u0 ∈ U and Φu0 : U → X be defined by Φu0(u) = u0 for all
u ∈ U . Then Ind(Φu0 , U) is equal 0 if u0 6∈ U and 1 if u0 ∈ U .
Remark 2.2. If Φ : U → X is a compact map then Ind(Φ, U) is an equal to the
Leray-Schauder index IndLS(Φ, U) (see e.g. [14]).
Evolution problems with perturbed sectorial operators. Let A : D(A)→ X
be a sectorial operator such that for some a > 0, A + aI has its spectrum in the
half-plane {z ∈ C | Re z > 0}. Let Xα, α > 0, be the fractional power space
determined by A + aI. It is well-known that there exists Cα > 0 such that, for all
u ∈ X and t > 0,
‖e−tAu‖α ≤ Cαt−αeat‖u‖
where {e−tA}t≥0 is the semigroup generated by −A. Let F : [0, ω) × Xα → X,
ω > 0 be such that, for all R > 0 there exist L > 0 and θ ∈ (0, 1), such that, for all
t, s ∈ [0, ω) and u, v ∈ B(0, R),
‖F (t, u)− F (s, v)‖ ≤ C(|t− s|θ + ‖u− v‖α)
and there exists C > 0 such that, for all t ∈ [0, ω) and u ∈ Xα,
‖F (t, u)‖ ≤ C(1 + ‖u‖α).
For u¯ ∈ Xα, consider the equation{
u˙(t) = −Au(t) + F (t, u(t)), t ∈ [0, ω),
u(0) = u¯.
(10)
By a solution of (10) we understand
u ∈ C([0, ω), Xα) ∩ C((0, ω), D(A)) ∩ C1((0, ω), X)
such that (10) holds. By classical results (see [15] or [5]), the problem (10) ad-
mits a unique global solution u ∈ C([0, ω), Xα) ∩ C((0,+ω), D(A))∩ C1((0, ω), X).
Moreover, it is known that u being solution of (10) satisfies the following Duhamel
formula
u(t) = e−tAu(0) +
∫ t
0
e−(t−s)AF (s, u(s)) ds, t ∈ [0, ω).
We shall use the following refinement of the continuity property (see [8, Th.
3.1]).
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Theorem 2.3. Assume that mappings Fn : [0, ω) × Xα → X, n ≥ 0, have the
following properties
‖Fn(t, u)‖ ≤ C(1 + ‖u‖α) for t ∈ [0, ω), u ∈ Xα, n ≥ 0,
for any (t, x) ∈ [0, ω) × Xα there exists a neighborhood U of (t, x) in [0, ω) × Xα
such that for all (t1, u1), (t2, u2) ∈ U
‖Fn(t1, u1)− Fn(t2, u2)‖ ≤ L(|t1 − t2|θ + ‖u1 − u2‖α)
for some L > 0 and θ ∈ (0, 1) and, for each u ∈ Xα,∫ t
0
Fn(s, u) ds→
∫ t
0
F0(s, u) ds in X as n→ +∞
uniformly with respect to t from compact subsets of [0, ω). Let un : [0, ω) → Xα,
n ≥ 1 be solution of (10) with F := Fn and u¯ := u¯n. If un(0) → u0(0) in X, then
un(t) → u0(t) in Xα uniformly with respect to t from compact subsets of (0, ω),
where u0 : [0, ω)→ Xα is a solution of{
u˙(t) = −Au(t) + F0(t, u(t)), t ∈ (0, ω),
u(0) = u¯0.
3 Ultimate compactness property of translation along
trajectories operator
Let A0 : D(A0)→ X be a linear operator in the space X := L2(RN) given by
A0u := −
N∑
i,j=1
aij
∂2u
∂xj∂xi
, for u ∈ D(A0) := H2(RN),
where aij ∈ R, i, j = 1, . . . , N , are such that
N∑
i,j=1
aijξiξj ≥ 0 for any ξ = (ξ1, . . . , ξN) ∈ RN
and aij = aji for i, j = 1, . . . , N . Then A0 is a self-adjoint, positive and sectorial
operator in L2(RN). Define V0 : D(V0)→ L2(RN), D(V0) := H1(RN ) by
[V0u](x) := V0(x)u(x), x ∈ RN ,
where V0 ∈ Lp(RN), N ≤ p < +∞ and let V∞ : L2(RN)→ L2(RN) be given by
[V∞u](x) := V∞(x)u(x), x ∈ RN ,
where V∞ ∈ L∞(RN ) and V∞ ≥ v¯∞ > 0 for some positive v¯∞. Let A := A0 −
V0 +V∞ and F : [0,+∞)×H1(RN )→ L2(RN) be such that there are C > 0, K ∈
L2(RN), L ∈ Lp(RN) and θ ∈ (0, 1) such that, for any t, s ≥ 0 and u, v ∈ H1(RN),
‖F(t, u)− F(s, v)‖L2 ≤ C(1 + ‖u‖H1)|t− s|θ + C‖u− v‖H1 , (11)
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|F(t, u)(x)| ≤ L(x)|u(x)|+K(x)(1 + ‖u‖H1) for a.a. x ∈ RN . (12)
For any u¯ ∈ H1(RN) consider the following equation{
u˙(t) = −Au(t) + F(t, u(t)), t > 0,
u(0) = u¯.
(13)
Due to standard results in theory of abstract evolution equations (see [15] or [5]) the
problem (13) admits a unique solution u ∈ C([0,+∞), H1(RN)) ∩C((0,+∞), H2(RN))
∩C1((0,+∞), L2(RN)). Inspired by [22, Prop. 2.2] we have the following compact-
ness result (being a version of [8, Lem. 4.3]).
Lemma 3.1. Let T > 0 and suppose that u(·; u¯) : [0, T ] → H1(RN) is the solution
of (13) such that ‖u(t; u¯)‖H1 ≤ R for all t ∈ [0, T ] and some fixed R > 0. Then
there exists a sequence (αn) with αn → 0 as n→∞ such that∫
RN\B(0,n)
|u(t; u¯)|2 dx ≤ R2e−2v¯∞t + αn for all t ∈ [0, T ], n ≥ 1,
where αn ≥ 0 depend only on p, N , K, L, V0, V∞ and a′ijs.
Remark 3.2. (a) If f : [0,+∞)×R→ R satisfies (3) and (4), then one can directly
verify that the Nemytskii operator F determined by f (i.e. given by the formula
[F(t, u)](x) := f(t, x, u(x))) satisfies (11) and (12) (see [8, Lem. 4.1]). Here, keeping
in mind our further needs, we do not assume that F is a Nemytskii operator.
(b) Clearly, condition (12) implies that F has a sublinear growth. 
Proof of Lemma 3.1. Denote u := u(·, u¯). Let φ : [0,+∞) → R be a smooth
function such that φ(s) ∈ [0, 1] for s ∈ [0,+∞), φ|[0,1] ≡ 0 and φ|[2,+∞) ≡ 1 and let
φn : R
N → R be defined by φn(x) := φ(|x|2/n2), x ∈ RN , n ∈ Z, n ≥ 1. Then, using
the regularity of solution, for any t ∈ (0, T ] one has
1
2
d
dt
(u(t), φnu(t))L2 =
1
2
(
(u(t), φnu˙(t))L2 + (u˙(t), φnu(t))L2
)
= (φnu(t), u˙(t))L2
= I1(t) + I2(t) + I3(t)
where
I1(t) := −(φnu(t),A0u(t))L2,
I2(t) := (φnu(t), (V0 −V∞)u(t))L2,
I3(t) := (φnu(t),F(t, u(t)))L2.
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First observe that
I1(t) = −
∫
RN
N∑
i,j=1
aij
∂
∂xj
(φn(x)u(t))
∂
∂xi
(u(t)) dx
= −
∫
RN
φn(x)
N∑
i,j=1
aij
∂
∂xj
(u(t))
∂
∂xi
(u(t)) dx
− 2
n2
∫
RN
φ′(|x|2/n2)
N∑
i,j=1
aijxj
∂
∂xi
(u(t))u(t) dx
≤ 2Lφ
n2
∫
{n≤|x|≤√2n}
N∑
i,j=1
aij|x||u(t)|∇u(t)| dx
≤ 2
√
2LφMN
2
n
‖u(t)‖L2‖u(t)‖H1, (14)
where Lφ := sups∈[0,+∞) |φ′(s)| <∞ (as φ is smooth and φ′ is nonzero on a bounded
interval) and M := max1≤i,j≤N |aij |. To estimate the second term, we see that
I2(t) ≤ −v¯∞
∫
RN
φn(x)|u(t)|2 dx+ CN/p‖u(t)‖2H1
(∫
{|x|≥n}
|V0(x)|p dx
)1/p
, (15)
where C = C(N) > 0 is the constant related to the Sobolev embedding H1(RN) ⊂
L2N/(N−2)(RN). Finally ,
I3(t) =
∫
RN
φn(x)F(t, u(t))(x)u(t) dx
≤
∫
{|x|≥n}
L(x)|u(t)|2 dx+ (1 +R)
∫
{|x|≥n}
K(x)|u(t)| dx
≤ R2CN/p
(∫
{|x|≥n}
|L(x)|p dx
)1/p
+R(1 +R)
(∫
{|x|≥n}
|K(x)|2dx
)1/2
(16)
where C is as above. Combining (14), (15) and (16), we get
d
dt
∫
RN
φn(x)|u(t)|2 dx ≤ −2v¯∞
∫
RN
φn(x)|u(t)|2 dx+ αn
where (αn)n∈N is a sequence such that αn → 0 as n → +∞. Multiplying by e2v¯∞t
and integrating over [0, τ ] we have∫
RN
φn(x)|u(t)|2dx ≤ e−2v¯∞t
∫
RN
φn(x)|u(0)|2dx+ αn (17)
where (2v¯∞)−1(1− e−2v¯∞t)αn is again denoted by αn. This finishes the proof. 
Now we are going to show that the translation operator is ultimately compact.
We shall consider a parameterized problem. Suppose that aij ∈ C([0, 1],R), i, j =
1, . . . , N , are such that the ellipticity condition holds
∑N
i,j=1 aij(µ)ξiξj ≥ 0 for any
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ξ ∈ RN and µ ∈ [0, 1]. Let A(µ)0 : D(A(µ)0 ) → L2(RN) be given by D(A(µ)0 ) =
H2(RN),
A
(µ)
0 u := −
N∑
i,j=1
aij(µ)
∂2u
∂xj∂xi
.
Assume that F : [0,+∞)×H1(RN)× [0, 1]→ L2(RN) is such that there are C > 0,
B ∈ L(H1(RN), H1(RN)), K ∈ L2(RN) and L ∈ Lp(RN), p ≥ N , θ ∈ (0, 1) such
that, for any t, s ≥ 0, u, v ∈ H1(RN) and µ, ν ∈ [0, 1],
‖F(t, u, µ)− F(s, v, µ)‖L2 ≤ C(1 + ‖u‖H1)|t− s|θ + C‖u− v‖H1; (18)
|F(t, u, µ)(x)| ≤ L(x)|[Bu](x)|+K(x)(1 + ‖u‖H1); (19)
‖F(t, u, µ)−F(t, u, ν)‖L2 ≤ |ρ(µ)−ρ(ν)| (1 + ‖u‖H1) (20)
where ρ ∈ C([0, 1],R). Consider the problem
u˙(t) = −A(µ)u(t) + F(t, u(t), µ), t > 0, (21)
where A(µ) := A(µ)0 − V0 + V∞. As before, due to classical results in theory
of abstract evolution problems, the problem (21) admits a unique global solution
u ∈ C([0,+∞), H1(RN))∩C((0,+∞), H2(RN))∩C1((0,+∞), L2(RN)). Denote by
u(·; u¯, µ) the solution of (21) satisfying the initial value condition u(0) = u¯. Slightly
modifying the proof of Lemma 4.4 in [8] we obtain the following result.
Lemma 3.3. Take any u¯1, u¯2 ∈ H1(RN) and µ1, µ2 ∈ [0, 1] and suppose that there
are solutions u(·; u¯i, µi) : [0, T ] → H1(RN ), i = 1, 2 of (21), for some fixed T > 0.
If ‖u(t; u¯1, µ1)‖H1 ≤ R and ‖u(t; u¯2, µ2)‖H1 ≤ R for all t ∈ [0, T ] and some fixed
R > 0, then there exists a sequence (αn) with αn → 0 as n→∞ such that∫
RN\B(0,n)
|u(t; u¯1, µ1)− u(t; u¯2, µ2)|2 dx ≤ e−2v¯∞t‖u¯1 − u¯2‖2L2 +Qη(µ1, µ2) + αn,
for all t ∈ [0, T ] and n ≥ 1, where αn ≥ 0 and Q > 0 depend only on p, N , K, L,
V0, V∞, B and a′ijs,
η(µ1, µ2) := max
{
|ρ(µ1)− ρ(µ2)|, max
i,j=1,...,N
{|aij(µ1)− aij(µ2)|}
}
.
Proof: Let φn : RN → R, n ≥ 1, be as in the proof of Lemma 3.1. Put u1 :=
u(·; u¯1, µ1), u2 := u(·; u¯2, µ2) and w := u1 − u2. Observe that
1
2
d
dt
(w(t), φnw(t))L2 =
1
2
(
(w(t), φnw˙(t))L2 + (w˙(t), φnw(t))L2
)
= (φnw(t), w˙(t))L2
= I1(t) + I2(t) + I3(t) + I4(t)
where
I1(t) :=
(
φnw(t),−A(µ1)0 u1(t) +A(µ1)0 u2(t)
)
L2
,
I2(t) :=
(
φnw(t),−A(µ1)0 u2(t) +A(µ2)0 u2(t)
)
L2
,
I3(t) := (φnw(t), (V0 −V∞)w(t))L2 ,
I4(t) := (φnw(t),F(t, u1(t), µ1)− F(t, u2(t), µ2))L2 .
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As for the first term we notice that
I1(t) =
(
φnw(t),−A(µ1)0 w(t)
)
L2
= −
∫
RN
N∑
i,j=1
aij(µ1)
∂
∂xj
(φn(x)w(t))
∂
∂xi
(w(t)) dx
= −
∫
RN
φn(x)
N∑
i,j=1
aij(µ1)
∂
∂xj
(w(t))
∂
∂xi
(w(t)) dx
− 2
n2
∫
RN
N∑
i,j=1
φ′(|x|2/n2)w(t)xjaij(µ1) ∂
∂xi
(w(t)) dx
≤ 2Lφ
n2
∫
{n≤|x|≤√2n}
N∑
i,j=1
aij(µ1)|x||w(t)||∇w(t)| dx
≤ 2
√
2LφMN
2
n
‖w(t)‖L2‖w(t)‖H1
where M := max1≤i,j≤N,µ∈[0,1] |aij(µ)| and Lφ := sups∈[0,+∞) |φ′(s)| < +∞. Further,
in a similar manner
I2(t) = −
∫
RN
N∑
i,j=1
∂
∂xj
(φnw(t))(aij(µ1)− aij(µ2)) ∂
∂xi
(u2(t)) dx
= −
∫
RN
φn(x)
N∑
i,j=1
(aij(µ1)− aij(µ2)) ∂
∂xj
(w(t))
∂
∂xi
(u2(t)) dx
− 2
n2
∫
RN
N∑
i,j=1
φ′(|x|2/n2)w(t)xj(aij(µ1)− aij(µ2)) ∂
∂xi
(u2(t)) dx
≤ N2η(µ1, µ2)‖w(t)‖H1‖u2(t)‖H1 + 4
√
2Lφη(µ1, µ2)N
2
n
‖w(t)‖L2‖u2(t)‖H1
and
I3(t) ≤ −v¯∞
∫
RN
φn(x)|w(t)|2 dx+ CN/p‖w(t)‖2H1
(∫
{|x|≥n}
|V0(x)|p dx
)1/p
(22)
where C is a constant of the embedding H1(RN) ⊂ L 2NN−2 (RN). To estimate I4(t)
observe that
I4(t) =
∫
RN
φn(x) (F(t, u1(t), µ1)−F(t, u2(t), µ1))w(t) dx
+
∫
RN
φn(x) (F(t, u2(t), µ1)−F(t, u2(t), µ2))w(t) dx.
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Further, by the Hölder inequality, it follows that∫
RN
φn(x) (F(t, u1(t), µ1)−F(t, u2(t), µ1))w(t) dx
≤
∫
{|x|≥n}
(|F(t, u1(t), µ1)|+ |F(t, u2(t), µ1)|) |w(t)| dx
≤
∫
{|x|≥n}
L(x)(|Bu1(t)|+ |Bu2(t)|)|w(t)| dx+ 2(1 +R)
∫
{|x|≥n}
K(x)|w(t)| dx
≤ 8R2CN/p‖B‖N/pL(H1,H1)
(∫
{|x|≥n}
|L(x)|p dx
)1/p
+ 4R(1 +R)
(∫
{|x|≥n}
|K(x)|2 dx
)1/2
(23)
where C is as above. Using (20), we have∫
RN
φn(x) (F(t, u2(t), µ1)−F(t, u2(t), µ2))w(t) dx ≤ |ρ(µ1)−ρ(µ2)|(1+R)2R. (24)
Combining (23) and (24) we obtain
I4(t) ≤ |ρ(µ1)−ρ(µ2)|(1+R)2R+ 4RCN/p
(∫
{|x|≥n}
|L(x)|p dx
)1/p
‖B‖N/pL(H1,H1)
+ 4R(1 +R)
(∫
{|x|≥n}
|K(x)|2dx
)1/2
.
Summing up all the estimates, we get, for any n ≥ 1,
d
dt
(w(t), φnw(t))L2 ≤ −2v¯∞(w(t), φnw(t))L2 + C˜η(µ1, µ2) + αn
for some constant C˜ = C˜(p,N, V0, V∞, K, L,R) > 0. Multiplying by e2v¯∞t and
integrating over [0, τ ] one obtains
e2v¯∞τ (w(τ), φnw(τ))L2 − (w(0), φnw(0))L2 ≤ (2v¯∞)−1(e2v¯∞τ − 1) (C˜η(µ1, µ2) + αn),
which gives
(w(τ), φnw(τ))L2 ≤ e−2v¯∞τ‖w(0)‖2L2 + (2v¯∞)−1
(
C˜η(µ1, µ2) + αn
)
.
And this finally implies the assertion as ‖φnw(τ)‖2L2 ≤ (w(τ), φnw(τ))L2 . 
Let Ψt : H1(RN)× [0, 1]→ H1(RN), t > 0, be the translation operator for (21),
i.e. Ψt(u¯, µ) = u(t; u¯, µ) for u¯ ∈ H1(RN) and µ ∈ [0, 1].
Proposition 3.4. Suppose that (18), (19) and (20) are satisfied.
(i) For any bounded U ⊂ H1(RN) and t > 0, βL2(Ψt(U × [0, 1])) ≤ e−v¯∞tβL2(U);
(ii) If a bounded U ⊂ H1(RN) is relatively compact as a subset of L2(RN), then
Ψt(U × [0, 1]) is relatively compact in H1(RN);
(iii) If U ⊂ convH1Ψt(U × [0, 1]) for some bounded U ⊂ H1(RN) and t > 0, then U
is relatively compact in H1(RN).
Proof: It goes exactly along the lines of [8, Prop. 4.5].
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4 Resonant averaging principle
Let A : D(A) → L2(RN) be as in the previous section with A0 := −∆ and a
continuous mapping F : [0,+∞)×H1(RN)→ L2(RN) satisfies conditions (11) and
(12).
Theorem 4.1. Assume that N := KerA 6= {0} and let F¯ : N → N be given by
F¯(u) :=
1
T
∫ T
0
PF(s, u) ds, u ∈ N , (25)
where P : L2(RN) → N is the orthogonal projection onto N and let open bounded
sets U ⊂ N and W ⊂ N⊥ be such that 0 /∈ F¯(∂U) and 0 ∈ W. By Φ(ǫ)T : H1(RN)→
H1(RN) denote the translation operator by time T for the problem
u˙(t) = −Au(t) + ǫF(t, u), t > 0. (26)
Then there exists ǫ0 > 0 such that, for ǫ ∈ (0, ǫ0],
Ind(Φ
(ǫ)
T , U ⊕W ) = (−1)m−(∞)DegB(F¯, U),
where m−(∞) is the total multiplicity of the negative eigenvalues of A and DegB
stands for Brouwer topological degree.
Remark 4.2. (i) Let {e−At : L2(RN)→ L2(RN)} be the C0-semigroup of bounded
linear operators generated by −A. Then, for any t > 0, N = KerA = Ker (e−At−I)
(see [16, Thm 16.7.2]).
(ii) Recall the known arguments on the spectrum of A. Since the operator
−A generates an analytic C0 semigroup, the spectrum σ(A) is contained in an
interval (−c,+∞) with some c > 0. Clearly σ(A0 + V∞) ⊂ [v¯∞,+∞). Since
V0(A0 + V∞)−1 : L2(RN ) → L2(RN) is a compact linear operator (see [22, Lem.
3.1]), by use of the Weyl theorem on essential spectra, we obtain σess(A) = σess(A0−
V0 + V∞) = σess(A0 + V∞) ⊂ σ(A0 + V∞) ⊂ [v¯∞,+∞). Hence, by general
characterizations of essential spectrum, we see that σ(A) ∩ (−∞, v¯∞) consists of
isolated eigenvalues with finite dimensional eigenspaces (see [24]). In particular,
dimN < +∞.
In the proof we shall need an auxiliary fact.
Lemma 4.3. Suppose that a sequence (wn(t)) converges to the zero function in
L2(RN) uniformly with respect to t from compact subsets of (0, T ) and that the
sequence (vn) of T -periodic solutions of the problem
v˙(t) = −Av(t) + wn(t), t ∈ [0, T ]
is such that vn(0) → v¯0 in L2(RN) as n → +∞ for some v¯0 ∈ H1(RN). Then
vn(t)→ v0(t) in H1(RN), uniformly with respect to t from compact subsets of (0, T ),
where v0 is a solution of {
v˙(t) = −Av(t), t ∈ [0, T ]
v(0) = v¯0.
(27)
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Proof. By the Duhamel formula it follows that, for t ∈ [0, T ],
vn(t)− v0(t) = e−At(vn(0)− v¯0) +
∫ t
0
e−A(t−s) wn(s) ds.
This implies that
‖vn(t)− v0(t)‖H1 ≤ C1/2t−1/2‖vn(0)− v¯0‖L2 + C1/2
∫ t
0
(t− s)−1/2‖wn(s)‖L2 ds
for some constant C1/2 > 0. Let us take an arbitrary δ ∈ (0, T/2). Observe that∫ t
0
(t− s)−1/2‖wn(s)‖L2 ds ≤
(
2
δ
)1/2∫ t−δ/2
0
‖wn(s)‖L2 ds+
∫ t
t−δ/2
(t− s)−1/2‖wn(s)‖L2 ds
≤
(
2
δ
)1/2∫ T−δ/2
0
‖wn(s)‖L2 ds+ 2
(
2
δ
)−1/2
sup
s∈[δ/2,T−δ]
‖wn(s)‖L2.
Since ‖wn(t)‖L2 → 0 as n → ∞ uniformly with respect to t from compact subsets
of (0, T ) we infer that ‖vn(t) − v0(t)‖H1 → 0, as n → +∞, uniformly with respect
to t ∈ [δ, T − δ]. 
Proof of Theorem 4.1. Let Θ(ǫ)T : H
1(RN ) × [0, 1] → H1(RN ), ǫ ∈ [0, 1], be the
translation along trajectories operator for the problem
u˙(t) = −Au(t) + ǫG(t, u, µ), t > 0, (28)
where G : [0,+∞)×H1(RN)× [0, 1]→ L2(RN) is the mapping given by the formula
G(t, u, µ) := (1− µ)F(t, (1− µ)u+ µP˜u) + µ
T
∫ T
0
PF(s, (1− µ)u+ µP˜u)ds
with P˜ : H1(RN) → N being the orthogonal projection onto N . Observe that, for
t ∈ [0, T ] and u ∈ H1(RN),
G(t, u, 0) = F(t, u) and G(t, u, 1) = F¯(P˜u).
Clearly, note that, by (11), for any t, s ≥ 0, u, v ∈ H1(RN) and µ ∈ [0, 1] one has
‖G(t, u, µ)−G(s, v, µ)‖L2 ≤ C(1 + ‖(1− µ)u+ µP˜u‖H1)|t− s|θ+
+ C‖(1− µ)(u− v) + µP˜(u− v)‖H1 + µC‖(1− µ)(u− v) + µP˜(u− v)‖H1
≤ C˜(1 + ‖u‖H1)|t− s|θ + C˜‖u− v‖H1 (29)
for some constants C˜ > 0 and θ ∈ (0, 1). Further, in view of (12) and Remark
(3.2)(b), for any t ≥ 0, u ∈ H1(RN) and µ ∈ [0, 1],
|G(t, u, µ)(x)|≤L(x)
∣∣∣[((1−µ)I+µP˜)u](x)∣∣∣+(K(x) + CK0(x))(1+‖(1−µ)u+µP˜u‖H1)
(30)
where K0(x) :=
∑dimN
k=1 |ϕk(x)| and {ϕk}dimNk=1 is an orthonormal basis of N with re-
spect to the inner product induced in L2(RN) and some C > 0. Moreover, one imme-
diately obtains that, for any t ≥ 0, u ∈ H1(RN), µ, ν ∈ [0, 1], ‖G(t, u, µ)−G(t, u, ν)‖L2 ≤
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|ρ(µ)− ρ(ν)|(1 + ‖u‖H1) for some ρ ∈ C([0, 1]). Therefore G satisfies (18), (19) and
(20). Hence it follows that Θ(ǫ)T is well defined and we can apply Proposition 3.4 to
infer that Θ(ǫ)T is an ultimately compact operator (for any ǫ ∈ [0, 1]).
Now we claim that there is ǫ0 > 0 such that, for any ǫ ∈ (0, ǫ0],
Θ
(ǫ)
T (u¯, µ) 6= u¯ for u¯ ∈ ∂(U ⊕W ), µ ∈ [0, 1]. (31)
Suppose to the contrary that there are sequences (ǫn) in (0,+∞), (u¯n) in ∂(U ⊕W )
and (µn) in [0, 1] such that ǫn → 0+ and
Θ
(ǫn)
T (u¯n, µn) = u¯n for each n ≥ 1. (32)
Let un : [0,+∞) → H1(RN ), n ≥ 1 be solutions of (28) with ǫ = ǫn and µ = µn,
satisfying the initial value condition un(0) = u¯n. By (32) and the Duhamel formula,
u¯n = un(T ) = e
−TAu¯n + ǫn
∫ T
0
e−(T−s)AG(s, un(s), µn) ds.
Moreover, observe that, for any φ ∈ N , we have
(u¯n, φ)L2 = (e
−TAu¯n, φ)L2 + ǫn
∫ T
0
(e−(T−s)AG(s, un(s), µ), φ)L2 ds
= (Pe−TAu¯n, φ)L2 + ǫn
∫ T
0
(Pe−(T−s)AG(s, un(s), µ), φ)L2 ds.
This, due to Remark (4.2) (i), yields
∫ T
0
(G(s, un(s), µn), φ)L2 ds = 0 for all φ ∈ N . (33)
Furthermore, without loss of generality, we may assume that µn → µ0 as n→ +∞
for some µ0 ∈ [0, 1]. By (30) it follows that there is R > 0 such that ‖un(t)‖H1 ≤ R
for all t > 0 and n ≥ 1. In view of Lemma 3.1, for all m,n ≥ 1,
‖(1− χn)u¯n‖2L2 = ‖(1− χn)un(0)‖2L2 = ‖(1− χn)un(mT )‖2L2
≤ R2e−2v¯∞mT + αn (34)
where χn is the characteristic function of B(0, n). Since m was arbitrary one gets
‖(1− χn)u¯n‖L2 ≤ √αn for all n ≥ 1. Due to the Rellich-Kondrachov, the sequence
(χnu¯n) is relatively compact in L2(RN). Therefore we can infer that (u¯n)n≥1 is
relatively compact in L2(RN ). And since it is bounded in H1(RN) we get a sub-
sequence (u¯nk) of (u¯n), such that u¯nk → u¯0 in L2(RN) for some u¯0 ∈ H1(RN). In
view of Lemma 4.3, (un(t)) converges in H1(RN) to u0(t) uniformly with respect to
t ∈ (0,+∞) where u0 is the solution of the problem
u˙(t) = −Au(t), t > 0, u(0) = u(T ) = u¯0.
By Remark 4.2 (i) we get u¯0 ∈ N and u0(t) = u¯0 for all t ∈ [0,+∞). Finally, after
passing to the limit in (33), we obtain that F¯ (u¯0) = 0, a contradiction proving (31).
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Using (31) and the homotopy invariance of the fixed point index for ultimately
compact maps, we infer that, for all ǫ ∈ (0, ǫ0],
Ind(Θ
(ǫ)
T (·, 0), U ⊕W ) = Ind(Θ(ǫ)T (·, 1), U ⊕W ).
Clearly
Θ
(ǫ)
T (u, 1) = Ψ
(ǫ)
T (P˜u) +ΨT ((I − P˜)u).
where Ψ(ǫ)T : N → N is the translation along trajectories operator associated with
the equation u˙(t) = ǫF¯(u(t)), t > 0, and the operator ΨT : N⊥ → N⊥, where N⊥
stands for the space orthogonal to N in H1(RN), is given by ΨT (u) := e−TAu, u ∈
N⊥. This means that Θ(ǫ)T (·, 1) is topologically adjoint with the mapping Θ˜(ǫ)T :
N ×N⊥ → N ×N⊥, Θ˜(ǫ)T (u, v) := (Ψ(ǫ)T (u),ΨT (v)), u ∈ N , v ∈ N⊥. Therefore, by
the product formula for fixed point index we get
Ind(Θ
(ǫ)
T (·, 1), U ⊕W ) = Ind(Ψ(ǫ)T , U) · Ind(ΨT ,W ). (35)
By the Krasnoselskii result ([20, Lemma 13.1]), decreasing ǫ0 if necessary, we get
Ind(Ψ
(ǫ)
T , U) = DegB(F¯, U) for ǫ ∈ (0, ǫ0]. (36)
To conclude we need to determine the fixed point index of Ind(ΨT ,W ). According
to Remark (4.2) (ii), the set σ(A) ∩ (−∞, 0) is bounded and closed. Consider the
restriction A˜ of A in the space X˜ orthogonal to N in L2(RN). Then, due to spectral
theory (see [10, Ch.7]), there are closed subspaces X− and X+ of X˜, such that
X− ⊕ X+ = X˜, A˜(X−) ⊂ X−, A˜(D(A˜) ∩X+) ⊂ X+, σ(A˜|X−) = σ(A) ∩ (−∞, 0),
σ(A˜|X+) = σ(A) ∩ (0,+∞). Define Γ : N⊥ × [0, 1]→ N⊥ by
Γ(u¯, µ) := e−TA((1− µ)u¯+ µP−u¯)
where P− : N⊥ → X− is the restriction of the projection onto X− in L2(RN).
Since dimX− < +∞ we infer that P− is continuous. We also claim that Γ is
ultimately compact. To see this take a bounded set B ⊂ H1(RN ) such that B =
convH
1
Γ(B× [0, 1]). This means that B ⊂ convH1e−TA(B∪P−B). Since B∪P−B is
bounded, Proposition 3.4 (ii) implies that B is relatively compact in H1(RN), which
proves the ultimate compactness of Γ. Therefore, since Ker(I − Γ(·, µ)) = {0} for
µ ∈ [0, 1], by the homotopy invariance and the restriction property of the Leray-
Schauder fixed point index, one gets
Ind(ΨT ,W ) = IndLS(e
−TA
P−,W )
= IndLS(e
−TA|X− ,W ∩X−) = (−1)m−(∞). (37)
The latter equality comes from the fact that σ(A|X−) ⊂ (−∞, 0) consists of eigen-
values of finite dimensional eigenspaces. Finally, the proof is completed in view of
(35), (36) and (37). 
Using the above result and the existence property of fixed point index, one
immediately obtains the following existence result.
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Corollary 4.4. Under the assumptions of Theorem 4.1, if DegB(F¯, U) 6= 0, then
for sufficiently small ǫ > 0, the problem (26) admits a T -periodic solution.
We also derive the following continuation principle, which will be used in the proof
of the main result.
Theorem 4.5. Under the assumptions of Theorem 4.1, if for some R0 > 0 the
following conditions are satisfied:
(i) DegB(F¯, BN (0, R0)) 6= 0;
(ii) for any ǫ ∈ (0, 1) the problem (26) has not a T - periodic solution with ‖u(0)‖H1 ≥
R0;
then the equation
u˙(t) = −Au(t) + F(t, u(t)), t > 0
admits a T -periodic solution.
Proof. Take U := BN (0, R0) and W := BN⊥(0, R0). By Theorem 4.1, there exists
ǫ0 > 0 such that for ǫ ∈ (0, ǫ0]
Ind(Φ
(ǫ)
T , U ⊕W ) = (−1)m−(∞)DegB(F¯, U).
Note that ∂(U ⊕W ) ⊂ H1(RN) \ BH1(0, R0), therefore by (ii), we deduce that, for
any ǫ ∈ (0, 1) and u¯ ∈ ∂(U ⊕W ), Φ(ǫ)T (u¯) 6= u¯. Hence, either Φ(1)T has a fixed point
in ∂(U ⊕W ) (which proves the assertion) or, by the homotopy invariance of the
fixed point index,
Ind(Φ
(1)
T , U ⊕W ) = Ind(Φ(ǫ0)T , U ⊕W ) = (−1)m−(∞)DegB(F¯, U) 6= 0,
which entails the existence of a fixed point in U ⊕W . 
5 Landesman-Lazer type criterion
In this section we prove the main result – Theorem 1.1. The proof is based on the
continuation principle stated in Theorem 4.5. Throughout this section we assume
that V and f are as in Theorem 1.1. Then the Nemytskii operator F determined by
f satisfies (11) and (12). The Landesman-Lazer type conditions stated in Theorem
1.1 imply the following inequalities.
Lemma 5.1.
(i) If (5) holds, then there exists R0 > 0 such that
(F¯(u), u)L2 > 0 for any u ∈ N \BN (0, R0). (38)
(ii) If (6) holds, then there exists R0 > 0 such that
(F¯(u), u)L2 < 0 for any u ∈ N \BN (0, R0). (39)
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Proof. (i) Suppose to the contrary that there exists a sequence (u¯n) in N such
that ‖u¯n‖H1 → +∞ as n → +∞ and (F¯(u¯n), u¯n)L2 ≤ 0. Put µn := ‖u¯n‖H1 and
let v¯n := u¯n/µn. Clearly, (v¯n) is bounded in H1(RN) and, since dimN < +∞, we
may assume that, up to a subsequence, v¯n → v¯0 as n → +∞ in H1(RN) for some
v¯0 ∈ N , which implies v¯n → v¯0 in L2(RN). On the other hand
0 ≥ (F¯(u¯n), u¯n)L2 = 1
T
∫ T
0
(PF(t, u¯n), u¯n)L2 dt
=
1
T
∫ T
0
(F(t, u¯n), u¯n)L2 dt =
µn
T
∫ T
0
∫
RN
f(t, x, µnvn(x))vn(x) dx dt.
Again passing to subsequence, we assume that v¯n(x) → v¯0(x) for almost every
x ∈ RN and that there is k ∈ L1(RN) such that, for all n ≥ 1, |v¯n(x)| ≤ k(x) for
almost every x ∈ RN . In view of the Fatou lemma, we obtain
0 ≥ lim inf
n→+∞
∫ T
0
∫
RN
f(t, x, µnv¯n(x))v¯n(x) dx dt
≥
∫ T
0
(∫
{v¯0>0}
fˇ+(t, x)v¯0(x) dx+
∫
{v¯0<0}
fˆ−(t, x)v¯0(x) dx
)
dt > 0,
a contradiction with the assumption (5) that proves the assertion (i).
(ii) can be proved analogically. 
Proof of Theorem 1.1. We claim that if R0 > 0 is as in Lemma 5.1 then, for all
R > R0,
DegB(F¯, BN (0, R)) =
{
1 if (5) holds,
(−1)dimN if (6) holds.
Indeed, assume first (5) and define H : DN (0, R)× [0, 1]→ N , H(u, µ) := µF¯(u) +
(1−µ)u, u ∈ DN (0, R), µ ∈ [0, 1]. It is clear thatH(·, µ) has no zeros in the boundary
∂DN (0, R) due to (38), which, by use of the homotopy invariance property, yields
DegB(F¯, BN (0, R)) = 1. In a similar manner we show that if (6), then the mapping
H : DN (0, R)× [0, 1]→ N , H(u, µ) := µF¯(u)− (1 − µ)u, u ∈ DN (0, R), µ ∈ [0, 1],
has no zeros in ∂DN (0, R), which gives DegB(F¯, BN (0, R)) = (−1)dimN .
Now we claim that there is R0 > 0 such that the problem
u˙(t) = −Au(t) + ǫF(t, u), t > 0, (40)
has no T -periodic solutions for ǫ ∈ (0, 1) with ‖u(0)‖H1 ≥ R0. Suppose to the
contrary that there are ǫn ∈ (0, 1) and T -periodic solutions un : [0, T ] → H1(RN)
of (40) with ǫ := ǫn, n ≥ 1, such that ‖un(0)‖H1 → +∞ as n → +∞. Put
µn := supt≥0 ‖un(t)‖H1 and let vn := µ−1n un. Then one can easily observe that vn is
a T -periodic solution of
v˙(t) = −Av(t) + Fn(t, v(t)), t ∈ [0, T ], (41)
with Fn(t, u) := ǫnµ−1n F(t, µnu), t ≥ 0, u ∈ H1(RN). Clearly, by use of (11) and
(12), for sufficiently large n and all t, s ∈ [0, 1], u, v ∈ H1(RN), we have
‖Fn(t, u)− Fn(s, v)‖L2 ≤ ǫnµ−1n C(1 + ‖µnu‖H1)|t− s|θ + ǫnµ−1n C‖µnu− µnv‖H1
≤ C(1 + ‖u‖H1)|t− s|θ + C‖u− v‖H1 ,
17
|Fn(t, u)(x)| ≤ ǫnµ−1n L(x)|µnu(x)|+ ǫnµ−1n K(x)(1 + ‖µnu‖H1)
≤ L(x)|u(x)|+K(x)(1 + ‖u‖H1) for a.a. x ∈ RN .
Hence, by Lemma 3.1, for all m,n ≥ 1,
‖(1− χn)vn(0)‖2L2 = ‖(1− χn)vn(mT )‖2L2 ≤ R˜2e−2v¯∞mT + αn
where χn is the characteristic function of B(0, n), αn → 0+ as n→ +∞ (αn depends
only on V and K, L, which are common for all Fn) and R˜ > 0 such that ‖vn(t)‖H1 ≤
R˜ for all t ≥ 0 and n ≥ 1. Since m is arbitrary we see that ‖(1−χn)vn(0)‖L2 ≤ √αn
for n ≥ 1. Due to the Rellich-Kondrachov, {χnvn(0)}n≥1 is relatively compact
in L2(RN). Therefore {vn(0)}n≥1 is relatively compact in L2(RN). As a bounded
sequence in H1(RN ) it contains a subsequence convergent in L2(RN) to some v¯0 ∈
H1(RN), therefore we assume that vn(0)→ v¯0 in L2(RN).
Moreover, for all t ≥ 0,
‖Fn(t, vn(t))‖L2 ≤ ‖χmFn(t, vn(t))‖L2 + ‖(1− χm)Fn(t, vn(t))‖L2.
Since f is bounded, it is clear that Fn(t, vn(t))(x)→ 0 as n→ +∞, for a.a. x ∈ RN ,
which gives, for each m ≥ 1,
max
t≥0
‖χmFn(t, vn(t))‖L2 → 0 as n→ +∞. (42)
Furthermore, for all m,n ≥ 1 and t ≥ 0,
‖(1−χm)Fn(t, vn(t))‖L2 ≤ CN/p‖(1−χm)L‖Lp‖vn(t)‖H1+‖(1−χm)K‖L2(1+‖vn(t)‖H1)
≤ βm := CN/p‖(1−χm)L‖Lp+2‖(1−χm)K‖L2
where C > 0 is the constant related to the embedding H1(RN) ⊂ L2N/(N−2)(RN).
This, together with (42), gives
lim sup
n→+∞
max
t≥0
‖Fn(t, vn(t))‖L2 ≤ βm
and since βm → 0+ as m → +∞, we get maxt≥0 ‖Fn(t, vn(t))‖L2 → 0 as n → +∞.
Hence, by Lemma 4.3, we infer that (vn) converges in C([0, T ], H1(RN)) to some
v0 : [0, T ]→ H1(RN) being the T -periodic solution of
v˙(t) = −Av(t), v(0) = v¯0.
This means that v¯0 = e−AT v¯0, i.e. v0(t) = v¯0 for t ≥ 0, and, sincemaxt≥0 ‖vn(t)‖H1 =
1 for any n ≥ 1, we have v¯0 6= 0.
On the other hand, by the T -periodicity of vn and by the Duhamel formula it
follows that
(vn(T ), v¯0)L2 = (e
−ATvn(0), v¯0)L2 + ǫnµ
−1
n
∫ T
0
(e−A(T−t) F(t, µnvn(t)), v¯0)L2 dt,
and
(vn(0), v¯0)L2 = (vn(0), e
−AT v¯0)L2 + ǫnµ
−1
n
∫ T
0
(F(t, µnvn(t)), e
−A(T−t)v¯0)L2 dt,
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i.e., for all n ≥ 1, ∫ T
0
(F(s, µnvn(t)), v¯0)L2 dt = 0.
Assume now that (5) holds. Then, by the Fatou lemma,
0 = lim inf
n→+∞
∫ T
0
(F(t, µnvn(t)), v¯0)L2 dt ≥
∫ T
0
(
lim inf
n→+∞
(F(t, µnvn(t)), v¯0)L2
)
dt. (43)
Fix any t ∈ [0, T ] and let (nk) be an increasing sequence of positive integers such
that
lim inf
n→+∞
(F(t, µnvn(t)), v¯0)L2 = lim
k→+∞
(F(t, µnkvnk(t)), v¯0)L2 (44)
and (vnk(t)) converges to v¯0 almost everywhere (the set on which convergence occurs
may depend on t). Again due to the Fatou lemma it follows that
lim
k→+∞
(F(t, µnkvnk(t)), v¯0)L2 ≥
∫
RN
lim inf
k→+∞
f(t, x, µnkvnk(t)(x))v¯0(x) dx
≥
∫
{v¯0>0}
fˇ+(t, x)v¯0(x) dx+
∫
{v¯0<0}
fˆ−(t, x)v¯0(x) dx,
(45)
since for almost every x ∈ {v¯0 > 0},
lim inf
k→+∞
f(t, x, µnkvnk(t)(x)) ≥ fˇ+(t, x)
and, for almost every x ∈ {v¯0 < 0},
lim sup
k→+∞
f(t, x, µnkvnk(t)(x)) ≤ fˆ−(t, x).
Summing up, by (44) and (45), we get, for any t ∈ [0, T ],
lim inf
k→+∞
(F(t, µnvn(t)), v¯0)L2 ≥
∫
{v¯0>0}
fˇ+(t, x)v¯0(x) dx+
∫
{v¯0<0}
fˆ−(t, x)v¯0(x) dx,
which together with (43) gives
0 = lim inf
k→+∞
∫ T
0
(F (t, µnvn(t)), v¯0)L2 dt
≥
∫ T
0
∫
{v¯0>0}
fˇ+(t, x)v¯0(x) dx dt+
∫ T
0
∫
{v¯0<0}
fˆ−(t, x)v¯0(x) dx dt > 0,
a contradiction proving the assertion, i.e. the condition (ii) of Theorem 1.1 in the
case (5) holds.
The case when (6) is satisfied can be treated in a analogous manner.
We complete the proof by using Theorem 4.5. 
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