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Analisis regresi adalah analisis terhadap hubungan dua variabel yaitu variabel 
independen dan variabel dependen. Estimasi parameter biasanya menggunakan 
metode kuadrat terkecil, namun metode ini sangat sensitif terhadap pencilan, akibatnya 
hasil estimasi koefisien regresi menjadi tidak tepat. Untuk mengatasi hal tersebut 
diperlukan metode estimasi yang bersifat robust. Regresi robust merupakan analisis 
regresi yang digunakan pada data yang memiliki pencilan. Penelitian ini bertujuan 
untuk menentukan model regresi robust dengan metode estimasi S dan GS pada 
produksi jagung di Indonesia dan memilih model yang lebih baik berdasarkan nilai 
AIC dan SIC terkecil.  
Berdasarkan hasil dan pembahasan diperoleh estimasi GS sebagai model yang 
lebih baik daripada estimasi S. Variabel independen pada model regresi yang 
signifikan terhadap produksi jagung adalah suhu dan luas panen. 
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Regression analysis is an analysis of the relationship between two variables, there 
are independent variable and dependent variable. Estimation of parameters usually use 
the least squares method, but this method is very sensitive to outliers, consequently the 
results of the regression coefficient estimates is not exact. To overcome this case we 
need robust estimation method. Robust regression is a regression analysis that used on 
data with outliers. The aims of this research are determining the regression model with 
robust estimation using S estimation and GS estimation in maize production in 
Indonesia and choosing the better model based on the smallest value of AIC and SIC. 
Based on results and discussion we obtained that GS estimation is better than S 
estimation model. The independent variables in regression models that significant on 
maize production were temperature and harversted area. 
 




























“Kesabaran adalah sebuah proses dari kehidupan yang lebih baik, Sabar dalam 
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𝑌𝑖   : variabel dependen pengamatan ke-i   
𝑋𝑖1, 𝑋𝑖2, … , 𝑋𝑖𝑗  : pengamatan ke-i dari variabel independen ke-j 
𝛽0, 𝛽1, … , 𝛽𝑝  : parameter koefisien regresi 
𝑝  : banyaknya variabel independen 
𝑛  : banyaknya pengamatan 
𝜀𝑖  : sisaan ke-i dengan 𝜀𝑖~𝑁(0, 𝜎
2). 
𝐹0(𝑋𝑖)  : probabilitas kumulatif normal 
𝑆𝑛(𝑋𝑖)  : probabilitas kumulatif empiris 
𝑘  : banyaknya parameter 
𝑐  : parameter tuning 
𝑅2  : koefisien determinasi 
ℎ𝑖𝑖  : nilai pengaruh ke-𝑖 
𝜌(𝑢𝑖)  : fungsi pembobot Tukey Bisqure 
𝜓(𝑢𝑖)  : fungsi pengaruh 
𝐽𝐾𝑆  : jumlah kuadrat sisaan 
𝐽𝐾𝑅  : jumlah kuadrat regresi 
?̂?𝑖  : sisaan ke-𝑖 (setelah estimasi) 
