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Abstract—This paper proposes a radio channel selection al-
gorithm based on a contextual multi-armed bandit (CMAB)
for a wireless local area network (WLAN) environment, in
which the access probability of each access point (AP) and the
throughput model are not given in advance. The problem to
be considered inherently involves the exploration to obtain the
knowledge of the throughput distribution, in which a realized
value is observed only after attempting to select each channel.
This can be formulated as a multi-armed bandit (MAB) problem;
particularly, we focus on the usefulness of the surrounding chan-
nel allocation information as the side information and determine
that CMAB is appropriate. However, directly applying common
CMAB algorithms to the such problems can lead to the lack
of learning efficiency when the number of contexts is large. To
reduce the computational complexity of the CMAB algorithms,
feature extraction is designed by focusing on interference with
neighboring and same-channel APs after channel selection of
a target AP, which also contributes to the learning efficiency.
To learn the optimal channel efficiently, this study investigates
the most efficient method among the typical CMAB algorithms,
including epoch-greedy, LinUCB, and Thompson sampling. The
simulation results reveal that the algorithm based on JointLin-
UCB learns most efficiently under the environment where the
access probabilities of the APs are extremely different.
I. INTRODUCTION
Owing to the rapid development of the Internet of Things
(IoT) technology, the number of access points (APs) in wire-
less local area networks (WLANs) is steadily increasing [1].
In such an environment where APs are densely deployed, the
transmission opportunity of each AP is limited. This is because
the IEEE 802.11 standard for WLANs is based on the carrier
sense multiple access with collision avoidance (CSMA/CA)
protocol as a medium access control (MAC) technique. Addi-
tionally, the primary objectives of IEEE 802.11be established
the 802.11be Task Group in May 2019. These objectives are to
enable a new MAC and physical (PHY) mode operation that
can support a maximum throughput of at least 30 Gb/s and
to ensure backward compatibility and coexistence with legacy
802.11 devices in unlicensed bands of 2.4, 5, and 6 GHz [2]. To
address the issue and achieve these objectives, a new resource
allocation method is essential.
When considering resource allocation on a radio network,
we frequently face the situation where we require trial and
error to learn effective resource allocation, because the actual
performance is not known in advance. Modi et al. [3] proposed
online learning algorithms based on the multi-armed bandit
(MAB) theory for opportunistic spectrum access of secondary
users (SUs) in cognitive radio networks, where there is no
information exchange between the SUs. Zhou et al. [4] focused
on the human behavioral data (e.g., user location, quality of
experience (QoE)-aware data) generated in 5G networks, and
proposed a method that exploits such data for channel resource
allocation by the contextual MAB (CMAB) algorithm. MAB-
based formulation is also found in other resource allocation
problems [5]–[7].
The motivation for this study is to achieve appropriate
channel allocation in unknown WLAN environments (i.e., the
conditions of the neighboring APs are unknown). In general,
however, for APs using the same channel perform time divi-
sion transmission, the resultant throughput is not necessarily
deterministic, because the conditions of the neighboring APs
(e.g., traffic) vary each time and cannot be known in advance.
This observation suggests that it is necessary to devote efforts
for information collection. Thus, we need to successively
explore a channel while aggregating information and finally
exploit the optimal channel.
The above problem can be formulated as a MAB problem;
however, when the reward of each arm (i.e., throughput)
changes in accordance with the surrounding environment, the
required information cannot be successfully collected. CMAB
algorithms are particularly suitable for learning in an envi-
ronment where the distribution of the throughput varies over
time. This is because it focuses specifically on the exploration–
exploitation trade-offs [8] inherent in reinforcement learning
problems, and leverages the side information referred to as
context. We construct a stochastic model in which the through-
put of an AP depends on some distribution depending on
the access probabilities of the neighboring APs. Moreover,
considering that the observed throughput is at least affected by
the channel information of the neighboring APs, we propose
to utilize it as side information and to repeatedly obtain the
throughput to give priority to each channel.
The contributions of this study are summarized as follows:
• A novel model of the channel selection problem for
unknown WLAN environments is first designed, in which
each AP does not have throughput distribution in advance.
Subsequently, we consider that the CMAB is more suit-
able than MAB because the distribution of the throughput
changes depending on the channels of the neighboring
APs. We show that the CMAB algorithms with the
channel set of the neighboring APs as the context provide
ar
X
iv
:2
00
3.
10
09
4v
1 
 [c
s.N
I] 
 23
 M
ar 
20
20
a solution that successively maximizes the throughput of
the target AP.
• We present a method to construct an appropriate fea-
ture toward the context of this problem, Moreover, we
demonstrate that compared to a scheme without feature
extraction, the proposed algorithm is scalable to the
number of neighboring APs and available channels and
presents a better performance in terms of the learning
efficiency.
• We compare the effectiveness of some CMAB algorithms
with the optimal hyper-parameters obtained from a grid
search, and demonstrate that the online algorithm re-
ferred to as JointLinUCB exhibits the best performance.
Furthermore, as a practical application, we consider the
case where the access probabilities of the neighboring
APs are quite different, and show that JointLinUCB can
learn to avoid the channels used by APs with high access
probabilities.
The remainder of this paper is organized as follows. Sec-
tion II describes the system model. Section III defines the
channel selection problem and formulate it as the CMAB
problem. In Section IV, we overview and compare several ap-
plicable CMAB algorithms. Section V introduces two patterns
of feature construction, and Section VI presents the result of
hyper-parameter tuning and the evaluation of the performance
of the proposed method. Section VII concludes this study.
II. SYSTEM MODEL
It is assumed that there are N APs, and K orthogonal
channels with the same bandwidth. Let the index set of all
the APs be denoted by N = {1, 2, . . . , N}, the index set
of all the available channels by C = {1, 2, . . . ,K}, and the
selected channel of AP i ∈ N by ci ∈ C. We assume that only
AP 1 is controllable and that the other APs (i = 2, 3, . . . , N )
arbitrarily vary their channels. The APs other than AP 1 are
referred to as the neighboring APs of AP 1. Note that we
only consider downlink transmission, where each AP transmits
a frame in accordance with the CSMA/CA protocol. For
simplicity, we assume that each AP can sense the transmissions
of all the other APs over the same channel. Therefore, the APs
on the same channel should time-share wireless access, and
throughout starvation [9] does not occur. Relaxation of the
above constraints is a key issue for the future.
We assume that while AP 1 can obtain the channels of
the neighboring APs as side information, it does not know
other information about the neighboring APs (e.g., traffic).
Furthermore, we assume that there is no information about
the throughput in advance. We assume that the throughput
observed by AP 1 is generated from some probability distri-
bution.
III. PROBLEM FORMULATION
Our goal is that AP 1 selects a channel based on the pair
of channel information of the neighboring APs and observed
throughput at each time, to achieve higher throughput in a
gradual manner. However, because there is no prior informa-
tion on the throughput, collecting data is necessary to learn
the optimal channel.
A. Contextual Multi-Armed Bandit Problem
This section describes the independent and identically dis-
tributed (i.i.d.) CMAB problem formally. Let A be a finite set
of K arms, X be a space of possible contexts, and Π ∈ AX
be a finite set of policies, which consists of a mapping from
X to A.
In the i.i.d. CMAB setting, the following steps are per-
formed in each round t = 1, 2, . . . , T :
1) A pair (xt, rt) consisting of a context and a reward
vector are randomly and independently drawn from an
unknown distribution D over X×[0, 1]A, and the context
xt is revealed to the agent.
2) Either a) or b) is performed:
a) The agent chooses an arm at ∈ A in accordance
with pit ∈ Π.
b) By prioritizing the available arms, the agent
chooses the arm at ∈ A in a random manner
according to the priority.
3) The agent observes the reward rt(at) ∈ [0, 1], the
element of rt that corresponds to arm at ∈ A.
Note that the agent observes the reward of only the chosen
arm; therefore, the rewards of the other arms are not revealed
to the agent.
The CMAB problem can be expressed as follows:
minimize
at
T∑
t=1
(rt(pi
?(xt))− rt(at)), (1)
where pi? ∈ Π is an optimal policy that satisfies
pi? := arg maxpi∈Π E(x,r)∼D[r(pi(x))]. The objective function∑T
t=1(rt(pi
?(xt))−rt(at)) is called the (empirical cumulative)
regret of the agent after T rounds [10]. To determine optimal
solution of (1), we must know pi? in advance; that is, as long as
the reward of only the chosen arm is revealed, it is virtually
impossible to solve (1). Therefore, the goal of the CMAB
problem is reducing the number of exploitations maximally,
to rapidly identify the optimal policy without prior information
other than contexts.
B. Channel Selection Problem in Unknown WLAN
In this section, we formulate a channel selection problem in
an unknown environment, in which the access probability of
each AP and the throughput model are not given in advance.
We first define pi as the evaluation scale of the access
probability of AP i as follows. Let Tslots be a period of several
frames, in which AP i is either always attempting to transmit
with probability pi ∈ [0, 1] or not attempting to transmit at
all with probability 1 − pi, where the probability pi is time-
invariant. For a sufficiently long period, the sum of the actual
frame transmission time is proportional to pi. We refer to pi
as the transmission probability of AP i.
The goal of this problem is to maximize the throughput by
allowing target AP 1 to select the optimal channel as follows:
max
c1∈C
E(c2,c3,...,cN ,f)∼D [f(c,p)] , (2)
where c := (c1, c2, . . . , cN ),p := (p1, p2, . . . , pN ). Note that
for AP 1, the value of pi (i = 2, 3, . . . , n) and distribution D
are unknown. The function f(c,p) is treated as the throughput
for convenience; however, in the following discussion, any
function may be used as long as f(c,p) is an evaluation
measure based on the channels and the access probabilities.
C. Contextual Bandit Formulation for Channel Selection
We now fomulate the channel selection problem as a CMAB
problem. Consider AP 1 as an agent. AP 1 repeatedly observes
a context, selects an arm, and observes a reward per Tslots.
It is assumed that the observed context is a vector that lists
the channels of the neighboring APs at that time, i.e., the
context set X is defined as { (c2, c3, . . . , cN ) | ci ∈ C, ∀i ∈
{2, 3, . . . , N} }. Let the arm set A be the channel set C that
is available to AP 1. Let D be a probability distribution over
X × [0, 1]C , the joint space of the context and the reward
vectors. The context vector x ∈ X and reward vector r(c1) ∈
[0, 1]C follow the distribution D. Policy pi ∈ Π is defined as
mapping pi : X → C from the channel set of the neighboring
APs to the channel that AP 1 selects.
The objective of this study as expressed by (2) can be
rewritten as follows:
minimize
c1,t
T∑
t=1
(rt(pi
?(xt))− rt(c1,t)). (3)
As mentioned in Section III-A, pi?(xt) is not known in
advance, and thus AP 1 needs to appropriately exploit and
explora. Furthermore, in a real environment, the access prob-
abilities of the neighboring APs are assumed to fluctuate
over time. Therefore, it is required for AP 1 to learn the
optimal channel as fast as possible. From the two requirements
mentioned above, we need to properly select an algorithm with
a high learning efficiency.
IV. SELECTION OF LEARNING ALGORITHMS
We overview and compare several applicable CMAB algo-
rithms. There are primarily the following algorithms:
• Algorithms prioritizing or reducing policies based on the
observed rewards, which corresponds to the method per-
forming a) in Section III-A (e.g., epoch-greedy [11]Ran-
domizedUCB [12]ILOVETOCONBANDITS [10]).
• Algorithms in which assuming that the expected value of
the reward in each context is linear in a certain feature
with some unknown coefficient vector, the agent selects
an arm based on the estimated value of its coefficient
(e.g., LinUCB [13], [14]Thompson sampling [15]). This
method corresponds to the method performing b) in
Section III-A
The RandomizedUCB and ILOVETOCONBANDITS algo-
rithms introduce a distribution over all the policies. Therefore,
when the number of possible policies |Π| is large, these
algorithms are difficult to apply (e.g., in this study, if N = 10,
K = 3, then |Π| = 3512). On the other hand, because Lin-
UCB and Thompson sampling algorithms determine a policy
progressively from a stochastic model, their computational
complexity does not depend on the size of the policy space.
By appliying the feature constructed in Section V, the epoch-
greedy algorithm can be transformed into an algorithm whose
computational complexity also does not depend on the size of
the policy space, as described below. Hence, in this study, we
use epoch-greedy, LinUCB, and Thompson sampling.
1) Channel selection based on epoch-greedy: Epoch-
greedy is an algorithm in which the agent explores once
and exploits s(Wl) ∈ N times for each epoch l, where Wl
represents a set with l elements (l ∈ {1, 2, . . . , L}) of the
context, channel, and reward pairs (x, c, r(c)) observed and
selected for each exploration step. The exploration in this
algorithm is to select a channel at random, and the exploitation
is to select a channel based on the policy that satisfies the
following equation:
arg max
pi∈Π
∑
(xl,c1,l,r(c1,l))∈Wl
r(c1,l) · 1(pi(xl) = c1,l), (4)
where 1(y) denotes an indicator function that is one if event
y is true and is zero otherwise. However, when using (4), the
computational complexity for each epoch is linear in |Π|. We
define the score of channel c ∈ C as:
pc :=
∑
(xl,c1,l,r(c1,l))∈Wl
r(c1,l) · 1(ϕ(xl, c1,l) = ϕ(xt, c)),
(5)
where the feature vectors ϕ(x, c) ∈ Rd correspond to the
information of each channel c when the context x is observed.
In the exploitation step, the agent selects the channel cˆ =
arg maxc∈C pc, so that the computational complexity does not
depend on |Π|.
2) Channel selection based on JointLinUCB: In one of
the LinUCB algorithms [14], it is assumes that the expected
reward of a channel c is linear in its d-dimentional feature
vector ϕ(xt, c1,t) with some unknown coefficient vector: for
all t = 1, 2, . . . , T ,
E[rt(c1,t) |xt] = θ?>ϕ(xt, c1,t). (6)
LinUCB always selects the channel with the highest upper
confidence bound for the prediction of θ?>ϕ(xt, c1,t). We
refer to this type of LinUCB as algorithm JointLinUCB.
3) Channel selection based on DisjointLinUCB: Consider
a model in which the true coefficient parameter θ? is replaced
by an independent value θ?c for each channel c ∈ C [14], i.e.,
the parameters are not shared among the different channels.
We refer to this model as DisjointLinUCB, whose steps are
the same as JointLinUCB.
4) Channel selection based on Thompson sampling:
Thompson sampling is adaptable under the same assumption
as LinUCB, i.e., the expected reward satisfies (6). In this
algorithm, parameter θ? is regarded as a random variable, and
the distribution of the parameters is updated using Bayesian
updating through observation of the rewards. The agent selects
the channel that maximizes ϕ(xt, c1,t)>θ˜t, where θ˜t is the
value sampled from the posterior distribution.
Remark 1. Feature ϕ(x, c), which all four algorithms men-
tioned above use, can be freely defined by users. Therefore, the
key to perform learning rapidly and efficiently is to construct
the feature that is suitable for our problem setting.
Remark 2. The details of these methods described above are
presented in Appendix.
V. FEATURE CONSTRUCTION
A. Straightforward Feature Construction
In this study, as the context x is defined by the channel
set of neighboring APs, we can naturally construct the feature
ϕs : X × C → {1, 2, . . . ,K}N when AP 1 selects a channel
c1 as follows:
ϕs(x, c1) := c, (7)
where c is defined in Section III-B. In this case, the number
of features is |ϕs| = KN .
B. Proposed Feature Extraction
In this section, we identify channel set of neighboring APs
that can be considered the same for learning, aiming to reduce
the number of features |ϕ|. This process is referred to as
feature extraction.
The feature with extraction ϕp : X×C → {0, 1}N is defined
as follows:
ϕp(x, c1) := (1, φ1, . . . , φN )
>
. (8)
φi :=
{
1 if ci = c1
0 otherwise
, i ∈ {2, 3, . . . , N}. (9)
For each channel that AP 1 can select, the feature vector
indicates which neighboring AP occupies that channel. The
total number of features |ϕp| equals 2N−1, and it does not
depend on the number of available channels K. Thus, feature
extraction improves the learning efficiency. Furthermore, the
ith element of the feature vector is 1 only when AP i can
contribute to the reward; therefore the magnitude of the ith
element of the parameter θ in the linear model corresponds
to the magnitude of the transmission probability pi. This is
because the observed throughput depends only on the AP that
interferes with AP1.
By using this feature, we can organize information as in the
following example. Fig. 1 presents two environments (a) and
(b) that differ only in the context of case N = 3,K = 2, and
four possible migration environments (c), (d), (e), and (f). Note
that the environments are expressed by the graphs, where the
vertex corresponds to the AP and the edge consists of pairs of
APs j, k ∈ N , if and only if APs j and k are within a carrier
sensing range when they use the same channel. By definition,
the reward r(c1) depends only on the neighboring APs in the
same channel as AP 1. Therefore, as environments (a) and
1 ：Channel 1 2 ：Channel 2
AP1 AP1
1 2 2 1
1
1 2
2
1 2
1
2 1
2
2 1
(c) (d) (e) (f)
(a) (b)
1
Fig. 1: Four graphs that can generate from two different
contexts (N = 3, K = 2).
(b), although the contexts are different each other, there are
cases where each environment can be identified after AP 1
selects a channel; i.e., the pairs ((c), (f)) or ((d), (e)) have the
same environment from the viewpoint of the reward generation
process. Consequently, |Π| can be reduced by focusing on the
environment following AP 1 selects a channel.
VI. SIMULATION EVALUATION
In this section, we first tune hyper-parameters based on a
grid search [16]: to properly compare the effectiveness of some
CMAB algorithms. Subsequently, we validate the efficiency of
feature extraction by comparing the performance (i.e., regret)
of each algorithm.
The following procedure is repeated: for each round t =
1, 2, . . . , T ,
1) Each of the N − 1 neighboring APs randomly selects a
channel and the context xt is generated.
2) AP 1 selects a channel c1,t in accordance with the
learning algorithm.
3) Following Tslots, reward rt(c1,t) is observed.
where, procedures from 1) to 3) are defined as one step. We
assume p1 = 1, i.e., AP 1 updates the policy each Tslots. Note
that this assumption is not essential because the value of pi
affects only the learning time.
A primary objective of this study is to show the feasibility
of a CMAB-based channel selection, and therefore we employ
a simple reward model. The reward r(c1) is defined by the
following formula:
r(c1) :=
1
1 +
∑N
i=2 bpi · 1(c1 = ci)
, (10)
where bpi is a random variable that follows a Bernoulli
distribution with an expected value pi. Under the assumption
described in Section II, the reward can be regarded as the ratio
of the transmission time AP 1 acquires during Tslots.
A. Hyper-Parameter Tuning
Each algorithm described in Section IV has its own unique
hyper-parameter. Therefore, the superiority of these algorithms
TABLE I: Result of Hyper-parameter Tuning
Algorithm Parameter W m Tuned Parameter
epoch-greedy ceg [0.1, 100] 100 19
JointLinUCB αjoint [0.1, 5] 50 0.8
DisjointLinUCB αdisjoint [0.1, 5] 50 0.9
Thompson sampling ts [0.1, 1] 10 1.0
TABLE II: Simulation Parameters
Quantity Value
N Number of APs 10
K Number of available channels 3
p1 Transmission probability of AP 1 1.0
pi Transmission probability of AP i ∈ {2, . . . , 6} 0.1
pj Transmission probability of AP j ∈ {7, . . . , 12} 0.8
T Total steps 1000
δ The parameter of Thompson sampling 0.01
depends on the values of hyper-parameters, so that it may
not be possible to perform an appropriate comparison. Ad-
ditionally, in a real environment, the number of neighboring
APs and the access probabilities of the neighboring APs are
not always fixed. In this section, we present hyper-parameter
tuning, to appropriately compare the algorithms and ensure
their performance against the environmental changes.
Hyper-parameter tuning is performed by the following pro-
cedure based on a grid search:
1) m parameters are generated by dividing a range W into
m− 1 equal parts.
2) The number of neighboring APs is randomly selected
from 2 to 9, and the transmission probability of each
neighboring AP is also set randomly.
3) Learning is performed on each of the m parameters,
and the accumulated reward is saved at the end of 5000
steps.
4) Procedure 2) and 3) are repeated 100 times, and the pa-
rameter with the largest accumulated reward is adopted.
Note that the number of available channels K is fixed as 3.
The result of the hyper-parameter tuning is summarized in
Table I.
B. Simulation Results
In this section, we validate the efficiency of the proposed
scheme using reg(T ) defined as
reg(T ) :=
1
T
T∑
t=1
(rt(pi
?(c1,t))− rt(c1,t)) . (11)
When the empirical cumulative regret reaches the upper bound,
(11) converges to zero (T → ∞) because the numerator
is constant. This suggests that the algorithm whose reg(T )
converges to zero is a no-regret learning algorithm [17], [18],
i.e., as the agent explores more efficiently, the number of steps
required to converge to zero reduces.
The simulation parameters are summarized in Table II; the
values of all the hyper-parameter are as listed in Table I. Fig. 2
displays the results of calculating reg(T ) for each algorithm,
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Fig. 2: Impact of feature extraction (FE) on the environmental
changes, such as variation in the number of available channels
and neighboring APs. Algorithms without feature extraction
use ϕs. (a) and (b) consist of AP i (i = 2, 3, 7, 8, 9), (c)
consists of AP i (i = 2, 3, 7, 8, 9, 10), and (d) consists of AP i
(i = 2, 3, 7, 8, . . . , 12)
Fig. 3: Number of times AP 1 selects the same channel as
each neighboring AP among 1000 steps (N = 10, K = 3).
The blue system and the red system represent neighboring APs
with low access probabilities and neighboring APs with high
access probabilities, respectively.
where Figs. 2a and 2b present the impact of feature extraction
on the variation in the number of available channels, and
Figs. 2c and 2d depict the impact of feature extraction on the
variation in the number of neighboring APs. Here, the vertical
axis corresponds to the average value of reg(T ) following
5000 steps repeated 10 times. reg(T ) of JointLinUCB with
feature extraction converged to zero rapidly for all the patterns,
as shown in Fig. 2, including UCB1 [19], one of the most
prominent MAB algorithms. This result demonstrates that its
learning efficiency is the highest among the compared algo-
rithms, and moreover by the feature extraction, the learning
performance can be maintained at a high level regardless
of the number of available channels and neighboring APs.
We consider that this is because feature ϕp(x, c1), which is
defined in Section V, is appropriately constructed.
Fig. 3 displays the number of times AP 1 selects the same
channel as the neighboring APs following 1000 steps when
learning using JointLinUCB with feature extraction, which
has the highest learning efficiency in regret comparison. As
indicated in the figure, AP 1 selects the same channel at a rate
of approximately 30 % out of 1000 steps as neighboring APs
(i = 2, 3, . . . , 6) with low access probability, whereas the rate
at which the same channel is selected with neighboring APs
(i = 7, 8, 9, 10) with high access probability is approximately
10 %. The transmission probabilities of the neighboring APs
(i = 2, 3, . . . , 6) are all the same; therefore, for AP 1, the
neighboring APs (i = 2, 3, . . . , 6) are equivalent. Recall that
all the neighboring APs randomly select one of the three
available channels at each time t. Then, if AP 1 tries to avoid
only the neighboring APs with high access probabilities, the
probability of selecting the same channel as each neighboring
AP with low access probability should converge to 1/3.
VII. CONCLUSION
In this study, a CMAB algorithm-based channel selection
method was proposed for unknown WLAN environments. We
Algorithm 1 Epoch-greedy-based Channel Selection
Input: Exploitation step s(Wl).
Initialization: W0 ← ∅, t1 ← 1.
1: for l = 1, 2, . . . do
2: t = tl and observe context xt.
3: Choose a channel c1,t uniformly at random.
4: Receive reward rt(c1,t) ∈ [0, 1].
5: Wl = Wl−1 ∪ {(xt, c1,t, rt(c1,t))}.
6: tl+1 = tl + s(Wl) + 1.
7: for t = tl + 1, . . . tl+1 − 1 do
8: for all k ∈ C do
9: Observe context xt.
10: Calculate pk in (5).
11: end for
12: Choose a channel c1,t = arg maxk∈C pk with
ties broken arbitrarily.
13: Observe reward rt(c1,t).
14: end for
15: end for
focused not only on the number of neighboring APs and
channels of the neighboring APs but also on their access
probabilities. In the proposed method, by appropriately con-
structing the feature, the channel selection policy that avoids
the neighboring APs with high access probabilities can be
learned using the channel set of the neighboring APs as the
context (i.e., side information). In future research, we plan to
expand the number of controllable APs from one to several.
APPENDIX
a) Epoch-Greedy: Because the number of policies |Π| is
finite in this problem setting, the order of the upper bound of
the regret following T steps will be O(T 2/3(K ln |Π|)1/3), if
s(Wl) is defined as follows [11]: for l = 1, 2, . . . , L,
s(Wl) :=
⌊
ceg
√
l
K ln |Π|
⌋
, (12)
where ceg ∈ R+ is a hyper-parameter. Algorithm 1 provides
a detailed description of epoch-greedy.
b) JointLinUCB: The upper confidence bound of
JointLinUCB is derived as follows with reference to [13], [14].
The following inequality holds between an estimated value of
the expected reward and its true value:∣∣∣(θˆt>ϕ(xt, c1,t)− E[rt(c1,t) |xt]∣∣∣
≤ αjoint
√
ϕ(xt, c1,t)>(D>t Dt + Id)−1ϕ(xt, c1,t),
(13)
where α ∈ R+ is a hyper-parameter, θˆ ∈ Rd is
an estimator of θ? ∈ Rd at each time t, D>t Dt :=∑t
t′=1ϕ(xt′ , c1,t′)
>ϕ(xt′ , c1,t′), and Id is the d× d identity
matrix. Let D>t Dt + Id and
∑t
t′=1Dt′rt′(c1,t′) be denoted
Algorithm 2 JointLinUCB-based Channel Selection
Input: αjoint ∈ R+.
Initialization: A← Id, b← 0d.
1: for t = 1, 2, . . . , T do
2: θt ← A−1b.
3: Observe context xt.
4: for all k ∈ C do
5: Calculate pk in (14).
6: end for
7: Choose a channel c1,t = arg maxk∈C pk with ties
broken arbitrarily.
8: Observe reward rt(c1,t).
9: A← A+ϕ(xt, c1,t)ϕ>(xt, c1,t).
10: b← b+ϕ(xt, c1,t)rt(c1,t).
11: end for
by A and b at time t, respectively. The score of channel c ∈ C
(i.e., upper confidence bound) is defined as:
pc = θˆ
>
t ϕ(xt, c) + αjoint
√
ϕ>(xt, c)A−1ϕ(xt, c), (14)
where
√
ϕ>(xt, c)A−1ϕ(xt, c) is the standard deviation of
θ?>ϕ(xt, c). Algorithm 2 provides a detailed description.
Note that the hyper-parameter of DisjointLinUCB is denoted
as αdisjoint ( 6= αjoint).
c) Thompson Sampling: If the prior distribution is
N (0, vId), then the posterior distribution of θ? at time
t is N (θˆt, v2B−1), where v is a constant, B := Id +∑t−1
τ=1ϕ(xτ , c1,τ ) θˆt := B
−1
(∑t−1
τ=1ϕ(xτ , c1,τ )rτ (c1,τ )
)
.
Additionally, we assume that Z = rt(ct) − θ?>ϕ(xt, c1,t)
is conditionally R-sub-Gaussian for a constant R ≥ 0, i.e.,
∀λ ∈ R, E[eλZ ] ≤ EZ∼N (0,R2)[eλZ] = exp
(
λ2R2/2
)
. This
assumption is satisfied whenever rt(ct) ∈ [θ?>ϕ(xt, c1,t) −
R,θ?>ϕ(xt, c1,t) + R] [20]. Because of r(ct) ∈ [0, 1] as
mentioned (10), it is sufficient to set R = 1. Similar to [15],
we define v as follows:
v = R
√
24
ts
(N − 1) ln 1
δ
, (15)
where ts ∈ [0, 1] is a hyper-parameter, and δ controls the
high probability regret bound. Algorithm 3 gives a detailed
description of Thompson Sampling.
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