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Comment
This text is my thesis, defended in June 2007, in the status it was at this time. The most
important results are contained in the article Foncteur de Picard d’un champ alge´brique to appear
in Mathematische Annalen (see the preprint arXiv :0711.4545). In the article, some results have
been added, and some previous results have been strengthened. However, the proofs of the results
contained in the appendix (concerning the smooth-e´tale cohomology on an algebraic stack) have
been removed. The thesis is only put on the ArXiv to provide a more lasting reference than my
webpage for these proofs.
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4 Introduction
Introduction
Si X est un objet ge´ome´trique, son groupe de Picard est le groupe des classes d’isomor-
phie de faisceaux inversibles (ou, si l’on pre´fe`re, de fibre´s en droites) sur X . Par exemple si
X est le spectre d’un anneau de Dedekind A, le groupe Pic(X) est simplement le groupe
des classes d’ide´aux de A. Si X est l’espace projectif Pn sur un corps, il est connu que le
degre´ des faisceaux inversibles induit un isomorphisme de Pic(X) vers Z. Dans bien des
cas, le groupe de Picard est naturellement muni d’une structure ge´ome´trique. Par exemple
si X est un sche´ma projectif inte`gre sur un corps k alge´briquement clos, on sait que le
groupe de Picard Pic(X) apparaˆıt en fait comme le groupe sous-jacent a` un k-sche´ma en
groupes PicX/k appele´ le sche´ma de Picard (ou foncteur de Picard) de X .
L’objet de cette the`se est de de´finir et d’e´tudier le foncteur de Picard d’un champ
alge´brique – un objet ge´ome´trique, apparu vers 1970, qui ge´ne´ralise la notion de sche´ma.
Pour comprendre la ne´cessite´ d’e´tudier un tel objet et pour appre´cier a` leur juste valeur
les travaux de Grothendieck, il n’est sans doute pas inutile de revoir rapidement l’histoire
du foncteur de Picard et des champs alge´briques. Pour plus de de´tails sur les aspects
historiques e´voque´s ci-dessous ou pour des re´fe´rences plus pre´cises, nous renvoyons a`
l’excellente introduction de [34] dont nous nous sommes inspire´.
Foncteur de Picard
Les besoins technologiques du 17e`me sie`cle ont pousse´ les mathe´maticiens a` de´velopper
le calcul inte´gral. Ils ont alors commence´ a` s’inte´resser aux proprie´te´s de certaines fonctions
apparaissant comme des inte´grales inde´finies. A` la toute fin de ce sie`cle, Jacques Bernoulli
puis son fre`re Jean mirent ainsi en e´vidence des relations alge´briques surprenantes entre
les arguments des sommes et des diffe´rences de logarithmes, de fonctions trigonome´triques
inverses, ou de certaines fonctions inte´grales. Dans la meˆme veine, le travail de Fagnano au
de´but du 18e`me sie`cle amena Euler a` de´couvrir en 1757 la  formule d’addition  suivante∫ x1
0
dx√
1− x4 ±
∫ x2
0
dx√
1− x4 =
∫ x3
0
dx√
1− x4
ou` x1, x2 et x3 ve´rifient la relation alge´brique :
x41x
4
2x
4
3 + 2x
2
1x
2
2x
2
3(x
2
1 + x
2
2 + x
2
3) + x
4
1 + x
4
2 + x
4
3 − 2x21x22 − 2x21x23 − 2x22x23 = 0.
Il ge´ne´ralisa en 1759 cette formule a` d’autres inte´grales. Abel donna en 1826 une bien
plus large porte´e a` ces conside´rations en de´couvrant le fameux  the´ore`me d’Abel . C’est
un the´ore`me d’addition tre`s ge´ne´ral pour des inte´grales alge´briques de ce type, inte´grales
qui ont vite pris le nom d’ inte´grales abe´liennes . Euler comme Abel remarque`rent
que ces inte´grales e´taient en quelque sorte  multivalue´es , un peu comme les fonctions
trigonome´triques inverses, mais ne pousse`rent pas l’analogie plus loin. Abel voyait ce
phe´nome`ne comme une sorte de  constante d’inte´gration  dont il e´vitait l’apparition en
ne conside´rant que des chemins d’inte´gration assez petits.
Riemann e´claircit nettement la situation en 1857. En e´tudiant les inte´grales sur une
varie´te´ projective lisse complexe C de dimension 1, que l’on appellerait aujourd’hui une
 surface de Riemann , il prouve que certaines de ces inte´grales, les inte´grales  de pre-
mie`re espe`ce , forment un C-espace vectoriel de dimension finie p et qu’elles ont 2p
 pe´riodes , c’est-a`-dire des nombres qui engendrent tous les changements possibles de
la valeur de l’inte´grale qui peuvent survenir en changeant le chemin d’inte´gration. Plus
pre´cise´ment, il fixe une base (ψ1, . . . , ψp) de l’espace des inte´grales de premie`re espe`ce. Il
5choisit aussi 2p chemins qui forment une base de l’homologie, puis il forme le re´seau Λ de
Cp engendre´ par les 2p vecteurs obtenus en inte´grant (ψ1, . . . , ψp) le long des 2p chemins
choisis.
Figure 1 : Une surface de Riemann de genre 2 a quatre  pe´riodes .
Il appelle alors  jacobienne  le quotient
J = Cp/Λ.
Il s’inte´resse aussi au morphisme dit  d’Abel-Jacobi  de la µ-ie`me puissance syme´trique
de C vers la jacobienne :
Ψµ :

C(µ) −→ J
(x1, . . . , xµ) 7−→
(
µ∑
i=1
ψ1xi, . . . ,
µ∑
i=1
ψpxi
)
.
Il montre que si les diviseurs x1 + · · ·+ xµ et x′1 + · · ·+ x′µ sont line´airement e´quivalents,
alors ψµ(x1, . . . , xµ) et ψµ(x
′
1, . . . , x
′
µ) sont e´gaux. La re´ciproque, vraie e´galement, ne
sera prouve´e que quelques anne´es plus tard par un autre mathe´maticien (Clebsch, 1864).
Ainsi la jacobienne, dont on commence a` voir qu’elle s’identifie au groupe des classes de
diviseurs, acquiert avec Riemann une structure de tore complexe de dimension p. Elle
n’est cependant pour l’instant de´finie que sur le corps C des nombres complexes.
Dans les anne´es 1950, Weil fonde la the´orie des varie´te´s abe´liennes. Il donne en parti-
culier une construction purement alge´brique de la jacobienne et prouve ainsi son existence
sur un corps quelconque. L’inconve´nient de cette de´marche est que la structure ge´ome´-
trique n’est pas de´finie a priori mais re´sulte de la construction alge´brique. Il faut par
exemple revenir a` la construction pour voir que tel objet lie´ au groupe de Picard est bien
un objet alge´brique.
Il a fallu attendre Grothendieck pour voir apparaˆıtre une de´finition ge´ne´rale du  fonc-
teur de Picard  d’un sche´ma sur une base quelconque, cette notion se comportant de plus
extreˆmement bien par changement de base. Il est de´fini de la manie`re suivante. Si X est
un S-sche´ma, on de´finit d’abord le foncteur P de la cate´gorie des S-sche´mas vers celle
des groupes qui a` un S-sche´ma T associe P (T ) = Pic(X ×S T ). On se demande alors s’il
existe un sche´ma qui repre´sente ce foncteur, c’est-a`-dire un S-sche´ma Pic tel que pour
tout T , P (T ) s’identifie a` l’ensemble des morphismes de T vers Pic. Naturellement, ainsi
pose´, le proble`me n’a pas de solution. On sait en effet qu’un foncteur repre´sentable est
toujours un faisceau pour la topologie fpqc. Or le foncteur P que nous venons de de´finir
n’est jamais un faisceau, meˆme pour la topologie de Zariski : il existe toujours des fais-
ceaux non triviaux qui proviennent de la base. Qu’importe ! Il suffit de conside´rer, non
pas le foncteur P lui-meˆme, mais le faisceau associe´ pour une topologie suffisamment fine
pour que l’on puisse espe´rer que le faisceau obtenu ait une chance d’eˆtre repre´sentable. En
6 Introduction
pratique on se contente de la topologie e´tale. On appelle donc foncteur de Picard de X ,
et l’on note PicX/S , le faisceau associe´ a` P pour la topologie e´tale. Le sche´ma de Picard,
s’il existe, est alors simplement l’unique sche´ma qui repre´sente ce foncteur. Avec cette
de´finition, la structure ge´ome´trique est intimement lie´e a` la structure alge´brique et est en
tout cas comple`tement de´finie a priori. Ce point de vue pre´sente un avantage non ne´gli-
geable : la construction du foncteur de Picard ne requiert aucune hypothe`se sur le sche´ma
X . En travaillant directement sur le foncteur de Picard, on peut meˆme e´tudier certaines
proprie´te´s ge´ome´triques (lissite´, se´paration, proprete´, dimension. . .) du sche´ma de Picard
sans meˆme savoir s’il existe ! ! Quant a` l’existence du sche´ma de Picard (c’est-a`-dire la
repre´sentabilite´ du foncteur de Picard par un sche´ma), elle est e´tablie dans de nombreux
cas a` l’aide de techniques projectives reposant sur une utilisation judicieuse du sche´ma de
Hilbert.
Les travaux ulte´rieurs s’inscrivent parfaitement dans le prolongement de la de´marche
 fonctorielle  initie´e par Grothendieck. Artin invente et de´veloppe avec son e´le`ve Knut-
son (voir [35]) la notion d’espace alge´brique, qui ge´ne´ralise celle de sche´ma. Il montre
alors avec Raynaud l’existence d’un  espace alge´brique de Picard . Cette fois-ci, la de´-
monstration ne fait aucun usage des techniques projectives encore indispensables quelques
anne´es auparavant. Il en re´sulte un the´ore`me valable dans un cadre bien plus ge´ne´ral que
celui qui assure l’existence du sche´ma de Picard, et de surcroˆıt plus facile a` obtenir, sans
que le produit obtenu (un espace alge´brique au lieu d’un sche´ma) ne soit re´ellement moins
commode.
Champs alge´briques
La the`se de Giraud, vers 1970, donne naissance aux champs, dans la droite ligne´e
des travaux de Grothendieck. La notion de champ alge´brique suit imme´diatement avec
un article fondateur de Deligne et Mumford ([20]) : ils de´montrent, en introduisant les
champs qui portent aujourd’hui leurs noms, que l’espace de module des courbes de genre
g est irre´ductible. Artin donne peu apre`s une de´finition un peu plus ge´ne´rale des champs
alge´briques.
Initialement introduits pour pallier la non-existence de certains espaces de modules
ou bien pour effacer quelques importunes singularite´s d’iceux, qui n’apparaissaient que
par une sorte d’illusion d’optique due a` la mise a` mort des automorphismes des objets
qu’ils sont cense´s classifier, les champs alge´briques ont petit a` petit pris une place conside´-
rable dans l’environnement naturel du ge´ome`tre alge´briste. Au point que certains pensent,
comme Abramovich et Vistoli (cf. [6] 1.2), qu’ils sont amene´s a` devenir l’objet d’e´tude de
base du ge´ome`tre alge´briste, au meˆme titre que les sche´mas l’e´taient pour les  anciens .
De fait, des travaux re´cents les ont fait apparaˆıtre comme tels. Prenons l’exemple des sur-
faces elliptiques, c’est-a`-dire des familles de courbes elliptiques parame´tre´es par une courbe
C. Pour compactifier l’espace de modules de ces surfaces, il faut rajouter quelques points.
Or ces points supple´mentaires correspondent naturellement a` des familles parame´tre´es
par des  courbes tordues  introduites par Abramovich et Vistoli. Ce sont des courbes
nodales munies d’une structure supple´mentaire d’ orbispace  au-dessus de chaque nœud.
Elles sont ainsi munies d’une structure de champ de Deligne-Mumford. Nous reparlerons
de ces courbes ulte´rieurement.
Des jacobiennes de courbes champeˆtres ?
Toute la force des champs alge´briques vient du fait que la plupart des notions ge´o-
me´triques classiques (lissite´, dimension, cohomologie, connexite´. . .) s’y e´tendent sans dif-
7ficulte´. Pour ce qui concerne le groupe de Picard, le travail a e´te´ initie´ par Mumford dans
un article fondateur. Bien que la notion de champ n’ait pas encore e´te´ introduite, il y cal-
cule en re´alite´ le groupe de Picard du champ des courbes elliptiques, isomorphe a` Z/12Z.
Il semble cependant que personne ne se soit encore re´ellement attele´ a` la construction
de la jacobienne d’un champ alge´brique et a` l’e´tude de ses proprie´te´s ge´ome´triques. En
l’e´tat actuel des publications, la seule chose que l’on puisse affirmer est que la question
de la repre´sentabilite´ du foncteur de Picard est pour l’essentiel de´ja` re´solue. Masao Aoki
montre en effet dans des travaux re´cents (voir [11] et [10]) que si X et Y sont des S-
champs alge´briques de pre´sentation finie, et si X est propre et plat, alors le champ des
morphismes H om (X ,Y ), dont on trouvera une de´finition pre´cise dans les articles cite´s,
est un champ (pre´)alge´brique1. Or en prenant pour Y le champ BGm qui classifie les
Gm-torseurs, on obtient le champ H om (X ,BGm), isomorphe au champ des faisceaux
inversibles Pic(X /S) dont la cate´gorie fibre au-dessus d’un S-sche´ma U est la cate´gorie
des faisceaux inversibles sur X ×S U . On en de´duit facilement que le foncteur de Picard
d’un champ alge´brique propre, plat et cohomologiquement plat en dimension ze´ro est re-
pre´sentable par un espace alge´brique (cf. infra (1.3.7)). Max Lieblich vient par ailleurs de
souligner (cf. [40]) le fait que le champ des faisceaux quasi-cohe´rents a` support propre sur
un champ alge´brique (avec de bonnes hypothe`ses) est alge´brique. Il en de´duit ensuite que
le champ des fibre´s de rang fini, donc en particulier le champ Pic(X /S), est alge´brique.
Cependant la de´monstration d’Aoki ne permet pas re´ellement de voir ce qui se passe
pour le foncteur de Picard. D’une part il n’y est question que de morphismes de champs
alge´briques, si bien qu’il faut toujours traduire les e´nonce´s et les de´monstrations dans le
langage des faisceaux inversibles. Mais surtout, l’e´tude ge´ne´rale des morphismes oblige
l’auteur a` recourir a` des techniques dont on sent bien qu’elles sont par trop e´labore´es
pour le simple cas des faisceaux inversibles. Max Lieblich utilise implicitement le meˆme
genre de techniques pour traiter le cas du champ des faisceaux quasi-cohe´rents a` support
propre.
Plan de la the`se et principaux re´sultats
Ge´ne´ralite´s
Le premier chapitre est consacre´ a` la de´finition et aux premie`res proprie´te´s des fonc-
teurs de Picard d’un champ alge´brique sur un sche´ma S. Apre`s avoir revu rapidement
ce qu’e´tait un faisceau inversible, nous de´montrons que le groupe des classes de faisceaux
inversibles est isomorphe au groupe H1(X ,Gm), retrouvant ainsi le re´sultat analogue
bien connu dans le cas des sche´mas. Puis nous de´finissons comme dans le cas des sche´mas
diffe´rents foncteurs de Picard, qui sont des faisceaux relativement a` des topologies de
plus en plus fines sur S, et nous en donnons une description cohomologique. Le the´ore`me
le plus utile est le the´ore`me de comparaison (1.2.3.1) entre ces diffe´rents foncteurs dans
le cas ou` f est cohomologiquement plat en dimension ze´ro et quasi-compact. Signalons
tout de suite que pour mener a` bien cette e´tude, nous avons besoin d’un certain nombre
de re´sultats e´le´mentaires relatifs a` la cohomologie lisse-e´tale des champs alge´briques, qui
semblent manquer a` la litte´rature actuelle. Nous avons pre´fe´re´ rele´guer ces re´sultats en
annexe afin de ne pas  polluer  le texte principal par trop de conside´rations techniques.
Nous reviendrons plus en de´tail sur cette annexe et son contenu un peu plus loin.
Nous de´finissons ensuite le champ de Picard. Nous montrons en particulier que sous des
hypothe`ses raisonnables, le champ de Picard est alge´brique si et seulement si le foncteur
de Picard est repre´sentable.
1Seule la quasi-se´paration n’est pas traite´e par Aoki. Nous y reviendrons dans un paragraphe ulte´rieur.
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Cette partie s’ache`ve sur des proprie´te´s e´le´mentaires du foncteur de Picard. Il est tout
d’abord localement de pre´sentation finie de`s que le morphisme structural de X est quasi-
compact. En outre il commute aux limites projectives. Cette dernie`re proprie´te´, d’ailleurs
facile a` obtenir a` l’aide du the´ore`me d’existence de Grothendieck ge´ne´ralise´ par Olsson
aux champs alge´briques, trouve sa raison d’eˆtre dans le the´ore`me de repre´sentabilite´ du
foncteur de Picard (re)de´montre´ ulte´rieurement.
Proprie´te´s de se´paration
Cette seconde partie est de´ja` plus technique que la pre´ce´dente. Nous y e´tudions les
proprie´te´s de se´paration du foncteur de Picard et du champ de Picard. On retiendra
principalement deux re´sultats, et peut-eˆtre un lemme qui peut s’ave´rer utile pour re´soudre
la question de la quasi-se´paration pour d’autres champs que le champ de Picard.
Le premier de ces re´sultats est la proposition (2.2.2) : le foncteur de Picard est loca-
lement se´pare´, autrement dit sa diagonale est une immersion quasi-compacte, de`s que X
ve´rifie les hypothe`ses habituelles. La de´monstration repose essentiellement sur les ide´es
d’Artin pre´sentes dans [12] et qui apparaissent ici sous la forme du the´ore`me (2.1.1.2).
Pour un champ, les questions de se´paration semblent nettement plus de´licates en ge´ne´-
ral. Il est de´ja` hors de question qu’un  vrai  champ alge´brique, j’entends par la` un champ
alge´brique qui n’est pas un espace alge´brique, soit localement se´pare´ au sens habituel. En
effet sa diagonale serait alors une immersion donc un monomorphisme, ce qui prouverait
que le morphisme structural est repre´sentable. La condition qu’il est raisonnable d’exiger
serait donc celle de quasi-se´paration : on dit qu’un champ alge´brique est quasi-se´pare´
si sa diagonale est quasi-compacte. Cette condition fait d’ailleurs partie de la de´finition
d’un champ alge´brique dans le livre [38] de Laumon et Moret-Bailly. D’une manie`re ou
d’une autre il est ne´cessaire d’imposer des conditions de finitude sur la diagonale. On
lira a` ce sujet la remarque II 1.9 de Knutson dans [35]. Cependant un certain nombre de
champs tout a` fait dignes d’inte´reˆt et que l’on aurait envie de qualifier d’ alge´briques 
ne sont pas quasi-se´pare´s. Doit-on conside´rer que le champ classifiant BZ est alge´brique ?
Pour d’autres champs la question n’est tout simplement pas re´solue2. Par exemple dans
[11], Masao Aoki ne traite qu’un cas tre`s particulier : il montre que le champ des mor-
phismes H om (X ,Y ) est quasi-se´pare´ lorsque X est un espace alge´brique et Y admet
une pre´sentation propre ([11] proposition 4.1). Nous montrons dans cette partie (voir le
the´ore`me (2.3.1)) que dans le cas particulier du champ de Picard, le fait que les groupes
d’automorphismes soient quasi-compacts suffit a` assurer la quasi-se´paration.
Nous donnons au passage un crite`re de quasi-se´paration pour les champs alge´briques
fortement inspire´ du the´ore`me d’Artin (2.1.1.2).
De´formation de faisceaux inversibles
Nous e´tudions dans cette troisie`me partie les de´formations de faisceaux inversibles,
puis nous (re)de´montrons que le foncteur de Picard d’un champ alge´brique propre, plat
et cohomologiquement plat en dimension ze´ro est repre´sentable et nous donnons enfin des
proprie´te´s e´le´mentaires sur sa lissite´ et sa dimension.
L’e´tude des de´formations est la pierre angulaire des the´ore`mes de repre´sentabilite´
d’Artin que l’on peut trouver dans [12] ou [15]. C’est souvent le point dont l’e´tude est la
plus de´licate. C’est d’ailleurs pour cette raison que Masao Aoki a duˆ, pour montrer que
le champ H om (X ,Y ) e´tait alge´brique, consacrer un premier article ([9]) a` l’e´tude des
de´formations de champs alge´briques, et s’appuyer sur un article d’Olsson ([47]) concernant
2Certains auteurs ont meˆme enleve´ la condition de quasi-se´paration de la de´finition.
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tre`s ge´ne´raux d’Illusie ([33]).
Le principal re´sultat de cette section est le suivant :
The´ore`me 3.2.5
(1) Il existe un e´le´ment ω ∈ H2(X , I) dont l’annulation e´quivaut a` l’existence d’une
de´formation de L a` T .
(2) Si ω = 0, alors DefmT (L ) est un torseur sous H
1(X , I).
(3) Si (L˜ , λ) est une de´formation de L , son groupe d’automorphismes est isomorphe
a` H0(X , I).
Nous l’y e´tudions sous plusieurs aspects. Nous commenc¸ons par montrer que l’on peut
le de´duire facilement du the´ore`me analogue d’Aoki concernant les de´formations de mor-
phismes en prenant comme champ d’arrive´e Y = BGm. Il suffit a` peu de choses pre`s de
calculer le complexe cotangent du champ classifiant BGm sur un sche´ma T . Cependant
cette de´marche nous a paru insatisfaisante car il s’ave`re que le cas des faisceaux inversibles
est nettement plus simple que celui des de´formations de morphismes. Nous proposons donc
deux autres de´monstrations de ce the´ore`me, inde´pendantes des travaux que nous venons
de citer et de nature plus  ge´ome´trique . La premie`re consiste a` se ramener au cas des
faisceaux inversibles sur un espace alge´brique a` l’aide d’une pre´sentation du champ X
(elle rejoint en cela les de´marches d’Olsson et Aoki). La seconde est plus rapide puisque
nous travaillons directement avec des faisceaux inversibles sur X . Elle ne´cessite cependant
un petit travail technique supple´mentaire pour relier les groupes de cohomologie lisse-e´tale
d’un champ a` ceux d’une extension infinite´simale de ce champ. Nous avons pre´fe´re´ joindre
ces re´sultats de nature purement cohomologique a` l’annexe de´ja` mentionne´e plus haut (cf.
paragraphe (A.1.8)).
Cette e´tude directe des de´formations de faisceaux inversibles nous permet de donner
une de´monstration de la repre´sentabilite´ du foncteur de Picard (sous de bonnes hypo-
the`ses) logiquement inde´pendante des travaux d’Aoki. Bien entendu nous aurions tout
aussi bien pu utiliser le crite`re [15] 5.3 d’Artin pour qu’un champ soit alge´brique au lieu
du the´ore`me de repre´sentabilite´ pour les espaces alge´briques [12] 5.3 et obtenir ainsi l’al-
ge´bricite´ du champ de Picard. En fait le paragraphe 1.3 montre qu’il est essentiellement
e´quivalent d’e´tudier le foncteur de Picard ou le champ de Picard (du moins lorsque X
est cohomologiquement plat en dimension ze´ro).
Ce chapitre s’ache`ve sur un re´sultat classique reliant la dimension du sche´ma de Picard
d’un champ alge´brique sur un corps (lorsqu’il existe) et sa lissite´ a` l’origine. Nous calculons
au passage son espace tangent.
Composante neutre du foncteur de Picard
Revenons a` des exemples plus concrets et conside´rons le cas d’une courbe elliptique E
sur un corps k. On sait dans ce cas que la jacobienne Pic0E/k, c’est-a`-dire la composante
connexe de l’e´le´ment neutre du sche´ma de Picard PicE/k, est isomorphe a` E et que le
sche´ma de Picard s’identifie a` une infinite´ de´nombrable de copies de cette jacobienne
indexe´es par le degre´ des faisceaux inversibles. Il est bien e´vident que le sche´ma de Picard
lui-meˆme n’est pas propre. Cependant la jacobienne, elle, est propre. Il en va de meˆme
si l’on remplace E par une courbe projective inte`gre et lisse sur un corps k. En fait la
jacobienne posse`de souvent des proprie´te´s de finitude agre´ables et contient en re´alite´ une
grande partie de l’information re´ellement utile fournie par le sche´ma de Picard. Sur une
base quelconque la situation est naturellement plus complexe car on ne dispose plus d’un
e´le´ment neutre mais d’une section neutre. La premie`re ide´e qui vient a` l’esprit est de
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conside´rer la composante connexe de l’e´le´ment neutre dans chaque fibre (c’est un ouvert
de la fibre) et d’appeler jacobienne la re´union de toutes ces composantes. Le proble`me
est qu’il n’est pas e´vident a priori que cette construction fournisse un ouvert du foncteur
de Picard. Lorsque ce dernier est repre´sentable par un sche´ma, on peut appliquer le
corollaire IV (15.6.5) des EGA ([30]) sur la composante connexe des fibres le long d’une
section. Mais il ne s’applique pas tel quel lorsque nous avons affaire a` un espace alge´brique.
Notre premier travail a donc e´te´ de ge´ne´raliser ce re´sultat au cas des espaces alge´briques
afin de s’assurer que la construction de´crite pre´ce´demment fournirait bien un sous-espace
alge´brique ouvert Pic0X /S du foncteur de Picard.
Une fois la jacobienne de´finie, il semble naturel d’espe´rer qu’elle soit propre sur S
lorsque X est lisse par exemple. Ceci est en effet vrai lorsque X est un sche´ma (cf.
[34] 5.20). Nous avons fait un premier pas vers l’obtention de cette proprete´ en de´montrant
le re´sultat lorsque X est un champ alge´brique normal sur un corps.
The´ore`me 4.2.2 On suppose que X est un champ alge´brique propre, ge´ome´triquement
normal et cohomologiquement plat en dimension ze´ro sur Spec k. Alors la composante
neutre Pic0X /k du sche´ma de Picard est propre sur k.
Il suffirait maintenant de relier la proprete´ de Pic0X /S a` la proprete´ de chacune de ses
fibres pour en de´duire que Pic0X /S est propre de`s que X est lisse sur S. Nous espe´rons
aboutir bientoˆt a` ce re´sultat.
Quelques exemples
Nous avons essaye´ de voir a` travers deux exemples comment l’ajout d’une  structure
champeˆtre  a` un sche´ma modifie son foncteur de Picard.
Le premier exemple que nous conside´rons est celui du champ des  racines nie`mes d’un
faisceau inversible . On fixe un sche´ma X , un faisceau inversible L sur X et un entier
n strictement positif. On peut associer a` ces donne´es un champ [L
1
n ] qui classifie les
faisceaux inversibles M munis d’un isomorphisme de M⊗n vers L . Alors [L
1
n ] est une
µn-gerbe sur X , et son foncteur de Picard s’obtient a` partir de celui de X en lui adjoignant
d’une manie`re tre`s naturelle une racine nie`me de la classe du faisceau L .
Plutoˆt que de mettre une structure champeˆtre sur le sche´ma X tout entier, on peut
aussi ajouter a` une courbe une structure de µr-gerbe en quelques points isole´s. C’est
ce que font Abramovich et Vistoli dans [8]. En essayant de compactifier l’espace des
morphismes stables d’une courbe nodale C vers un champ de Deligne-Mumford X fixe´,
ils se sont aperc¸us qu’aux points limites il e´tait ne´cessaire d’autoriser une telle structure
en les nœuds de C, et meˆme en des points marque´s. Une courbe tordue d’Abramovich et
Vistoli ressemble a` quelque chose comme ceci :
ou` les  gros  points signalent la pre´sence d’une action d’un groupe cyclique µr. Nous
de´crivons dans la section 5.3 le foncteur de Picard d’une courbe tordue lisse.
11
Annexe
Cette dernie`re partie est un peu diffe´rente des autres dans la mesure ou` elle ne concerne
a priori pas du tout le foncteur de Picard. C’est ce qui lui a valu l’appellation d’ annexe 
mais en re´alite´ elle aurait tout aussi bien pu se trouver tout au de´but et porter le nom de
 re´sultats pre´liminaires sur la cohomologie lisse-e´tale , ce qui aurait d’ailleurs e´te´ plus
cohe´rent d’un point de vue purement logique. Nous invitons donc le lecteur soucieux de
respecter l’ordre logique des propositions a` commencer sa lecture par la`.
Cette annexe trouve essentiellement sa raison d’eˆtre dans le manque de re´fe´rences
sur la cohomologie lisse-e´tale des champs alge´briques. Au fil de nos interrogations sur le
foncteur de Picard (et particulie`rement sur sa description cohomologique), nous avons
naturellement e´te´ amene´ a` utiliser des proprie´te´s des groupes de cohomologie qui  ne
pouvaient qu’eˆtre vraies  (sans quoi les de´finitions auraient pu eˆtre qualifie´es de mau-
vaises et de´finitivement abandonne´es) mais pour lesquelles il ne semble pas exister de
re´fe´rence. Il est bon par exemple de ve´rifier (cf. (A.1.1.9)), une fois construits les groupes
de cohomologie lisse-e´tale d’un champ alge´brique X , qu’ils co¨ıncident avec les groupes
de cohomologie e´tale de X lorsque X est un sche´ma (ou plus ge´ne´ralement un champ de
Deligne-Mumford). Il convient e´galement de ve´rifier que si F est un faisceau lisse-e´tale
abe´lien sur X et si f : X Y est un morphisme de champs alge´briques, alors le fais-
ceau image directe supe´rieure Rqf∗F est bien, comme on le pense, le faisceau associe´ au
pre´faisceau qui a` tout ouvert lisse-e´tale (U, u) de Y associe le qie`me groupe de cohomolo-
gie de X ×Y U a` valeurs dans FX×Y U . Contrairement a` ce que l’on pourrait croire au
premier abord, cette dernie`re proprie´te´ n’est pas une conse´quence imme´diate de l’e´tude
ge´ne´rale propose´e dans SGA4, ceci a` cause d’un de´faut de fonctorialite´ du topos lisse-e´tale
des champs alge´briques (le foncteur f−1 n’est pas toujours exact). Ce de´faut de fonctoria-
lite´ a pour conse´quence faˆcheuse que la  machine  SGA4 ne s’applique pas toujours et
qu’il faut par conse´quent travailler un peu plus finement pour obtenir un certain nombre
de proprie´te´s d’apparence pourtant e´le´mentaire sur la cohomologie lisse-e´tale des champs
alge´briques. Ce travail a e´te´ fait en grande partie par Olsson et Laszlo pour le cas des
faisceaux quasi-cohe´rents (voir [45]) ou des coefficients finis (voir [37]). Mais les faisceaux
abe´liens qui ne jouissent pas d’une telle structure ont pour l’instant e´te´ laisse´s de coˆte´.
Or le faisceau abe´lien que l’on rencontre le plus souvent lorsque l’on s’inte´resse au
foncteur de Picard n’est pas quasi-cohe´rent : il s’agit de Gm. Nous avons donc e´te´ amene´
a` de´montrer au fil de nos travaux diverses proprie´te´s. Leur nombre croissant nous a fina-
lement conduit a` les regrouper dans un chapitre a` part. Cette annexe est donc une sorte
de  fourre-tout  cohomologique qui, bien loin de pre´tendre a` l’exhaustivite´, se contente
au contraire de re´pondre aux strictes exigences des autres chapitres. Nous espe´rons tout
de meˆme que nous aurons ainsi contribue´ a` combler une lacune de la litte´rature existante.
Nous renvoyons a` l’introduction de ladite annexe pour un expose´ plus de´taille´ des pro-
prie´te´s que le lecteur inte´resse´ pourra y trouver. Signalons juste l’introduction d’un site
un peu plus gros que le site lisse-e´tale, le site lisse-lisse champeˆtre, qui induit le meˆme
topos mais se comporte de manie`re un peu plus agre´able a` certains e´gards (notamment
vis-a`-vis des images directes). Il nous a rendu de fiers services et pourra sans doute encore
se montrer utile.
Conventions
Suivant [38], sauf mention expresse du contraire, tous les champs alge´briques (a fortiori
tous les sche´mas et tous les espaces alge´briques) seront quasi-se´pare´s. Un champ  alge´-
brique  non-quasi-se´pare´, i.e. un champ dont la diagonale est repre´sentable et localement
de type fini, et qui admet une pre´sentation lisse, sera dit pre´alge´brique.
Chapitre 1
Foncteurs de Picard
En 1965, c’est-a`-dire quatre ans avant la parution des premiers articles fondant la the´o-
rie des champs, Mumford publie l’article [42]. Il de´finit en particulier une notion de faisceau
inversible sur un  proble`me de modules  M . Un tel faisceau inversible est la donne´e d’un
faisceau inversible sur S pour toute famille de courbes X S, et d’isomorphismes de
transition entre ces faisceaux inversibles ve´rifiant une condition de compatibilite´ naturelle.
Bien que le champ conside´re´ par Mumford se trouve eˆtre alge´brique, on voit bien que cette
condition n’est en rien ne´cessaire et que la notion de faisceau inversible prend un sens sur
un champ quelconque. Mumford de´finit ensuite le groupe de Picard de M comme e´tant
le groupe des classes d’isomorphie de faisceaux inversibles sur M , montre que ce groupe
est isomorphe au groupe H1(M ,Gm), puis le calcule a` titre d’exemple dans le cas ou` M
est le champ M1,1 des courbes elliptiques.
La notion de faisceau inversible sur un champ est devenue aujourd’hui commune. Nous
pre´sentons dans une premie`re section diffe´rentes re´alisations de la cate´gorie des faisceaux
inversibles sur un champ (parfois alge´brique) et nous montrons l’e´quivalence entre ces
diffe´rents points de vue. Puis nous de´finissons le groupe de Picard d’un champ et nous
en donnons une interpre´tation cohomologique. Nous suivons ensuite Grothendieck pour
de´finir les foncteurs de Picard relatifs d’un champ et nous comparons (cf. thm. (1.2.3.1))
les diffe´rents foncteurs obtenus. Nous introduisons enfin le champ de Picard, c’est-a`-dire
le champ des faisceaux inversibles, et tentons de de´meˆler les liens e´troits qui l’unissent au
foncteur de Picard. Cette partie s’ache`ve sur des proprie´te´s de commutation aux limites
inductives ou projectives.
1.1 Groupe de Picard d’un champ
1.1.1 Diffe´rents visages des faisceaux inversibles
Suivant Mumford (cf. [42] p. 64), nous adoptons la de´finition ci-dessous.
De´finition 1.1.1.1 Soit X un S-champ. On note p son morphisme structural. Un fais-
ceau inversible L sur X est la donne´e de :
(i) pour tout U ∈ ob (Aff/S) et tout x ∈ obXU , un faisceau inversible L(x) sur U ;
(ii) pour toute fle`che ϕ : y x dans X , un isomorphisme
L(ϕ) : L(y) p(ϕ)∗L(x) ;
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ve´rifiant la condition de compatibilite´ suivante : si ϕ : y x et ψ : z y sont deux
fle`ches composables, on a
p(ψ)∗L(ϕ) ◦ L(ψ) = L(ϕ ◦ ψ)
(modulo un isomorphisme canonique que nous nous dispenserons d’e´crire).
Exemple 1.1.1.2 On de´finit le faisceau trivial OX en posant OX (x) = Op(x) = OU pour
tout objet x de X et OX (ψ) = idOp(y) pour toute fle`che ψ : y x.
Un morphisme entre deux faisceaux inversibles est simplement une collection de mor-
phismes compatibles avec les isomorphismes de changement de base.
De´finition 1.1.1.3 Soient L et M deux faisceaux inversibles sur X . Un morphisme
Φ : L M est la donne´e pour tout x ∈ obX d’un morphisme
Φ(x) : L(x) M(x)
tel que pour tout ϕ : y x dans X , le carre´ suivant commute (ou` ϕ˜ = p(ϕ)) :
L(y)
∼
L(ϕ)
Φ(y)
ϕ˜∗L(x)
ϕ˜∗Φ(x)
M(y)
∼
M(ϕ)
ϕ˜∗M(x)
.
On obtient de cette manie`re une cate´gorie Inv (X ) des faisceaux inversibles sur X .
On notera Inv ′(X ) la sous-cate´gorie de Inv (X ) dans laquelle on ne garde que les iso-
morphismes. Dans le cas ou` X est alge´brique, on peut aussi voir un faisceau inversible, de
manie`re peut-eˆtre plus naturelle, comme e´tant un OX -module localement libre de rang 1
sur le site lisse-e´tale1 de X de´fini dans [38] en (12.1), ou` OX de´signe cette fois le faisceau
structural de X de´fini dans loc.cit. en (12.7.1). En fait, la proposition suivante montre
que ces deux constructions sont e´quivalentes. On rappelle qu’un OX -module M est dit
localement libre de rang 1 si pour tout ouvert lisse-e´tale (U, u) de X , le OUe´t -module
MU,u est localement libre de rang 1. Cela e´quivaut a` dire qu’il existe une pre´sentation
P : X X de X telle que le OXe´t -module MX,P soit isomorphe a` OXe´t . Un tel OX -
module est en particulier carte´sien au sens de [38] (12.7.3) d’apre`s la proposition (13.2.1)
du meˆme ouvrage.
Proposition 1.1.1.4 Soit X un S-champ alge´brique. On a une e´quivalence naturelle de
cate´gories entre la cate´gorie Inv (X ) des faisceaux inversibles sur X et la cate´gorie des
OX -modules localement libres de rang 1 sur le champ alge´brique annele´ (X ,OX ).
De´monstration. Soit M un OX -module localement libre de rang 1 pour la topologie
lisse-e´tale sur X . Pour tout U ∈ ob (Aff/S) et tout morphisme u : U X , on pose
M(u) = (u∗M )zar.
Les isomorphismes de changement de base M(v) ϕ∗M(u) se de´finissent de manie`re
e´vidente. On ve´rifie facilement que M ainsi construit est bien un faisceau inversible, et
1La de´finition du site lisse-e´tale est rappele´e en annexe.
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que cette construction se prolonge de manie`re naturelle en un foncteur F de la cate´gorie
des OX -modules localement libres de rang 1, vers la cate´gorie Inv (X ).
Re´ciproquement, e´tant donne´ un syste`me (M(u),M(ϕ)), montrons comment cons-
truire un OX -module localement libre de rang 1. D’apre`s le lemme (12.1.2) de [38], il
suffit de le construire sur le site Lis-e´t(X ), dont les objets sont les (U, u) de Lis-e´t(X )
avec U ∈ ob (Aff/S), et ou` les familles couvrantes sont les familles finies de morphismes
qui forment une famille couvrante dans Lis-e´t(X ). Pour un tel (U, u), on pose
M (U, u) = Γ(U,M(u)).
Les fle`ches de restriction sont de´finies de manie`re e´vidente a` partir des isomorphismes
M(ϕ). Remarquons que pour tout ouvert lisse-e´tale (U, u) de X , le faisceau e´tale MU,u
n’est autre que ε∗M(u), ou` ε est le morphisme naturel de topos de Ue´t dans Uzar.
2
Le foncteur G ainsi de´fini est clairement un inverse a` gauche de F . Il reste a` montrer
que c’est un inverse a` droite. On part d’un faisceau inversible M donne´ par un syste`me
(M(u),M(ϕ)), et on lui associe M = G(M). Il faut montrer que pour tout U ∈ ob (Aff/S)
et tout u ∈ obXU , M(u) est canoniquement isomorphe a` u∗M . Pour ce faire, il suffit de
montrer que pour tout ouvert (V, v) de Lis-e´t(U), (u∗M )V,v est canoniquement isomorphe
a` M(u)V,v = v
∗M(u). Or
(u∗M )V,v = lim
−→
(f∗MU ′,u′)
ou` la limite inductive est prise sur l’ensemble des diagrammes 2-commutatifs
V
v
f
U
u
U ′
u′
X
ou` (U ′, u′) ∈ ob Lis-e´t(X ). Pour un tel diagramme, la de´finition de M et le fait que
(U ′, u′) soit un ouvert lisse-e´tale montrent que MU ′,u′ ≃ M(u′). Alors graˆce aux iso-
morphismes de changement de base sous-jacents a` M , on obtient un isomorphisme entre
f∗MU ′,u′ et v
∗M(u), donc (u∗M )V,v ≃ v∗M(u), ce qui montre le re´sultat attendu. 
Remarque 1.1.1.5 Si X = X est un S-espace alge´brique, l’e´quivalence de cate´gories
Modqcoh(OXe´t)
∼
Modqcoh(OXlis-e´t)
mentionne´e dans [38] (13.2.3) induit une e´quivalence entre la cate´gorie Inv (X ) de´finie
ci-dessus et la cate´gorie des faisceaux inversibles sur X au sens e´tale.
En particulier si X est un S-sche´ma on a une e´quivalence de cate´gories naturelle entre
la cate´gorie Inv (X ) et la cate´gorie des faisceaux inversibles sur X au sens de Zariski.
Le re´sultat ci-dessous de´coule de l’e´tude de la descente fide`lement plate des modules
quasi-cohe´rents propose´e dans [38]. Nous ne l’e´nonc¸ons que pour le cas particulier des fais-
ceaux inversibles car c’est la` l’objet principal de notre e´tude, mais en re´alite´ le paragraphe
(13.5) de [38] montre qu’il est encore valable tel quel en remplac¸ant  faisceau inversible 
par  module quasi-cohe´rent . Il nous sera surtout utile lorsque le morphisme f est une
pre´sentation de X par un espace alge´brique ou un sche´ma.
2Le foncteur ε∗ induit une e´quivalence de cate´gories entre les faisceaux inversibles sur U au sens e´tale et
les faisceaux inversibles au sens de Zariski. A` partir de maintenant nous identifierons ces deux cate´gories.
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Proposition 1.1.1.6 ([38] (13.5)) Soit f : Y X un morphisme fide`lement plat de
champs alge´briques, que l’on suppose de plus quasi-compact ou localement de pre´sentation
finie. Alors la cate´gorie des faisceaux inversibles sur X est e´quivalente a` la cate´gorie
suivante. Un objet est un couple (L , α) ou` L est un faisceau inversible sur Y et α :
p∗1L p
∗
2L est un isomorphisme tel que, a` des isomorphismes canoniques pre`s, (p
∗
23α)◦
(p∗12α) = p
∗
13α. Un morphisme de (L , α) vers (M , β) est un morphisme γ : L M
tel que (p∗2γ) ◦ α = β ◦ (p∗1γ).
De´monstration. Avec les notations de [38] (13.5), la cate´gorie de´crite ci-dessus est e´qui-
valente a` la cate´gorie des OY• -modules quasi-cohe´rents carte´siens et localement libres de
rang 1. Par (13.5.5), le morphisme f est de descente cohomologique effective, et donc
par (13.5.4), il induit une e´quivalence de cate´gories entre la cate´gorie des OX -modules
quasi-cohe´rents et la cate´gorie des OY• -modules quasi-cohe´rents carte´siens. Il est clair que
cette e´quivalence de cate´gories pre´serve les faisceaux inversibles. 
Les faisceaux inversibles comme morphismes de X dans BGm.
Si X et Y sont deux S-champs alge´briques, Hom(X ,Y ) est la cate´gorie dont les
objets sont les 1-morphismes de X vers Y et dont les fle`ches sont les 2-isomorphismes
entre les 1-fle`ches. On rappelle aussi que l’on note BGm le S-champ dont la fibre en U est
la cate´gorie des Gm-torseurs sur U .
Proposition 1.1.1.7 La cate´gorie Inv ′(X ) des faisceaux inversibles sur X est e´quiva-
lente a` la cate´gorie Hom(X ,BGm).
De´monstration.Un morphisme F : X BGm est la donne´e pour tout U ∈ ob (Aff/S)
et pour tout x ∈ obXU d’unGm-torseur F (x) sur U , ces donne´es e´tant de plus compatibles
au changement de base. Autrement dit pour toute fle`che ϕ : V U dans (Aff/S) et pour
tout x ∈ obXU , on se donne un isomorphisme F (ϕ, x) : F (ϕ∗x) = F (x ◦ ϕ) ϕ∗F (x).
Le re´sultat de´coule donc simplement du fait que la donne´e d’un Gm-torseur sur U est
e´quivalente a` la donne´e d’un faisceau inversible sur U . 
1.1.2 Description du groupe de Picard
On de´finit de manie`re naturelle le produit tensoriel de deux faisceaux inversibles en
posant3 :
(L⊗M)(x) = L(x)⊗M(x),
(L⊗M)(ϕ) = L(ϕ)⊗M(ϕ).
On ve´rifie alors que le produit tensoriel pre´serve les classes d’isomorphie, que le faisceau
structural OX est neutre, et que tout faisceau inversible a un inverse donne´ par :
L−1(x) = L(x)−1 = H om (L(x),OU )
et L−1(ϕ) est induit par L(ϕ). Il est clair que ce produit tensoriel co¨ıncide avec le produit
tensoriel des faisceaux quasi-cohe´rents via les e´quivalences de cate´gories ci-dessus. On
peut alors poser la de´finition suivante.
De´finition 1.1.2.1 On appelle groupe de Picard de X l’ensemble PicX des classes d’iso-
morphie de faisceaux inversibles muni de la loi de groupe induite par le produit tensoriel.
3Il est pre´fe´rable de proce´der ainsi plutoˆt que de conside´rer le produit tensoriel des faisceaux localement
libres de rang 1 sur le site lisse-e´tale d’un champ alge´brique, car ce dernier n’aurait plus de sens sur un
champ quelconque.
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Remarque 1.1.2.2 Si X est un sche´ma ou un espace alge´brique, la remarque (1.1.1.5)
montre que l’on retrouve ainsi le groupe de Picard usuel.
Fonctorialite´ Soit F : X Y un morphisme de champs alge´briques, et soit L un
faisceau inversible sur Y . On de´finit l’image inverse F ∗L de L en posant pour tout x ∈
obX , F ∗L(x) = L(F (x)), et pour tout ϕ : y x dans X , F ∗L(ϕ) = L(F (ϕ)). On
ve´rifie que F ∗L ainsi de´fini est bien un faisceau inversible sur X . Le foncteur F ∗ se de´finit
de manie`re tout aussi e´vidente sur les fle`ches. De plus il pre´serve le produit tensoriel, donc
il induit un morphisme de groupes PicF : PicY PicX .
Remarque 1.1.2.3 Via l’e´quivalence de cate´gories 1.1.1.4, le foncteur F ∗ de´fini ci-dessus
correspond au foncteur image inverse de´fini au chapitre 12 de [38].
La description cohomologique traditionnelle du groupe de Picard est encore valable.
Proposition 1.1.2.4 Soit X un S-champ alge´brique. Alors :
PicX ≃ H1(X ,Gm),
ou` H1(X ,Gm) est le premier groupe de cohomologie du faisceau Gm sur X muni de la
topologie lisse-e´tale calcule´ au sens des foncteurs de´rive´s.
De´monstration. Soit T X une pre´sentation de X . On reprend ici les notations
de l’annexe (A.1.4) qui pre´ce`dent le the´ore`me (A.1.4.1). On conside`re en particulier le
premier groupe de cohomologie  a` la Cˇech  associe´ a` cette pre´sentation :
Hˇ1(H0(T •,Gm)) =
Ker (p∗23 − p∗13 + p∗12)
Im (p∗1 − p∗2)
.
En observant que pour tout i, Gm(T i) = Aut(OT i), on voit que se donner un 1-cocycle
de Cˇech a` valeurs dans Gm revient a` se donner une donne´e de descente sur OT , et que
deux telles donne´es de descente g1, g2 de´finissent le meˆme e´le´ment dans Hˇ
1(H0(T •,Gm))
si et seulement si (OT , g1) et (OT , g2) sont isomorphes dans la cate´gorie des faisceaux
inversibles sur T munis d’une donne´e de descente relativement a` T X . Compte tenu
de l’e´quivalence (1.1.1.6) entre cette cate´gorie et la cate´gorie des faisceaux inversibles sur
X , on voit que le groupe Hˇ1(H0(T •,Gm)) s’identifie a` l’ensemble des classes d’isomorphie
de faisceaux inversibles sur X dont l’image inverse sur T est isomorphe a` OT , donc
au groupe Ker (Pic(X ) Pic(T )). De plus cet isomorphisme est fonctoriel en T . En
passant a` la limite inductive, on obtient un isomorphisme
lim
−→
Hˇ1(H0(T •,Gm)) ≃ PicX ,
ou` la limite inductive est prise sur l’ensemble des pre´sentations lisses T X de X .
On dispose par ailleurs de la suite exacte en bas degre´s associe´e a` la suite spectrale de
descente (A.1.4.1) :
0 Hˇ1(H0(T •,Gm)) H
1(X ,Gm) Hˇ
0(H1(T •,Gm)).
Cette suite exacte e´tant fonctorielle en T , on voit que les injections des Hˇ1(H0(T •,Gm))
dans H1(X ,Gm) induisent un morphisme injectif
lim
−→
Hˇ1(H0(T •,Gm)) H
1(X ,Gm).
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Pour conclure, il ne reste plus qu’a` montrer, vu la suite exacte en bas degre´s ci-dessus,
que pour tout x ∈ H1(X ,Gm), il existe une pre´sentation T X telle que l’image de
x dans H1(T,Gm) soit nulle. Soit 0 Gm I Q 0 une suite exacte de
faisceaux abe´liens, avec I injectif. On a alors un diagramme commutatif
H0(X ,I ) H0(X ,Q) H1(X ,Gm) H1(X ,I ) = 0
H0(T,I|T ) H
0(T,Q|T ) H
1(T,Gm)
dans lequel les lignes sont exactes. Soit s ∈ H0(X ,Q) un ante´ce´dent de x. Comme Q
est le faisceau quotient I /Gm on sait par de´finition du faisceau associe´ a` un pre´faisceau
que s provient localement de I . Autrement dit il existe une pre´sentation de X telle que
s|T ∈ H0(T,Q|T ) provienne de H0(T,I|T ), auquel cas l’image de x dans H1(T,Gm) est
nulle, conforme´ment a` nos exigences. 
1.2 Les foncteurs de Picard relatifs
1.2.1 De´finitions et premie`res proprie´te´s
De´finition 1.2.1.1 Soit X un S-champ. Le foncteur de Picard na¨ıf de X /S est le fonc-
teur :
PicX :
{
(Sch/S)◦ −→ (Gr)
T 7−→ Pic(X ×S T )
.
Le foncteur de Picard na¨ıf (parfois aussi appele´ foncteur de Picard absolu, meˆme si
cette terminologie peut sembler e´trange dans la mesure ou` il de´pend e´videmment de S)
ayant aussi peu de chances d’eˆtre repre´sentable que dans le cas des sche´mas, on de´finit
encore des foncteurs de Picard relatifs obtenus par faisceautisation relativement a` des
topologies de plus en plus fines.
De´finition 1.2.1.2 Nous noterons PX /S le foncteur suivant :
PX /S :
{
(Sch/S)◦ −→ (Gr)
T 7−→ Pic(X ×S T )/Pic(T )
.
Nous noterons PicX /S (Zar) (resp. PicX /S (E´t),PicX /S (fppf)) le faisceau associe´ a` PX /S
pour la topologie de Zariski (resp. e´tale, fppf).
Remarque 1.2.1.3 Nous avons donc cinq foncteurs de Picard avec des morphismes natu-
rels PicX PX /S PicX /S (Zar) PicX /S (E´t) PicX /S (fppf), et il est facile
de voir que les trois derniers sont les faisceaux associe´s, pour la topologie indique´e, a`
chacun des foncteurs pre´ce´dents, y compris le foncteur de Picard absolu PicX .
Remarque 1.2.1.4 Il est tout aussi formel de voir que si PicX /S de´signe l’un des cinq
foncteurs de´finis ci-dessus, alors
PicX /S(T ) ≃ Pic(X×ST )/T (T ).
En particulier la formation de ces foncteurs commute au changement de base.
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Remarque 1.2.1.5 On peut d’ores et de´ja` comparer les groupes de sections de ces dif-
fe´rents foncteurs dans quelques cas particuliers graˆce a` la remarque de topologie sui-
vante. Supposons que U soit un S-sche´ma affine tel que, pour toute famille couvrante
(Ui U)i∈I pour une certaine topologie (Top), il existe un indice i ∈ I tel que le
morphisme Ui U ait une section. Alors le morphisme PicX (U) PicX /S (Top)(U)
est un isomorphisme. Ceci est vrai en particulier pour la topologie de Zariski lorsque
U = SpecA est le spectre d’un anneau local. On obtient donc dans ce cas un isomor-
phisme :
PicX (A)
∼
PicX /S (Zar)(A) .
Si A est un anneau local strictement hense´lien, la condition pre´ce´dente est ve´rifie´e pour
U = SpecA avec la topologie e´tale, d’ou` un isomorphisme :
PicX (A)
∼
Pic
X /S (E´t)(A) .
Il en va encore de meˆme lorsque U est le spectre d’un corps alge´briquement clos pour la
topologie (fppf).
Proposition 1.2.1.6 Soit X un S-champ alge´brique. Alors pour tout S-sche´ma T :
Pic
X /S (E´t)(T ) ≃ H0(T,R1fT ∗Gm)
PicX /S (fppf)(T ) ≃ H0pl(T,R1fplT∗Gm).
De´monstration. D’apre`s la proposition (A.1.6.1) applique´e au morphisme fT : XT =
X ×S T T la restriction au site e´tale de T du faisceau R1fT∗Gm est le faisceau e´tale
associe´ a`
U H1(XT ×T U,Gm) = PicXT (U) .
Donc (R1fT∗Gm)e´t = PicXT /T (E´t) et en particulier
H0(T,R1fT∗Gm) = PicXT /T (E´t)(T ) = PicX /S (E´t)(T ).
On obtient la seconde assertion en appliquant exactement le meˆme raisonnement pour la
topologie fppf. On utilise (A.2.1.4) au lieu de (A.1.6.1). 
1.2.2 Morphismes cohomologiquement plats en dimension ze´ro
Afin de comparer ces diffe´rents foncteurs, comme dans le cas des sche´mas, la notion
de morphisme cohomologiquement plat en dimension ze´ro nous sera utile. Commenc¸ons
par remarquer que si F : X Y est un morphisme de champs alge´briques, on a un
morphisme naturel
F ♯ : OY F∗OX . (1.1)
En effet, compte tenu des de´finitions, un tel morphisme correspond a` la donne´e, pour tout
ouvert lisse-e´tale (U, u) de Y , d’un morphisme OU lim
←−
ϕ∗OV ou` la limite projective
est prise sur l’ensemble des carre´s 2-commutatifs
V
ϕ
X
F
U
u
Y
,
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avec (V, v) ∈ obLis-e´t(X ). Pour chaque (U, u), on prend le morphisme de OU vers
lim
←−
ϕ∗OV induit par le syste`me compatible des OU ϕ∗OV .
De´finition 1.2.2.1 On dit qu’un morphisme de champs alge´briques F : X Y est
cohomologiquement plat en dimension ze´ro s’il est plat et si le morphisme (1.1) ci-dessus
est un isomorphisme universellement.
Remarque 1.2.2.2 On rappelle que si X est un champ alge´brique, et si F est un
faisceau sur X , on de´finit l’ensemble des sections globales de F par
Γ(X ,F ) = Γ(S, (A∗F )S,Id),
ou` A : X S est le morphisme structural de X . Alors si F : X Y est cohomo-
logiquement plat en dimension ze´ro, il re´sulte des de´finitions que
Γ(X ,OX ) = Γ(Y ,OY ).
On en de´duit
Aut(OX ) = Aut(OY ).
Remarque 1.2.2.3 Un morphisme cohomologiquement plat en dimension ze´ro est sur-
jectif. En effet, montrons que pour tout point s : Spec k Y de Y , la fibre Xs de X
au-dessus de s est non vide. Le morphisme Xs Spec k est encore cohomologiquement
plat en dimension ze´ro et en particulier on a Γ(Xs,OXs) = Γ(Spec k,OSpeck) = k. L’as-
sertion re´sulte alors du fait qu’un champ alge´brique est vide si et seulement si l’anneau
de ses sections globales est re´duit a` ze´ro.
Remarque 1.2.2.4 On de´duit de la remarque pre´ce´dente que si S est un sche´ma et
f : X S un morphisme localement de pre´sentation finie et cohomologiquement
plat en dimension ze´ro de S-champs alge´briques alors f a une section localement pour la
topologie (fppf) sur S. On vient en effet de voir que f est surjectif, donc il est fide`lement
plat. Soit S′ X une pre´sentation de X par un sche´ma. Alors la famille (S′ S)
est une famille couvrante pour la topologie (fppf), et il est clair que le morphisme induit
par f sur S′ a une section.
Remarque 1.2.2.5 La notion de platitude cohomologique est intimement lie´e a` la conne-
xite´ des fibres ge´ome´triques. En effet on peut montrer que si X est cohomologiquement
plat en dimension ze´ro sur Y , ses fibres sont ge´ome´triquement connexes. Il suffit pour
cela de montrer que X est connexe dans le cas ou` Y est le spectre d’un corps L. C’est
imme´diat puisque l’anneau Γ(X ,OX ) est alors isomorphe a` L, donc inte`gre.
Remarque 1.2.2.6 Re´ciproquement, dans le cas ou` le morphisme f est propre et plat, il
suffit que les fibres de X soient ge´ome´triquement connexes et ge´ome´triquement re´duites
pour que X soit cohomologiquement plat en dimension ze´ro sur Y . En effet, commenc¸ons
par montrer que pour tout point ge´ome´trique y : SpecΩ Y de Y , l’anneau H0(Xy)
des fonctions globales sur la fibre ge´ome´trique Xy est e´gal a` Ω. D’apre`s le the´ore`me
de finitude pour les morphismes propres, c’est une alge`bre de dimension finie sur Ω.
Comme Xy est connexe et re´duit, SpecH
0(Xy) l’est aussi, donc c’est le spectre d’un
corps (puisqu’il est par ailleurs fini sur Ω). Comme Ω est alge´briquement clos on a bien
H0(Xy) = Ω. Ceci prouve en particulier que la fonction qui a` y associe dimκ(y)H
0(Xy)
est constante sur Y . On en conclut avec les re´sultats classiques sur la cohomologie et
les changements de base que le morphisme f ♯ : OY f∗OX est un isomorphisme (au
moins lorsque Y est noethe´rien et re´duit).
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Le lemme suivant donne un crite`re de  trivialite´ relative  pour un faisceau inversible
sur un Y -champ alge´brique X cohomologiquement plat en dimension ze´ro.
Lemme 1.2.2.7 Soit f : X Y un morphisme quasi-compact et cohomologiquement
plat en dimension ze´ro de S-champs alge´briques. Soit L un faisceau inversible sur X .
Les propositions suivantes sont e´quivalentes :
(1) Le morphisme naturel d’adjonction
aL : f
∗f∗L L
est un isomorphisme.
(2) Il existe un faisceau inversible M sur Y tel que f∗M soit isomorphe a` L .
De´monstration. Pour montrer l’implication (1)⇒ (2), il suffit de montrer que le faisceau
f∗L est inversible. Par [38] (13.2.6) (iii), on sait de´ja` que c’est un faisceau quasi-cohe´rent,
et vu l’hypothe`se ci-dessus, son image par f∗ est un faisceau inversible. De plus f est
un morphisme fide`lement plat et quasi-compact, donc par descente fide`lement plate (cf.
(1.1.1.6)) on en de´duit que f∗L est inversible.
Pour la re´ciproque, conside´rons tout d’abord le cas ou` L est le faisceau structural
OX . Le morphisme f
♯ : OY f∗OX est un isomorphisme par hypothe`se, et son adjoint
f∗OY OX en est e´videmment un aussi. De plus le diagramme
f∗OY
f∗(f♯)
f∗f∗OX
aOX
OX
commute, ce qui prouve que aOX est un isomorphisme.
Le cas ou` L est trivial s’en de´duit imme´diatement. Dans le cas ge´ne´ral, soit M un
faisceau inversible sur Y tel que L soit isomorphe a` f∗M , et soit π : Y Y une
pre´sentation de Y telle que π∗M soit trivial. On note X ′ le champ alge´brique obtenu
par changement de base.
X ′
f ′
π′

X
f
Y
π
Y
Notons ψ le morphisme naturel de π∗f∗L vers f
′
∗π
′∗L . On a de manie`re purement for-
melle un diagramme commutatif :
π′∗f∗f∗L π′∗aL
f ′∗π∗f∗L
∼
can.
f ′∗ψ
π′∗L .
f ′∗f ′∗(π
′∗L )
aπ′∗L
Or aπ′∗L est un isomorphisme d’apre`s le cas pre´ce´dent puisque π
′∗L est trivial. Par
ailleurs, comme π est plat, le morphisme ψ est un isomorphisme en vertu de la proposi-
tion (A.1.7.4), ce qui montre que π′∗aL est un isomorphisme. Enfin, en utilisant la the´orie
de la descente fide`lement plate des modules quasi-cohe´rents (cf. [38] (13.5)), on en de´duit
que aL est un isomorphisme. 
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1.2.3 Le the´ore`me de comparaison
Le the´ore`me suivant permet de comparer les diffe´rents foncteurs de Picard d’un champ
alge´brique. Il ge´ne´ralise [34] 2.5.
The´ore`me 1.2.3.1 Soit f : X S un S-champ alge´brique cohomologiquement plat
en dimension ze´ro. Alors les morphismes naturels
PX /S
i1
PicX /S (Zar)
i2
Pic
X /S (E´t)
sont injectifs, et le morphisme naturel
Pic
X /S (E´t) PicX /S (fppf)
est un isomorphisme. Si de plus f a une section localement pour la topologie de Zariski,
alors i2 est un isomorphisme. Enfin si f a une section, i1 est lui aussi un isomorphisme.
De´monstration. Soit T un S-sche´ma. La suite spectrale de Leray
Hp(T,RqfT∗Gm)⇒ Hp+q(XT ,Gm)
induit la suite exacte longue en bas degre´s suivante :
0 H1(T, fT∗Gm) H
1(XT ,Gm) H
0(T,R1fT∗Gm)
H2(T, fT∗Gm) H
2(XT ,Gm)
(ou` tous les calculs sont effectue´s pour la topologie lisse-e´tale sur le champ alge´brique
conside´re´. En particulier lorsqu’il s’agit d’un sche´ma, cela revient d’apre`s (A.1.1.9) a` cal-
culer sa cohomologie pour la topologie e´tale.) Le morphisme f e´tant cohomologiquement
plat en dimension ze´ro, on a fT∗Gm = Gm. D’apre`s les proprie´te´s pre´ce´dentes, le de´but
de la suite exacte ci-dessus fournit la suite exacte :
0 Pic(T ) Pic(XT ) PicX /S (E´t)(T )
ce qui montre que le morphisme naturel PX /S PicX /S (E´t) est injectif. Il en re´sulte,
d’une part, que le morphisme naturel PX /S PicX /S (Zar) est injectif, et d’autre part,
en appliquant le foncteur  faisceau associe´ pour la topologie de Zariski , que le mor-
phisme naturel PicX /S (Zar) PicX /S (E´t) est injectif. En effet, ce foncteur est exact
(c’est un fait ge´ne´ral dans le cadre des topologies de Grothendieck) et laisse Pic
X /S (E´t)
invariant puisque c’est de´ja` un faisceau pour la topologie de Zariski.
Dans le cas ou` f a une section, le morphisme induit par f de H2(T, fT∗Gm) vers
H2(XT ,Gm) a une re´traction, donc il est injectif. Mais alors la fle`che de H0(T,R1fT∗Gm)
vers H2(T, fT∗Gm) est nulle, et donc H1(XT ,Gm) H0(T,R1fT∗Gm) est surjectif,
d’ou` une suite exacte courte :
0 Pic(T ) Pic(XT ) PicX /S (E´t)(T ) 0
ce qui montre que i2 ◦ i1 : PX /S PicX /S (E´t) est un isomorphisme, et donc i2 et i1
sont aussi des isomorphismes.
Si f a une section localement pour la topologie de Zariski, montrons que
PicX /S (Zar)
i2
Pic
X /S (E´t)
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est un isomorphisme. Comme il s’agit d’un morphisme entre deux faisceaux pour la topo-
logie de Zariski, la question est locale pour cette topologie et l’on peut supposer que f a
une section, ce qui nous rame`ne au cas pre´ce´dent.
Il nous reste a` montrer que Pic
X /S (E´t) PicX /S (fppf) est un isomorphisme. On a un
diagramme commutatif dans lequel les lignes sont les suites exactes de bas degre´ associe´es
aux suites spectrales de Leray pour la cohomologie lisse-e´tale et pour la cohomologie fppf :
H1(T,Gm) H1(XT ,Gm) H0(T,R1fT∗Gm) H2(T,Gm) H2(XT ,Gm)
H1pl(T,Gm) H
1
pl(XT ,Gm) H
0
pl(T,R
1fplT∗Gm) H
2
pl(T,Gm) H
2
pl(XT ,Gm).
Le diagramme ci-dessus tient compte du fait que, par platitude cohomologique, fT∗Gm =
Gm et f
pl
T∗Gm = Gm. Comme Gm est un groupe lisse sur la base, le the´ore`me (A.2.2.5)
nous dit que les deux fle`ches verticales de gauche et les deux fle`ches verticales de droite
sont des isomorphismes. D’apre`s le lemme des 5, celle du milieu en est un aussi. Or d’apre`s
(1.2.1.6) cette fle`che est pre´cise´ment le morphisme Pic
X /S (E´t)(T ) PicX /S (fppf)(T ).

Remarque 1.2.3.2 On peut de´montrer que le morphisme Pic
X /S (E´t) PicX /S (fppf)
est injectif d’une manie`re plus directe, sans utiliser la cohomologie fppf. Voici comment.
On note P le foncteur Pic
X /S (E´t). Il faut montrer que si (Ui U) est une famille
couvrante pour la topologie (fppf), alors le morphisme P (U)
∏
i
P (Ui) est injectif,
autrement dit que P est un pre´faisceau se´pare´ pour la topologie (fppf). Vu que P est un
faisceau pour la topologie de Zariski, il suffit clairement de traiter le cas d’une famille
couvrante a` un e´le´ment (U ′ U).
Soit s un e´le´ment de P (U) dont l’image dans P (U ′) est nulle. Conside´rons dans un
premier temps le cas ou` s provient de PX /S(U). Il existe alors un faisceau inversible L
sur X ×S U dont la classe dans PX /S(U) est e´gale a` s. Avec les notations du diagramme
ci-dessous,
X ×S U ′
fU′
v

X ×S U
fU
U ′
u
U
dire que l’image de s dans P (U ′) est nulle signifie que v∗(L ) provient de la base, autrement
dit d’apre`s le crite`re (1.2.2.7), que le morphisme d’adjonction aLU′ : f
∗
U ′fU ′∗LU ′ LU ′
est un isomorphisme. Or on a montre´ au cours de la de´monstration de ce crite`re que la
formation du morphisme d’adjonction aL commute au changement de base plat. On en
de´duit donc que le morphisme
v∗aLU : v
∗f∗UfU∗LU v
∗
LU
est lui aussi un isomorphisme. Maintenant, comme v est fide`lement plat et localement
de pre´sentation finie, il re´sulte de la the´orie de la descente fide`lement plate des modules
quasi-cohe´rents (cf. [38] (13.5)) que aLU est un isomorphisme, ce qui signifie en vertu
du crite`re (1.2.2.7) que s = 0. Dans le cas ge´ne´ral, il existe une famille couvrante e´tale
(V U) telle que s|V provienne de PX /S(V ). Alors, en notant V
′ = V ×U U ′ on voit
que (s|V )|V ′ = (s|U′ )|V ′ = 0 ce qui implique la nullite´ de s|V d’apre`s le premier cas puisque
1.3 Le champ de Picard d’un champ alge´brique 23
(V ′ V ) est une famille couvrante (fppf), et donc celle de s puisque V U est une
famille couvrante e´tale.
Par la suite, lorsque nous parlerons du foncteur de Picard, il s’agira de PicX /S (fppf).
Nous le noterons simplement PicX /S .
1.3 Le champ de Picard d’un champ alge´brique
Avec l’apparition des champs, un nouvel objet  classifiant  pour les faisceaux in-
versibles vient s’ajouter aux cinq foncteurs pre´ce´dents : le champ de Picard. La propo-
sition (1.3.7) et le corollaire (1.3.10) montrent que dans le cas cohomologiquement plat,
les questions de l’alge´bricite´ du champ de Picard et de la repre´sentabilite´ du foncteur de
Picard sont essentiellement e´quivalentes.
De´finition 1.3.1 Soit X un S-champ. On appelle champ de Picard de X , et on note
Pic(X /S) le champ des faisceaux inversibles. Pour tout U ∈ ob (Aff/S), la cate´gorie
Pic(X /S)U est donc la cate´gorie dont les objets sont les faisceaux inversibles sur X ×SU
et dont les fle`ches sont les isomorphismes de faisceaux inversibles. Les changements de
base sont de´finis de manie`re e´vidente.
Remarque 1.3.2 Il re´sulte aise´ment de (1.1.1.6) que le S-groupo¨ıde Pic(X /S) de´fini
ci-dessus est bien un S-champ.
Remarque 1.3.3 La terminologie adopte´e ici, qui semble s’imposer naturellement, entre
presque en conflit avec celle de [38] (14.4.2), ou` l’on appelle  champ de Picard  un
champ muni d’un morphisme d’addition qui en fait une sorte de  champ en groupes .
Heureusement, si X est un S-champ, le champ de Picard de X de´fini ci-dessus est bien
un champ de Picard au sens de [38] (14.4.2), le 1-morphisme d’addition
+ : Pic(X /S)×S Pic(X /S) Pic(X /S)
e´tant donne´ par le produit tensoriel de faisceaux inversibles.
Remarque 1.3.4 Il est clair que la formation de Pic(X /S) commute au changement
de base. Autrement dit, si S′ S est un morphisme de sche´mas, le champ Pic(X ×S
S′/S′) sur (Aff/S′) est canoniquement isomorphe au S′-champ Pic(X /S)×S S′.
Remarque 1.3.5 En notant H om (X ,Y ) le S-champ dont la fibre en U est la cate´gorie
Hom(X ×S U,Y ×S U), la proposition (1.1.1.7) montre que Pic(X /S) est isomorphe a`
H om (X ,BGm).
Le champ Pic(X /S) est muni d’un morphisme naturel vers le S-groupo¨ıde associe´ au
pre´faisceau PicX , de´fini sur Pic(X /S)U par le foncteur qui envoie un faisceau inversible
sur sa classe d’isomorphie dans PicX (U). On en de´duit par composition un morphisme
naturel vers le S-espace P (ou` P de´signe Pic
X /S (E´t) ou PicX /S (fppf) selon l’envie) :
Pic(X /S)
π
P .
Proposition 1.3.6 Le morphisme de S-champs π ci-dessus est une gerbe (resp. une gerbe
(fppf)), autrement dit π et le morphisme diagonal
∆ : Pic(X /S) Pic(X /S)×P Pic(X /S)
sont des e´pimorphismes.
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De´monstration. Soient U ∈ ob (Aff/S) et x ∈ P (U). Le S-espace P e´tant le faisceau
e´tale (resp. (fppf)) associe´ a` PicX , il existe une famille couvrante dans (Aff/S), que
l’on peut supposer re´duite a` un e´le´ment (U ′ U), et un e´le´ment l ∈ PicX (U ′), tels
que l’image de l dans P (U ′) soit e´gale a` x|U ′ . En d’autres termes il existe un faisceau
inversible L dans Pic(X /S)U ′ dont l’image dans P (U
′) est x|U ′ , ce qui montre que π
est un e´pimorphisme.
Par ailleurs, si U est un objet de (Aff/S) et si L1,L2 ∈ Pic(X /S)U sont tels que
π(L1) = π(L2), alors il existe une famille couvrante a` un e´le´ment telle que les images de
L1|U ′ et L2|U ′ dans PicX (U
′) soient e´gales, c’est-a`-dire telle que L1|U ′ et L2|U ′ soient
isomorphes, ce qui montre que ∆ est un e´pimorphisme. 
Proposition 1.3.7 Si Pic(X /S) est un champ alge´brique (resp. pre´alge´brique), et si
f est cohomologiquement plat en dimension ze´ro, alors PicX /S est repre´sentable par un
S-espace alge´brique (resp. pre´alge´brique), et le 1-morphisme π : Pic(X /S) PicX /S
est fide`lement plat et localement de pre´sentation finie.
De´monstration. D’apre`s le corollaire (10.8) de [38], il suffit de ve´rifier que pour tout
U ∈ ob (Aff/S) et pour tout faisceau inversible L sur X ×S U , le U -espace alge´brique en
groupes Isom (L ,L ) est plat et localement de pre´sentation finie. Or Isom (L ,L ) est
le faisceau qui a` tout V ∈ ob (Aff/U) associe Aut(LV ), et Aut(LV ) s’identifie canonique-
ment a` Γ(X ×S V,OX×SV )×. Mais par platitude cohomologique en dimension ze´ro, on
a
Γ(X ×S V,OX×SV )× = Γ(V,OV )× = Gm(V ).
Finalement Isom (L ,L ) est isomorphe a` Gm, donc il est lisse et de pre´sentation finie.

Re´ciproquement, on peut essayer de de´duire l’alge´bricite´ du champ de Picard a` partir
de celle du foncteur de Picard. Voyons comment. Le champ des faisceaux inversibles sur
S, c’est-a`-dire le champ dont la cate´gorie fibre au-dessus d’un S-sche´ma U est la cate´gorie
des faisceaux inversibles sur U , s’identifie naturellement au champ BGm sur S. Le foncteur
 image inverse par f  induit donc un morphisme de S-champs alge´briques
BGm
f∗
Pic(X /S).
De plus ce morphisme est un monomorphisme (i.e. les foncteurs f∗U sont pleinement fide`les)
de`s que f est cohomologiquement plat en dimension ze´ro. On a donc dans ce cas une  suite
exacte  de champs de Picard :
0 BGm
f∗
Pic(X /S)
π
PicX /S 0 .
Autrement dit f∗ est un monomorphisme, π est un e´pimorphisme, un objet de Pic(X /S)
est envoye´ sur 0 par π si et seulement s’il provient de BGm, et tous les morphismes sont
compatibles aux morphismes d’addition des champs de Picard conside´re´s4. La proposition
ci-dessous nous permet de de´terminer quand cette suite exacte est scinde´e.
Proposition 1.3.8 Soit X un S-champ alge´brique dont le morphisme structural f est
cohomologiquement plat en dimension ze´ro.
4Si f n’est pas cohomologiquement plat en dimension ze´ro, f∗ n’est plus un monomorphisme, mais le
reste est presque vrai : il faut juste remplacer  provient  par  provient localement pour la topologie
e´tale .
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(i) Les propositions suivantes sont e´quivalentes :
a) La suite exacte ci-dessus est scinde´e, autrement dit il existe un morphisme s de
PicX /S dans Pic(X /S) tel que π ◦ s soit e´gal a` l’identite´.
b) Il existe un isomorphisme
BGm ×S PicX /S ∼ Pic(X /S)
compatible avec les projections pr2 et π sur PicX /S.
c) Il existe sur le S-champ (non ne´cessairement alge´brique) X ×S PicX /S un fais-
ceau inversible  universel  P qui repre´sente le foncteur PicX /S, i.e. tel que
pour tout U ∈ ob (Aff/S) et tout e´le´ment l de PicX /S(U) on ait l = [P|X×SU ] =
π(P|X×SU ).
X ×S U

X ×S PicX /S

X
U
l
PicX /S S
(ii) Les propositions suivantes sont e´quivalentes :
d) Le morphisme naturel de PX /S dans PicX /S est un isomorphisme.
e) Il existe un e´le´ment de PX /S(PicX /S) (c’est-a`-dire Hom(PicX /S , PX /S) lorsque
PicX /S n’est pas repre´sentable) qui a pour image l’identite´ dans PicX /S(PicX /S)
(ou, ce qui revient au meˆme, PX /S PicX /S a une section).
(iii) Les conditions de (i) impliquent celles de (ii), et la re´ciproque est vraie si PicX /S
est repre´sentable par un sche´ma. Toutes ces conditions sont ve´rifie´es si le morphisme
structural X S a une section.
De´monstration. Montrons que a) implique b). On suppose que π a une section s. On
ve´rifie alors facilement que le morphisme compose´
BGm ×S PicX /S
(f∗,s)
Pic(X /S)×S Pic(X /S) ⊗ Pic(X /S)
est un isomorphisme. (On utilise ici la platitude cohomologique en dimension ze´ro.) Un
quasi-inverse est donne´ par le foncteur de Pic(X /S) vers BGm ×S PicX /S qui a` un
faisceau inversible M associe le couple (M ⊗ s(π(M ))−1, π(M )), en identifiant BGm a`
son image essentielle dans Pic(X /S).
La re´ciproque est claire : un isomorphisme comme dans b) induit une section de π par
composition avec la section e´vidente de pr2.
Montrons maintenant que a) implique c)5. On se donne une section s de π et l’on va
construire un faisceau inversible P (au sens de (1.1.1.1)) sur le champ X ×S PicX /S . Il
faut donc construire pour tout S-sche´ma affine U et tout objet x de (X ×S PicX /S)U un
faisceau inversible P(x) sur U , et des isomorphismes de transition entre les P(x). Soit
x un objet de (X ×S PicX /S)U . On note l = fP ◦ x et tx la section de fU induite par x,
comme dans le diagramme ci-dessous.
X ×S U
fU
X ×S PicX /S
fP 
X
f
U
l
x
tx
PicX /S S
5C’est e´vident si PicX /S est repre´sentable par un sche´ma ! Ce que l’on ne suppose pas ici. . .
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On a un faisceau inversible s(l) sur X ×S U . On pose P(x) = t∗xs(l). Les isomorphismes
de transition sont de´finis de manie`re e´vidente et l’on obtient ainsi un faisceau inversible
P sur X ×S PicX /S dont il ne reste plus qu’a` montrer qu’il repre´sente PicX /S . Soit
l un e´le´ment de PicX /S(U). Il faut montrer que l = π(P|X×SU ). Il est e´vident, vu la
construction de P, que P|X×SU est isomorphe a` s(l). Comme s est une section de π, on
a bien le re´sultat attendu.
Re´ciproquement on suppose donne´ un faisceau inversible universel P. Alors le mor-
phisme qui a` l associe P|X×SU de´finit une section de π.
a) ⇒ e) est e´vident puisque π se factorise par PX /S .
L’e´quivalence entre d) et e) est e´vidente puisque le morphisme en question est de toute
manie`re injectif par (1.2.3.1).
Supposons que PicX /S soit repre´sentable par un sche´ma et montrons que e) implique
c). Sous l’hypothe`se e), il existe par de´finition du foncteur PX /S un faisceau inversible
P sur X ×S PicX /S qui induit l’e´le´ment identite´ de PicX /S(PicX /S). Il est clair que P
est universel.
Enfin dans le cas ou` f a une section σ, montrons que la condition b) est ve´rifie´e. Le
morphisme f∗ admet dans ce cas une re´traction σ∗.
0 BGm
f∗
Pic(X /S)
σ∗
π
PicX /S 0 .
On ve´rifie alors facilement que le 1-morphisme
(σ∗, π) :
{
Pic(X /S) −→ BGm ×S PicX /S
M 7−→ (σ∗M , π(M ))
est un isomorphisme. 
Remarque 1.3.9 On se donne a` la fois une section σ de f et un faisceau inversible
universel P sur X ×S PicX /S (on ne suppose pas PicX /S repre´sentable). Alors l’isomor-
phisme BGm ×S PicX /S Pic(X /S) induit par P est un quasi-inverse de (σ∗, π) si
et seulement si σ∗P est trivial. En particulier on obtient toujours un quasi-inverse en
 rigidifiant  P le long de σ, c’est-a`-dire en remplac¸ant P par P ⊗ (f∗σ∗P)−1.
Corollaire 1.3.10 Soit X un S-champ alge´brique dont le morphisme structural f est co-
homologiquement plat en dimension ze´ro. On suppose que le foncteur de Picard PicX /S est
repre´sentable par un espace alge´brique et que f a une section localement pour la topologie
fppf sur S. Alors le champ de Picard Pic(X /S) est alge´brique.
De´monstration. Pour un S-champ, eˆtre alge´brique est une condition locale pour la
topologie fppf. On peut donc supposer que f a une section et il suffit d’appliquer la
proposition pre´ce´dente. 
1.4 Proprie´te´s de finitude relative
Nous terminons cette premie`re partie en montrant que le foncteur de Picard commute
aux limites inductives (i.e. il est de pre´sentation finie) et aux limites projectives. Ces deux
proprie´te´s nous seront utiles pour e´tudier sa repre´sentabilite´.
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1.4.1 Pre´sentation finie
Proposition 1.4.1.1 Soient S un sche´ma affine, et X un S-champ alge´brique quasi-
compact. Alors le foncteur de Picard relatif PX /S de´fini ci-dessus est localement de pre´-
sentation finie. Si de plus le morphisme structural f : X S est cohomologiquement
plat en dimension ze´ro et admet une section localement pour la topologie (fppf), alors le
foncteur de Picard relatif PicX /S est localement de pre´sentation finie.
De´monstration. Il s’agit de montrer que PX /S commute aux limites inductives filtrantes
d’anneaux. Autrement dit, on veut montrer que pour tout ensemble inductif filtrant I, et
pour tout syste`me inductif de S-anneaux (Ai)i∈I indexe´ par I, le morphisme canonique
lim
−→
PX /S(Ai) PX /S(A)
ou` A = lim
−→
Ai est la limite inductive des Ai, est un isomorphisme. Rappelons que pour
tout S-sche´ma S′, on a PX /S(S
′) = Pic(X×SS
′)
Pic(S′) . Le foncteur lim−→
e´tant exact, il suffit donc
de montrer que PicX lui-meˆme est localement de pre´sentation finie. On peut de´crire la
cate´gorie lim
−→
Inv (X ⊗S Ai) de la manie`re suivante. Les objets sont les couples (i,Li) ou`
i ∈ I et Li est un faisceau inversible sur X ⊗SAi. Pour deux tels objets (i,Li) et (j,Lj),
Hom((i,Li), (j,Lj)) est lim
−→
Hom((Li)|(X⊗SAl) , (Lj)|(X⊗SAl)) ou` la limite inductive est
prise sur l’ensemble (non vide) des indices l qui majorent i et j. Pour montrer que PicX
est localement de pre´sentation finie, il suffit de montrer que le foncteur naturel
lim
−→
Inv (X ⊗S Ai) Inv (X ⊗S A)
est une e´quivalence de cate´gories. Ceci re´sulte de la proposition (4.18) de [38], compte
tenu de (1.1.1.7) et du fait que le champ BGm est localement de pre´sentation finie.
Supposons maintenant que f : X S est cohomologiquement plat en dimension
ze´ro et a une section localement pour la topologie (fppf). Dans le cas ou` f a une sec-
tion, on sait d’apre`s (1.2.3.1) que PicX /S s’identifie a` PX /S , dont on vient de montrer
qu’il est localement de pre´sentation finie. Soit S′ S un morphisme fide`lement plat et
localement de pre´sentation finie, tel que le morphisme f ′ : X ×S S′ S′ obtenu par
changement de base ait une section. Comme la formation de PicX /S commute au change-
ment de base, on en de´duit que le foncteur PicX /S ×S S′ est localement de pre´sentation
finie, ce qui montre, en utilisant le fait que PicX /S est un faisceau pour la topologie (fppf)
et l’exactitude du foncteur lim
−→
, que PicX /S lui-meˆme est localement de pre´sentation finie.

Remarque 1.4.1.2 L’hypothe`se de quasi-compacite´ sur X est re´ellement ne´cessaire,
meˆme lorsque X est un sche´ma, comme le montre l’exemple suivant. Soit E une courbe
elliptique sur Q. On prend X =
∐
n∈NEn, ou` pour tout n, En = E. Alors on a Pic
0
E/Q ≃
E, donc Pic0X /Q ≃ EN. En particulier pour toute extension L de Q on a Pic0X /Q(L) =
(E(L))N. On peut voir que le sche´ma de Picard ainsi obtenu n’est pas localement de
pre´sentation finie en regardant par exemple les points a` valeurs dans Q = lim
−→
K, ou` la
limite inductive est prise sur l’ensemble des corps de nombresK sur Q. La fle`che canonique
lim
−→
Pic0X /Q(K) Pic
0
X /Q(Q) s’identifie a` :
lim
−→
E(K)N E(Q)N.
Cette application n’est clairement pas bijective puisque E a des K-points pour des corps
de nombres K de degre´ aussi grand que l’on veut.
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1.4.2 Commutation aux limites projectives
Proposition 1.4.2.1 Soit X un S-champ alge´brique propre et cohomologiquement plat
en dimension ze´ro. Soient A un anneau noethe´rien local complet sur S et m son ide´al
maximal. Alors le morphisme canonique
PX /S(A) lim
←−
PX /S(A/m
n)
est un isomorphisme.
De´monstration. On peut supposer S = SpecA. On note Sn = Spec (A/m
n+1), et Xn =
X ×S Sn.
X0 . . . Xn Xn+1 . . . X
S0 . . . Sn Sn+1 . . . S
Comme S et tous les Sn ont des groupes de Picard triviaux, nous avons a` montrer que
Pic(X ) lim
←−
Pic(Xn)
est un isomorphisme.
Injectivite´ : Soient L un faisceau inversible sur X , et Ln les faisceaux induits par L
sur les Xn. On suppose que L est trivial sur chacun des Xn et on veut montrer qu’il est
trivial. D’apre`s le the´ore`me (1.4) de [46], on a une e´quivalence de cate´gories
(faisceaux cohe´rents sur X )
(familles compatibles de faisceaux cohe´rents sur les Xn).
Cette e´quivalence de cate´gories induit un foncteur pleinement fide`le :
(faisceaux inversibles sur X )
(familles compatibles de faisceaux inversibles sur les Xn).
Il suffit donc de montrer que la famille compatible de faisceaux inversibles (Ln)n≥0 est
isomorphe a` la famille triviale, autrement dit que l’on a une famille compatible d’isomor-
phismes OXn
∼
Ln . Par hypothe`se on sait que pour tout n il existe un tel isomorphisme,
mais la famille ainsi obtenue n’est a priori pas compatible au changement de base. Deux
isomorphismes OXn
∼
Ln diffe`rent par un automorphisme de OXn , donc pour conclure
il suffit de montrer que
Aut(OXn) Aut(OXn−1)
est surjective. Or par platitude cohomologique, Aut(OXn) = Γ(Xn,OXn)
× n’est autre
que (A/mn+1)×, et le morphisme (A/mn+1)× (A/mn)× est clairement surjectif.
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Surjectivite´ : Soit (Ln)n≥0 une famille compatible de faisceaux inversibles sur les Xn. Il
nous faut montrer qu’il existe un faisceau inversible sur X , qui induit, a` isomorphisme
pre`s, la famille (Ln)n≥0. Il existe en vertu de l’e´quivalence de cate´gories mentionne´e ci-
dessus un faisceau quasi-cohe´rent L sur X ayant cette proprie´te´, et il suffit de montrer
que L est un faisceau inversible. On construit un inverse en conside´rant un faisceau
cohe´rent M qui induit la famille compatible (L −1n )n≥0. Pour montrer que M ⊗ L est
isomorphe a` OX il suffit de montrer que la famille induite par M ⊗L est isomorphe a`
la famille triviale. Mais ceci est e´vident puisque que l’on obtient un syste`me compatible
d’isomorphismes en prenant pour tout n l’isomorphisme :
(M ⊗L )|Xn ≃ (M|Xn )⊗ (L|Xn ) ≃ L −1n ⊗Ln ≃ OXn .

Chapitre 2
Proprie´te´s de se´paration
2.1 Pre´liminaires
2.1.1 Crite`re valuatif de locale se´paration d’Artin
Artin a cache´ dans les me´andres techniques de son the´ore`me de repre´sentabilite´ pour
les espaces alge´briques un tre`s joli crite`re valuatif permettant de caracte´riser les immer-
sions quasi-compactes de sche´mas1 (cf. [12] pp. 58-59). Nous nous proposons d’en donner
ci-dessous un e´nonce´ pre´cis assorti d’une de´monstration autonome (thm. 2.1.1.2). Au pas-
sage, nous le ge´ne´ralisons aux morphismes repre´sentables de champs alge´briques.
Si un morphisme f : Y X est une immersion, il doit ve´rifier la proprie´te´ suivante :
∀y0, y1 ∈ Y, y0 ∈ {y1} ⇐⇒ f(y0) ∈ {f(y1)} (∗)
En particulier, pour tout point y de Y d’image x dans X et tout plongement d’un petit
morceau de courbe S passant par x dans X , le point y doit eˆtre dans l’adhe´rence de tout
rele`vement (unique, s’il existe !) de S \ {x} a` Y .
x
f
X
Y
SS
? y
Le lemme suivant dit essentiellement que cette dernie`re proprie´te´ est e´quivalente a` la
proprie´te´ (∗).
Lemme 2.1.1.1 Soit f : Y X un monomorphisme de sche´mas. Les proprie´te´s sui-
vantes sont e´quivalentes.
(1) Le morphisme f ve´rifie (∗) universellement.
1ou plutoˆt, ce qui revient essentiellement au meˆme, un crite`re de locale se´paration pour les morphismes
de sche´mas
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(1 bis) Le morphisme f ve´rifie (∗) apre`s tout changement de base localement de type
fini.
(2) Soient A un anneau de valuation, k son corps re´siduel, K son corps des fractions,
S = SpecA, sg = SpecK, sf = Spec k, et S X un morphisme, tels que sg
et sf se rele`vent a` Y . Alors S se rele`ve a` Y . En d’autres termes, tout diagramme
commutatif en traits pleins :
Y
sg sf S X,
se prolonge par un morphisme de S vers Y en un diagramme commutatif.
Si de plus X est localement noethe´rien, alors ces conditions sont encore e´quivalentes
a` :
(2 bis) meˆme condition que (2) mais en se restreignant a` des anneaux de valuation
discre`te.
De´monstration.
(1 bis) =⇒ (1) : Soit ϕ : X ′ X un morphisme de changement de base. On consi-
de`re le carre´ carte´sien :
Y ′
f ′
ϕ′

Y
f
X ′
ϕ
X.
Soient y′0, y
′
1 ∈ Y ′. On note x′0, x′1 (resp. y0, y1, x0, x1) leurs images dans X ′ (resp. Y , X).
On suppose que x′0 ∈ {x′1} et il faut montrer que y′0 ∈ {y′1}. Soit U un ouvert affine de X
contenant x0. Il contient aussi x1. En notant U
′ = ϕ−1(U) et V ′ = f ′−1(U ′), on voit qu’il
suffit de montrer que f ′|V ′ : V
′ U ′ ve´rifie (∗). Or V ′ = Y ×X U ′ = f−1(U) ×U U ′.
La condition (1 bis) e´tant clairement stable par changement de base par une immersion
ouverte, on peut supposer X affine. De meˆme, le fait qu’une immersion ouverte ve´rifie
(1) (donc (1 bis)) montre que l’on peut supposer Y affine. Il est clair que l’on peut aussi
supposerX ′ affine. On e´crit Y = SpecB,X = SpecA,X ′ = SpecA′ et λ : A′ A′⊗AB.
Soient p, q ∈ Spec (A′ ⊗A B) tels que λ−1(q) ⊂ λ−1(p). Il s’agit de montrer que q ⊂ p.
Soit x =
∑
i a
′
i ⊗ bi ∈ q. On note A′′ la sous-A-alge`bre de A′ engendre´e par les a′i.
A′ ⊗A B A′′ ⊗A B
γ
B
A′
λ
A′′
ψ
A
Alors dans A′′ ⊗A B, l’e´le´ment y de´fini par
∑
i a
′
i ⊗ bi appartient a` γ−1(q). Par ailleurs,
comme A′′ est de type fini sur A, l’inclusion ψ−1(γ−1(q)) ⊂ ψ−1(γ−1(p)) implique
γ−1(q) ⊂ γ−1(p) .
Donc x = γ(y) ∈ p.
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(1) =⇒ (2) : Avec les notations ci-dessus, les donne´es de la condition (2) induisent un
diagramme
YS
fS
Y
f
sg sf S X,
ou` YS = Y ×S X . On note yf , yg les images de sf , sg dans YS , et Z = {yg} muni de
sa structure de sous-sche´ma ferme´ re´duit. On a fS(yf ) = sf et fS(yg) = sg, donc la
condition (1) implique que yf ∈ Z. On note alors O = OZ,yf l’anneau local de Z en yf .
Le morphisme SpecO Z S correspond a` un morphisme local d’anneaux locaux
R O, qui fait commuter le diagramme suivant :
R O
K κ(yg).
Par ailleurs comme sg se rele`ve on a κ(yg) = κ(sg) = K. Donc O est un anneau local
qui domine R et par maximalite´ de R pour la relation de domination, R = O, d’ou` un
morphisme S SpecO Z ⊂ YS Y qui a les proprie´te´s escompte´es.
(2) =⇒ (1) : La condition (2) est stable par changement de base donc on peut oublier
l’adverbe de la condition (1). Soient y0, y1 ∈ Y tels que f(y0) ∈ {f(y1)}. On note x0 =
f(y0), x1 = f(y1), Z = {x1} muni de sa structure de sous-sche´ma ferme´ re´duit, et O =
OZ,x0 l’anneau local de Z en x0. O ⊂ κ(x1) ⊂ κ(y1) = K est un anneau local. Il existe un
anneau de valuationR deK qui domineO. Autrement dit on a un diagramme commutatif :
O
i
R
κ(x1) K = κ(y1)
et i est un morphisme local d’anneaux locaux. D’ou` un morphisme de S = SpecR vers
Z qui envoie le point ge´ne´rique sg de S sur x1 et le point ferme´ sf sur x0. Comme K =
κ(y1), sg se rele`ve clairement en un morphisme sg Y d’image y1. Par ailleurs comme
Y X est un monomorphisme, l’extension re´siduelle κ(x0) κ(y0) est triviale de
sorte que le point ferme´ se rele`ve aussi. On obtient donc un diagramme commutatif :
Y
sg sf S Z X,
et la condition (2) nous donne un morphisme S Y qui envoie sg sur y1 et sf sur y0,
ce qui montre que y0 ∈ {y1}.
(2 bis) =⇒ (1 bis) : Ici on suppose de plus queX est localement noethe´rien. Alors dans
le raisonnement pre´ce´dent O est un anneau local inte`gre noethe´rien de corps des fractions
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κ(x1), et l’extension κ(x1) K = κ(y1) est triviale puisque f est un monomorphisme,
donc l’anneau R peut eˆtre choisi de valuation discre`te, et la suite du raisonnement est
encore valable. 
Le the´ore`me ci-dessous reprend les ide´es d’Artin pre´sentes pp. 58-59 de [12].
The´ore`me 2.1.1.2 Soit f : Y X un morphisme repre´sentable et localement de pre´-
sentation finie de champs alge´briques. On suppose de plus que X est localement noethe´-
rien. Alors f est une immersion quasi-compacte si et seulement si les conditions suivantes
sont ve´rifie´es :
(a) f est un monomorphisme.
(b) Soient A un anneau de valuation (resp. un anneau de valuation discre`te), k son
corps re´siduel, K son corps des fractions, S = SpecA, sg = SpecK, sf = Spec k, et
S X un morphisme, tels que sg et sf se rele`vent a` Y . Alors S se rele`ve a` Y .
Autrement dit, tout diagramme 2-commutatif en traits pleins :
Y
sg sf S X .
se prolonge en un diagramme 2-commutatif par la fle`che en pointille´s.
(c) Soit A un anneau inte`gre. Pour tout morphisme SpecA X tel qu’il existe un
ensemble dense S de points de SpecA qui se rele`vent a` Y , il existe un ouvert non vide
U de SpecA qui se rele`ve a` Y :
Y
s ∈ S U SpecA X .
Remarque 2.1.1.3 La de´monstration ci-dessous montre aussi que si les conditions (a)
et (c) sont ve´rifie´es, alors f est un morphisme quasi-compact. Cependant, la condition
(c) seule ne suffit pas pour assurer la quasi-compacite´ de f . En effet, elle est ve´rifie´e par
exemple de`s que f a une section.
De´monstration. Supposons que f est une immersion quasi-compacte. Alors f est un
monomorphisme, et il est de plus sche´matique. Avec les notations de (b), en posant YS =
Y ×X S, on a un diagramme commutatif
YS
fS
sg sf S,
ou` fS : YS S est une immersion quasi-compacte de sche´mas, et il s’agit de montrer
que fS a une section. D’apre`s le lemme pre´ce´dent, il suffit de montrer qu’une immersion
quasi-compacte ϕ : U V ve´rifie la condition
∀u0, u1 ∈ U u0 ∈ {u1} ⇐⇒ ϕ(u0) ∈ {ϕ(u1)},
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ce qui re´sulte trivialement du fait qu’un tel morphisme induit un home´omorphisme sur
une partie localement ferme´e. Montrons la condition (c). On se donne un sche´ma affine
inte`gre S = SpecA et un morphisme S X comme dans (c). En notant YS = Y ×X
S, le morphisme fS : YS S est une immersion quasi-compacte de sche´mas, et par
hypothe`se son image contient un ensemble dense de S. Son image est donc un ouvert
U de S et il se factorise en YS U S ou` U S est une immersion ouverte, et
YS U une immersion ferme´e surjective. Mais comme U est re´duit, cette dernie`re fle`che
est un isomorphisme. On obtient donc un morphisme U YS qui par composition avec
YS Y donne le rele`vement souhaite´.
Re´ciproquement, supposons les conditions (a), (b), et (c) satisfaites et montrons que
Y X est une immersion quasi-compacte. Comme f est un monomorphisme locale-
ment de pre´sentation finie, il est se´pare´ et localement quasi-fini, donc il est sche´matique
d’apre`s [38], (A.2). En vertu de [29] (2.7.1), il suffit de montrer le re´sultat apre`s change-
ment de base par une pre´sentation lisse X X de X . On choisit une pre´sentation par
un sche´ma X (localement noethe´rien). Alors Y = Y ×X X est lui aussi un sche´ma, et le
morphisme Y X obtenu par changement de base ve´rifie les meˆmes hypothe`ses que f
(il sera encore note´ f par la suite). Eˆtre une immersion quasi-compacte est une proprie´te´
locale a` la base, donc on peut supposer que X est un sche´ma affine (noethe´rien).
• Quasi-compacite´ de Y .
Pour montrer que Y est quasi-compact, nous allons montrer par re´currence noethe´-
rienne que pour tout ferme´ F de X , f−1(F ) est un espace topologique noethe´rien. Il
faut montrer que si A est un ferme´ de X tel que pour tout ferme´ strict B de A, f−1(B)
soit noethe´rien, alors f−1(A) est noethe´rien. Or le morphisme f−1(A) A obtenu par
changement de base ve´rifie les meˆmes hypothe`ses que Y X (les conditions (a), (b),
et (c) sont stables par changement de base). Donc quitte a` remplacer X par A on peut
supposer que l’image re´ciproque de tout ferme´ strict de X est noethe´rienne et il s’agit
de montrer que Y est quasi-compact. C’est clair si X est re´ductible, ou si f(Y ) n’est pas
dense, donc on peut supposer X irre´ductible et f dominant. On peut supposer Y re´duit,
puisque la question est purement topologique, et les sche´mas qui entrent en jeu dans les
conditions (b) et (c) sont tous re´duits. Alors f se factorise par Xre´d, et le morphisme
Y Xre´d ainsi obtenu ve´rifie encore les conditions (a), (b), (c), si bien que l’on peut
supposer X inte`gre. Soit U un ouvert affine non vide de X . Soit S l’ensemble des points
de U qui sont dans l’image de Y . S est dense dans U , et de plus, comme Y X est
un monomorphisme, l’extension re´siduelle κ(f(y)) →֒ κ(y) est triviale pour tout y ∈ Y ,
de sorte que chaque point s ∈ S se rele`ve a` Y . En appliquant la condition (c) a` U ,
on obtient, quitte a` re´duire U , un rele`vement de U a` Y , rendant le diagramme suivant
commutatif :
U
g
Y X.
Alors Y = g(U) ∪ f−1(X \ U) est quasi-compact.
• f est une immersion.
C’est une question locale, donc il suffit de le faire au voisinage de chaque point x0 de
X . On note encore Z = f(Y ) ⊂ X . Il y a trois cas a` traiter :
– x0 ∈ X \ Z,
– x0 ∈ f(Y ),
– x0 ∈ Z \ f(Y ).
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Le premier cas est trivial. Montrons que le troisie`me re´sulte du second. Il suffit pour cela
de montrer que Z \ f(Y ) est ferme´. En effet, f(Y ) sera alors un ouvert de Z, et s’e´crira
donc f(Y ) = Z ∩ U ou` U est un ouvert de X . Le morphisme f se factorisera par U et
pour ve´rifier que c’est une immersion, il suffira de ve´rifier qu’il en est ainsi au voisinage
de chaque point x0 de U , ce qui nous rame`nera a` l’un des deux premiers cas suivant que
x0 appartient a` f(Y ) ou non. Maintenant, si Z \ f(Y ) n’e´tait pas ferme´, il existerait un
point x0 ∈ Z \ f(Y ) ∩ f(Y ). D’apre`s le second cas, f est une immersion au voisinage de
x0, donc il existe un voisinage U de x0 tel que f(Y )∩U soit ferme´ dans U , ce qui contredit
x0 ∈ Z \ f(Y ) (remarquer que Z ∩ U = f(Y ) ∩ U).
Il nous reste donc a` montrer que f est une immersion au voisinage de tout point de
f(Y ). Soient y0 ∈ Y et x0 = f(y0). Il suffit de le faire pour un voisinage e´tale de x0, car
eˆtre une immersion ferme´e est une proprie´te´ de nature locale pour la topologie e´tale sur
X ([29], (2.7.1)).
Premier cas : X est un sche´ma local hense´lien et noethe´rien dont x0 est le point ferme´.
Alors f : Y X est se´pare´ et de type fini, et y0 est isole´ dans sa fibre (car f
est un monomorphisme) donc d’apre`s [14], the´ore`me (1.10) p.26, il existe un splittage
Y = Y0 ⊔ Y1 avec Y0 X fini et y0 ∈ Y0. Comme f est un monomorphisme, il est
injectif et f−1(x0)∩ Y1 est vide. De plus, Y0 X est un monomorphisme propre, donc
d’apre`s [31] (18.12.6) c’est une immersion ferme´e. Il suffit donc de montrer que Y1 est
vide. Dans le cas contraire, x0 ∈ f(Y1). Le morphisme f : Y X est de pre´sentation
finie donc d’apre`s le the´ore`me de Chevalley ([32], (7.1.4) p.329) f(Y1) est constructible. Il
s’e´crit alors f(Y1) = (U1∩F1)∪· · ·∪(Uk∩Fk), ou` pour tout i, Fi est un ferme´ irre´ductible,
Ui un ouvert, et (Ui ∩ Fi) est non vide. On a x0 ∈ f(Y1) ⊂ F1 ∪ · · · ∪ Fk, par exemple
x0 ∈ F1. On note x1 le point ge´ne´rique de F1. Alors x0 ∈ {x1}. Par ailleurs, U1 ∩ F1 est
un ouvert non vide de F1, donc il contient x1 et il existe y1 ∈ Y1 tel que x1 = f(y1). Le
lemme pre´ce´dent et la condition (b) impliquent alors que y0 ∈ {y1}, ce qui est absurde
car Y = Y0 ⊔ Y1.
Cas ge´ne´ral.
On note X = SpecA, Xh = SpecAh ou` Ah est l’hense´lise´ de A en x0, et f
h :
Y h Xh le morphisme obtenu par changement de base. Ce dernier ve´rifie encore les
conditions (a), (b), (c), il est de type fini et Ah est local hense´lien et noethe´rien. Donc
d’apre`s ce qui pre´ce`de fh est une immersion ferme´e. Maintenant, comme Y X est de
pre´sentation finie, et X quasi-compact, le the´ore`me (8.10.5) de [30] nous assure qu’il existe
un voisinage e´tale X ′ de x0 tel que le morphisme induit Y
′ X ′ soit une immersion
ferme´e. Ceci montre que f est une immersion ferme´e au voisinage de x0 ([29], (2.7.1)) et
ache`ve la de´monstration. 
On rappelle qu’un morphisme d’espaces alge´briques est dit localement se´pare´ si sa dia-
gonale est une immersion quasi-compacte. Le lecteur e´rudit reconnaˆıtra dans le corollaire
ci-dessous les conditions [3’] (a) et (b) du the´ore`me (5.3) (p.48) de repre´sentabilite´ pour
les espaces alge´briques de [12].
Corollaire 2.1.1.4 Soient S un sche´ma noethe´rien, et X, Y des espaces alge´briques lo-
calement de pre´sentation finie sur S. Soit f : Y X un morphisme localement de
pre´sentation finie. Alors f est localement se´pare´ si et seulement si :
(a) Pour tout anneau A de valuation (resp. de valuation discre`te), de corps des frac-
tions K et de corps re´siduel k, pour tout couple (ξ, η) ∈ (Y ×XY )(A) tel que ξK = ηK
et ξk = ηk on a ξ = η.
(b) Soient A un anneau inte`gre et (ξ, η) ∈ (Y ×X Y )(A). On suppose qu’il existe un
ensemble dense S de points de SpecA tel que pour tout s ∈ S , on ait ξs = ηs.
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Alors il existe un ouvert non vide U de SpecA tel que ξU = ηU .
De´monstration. La diagonale ∆ de f est un monomorphisme localement de pre´sentation
finie, et Y ×X Y est localement noethe´rien. De plus les conditions (a) et (b) ci-dessus
signifient pre´cise´ment que ∆ ve´rifie les conditions (b) et (c) du the´ore`me (2.1.1.2), de
sorte que notre assertion en re´sulte. 
Remarque 2.1.1.5 Pour les champs alge´briques, on ne peut pas obtenir de crite`re de
locale se´paration, ni meˆme de quasi-se´paration, a` partir du the´ore`me (2.1.1.2), pour la
simple raison que la diagonale d’un morphisme de champs alge´briques n’est ge´ne´ralement
pas un monomorphisme. En fait, si X est un S-champ alge´brique, sa diagonale est un
monomorphisme si et seulement si X est un S-espace alge´brique. En conse´quence nous
devrons de´velopper d’autres techniques pour aboutir a` la quasi-se´paration du champ de
Picard.
2.1.2 Sections globales et trivialite´ des faisceaux inversibles
Soient X un champ alge´brique, et L un faisceau inversible sur X . Le but de ce para-
graphe est de donner des crite`res portant sur Γ(X ,L ) et e´ventuellement sur Γ(X ,L −1)
permettant de voir facilement si L est trivial. Le premier de ces crite`res montrera plus
pre´cise´ment que L est trivial si et seulement s’il a une section globale  partout non
nulle . On rappelle que Γ(X ,L ) est l’ensemble des collections (s(V,v)) de sections de
L sur les (V, v) ∈ obLis-e´t(X ) telles que pour toute fle`che ϕ : (U, u) (V, v) dans
Lis-e´t(X ) on ait re´sϕ s(V,v) = s(U,u).
De´finition 2.1.2.1 Soit s une section globale de L .
(i) On dit que s est partout non nulle sur X si pour tout ouvert lisse-e´tale (V, v) de
X , la section globale s(V,v) de LV,v est partout non nulle sur V .
(ii) Soit x ∈ |X | un point de X , repre´sente´ par un morphisme ϕ de SpecK vers X
(cf. [38], chapitre 5). La section s induit une section ϕ∗s de Γ(SpecK,ϕ∗L ). On dit
que s est nulle en x si ϕ∗s = 0. (Il est clair que ceci ne de´pend pas du repre´sentant
ϕ choisi.)
Proposition 2.1.2.2 Soit s une section globale de L . Les propositions suivantes sont
e´quivalentes :
(i) s est partout non nulle sur X ;
(ii) s est non nulle en tout point de X ;
(iii) le morphisme de OX dans L correspondant a` s est un isomorphisme.
De plus l’ensemble des points de X ou` s est non nulle est un ouvert de |X |.
De´monstration. L’e´quivalence de (i) et (iii) re´sulte imme´diatement du fait qu’une section
globale s(V,v) de LV,v est partout non nulle si et seulement si le morphisme correspondant
de OV dans LV,v est un isomorphisme.
Le fait que (i) implique (ii) est clair puisque tout point de |X | admet un repre´sentant
qui se factorise par un ouvert lisse-e´tale de X . La re´ciproque est e´vidente aussi : plus
ge´ne´ralement si s est non nulle en tout point de X alors pour tout morphisme F :
Y X la section F ∗s est non nulle en tout point de Y .
Pour la dernie`re assertion, soit x ∈ |X | un point de X en lequel s est non nulle et
soit U un ouvert lisse-e´tale de X le contenant. Il existe alors un voisinage V de x dans
U tel que s soit non nulle en tout point de V , et son image est un voisinage ouvert de x
dans X . 
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Remarque 2.1.2.3 La section s de´finit en fait un ide´al quasi-cohe´rent I de OX , donc
un sous-champ ferme´ de X . Le ferme´ de |X | correspondant est l’ensemble des points ou`
s est nulle.
Il est bien connu qu’un faisceau inversible sur un sche´ma propre est trivial si et seule-
ment s’il est engendre´ par ses sections globales, de meˆme que son inverse. Nous aurons
besoin d’un re´sultat analogue pour les champs. L’hypothe`se de platitude cohomologique
sous laquelle nous nous plac¸ons souvent rend le re´sultat presque trivial et nous dispense
meˆme de l’hypothe`se de proprete´ (cf. 2.1.2.6).
De´finition 2.1.2.4 Soient X un S-champ alge´brique, et F un faisceau de OX -modules.
On dit que F est engendre´ par ses sections globales s’il existe une famille de sections
globales {si}i∈I , si ∈ Γ(X ,F ), telle que pour tout (U, u) ∈ obLis-e´t(X ), FU,u soit
engendre´ par les sections {siU,u}i∈I .
Remarque 2.1.2.5 Si F est un faisceau inversible et si {si}i∈I est une famille de sections
globales de F , alors la famille {siU,u}i∈I engendre (FU,u)x en un point x ∈ U ou` (U, u) ∈
obLis-e´t(X ) si et seulement s’il existe un indice i tel que si soit non nulle au point de
|X | repre´sente´ par x. Donc F est engendre´ par ses sections globales si et seulement si
pour tout point x de |X |, F a une section globale non nulle en x.
Proposition 2.1.2.6 Soit X un champ alge´brique cohomologiquement plat en dimension
ze´ro sur le spectre d’un corps k. Soit F un faisceau inversible sur X . Alors F est trivial
si et seulement si F et F−1 sont engendre´s par leurs sections globales.
De´monstration. La partie  seulement si  est e´vidente puisque le faisceau OX est
engendre´ par sa section globale constante 1 ∈ Γ(X ,OX ). Pour la re´ciproque, supposons
que F et F−1 soient engendre´s par leurs sections globales. Soit x un point de X . Il existe
des sections s de Γ(X ,F ) et s′ de Γ(X ,F−1) non nulles en x. Alors s⊗ s′ ∈ Γ(X ,OX )
est non nulle en x. Mais Γ(X ,OX ) = k par platitude cohomologique, donc s ⊗ s′ est
partout non nulle sur X , et donc s aussi, ce qui montre que F est trivial. 
Lemme 2.1.2.7 Soient X un champ alge´brique propre sur S = Spec k, L/k une exten-
sion de k, et F un faisceau inversible sur X . Alors F est engendre´ par ses sections
globales si et seulement si FL l’est.
De´monstration. D’apre`s [43], cor. 5 p.53 et [11], annexe A, on a un isomorphisme naturel
H0(X ,F )⊗k L ∼ H0(X ⊗k L,FL) . Supposons que F soit engendre´ par ses sections
globales. Soient y ∈ |X ⊗k L| un point de X ⊗k L, et x ∈ |X | son image. Il existe par
hypothe`se une section globale s ∈ H0(X ,F ) non nulle en x. Alors s⊗1 ∈ H0(X ⊗kL,FL)
est non nulle en y. Re´ciproquement, si F n’est pas engendre´ par ses sections globales, soit
x ∈ |X | un point de X en lequel toute section globale de F est nulle. Soit y ∈ |X ⊗kL| un
ante´ce´dent de x (X ⊗kL X est surjectif). Alors il est clair que toute section globale
t ∈ H0(X ,F ) ⊗k L de FL est nulle en y, ce qui montre que FL n’est pas engendre´ par
ses sections globales. 
Corollaire 2.1.2.8 Soit X un champ alge´brique propre et cohomologiquement plat en
dimension ze´ro sur un corps k. Soit L/k une extension de k. Alors F est isomorphe a`
OX si et seulement si FL est isomorphe a` OX×kL. 
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2.1.3 Un peu de descente fide`lement plate
Proposition 2.1.3.1 Soit
X ′
F ′ 
X
F
Y ′ q Y
un diagramme 2-carte´sien de S-champs alge´briques.
(i) On suppose que le morphisme de changement de base q : Y ′ Y est surjectif
et universellement ouvert (c’est en particulier le cas d’une pre´sentation de Y , ou
encore d’un morphisme fide`lement plat et localement de pre´sentation finie). Alors
F est quasi-compact (resp. quasi-se´pare´) si et seulement si F ′ l’est.
(ii) On suppose q fide`lement plat et quasi-compact, et F repre´sentable. Alors F est
une immersion quasi-compacte si et seulement si F ′ en est une.
(iii) On suppose q fide`lement plat et quasi-compact. Alors F est localement se´pare´ si
et seulement si F ′ est localement se´pare´.
De´monstration. (i) Pour la premie`re assertion, la de´monstration de [38], corollaire
(5.6.3), est encore valable dans notre cas sans aucune modification. La seconde s’en de´duit
imme´diatement en constatant que le morphisme diagonal ∆F ′ s’identifie au morphisme
obtenu a` partir de ∆F par le changement de base q.
(ii) F e´tant repre´sentable, on se rame`ne formellement au cas ou` Y est un sche´ma
affine. Quitte a` conside´rer une pre´sentation de Y ′, on peut aussi supposer que Y ′ est un
sche´ma. Alors X est un S-espace alge´brique, et X ′ est un sche´ma puisqu’une immersion
est toujours sche´matique. Dans ce cas le re´sultat de´coule de l’effectivite´ de la descente des
morphismes quasi-affines par morphismes fide`lement plats quasi-compacts.
(iii) se de´duit formellement de (ii) en tenant compte du fait qu’un morphisme diagonal
est toujours repre´sentable. 
2.2 Locale se´paration du foncteur de Picard
On ve´rifie dans le lemme ci-dessous les conditions (a) et (b) du corollaire 2.1.1.4 pour
le foncteur de Picard.
Lemme 2.2.1 Soient A un anneau inte`gre, T = SpecA, et X T un T -champ alge´-
brique propre, plat, de pre´sentation finie, et cohomologiquement plat en dimension ze´ro.
Soit L un faisceau inversible sur X .
(i) Si A est un anneau local (en particulier si A est un anneau de valuation discre`te),
de corps re´siduel k et de corps des fractions K, alors L est trivial si et seulement
si Lk et LK le sont.
(ii) S’il existe un ensemble dense S de points de T tel que pour tout t ∈ S , Lt soit
trivial, alors il existe un ouvert non vide U de T tel que LU soit trivial.
De´monstration. D’apre`s l’annexe A de [11] les corollaires 1 et 2 du paragraphe 5 de [43]
sont encore valables. Ils nous apprennent que la fonction
t 7−→ d(t) := dimκ(t)H0(Xt,Lt)
est semi-continue supe´rieurement, et que si elle est constante sur T (qui est bien re´duit et
connexe), alors le morphisme naturel
(f∗L )⊗OT κ(t) H0(Xt,Lt)
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est un isomorphisme pour tout t ∈ T . De plus en un point ou` Lt est trivial, on a
H0(Xt,Lt) = H
0(Xt,OXt) ≃ κ(t) par platitude cohomologique, donc d(t) = 1.
(i) Ici comme LK et Lk sont triviaux, la fonction d vaut 1 au point ge´ne´rique et
au point ferme´, donc elle est constante e´gale a` 1 sur T . D’apre`s ce qui pre´ce`de, on a
en particulier un isomorphisme H0(T, f∗L ) ⊗A k = H0(X ,L ) ⊗A k H0(Xk,Lk).
Le faisceau Lk e´tant trivial, il a une section globale partout non nulle sur Xk. D’apre`s
l’isomorphisme pre´ce´dent, cette section provient d’une section globale s de L (comme
k est un quotient de A, les e´le´ments de H0(X ,L ) ⊗A k peuvent tous s’e´crire sous la
forme s⊗ 1). Alors s est non nulle en tout point x de X d’image Spec k dans T . D’apre`s
(2.1.2.2), l’ensemble C des points de X ou` s est nulle est un ferme´ de |X |. Comme f
est propre, l’image de C est un ferme´ de T , qui de plus ne contient pas le point ferme´.
Ne´cessairement C est vide, donc s est partout non nulle et d’apre`s (2.1.2) L est trivial.
(ii) La fonction d e´tant semi-continue supe´rieurement, il existe un ouvert non vide sur
lequel elle est constante et quitte a` remplacer T par cet ouvert, on peut supposer qu’elle
est constante. De`s lors pour tout t ∈ T le morphisme naturel
H0(X ,L )⊗A κ(t) H0(Xt,Lt)
est un isomorphisme. Soit t ∈ S . Alors Lt est trivial donc il a une section globale
st ∈ H0(Xt,Lt) partout non nulle sur Xt. D’apre`s l’isomorphisme pre´ce´dent, elle provient
d’un e´le´ment de H0(X ,L ) ⊗A κ(t) que l’on peut e´crire sous la forme s⊗ ( 1f ) ou` f ∈ A
n’est pas dans l’ide´al premier correspondant a` t. Quitte a` remplacer T par D(f), on peut
supposer f = 1 et on a donc trouve´ une section s ∈ H0(X ,L ) dont la re´duction st a` Xt
est partout non nulle.
Maintenant l’ensemble C des points de X ou` s est nulle est un ferme´ de |X | d’apre`s
(2.1.2.2), et son image est un ferme´ F de T , qui ne contient pas t. Son comple´mentaire
U = T \ F est alors un ouvert non vide de T , et la section sU induite par s sur X ×T U
est partout non nulle sur X ×T U , de sorte que LU est trivial. 
Proposition 2.2.2 Soient S un sche´ma noethe´rien et X un S-champ alge´brique propre,
plat, et cohomologiquement plat en dimension ze´ro. Alors le foncteur PicX /S est un S-
espace alge´brique localement se´pare´.
De´monstration. On sait de´ja` d’apre`s [11] et la proposition (1.3.7) que PicX /S est re-
pre´sentable par un S-espace pre´alge´brique. Il s’agit de montrer que le morphisme
PicX /S S
est localement se´pare´. Par (2.1.3.1) (iii) et (1.2.2.4), on peut supposer que le morphisme
X S a une section, ce qui nous rame`ne par (1.2.3.1) au cas ou` PicX /S est donne´ par
PicX /S(T ) =
Pic(X ×S T )
Pic(T )
.
On peut appliquer le corollaire (2.1.1.4) au morphisme PicX /S S, qui est bien loca-
lement de pre´sentation finie par (1.4.1.1). Les conditions (a) et (b) sont ve´rifie´es graˆce au
lemme pre´ce´dent. 
2.3 Quasi-se´paration du champ de Picard
Nous allons montrer dans ce paragraphe que sous de bonnes hypothe`ses, le champ de
Picard Pic(X /S) est quasi-se´pare´. En fait ce re´sultat se de´duit sans trop d’efforts du
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re´sultat de locale se´paration du foncteur de Picard (2.2.2). Cependant, cette de´marche
peut sembler insatisfaisante, et il convient de donner de ce re´sultat une de´monstration
directe. Nous avons pour cela de´veloppe´ un crite`re de quasi-se´paration pour les champs
alge´briques (2.3.2), inspire´ du crite`re de locale se´paration (2.1.1.4), qu’il nous a semble´
pertinent d’e´noncer se´pare´ment. Rappelons tout d’abord quelques notations.
Si X est un S-champ, U ∈ ob (Aff/S), et si x, y sont deux objets de XU , on notera res-
pectivement Aut(x) et Isom(x, y) les foncteurs des automorphismes et des isomorphismes
dont les de´finitions sont rappele´es ci-dessous :
Aut(x) :
{
(Aff/U) −→ (Gr)
(V U) 7−→ Aut(xV )
Isom(x, y) :
{
(Aff/U) −→ (Ens)
(V U) 7−→ Isom(xV , yV )
.
Le re´sultat principal concernant le champ de Picard est le suivant.
The´ore`me 2.3.1 Soient S un sche´ma noethe´rien, et X un S-champ alge´brique propre,
plat, et cohomologiquement plat en dimension ze´ro. Alors le champ de Picard Pic(X /S)
est un S-champ alge´brique (c’est-a`-dire qu’il est quasi-se´pare´).
Premie`re de´monstration (utilisant (2.2.2))
Notons P = Pic(X /S), et P = PicX /S . D’apre`s (2.2.2), le morphisme diagonal ∆P :
P P ×S P est une immersion quasi-compacte. On veut montrer que le morphisme
diagonal ∆P de P est quasi-compact, i.e. que pour tout U ∈ ob (Aff/S) et tout couple
(L ,M ) de faisceaux inversibles sur X ×S U , le morphisme de U -espaces alge´briques
Isom(L ,M ) U est quasi-compact. Les faisceaux L et M (plus pre´cise´ment leurs
classes d’isomorphie) de´finissent un morphisme ([L ], [M ]) de U dans P ×S P . Notons U0
le sous-sche´ma quasi-compact de U sur lequel L et M sont isomorphes, i.e. le sous-sche´ma
de´fini par le carre´ carte´sien
U0

U
([L ],[M ])
P
∆P
P ×S P.
Alors on a une factorisation :
Isom(L ,M ) U
U0
qui provient de la commutativite´ du diagramme suivant :
Isom(L ,M )

P
π
∆P
P
∆P
U
(L ,M )
P ×S P π×π P ×S P
(ou` π de´signe le morphisme naturel P P ). Il suffit donc de montrer que
Isom(L ,M ) U0
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est quasi-compact. Or c’est un e´pimorphisme (on peut le voir soit de manie`re directe, soit
en constatant qu’on a un diagramme 2-carte´sien
Isom(L ,M )

U0
P
∆π
P ×P P
et en se rappelant que π est une gerbe). Isom(L ,M ) U0 est donc un torseur sous
Aut(M ), c’est-a`-dire un Gm-torseur puisque par platitude cohomologique, Aut(M ) est
isomorphe a` Gm. Alors Isom(L ,M ) U0 est quasi-compact puisque Gm est quasi-
compact. 
La proposition ci-dessous donne un crite`re ge´ne´ral de quasi-se´paration, graˆce auquel
nous pourrons donner une seconde de´monstration, directe, du fait que le champ de Picard
est quasi-se´pare´.
Proposition 2.3.2 Soient S un sche´ma localement noethe´rien et X un S-champ pre´al-
ge´brique localement de pre´sentation finie. On suppose que les deux conditions suivantes
sont remplies.
(i) Pour tout U ∈ ob (Aff/S) et tout x ∈ obXU , le morphisme Aut(x) U est
quasi-compact.
(ii) Soit U ∈ ob (Aff/S) inte`gre, et soient x, y ∈ obXU . On suppose qu’il existe un
ensemble dense de points t de U , tels qu’il existe une extension L(t) de κ(t) telle que
xL(t) ≃ yL(t). Alors x et y sont isomorphes sur un ouvert dense de U .
Alors X est quasi-se´pare´. (Autrement dit c’est un S-champ alge´brique.)
De´monstration. Le champ X ×SX est localement noethe´rien (car localement de pre´sen-
tation finie sur S). Soit U X ×SX une pre´sentation de X ×SX , ou` U est un sche´ma
localement noethe´rien. Alors par (2.1.3.1) (i), pour montrer que ∆ : X X ×S X est
quasi-compact, il suffit de montrer que le morphisme obtenu par changement de base
I

U
(x,y)
X X ×S X
est quasi-compact. Comme c’est une question locale sur U , on peut supposer U affine. Il
s’agit donc de montrer que si U est un sche´ma affine noethe´rien, et si x, y sont deux objets
de XU , alors I = Isom(x, y)
f
U est un morphisme quasi-compact.
Soit G = Aut(y). L’action a` gauche naturelle de G sur I fait clairement de I U
un pseudo-torseur2 sous G. Par re´currence noethe´rienne sur les ferme´s de U , on peut
supposer que pour tout ferme´ strict F de U , I×U F est quasi-compact. Il suffit maintenant
de trouver un ouvert non vide V de U tel que I ×U V soit quasi-compact. En effet, si V
est un tel ouvert, alors en notant F = U \V , l’espace alge´brique I ′ = (I×U V )
∐
(I×U F )
est quasi-compact, et le morphisme I ′ I obtenu par changement de base a` partir de
V
∐
F U est surjectif, donc I est quasi-compact.
2Autrement dit la fle`che I U est invariante sous G, et le morphisme naturel G× I I ×U I
est un isomorphisme.
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Posons Z = f(I). Soit W un ouvert affine inte`gre de Zre´d. Alors le morphisme fW :
I ×U W W est dominant, et la condition (ii) signifie pre´cise´ment que dans ce cas,
quitte a` choisir W plus petit, fW a une section. Ceci prouve que I ×U W est un torseur
sous G, donc est quasi-compact. Ceci e´tant, on peut e´crire W = Zre´d ∩ V = Zre´d ×U V
ou` V est un ouvert (non vide) de U . On ve´rifie sans peine que le morphisme induit
I ×U W I ×U V est surjectif, ce qui montre que I ×U V est quasi-compact, et ache`ve
la de´monstration. 
Seconde de´monstration du the´ore`me (2.3.1) On sait de´ja` d’apre`s [11] que le S-
champ Pic(X /S) est pre´alge´brique. Il est localement de pre´sentation finie d’apre`s 1.4.1.1.
La condition (i) re´sulte du fait que, par platitude cohomologique, pour tout faisceau
inversible L sur X ×S U , le U -espace en groupes Aut(L ) est isomorphe a` Gm,U , donc il
est quasi-compact. La condition (ii) re´sulte du lemme (2.2.1) (ii) et de (2.1.2.8). 
Chapitre 3
The´orie des de´formations
3.1 Conditions de Schlessinger
Dans toute cette section, on suppose que S = SpecR est un sche´ma affine, et on
conside`re un carre´ carte´sien de R-alge`bres :
B′

A′
p
B A.
B′ est donc isomorphe au produit fibre´ A′ ×A B. On suppose de plus que p est surjectif.
On rappelle le the´ore`me suivant, duˆ a` Ferrand, ou` pour tout anneau R′, Modpl(R′)
de´signe la cate´gorie des R′-modules plats.
The´ore`me 3.1.1 ([23], th. 2.2) Le foncteur
Modpl(B′) Modpl(A′)×Modpl(A) Modpl(B)
qui a` un B′-module M associe le triplet (M ⊗B′ A′,M ⊗B′ B,ϕ), ou` ϕ est l’isomorphisme
canonique (M ⊗B′ A′)⊗A′ A ∼ (M ⊗B′ B)⊗B A , est une e´quivalence de cate´gories. Un
quasi-inverse est donne´ par le foncteur qui a` un triplet (M ′, N, ϕ), associe le A′ ×A B-
module
S(M ′, N, ϕ) = {(m′, n) ∈M ′ ×N | ϕ(1⊗m′) = 1⊗ n}.
L’e´nonce´ est encore valable en remplac¸ant la condition  plats  par  plats et de type
fini ,  projectifs et de type fini , ou encore  localement libres de rang 1 .
Nous allons en de´duire un the´ore`me de comparaison entre la cate´gorie des faisceaux
inversibles sur XB′ et le produit fibre´ des cate´gories des faisceaux inversibles sur XA′ et
sur XB . (Ici un indice comme XA de´signe le changement de base X ×S SpecA.)
The´ore`me 3.1.2 Avec les notations pre´ce´dentes, si X est un champ alge´brique plat sur
S, on a une e´quivalence de cate´gories
Inv (XB′) Inv (XA′)×Inv (XA) Inv (XB).
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De´monstration.
Commenc¸ons par l’observation suivante. Soient U un S-champ alge´brique, U1 un
S-espace alge´brique, et soit U1 U un e´pimorphisme. On note U2 = U1 ×U U1 et
U3 = U1 ×U U1 ×U U1. Alors d’apre`s 1.1.1.6 la cate´gorie Inv (U ) est e´quivalente a` la
cate´gorie Desc(U1,U ) de´finie comme suit :
- un objet de Desc(U1,U ) est la donne´e d’un faisceau inversible L sur U1 et d’un
isomorphisme ϕ : pr∗1L pr
∗
2L dans Inv (U
1×U U1) = Inv (U2) ve´rifiant la condition
de cocycle
pr∗1,3ϕ = pr
∗
2,3ϕ ◦ pr∗1,2ϕ
dans Inv (U3) ;
- un morphisme de (L , ϕ) vers (L ′, ϕ′) est la donne´e d’un isomorphisme α de L vers
L ′ faisant commuter le diagramme
pr∗1L
ϕ
pr∗1α
pr∗2L
pr∗2α
pr∗1L
′
ϕ′
pr∗2L
′.
De plus la construction de Desc(U1,U ) commute aux produits fibre´s de cate´gories, de
sorte que si les trois foncteurs naturels
Inv (U iB′) Inv (U
i
A′)×Inv (UiA) Inv (U
i
B), i = 1, 2, 3,
sont des e´quivalences de cate´gories, il en est de meˆme du foncteur
Inv (UB′) Inv (UA′)×Inv (UA) Inv (UB).
Revenons a` la de´monstration proprement dite de notre the´ore`me.
Premier cas : X est un S-sche´ma affine SpecR′.
Alors l’assertion re´sulte du the´ore`me (3.1.1) et du lemme suivant.
Lemme 3.1.3 Si R′ est une R-alge`bre plate, alors le carre´ obtenu par changement de
base
B′ ⊗R R′ A′ ⊗R R′
pR′
B ⊗R R′ A⊗R R′
est encore carte´sien, et pR′ est surjectif.
De´monstration. Un carre´ de R-alge`bres est carte´sien si et seulement si le carre´ sous-
jacent de R-modules l’est. Or un carre´ de R-modules
E F
f
G g H
est carte´sien si et seulement si la suite induite
0 E F ⊕G f−g H
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est exacte. Cette condition est e´videmment stable par changement de base plat. La sur-
jectivite´ de pR′ est claire. 
2e`me cas : X est un S-sche´ma qui est union disjointe de sche´mas affines.
On a X =
∐
i
Xi, ou` chaque Xi est affine. Alors Inv (X ) =
∏
i
Inv (Xi) universellement,
et l’assertion est vraie pour chacun des S-sche´mas Xi, donc il suffit de montrer que les
produits fibre´s de cate´gories commutent aux produits arbitraires, ce qui est purement
formel et e´vident.
3e`me cas : X est un sche´ma se´pare´.
Soit X l’union disjointe d’une famille d’ouverts affines recouvrant X . Alors X , X ×X X ,
et X×X X×X X sont unions disjointes de sche´mas affines, donc d’apre`s la remarque qui
amorc¸ait notre de´monstration, l’assertion re´sulte du second cas.
4e`me cas : X est un S-sche´ma quelconque.
De meˆme que pre´ce´demment soit X la somme des ouverts d’un recouvrement affine de X .
Alors X est se´pare´, et, X e´tant localement se´pare´ (comme tout sche´ma !), les sche´mas
X ×X X et X ×X X ×X X sont se´pare´s, donc il suffit d’appliquer le troisie`me cas.
5e`me cas : X est un S-espace alge´brique.
On choisit un morphisme e´tale surjectif X X ou` X est un sche´ma. La diagonale d’un
espace alge´brique e´tant sche´matique (par de´finition), on voit queX×X X etX×X X×X X
sont encore des sche´mas, de sorte que l’assertion re´sulte du cas pre´ce´dent.
6e`me cas : X est un S-champ alge´brique.
On choisit une pre´sentation P : X X par un espace alge´brique. Alors X ×X X et
X×X X×X X sont encore des espaces alge´briques, donc d’apre`s la discussion pre´liminaire
le re´sultat se de´duit du cinquie`me cas. 
Corollaire 3.1.4 On garde les hypothe`ses et notations du the´ore`me pre´ce´dent, mais on
suppose de plus que p est une extension infinite´simale (i.e. un morphisme surjectif a`
noyau nilpotent), et non seulement un morphisme surjectif. On suppose e´galement que
le morphisme f : X S est cohomologiquement plat en dimension ze´ro. Alors les
morphismes naturels
Pic(XB′ ) Pic(XA′)×Pic(XA) Pic(XB)
et
PX /S(B
′) PX /S(A
′)×PX /S(A) PX /S(B)
sont des isomorphismes.
De´monstration. On a un carre´ commutatif
XB′ XA′
XB XA
qui induit le premier morphisme e´voque´ dans l’e´nonce´ apre`s application du foncteur Pic.
La surjectivite´ re´sulte tautologiquement du the´ore`me pre´ce´dent. Montrons que c’est un
morphisme injectif. Soit LB′ un faisceau inversible sur XB′ tel que LB′ |XA′ et LB′ |XB
soient triviaux. On veut montrer que LB′ est isomorphe a` OXB′ . Vu l’e´quivalence de
cate´gories (3.1.2), il suffit de trouver des isomorphismes
LB′ |XA′
ϕA′
OXA′
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LB′ |XB
ϕB
OXB
tels que, aux isomorphismes canoniques pre`s, ϕA′ |XA et ϕB |XA soient e´gaux. On sait
par hypothe`se qu’il existe un ϕA′ et un ϕB , mais a priori ϕA′ |XA 6= ϕB |XA . Soit ψ =
(ϕA′ |XA)(ϕB |XA)
−1. ψ est un isomorphisme de OXA , donc correspond a` un e´le´ment de
Γ(XA,OXA)
×. On voudrait que ψ soit l’identite´ de OXA . Il suffirait pour cela de corriger
ϕA′ (ou ϕB) par un automorphisme de OXA′ (ou OXB ) qui induise ψ sur OXA . Il suffit
donc pour conclure de montrer que l’une des deux fle`ches
Γ(XA′ ,OXA′ )
× Γ(XA,OXA)
×,
Γ(XB ,OXB )
× Γ(XA,OXA)
×,
est surjective. Or par platitude cohomologique en dimension ze´ro, on a Γ(XT ,OXT ) = T
pour toute R-alge`bre T , donc il suffit que A′× A× ou B× A× soit surjective.
Comme A′ A est une extension infinite´simale, A ≃ A′/I avec I nilpotent et on voit
facilement que A′× A× est surjective.
Passons maintenant au foncteur de Picard relatif. Il s’agit de montrer que le morphisme
naturel
Pic(XB′)
Pic(B′)
Pic(XA′ )
Pic(A′) ×Pic(XA)
Pic(A)
Pic(XB)
Pic(B)
est un isomorphisme. On sait de´ja` graˆce a` la platitude cohomologique de f que pour tout
S-sche´ma T , Pic(T ) s’injecte dans Pic(X ×S T ) (cf. th. (1.2.3.1)). On identifie dans la
suite Pic(T ) a` un sous-groupe de Pic(X ×S T ).
Injectivite´ : Soit b′ ∈ Pic(XB′). On note a′, b, et a ses images dans Pic(XA′), Pic(XB),
et Pic(XA), et on suppose que a
′ ∈ Pic(A′) et b ∈ Pic(B). Il s’agit de montrer que
b′ ∈ Pic(B′). Les e´le´ments a′ et b ont meˆme image dans Pic(A) donc graˆce a` l’isomorphisme
Pic(B′) ≃ Pic(A′)×Pic(A) Pic(B)
il existe un e´le´ment β′ de Pic(B′) qui induit le couple (a′, b). Maintenant b′ et β′ ont la
meˆme image dans Pic(XA′)×Pic(XA) Pic(XB) donc d’apre`s ce qui pre´ce`de b′ = β′.
Surjectivite´ : Soient a′ ∈ Pic(XA′ ) et b ∈ Pic(XB) induisant le meˆme e´le´ment dans
Pic(XA) modulo Pic(A). Comme Pic(A
′) Pic(A) est surjectif (cf. lemme (3.1.5)) on
peut supposer, quitte a` corriger a′ par un e´le´ment de Pic(A′) bien choisi, que (a′, b) ∈
Pic(XA′)×Pic(XA) Pic(XB). Alors il existe un e´le´ment b′ de Pic(XB′) qui induit (a′, b),
ce qui montre le re´sultat attendu. 
Lemme 3.1.5 Si A′ A est une extension infinite´simale, alors le morphisme
Pic(A′) Pic(A)
est un isomorphisme.
De´monstration. Signalons tout d’abord que l’on peut supposer que le noyau de A′ A
est de carre´ nul, puisqu’une extension infinite´simale peut s’e´crire comme la compose´e
d’extensions infinite´simales a` noyaux de carre´s nuls. On a une suite exacte de A′-modules :
0 I A′ A 0
ou` I est le noyau de A′ A. On en de´duit une suite exacte de OSpecA′ -modules
0 I˜ OSpecA′ OSpecA 0,
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d’ou` une suite exacte de faisceaux de groupes abe´liens sur SpecA′ (ou sur SpecA, n’ou-
blions pas qu’ils ont le meˆme espace topologique sous-jacent) via l’application exponen-
tielle x 7→ 1 + x :
0 I˜ O×SpecA′ O
×
SpecA 0.
La suite exacte longue de cohomologie associe´e, et la nullite´ des groupes H1(SpecA′, I˜)
et H2(SpecA′, I˜) nous donnent le re´sultat. 
3.2 De´formations de faisceaux inversibles
Commenc¸ons par une petite remarque d’alge`bre que nous utiliserons abondamment
par la suite et que, par commodite´, nous e´nonc¸ons sous la forme d’un lemme.
Lemme 3.2.1 Soient A un anneau et I un ide´al de carre´ nul de A. On note π la projection
canonique π : A A/I.
1) Le morphisme de groupes abe´liens π× : A× (A/I)× induit par π est surjectif.
2) L’application x 7→ 1 + x induit un isomorphisme de groupes abe´liens de I sur Kerπ×.

Soit X un champ alge´brique sur un sche´ma T et soit L un faisceau inversible sur X .
On conside`re une immersion ferme´e
i : X X˜
de´finie par un ide´al quasi-cohe´rent I de X˜ de carre´ nul.
Remarque 3.2.2 Si X et X˜ sont des champs de Deligne-Mumford, le morphisme i in-
duit une e´quivalence de sites entre les sites e´tales de X et de X˜ , ce qui permet d’identifier
les topos e´tales de X et de X˜ . Il est alors e´vident que la cate´gorie des OX -modules quasi-
cohe´rents est e´quivalente a` la cate´gorie des O fX -modules quasi-cohe´rents annule´s par I.
Lorsque l’on travaille avec des champs d’Artin (donc avec leurs sites lisses-e´tales) il faut
eˆtre plus prudent. En effet le foncteur naturel du site lisse-e´tale de X˜ vers celui de X
n’est meˆme plus fide`le si bien que ces derniers ne sont a priori pas e´quivalents. Cependant,
la descente fide`lement plate des modules quasi-cohe´rents (cf. par exemple 1.1.1.6) nous
permet encore d’identifier la cate´gorie des OX -modules a` la cate´gorie des O fX -modules
annule´s par I. En particulier, l’ide´al I peut eˆtre vu comme un OX -module.
On note Defm(L ) la cate´gorie des de´formations de L a` X˜ de´finie de la manie`re
suivante. Un objet de Defm(L ) est un couple (L˜ , λ) ou` L˜ est un faisceau inversible sur
X˜ et λ est un isomorphisme λ : i∗L˜
∼
L . Un morphisme de (L˜ , λ) vers (M˜ , µ) est
un isomorphisme α : L˜
∼
M˜ tel que µ ◦ i∗α = λ. On note Defm(L ) l’ensemble des
classes d’isomorphie de Defm(L ).
Dans [11], Aoki de´finit la cate´gorie DefmT (f) des de´formations d’un morphisme de
T -champs alge´briques f : X Y et en donne une description comple`te au the´ore`me
2.1.1, que nous rappelons ci-dessous. Nous renvoyons a` loc. cit. pour les notations pre´cises
et la de´finition de DefmT (f).
The´ore`me 3.2.3 (Aoki) (1) Il existe un e´le´ment ω ∈ Ext 1(Lf∗LY /T , I) dont l’annu-
lation e´quivaut a` l’existence d’une de´formation de f .
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(2) Si ω = 0, alors DefmT (f) est un torseur sous Ext
0(Lf∗LY /T , I).
(3) Si (f˜ , λ) est une de´formation de f , son groupe d’automorphismes est isomorphe a`
Ext−1(Lf∗LY /T , I).
En appliquant ce the´ore`me avec Y = BGm, et en tenant compte du fait que la cate´go-
rie des morphismes de X vers BGm est e´quivalente a` la cate´gorie des faisceaux inversibles
sur X , on en de´duit une description de la cate´gorie Defm(L ) en termes des groupes
Ext i(Lf∗LBGm/T , I) (ou` f de´signe le morphisme X BGm correspondant au faisceau
inversible L sur X ), que nous allons promptement remplacer par les groupes de coho-
mologie de X a` valeurs dans I graˆce au lemme suivant.
Lemme 3.2.4 Pour tout i ∈ Z, on a Ext i(Lf∗LBGm/T , I) = Hi+1(X , I).
De´monstration. Commenc¸ons par calculer le complexe cotangent de BGm sur T . On
va montrer qu’il est repre´sente´ par le complexe OBGm [−1], qui a pour seul terme non nul
OBGm situe´ en degre´ 1. Vu que BGm est lisse, on sait d’apre`s [38] (17.8) que LBGm/T
est canoniquement isomorphe a` L∆[−1], ou` L∆ est le complexe cotangent du morphisme
diagonal
∆ : BGm BGm ×T BGm.
Mais comme ∆ est repre´sentable et lisse, la proposition (17.5.8) de [38] montre que le sys-
te`me projectif L∆ est essentiellement constant, et peut eˆtre repre´sente´ par le OBGm -module
quasi-cohe´rent Ω∆ = ΩBGm/BGm×TBGm place´ en degre´ 0 (rappelons que par de´finition Ω∆
est la limite dans Modqcoh(OX ) du ind-objet H
0(L∆)). Plus pre´cise´ment, si Y Z
est un morphisme repre´sentable et lisse, son complexe cotangent peut eˆtre calcule´ de la
manie`re suivante. On choisit une pre´sentation Z Z de Z , et on note Y = Y ×Z Z
l’espace alge´brique obtenu par changement de base. Le morphisme Y Y est automa-
tiquement une pre´sentation de Y . On note Y • (resp. Z•) l’espace alge´brique simplicial
obtenu en prenant le 0-cosquelette du morphisme Y Y (resp. Z Z ).
Y • Z•
Y Z
A` l’e´tage i, le morphisme Y i Zi est lisse donc son complexe cotangent est repre´sente´
par le OY i-module quasi-cohe´rent ΩY i/Zi place´ en degre´ 0. Le OY • -module simplicial
ΩY •/Z• se descend en un OY -module quasi-cohe´rent unique a` unique isomorphisme pre`s
([38] (13.5.4) et (13.5.5)), qui n’est autre que ΩY /Z . Pour le cas qui nous occupe, on a Y =
BGm et Z = BGm ×T BGm. Le morphisme T BGm correspondant au torseur trivial
fournit par composition avec le morphisme diagonal une pre´sentation de BGm ×T BGm.
De plus on a un carre´ 2-carte´sien
Y = Gm

Z = T
BGm BGm ×T BGm
dont on peut facilement calculer le 0-cosquelette. En effet, on a
Y 1 = Gm ×BGm Gm
≃ Gm ×T T ×BGm T ×T Gm
≃ Gm ×T Gm ×T Gm = (Gm/T )3
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puis par re´currence on en de´duit Y i ≃ (Gm/T )2i+1. Par ailleurs,
Z1 = T ×(BGm×TBGm) T
≃ (T ×(BGm×TBGm) BGm)×BGm T
≃ Gm ×BGm T
≃ Gm ×T (T ×BGm T )
≃ Gm ×T Gm = (Gm/T )2
puis par re´currence on en de´duit Zi ≃ (Gm/T )2i. A` l’e´tage i, le morphisme Y i Zi
s’identifie donc a` (Gm/T )2i+1 (Gm/T )2i, autrement dit c’est le morphisme structural
Gm,Si Si du groupe Gm sur la base Si = (Gm/T )
2i, et son module des diffe´rentielles
relatives est canoniquement isomorphe a` O(Gm/T )2i+1 . En conse´quence, le OY •-module
simplicial ΩY •/Z• est isomorphe a` OY • , si bien que ΩY /Z est isomorphe a` OY , ce qui
ache`ve le calcul du complexe cotangent de BGm.
Maintenant, si f est un morphisme de X dans BGm, le syste`me projectif Lf∗LBGm/T
est repre´sente´ par le complexe OX [−1] qui a pour seul terme non nul OX situe´ en degre´ 1.
On en de´duit, par de´finition,
Ext i(Lf∗LBGm/T , I) = Ext
i(OX [−1], I)
= HomDqcoh(OX )(OX [−1], I[i])
= HomDqcoh(OX )(OX , I[i+ 1])
= Ext i+1(OX , I)
= Hi+1(X , I)

Le the´ore`me ci-dessus devient alors :
The´ore`me 3.2.5 (1) Il existe un e´le´ment ω ∈ H2(X , I) dont l’annulation e´quivaut a`
l’existence d’une de´formation de L a` X˜ .
(2) Si ω = 0, alors Defm(L ) est un torseur sous H1(X , I).
(3) Si (L˜ , λ) est une de´formation de L , son groupe d’automorphismes est isomorphe
a` H0(X , I).
Comme on peut s’en douter, le the´ore`me (3.2.5), qui n’est qu’un cas particulier de
(3.2.3), est en re´alite´ beaucoup plus facile a` obtenir que ce dernier. De plus la de´mons-
tration du the´ore`me (3.2.3) fait appel a` un certain nombre de re´sultats non triviaux
concernant les de´formations de morphismes d’espaces alge´briques ([33]), les de´formations
de morphismes repre´sentables de champs alge´briques ([47]), les de´formations de champs
alge´briques ([9]) et la the´orie du complexe cotangent ([33], [38] et [45]). Il nous a donc paru
ne´cessaire de donner une de´monstration directe, et plus e´le´mentaire que celle qui consiste
a` faire appel a` [11], du the´ore`me (3.2.5). Commenc¸ons par en de´montrer le troisie`me point
(pour mesurer l’ampleur des simplifications, le lecteur pourra comparer avec la de´mons-
tration du re´sultat analogue pour les de´formations de morphismes, qui est essentiellement
la proposition 2.8 de [11]).
De´monstration de (3.2.5), (3) Par de´finition un automorphisme de (L˜ , λ) est un
automorphisme ϕ de L˜ tel que i∗ϕ = Id
i∗ fL
. Autrement dit, AutDefm(L )(L˜ , λ) est le
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noyau du morphisme Aut(L˜ ) Aut(L ) induit par i∗. Or Aut(L˜ ) = Γ(X˜ ,O fX )
× et
Aut(L ) = Γ(X ,OX )
×. Donc AutDefm(L )(L˜ , λ) est le noyau du morphisme
H0(X˜ ,O fX )
×
(
H0(X˜ ,O fX )
H0(X˜ , I)
)×
.
On en de´duit d’apre`s le lemme (3.2.1) 2), que le groupe AutDefm(L )(L˜ , λ) est isomorphe
a` H0(X˜ , I) via l’application x 7→ 1 + x. 
Nous allons en fait donner deux de´monstrations des parties (1) et (2) du the´ore`me
(3.2.5). La premie`re de´monstration propose´e ci-dessous est une traduction dans le lan-
gage des faisceaux inversibles de la de´monstration du the´ore`me 2.1.1 de [11]. Un certain
nombre d’arguments se simplifient, voire deviennent inutiles, et les outils invoque´s diffe`rent
sensiblement, mais le canevas sous-jacent est le meˆme :
– prendre une pre´sentation X0 de X et l’espace alge´brique simplicial associe´ a` cette
pre´sentation ;
– relier les de´formations dans la cate´gorie des champs alge´briques a` celles dans la
cate´gorie des espaces alge´briques simpliciaux ;
– comparer les groupes Ext (dans le cas des morphismes) ou les groupes de cohomo-
logie (dans le cas des faisceaux inversibles).
La seconde de´monstration, plus rapide, ge´ne´ralise au cas des champs alge´briques l’ar-
gumentaire classique valable dans le cadre des espaces alge´briques.
Premie`re de´monstration de (3.2.5), (1) et (2) : Commenc¸ons par une remarque
ge´ne´rale. Soit X0 X une pre´sentation de X . Alors la cate´gorie des faisceaux in-
versibles sur X est e´quivalente a` la cate´gorie suivante. Un objet est un couple (L 0, α)
ou` L 0 est un faisceau inversible sur X0 et α : p∗1L
0 ∼ p∗2L
0 est un isomorphisme tel
que, a` des isomorphismes canoniques pre`s, (p∗23α) ◦ (p∗12α) = p∗13α. Un (iso)morphisme
(L 0, α) (M 0, β) est un isomorphisme γ : L 0
∼
M 0 tel que (p∗2γ) ◦α = β ◦ (p∗1γ).
On choisit une pre´sentation P : X0 X de X telle que L 0 := P ∗L soit trivial et
telle que X0 soit union disjointe de sche´mas affines. D’apre`s le lemme (3.2.6) ci-dessous, il
existe alors un morphisme lisse et surjectif P˜ : X˜0 X˜ et un diagramme 2-carte´sien :
X0
i0
P 
X˜0
eP
X
i
X˜ .
Quitte a` prendre une pre´sentation de X˜0, on peut supposer que X˜0 est union disjointe de
sche´mas affines, et donc que i0 est une somme disjointe d’immersions ferme´es entre des
sche´mas affines. Soit α : p∗1L
0 ∼ p∗2L
0 l’isomorphisme correspondant a` L via l’e´qui-
valence de cate´gories ci-dessus (disons qu’on fixe une fois pour toute une telle e´quivalence
de cate´gories ainsi qu’un quasi-inverse). Afin d’alle´ger un peu les notations, on supposera
dans la suite que le faisceau L 0 est e´gal, et non seulement isomorphe, a` OX0 . (Ceci est
un abus clairement inoffensif. En toute rigueur il faudrait choisir une fois pour toute un
isomorphisme entre OX0 et L
0 et le transporter tout au long de la de´monstration.) On
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note alors Defm(α) l’ensemble des isomorphismes α˜ : p∗1O fX0
∼
p∗2O fX0 tels que{
(p∗23α˜) ◦ (p∗12α˜) = p∗13α˜
et α˜|X1 = i
∗
1α˜ = α
(a` des isomorphismes canoniques pre`s, que nous omettrons pour rester lisible), ou` X1 =
X0 ×X X0, X˜1 = X˜0 × fX X˜0, et i1 est le morphisme induit X1 X˜1.
Il existe alors une application A : Defm(α) Defm(L ) qui a` α˜ associe la classe du
couple (L˜ , λ) constitue´ du faisceau inversible L˜ sur X˜ associe´ a` (O fX0 , α˜) via l’e´quivalence
de cate´gories mentionne´e plus haut, et de l’isomorphisme λ : i∗L˜ L induit par
l’isomorphisme canonique i∗0O fX0 OX0 .• L’application A ainsi construite est surjective.
Soit (L˜ , λ) une de´formation de L . Soit L˜ 0 = P˜ ∗L˜ . On a un isomorphisme P ∗λ :
i∗0L˜
0 L 0 = OX0 , donc en vertu du lemme (3.1.5) le faisceau inversible L˜ 0 est trivial.
On fixe un isomorphisme ϕ : L˜ 0 O fX0 . Soit α˜ : p
∗
1L˜
0 p∗2L˜
0 l’isomorphisme
correspondant a` L˜ . On pose α̂ = (p∗2ϕ) ◦ α˜ ◦ (p∗1ϕ)−1 : p∗1O fX0 p∗2O fX0 . Il est clair
que α̂ appartient a` Defm(α). Soit A(α̂) = (L̂ , λ̂) la de´formation correspondante. On va
montrer que, pour un choix de ϕ convenable, (L˜ , λ) et (L̂ , λ̂) sont isomorphes.
L’isomorphisme ϕ, par de´finition de α̂, fait commuter le diagramme
p∗1L˜
0
p∗1ϕ
eα
p∗1O fX0
bα
p∗2L˜
0
p∗2ϕ
p∗2O fX0
donc il induit un isomorphisme L˜
∼
L̂ . C’est un isomorphisme de de´formations si et
seulement si λ̂◦i∗ϕ = λ. Vu la construction de l’isomorphisme L˜ ∼ L̂ , cela revient pre´-
cise´ment a` exiger que i∗0ϕ = P
∗λ. Or le morphisme de groupes Aut(O fX0) Aut(OX0)
est surjectif en vertu du lemme (3.2.1) 1), donc on peut toujours choisir un tel ϕ, ce qui
prouve notre assertion.
On note maintenant K le noyau
K = Ker ( H0(X1, I1)
p∗23−p
∗
13+p
∗
12
H0(X2, I2) ),
ou` X2 = X0×X X0×X X0, et I1, I2 sont les images inverses de I sur X1, X2. Ce groupe
agit sur Defm(α) de la manie`re suivante : si x ∈ K et α˜ ∈ Defm(α), on pose
x.α˜ = µ1+x ◦ α˜,
ou` µ1+x de´signe l’automorphisme de p
∗
2O fX0
de multiplication par 1 + x.
• Muni de cette action, Defm(α) est soit vide, soit un torseur sous K.
On suppose que Defm(α) est non vide. C’est alors clairement un torseur sous le groupe
B des automorphismes β ∈ Aut(O fX1) tels que β|X1 = IdOX1 et (p∗23β) ◦ (p∗12β) = p∗13β.
Le lemme (3.2.1), 2) montre que l’application x 7→ 1 + x induit un isomorphisme de
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H0(X1, I1) sur le groupe des β ∈ Aut(O fX1) tels que β|X1 = IdOX1 . En conside´rant sa
restriction a` K on obtient un isomorphisme de K sur B, d’ou` le re´sultat.
On a par ailleurs un morphisme D : H0(X0, I0)
p∗1−p
∗
2
K , qui induit donc une action
de H0(X0, I0) sur Defm(α).
• Les fibres de A sont les orbites de Defm(α) sous H0(X0, I0).
Soient α˜1, α˜2 ∈ Defm(α). Il s’agit de montrer que α˜1 et α˜2 sont dans la meˆme orbite sous
H0(X0, I0) si et seulement si A(α˜1) = A(α˜2). On note (L˜1, λ1), (L˜2, λ2) les de´formations
de L associe´es. Un isomorphisme (L˜1, λ1) (L˜2, λ2) est un isomorphisme L˜1
γ
L˜2
tel que λ2◦i∗γ = λ1. Un tel isomorphisme correspond a` un isomorphisme γ : O fX0 O fX0
tel que les diagrammes
p∗1O fX0
p∗1γ
eα1
p∗1O fX0
eα2
p∗2O fX0
p∗2γ
p∗2O fX0
et i∗0O fX0
i∗0γ
can.
i∗0O fX0
can.
L 0 = OX0
commutent. Le second diagramme signifie simplement que i∗0γ = Idi∗0OgX0
. Cela e´quivaut
encore a` dire que γ est de la forme µ1+x ou` x ∈ H0(X0, I0). Donc A(α˜1) = A(α˜2)
si et seulement s’il existe x ∈ H0(X0, I0) tel que α˜2 = (p∗2µ1+x) ◦ α˜1 ◦ (p∗1µ1+x)−1 =
(p∗2x− p∗1x).α˜1, i.e. si et seulement si α˜1 et α˜2 sont dans la meˆme orbite sous H0(X0, I0).
Le fait que A soit surjective et que ses fibres s’identifient aux orbites de Defm(α)
(qui, ne l’oublions pas, est soit vide soit un torseur sous K) sous H0(X0, I0) montre
que, lorsqu’il est non vide, Defm(L ) est naturellement un torseur sous le conoyau du
morphisme D : H0(X0, I0) K. Or, comme P : X0 X est une pre´sentation de
X , la proposition (A.1.4.1) de l’annexe montre que l’on a une suite spectrale (cf. loc. cit.
pour les notations) :
Ep,q2 = Hˇ
p(Hq(X•, I•))⇒ Hp+q(X , I).
La suite exacte des termes de bas degre´ associe´e a` cette suite spectrale est la suivante
([17], chapitre XV, paragraphe 5, p.329) :
0 E1,02 H
1 E0,12 E
2,0
2 H
2. (3.1)
Or, comme X0 est union disjointe de sche´mas affines, le groupe H1(X0, I0) est trivial, ce
qui montre que le terme E0,12 de la suite exacte ci-dessus est nul. On obtient donc d’une
part une injection de Hˇ2(H0(X•, I•)) dans H2(X , I), dont nous nous servirons bientoˆt,
et d’autre part un isomorphisme entre H1(X , I) et Hˇ1(H0(X•, I•)). Ce dernier groupe
n’e´tant autre que le conoyau de D, on en de´duit la deuxie`me assertion du the´ore`me.
• Classe d’obstruction.
Vu que A est surjective, Defm(L ) est vide si et seulement si Defm(α) l’est. Il ne nous
reste donc plus qu’a` construire un e´le´ment ω de H2(X , I) dont la nullite´ caracte´rise l’exis-
tence d’une de´formation α˜ ∈ Defm(α). Or, via l’identification Aut(O fX0) ≃ Γ(X˜0,O fX0)×,
chercher un tel α˜ revient a` chercher α˜ ∈ Γ(X˜1,O fX1)× tel que{
i∗1α˜ = α ∈ Γ(X1,OX1)×
(p∗23α˜)(p
∗
12α˜)(p
∗
13α˜)
−1 = 1 ∈ Γ(X˜2,O fX2)×
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On rappelle que Γ(X1,OX1) =
Γ( fX1,Og
X1
)
H0(X1,I1) . Choisissons un ante´ce´dent β ∈ Γ(X˜1,O fX1) de
α. Alors β est automatiquement inversible, et les e´quations ci-dessus deviennent :{
i∗1(α˜β
−1) = 1 ∈ Γ(X1,OX1)×
(p∗23(α˜β
−1))(p∗12(α˜β
−1))(p∗13(α˜β
−1))−1 = (p∗23β)(p
∗
12β)(p
∗
13β)
−1 =: ξ
Le fait que α ve´rifie la condition de cocycle (p∗23α)(p
∗
12α)(p
∗
13α)
−1 = 1 montre que i∗2ξ = 1,
ce qui signifie d’apre`s le lemme (3.2.1) que ξ est de la forme 1 + u avec u ∈ H0(X2, I2).
Posant γ = α˜β−1 les e´quations deviennent{
i∗1γ = 1 ∈ Γ(X1,OX1)×
(p∗23γ)(p
∗
12γ)(p
∗
13γ)
−1 = 1 + u ∈ Γ(X˜2,O fX2)×
Toujours d’apre`s (3.2.1) l’ensemble des e´le´ments qui ve´rifient la premie`re e´quation s’iden-
tifie a` H0(X1, I1) via x 7→ γ = 1 + x. Donc chercher un e´le´ment α˜ ∈ Defm(α) revient a`
chercher un x ∈ H0(X1, I1) tel que (p∗23 − p∗13 + p∗12)x = u. Par ailleurs, vu l’expression
de ξ = (p∗23β)(p
∗
12β)(p
∗
13β)
−1, on a clairement (p∗234 − p∗134 + p∗124 − p∗123)u = 0. On note
alors ω la classe de u dans
Hˇ2(H0(X•, I•)) =
Ker (p∗234 − p∗134 + p∗124 − p∗123)
Im (p∗23 − p∗13 + p∗12)
.
L’injection Hˇ2(H0(X•, I•)) →֒ H2(X , I) obtenue ci-dessus a` partir de la suite spectrale
de descente cohomologique permet de voir ω comme un e´le´ment de H2(X , I), et la dis-
cussion que nous venons de mener montre que ω = 0 si et seulement si L admet une
de´formation a` X˜ . 
Lemme 3.2.6 Soit i : X X˜ une immersion ferme´e de champs alge´briques de´finie
par un ide´al quasi-cohe´rent I de X˜ de carre´ nul (ou nilpotent). Soit P : X0 X
un morphisme lisse, ou` X0 est union disjointe de sche´mas affines. Alors il existe un
morphisme lisse de champs alge´briques P˜ : X˜0 X˜ et un diagramme 2-carte´sien :
X0
i0
P 
X˜0
eP
X
i
X˜ .
Si de plus P est surjectif (resp. e´tale), il en est de meˆme de P˜ .
De´monstration. D’apre`s [47], thm. 1.4, il existe o ∈ Ext 2(LX0/X , P ∗I) tel que o = 0 si
et seulement s’il existe un diagramme 2-carte´sien comme ci-dessus avec P˜ plat. Comme
P est lisse, d’apre`s [38], (17.5.8), le complexe cotangent LX0/X est quasi-isomorphe au
OX0 -module quasi-cohe´rent Ω
1
X0/X , qui est localement libre de rang fini. On a donc :
Ext i(LX0/X , P
∗I) = Ext i(Ω1X0/X , P
∗I)
= Ext i(OX0 , (Ω
1
X0/X )
∨ ⊗ P ∗I)
= Hi(X0, (Ω1X0/X )
∨ ⊗ P ∗I)
= 0
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pour i > 0 puisque X0 est union disjointe de sche´mas affines. Il reste juste a` montrer que
P˜ est lisse, et qu’il est meˆme e´tale (resp. surjectif) de`s que P l’est. Or P˜ est repre´sentable
d’apre`s [47], lemme (2.1). Par descente fide`lement plate, on peut supposer, quitte a` faire
un changement de base par une pre´sentation de X˜ , que X˜ est un espace alge´brique. Le
re´sultat de´coule alors de [9], lemme (2.2.4). 
Remarque 3.2.7 En re´alite´, dans le lemme qui pre´ce`de, X˜0 est automatiquement une
union disjointe de sche´mas affines. Nous n’aurons pas besoin de ce fait par la suite.
La seconde de´monstration que nous proposons repose sur une ge´ne´ralisation au cas des
champs alge´briques des arguments avance´s par Artin dans [12]. Elle est plus directe que
la pre´ce´dente dans la mesure ou` elle ne repose pas sur une re´duction au cas des espaces
alge´briques. Elle ne´cessite cependant un petit travail technique pour relier la cohomologie
des faisceaux abe´liens sur X et sur X˜ (ce qui e´tait trivial lorsque c’e´taient des sche´mas
puisqu’ils avaient le meˆme espace topologique sous-jacent).
Seconde de´monstration de (3.2.5), (1) et (2) :
Montrons d’abord que Defm(L ) est isomorphe a` l’ensemble Pic[L ](X˜ ) des e´le´ments
de Pic(X˜ ) qui sont envoye´s sur [L ] ∈ Pic(X ). On a une application naturelle φ :
Defm(L ) Pic[L ](X˜ ) qui a` une de´formation (L˜ , λ) associe la classe de L˜ dans
Pic(X˜ ). Elle est clairement surjective par de´finition meˆme de Defm(L ). Montrons qu’elle
est injective. Soient (L˜ , λ) et (M˜ , µ) tels que [L˜ ] = [M˜ ]. Autrement dit, il existe un iso-
morphisme α : L˜ M˜ . On veut montrer que l’on peut choisir α de telle sorte que i∗α =
µ−1 ◦ λ. Il suffit pour cela de voir que le morphisme de groupes Aut(L˜ ) Aut(i∗L˜ )
est surjectif : il n’y aura plus alors qu’a` corriger α par un automorphisme convenablement
choisi de L˜ . Or ce morphisme de groupes s’identifie a` Aut(O fX ) Aut(OX ), qui est
surjectif en vertu de (3.2.1), 1).
L’ensemble Defm(L ), qui s’identifie a` Pic[L ](X˜ ), est donc naturellement un torseur
sous le noyau du morphisme Pic(X˜ ) Pic(X ). Calculons ce noyau. On a une suite
exacte de faisceaux quasi-cohe´rents sur X˜ :
0 I O fX i∗OX 0.
Le morphisme O fX i∗OX est donne´ sur un ouvert lisse-e´tale (U, u) de X˜ par
Γ((U, u),O fX )
Γ((U,u),O fX )
Γ((U,u),I)
.
Il induit donc d’apre`s (3.2.1) un morphisme surjectif
(Γ((U, u),O fX ))
×
(
Γ((U, u),O fX )
Γ((U, u), I)
)×
dont le noyau s’identifie via l’application exponentielle a` Γ((U, u), I). En d’autres termes,
on obtient une suite exacte de faisceaux de groupes abe´liens sur X˜ :
0 I O×
fX
i∗O
×
X
0.
La suite exacte longue de cohomologie associe´e nous donne :
H1(X˜ , I) H1(X˜ ,O×
fX
) H1(X˜ , i∗O
×
X
) H2(X˜ , I).
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Or d’apre`s 1.1.2.4, le groupe H1(X˜ ,O×
fX
) est isomorphe a` Pic(X˜ ). De plus le lemme
A.1.8.1 fourni en annexe montre que H1(X˜ , i∗O
×
X
) ≃ H1(X ,O×
X
) ≃ Pic(X ). Montrons
enfin que la premie`re fle`che de la suite exacte longue ci-dessus est injective. Il suffit pour
cela de voir que le morphisme H0(X˜ ,O×
fX
) H0(X˜ , i∗O
×
X
) est surjectif, ce qui re´sulte
encore du lemme (3.2.1). On obtient donc la suite exacte
0 H1(X˜ , I) Pic(X˜ ) Pic(X ) H2(X˜ , I),
ce qui ache`ve notre de´monstration. 
Remarque 3.2.8 Nous avons montre´ au passage que le noyau de Pic(X˜ ) Pic(X )
s’identifie a` H1(X˜ , I).
3.3 Lissite´ et dimension
Soient k un corps, P un k-espace alge´brique, et x : Spec k P un k-point de P .
Soit k[ε] = k[X ]/(X2). On note i : Spec k Spec k[ε] l’immersion ferme´e de´finie par le
morphisme qui envoie ε sur 0. L’espace tangent a` P en x, note´ TxP est par de´finition un
k-espace vectoriel dont l’ensemble sous-jacent est l’ensemble des morphismes de Spec k[ε]
vers P qui induisent x par composition avec i. Autrement dit c’est l’ensemble des e´le´ments
de P (k[ε]) qui sont envoye´s sur x par la fle`che P (k[ε]) P (k) induite par i, muni d’une
structure de k-espace vectoriel naturelle, que nous n’expliciterons pas ici (pour plus de
de´tails, voir [34] (5.11)).
Si f : X P est un morphisme de k-espaces alge´briques, et si x est un k-point de
X , on note Txf : TxX Tf(x)P le morphisme naturel :
Txf :
{
TxX −→ Tf(x)P = {ψ : Spec k[ε] P | ψ ◦ i = f ◦ x}
ϕ 7−→ f ◦ ϕ.
C’est un morphisme de k-espaces vectoriels. Nous rappelons ci-dessous quelques re´sultats
bien utiles dans l’e´tude des espaces tangents.
Lemme 3.3.1 1) Soit f : X P un morphisme formellement lisse (resp. for-
mellement non ramifie´, formellement e´tale) de k-espaces alge´briques et soit x :
Spec k X un point k-rationnel de X. Alors Txf : TxX Tf(x)P est sur-
jective (resp. injective, resp. un isomorphisme).
2) Soient X un k-espace alge´brique localement de type fini, x un k-point de X, et L
une extension de k. On note XL le L-espace alge´brique obtenu par changement de
base, et xL le point de XL induit par x. Alors le morphisme naturel
(TxX)⊗k L TxL(XL)
est un isomorphisme.
De´monstration. 1) Dire que Txf est surjective (resp. injective, resp. un isomorphisme)
revient a` dire qu’e´tant donne´ un diagramme commutatif en traits pleins :
Spec k
i
x
Spec k[ε]
ψ
ϕ
X
f
P,
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il existe une (resp. au plus une, resp. une unique) fle`che ϕ en pointille´s qui le rend com-
mutatif. Ceci re´sulte clairement du fait que f est formellement lisse (resp. formellement
non ramifie´, formellement e´tale).
2) D’apre`s [35] II (6.4), il existe un diagramme commutatif
X ′
f
Spec k
x′
x
X
ou` X ′ est un sche´ma affine e´tale au-dessus de X . Compte tenu du point pre´ce´dent, on
peut donc supposer que X est un sche´ma affine d’anneau A. Via des identifications bien
connues, tout revient a` montrer que le morphisme Der k(A, k)⊗kL Der k(A,L) est un
isomorphisme. On note π : A k le morphisme correspondant au point x. La k-alge`bre
A est de type fini, donc s’e´crit A = k[X1,...,Xn](P1,...,Pr) . Si on note M : k
n kr l’application
line´aire de matrice
M =

π
(
∂P1
∂X1
)
. . . π
(
∂P1
∂Xn
)
...
...
π
(
∂Pr
∂X1
)
. . . π
(
∂Pr
∂Xn
)
 ,
on voit facilement que TxL(XL) = Der k(A,L) = HomA(ΩA/k, L) s’identifie (fonctorielle-
ment en L) au noyau de M ⊗k L. La suite exacte
0 TxX k
n M kr
induit une suite exacte
0 (TxX)⊗k L Ln M⊗kL Lr
ce qui prouve notre assertion. 
Nous rappelons e´galement le re´sultat suivant, valable aussi pour un espace alge´brique
puisqu’un espace alge´brique en groupes sur un corps est toujours un sche´ma.
Proposition 3.3.2 ([34] 5.13 et 5.14) Soient P un k-sche´ma en groupes localement de
type fini, et e le k-point neutre. Alors P a la meˆme dimension en tout point. De plus cette
dimension est infe´rieure a` dimk(TeP ), et les proprie´te´s suivantes sont e´quivalentes :
(i) dimP = dimk(TeP ) ;
(ii) P est lisse en 0 ;
(iii) P est lisse.
Elles sont ve´rifie´es lorsque k est de caracte´ristique nulle.
The´ore`me 3.3.3 Soient k un corps, S = Spec k, et X un S-champ alge´brique. On note
PicX /k le foncteur de Picard relatif PicX /S (E´t) et on suppose qu’il est repre´sentable par
un S-espace alge´brique localement de type fini.
a) Alors l’espace tangent a` l’origine est
T0PicX /k = H
1(X ,OX ).
b) L’espace alge´brique PicX /k a la meˆme dimension en tout point. De plus cette di-
mension est infe´rieure a` dimkH
1(X ,OX ), et il y a e´galite´ si et seulement si PicX /k est
lisse a` l’origine. Dans ce cas, PicX /k est lisse de dimension dimkH
1(X ,OX ) partout. Il
en est toujours ainsi lorsque k est de caracte´ristique nulle.
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De´monstration. a) On note encore P = PicX /k. On rappelle que l’espace tangent a` P
en 0 est de´fini par T0P := Ker (P (k[ε]) P (k)), ou` k[ε] =
k[X]
(X2) . Il est naturellement
muni d’une structure de k-espace vectoriel. Si l’on pose X˜ = X ×Speck Spec k[ε], alors
X˜ est une de´formation de X . On note i : X X˜ l’injection canonique. On voit
facilement que l’ide´al I sur X˜ de carre´ nul qui de´finit X comme sous-champ ferme´ de
X˜ est isomorphe a` i∗OX . La remarque (3.2.8) montre alors que l’on a un isomorphisme
naturel
Ker (Pic(X˜ )→ Pic(X )) H1(X˜ , i∗OX ).
Or d’apre`s le lemme (A.1.8.1), H1(X˜ , i∗OX ) est isomorphe a` H
1(X ,OX ). On a par
ailleurs un carre´ commutatif :
Pic(X˜ ) Pic(X )
P (k[ε]) P (k),
qui induit un morphisme entre les noyaux des fle`ches horizontales, et donc, d’apre`s ce qui
pre´ce`de, un morphisme v : H1(X ,OX ) T0P . Montrons que v est un isomorphisme.
Remarquons tout d’abord que si k est alge´briquement clos, les fle`ches verticales du carre´
ci-dessus sont des isomorphismes en vertu de (1.2.1.5), de sorte que v en est un aussi.
Passons maintenant au cas ge´ne´ral. Soit k une cloˆture alge´brique de k. Le carre´ ci-dessus
s’envoie alors sur le carre´ correspondant obtenu apre`s extension du corps de base a` k. On
en de´duit en regardant les noyaux un carre´ commutatif de k-espaces vectoriels :
H1(X ,OX )
v
H1(Xk,OXk)
v
T0P T0(Pk).
Par adjonction ce carre´ induit le diagramme commutatif suivant :
H1(X ,OX )⊗k k
v⊗kk
H1(Xk,OXk)
v
(T0P )⊗k k T0(Pk).
Clairement pour montrer que v est un isomorphisme il suffit de montrer que v⊗k k en est
un. Or nous avons vu ci-dessus que v en est un. La fle`che du haut est un isomorphisme
d’apre`s (A.1.7.3), et celle du bas en est un d’apre`s le lemme (3.3.1) ci-dessus. Pour b) il
suffit d’appliquer (3.3.2). 
3.4 Repre´sentabilite´
The´ore`me 3.4.1 Soient S un sche´ma et X un S-champ alge´brique propre, plat, de pre´-
sentation finie et cohomologiquement plat en dimension ze´ro. Alors le foncteur de Picard
relatif P = PicX /S est repre´sentable par un S-espace alge´brique localement de pre´senta-
tion finie et localement se´pare´.
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De´monstration. On peut e´videmment supposer que S est un sche´ma affine d’anneau R.
On peut meˆme supposer que R est de type fini sur Z graˆce a` la proposition (4.18) (ii)
de [38]. La question de la repre´sentabilite´ est locale pour la topologie (fppf) sur S ([13]
corollaire (7.2)). On se rame`ne donc avec la remarque (1.2.2.4) au cas ou` f a une section.
De`s lors, il re´sulte du the´ore`me (1.2.3.1) que P est isomorphe au foncteur de Picard relatif
PX /S , i.e. que
P (S′) =
Pic(X ×S S′)
Pic(S′)
.
Nous allons maintenant utiliser le the´ore`me (5.3) de [12], et il nous faut pour cela en
ve´rifier les conditions [0’] a` [5’]. On sait de´ja` que les conditions [0’] ( P est un faisceau
fppf ), [1’] ( P est localement de pre´sentation finie ), et [2’] ( P commute aux limites
projectives ) sont ve´rifie´es, respectivement d’apre`s (1.2.3.1), (1.4.1.1), et (1.4.2.1). Les
conditions de se´paration [3’] a) et b) re´sultent imme´diatement du lemme (2.2.1). Il nous
reste donc a` construire une  the´orie des de´formations  au sens d’Artin [12] (5.2) et a`
ve´rifier les conditions du the´ore`me (5.3) s’y rapportant. Or d’apre`s le corollaire (3.1.4),
si A A′ est une extension infinite´simale et B A un morphisme quelconque, le
morphisme canonique
P (A′ ×A B) P (A′)×P (A) P (B) (3.2)
est un isomorphisme. On en de´duit en utilisant la remarque au bas de la page 47 de [12] que
l’on obtient une the´orie des de´formations pour P en posant pour tout triplet (A0,M, ξ0),
ou` A0 est une R-alge`bre inte`gre, M un A0-module de type fini, et ξ0 ∈ P (A0),
D(A0,M, ξ0) = Ker (P (A0[M ]) P (A0)).
Ici A0[M ] de´signe la A0-alge`bre A0 ⊕M munie de la multiplication donne´e par (a0,m) ·
(a′0,m
′) = (a0a
′
0, a0m
′ + a′0m). (Le A0-module M s’identifie donc a` un ide´al de carre´ nul
de A0[M ].) En utilisant le fait que le morphisme Pic(A0[M ]) Pic(A0) est un isomor-
phisme (lemme (3.1.5)), on voit facilement que le noyau de P (A0[M ]) P (A0) s’iden-
tifie au noyau du morphisme Pic(XA0[M ]) Pic(XA0). D’apre`s la remarque (3.2.8), on
obtient donc :
D(A0,M, ξ0) = H
1(XA0[M ], I)
ou` I est l’ide´al de carre´ nul de´finissant l’immersion ferme´e XA0 XA0[M ]. Il est clair
que I = f∗A0[M ]j∗M ≃ i∗f∗A0M , ou` les notations sont celles du diagramme :
XA0
i
fA0
XA0[M ]
fA0[M]
SpecA0
j
SpecA0[M ].
Le lemme (A.1.8.1) nous donne alors :
D(A0,M, ξ0) = H
1(XA0 , f
∗
A0M).
Ve´rifions maintenant les conditions [4’] a) a` [5’] c) portant sur la the´orie des de´forma-
tions ainsi construite. Notons que les conditions [4’] b) et [5’] a) sont automatiquement
ve´rifie´es graˆce a` la bijectivite´ de (3.2), comme le fait remarquer Artin ([12], page 48).
[4’] a) Il s’agit de ve´rifier que la formation de D(A0,M, ξ0)  commute avec la loca-
lisation en A0 , et que si M est un A0-module libre de rang 1, alors D(A0,M, ξ0) est
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un A0-module de type fini. La premie`re assertion re´sulte de la proposition (A.1.7.3), et la
seconde de la finitude de la cohomologie des faisceaux cohe´rents sur un champ alge´brique
propre et localement noethe´rien ([46] the´ore`me (1.2), ou [22]).
[4’] c) Nous devons montrer que si A0 est une R-alge`bre inte`gre de type fini, il existe
un ouvert non vide U de SpecA0 tel que pour tout point ferme´ s dans U le κ(s)-espace
vectorielD(k,M⊗A0κ(s), ξ0s) soit isomorphe a` D(A0,M, ξ0)⊗A0 κ(s). En d’autres termes
on demande que pour un tel point s, le morphisme canonique
H1(XA0 , f
∗
A0M)⊗A0 κ(s) H1(Xs, f∗s (M ⊗A0 κ(s))) (3.3)
soit un isomorphisme. Montrons d’abord qu’il existe un ouvert non vide de SpecA0 sur
lequel M est libre de rang fini. On note K le corps des fractions de A0. Comme M est
de type fini, MK est un K-espace vectoriel de dimension finie. Soient (x1, . . . , xn) des
e´le´ments de M dont les images dans MK engendrent MK . Soit (y1, . . . , yn) une famille
ge´ne´ratrice de M . Il existe f ∈ A0 non nul tel que pour tout j on puisse e´crire yj comme
combinaison line´aire des xif dans MK . Donc quitte a` localiser par f on peut supposer que
la famille (x1, . . . , xn) engendre M . C’est alors aussitoˆt une base de M . En effet, on a un
morphisme surjectif ϕ : An M qui induit un isomorphisme ϕK : A
n
K MK , et le
morphisme de localisation An Kn est injectif puisque A est inte`gre, donc ϕ est aussi
injectif. Maintenant, M est libre de rang fini sur SpecA0, donc f
∗
A0
M ≃ (OX×SSpecA0)n
est cohe´rent et plat sur SpecA0 (car f est plat). Donc le re´sultat de Mumford ([43] para-
graphe 5) ge´ne´ralise´ par Aoki aux champs alge´briques ([11], the´ore`me (A.1)) s’applique et
il existe un ouvert non vide U de SpecA0 tel que, pour tout point s de U , le morphisme
(3.3) ci-dessus soit un isomorphisme.
Pour les conditions [5’] b) et [5’] c), on peut reprendre telles quelles les de´monstrations
propose´es dans [12], page 70 dans le cas des espaces alge´briques, en utilisant la classe
d’obstruction que nous avons construite au the´ore`me (3.2.5). 
Chapitre 4
Composante neutre du
foncteur de Picard
4.1 Pre´liminaires
4.1.1 Composante des fibres le long d’une section
Lemme 4.1.1.1 Soient k un corps, X un k-sche´ma connexe localement de type fini, L
une extension de k et p la projection de XL dans X. Alors les fibres de p rencontrent
toutes les composantes connexes de XL. Autrement dit, pour toute composante connexe U
de XL, le morphisme induit p|U : U X est surjectif.
De´monstration. En de´vissant l’extension, il suffit clairement de traiter le cas d’une
extension alge´brique et le cas d’une extension transcendante pure. Dans le premier cas, le
morphisme SpecL Spec k est universellement ouvert ([29] 2.4.9) et universellement
ferme´ ([27] 6.1.10). Si U est une composante connexe de XL, son image p(U) dans X est
ouverte, ferme´e et non vide, donc c’est X tout entier.
Supposons maintenant l’extension L/k transcendante pure. Si Ω est une autre exten-
sion de k, alors l’anneau L⊗k Ω est inte`gre. En effet, en e´crivant L = k(T ), ou` T est une
famille d’inde´termine´es, on voit que L⊗kΩ est isomorphe a` S−1Ω[T ] avec S = k[T ]. Il en
re´sulte que les fibres de p sont ge´ome´triquement inte`gres. Notons (Xi)i∈I la famille des
composantes connexes de XL. Vu que les fibres de p sont connexes, chaque Xi est une
re´union de fibres. Donc les p(Xi) forment une partition de X , et ils sont ouverts puisque
p est ouvert. Par connexite´ un seul d’entre eux est non vide, donc XL est connexe. 
Lemme 4.1.1.2 Soit
X
f
S′ g
e
S
un diagramme commutatif de sche´mas. On suppose que f est lisse et quasi-compact, et
que g est universellement ouvert. Alors il existe un unique ouvert U de X tel que pour
tout s ∈ S, Us soit la re´union des composantes connexes de Xs qui rencontrent e(S′).
De´monstration. On note X ′ le produit fibre´ X×S S′ et e′ : S′ X ′ la section induite
par e. D’apre`s [30] (15.6.5), on a un ouvert U ′ de X ′ tel que pour tout s′ ∈ S′, la fibre de
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U ′ au-dessus de s′ soit la composante connexe de X ′s′ contenant e
′(s′). Soit U l’image de
U ′ dans X . C’est un ouvert de X puisque g est universellement ouvert.
Si s est un point de S, il est clair que la fibre Us est l’image de U
′
s par le morphisme
X ′s Xs obtenu par changement de base. Donc pour montrer que U ve´rifie la proprie´te´
annonce´e, on peut supposer que S est le spectre d’un corps k. Pour tout s′ ∈ S′, la
fibre U ′s′ est connexe et contient e
′(s′), de sorte que son image dans X est incluse dans
la composante connexe de e(s′). Comme U est la re´union des images des U ′s′ , on en
de´duit que U est inclus dans la re´union des composantes connexes de X qui rencontrent
e(S′). Re´ciproquement, e´tant donne´ un point s′ de S′ et un point x de X qui est dans la
composante connexe de e(s′), montrons que x appartient a` U . Notons C′ la composante
connexe de X ′s′ qui contient e
′(s′), et C la composante connexe de e(s′) dans X . D’apre`s le
lemme (4.1.1.1), le morphisme induit de C′ vers C est surjectif. En particulier x appartient
a` l’image de C′, donc a` U .
L’unicite´ de U est claire, puisque l’ensemble sous-jacent a` U est de´termine´ de manie`re
unique par ses fibres. 
Remarque 4.1.1.3 Dans le lemme pre´ce´dent, pour tout s ∈ S, Xs est lisse sur κ(s) donc
ses composantes connexes sont irre´ductibles. On en de´duit que si S′ est un ouvert de X ,
alors Us est l’adhe´rence de S
′
s dans Xs.
Remarque 4.1.1.4 L’hypothe`se de quasi-compacite´ sur f n’est pas ne´cessaire. Elle est
cependant pre´sente dans l’e´nonce´ [30] (15.6.5), et c’est le seul endroit ou` nous l’utilisons.
Nous allons nous en affranchir dans le lemme (4.1.1.5) ci-dessous. Ceci prouve en parti-
culier, en reprenant la de´monstration du lemme (4.1.1.2) et en y remplac¸ant  D’apre`s
[30] (15.6.5)  par  D’apre`s le lemme (4.1.1.5) , que l’e´nonce´ (4.1.1.2) est encore valable
meˆme lorsque f n’est plus suppose´ quasi-compact.
Lemme 4.1.1.5 Soient S un sche´ma et X un espace alge´brique lisse sur S muni d’une
section e : S X. Alors il existe un sous-espace alge´brique ouvert de X, note´ U(X/S),
tel que pour tout s ∈ S, la fibre de U(X/S) au-dessus de s soit la composante connexe de
e(s) dans Xs.
De´monstration. Il suffit de traiter le cas ou` S est quasi-compact. On note f : X S
le morphisme structural de X . Soit π un morphisme e´tale d’un sche´ma quasi-compact X1
vers X tel que le morphisme compose´ f ◦ π soit surjectif. On note S1 le produit fibre´
S ×e,X,π X1. Le diagramme commutatif
X1
f◦π
S1
e′
S
ve´rifie bien les hypothe`ses du lemme (4.1.1.2), donc il existe un ouvert U1 de X1 tel que
pour tout s ∈ S, U1s soit la re´union des composantes connexes de X1s qui rencontrent
e′(S1). On note U l’image de U1 par π (c’est un ouvert de X), puis V1 l’image re´ciproque
de U par π (c’est un ouvert de X1). Autrement dit V1 est le sature´ de U1 pour la relation
d’e´quivalence de´finie par π. On applique maintenant le lemme (4.1.1.2) au diagramme
commutatif
X1
f◦π
V1 S
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et on obtient ainsi un ouvert W1 de X1 tel que, pour tout s ∈ S, W1s soit la re´union des
composantes connexes de X1s qui rencontrent V1s, c’est-a`-dire l’adhe´rence de V1s dansX1s
(cf. remarque (4.1.1.3)). On note maintenant W l’image de W1 par π. C’est un ouvert de
X .
Notons Cs la composante connexe de Xs qui contient e(s). L’ouvert U1s est la re´union
des composantes connexes de X1s qui rencontrent e
′(S1s). Donc son image Us est une
re´union de parties connexes qui contiennent e(s). En particulier Us est inclus dans Cs. De
plus Us est non vide car tout point de S est dans l’image de X1. Comme Cs est irre´ductible
(puisque Xs est lisse), on a Cs = Us = πs(V1s).
Par ailleurs, on a la suite d’inclusions et d’e´galite´s ensemblistes suivante :
π−1s (Ws) = π
−1
s (πs(W1s))
= π−1s (πs(V1s)) par construction de W1s
⊂ π−1s (πs(V1s)) par continuite´ de πs
⊂ π−1s (πs(V1s)) parce que πs est un morphisme ouvert
= V1s
= W1s
⊂ π−1s (Ws).
D’ou` l’e´galite´ entre π−1s (Ws) et π
−1
s (πs(V1s)), qui peut encore s’e´crire :
Ws = πs(X1s) ∩ Cs.
Maintenant, soit (πi : Xi X)i∈I une famille couvrante e´tale, ou` les Xi sont des
sche´mas affines et ou` chacun des morphismes compose´s f ◦πi est surjectif (c’est possible :
il suffit de veiller a` ce que chacun des Xi recouvre l’image, quasi-compacte, de la section
e dans X). Pour chaque i ∈ I, on note Wi l’ouvert de X obtenu par la construction
pre´ce´dente. Soit U(X/S) la re´union des Wi. Il est clair que pour tout s ∈ S, la fibre de
U(X/S) au-dessus de s est e´gale a` Cs. 
Remarque 4.1.1.6 Comme sous-foncteur de X , l’ouvert U = U(X/S) est caracte´rise´
par la proprie´te´ suivante. Pour tout S-sche´ma T et pour tout ξ ∈ X(T ), ξ appartient a`
U(T ) si et seulement si pour tout s ∈ S, le point ξs ∈ Xs(Ts) obtenu par changement
de base appartient a` Cs(Ts), autrement dit le morphisme correspondant Ts Xs se
factorise par Cs. La ve´rification est imme´diate et laisse´e au lecteur. En particulier on voit
que la proprie´te´ ve´rifie´e par les fibres de´termine U(X/S) de manie`re unique.
Remarque 4.1.1.7 La formation de U(X/S) commute a` tout changement de base. En
effet, soit S′ S un morphisme de changement de base. Notons U = U(X/S), X ′ =
X ×S S′, U ′ = U ×S S′, et e′ : S′ X ′ la section obtenue par changement de base.
D’apre`s la remarque pre´ce´dente il suffit de montrer que pour tout point s′ de S′, la fibre
U ′s′ est la composante connexe de X
′
s′ contenant e
′(s′). Soient s′ un point de S′ et s son
image dans S. On a un diagramme commutatif a` carre´s carte´siens :
U ′s′

X ′s′
p 
Specκ(s′)
Us Xs Specκ(s).
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L’ouvert Us est un κ(s)-sche´ma connexe qui a un κ(s)-point, donc d’apre`s [29] 4.5.13 il
est ge´ome´triquement connexe. En particulier U ′s′ est connexe, et comme il contient e
′(s′)
il est inclus dans la composante connexe C′s′ de e
′(s′). D’autre part, C′s′ est connexe donc
son image aussi et elle contient e(s), donc p(C′s′) est inclus dans Cs, ou, ce qui revient au
meˆme, C′s′ est inclus dans p
−1(Us) = U
′
s′ .
4.1.2 Cohomologie a` coefficients dans Z des champs normaux
Le but du pre´sent paragraphe est de de´montrer le re´sultat suivant, qui nous sera utile
pour ramener, lorsque S est le spectre d’un corps, l’e´tude de la proprete´ de Pic0X /S au
cas ou` X est un sche´ma.
The´ore`me 4.1.2.1 Soit X un champ alge´brique localement noethe´rien et normal. Alors
H1(X ,Z) = 0.
Nous allons pour cela montrer que tout Z-torseur sur X est trivial. Notre de´marche est
fortement inspire´e de l’e´tude des pre´sche´mas constants tordus quasi-isotriviaux propose´e
dans SGA3 ([1] expose´ X, paragraphe 5).
Lemme 4.1.2.2 Soit f : X Y un morphisme repre´sentable de S-champs alge´-
briques. Soit y un point de l’espace topologique |Y | sous-jacent a` Y . Les propositions
suivantes sont e´quivalentes :
(i) Pour un repre´sentant SpecK Y de y, le morphisme fK induit par changement
de base de XK = X ×Y SpecK vers SpecK est fini.
(ii) Pour tout repre´sentant SpecK Y de y, le morphisme fK est fini.
Lorsqu’elles sont ve´rifie´es, on dit que fy : Xy y est fini, ou encore que Xy est fini.
De´monstration. Il suffit clairement de montrer que si L est une extension de K et si
fL est fini, alors fK est fini. Or si fL est fini, XL est un sche´ma affine, et XK aussi par
descente fpqc pour les morphismes affines. Maintenant la descente fide`lement plate pour
les morphismes finis de sche´mas ([29] (2.7.1)) assure que fK est fini. 
Le lemme suivant ge´ne´ralise le lemme 5.13 de [1], expose´ X.
Lemme 4.1.2.3 Soit p : P X un morphisme repre´sentable de S-champs alge´-
briques, avec X localement noethe´rien. On suppose qu’il existe une pre´sentation X X
de X telle que P = P ×X X soit une union disjointe de copies de X. Soit C un sous-
champ ouvert et ferme´ de P. Alors l’ensemble des points x de |X | tels que Cx soit fini est
ouvert et ferme´ dans |X |. Si on note U le sous-champ ouvert et ferme´ que cet ensemble
de´finit, le champ CU = C ×X U est fini sur U .
De´monstration. Notons C le sous-espace alge´brique ouvert et ferme´ de P obtenu par
changement de base a` partir de C . Les proprie´te´s que l’on veut montrer sont clairement de
nature locale pour la topologie lisse sur X , donc il suffit de montrer qu’elles sont ve´rifie´es
par C P X . Comme X est lui aussi localement noethe´rien, ses composantes
connexes sont ouvertes et ferme´es donc on peut supposer que X est un sche´ma connexe.
Dans ce cas, vu que P est une union disjointe de copies de X , le sous-sche´ma ouvert et
ferme´ C est lui-meˆme l’union disjointe de certaines de ces copies. Si elles sont en nombre
fini alors C est fini sur X , sinon l’ensemble des points x de X ou` Cx est fini est vide. 
De´monstration du the´ore`me 4.1.2.1 Nous allons utiliser la description du premier
groupe de cohomologie en termes de torseurs (cf. paragraphe A.1.10). Il suffit en vertu
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de (A.1.10.2) de montrer que tout Z-torseur sur X au sens de (A.1.10.1) est trivial.
Le cas ou` X est le spectre d’un corps est bien connu et nous nous en servirons par la
suite. Remarquons tout d’abord que dans tous les champs alge´briques (a fortiori tous
les sche´mas ou espaces alge´briques) qui vont intervenir au cours de la de´monstration, les
composantes connexes sont irre´ductibles. En effet, ils seront tous normaux et localement
noethe´riens car ce sont la` des proprie´te´s de nature locale pour la topologie lisse. Notre
affirmation re´sulte alors de la proposition 4.13 de [38].
Donnons-nous donc un Z-torseur sur X , c’est-a`-dire un morphisme p : P X
repre´sentable et lisse muni d’une action de Z qui en fait un torseur. Pour montrer que
P est trivial, on peut supposer X connexe donc irre´ductible. Soit C une composante
connexe de P. Notons η le point ge´ne´rique de l’espace |X | sous-jacent a` X .
• La fibre ge´ne´rique Cη est finie.
Soit u : U X un morphisme lisse, ou` U est un sche´ma affine irre´ductible (donc
inte`gre, puisque U est normal). On note s le point ge´ne´rique de U et on adopte encore les
notations du diagramme suivant :
Cs

CU

C
Ps

PU

P
p
Specκ(s) U
u
X .
Notons (Ci)i∈I les composantes connexes de CU et pour chaque i ∈ I notons ηi le point
ge´ne´rique de |Ci|. Notons enfin ξ le point ge´ne´rique de |C | et SpecK C l’un de ses
repre´sentants. Pour tout i le morphisme de Ci vers C est lisse donc ge´ne´risant ([38] (5.8))
si bien qu’il envoie le point ηi sur ξ. On en de´duit (cf. par exemple [38] (5.4) (iv)) que le
champ Ci,K = Ci ×C SpecK est non vide. Maintenant, les |Ci,K | forment une partition
ouverte de |CU,K |, ou` CU,K est le produit fibre´ CU ×C SpecK. Or le champ
CU,K = U ×X SpecK
est quasi-compact car X est quasi-se´pare´ donc les |Ci,K | sont en nombre fini et finalement
CU n’a qu’un nombre fini de composantes connexes.
Par ailleurs, pour chaque i le morphisme naturel de Ci vers U est lui aussi ge´ne´risant
donc il envoie ηi sur s. En particulier sa fibre ge´ne´rique est irre´ductible donc Cs est une
union finie d’irre´ductibles. Comme Ps est un Z-torseur sur un corps, il est ne´cessairement
trivial, donc Cs est une union disjointe finie de copies de Specκ(s). Or le morphisme de
Spec κ(s) vers X est un repre´sentant de η donc Cη est fini.
• Montrons que C est fini.
D’apre`s le lemme (4.1.2.3), l’ensemble des points x de |X | ou` Cx est fini est ouvert et
ferme´ dans |X |. Or il est non vide puisqu’il contient η, donc par connexite´ c’est |X | tout
entier. Le meˆme lemme prouve alors que le morphisme de C vers X est fini.
• Montrons que C X est e´tale.
Il s’agit d’un morphisme fini. En particulier il est sche´matique. Notre assertion re´sulte
alors du fait qu’un morphisme fini et lisse de sche´mas est e´tale ([5] II 1.4).
• Montrons que C X est radiciel.
Supposons qu’il existe un corps K et un morphisme SpecK X tel que le sche´ma CK
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obtenu par changement de base contienne au moins deux points x1 et x2. Notons c1 et c2
leurs images dans |C | ⊂ |P|. Soit n l’unique e´le´ment de Z\{0} tel que l’automorphisme τn
correspondant envoie x1 sur x2. On note encore τn l’automorphisme de |P| qui correspond
a` n. Il est clair qu’il envoie c1 sur c2. Or τn(|C |) est un connexe qui contient c2 donc il est
inclus dans la composante connexe de c2, a` savoir |C |. On montre de meˆme que τ−1n (|C |)
est inclus dans |C | donc τn induit un automorphisme de |C | et tous les τkn(c1), k ∈ Z,
sont dans |C |. Donc tous les τkn(x1) sont dans l’ouvert CK de PK , ce qui contredit le fait
qu’il est de type fini.
• Conclusion.
Le morphisme de C vers X est sche´matique, e´tale, radiciel et de type fini donc par [5] I 5.1
c’est une immersion ouverte. De plus il est aussi ferme´ puisqu’il est fini donc par connexite´
de X il est surjectif. Ceci prouve que c’est un isomorphisme, donc le torseur P X
est trivial. 
4.2 La composante connexe de l’identite´
On rappelle le re´sultat suivant concernant la composante neutre d’un k-sche´ma en
groupes localement de type fini.
The´ore`me 4.2.1 ([34] 5.1) Soient k un corps et G un k-sche´ma en groupes localement
de type fini. Alors G est se´pare´. Soit G0 la composante connexe de l’e´le´ment neutre de
G. Alors G0 est un sous-sche´ma en groupes ouvert et ferme´ de G. Il est de type fini et
ge´ome´triquement irre´ductible. De plus, la formation de G0 commute aux extensions du
corps k.
Naturellement, tout ceci est valable pour le foncteur de Picard PicX /k de`s qu’il est
repre´sentable par un espace alge´brique localement de type fini sur k. En effet, c’est alors
automatiquement un sche´ma en vertu d’un lemme d’Artin ([12] lemme 4.2 p. 43). En
particulier, c’est le cas de`s que X est un champ alge´brique propre et cohomologiquement
plat en dimension ze´ro sur k (the´ore`me (3.4.1)).
On sait que si X est un sche´ma propre et ge´ome´triquement normal sur un corps, alors
la composante neutre du groupe de Picard est propre (voir par exemple [34] the´ore`me 5.4).
Le the´ore`me suivant ge´ne´ralise ce re´sultat au cas ou` X est un champ alge´brique.
The´ore`me 4.2.2 On suppose que X est un champ alge´brique propre, ge´ome´triquement
normal et cohomologiquement plat en dimension ze´ro sur Spec k. Alors la composante
neutre Pic0X /k du sche´ma de Picard est propre sur k.
De´monstration. Si k est une cloˆture alge´brique de k alors le champ Xk obtenu par
changement de base est normal d’apre`s [29] (6.7.7). Il ve´rifie clairement les autres hy-
pothe`ses du the´ore`me donc par descente fide`lement plate on peut supposer le corps k
alge´briquement clos.
Il suffit (cf. argumentaire de Kleiman au cours de la de´monstration du the´ore`me 5.4
de [34]) de montrer que tout morphisme de sche´mas de G vers PicX /k est constant, avec
G = Ga ou G = Gm. (En fait il suffirait meˆme de le faire pour Gm puisqu’alors c’est aussi
vrai pour G = Ga, mais cette restriction n’apporte pas grand-chose.) En effet, il suffit
de montrer que le re´duit (Pic0X /k)re´d est propre, or ce dernier est lisse donc on peut lui
appliquer le the´ore`me de structure de Chevalley et Rosenlicht (cf. par exemple [19], the´o-
re`me 1.1). On en de´duit que (Pic0X /k)re´d a un sous-groupe alge´brique line´aire H , ferme´ et
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distingue´ dans (Pic0X /k)re´d, tel que le quotient (Pic
0
X /k)re´d/H soit une varie´te´ abe´lienne.
Il suffit de montrer que H est trivial. Le groupe H est commutatif donc re´soluble. Il est
de`s lors triangulable d’apre`s le the´ore`me de Lie-Kolchin. On en de´duit que s’il e´tait non
trivial, il contiendrait un sous-groupe isomorphe a` Gm ou Ga (voir par exemple le livre
de Springer [48], lemme 6.3.4).
Vu que f a une section, et vu que les groupes de Picard de Spec k et de G sont triviaux,
dire que tout morphisme de sche´mas de G vers PicX /k est constant revient a` dire, graˆce
au the´ore`me (1.2.3.1), que le morphisme naturel
Pic(X ) Pic(X ×G)
est un isomorphisme. La suite exacte des termes de bas degre´ associe´e a` la suite spectrale
de Leray du morphisme p : X ×G X s’e´crit :
0 H1(X , p∗Gm) H1(X ×G,Gm) H0(X , R1p∗Gm).
Commenc¸ons par montrer que le faisceau R1p∗Gm est nul. On sait d’apre`s le calcul des
images directes supe´rieures effectue´ en annexe, que c’est le faisceau associe´ au pre´fais-
ceau qui a` tout ouvert lisse-e´tale (U, u) de X associe H1(U × G,Gm). Donc d’apre`s le
lemme (A.1.8.2) il suffit de montrer que pour tout sche´ma affine U lisse sur X et pour
tout ξ ∈ H1(U ×G,Gm), il existe une famille couvrante e´tale V U telle que l’e´le´ment
ξ|V de H
1(V × G,Gm) soit nul. Mais pour de´montrer ceci il suffit clairement de savoir
que le morphisme Pic(U) Pic(U × G) est surjectif. Nous sommes donc ramene´s a`
montrer que si U est un sche´ma affine normal (que l’on peut aussi supposer inte`gre, vu
que U est de toute manie`re somme disjointe finie de sche´mas inte`gres) sur Spec k, alors
Pic(U ×G) s’identifie a` Pic(U). Ce fait est de´montre´ par Kleiman dans [34], au cours de
la de´monstration du the´ore`me (5.4).
Calculons maintenant le faisceau p∗Gm. Conside´rons d’abord le cas ou` G = Gm. Nous
allons montrer que p∗Gm s’identifie a` Gm×Z. Il suffit bien e´videmment de ve´rifier que ces
deux faisceaux co¨ıncident sur le site Lis-e´t(X ). Si U = SpecA est un sche´ma affine lisse
sur X , il est en particulier normal, donc somme disjointe finie de sche´mas affines inte`gres,
si bien que l’on peut supposer U inte`gre. Alors Gm×Z(U) = A××Z. Par ailleurs, vu que
p est repre´sentable, on a
p∗Gm(U) = Gm((X ×G)×X U) = Gm(U ×G) = A[X,X−1]×.
Or lorsque A est inte`gre, il est clair que les e´le´ments inversibles de l’anneau A[X,X−1]
sont les e´le´ments de la forme aXn avec a ∈ A× et n ∈ Z. Dans le cas ou` G = Ga, le
lecteur ve´rifiera facilement que l’on trouve p∗Gm = Gm.
Or le groupe H1(X ,Z) est re´duit a` ze´ro d’apre`s le the´ore`me (4.1.2.1). On a alors, que
G soit e´gal a` Ga ou Gm,
H1(X , p∗Gm) = H
1(X ,Gm) = Pic(X ),
ce qui, vu la suite exacte e´voque´e ci-dessus, fournit l’isomorphisme de´sire´. 
La notion de faisceaux inversibles alge´briquement e´quivalents se ge´ne´ralise tre`s bien
aux champs alge´briques, et comme dans le cas des sche´mas elle permet de caracte´riser les
k-points du foncteur de Picard qui sont dans la composante neutre.
De´finition 4.2.3 ([34] 5.9) Soit X un champ alge´brique sur un corps k. Soient L et
N deux faisceaux inversibles sur X . On dit que L et N sont alge´briquement e´quivalents
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s’il existe une suite de k-sche´mas connexes de type fini T1, . . . , Tn, des points ge´ome´triques
si, ti de Ti (pour tout i) ayant tous le meˆme corps, et un faisceau inversible Mi sur X ×kTi
tels que
Ls1 ≃ M1,s1 , M1,t1 ≃ M2,s2 , . . . , Mn−1,tn−1 ≃ Mn,sn , Mn,tn ≃ Ntn
The´ore`me 4.2.4 ([34] 5.10) Soit X un champ alge´brique sur un corps k. On suppose
que PicX /k est repre´sentable par un sche´ma localement de type fini. Soit L un faisceau
inversible sur X et soit λ le point correspondant de PicX /k. Alors L est alge´briquement
e´quivalent a` OX si et seulement si λ est dans la composante neutre Pic
0
X /k.
De´monstration. On peut recopier telle quelle la de´monstration qui accompagne l’e´nonce´
re´fe´rence´ ci-dessus. 
Comme toujours, la de´finition de la composante neutre est plus de´licate lorsque la
base n’est plus un corps, mais un sche´ma quelconque. La remarque (4.1.1.6) motive la
de´finition suivante.
De´finition 4.2.5 Soient S un sche´ma et X un S-champ alge´brique. On suppose que
le foncteur de Picard PicX /S est repre´sentable par un espace alge´brique localement de
type fini. On de´signe alors par Pic0X /S le sous-foncteur de PicX /S de´fini de la manie`re
suivante. Pour tout S-sche´ma S′ et pour tout ξ ∈ PicX /S(S′), on dit que ξ appartient a`
Pic0X /S(S
′) si et seulement si pour tout point s′ de S′, l’e´le´ment ξ|s′ de PicXs′/κ(s′)(κ(s
′))
est dans la composante neutre Pic0Xs′/κ(s′)(κ(s
′)).
Remarque 4.2.6 Il est clair que Pic0X /S est bien un sous-foncteur en groupes de PicX /S .
De plus, la formation de Pic0X /S commute au changement de base. Par ailleurs, si S est le
spectre d’un corps k et si PicX /k est repre´sentable par un sche´ma en groupes localement
de type fini, alors le sous-foncteur Pic0X /k ainsi de´fini co¨ıncide avec le sous-foncteur ouvert
de´fini par la composante connexe de l’e´le´ment neutre dans PicX /k. Il en re´sulte dans le
cas d’une base S quelconque, que pour tout point s de S la fibre de Pic0X /S au-dessus de s
co¨ıncide avec Pic0Xs/κ(s). En particulier, si l’on suppose que pour tout s ∈ S la composante
neutre Pic0Xs/κ(s) du sche´ma en groupes PicXs/κ(s) est lisse sur κ(s), alors la de´finition
que nous avons adopte´e co¨ıncide avec celle donne´e par Kleiman dans la proposition 5.20
de [34].
Proposition 4.2.7 Soient S un sche´ma et X un S-champ alge´brique. On suppose que
le foncteur de Picard PicX /S est repre´sentable par un espace alge´brique lisse sur S. Alors
le morphisme naturel
Pic0X /S PicX /S
est une immersion ouverte. De plus, si S est localement noethe´rien, alors Pic0X /S est de
type fini sur S.
De´monstration. Le fait que Pic0X /S soit un ouvert de PicX /S re´sulte imme´diatement
du lemme (4.1.1.5). Comme il est par hypothe`se localement de type fini sur S, il ne
reste plus qu’a` montrer qu’il est quasi-compact lorsque S est localement noethe´rien. Nous
reprenons pour cela, en l’adaptant a` notre cas, la de´monstration pre´sente´e par Kleiman
dans [34] (proposition 5.20). C’est une question locale sur S, donc on peut supposer que
S est affine noethe´rien. Notons σ le morphisme naturel de Pic0X /S vers S. Par re´currence
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noethe´rienne sur les ferme´s de S, on peut supposer que pour tout ferme´ strict Z de S,
σ−1(Z) = Pic0X /S ×S Z est quasi-compact. Il suffit alors, par le meˆme raisonnement que
celui que nous avions suivi lors de la de´monstration du the´ore`me (2.1.1.2), de construire
un ouvert non vide U de S tel que σ−1(U) soit quasi-compact.
Soit π : V Pic0X /S un morphisme e´tale, ou` V est un sche´ma affine non vide,
et soit U = σ(π(V )). Comme σ ◦ π est un morphisme lisse, U est un ouvert de S. Pour
montrer que cet ouvert U convient, on va construire un morphisme surjectif de V ×SV vers
Pic0X /S ×S U . Ce sera suffisant, puisque V ×S V est quasi-compact. On a un diagramme
commutatif de S-espaces alge´briques :
V ×S V π×π Pic0X /S ×S Pic0X /S
α
Pic0X /S
σ
U S
ou` α est de´fini fonctoriellement par α(g, h) = g.h−1. On en de´duit un morphisme α′ :
V ×S V Pic0X /S ×S U , dont il ne nous reste plus qu’a` montrer la surjectivite´. En
vertu du lemme (4.2.8) ci-dessous, on peut supposer pour cela que S est le spectre d’un
corps alge´briquement clos. Mais dans ce cas on a U = S et il faut montrer que le morphisme
α◦ (π×π) est surjectif. De plus, vu que S est le spectre d’un corps, Pic0X /S est un sche´ma
en groupes et on peut supposer que V est un ouvert de Pic0X /S . Alors le re´sultat de´coule
du lemme (4.2.9). 
Lemme 4.2.8 Soient S un sche´ma et f : X Y un morphisme de S-espaces alge´-
briques. Alors f est surjectif si et seulement si pour tout morphisme de SpecL vers S
avec L un corps alge´briquement clos, le morphisme fL obtenu par changement de base est
surjectif.
De´monstration. E´vident. 
Lemme 4.2.9 Soient k un corps alge´briquement clos, G un k-sche´ma en groupes locale-
ment de type fini, et U un ouvert non vide de G. Alors le morphisme compose´
β : U × U G0 ×G0 α G0
(g, h) g.h−1
est surjectif.
De´monstration. Soit x un k-point de G0. Comme G0 est irre´ductible, les ouverts U
et xU sont d’intersection non vide. Soit y un k-point appartenant a` U ∩ xU . On note z
le k-point x−1y. Alors z est dans U , et l’on a x = yz−1, donc x est dans l’image de β.
L’ouvert Uz−1 est un voisinage de x inclus dans l’image de β. Donc β(U × U) contient
un ouvert qui contient tous les k-points de G0, et comme l’ensemble des k-points est tre`s
dense ceci ache`ve la de´monstration. 
Chapitre 5
Quelques exemples
5.1 L’espace projectif
Soit S = SpecZ et soit X l’espace projectif PnZ de dimension n sur S. On e´tudie dans
cette section le foncteur et le champ de Picard de X . Le re´sultat (PicX/S = Z), bien connu,
tre`s classique, est suˆrement pre´sent dans de nombreux ouvrages. Voyons rapidement com-
ment le rede´montrer. On sait de´ja` par exemple graˆce a` [28] V thm. 3.1 que PicX/S est un
sche´ma. Comme X S a une section, on sait aussi que ce foncteur est e´gal a` PX/S . On
a de plus un morphisme de foncteurs
ϕ : Z PicX/S
qui a` un entier l associe O(l). On va montrer que ϕ est un isomorphisme. L’injectivite´ est
facile. Pour la surjectivite´, nous allons en fait construire l’isomorphisme re´ciproque. Nous
aurons besoin du re´sultat pre´liminaire suivant.
Lemme 5.1.1 Le morphisme PicX/S S est non ramifie´.
De´monstration. On sait qu’il est de toute manie`re localement de pre´sentation finie
d’apre`s (1.4.1.1). Il faut donc montrer qu’il est formellement non ramifie´, c’est-a`-dire que
pour tout sche´ma affine S′, tout sous-sche´ma ferme´ S′0 de S
′ de´fini par un ide´al I de carre´
nul, et tout morphisme de S′ dans S, l’application canonique
HomS(S
′,PicX/S) HomS(S
′
0,PicX/S)
est injective. On se donne donc un faisceau inversible L sur X ′ = X ×S S′ dont la
restriction L0 a` X
′
0 = X ×S S′0 provient de la base S′0. Il faut montrer que L provient
de la base S′. Par hypothe`se, L0 provient d’un faisceau B0 sur S
′
0, qui lui-meˆme provient
d’un faisceau inversible B sur S′ puisque H2(S′, I) est nul (on utilise (3.2.5)). Maintenant
L et B|X′ sont deux de´formations de L0 a` X
′. D’apre`s le the´ore`me (3.2.5) elles sont
ne´cessairement isomorphes puisque H1(X ′, I) est nul. Donc L provient de la base, ce
qu’il fallait de´montrer. 
Conside´rons maintenant un faisceau inversible L sur PnT . On peut lui associer la
fonction  degre´  sur T de´finie ainsi
degL :
{
T −→ Z
t 7−→ degre´ de Lt
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ou` Lt de´signe la restriction de L a` la fibre Pnκ(t). Nous allons montrer que la fonction
degL est localement constante sur T . Soient L et M deux faisceaux inversibles sur P
n
T
et soient λ, µ, les T -points de PicX/S associe´s. On forme le produit fibre´ :
U

T
(λ,µ)
PicX/S
∆
PicX/S ×S PicX/S .
Vu que PicX/S est non ramifie´, la diagonale ∆ est une immersion ouverte si bien que U est
un ouvert de T . Par ailleurs, il est clair qu’un point x de T appartient a` U si et seulement
si degL (x) et degM (x) sont e´gaux. On en de´duit facilement que degL est localement
constante sur T .
On peut donc de´finir un morphisme  degre´ 
deg : PicX/S Z
qui a` un faisceau inversible L associe degL . Il est clair que ce morphisme est l’inverse de
ϕ.
Enfin pour de´terminer le champ de Picard de X on peut appliquer (1.3.8) et l’on voit
qu’il est isomorphe a` Z× BGm.
Pic(PnZ/SpecZ) ≃ Z× BGm
5.2 Racine nie`me d’un faisceau inversible
Passons maintenant a` un exemple un peu plus e´labore´. Soient X un S-sche´ma et L
un faisceau inversible sur X . Soit n un entier strictement positif. On fabrique un champ
[L
1
n ] a` partir de ces donne´es de la manie`re suivante. Si U est un objet de (Aff/S), [L
1
n ]U
est la cate´gorie des triplets (x,M , ϕ) ou` x : U X est un e´le´ment de X(U)M est un faisceau inversible sur U
ϕ : M⊗n x∗L est un isomorphisme de faisceaux inversibles.
L’ensemble des morphismes de (x,M , ϕ) vers (x′,M ′, ϕ′) est vide si x 6= x′, et sinon c’est
l’ensemble des isomorphismes ψ : M M ′ tels que ψ⊗n soit compatible avec ϕ et ϕ′.
Remarquons que nous avons un morphisme canonique π : [L
1
n ] X . Si l’on regarde
[L
1
n ] comme un groupo¨ıde sur X , alors pour tout U ∈ ob (Aff/X), la cate´gorie fibre
[L
1
n ]U est simplement la cate´gorie des couples (M , ϕ).
Si U ∈ ob (Aff/S) et si α est un objet de [L 1n ]U , un calcul rapide montre que le
foncteur A utU (α) est repre´sentable par µn. Plus ge´ne´ralement, si α1, α2 sont deux objets
de [L
1
n ]U , alors le foncteur Isom (α1, α2) est repre´sentable par un sche´ma fini sur U
(localement ce sche´ma est de la forme Spec (A[X ]/(Xn − γ)) ou` SpecA est un ouvert de
U qui trivialise les objets α1 et α2 et γ est un e´le´ment de A
×). En d’autres termes le
morphisme diagonal
∆π : [L
1
n ] [L
1
n ]×X [L 1n ]
est sche´matique et fini. En particulier [L
1
n ] est un S-pre´champ. Il est clair que c’est meˆme
un S-champ.
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Remarque 5.2.1 Si f : Y X est un morphisme de S-sche´mas, alors le S-champ
[L
1
n ]×X Y est canoniquement 1-isomorphe a` [(f∗L ) 1n ] (e´vident).
Proposition 5.2.2 Le champ [L
1
n ] est une gerbe fppf sur X. Si S est un Z[ 1n ]-sche´ma,
alors [L
1
n ] est meˆme une gerbe e´tale sur X.
De´monstration. Il est clair que [L
1
n ] a des objets partout localement pour la topologie
de Zariski, puisque pour tout U le faisceau OU a une racine n
ie`me e´vidente. A fortiori π
est un e´pimorphisme (au sens que l’on veut, e´tale ou fppf ).
Montrons que le morphisme diagonal est un e´pimorphisme fppf, et que c’est meˆme un
e´pimorphisme e´tale lorsque n est inversible. Soient U ∈ ob (Aff/S) et x ∈ X(U). Il s’agit de
montrer que deux objets quelconques de [L
1
n ]U au-dessus de x sont isomorphes localement
pour la topologie fppf (resp. e´tale). Quitte a` localiser pour la topologie de Zariski, on peut
supposer que les faisceaux sous-jacents a` α1 et α2 sont triviaux. La question revient alors a`
montrer que tout e´le´ment de Gm(U) admet une racine nie`me localement pour la topologie
conside´re´e. Soit γ ∈ Gm(U). On note U = SpecA et B = A[X ]/(Xn − γ). Il est clair que
B est fini et plat sur A. D’apre`s le going-up theorem, le morphisme SpecB SpecA est
surjectif, donc c’est une famille couvrante pour la topologie fppf qui re´pond au proble`me
pose´. Si de plus n est inversible alors c’est meˆme une famille couvrante pour la topologie
e´tale. 
Proposition 5.2.3 Si L a une racine nie`me sur X, i.e. s’il existe un faisceau inversible
M sur X tel que M⊗n soit isomorphe a` L , alors [L
1
n ] est canoniquement (une fois
qu’on a fixe´ M et un isomorphisme entre M⊗n et L ) 1-isomorphe au champ classifiant
(Bµn)fppf du groupe µn pour la topologie fppf. En particulier c’est un champ alge´brique
([38] (10.6) et (10.13.1)).
Remarque 5.2.4 Si n est inversible, alors µn est e´tale et les champs (Bµn)fppf et Bµn
co¨ıncident ([38] (9.6)). Dans ce cas ce sont des champs de Deligne-Mumford. Notons que si
n n’est pas inversible, alors µn n’est pas lisse, et le champ Bµn qui classifie les µn-torseurs
e´tales n’a aucune raison a priori d’eˆtre alge´brique.
De´monstration. La donne´e d’un faisceau inversible M sur X et d’un isomorphisme
ϕ : M⊗n
∼
L
de´finit une section s : X [L
1
n ] du morphisme structural π. Donc la gerbe fppf [L
1
n ]
sur X est une gerbe neutre (au sens de [38] (3.20)). Le re´sultat de´coule donc de l’analogue
fppf de [38] (3.21). 
Remarque 5.2.5 On a de´ja` vu que [L
1
n ] est un S-champ fppf, donc a fortiori un S-
champ (e´tale), et que sa diagonale est repre´sentable, se´pare´e, et quasi-compacte (puisque
∆π est sche´matique et fini et que le morphisme [L
1
n ] ×X [L 1n ] [L 1n ] ×S [L 1n ],
obtenu par changement de base a` partir de la diagonale de X/S, est une immersion quasi-
compacte). Soit X ′ X une famille couvrante (pour la topologie de Zariski) telle que
L|X′ soit trivial. Alors d’apre`s la proposition pre´ce´dente et la remarque (5.2.1), on a un
diagramme 2-carte´sien
(Bµn)fppf

[L
1
n ]
X ′ X
ce qui prouve que [L
1
n ] est un champ alge´brique.
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Remarque 5.2.6 On suppose que S est un Z[ 1n ]-sche´ma et que X est noethe´rien. Alors
π est propre, lisse, de pre´sentation finie, et cohomologiquement plat en dimension ze´ro.
En particulier si X/S ve´rifie ces proprie´te´s, le morphisme [L
1
n ] S les ve´rifie aussi.
Calcul du groupe de Picard de [L
1
n ]
Lemme 5.2.7 Soient X un sche´ma et A un sche´ma en groupes commutatifs sur X. Soit
F un faisceau inversible sur une A-gerbe ( fppf) π : X X. Il existe un unique X-
morphisme de sche´mas en groupes
χF : A Gm
tel que l’action naturelle de A sur F soit induite par χF et par la multiplication F ×
Gm F induite par la structure de OX -module de F , autrement dit tel que le dia-
gramme suivant soit commutatif :
A×F
F
Gm ×F
De´monstration. Un faisceau inversible sur la gerbe X est la donne´e, pour tout x ∈
obXU , d’un faisceau inversible Fx sur U , et pour tout morphisme ϕ : x x
′ dans X ,
d’un isomorphisme
LF (ϕ) : Fx π(ϕ)
∗
Fx′
ces isomorphismes ve´rifiant de plus une condition de compatibilite´ e´vidente.
Construisons d’abord χF (U) pour un U ∈ ob (Aff/X) sur lequel X a des objets. Soit
x ∈ obXU et soit g ∈ A(U). Via l’identification entre A(U) et Aut(x), g correspond a`
un automorphisme ϕ de x, et induit de ce fait un automorphisme LF (ϕ) de Fx. Cet
automorphisme correspond a` la multiplication par un unique e´le´ment de Gm(U), que l’on
note pour l’instant χF (U)(x, g). Maintenant si x et x
′ sont deux objets de XU , on ve´rifie
facilement que χF (U)(x, g) = χF (U)(x
′, g) en utilisant la condition de compatibilite´
entre les LF (ϕ), le fait que x et x
′ sont localement isomorphes pour la topologie fppf et
le fait que Gm est un faisceau pour cette meˆme topologie. D’ou` le morphisme χF (U) :
A(U) Gm(U). Il est clair, vu sa construction, que ce morphisme est de´termine´ de
manie`re unique par les actions naturelles de A et de Gm sur F .
E´tant donne´ que X a des objets partout localement pour la topologie fppf, cette
collection de morphismes se prolonge de manie`re unique en un caracte`re χF de A ve´rifiant
les proprie´te´s annonce´es. 
Remarque 5.2.8 Si χ est un caracte`re fixe´ de A, un faisceau inversible F sur X est un
faisceau χ-tordu de degre´ d (au sens de Lieblich, [39] 2.1.2.2) si et seulement si χF = χ
d.
Proprie´te´s 5.2.9 (1) La construction de χF est compatible au changement de base
en un sens e´vident.
(2) Si F et G sont des faisceaux inversibles sur X , alors
χF⊗G = χF .χG .
(3) Un faisceau inversible F sur X provient de X si et seulement si χF est trivial.
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De´monstration. La premie`re proprie´te´ est e´vidente : il suffit de l’e´crire. La deuxie`me
re´sulte imme´diatement du fait que si l’automorphisme LF (ϕ) (resp. LG (ϕ)) de Fx (resp.
Gx) est la multiplication par χF (ϕ) (resp. χG (ϕ)), alors l’automorphisme LF (ϕ)⊗LG (ϕ)
de Fx⊗Gx est la multiplication par χF (ϕ).χG (ϕ). Montrons maintenant le dernier point.
Supposons tout d’abord que F soit isomorphe a` un faisceau de la forme π∗M , ou`
M est un faisceau inversible sur X . Il est clair que χF est e´gal a` χπ∗M donc il suffit
de montrer que χπ∗M est trivial, c’est-a`-dire que pour tout objet x de X et pour tout
automorphisme ϕ de x, l’automorphisme Lπ∗M (ϕ) de (π
∗M )x est l’identite´. C’est e´vident
par construction de l’image inverse.
Re´ciproquement, supposons χF trivial, i.e. supposons que pour tout objet x de X et
tout automorphisme ϕ de x, LF (ϕ) soit l’identite´ de Fx. En utilisant le lemme (1.2.2.7)
on voit que provenir de la base est une question locale sur X pour la topologie fppf.
On peut donc supposer, graˆce a` la proprie´te´ (1) ci-dessus, que X est une gerbe neutre,
c’est-a`-dire que le morphisme structural π : X X a une section s : X X .
On va alors montrer que F est isomorphe a` π∗s∗F . Le faisceau π∗s∗F est celui
qui a` tout objet x de X associe Fs(π(x)), les isomorphismes de changement de base
e´tant simplement les isomorphismes canoniques. Nous allons construire une collection
d’isomorphismes ρx de Fx dans Fs(π(x)) (pour chaque objet x de X ), compatibles avec
les LF (ϕ) et les Lπ∗s∗F (ϕ).
Si x et s(π(x)) sont isomorphes dans XU on choisit un isomorphisme ϕ de x dans
s(π(x)) et on pose ρx = LF (ϕ). Si ϕ1 et ϕ2 sont deux tels isomorphismes, alors (ϕ2)
−1◦ϕ1
est un automorphisme de x, donc d’apre`s l’hypothe`se sur F on a LF ((ϕ2)
−1 ◦ϕ1) = IdFx
de sorte que ρx est bien de´fini et ne de´pend pas du choix de ϕ.
Dans le cas ge´ne´ral, on sait que x et s(π(x)) sont localement isomorphes pour la topo-
logie fppf puisque X est une gerbe. Vu l’unicite´ dans la construction de ρx lorsque x est
isomorphe a` s(π(x)), il est clair qu’il existe un unique isomorphisme ρx : Fx Fs(π(x))
compatible avec ceux construits dans le cas pre´ce´dent. La collection de tous les ρx ainsi
construits re´pond au proble`me pose´. 
Exemple 5.2.10 (groupe de Picard de BG) En utilisant cette construction, on re-
trouve facilement le groupe de Picard du champ classifiant BG, ou` G est un X-sche´ma
en groupes abe´liens. En effet, le morphisme structural π : BG X a une section,
donc π∗ : Pic(X) Pic(BG) a une re´traction et en particulier il est injectif. D’apre`s
la proposition pre´ce´dente, l’application F 7→ χF induit un morphisme de groupes de
Pic(BG) dans Ĝ dont Pic(X) est le noyau. Ce morphisme est naturellement scinde´ : si
χ : G Gm est un caracte`re de G, on lui associe la classe du faisceau inversible L (χ)
construit de la manie`re suivante. Pour tout U ∈ ob (Aff/S) et tout G-torseur U˜ on de´finit
L (χ)eU comme e´tant le faisceau inversible correspondant au Gm-torseur sur U obtenu a`
partir de U˜ par extension du groupe structural via le caracte`re χ. On a donc une suite
exacte courte scinde´e :
1 Pic(X) Pic(BG) Ĝ 1
de sorte que Pic(BG) est naturellement isomorphe au produit Pic(X)× Ĝ.
Dans le cas du champ [L
1
n ], on a un faisceau inversible  canonique , que nous
noterons Ω, et que l’on peut construire de la manie`re suivante. Pour tout U ∈ ob (Aff/S) et
tout objet α = (x,M , ϕ) de [L
1
n ]U , on pose Ωα = M . Les isomorphismes de changement
de base sont de´finis de manie`re e´vidente. Il est clair que le caracte`re χΩ associe´ a` Ω est
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simplement l’injection canonique
χ : µn Gm.
En particulier, vu que χ n’est pas le caracte`re trivial, on peut en de´duire que le faisceau
Ω ne provient pas de la base X ! Enfin, pour tout objet α = (x,M , ϕ) de [L
1
n ]U (ou` U ∈
ob (Aff/S)), le faisceau (Ω⊗n)α, qui n’est autre que M
⊗n, est canoniquement isomorphe
a` x∗L (via ϕ !) de sorte que l’on a un isomorphisme canonique
Φ : Ω⊗n
∼
π∗L .
Nous avons maintenant presque tous les e´le´ments en main pour de´crire de manie`re com-
ple`te le groupe de Picard de [L
1
n ]. Nous terminons le travail dans la proposition ci-dessous.
Proposition 5.2.11 On note l la classe du faisceau L dans Pic(X) et ω celle de Ω dans
Pic([L
1
n ]).
(1) Le morphisme π∗ : Pic(X) Pic([L
1
n ]) est injectif, et l’on a une suite exacte
courte :
1 Pic(X) Pic([L
1
n ]) µ̂n 1.
(2) Le groupe Pic([L
1
n ]) est isomorphe au quotient du groupe Pic(X)×H0(X,Z) par le
sous H0(X,Z)-module engendre´ par (l−1, n) (autrement dit par la relation ωn = l).
De´monstration. La proprie´te´ (5.2.9) (2) montre que l’application F 7→ χF induit un
morphisme de groupes de Pic([L
1
n ]) dans µ̂n. Il est clair que ce morphisme est surjectif,
vu que µ̂n est isomorphe au groupe H
0(X,Z/nZ), engendre´ par l’injection canonique
χ : µn Gm, et que χ = χΩ. La proprie´te´ (5.2.9) (3) montre que la suite ci-dessus est
exacte en Pic([L
1
n ]). Pour en finir avec le premier point il nous reste donc juste a` montrer
l’injectivite´ de π∗.
Soit N un faisceau inversible sur X et soit f un isomorphisme de π∗N dans O
[L
1
n ]
.
Il s’agit de montrer que N est trivial. L’isomorphisme f est donne´ par une collection
d’isomorphismes
fα : (π∗N )α = x∗N
∼
(O
[L
1
n ]
)α = OU
pour chaque objet α = (x,M , ϕ) de [L
1
n ]U , ces isomorphismes ve´rifiant de plus une
condition de compatibilite´ que nous nous dispensons d’expliciter, mais qui, en particulier,
entraˆıne que les isomorphismes fα et fα′ associe´s a` deux objets α et α
′ au-dessus d’un
meˆme e´le´ment x de X(U) sont e´gaux de`s que α et α′ sont isomorphes. Si x ∈ X(U) est
un objet de X au-dessus duquel [L
1
n ]U a des objets, alors vu que deux objets α et α
′
sont localement isomorphes, les fα pour α ∈ ob [L 1n ]U sont tous e´gaux et de´finissent donc
une section fx du faisceau Isom (x
∗N ,OU ). En fait, vu que [L
1
n ] a des objets partout
localement pour la topologie fppf, la collection des fα de´finit de manie`re unique un e´le´ment
fx ∈ Isom (x∗N ,OU )(U) pour tout x ∈ X(U), que [L 1n ] ait des objets au-dessus de x
ou non. On ve´rifie facilement que les isomorphismes ainsi construits
fx : x∗N
∼
OU
forment un syste`me compatible d’isomorphismes et de´finissent donc un isomorphisme de
N dans OX , ce qui ache`ve la de´monstration.
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Pour le point (2), notons G le quotient du groupe Pic(X) × H0(X,Z) par le sous
H0(X,Z)-module engendre´ par la relation ωn = l. On a clairement un morphisme de G
dans Pic([L
1
n ]) qui envoie (0, 1) sur ω. En utilisant les proprie´te´s pre´ce´dentes, et le fait
que µ̂n est isomorphe a` H
0(X,Z/nZ) et engendre´ par χΩ, on ve´rifie tre`s facilement que
ce morphisme est un isomorphisme. 
Exemple 5.2.12 Prenons pour X l’espace projectif Pk sur SpecZ. Alors Pic(X) est
isomorphe a` Z. On fixe un entier relatif l et on pose L = O(l). La proposition pre´ce´dente
permet de calculer Pic([L
1
n ]) pour tout n appartenant a` N∗. Par exemple si l = 1, on
trouve 1nZ. Si l est un multiple de n, on est dans le cas ou` L a une racine n
ie`me et l’on
trouve Z × Z/nZ. Dans le cas ge´ne´ral, le groupe Pic([L 1n ]) est isomorphe (de manie`re
non canonique) a` dnZ× Z/dZ ou` d est le pgcd de n et l.
Foncteur de Picard relatif de [L
1
n ]/S
Notons X = [L
1
n ]. Pour tout sche´ma U sur S, on a une suite exacte courte :
1 Pic(X ×S U) Pic(X ×S U) H0(X ×S U,Z/nZ) 1.
Elle induit la suite exacte
1 Pic(X×SU)Pic(U)
Pic(X×SU)
Pic(U) H
0(X ×S U,Z/nZ) 1,
d’ou` une suite exacte de pre´faisceaux
1 PX/S PX /S f∗Z/nZ 1.
En appliquant a` cette suite exacte le foncteur  faisceau e´tale associe´  on obtient une
suite exacte de faisceaux e´tales :
1 PicX/S
ϕ0
PicX /S
χ
f∗Z/nZ 1. (5.1)
Remarque 5.2.13 Si L a une racine nie`me R, la suite exacte (5.1) est scinde´e par
i 7→ (ωr−1)i ou` r est la classe de R dans Pic(X), si bien que PicX /S s’identifie au produit
PicX/S ×S f∗Z/nZ.
Remarque 5.2.14 Le faisceau f∗Z/nZ n’est a priori pas repre´sentable. En conse´quence,
dans le cas ge´ne´ral, il ne suffit pas que PicX/S soit repre´sentable pour que PicX /S le soit,
meˆme lorsque la gerbe X est triviale. Cependant si f est ouvert, dominant et a` fibres
ge´ome´triquement connexes, alors f∗Z/nZ = Z/nZ. C’est le cas par exemple lorsque f est
localement de type fini, plat et cohomologiquement plat en dimension ze´ro.
On suppose maintenant que f∗Z/nZ co¨ıncide avec Z/nZ et l’on conside`re le produit
PicX/S×SZ de PicX/S par le groupe constant Z. On va voir que PicX /S est isomorphe au
quotient de PicX/S ×S Z par la relation ωn = l. On note H le sous-groupe engendre´ par
(l−1, n). Le foncteur PicX/S ×S Z s’identifie a` une union disjointe
∐
i∈Z
(PicX/S)i de copies
de PicX/S indexe´es par Z. Pour tout i appartenant a` Z, on note µωi le morphisme de
multiplication par ωi de PicX /S dans lui-meˆme, et on note ϕi le morphisme compose´
PicX/S
ϕ0
PicX /S
µωi
PicX /S .
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La collection des ϕi de´finit donc un morphisme
ϕ : PicX/S ×S Z PicX /S
dont il est clair qu’il est invariant sous H . On ve´rifie facilement avec les suites exactes
pre´ce´dentes qu’il est universel pour les morphismes invariants sous H de PicX/S ×S Z a`
valeurs dans un S-sche´ma T . Le foncteur PicX /S s’identifie donc bien au quotient e´voque´
ci-dessus. On peut construire ce quotient  a` la main  comme suit (voir figure ci-dessous).
Pour tout couple d’entiers (i, k) on identifie les copies de PicX/S nume´ro i et i + nk via
l’isomorphisme de translation
(PicX/S)i+nk
µ
lk
(PicX/S)i .
La loi de groupe est induite naturellement par celle de PicX/S et par la relation ω
n = l.
•
• •
•
• •
• •
• •
0
0
0
0
l
l
l
l
−l
−l
(PicX/S)n
(PicX/S)n−1
(PicX/S)0
(PicX/S)−1
...
...
...
Le foncteur de Picard de [L
1
n ]
Ceci montre en particulier que si PicX/S est repre´sentable, alors PicX /S l’est aussi
1.
Description du champ de Picard de [L
1
n ]
On a une  suite exacte  de champs de Picard :
1 Pic(X/S)
π∗
Pic(X /S)
χ
f∗Z/nZ 1. (5.2)
Autrement dit, π∗ est pleinement fide`le, χ est un e´pimorphisme, et si F est un objet
de Pic(X /S), il provient de Pic(X/S) si et seulement si son caracte`re χF est nul. Tout
ceci a de´ja` e´te´ prouve´. De meˆme que pre´ce´demment, si l’on suppose que f∗Z/nZ = Z/nZ,
alors le champ Pic(X /S) s’identifie au champ obtenu a` partir de Pic(X/S) ×S Z en
recollant les copies nume´ro i et i+ nk le long de l’isomorphisme
(Pic(X/S))i+nk
µ
lk
(Pic(X/S))i
1Mais bien suˆr, on le savait de´ja` dans le cas ou` f est propre, plat et cohomologiquement plat en
dimension ze´ro.
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pour tous i, k appartenant a` Z. En particulier il suffit dans ce cas que Pic(X/S) soit
alge´brique pour que Pic(X /S) le soit aussi.
Dans le cas ou` L a une racine nie`me R sur X , la suite exacte (5.2) est scinde´e et
Pic(X /S) s’identifie au produit Pic(X/S)×S f∗Z/nZ.
5.3 Courbes tordues d’Abramovich et Vistoli
Abramovich et Vistoli ont mis au jour dans [6], [7] et [8] une classe de courbes  tor-
dues  qui apparaissent naturellement lorsque l’on cherche a` compactifier certains espaces
de modules. Ces courbes sont des courbes nodales munies d’une  structure champeˆtre 
supple´mentaire aux points singuliers ou en certains points marque´s. Nous nous propo-
sons de de´crire le foncteur de Picard des courbes tordues lisses2. Nous allons voir que la
structure supple´mentaire modifie le foncteur de Picard de la courbe d’une manie`re tre`s
analogue a` ce que nous avons pu observer dans la section pre´ce´dente. Nous commenc¸ons
par quelques rappels sur les courbes tordues.
5.3.1 Rappel des de´finitions et proprie´te´s e´le´mentaires
De´finition 5.3.1.1 ([8] 4.1.2 ou [44] 1.2) Soit S un sche´ma. Une courbe tordue sur S
est un champ de Deligne-Mumford f : C S mode´re´, propre, plat et de pre´sentation
finie sur S dont les fibres sont purement de dimension 1, ge´ome´triquement connexes et
ont au plus des singularite´s nodales, ve´rifiant de plus les proprie´te´s suivantes :
1) Si π : C C est l’espace de modules grossier de C et si Clis est le lieu lisse de
C sur S, alors le sous-champ ouvert C ×C Clis est le lieu lisse de C sur S.
2) Pour tout point ge´ome´trique s S le morphisme induit Cs Cs est un iso-
morphisme au-dessus d’un ouvert dense de Cs.
Une courbe tordue n-pointe´e est une courbe tordue munie d’une collection {Σi}ni=1 de
sous-champs ferme´s de C deux a` deux disjoints tels que :
(i) Pour tout i, le sous-champ ferme´ Σi est dans le lieu lisse de C .
(ii) Pour tout i, le morphisme Σi C S est une gerbe e´tale sur S.
(iii) Si Cge´n est l’ouvert comple´mentaire des Σi dans Clis, alors Cge´n est un sche´ma.
Remarque 5.3.1.2 On rappelle qu’un champ de Deligne-Mumford est dit mode´re´ si pour
tout corps alge´briquement clos k et tout morphisme x : Spec k C le groupe Aut(x)
est d’ordre inversible dans k.
Remarque 5.3.1.3 D’apre`s la proposition 4.1.1 de [8], l’espace de modules grossier C est
une courbe nodale propre et plate sur S, de pre´sentation finie et a` fibres ge´ome´triquement
connexes. Si de plus la courbe C est n-pointe´e, alors l’espace de modules grossier Di
du sous-champ ferme´ Σi est naturellement un sous-sche´ma ferme´ de C, et le morphisme
compose´ Di C S est un isomorphisme. Les Di de´finissent donc des sections de
C S qui en font une courbe nodale n-pointe´e au sens usuel.
The´ore`me 5.3.1.4 ([8] 3.2.3 ou [44] 2.2) Au voisinage (e´tale) d’un point marque´, la
courbe C S est de la forme [U/µr] SpecA ou` U = SpecA[x] et ou` un ge´ne´rateur
de µr agit sur U par x 7→ ξ.x avec ξ une racine primitive rie`me de l’unite´.
Au voisinage d’un nœud, la courbe C S est de la forme [U/µr] SpecA ou`
U = Spec (A[x, y]/(xy − t)) pour un certain t ∈ A et ou` un ge´ne´rateur de µr agit sur U
par (x, y) 7→ (ξ.x, ξ′.y) avec ξ et ξ′ des racines primitives rie`mes de l’unite´.
2Nous espe´rons traiter le cas ge´ne´ral dans un avenir proche.
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Remarque 5.3.1.5 Si p ∈ C est un nœud fixe´, et si ξ et ξ′ sont les racines primitives
rie`mes de l’unite´ qui apparaissent ci-dessus, on dit que le nœud p est  balance´  si le produit
ξ.ξ′ est e´gal a` 1. On dit que la courbe C est balance´e si tous ses nœuds sont balance´s.
Signalons que si p n’est pas balance´, on a ne´cessairement t = 0 dans la description locale
ci-dessus. Autrement dit on ne peut pas faire disparaˆıtre le nœud en de´formant la courbe
([44] 2.2).
Signalons qu’Olsson montre dans [44] que se donner une courbe tordue revient a` se
donner une courbe nodale classique munie d’une certaine  structure logarithmique .
Pour les courbes tordues lisses, Cadman donne une autre description, plus e´le´mentaire.
The´ore`me 5.3.1.6 ([16] 2.2.4 et 4.1) Se donner une courbe tordue (C , {Σi}ni=1) n-
pointe´e lisse sur un sche´ma S noethe´rien et connexe est e´quivalent a` se donner une courbe
n-pointe´e (C, {σi}ni=1) lisse sur S et un n-uplet −→r = (r1, . . . , rn) d’entiers strictement po-
sitifs inversibles sur S. La courbe tordue C est alors isomorphe au champ CD,−→r de´fini de
la manie`re suivante.
Chaque section σi de´finit un diviseur de Cartier effectif Di de C. On note sDi la
section canonique de O(Di) qui s’annule sur Di. La collection des O(Di) et des sDi
correspond a` un morphisme C [An/Gnm]. On note aussi θ−→r le morphisme de [A
n/Gnm]
dans lui-meˆme qui envoie un n-uplet de faisceaux inversibles (L1, . . . , Ln) muni de sections
(t1, . . . , tn) sur le n-uplet (L
r1
1 , . . . , L
rn
n ) muni de (t
r1
1 , . . . , t
rn
n ). On de´finit alors CD,−→r
comme e´tant le produit fibre´
C ×[An/Gnm],θ−→r [An/Gnm].
5.3.2 Description du foncteur de Picard des courbes tordues lisses
Cadman de´crit dans [16] les faisceaux inversibles sur une courbe tordue lisse sur une
base connexe et noethe´rienne (corollaire 3.2.1) : un faisceau inversible sur CD,−→r s’e´crit
de manie`re unique sous la forme π∗L ⊗ ∏ni=1 T ⊗kii ou` π : C C est la projection
de C sur son espace de modules grossier, L est un faisceau inversible sur C, Ti est le
faisceau inversible OC (Σi) et ki est un entier compris entre 0 et ri − 1. Il est clair que les
hypothe`ses noethe´riennes ne sont pas essentielles pour ce re´sultat. Par ailleurs on peut
aussi supprimer l’hypothe`se de connexite´ sur la base : il faut alors remplacer les entiers
ki par des fonctions localement constantes a` valeurs dans Z. On obtient ainsi le the´ore`me
suivant.
The´ore`me 5.3.2.1 Soient S un sche´ma, C une courbe lisse n-pointe´e sur S, −→r un n-
uplet d’entiers strictement positifs et CD,−→r la courbe tordue associe´e par la construction
de Cadman. Soit L un faisceau inversible sur CD,−→r . Alors il existe un faisceau inversible
L sur C et des fonctions localement constantes ki appartenant a` H
0(S,Z) prenant leurs
valeurs dans {0, . . . , ri − 1} tels que
L ≃ π∗L⊗
n∏
i=1
T
ki
i .
De plus les fonctions ki sont uniques, L est unique a` isomorphisme pre`s, et T
ri
i est
isomorphe a` π∗O(Di). 
En particulier on a une suite exacte courte :
0 Pic(C) Pic(C )
n∏
i=1
H0(S,Z/riZ) 0.
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Signalons que si S est le spectre d’un corps alge´briquement clos, Chiodo ([18]) obtient
cette suite exacte d’une autre manie`re pour une courbe tordue quelconque.
Soit (C , {Σi}ni=1) une courbe tordue n-pointe´e lisse sur une base S noethe´rienne et
connexe. D’apre`s le the´ore`me 5.3.1.6, C est isomorphe au champ CD,−→r ou` C est l’espace
de modules grossier de C , −→r est un n-uplet d’entiers positifs et D = (D1, . . . , Dn) est le n-
uplet de diviseurs effectifs de Cartier de C correspondant aux Σi. Pour tout i le morphisme
de Di vers S est un isomorphisme. On note Ti le faisceau OC (Σi). Alors toutes ces donne´es
sont compatibles au changement de base. Plus pre´cise´ment, si T S est un morphisme
de changement de base, le produit fibre´ C ×S T est isomorphe au champ C′D′,−→r ou` C′
(resp. D′i) est le produit fibre´ C ×S T (resp. Di ×S T ) et D′ = (D′1, . . . , D′n). De plus le
faisceau inversible canonique T ′i n’est autre que Φ
∗Ti ou` Φ est la projection de C
′ sur
C . En appliquant le the´ore`me pre´ce´dent a` la courbe C ′, on obtient pour tout T une suite
exacte courte
0 Pic(C ×S T ) Pic(C ×S T )
n∏
i=1
H0(T,Z/riZ) 0,
autrement dit on a une suite exacte courte de pre´faisceaux
0 PicC PicC
n∏
i=1
Z/riZ 0.
En appliquant le foncteur  faisceau associe´ pour la topologie e´tale  on en de´duit une
suite exacte courte de faisceaux e´tales :
0 PicC/S PicC/S
n∏
i=1
Z/riZ 0.
Notons li la classe de OC(Di) dans PicC/S(S) et ti la classe de Ti dans PicC/S(S).
On a dans PicC/S la relation t
ri
i = li. En proce´dant comme pour le cas du champ [L
1
n ],
on voit que le foncteur PicC/S s’identifie au foncteur quotient de PicC/S ×S Zn par les
relations trii = li (ou` par abus les t1, . . . , tn de´signent aussi les ge´ne´rateurs canoniques
de Zn). On peut construire ce quotient a` la main comme suit. Le produit PicC/S ×S Zn
est une union disjointe de copies de PicC/S indexe´es par les n-uplets α = (α1, . . . , αn)
appartenant a` Zn. Alors PicC/S est obtenu en identifiant pour tout α, pour tout entier
k appartenant a` Z et pour tout entier i compris entre 1 et n, les copies (PicC/S)α et
(PicC/S)(α1,...,αi+kri,...,αn) via l’isomorphisme de multiplication par li :
(PicC/S)(α1,...,αi+kri,...,αn)
µli
(PicC/S)α
La loi de groupe est e´vidente.
Remarque 5.3.2.2 Si l’on ne tient pas compte de la structure de groupe, on voit que
PicC/S s’identifie a` une union disjointe de r1 . . . rn copies de PicC/S .
Remarque 5.3.2.3 La composante neutre de PicC/S est la meˆme que celle de PicC/S .
Autrement dit, le morphisme de PicC/S vers PicC/S induit un isomorphisme naturel :
Pic0C/S
∼
Pic0C/S .
Annexes
Ainsi qu’il a e´te´ dit en introduction, la pre´sente annexe rassemble les re´sultats relatifs
a` la cohomologie des faisceaux sur les champs alge´briques ne´cessaires au texte principal.
Voici en re´sume´ la liste des sujets qui y sont aborde´s.
• Les deux premie`res sections rappellent les de´finitions du topos lisse-e´tale et du couple
de foncteurs adjoints (f−1, f∗) associe´ a` un morphisme f de champs alge´briques. La
seule nouveaute´ est la ve´rification du fait que sur un champ de Deligne-Mumford,
les groupes de cohomologie lisse-e´tale co¨ıncident avec les groupes de cohomologie
e´tale.
• Section A.1.3 : Nous introduisons un nouveau site, le site lisse-lisse champeˆtre, dont
les objets sont les morphismes repre´sentables et lisses U X de champs alge´-
briques. Il de´finit le meˆme topos que le site lisse-e´tale mais pre´sente au moins deux
avantages : il se comporte mieux vis-a`-vis des images directes et il a un objet final.
• Section A.1.4 : C’est au de´part la ne´cessite´ de disposer de techniques de descente
cohomologique a` la Deligne-Saint-Donat qui a motive´ ce travail. Nous avions en
particulier besoin d’un analogue pour les champs alge´briques de la suite spectrale
de descente relative a` un morphisme lisse et surjectif de sche´mas. Il s’est finalement
ave´re´ que l’introduction du site lisse-lisse champeˆtre rendait ce re´sultat presque
trivial (voir proposition A.1.4.1).
• Sections A.1.5 et A.1.6 : Nous de´crivons ici une classe de faisceaux acycliques adap-
te´e aux particularite´s du site lisse-e´tale. Ces faisceaux  Llc-acycliques  nous sont
surtout utiles pour obtenir la suite spectrale de Leray relative a` un morphisme de
champs alge´briques (thm. A.1.6.4). Nous montrons aussi que les images directes su-
pe´rieures d’un faisceau lisse-e´tale abe´lien peuvent eˆtre calcule´es comme l’on imagine
(cf. prop. A.1.6.1).
• Section A.1.7 : La formation des groupes de cohomologie et des images directes su-
pe´rieures commute au changement de base plat.
• Section A.1.8 : Il est d’usage, lorsque i : X X˜ est une extension infinite´simale,
d’identifier les cate´gories de faisceaux Zariski sur X et sur X˜. Ceci est tout a` fait
le´gitime puisque X et X˜ ont le meˆme espace topologique sous-jacent. Mieux : le
foncteur qui a` un ouvert e´tale U˜ de X˜ associe l’ouvert e´tale U˜ × eX X de X de´finit
une e´quivalence entre les sites e´tales de X˜ et de X , ce qui permet d’identifier aussi
les faisceaux e´tales. Il faut faire nettement plus attention avec la topologie lisse-
e´tale. On peut en effet ve´rifier facilement que le foncteur ci-dessus n’est meˆme pas
fide`le. Heureusement, on peut tout de meˆme identifier les groupes de cohomologie
des faisceaux abe´liens sur X et sur X˜ via le foncteur i∗ (cf. A.1.8.1). Cette section
contient e´galement un re´sultat analogue pour les images directes supe´rieures.
• Section A.1.9 : On y trouvera un re´sultat technique utilise´ dans la section suivante.
Plus pre´cise´ment, soit F un faisceau sur le site lisse-lisse champeˆtre d’un champ
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alge´brique X . On suppose qu’il existe une pre´sentation X X de X telle que
la restriction de F au site lisse de X soit repre´sentable par un espace alge´brique
lisse sur X . Alors F est lui-meˆme repre´sentable par un unique champ alge´brique
lisse sur X .
• Section A.1.10 : On y de´crit les torseurs du topos lisse-e´tale et l’on constate dans
le cas particulier d’un groupe lisse sur la base S que le H1 au sens des foncteurs
de´rive´s co¨ıncide avec le groupe des classes de torseurs.
• Section A.2 : Apre`s quelques ge´ne´ralite´s sur la cohomologie plate sur les champs
alge´briques, nous donnons principalement deux re´sultats. D’une part la suite spec-
trale qui relie la cohomologie plate a` la cohomologie lisse-e´tale, et d’autre part la
ge´ne´ralisation aux champs alge´briques du the´ore`me de Grothendieck suivant lequel
dans le cas d’un groupe lisse, la cohomologie plate co¨ıncide avec la cohomologie e´tale
(cf. [2], expose´ VI, paragraphe 11).
A.1 Cohomologie lisse-e´tale sur les champs alge´briques
A.1.1 Cohomologie des faisceaux
Rappelons brie`vement, pour la commodite´ du lecteur, la de´finition du site lisse-e´tale
d’un champ alge´brique donne´e au chapitre 12 de [38].
De´finition A.1.1.1 Soit X un S-champ alge´brique. On appelle site lisse-e´tale de X et
on note Lis-e´t(X ) le site de´fini comme suit.
Les ouverts lisses-e´tales de X sont les couples (U, u) ou` U est un S-espace alge´brique
et u : U X un morphisme repre´sentable et lisse. Une fle`che entre deux tels ouverts
(U, u) et (V, v) est un couple (ϕ, α) faisant 2-commuter le diagramme suivant :
U
ϕ
u
α ⇒
V
v
X
Une famille couvrante de (U, u) est une collection de morphismes
((ϕi, αi) : (Ui, ui) (U, u))i∈I
telle que le 1-morphisme d’espaces alge´briques∐
i∈I
ϕi :
∐
i∈I
Ui U
soit e´tale et surjectif.
Le site e´tale de X , note´ E´t(X ), est la sous-cate´gorie pleine de Lis-e´t(X ) dont les
objets sont les couples (U, u) ou` u est un morphisme e´tale, munie de la topologie induite
par celle de Lis-e´t(X ).
Remarque A.1.1.2 Notons (.)e´t l’ope´ration de restriction des pre´faisceaux ou faisceaux
lisses-e´tales au site e´tale de X . Notons encore a le foncteur  faisceau associe´  (le contexte
devant lever toute ambigu¨ıte´ sur le site concerne´, e´tale ou lisse-e´tale). Maintenant si F
est un pre´faisceau sur le site lisse-e´tale de X , on a un isomorphisme canonique :
a(Fe´t)
∼
(aF )e´t .
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Ceci est essentiellement duˆ au fait que si (U, u) est un ouvert e´tale de X et si ((ϕi, αi) :
(Ui, ui) (U, u))i est une famille couvrante dans Lis-e´t(X ), alors les Ui sont e´tales sur
X et la famille conside´re´e est couvrante dans E´t(X ).
On notera encore OX le faisceau structural de X de´fini en (12.7.1) dans [38]. Si A est
un faisceau d’anneaux sur Lis-e´t(X ), on notera ModA (X ) la cate´gorie des faisceaux de
A -modules sur le site lisse-e´tale de X , ou plus simplement Mod(X ) lorsque A = OX .
La cate´gorie des faisceaux abe´liens sera note´e Ab(X ).
Proposition A.1.1.3 La cate´gorie ModA (X ) est une cate´gorie abe´lienne avec suffisam-
ment d’objets injectifs. En particulier il en est ainsi des cate´gories Mod(X ) et Ab(X ).
De´monstration. [3] II (6.7) et [26] the´ore`me (1.10.1). 
On rappelle que le foncteur  sections globales  est de´fini de la manie`re suivante.
Si F est un faisceau lisse-e´tale sur X , l’ensemble Γ(X ,F ) est l’ensemble des familles
(s(U,u)) de sections de F sur les (U, u) ∈ obLis-e´t(X ) qui sont compatibles aux fle`ches de
restriction en un sens e´vident (cf. [38] (12.5.3)). On ve´rifie imme´diatement que le foncteur
Γ(X , .) : Ab(X ) Ab est exact a` gauche. On de´finit alors Hi(X , .) comme e´tant le
ie`me foncteur de´rive´ a` droite de Γ(X , .).
Proposition A.1.1.4 Sur la cate´gorie Mod(X ), le foncteur Hi(X , .) co¨ıncide avec le
ie`me foncteur de´rive´ a` droite de Γ(X , .) : Mod(X ) Ab.
De´monstration. [4] V (3.5). 
Nous espe´rons ici que le lecteur a pre´sents a` l’esprit les re´sultats (12.2.1) et (12.3.3) de
[38], ainsi que les notations qui y sont introduites. Si tel n’e´tait pas le cas, nous l’invitons
a` se les reme´morer.
Lemme A.1.1.5 Soit X un S-champ de Deligne-Mumford et soient F , G des faisceaux
lisses-e´tales d’ensembles (resp. de groupes abe´liens) sur X . On suppose que F est carte´-
sien. Alors l’application
Hom(F ,G ) Hom(Fe´t,Ge´t)
induite par le foncteur d’inclusion E´t(X ) Lis-e´t(X ) est bijective.
De´monstration. Soit g : Fe´t Ge´t un morphisme de faisceaux (resp. de faisceaux
abe´liens). Il est donne´ par la collection des gU,u : FU,u GU,u pour (U, u) ∈ ob E´t(X ),
ces morphismes gU,u satisfaisant de plus a` une condition de compatibilite´ e´vidente avec les
morphismes de changement de base θϕ,α pour tout morphisme (ϕ, α) dans E´t(X ). Il faut
montrer que g se prolonge de manie`re unique en un morphisme de faisceaux lisses-e´tales.
Soit (U, u) ∈ obLis-e´t(X ). Soit P : X X une pre´sentation e´tale de X . On note
V
ψ
ϕ 
X
P
U
u
X ,
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et on pose v = P ◦ ψ. Un morphisme h qui prolonge g fait ne´cessairement commuter le
diagramme suivant3 :
ψ−1FX,P
ψ−1(gX,P )
θ♮ψ,F
ψ−1GX,P
θ♮ψ,G
FV,v
hV,v
GV,v
Comme F est carte´sien, θ♮ψ,F est un isomorphisme, donc hV,v est de´termine´ de manie`re
unique par hV,v = θ
♮
ψ,G ◦(ψ−1gX,P )◦(θ♮ψ,F )−1. Le diagramme analogue obtenu a` partir du
morphisme ϕ nous donne ϕ−1(hU,u) = (θ
♮
ϕ,G )
−1◦hV,v ◦θ♮ϕ,F (ou` θ♮ϕ,G est un isomorphisme
parce que ϕ est e´tale). Comme ϕ est e´tale surjectif, le foncteur ϕ−1 est pleinement fide`le
de sorte que la relation pre´ce´dente de´termine de manie`re unique le morphisme hU,u. On
ve´rifie facilement que si (U, u) et (U ′, u′) sont deux ouverts lisses-e´tales et si ϕ : U ′ U
est un morphisme entre ces ouverts, alors le diagramme suivant commute :
ϕ−1FU,u
ϕ−1hU,u
θ♮ϕ,F
ϕ−1GU,u
θ♮ϕ,G
FU ′,u′
hU′,u′
GU ′,u′ .
En d’autres termes, la collection des hU,u ainsi construits de´finit bien un morphisme de
faisceaux lisses-e´tales de F dans G qui prolonge g. 
Remarque A.1.1.6 Le re´sultat est faux si on ne suppose pas F carte´sien. Il suffit de
conside´rer un faisceau lisse-e´tale abe´lien F non nul tel que Fe´t soit nul. Alors, dans
Hom(F ,F ) on a au moins deux e´le´ments distincts, a` savoir l’identite´ et le morphisme
nul, tandis que Hom(Fe´t,Fe´t) est re´duit a` ze´ro. Pour exhiber un tel faisceau, on peut par
exemple prendre X = Spec k, le spectre d’un corps, et poser F (U, u) = ΩU/k.
Corollaire A.1.1.7 Soient X un S-champ alge´brique et F un faisceau lisse-e´tale sur
X . Alors le morphisme canonique
Γlis-e´t(X ,F ) Γe´t(X ,F )
est un isomorphisme.
De´monstration. Il suffit juste d’appliquer (A.1.1.5) en prenant pour F le faisceau final,
i.e. le faisceau qui a` tout ouvert lisse-e´tale associe un singleton. Il est clair que ce faisceau
est bien carte´sien. 
Corollaire A.1.1.8 Soit X un S-champ de Deligne-Mumford, et soit F un objet injectif
de la cate´gorie des faisceaux lisses-e´tales abe´liens sur X . Alors la restriction Fe´t de F
au site e´tale de X est un objet injectif de la cate´gorie des faisceaux e´tales abe´liens.
3Afin de ne pas alourdir l’expose´, nous avons cru bon de ne pas pre´ciser les 2-isomorphismes dans les
morphismes entre ouverts lisses-e´tales. Nous notons donc θϕ au lieu de θϕ,α. Une notation comme θψ,F
de´signe alors le θϕ relatif a` F .
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De´monstration. Soit 0 M M ′ une suite exacte de faisceaux e´tales, et soit f :
M Fe´t un morphisme donne´. Il s’agit de montrer que f se prolonge en un morphisme
M ′ Fe´t. D’apre`s [38] (12.3.3), le foncteur d’inclusion E´t(X ) Lis-e´t(X ) induit
une e´quivalence de cate´gories Xlis-e´t,cart Xe´t. De plus cette e´quivalence pre´serve les
faisceaux abe´liens, de sorte qu’elle induit une e´quivalence de la sous-cate´gorie pleine de
Ab(X ) dont les objets sont les faisceaux abe´liens carte´siens, sur la cate´gorie Abe´t(X ) des
faisceaux e´tales abe´liens. Il existe donc un morphisme de faisceaux lisses-e´tales carte´siens
M˜ M˜ ′ qui par restriction au site e´tale de X induit M M ′. De plus si (U, u)
est un ouvert lisse-e´tale de X , le morphisme M˜U,u M˜ ′U,u est par construction e´gal
au morphisme u−1M u−1M ′, ou` u est conside´re´ comme un morphisme de topos
de Ue´t dans Xe´t. Le foncteur u
−1 e´tant exact, on en de´duit que M˜ M˜ ′ est un
monomorphisme. Par ailleurs, il existe en vertu du lemme (A.1.1.5) un morphisme f˜ :
M˜ F qui induit f par restriction au site e´tale. Comme F est injectif, f˜ se prolonge
a` M˜ ′ et la restriction au site e´tale de X de ce prolongement fournit un prolongement de
f a` M ′, ce qui ache`ve la de´monstration. 
Proposition A.1.1.9 Soient X un S-champ de Deligne-Mumford et F ∈ Ab(X ) un
faisceau lisse-e´tale abe´lien sur X . On note Fe´t la restriction de F au site e´tale de X .
Alors pour tout q ≥ 0 on a un isomorphisme canonique :
Hqlis-e´t(X ,F )
∼
Hqe´t(X ,Fe´t).
De´monstration. C’est e´vident compte tenu des deux re´sultats pre´ce´dents. 
A.1.2 Fonctorialite´ du topos lisse-e´tale
Soit f : X Y un 1-morphisme de S-champs alge´briques. On rappelle (cf. [38],
(12.5)) que l’on peut lui associer un couple de foncteurs adjoints (f−1, f∗) de la manie`re
suivante. Pour tout faisceau lisse-e´tale F sur X et tout ouvert lisse-e´tale (V, v) de Y , on
pose
(f∗F )(V, v) = lim
←−
F (U, u)
ou` la limite projective est prise sur les carre´s 2-commutatifs de S-champs alge´briques
U
g
u
V
v
X
f
Y
avec (U, u) ∈ obLis-e´t(X ). Les fle`ches de restriction sont de´finies de manie`re e´vidente.
Le foncteur image directe est de´crit de manie`re le´ge`rement diffe´rente dans [38], mais il est
tre`s facile de ve´rifier qu’il s’agit bien la` du meˆme foncteur. Ainsi de´fini, il est e´vident qu’il
commute aux limites projectives arbitraires, de sorte que l’on sait a priori qu’il admet
un adjoint a` gauche, de´termine´ de manie`re unique a` unique isomorphisme pre`s. Nous
noterons f−1 cet adjoint a` gauche. On peut en donner une description simple. Pour tout
faisceau lisse-e´tale G sur Y , on de´finit d’abord un pre´faisceau f̂−1G sur Lis-e´t(X ) en
posant pour tout ouvert lisse-e´tale (U, u) de X ,
(f̂−1G )(U, u) = lim
−→
G (V, v)
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ou` la limite inductive est prise sur les carre´s 2-commutatifs de S-champs alge´briques
U
g
u
V
v
X
f
Y
avec (V, v) ∈ obLis-e´t(Y ). Les fle`ches de restriction du pre´faisceau f̂−1G sont de´finies
de manie`re e´vidente. On de´finit alors f−1G comme e´tant le faisceau lisse-e´tale associe´
au pre´faisceau f̂−1G . Il est clair que ces foncteurs induisent un couple de foncteurs
adjoints entre les cate´gories des faisceaux abe´liens sur X et sur Y . Rappelons aussi que
ces foncteurs s’expriment plus simplement dans les cas particuliers suivants ([38] (12.5.1)
et (12.5.2)). Si f est lisse, alors pour tout faisceau lisse-e´tale G sur Y le faisceau lisse-
e´tale f−1G n’est autre que la restriction de G au site lisse-e´tale de X par le foncteur
(U, u) 7→ (U, f ◦ u). Si f est repre´sentable, le foncteur image directe est induit par une
application continue Lis-e´t(X ) Lis-e´t(Y ). Pour tout faisceau lisse-e´tale F sur X le
faisceau lisse-e´tale f∗F est donne´ par f∗F (V, v) = F (X ×Y V, prX ).
Remarque A.1.2.1 Comme on pourra le lire bientoˆt dans la prochaine e´dition de [38],
ou de`s aujourd’hui dans [45], il serait errone´ de penser que le couple (f−1, f∗) est toujours
un morphisme de topos. Il peut en effet arriver que le foncteur f−1 ne soit pas exact, meˆme
lorsque X et Y sont des sche´mas. Pour s’en convaincre on consultera les re´fe´rences cite´es.
C’est toutefois le cas de`s que f est lisse.
Le foncteur f∗ : Ab(X ) Ab(Y ), qui a un adjoint a` gauche, commute aux limites
projectives et en particulier est exact a` gauche. On peut donc de´finir les foncteurs de´rive´s
Rqf∗ : Ab(X ) Ab(Y ). Nous les e´tudierons plus en de´tail ulte´rieurement : nous ne
disposons pas a` l’heure actuelle de tous les outils techniques ne´cessaires.
A.1.3 Le site lisse-lisse champeˆtre d’un champ alge´brique
Pour un certain nombre de conside´rations techniques, le site lisse-e´tale de´fini ci-dessus
ne contient pas suffisamment d’ouverts pour eˆtre vraiment commode. En effet, lorsque
f n’est pas repre´sentable, le foncteur f∗ n’est pas induit par une application continue
Lis-e´t(X ) Lis-e´t(Y ), ce qui pose proble`me par exemple lorsque l’on essaye de cal-
culer les foncteurs images directes supe´rieures Rqf∗ (voir le paragraphe (A.1.6)). C’est la
raison pour laquelle nous introduisons un site un peu plus gros, qui ne pre´sentera plus
les meˆmes inconve´nients. Nous de´montrons ensuite (A.1.3.3) que le topos qu’il de´finit est
e´quivalent au topos lisse-e´tale. Le choix de la topologie lisse plutoˆt qu’e´tale pour ce site
est essentiellement duˆ au fait que pour la topologie e´tale, les  ouverts lisses champeˆtres 
ne sont pas toujours recouverts par un espace alge´brique.
Soit X un S-champ alge´brique. On de´finit la 2-cate´gorie des ouverts lisses champeˆtres
de la manie`re suivante. Les objets sont les couples (U , u) ou` U est un S-champ alge´brique
et u : U X est un morphisme repre´sentable et lisse. Un 1-morphisme entre deux
tels ouverts (U , u) et (V , v) est un couple (ϕ, α) ou` ϕ : U V est un 1-morphisme
(automatiquement repre´sentable !) de S-champs alge´briques et α : u ⇒ v ◦ ϕ est un
2-isomorphisme.
U
ϕ
u
α ⇒
V
v
X
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Si (ϕ, α) et (ψ, β) sont deux 1-morphismes de (U , u) dans (V , v), un 2-morphisme entre
(ϕ, α) et (ψ, β) est un 2-isomorphisme γ : ϕ⇒ ψ tel que β = (v∗γ) ◦ α.
Lemme A.1.3.1 Soient (U , u) et (V , v) deux ouverts lisses champeˆtres. Alors la cate´-
gorie des morphismes de (U , u) dans (V , v) est e´quivalente a` une cate´gorie discre`te.
De´monstration. Il suffit de montrer que si (ϕ, α) est un objet de Hom((U , u), (V , v)),
alors le groupe des automorphismes de (ϕ, α) est re´duit a` l’identite´. Soit γ ∈ Aut(ϕ, α).
Alors γ est un 2-automorphisme de ϕ qui induit l’identite´ de v ◦ϕ. Or d’apre`s [38] (8.1.2),
(2.2) et (2.3), un 1-morphisme de S-champs alge´briques v : V X est repre´sentable
si et seulement si pour tout U ∈ ob (Aff/S), le foncteur vU : VU XU est fide`le. En
particulier le morphisme Aut(ϕ) Aut(v ◦ϕ) est injectif, donc γ est l’identite´ de ϕ. 
A` l’avenir on identifiera Hom((U , u), (V , v)) a` une cate´gorie discre`te e´quivalente et
on parlera de l’ensemble des morphismes de (U , u) dans (V , v), et de la cate´gorie des
ouverts lisses champeˆtres. Il est clair que cette cate´gorie admet des produits fibre´s.
De´finition A.1.3.2 On appelle site lisse-lisse champeˆtre, et on note Llc(X ), la cate´gorie
des ouverts lisses champeˆtres de X munie de la topologie engendre´e par la pre´topologie
pour laquelle les familles couvrantes sont les familles de morphismes
((Ui, ui) (U , u))i∈I
telles que le morphisme (automatiquement repre´sentable)∐
i∈I
ui :
∐
i∈I
Ui U
soit lisse et surjectif.
Proposition A.1.3.3 1) La topologie de Lis-e´t(X ) est e´gale a` la topologie engen-
dre´e par la pre´topologie dite lisse, pour laquelle les familles couvrantes sont les
familles de morphismes ((Ui, ui) (U, u))i∈I telles que le morphisme
∐
i∈I ui :∐
i∈I Ui U soit lisse et surjectif.
2) Le foncteur d’inclusion Lis-e´t(X ) Llc(X ) induit une e´quivalence de topos de
la cate´gorie des faisceaux sur le site lisse-lisse champeˆtre vers la cate´gorie des fais-
ceaux sur Lis-e´t(X ).
De´monstration. 1) Si V U est un morphisme lisse et surjectif de S-espaces alge´-
briques, il existe un S-espace alge´brique U ′ et un morphisme U ′ U e´tale surjectif qui
se factorise par V . On en de´duit facilement que toute famille couvrante de la pre´topolo-
gie lisse admet un raffinement qui est une famille couvrante de la pre´topologie e´tale. En
particulier, si R est le crible engendre´ par une famille couvrante de la pre´topologie lisse,
il contient un crible engendre´ par une famille couvrante de la pre´topologie e´tale. D’apre`s
la proposition II (1.4) de [3], si T est la topologie engendre´e par une pre´topologie E, et si
(U, u) est un ouvert, pour qu’un crible R de (U, u) soit un crible couvrant de (U, u) pour
T , il faut et il suffit qu’il contienne un crible R′ engendre´ par une famille couvrante de la
pre´topologie E. Notre assertion en re´sulte imme´diatement.
2) Compte tenu de 1) il est clair que la topologie de Lis-e´t(X ) est bien la topologie
induite par celle de Llc(X ) via le foncteur d’inclusion Lis-e´t(X ) Llc(X ) . Il suffit
alors d’appliquer le lemme de comparaison [3] III (4.1). 
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Remarque A.1.3.4 Notons XLlc le topos des faisceaux sur Llc(X ). Si f : X Y
est un 1-morphisme de S-champs alge´briques, il induit un couple de foncteurs adjoints
(f−1llc , f
llc
∗ ) de´finis de manie`re e´vidente. En particulier le foncteur f
llc
∗ est simplement donne´
par (f llc∗ F )(U , u) = F (X ×Y U , prX ) pour tout ouvert lisse champeˆtre u : U Y
de Y . On peut aussi de´finir un foncteur  sections globales  en posant simplement
Γllc(X ,F ) = F (X , IdX ). Il est alors clair que ces foncteurs co¨ıncident avec leurs ana-
logues sur les faisceaux lisses-e´tales via l’e´quivalence de cate´gories ci-dessus. Nous suppri-
merons a` l’avenir la mention  llc  dans les notations qui de´signent ces foncteurs.
Remarque A.1.3.5 Si u : U X est un morphisme repre´sentable et lisse de S-
champs alge´briques, et si A est un anneau du topos XLlc, le foncteur
u∗ :
{
ModA (X ) −→ ModA(U ,u)(U )
F 7−→ F(U ,u)
ou` F(U ,u) (resp. A(U ,u)) de´signe la restriction de F (resp. A ) au site lisse-lisse champeˆtre
de U , commute aux limites projectives et inductives arbitraires. Il a donc un adjoint a`
gauche u!, et de plus cet adjoint est exact (tout ceci re´sulte de [3] IV (11.3.1)). Par suite
u∗ transforme les objets injectifs en objets injectifs (voir aussi [4] V (2.2)).
A.1.4 La suite spectrale relative a` un recouvrement
Soit P : U 0 X un morphisme repre´sentable, lisse et surjectif de S-champs alge´-
briques. On note
U
1 = U 0 ×X U 0
U
2 = U 0 ×X U 0 ×X U 0
...
U
n = U 0 ×X · · · ×X U 0 (n+ 1 fois)
...
Les U n forment avec les diagonales partielles et les projections un S-champ alge´brique
simplicial muni d’une augmentation vers X :
. . . U n . . . U 2 U 1 U 0 X
Soit F un faisceau abe´lien sur le site lisse-e´tale de X . On note F i la restriction de
F au site lisse-e´tale de U i. On cherche alors a` calculer la cohomologie de F en fonction
de la cohomologie des F i sur les U i. On peut associer au champ alge´brique simplicial
ci-dessus un complexe de Cˇech de la manie`re suivante. Pour n ≥ 2, on note p1...lˆ...n, ou` la
notation lˆ signifie que l’indice l est omis, la projection U n−1 U n−2 qui  oublie  le
facteur d’indice l de U n−1. Par exemple p1 et p2 de´signent respectivement les premie`re et
seconde projections de U 0 ×X U 0 sur U 0. On de´finit alors le complexe de Cˇech S(Hq)
comme e´tant le complexe :
Hq(U 0,F 0)
d0
Hq(U 1,F 1)
d1
. . . Hq(U p,F p)
dp
. . .
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avec
d0 = p∗2 − p∗1
d1 = p∗23 − p∗13 + p∗12
...
dp =
p+2∑
l=1
(−1)l+1p∗
1...lˆ...(p+2)
.
On de´signe par Hˇp(Hq(U •,F •)) l’homologie en degre´ p de ce complexe :
Hˇp(Hq(U •,F •)) =
Ker dp
Im dp−1
.
Le re´sultat suivant, qui donne la suite spectrale reliant la  cohomologie de Cˇech 
relativement a` la famille couvrante P : U 0 X , a` la cohomologie lisse-e´tale de F sur
X , est essentiellement trivial. Il ne fait pas appel aux techniques de descente cohomolo-
gique de Deligne pre´sente´es par Saint-Donat dans l’expose´ V bis de [4] : il s’agit juste de la
 suite spectrale de Cartan-Leray relative a` un recouvrement . Il nous rendra cependant
de pre´cieux services. Le cas qui nous inte´ressera le plus en pratique sera celui ou` U est
un espace alge´brique, de sorte que P est une pre´sentation de X .
Proposition A.1.4.1 ([4] V (3.3)) Reprenons les hypothe`ses et notations pre´ce´dentes.
Il existe une suite spectrale (fonctorielle) :
Ep,q2 = Hˇ
p(Hq(U •,F •))⇒ Hp+q(X ,F ).
De´monstration. Pour pouvoir appliquer le corollaire V (3.3) de [4], on regarde F comme
un faisceau sur le site lisse-lisse champeˆtre de X . 
A.1.5 Faisceaux acycliques
Soit f : X Y un morphisme de S-champs alge´briques. Dans la mesure ou` le
couple de foncteurs adjoints (f−1, f∗) n’est pas un morphisme de topos, il n’est pas e´vident
a priori que le foncteur f∗ transforme les faisceaux injectifs en faisceaux injectifs. C’est
essentiellement a` ce de´faut que le pre´sent paragraphe doit son existence. En effet, pour
obtenir la suite spectrale de Leray relative a` un morphisme de champs alge´briques (cf.
paragraphe (A.1.6)), il nous faudra montrer que le foncteur f∗ transforme les faisceaux
injectifs en faisceaux acycliques pour le foncteur  sections globales . L’usage de faisceaux
 flasques  en un certain sens va nous permettre de re´soudre ce proble`me, mais il faut
bien choisir la classe de faisceaux que l’on conside`re. En effet, vu que le topos Xlis-e´t
n’est pas engendre´ par ses ouverts (la cate´gorie des ouverts ne contient pas assez de
monomorphismes) une de´finition na¨ıve des faisceaux flasques, comme celle adopte´e par
Godement ([25]) dans le cas de faisceaux sur un espace topologique, ne convient pas
puisque de tels faisceaux ne sont pas ne´cessairement acycliques (cf. [4] V, exercice 4.16).
Par ailleurs, les faisceaux flasques propose´s dans SGA 4 ne re´pondent pas non plus a` nos
besoins : pour montrer qu’ils sont pre´serve´s par le foncteur f∗, on utilise la`-aussi re´ellement
l’exactitude du foncteur f−1 ([4] V 4.9). Rappelons la de´finition ci-dessous.
De´finition A.1.5.1 ([4] V 4.2) Soit X un S-champ alge´brique et soit F un faisceau
lisse-e´tale abe´lien. On dit que F est Llc-acyclique si pour tout morphisme repre´sentable
et lisse u : U X et pour tout q > 0, le groupe Hq(U ,F(U ,u)) est nul.
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Remarque A.1.5.2 S’il est e´vident que les faisceaux flasques au sens de SGA 4 sont Llc-
acycliques, il n’y a aucune raison a priori pour que la re´ciproque soit vraie. Pour quelques
commentaires sur ce genre de questions, on pourra consulter [4] V 4.6 et 4.13. Par ailleurs
il est e´vident que les faisceaux injectifs sont flasques, donc aussi Llc-acycliques.
La proposition suivante, quoique fortement inspire´e de la proposition V 4.3 de [4], en
diffe`re le´ge`rement.
Proposition A.1.5.3 Soient X un S-champ alge´brique, et F un faisceau sur Llc(X ).
Les propositions suivantes sont e´quivalentes :
(1) F est Llc-acyclique ;
(2) pour toute famille couvrante ((U ′, u′) (U , u)) dans Llc(X ), et pour tout q > 0,
le groupe Hq(U ′/U ,F ) est nul (ou` Hq(U ′/U ,F ) de´signe le qie`me groupe de coho-
mologie de Cˇech de F , aussi note´ Hˇq(H0(U ′•,F •(U ,u))) dans la section pre´ce´dente).
De´monstration. L’implication (1)⇒ (2) re´sulte de l’implication (i)⇒ (ii) de [4] V 4.3.
Notons qu’il est tre`s facile, si l’on pre´fe`re, de la rede´montrer directement a` partir de la
suite spectrale (A.1.4.1). Pour la re´ciproque, on suppose que la condition (2) est ve´rifie´e, et
on va montrer par re´currence sur n que pour tout n > 0 et pour tout (U , u) ∈ obLlc(X ),
le groupe Hq(U ,F(U ,u)) est nul. Soit x ∈ H1(U ,F(U ,u)). On sait que pour toute famille
couvrante a` un e´le´ment U ′ U , on a une suite spectrale
Ep,q2 = Hˇ
p(Hq(U ′•,F •(U ,u)))⇒ Hp+q(U ,F(U ,u)).
Comme le terme E1,02 est nul par hypothe`se, la suite exacte des termes de bas degre´ nous
montre que le morphisme H1(U ,F(U ,u)) E
0,1
2 est injectif. A fortiori le morphisme
H1(U ,F(U ,u)) H
1(U ′,F(U ′,u′)) est lui aussi injectif. Or il existe une famille cou-
vrante U ′ U telle que x|U ′ soit nul, d’ou` la nullite´ de x. On suppose maintenant la
condition ve´rifie´e jusqu’au rang n− 1. Si x est un e´le´ment de Hn(U ,F(U ,u)), on choisit
une famille couvrante U ′ U telle que x|U ′ soit nul. Un examen attentif des ze´ros
de la suite spectrale relative a` cette famille couvrante nous montre que le morphisme
Hn(U ,F(U ,u)) H
n(U ′,F(U ′,u′)) est injectif, ce qui prouve que x est nul. 
A.1.6 Images directes supe´rieures et suite spectrale de Leray re-
lative a` un morphisme de champs alge´briques
Nous allons a` pre´sent essayer de de´crire un peu mieux le foncteur Rqf∗. Pour de´-
montrer la proposition (A.1.6.1) ci-dessous, nous aimerions appliquer directement la pro-
position V (5.1) de [4]. Telle quelle, elle ne permet malheureusement pas d’obtenir une
description satisfaisante des images directes supe´rieures, pour deux raisons. La premie`re
est qu’elle suppose que le couple (f−1, f∗) est un morphisme de topos, ce qui, comme on
l’a vu ci-dessus, n’est pas vrai en ge´ne´ral. Cet obstacle est assez inoffensif, puisqu’un exa-
men attentif de la de´monstration re´ve`le que cette hypothe`se n’est pas essentielle, et que
le re´sultat de loc. cit. est valable dans notre cas (voir la de´monstration de (A.1.6.1) 1)).
Le second obstacle est le manque d’ouverts dans la topologie lisse-e´tale, re´solu par l’usage
du site lisse-lisse champeˆtre.
Proposition A.1.6.1 1) Soit F un faisceau abe´lien sur Lis-e´t(X ). Alors le faisceau
Rqf∗F est le faisceau associe´ au pre´faisceau qui a` tout ouvert lisse-e´tale (U, u) de
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Y associe Hq(X ×Y U,F(X×Y U,prX )).
X ×Y U
prX 
U
u
X
f
Y
2) La restriction de (Rqf∗)F au site e´tale de Y est le faisceau e´tale associe´ au pre´-
faisceau qui a` tout ouvert e´tale (U, u) de Y associe Hq(X ×Y U,F(X×Y U,prX )).
3) Le faisceau e´voque´ en 2) est encore la valeur en F du qie`me foncteur de´rive´ a` droite
du foncteur qui a` un faisceau lisse-e´tale abe´lien F associe la restriction de f∗F au
site e´tale de Y .
4) Si Y = SpecA est un sche´ma affine et si X est quasi-compact, alors pour tout
faisceau quasi-cohe´rent F sur X :
H0(SpecA,Rqf∗F ) ≃ Hq(X ,F ).
De´monstration. 1) Vu la remarque (A.1.3.4), on peut remplacer le site lisse-e´tale par
le site lisse-lisse champeˆtre. Nous reprenons ici les arguments de [4] V (5.1). Notons fˆ∗
le foncteur image directe de la cate´gorie des pre´faisceaux sur Llc(X ) vers celle des pre´-
faisceaux sur Llc(Y ), a le foncteur  faisceau associe´ , et H 0 le foncteur  pre´faisceau
sous-jacent . Il est clair que l’on a un isomorphisme de foncteurs :
f∗ ≃ afˆ∗H 0.
Comme les foncteurs a et fˆ∗ sont exacts, il en re´sulte un isomorphisme R
qf∗ ≃ afˆ∗RqH 0.
Il nous reste juste a` calculer RqH 0. Soit F un faisceau abe´lien sur Llc(X ). Le pre´faisceau
RqH 0F est l’homologie en degre´ q (calcule´e dans la cate´gorie des pre´faisceaux !) du
complexe 0 I • ou` 0 F I • est une re´solution injective de F . Donc c’est
le pre´faisceau qui a` un gros ouvert lisse (U , u) de X associe l’homologie en degre´ q du
complexe :
0 Γ(U ,I 0(U ,u)) Γ(U ,I
1
(U ,u)) . . .
Or les faisceaux I n(U ,u) sont injectifs (remarque (A.1.3.5)), donc ils forment une re´solution
injective de F(U ,u), d’ou` il re´sulte que le q
ie`me groupe d’homologie du complexe ci-dessus
n’est autre que Hq(U ,F(U ,u)), ce qui prouve notre assertion.
2) re´sulte imme´diatement de 1) et de la remarque (A.1.1.2). Pour 3), il suffit de consta-
ter que le foncteur (.)e´t de restriction des faisceaux au site e´tale est exact, de sorte que
Rq((.)e´t ◦ f∗) ≃ (.)e´t ◦ (Rqf∗).
4) On conside`re la suite spectrale de Leray relative au morphisme f . (On n’utilisera
pas 4) avant (A.1.6.4).)
Hp(SpecA,Rqf∗F )⇒ Hp+q(X ,F )
Or Rqf∗F est quasi-cohe´rent ([38] (13.2.6)), donc pour tout p > 0 et pour tout entier q,
Hp(SpecA,Rqf∗F ) = 0. On en de´duit les isomorphismes escompte´s ([17], chap. XV,
the´ore`me 5.12 p. 328). 
Proposition A.1.6.2 La restriction du foncteur Rqf∗ a` la cate´gorie Mod(X ) co¨ıncide
avec le qie`me foncteur de´rive´ a` droite de f∗ : Mod(X ) Mod(Y ).
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De´monstration. Il suffit de montrer que les objets injectifs de Mod(X ) sont acycliques
pour le foncteur f∗ : Ab(X ) Ab(Y ). Soit I un faisceau de OX -modules injec-
tif et soit q un entier strictement positif. Pour montrer que Rqf∗I est nul, il suffit
d’apre`s la proposition pre´ce´dente de montrer que pour tout ouvert lisse-e´tale (U, u) de
Y , le groupe Hq(X ×Y U,I(X×Y U,prX )) est nul. Or les groupes de cohomologie du fais-
ceau I(X×Y U,prX ) vu comme faisceau de modules ou comme faisceau abe´lien co¨ıncident
(A.1.1.4), et ce faisceau est un objet injectif de la cate´gorie Mod(X ×Y U) (cf. remarque
(A.1.3.5)), ce qui prouve que sa cohomologie est nulle. 
Lemme A.1.6.3 Le foncteur f∗ : Ab(X ) Ab(Y ) pre´serve les faisceaux Llc-acycli-
ques. En particulier il transforme les faisceaux injectifs en faisceaux acycliques pour le
foncteur Γ(Y , .).
De´monstration. Soit F un faisceau Llc-acyclique sur X . Soit ((U 0, u0) (U , u))
une famille couvrante a` un e´le´ment de Llc(Y ). On veut montrer que pour tout entier p
strictement positif le groupe Hp(U 0/U , f∗F ) est nul. On note U
• le champ alge´brique
simplicial obtenu en prenant le cosquelette du morphisme U 0 U . On note encore
V (resp. V 0) le produit fibre´ X ×Y U (resp. X ×Y U 0) et V • le champ alge´brique
simplicial obtenu en prenant le cosquelette du morphisme V 0 V . Il est canoniquement
isomorphe a` X ×Y U •.
. . . V 1
f1
U 
V 0
f0
U 
V
v
fU 
X
f
. . . U 1 U 0 U
u
Y
Par de´finition, le groupe Hp(U 0/U , f∗F ) est l’homologie en degre´ p du complexe
0 H0(U 0, (f∗F )
0) H0(U 1, (f∗F )
1) . . .
ou` (f∗F )
i de´signe la restriction a` U i du faisceau f∗F . Or pour tout i, le faisceau (f∗F )
i
est exactement le faisceau f i
U ∗(F
i), ou` F i est la restriction a` V i de F . On en de´duit
que le complexe ci-dessus n’est autre que
0 H0(V 0,F 0) H0(V 1,F 1) . . .
d’ou` un isomorphisme
Hp(U 0/U , f∗F ) ≃ Hp(V 0/V ,F ).
L’assertion est maintenant claire puisque V 0 V est une famille couvrante de Llc(X ).

The´ore`me A.1.6.4 (suite spectrale de Leray relative a` f : X Y ) Soit
f : X Y
un morphisme de S-champs alge´briques, et soit F un faisceau lisse-e´tale abe´lien sur X .
Il existe une suite spectrale :
Hp(Y , Rqf∗F )⇒ Hp+q(X ,F ).
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De´monstration. Compte tenu du lemme pre´ce´dent, c’est juste la suite spectrale d’un
foncteur compose´ (cf. [36] XX, the´ore`me (9.6)). Le fait que le foncteur Γ(X , .) soit bien
le foncteur compose´ Γ(Y , .) ◦ f∗ est e´vident lorsqu’on regarde F comme un faisceau sur
le site lisse-lisse champeˆtre de X . 
Proposition A.1.6.5 Soient f : X Y et g : Y Z des morphismes de S-
champs alge´briques et soit F un faisceau lisse-e´tale abe´lien sur X . Alors on a une suite
spectrale :
Rpg∗R
qf∗F ⇒ Rp+q(g ◦ f)∗F .
De´monstration. C’est encore une fois la suite spectrale d’un foncteur compose´. Il faut
juste montrer que si I est un faisceau injectif sur X , alors f∗I est acyclique pour le
foncteur g∗, autrement dit que le faisceau R
qg∗(f∗I ) est nul pour tout q > 0. C’est
e´vident en utilisant la proposition (A.1.6.1), le lemme (A.1.6.3) et la remarque (A.1.3.5).

A.1.7 Cohomologie et changement de base
Nous aurons besoin par la suite d’hyperrecouvrements. La de´finition que, pour la
commodite´ du lecteur, nous rappelons ci-dessous, est plus simple en apparence que celle
pre´sente´e dans [4]. Elle lui est e´quivalente de`s que la cate´gorie sous-jacente a` C admet
des sommes directes arbitraires (en effet les objets semi-repre´sentables sont alors repre´-
sentables), ce que nous supposons de`s a` pre´sent.
De´finition A.1.7.1 (cf. [4] V (7.3.1.2)) Soient C un site (admettant des sommes di-
rectes arbitraires), X un objet de C et U• X un objet simplicial de C muni d’une
augmentation vers X, ou de manie`re e´quivalente un objet simplicial de C/X. On dit que
U• est un hyperrecouvrement de X s’il posse`de les proprie´te´s suivantes :
(1) Pour tout entier n ≥ 0 le morphisme canonique
Un+1 (cosqn (sqn U
•))n+1
est un morphisme couvrant.
(2) Le morphisme U0 X est couvrant.
Remarque A.1.7.2 Dans la de´finition pre´ce´dente, sqn de´signe le foncteur qui a` un ob-
jet simplicial associe son tronque´ a` l’ordre n. Le foncteur cosqn est l’adjoint a` droite
de sqn. Enfin (cosqn (sqn U
•))n+1 de´signe le terme d’indice n + 1 de l’objet simplicial
cosqn (sqn U
•).
Si U• X est un hyperrecouvrement de X et si F est un faisceau abe´lien sur X ,
on lui associe un complexe
0 Hq(U0,F 0) Hq(U1,F 1) . . .
de manie`re tout a` fait analogue a` ce qui a e´te´ fait dans la section (A.1.4) (ou` F i de´signe
la restriction de F a` U i). On note encore Hˇp(Hq(U•,F •)) l’homologie en degre´ p de ce
complexe. On a alors une suite spectrale ([4] V (7.4.0.3)) :
Hˇp(Hq(U•,F •))⇒ Hp+q(X,F ).
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Proposition A.1.7.3 Soit X un S-champ alge´brique quasi-compact, avec S = SpecA
affine, et soit F un faisceau quasi-cohe´rent sur X . Soient A′ une A-alge`bre plate, S′ =
SpecA′, et X ′ = X ×S S′. On note F ′ l’image inverse de F sur X ′. Alors pour tout
q ≥ 0 le morphisme naturel
Hq(X ,F )⊗A A′ Hq(X ′,F ′)
est un isomorphisme.
De´monstration. C’est e´vident lorsque X est un sche´ma affine et q = 0. Dans le cas
ge´ne´ral, soit U0 X une pre´sentation de X , telle que U0 soit un sche´ma affine. On
pose V 1 = U0×X U0. SoitW 1 V 1 une pre´sentation de l’espace alge´brique V 1 dont la
sourceW 1 est un sche´ma affine. On obtient alors un hyperrecouvrement tronque´ a` l’ordre
1 en posant U1 = U0
∐
W 1.
U1 U0 X
On note U• le 1-cosquelette de ce diagramme. C’est clairement un hyperrecouvrement4
de X . De plus, on peut voir facilement dans la construction du cosquelette (cf. [21] (0.8))
que pour tout n ≥ 0 le champ alge´brique Un+2 s’exprime en termes de produits fibre´s
obtenus a` partir du diagramme :
Un+1
... Un.
On en de´duit que pour tout n ≥ 0, Un est un sche´ma affine. D’apre`s [4] V (7.4.0.3) on a
une suite spectrale :
Ep,q2 = Hˇ
p(Hq(U•,F •))⇒ Hp+q(X,F ).
Comme F est quasi-cohe´rent, on a Hq(U i,F i) = 0 pour tout q > 0 et pour tout i, donc
Ep,q2 = 0 pour tout q > 0. On en de´duit pour tout p un isomorphisme :
Hˇp(H0(U•,F •))
∼
Hp(X ,F ).
Par ailleurs l’objet simplicial U•×S S′ obtenu par changement de base est un hyperrecou-
vrement de X ′, et les objets qui le composent sont des sche´mas affines. Donc on a aussi
un isomorphisme :
Hˇp(H0(U• ×S S′,F ′•)) ∼ Hp(X ′,F ′).
Vu que A′ est plat sur A, l’ope´ration qui consiste a` prendre l’homologie en degre´ p d’un
complexe de A-modules donne´ commute avec l’extension des scalaires a` A′. On en de´duit
que dans le diagramme commutatif
Hˇp(H0(U•,F •))⊗A A′ ∼ Hp(X ,F )⊗A A′
Hˇp(H0(U• ×S S′,F ′•)) ∼ Hp(X ′,F ′)
la fle`che verticale de gauche est un isomorphisme, donc celle de droite aussi. 
4C’est meˆme un hyperrecouvrement de type 1 au sens de [4] V (7.3.1.1).
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Proposition A.1.7.4 Soit f : X Y un morphisme quasi-compact de S-champs
alge´briques, et soit F un faisceau quasi-cohe´rent sur X . Soit u : Y ′ Y un morphisme
plat de changement de base.
X ′
v
g 
X
f
Y ′
u
Y
Alors pour tout q ≥ 0 le morphisme naturel
u∗Rqf∗F (R
qg∗)(v
∗
F )
est un isomorphisme.
De´monstration. Le cas ou` u est lisse de´coule formellement de la proposition (A.1.6.1).
On se rame`ne alors facilement au cas ou` Y et Y ′ sont des sche´mas affines. On les note
respectivement S = SpecA et S′ = SpecA′. Par [38] (13.2.6), le faisceau Rqf∗F est
quasi-cohe´rent. De plus on a des e´quivalences de cate´gories :
(A-Mod) ≃ Modqcoh(OSZar) ∼ Modqcoh(OSlis-e´t)
(A′-Mod) ≃Modqcoh(OS′Zar)
∼
Modqcoh(OS′lis-e´t)
induites par les e´quivalences de [38] (13.2.3) et (13.1.2). Via ces e´quivalences de cate´gories,
le morphisme naturel
u∗Rqf∗F (R
qg∗)(v
∗
F )
correspond au morphisme
H0(S,Rqf∗F )⊗A A′ H0(S′, Rqg∗(v∗F )).
Il suffit alors d’appliquer (A.1.6.1) 4) et (A.1.7.3). 
A.1.8 Cohomologie et extensions infinite´simales
Lemme A.1.8.1 Soit i : X X˜ une immersion ferme´e de champs alge´briques de´finie
par un ide´al quasi-cohe´rent de X˜ de carre´ nul, et soit F un faisceau abe´lien sur X .
Alors pour tout q > 0 le faisceau Rqi∗F est nul. En particulier pour tout n le morphisme
naturel :
Hn(X˜ , i∗F ) H
n(X ,F )
est un isomorphisme.
De´monstration. La seconde assertion re´sulte clairement de la premie`re graˆce a` la suite
spectrale de Leray. Pour obtenir la premie`re, en vertu du lemme (A.1.8.2) ci-dessous, et vu
la description du faisceau Rqi∗F donne´e en (A.1.6.1), il suffit de montrer que pour tout
ouvert lisse-e´tale (U˜ , u˜) de X˜ et pour tout ξ ∈ Hqlis-e´t(U,F(U,u)), ou` (U, u) de´signe l’ouvert
lisse-e´tale de X obtenu par changement de base, il existe un morphisme e´tale et surjectif
V˜ U˜ tel que ξ| eV soit nul. De plus on peut supposer que U˜ est un sche´ma. Notons
j : U U˜ l’immersion ferme´e obtenue par changement de base a` partir de i, et j∗ le
foncteur image directe de la cate´gorie des faisceaux e´tales abe´liens sur U vers la cate´gorie
des faisceaux e´tales abe´liens sur U˜ . Comme j est de´finie par un ide´al quasi-cohe´rent de
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carre´ nul, elle induit une e´quivalence entre les sites e´tales de U et de U˜ , donc les faisceaux
Rqj∗FU,u sont nuls pour q > 0 (ou` l’on rappelle que FU,u de´signe la restriction de F(U,u)
au site e´tale de U). Or Rqj∗FU,u est le faisceau e´tale associe´ au pre´faisceau sur U˜e´t qui a`
(V˜ , v˜) associe
Hqe´t(V, (FU,u)V,v) = H
q
e´t(V,FV,u◦v)
= Hqlis-e´t(V,F(V,u◦v))
ou` les notations sont celles du diagramme suivant
V
v

U

u
j
X
i
V˜
v˜
U˜
u˜
X˜ .
En particulier pour tout ξ ∈ Hqlis-e´t(U,F(U,u)), il existe un morphisme e´tale et surjectif
V˜ U˜ tel que ξ| eV soit nul, ce qui ache`ve la preuve. 
Lemme A.1.8.2 Soient X un S-champ alge´brique, F un pre´faisceau sur Lis-e´t(X ), et
aF le faisceau associe´. Alors aF est nul si et seulement si pour tout (U, u) ∈ obLis-e´t(X )
(resp. pour tout (U, u) ∈ obLis-e´t(X ) avec U un sche´ma) et pour tout ξ ∈ F (U, u) il
existe un sche´ma U ′ et un morphisme U ′ U e´tale et surjectif tel que ξ|U′ soit nul.
De´monstration. Cela re´sulte trivialement de la construction du faisceau associe´ a` un
pre´faisceau. La restriction au cas ou` U est un sche´ma provient de l’e´quivalence entre les
cate´gories de faisceaux sur Lis-e´t(X ) et sur Lis-e´t(X ) (cf. [38] (12.1.2)). 
Corollaire A.1.8.3 Soit
X
i
f 
X˜
ef
Y
j
Y˜
un carre´ 2-carte´sien de S-champs alge´briques, dans lequel on suppose que i et j sont des
immersions ferme´es de´finies par des ide´aux quasi-cohe´rents de carre´s nuls. Soit F un
faisceau abe´lien sur X . Alors on a pour tout p un isomorphisme canonique :
Rpf˜∗(i∗F )
∼
j∗R
pf∗F .
De´monstration. On a une suite spectrale :
Rpf˜∗(R
qi∗F )⇒ Rp+q(f˜ ◦ i)∗F .
Or pour tout q > 0 le faisceau (Rqi∗F ) est nul, donc on obtient pour tout p un isomor-
phisme :
Rpf˜∗(i∗F )
∼
Rp(f˜ ◦ i)∗F .
Maintenant le foncteur (f˜ ◦ i)∗ est canoniquement isomorphe a` j∗ ◦ f∗, et j∗ est exact
graˆce au lemme pre´ce´dent, donc Rp(f˜ ◦ i)∗ ≃ j∗Rpf∗, ce qui ache`ve la preuve. 
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A.1.9 Un re´sultat de descente
L’objet de ce paragraphe est de de´montrer le the´ore`me suivant, qui n’est autre qu’un
re´sultat de descente pour les champs alge´briques.
The´ore`me A.1.9.1 Soit F un faisceau sur Llc(X ) qui, localement pour la topologie
lisse sur X , est repre´sentable. Alors F est repre´sentable par un unique objet (P, p)
de Llc(X ). Autrement dit il existe un morphisme repre´sentable et lisse de S-champs
alge´briques p : P X qui repre´sente F .
De´monstration. L’hypothe`se sur F signifie qu’il existe une pre´sentation x0 : X0 X
de X telle que la restriction de F au site lisse de X0 soit repre´sentable par un X0-
espace alge´brique lisse F0. On note X1 le produit fibre´ X0×X X0 et p1, p2 les projections
canoniques de X1 sur X0. L’unicite´ de P est claire en vertu du lemme de Yoneda. Pour
l’existence, nous allons construire en premier lieu une collection de faisceaux qui seront
les fibres de P au-dessus de chaque objet de X .
Lemme A.1.9.2 Il existe une collection de U -espaces FU,u indexe´e par les couples (U, u)
ou` U ∈ ob (Aff/S) et u ∈ obXU et une collection d’isomorphismes de transition
θϕ,α : FV,v FU,u ×U V
indexe´e par les diagrammes 2-commutatifs
V
ϕ
v
α ⇒
U
u
X
avec les proprie´te´s suivantes :
(i) les θϕ,α ve´rifient une condition de cocycle e´vidente ;
(ii) si u est lisse (i.e. si (U, u) est un objet du site lisse-e´tale de X ) alors FU,u(U) est
canoniquement isomorphe a` F (U, u).
De´monstration.
• Cas de X0 et X1.
On pose FX0,x0 = F0, x1 = x0 ◦ p1 et FX1,x1 = F0 ×X0,p1 X1.
FX1,x1

FX0,x0
X1 p1 X0
On a un diagramme 2-commutatif :
X1
p2
x1
γ ⇒
X0
x0
X
Il faut donc construire un 2-isomorphisme de FX1,x1 vers F0 ×X0,p2 X1. Or ces espaces
alge´briques repre´sentent tous les deux la restriction de F au site lisse-e´tale de X1 (car X1
A.1Cohomologie lisse-e´tale sur les champs alge´briques 97
est lisse sur X ), l’un par x1 et l’autre par x0 ◦ p2. Le 2-isomorphisme canonique γ de x1
vers x0 ◦p2 induit un isomorphisme de x−11 F vers (x0 ◦p2)−1F . De plus il est clair que le
foncteur naturel de la cate´gorie des espaces alge´briques lisses sur X1 vers la cate´gorie des
faisceaux lisses-e´tales sur X1 est pleinement fide`le. L’isomorphisme e´voque´ pre´ce´demment
provient donc d’un unique isomorphisme
θp2,γ : FX1,x1
∼
F0 ×X0,p2 X1.
• Cas des objets qui se factorisent par X0.
Soit maintenant u : U X tel qu’il existe une factorisation (ϕ, α) de u par X0 :
U
ϕ
u
α ⇒
X0
x0
X
On pose
FU,u,ϕ,α = FX0,x0 ×X0,ϕ U.
Si (ϕ1, α1) et (ϕ2, α2) sont deux factorisations diffe´rentes de u par X0, elles induisent une
factorisation de u parX1 et on en de´duit des isomorphismes canoniques entre FU,u,ϕ1,α1 et
FX1,x1 d’une part et entre FU,u,ϕ2,α2 et FX0,x0×X0,p2X1 d’autre part. A` un isomorphisme
canonique pre`s, FU,u,ϕ,α ne de´pend donc pas de la factorisation (ϕ, α) choisie et nous le
noterons FU,u. C’est un espace alge´brique lisse sur U .
De plus, si (U1, u1) et (U2, u2) se factorisent par X0, alors tout diagramme 2-commu-
tatif
U1
ϕ
u1
α ⇒
U2
u2
X
induit un isomorphisme canonique
θϕ,α : FU1,u1 FU2,u2 ×U2,ϕ U1.
• Construction d’un ensemble de sections S(U, u) pour (U, u) quelconque.
Pour tout U ∈ ob (Aff/S) et tout u ∈ obXU on pose
S(U, u) = lim
←−
FU ′,u′(U
′)
ou` la limite projective est prise sur les diagrammes 2-commutatifs
U ′
ϕ
u′
U u X
dans lesquels U ′ est un espace alge´brique, ϕ est lisse et u′ se factorise par X0.
A` ce stade, nous pouvons faire deux observations importantes pour la suite.
Observation 1 : Si (U, u) lui-meˆme se factorise par X0, alors S(U, u) est canoniquement
isomorphe a` FU,u(U).
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Observation 2 : Si u est lisse alors S(U, u) s’identifie canoniquement a` F (U, u). Il est
en effet clair que S(U, u) s’identifie au noyau des deux fle`ches :
FU0,u0(U0) FU1,u1(U1)
ou` U0 de´signe le produit fibre´ U ×X X0 et U1 le produit U0×U U0. Comme U0 et U1
sont lisses sur X0 il re´sulte des de´finitions que FU0,u0(U0) et FU1,u1(U1) s’identifient
respectivement a` F (U0, u0) et F (U1, u1), si bien que S(U, u) est isomorphe au noyau
du couple de fle`ches :
F (U0, u0) F (U1, u1)
qui lui-meˆme est isomorphe a` F (U, u) puisque la famille U0 U est couvrante.
• Fonctorialite´.
Soient U, V ∈ ob (Aff/S), u un objet de XU et ψ un morphisme de V dans U . On pose
v = u ◦ ψ. On va construire un morphisme de transition
S(ψ) : S(U, u) S(V, v).
Soit (sU ′,u′) un e´le´ment de S(U, u). On veut lui associer un e´le´ment de S(V, v). Soit
V ′
v′
ϕ
X0
V
ψ
U u X
un diagramme 2-commutatif dans lequel ϕ est lisse et v′ se factorise par X0. En notant
U0 le produit fibre´ de U par X0 on voit que se donner une factorisation de v
′ par X0
revient a` se donner une factorisation de v′ par U0. On choisit un morphisme f de V
′
dans U0 qui factorise v
′. La section sU0,u0 de FU0,u0(U0) induit alors via f un e´le´ment
f∗sU0,u0 de FV ′,v′(V
′) que l’on note tV ′,v′ (on rappelle que FV ′,v′ = FU0,u0×U0 V ′). Il faut
juste ve´rifier que tV ′,v′ ne de´pend pas de la factorisation f choisie. C’est e´vident car si f1
et f2 sont deux telles factorisations, alors vu que la famille (sU ′,u′) est compatible on a
ne´cessairement f∗1 sU0,u0 = (f1×f2)∗sU1,u1 = f∗2 sU0,u0 ou` U1 est le produit fibre´ U0×U U0.
Il est clair que les morphismes ainsi construits ve´rifient S(ψ2 ◦ ψ1) = S(ψ1) ◦ S(ψ2)
de`s que ψ1 et ψ2 sont deux morphismes composables.
• Construction d’un faisceau FU,u pour (U, u) quelconque.
Soient U ∈ ob (Aff/S) et u ∈ obXU . On de´finit un pre´faisceau FU,u sur (Aff/U) en posant
pour tout objet V de (Aff/U) :
FU,u(V ) = S(V, v)
ou` v est le morphisme compose´ V U X . Les morphismes de transition sont
donne´s par les S(ψ). L’observation 1 ci-dessus montre que dans le cas ou` u se factorise par
X0, le pre´faisceau que nous venons de de´finir est canoniquement isomorphe au pre´faisceau
FU,u de´fini pre´ce´demment. L’observation 2 permet quant a` elle de s’assurer que lorsque u
est lisse l’ensemble FU,u(U) des sections de FU,u au-dessus de U s’identifie canoniquement
a` l’ensemble F (U, u). Par ailleurs il est e´vident qu’un diagramme 2-commutatif de la
forme
V
ϕ
v
α ⇒
U
u
X
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induit un isomorphisme canonique θϕ,α de FV,v vers FU,u ×U V et que ces isomorphismes
ve´rifient une condition de cocycle que seule la crainte de voir le lecteur ce´der a` un agace-
ment bien compre´hensible face a` ce fleuve de trivialite´s nous dissuade d’expliciter.
Pour en finir avec la de´monstration de notre lemme, il reste juste a` montrer que les
pre´faisceaux FU,u que nous venons de construire sont des faisceaux pour la topologie e´tale.
Ceci revient a` montrer que si (Ui U)i est une famille couvrante dans (Aff/S) et si u
est un objet de XU alors le diagramme (avec les notations e´videntes)
S(U, u)
∏
i S(Ui, ui)
∏
i,j S(Ui,j , ui,j)
est exact. On note U0 (resp. U
i
0, U1, U
i
1, U
i,j
0 ) le produit fibre´ U ×X X0 (resp. Ui×X X0,
U0×U U0, U1×U Ui, U0×U Ui,j). On sait par ailleurs que S(U, u) s’identifie au noyau des
deux fle`ches :
FU0,u0(U0) FU1,u1(U1) .
Le re´sultat de´coule alors imme´diatement du fait que FU0,u0 est un faisceau e´tale et que
les familles (U i0 U0) et (U
i
1 U1) sont couvrantes. 
Reprenons la de´monstration du the´ore`me A.1.9.1.
• Construction d’un champ P candidat.
On de´finit pour tout U ∈ ob (Aff/S) une cate´gorie PU de la manie`re suivante. Un objet
est un couple (x, s) ou` x est un objet de la cate´gorie XU et s est un e´le´ment de FU,x(U).
Un morphisme entre deux tels objets (x, s) et (x′, s′) est un 2-isomorphisme
α : x x′
tel que l’isomorphisme θidU ,α de FU,x dans FU,x′ envoie s sur s
′.
Ainsi de´fini, il est clair que P (muni des fle`ches de transition e´videntes) est un S-
espace en groupo¨ıdes. Le fait que P soit un S-champ re´sulte alors facilement du fait que
X lui-meˆme en est un et que les foncteurs FU,x sont des faisceaux e´tales.
Enfin pour tout U ∈ ob (Aff/S) on a un foncteur d’oubli e´vident de PU vers XU . Ces
foncteurs induisent un morphisme de S-champs :
p : P X
.
• Le S-champ P est alge´brique.
Commenc¸ons par remarquer que pour tout U ∈ ob (Aff/S) et tout objet u de XU le
produit fibre´ P ×X ,u U s’identifie canoniquement au U -champ associe´ au U -espace FU,u.
En d’autres termes on a un carre´ 2-carte´sien
FU,u

U
u
P p X .
La ve´rification de ce fait est aise´e, quoique fastidieuse. En particulier en prenant U = X0
et u = x0 on obtient un carre´ 2-cartesien
FX0,x0

X0
x0
P p X .
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Il re´sulte alors de [38] (4.3.3) et (4.5) que le morphisme p est repre´sentable et lisse
et que le champ P est alge´brique. Ceci montre au passage, a posteriori, que chacun des
S-espaces FU,u construits ci-dessus est alge´brique et lisse sur U .
• L’objet (P, p) de Llc(X ) repre´sente le faisceau F .
Il faut construire, pour tout objet (U, u) du site lisse-e´tale de X , un isomorphisme cano-
nique
F (U, u)
∼
HomLlc(X )((U, u), (P, p)).
Un e´le´ment du membre de droite est repre´sente´ par un triplet (x, s, α) ou` x est un objet
de XU , s est un e´le´ment de FU,x(U) et α est un 2-isomorphisme entre u et x. Deux triplets
(x, s, α) et (x′, s′, α′) repre´sentent le meˆme e´le´ment s’il existe un 2-isomorphisme β de x
vers x′ tel que θidU ,β envoie s sur s
′ et tel que β ◦α = α′. On construit un morphisme de
FU,u(U) dans cet ensemble en associant a` une section s de FU,u(U) l’e´le´ment repre´sente´ par
le triplet (u, s, idU ). Il est imme´diat qu’il s’agit la` d’un isomorphisme, fonctoriel en (U, u),
si bien qu’en le composant avec l’isomorphisme (ii) du lemme (A.1.9.2) nous obtenons le
re´sultat voulu. 
A.1.10 Cohomologie et torseurs
Soit X un S-champ alge´brique et soit F un faisceau lisse-e´tale abe´lien sur X . On
aimerait calculer le groupeH1(X ,F ) en termes de torseurs. Bien e´videmment, le re´sultat
tre`s ge´ne´ral de Giraud ([24] III 3.5.4) s’applique, et l’on sait de´ja` que le groupe H1(X ,F )
s’identifie au groupe des classes a` isomorphisme pre`s de F -torseurs du topos ˜Lis-e´t(X )
des faisceaux sur Lis-e´t(X ). (Pour la de´finition d’un torseur d’un topos, nous renvoyons
a` loc. cit. III 1.4.1.) Nous allons dans les lignes qui suivent essayer de remplacer les F -
torseurs du topos ˜Lis-e´t(X ) par des objets offrant plus de prise a` l’intuition ge´ome´trique.
On sait (cf. loc. cit. III remarque 1.7.2) que si E est un site standard, c’est-a`-dire un
site dont la topologie est moins fine que la topologie canonique, et qui admet des produits
fibre´s finis, alors la cate´gorie des torseurs du site E (c’est-a`-dire des objets de E munis
d’une action d’un groupe G de E ve´rifiant les conditions que l’on imagine) est e´quivalente
a` la sous-cate´gorie pleine de la cate´gorie des torseurs du topos E˜ forme´e des torseurs
repre´sentables. Il en re´sulte que si G est un objet en groupes de E tel que tout G-torseur
de E˜ soit repre´sentable, la cate´gorie des G-torseurs de E est e´quivalente a` la cate´gorie des
G-torseurs de E˜.
Malheureusement, le site Lis-e´t(X ) n’est pas un site standard : il n’a pas d’objet final,
donc pas de produits fibre´s finis. On s’en sort encore une fois en utilisant le site lisse-
lisse champeˆtre Llc(X ), qui, lui, est bien un site standard, comme le lecteur le ve´rifiera
facilement. Le the´ore`me (A.1.9.1) montre que tout faisceau localement repre´sentable sur
Llc(X ) est repre´sentable. En particulier si G est un espace alge´brique en groupes lisse sur
S, alors tout G-torseur du topos L˜lc(X ) est repre´sentable par un objet du site Llc(X ).
La de´finition suivante ne fait qu’expliciter ce qu’est un G-torseur de Llc(X ), dans le
cas ou` le groupe G provient de la base S.
De´finition A.1.10.1 Soient S un sche´ma, G un S-espace alge´brique en groupes lisse sur
S et X un S-champ alge´brique. Soit p : P X un 1-morphisme repre´sentable et lisse
de S-champs alge´briques. Une action de G sur (P, p) est un quadruplet (µ, ϕµ, ϕe, ϕass),
ou` µ est un 1-morphisme de G×SP vers P, et ou` ϕµ, ϕe et ϕass sont des 2-isomorphismes
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faisant 2-commuter les diagrammes suivants :
G×S P
µ
pr2 ϕµ ⇒
P
p
P p X
P
e×IdP
IdP
ϕe ⇒
G×S P
µ
P
G×S G×S P
IdG×µ
mG×IdP ϕass ⇒
G×S P
µ
G×S P µ P
les 2-isomorphismes ϕe et ϕass e´tant assujettis aux conditions de compatibilite´, que nous
nous dispenserons d’e´crire, assurant que ce sont des 2-morphismes dans la 2-cate´gorie des
ouverts lisses champeˆtres de X (cf. de´but du paragraphe (A.1.3)).
On dit qu’un tel couple (P, p) muni d’une action de G est un G-torseur sur X si les
deux conditions supple´mentaires suivantes sont ve´rifie´es :
(a) p est surjectif ;
(b) le morphisme naturel
G×S P P ×X P
induit par le triplet (µ, pr2, ϕµ) est un isomorphisme.
La discussion pre´ce´dente permet alors d’affirmer :
Proposition A.1.10.2 ([24]) Soient S un sche´ma, G un S-espace alge´brique en groupes
commutatifs lisse sur S et X un S-champ alge´brique. Alors le groupe H1(X , G) est
canoniquement isomorphe au groupe des classes d’isomorphie de G-torseurs sur X (muni
de la loi de groupe induite par le produit contracte´ de torseurs, cf. [24] III 2.4.5).
Remarque A.1.10.3 Comme d’habitude, un G-torseur p : P X est trivial si et
seulement si le morphisme structural p a une section.
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A.2.1 Sorites sur la cohomologie plate
Soit X un S-champ alge´brique. On de´finit le gros site fppf de X , note´ fppf(X ), de
la manie`re suivante. Les ouverts sont les couples (U, u), ou` U est un espace alge´brique et
u : U X est un morphisme localement de pre´sentation finie. Un morphisme entre
deux tels ouverts (U, u) et (V, v) est un couple (ϕ, α) ou` ϕ : U V est un morphisme
d’espaces alge´briques et α est un 2-isomorphisme de u vers v ◦ ϕ. Une famille couvrante
est une collection de morphismes ((ϕi, αi) : (Ui, ui) (U, u))i∈I telle que le morphisme∐
i∈I
ϕi :
∐
i∈I
Ui U
soit fide`lement plat et localement de pre´sentation finie.
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Remarque A.2.1.1 Il est e´vident que l’on aurait obtenu un topos e´quivalent en ne pre-
nant pour ouverts que les couples (U, u) ou` U est un sche´ma (appliquer le lemme de
comparaison de SGA 4, [3] III 4.1). En particulier si X est un sche´ma on retrouve le
topos des faisceaux sur le gros site fppf usuel (conside´re´ par exemple dans [2], expose´ VI,
paragraphe 5, p.124).
On de´finit de manie`re e´vidente les faisceaux d’anneaux OX et Z sur fppf(X ). On
note Xpl le topos des faisceaux sur fppf(X ). Si A est un anneau du topos Xpl, on note
Modpl
A
(X ) la cate´gorie des faisceaux de modules sur le site annele´ (fppf(X ),A ). Elle
sera note´e Modpl(X ) lorsque A = OX , et Ab
pl(X ) lorsque A = Z.
On a pour tout A un foncteur d’oubli e´vident
Modpl
A
(X ) Abpl(X ).
On de´finit le foncteur  sections globales  en posant pour tout faisceau F sur fppf(X ) :
Γpl(X ,F ) = lim
←−
F (U, u)
ou` la limite projective est prise sur l’ensemble des couples (U, u) de fppf(X ). Il est clair
que ce foncteur commute aux limites projectives quelconques. En particulier il est exact a`
gauche. De meˆme que dans le cas des faisceaux lisses-e´tales, il re´sulte de SGA 4 ([3] II 6.7)
que la cate´gorie Modpl
A
(X ) est une cate´gorie abe´lienne avec suffisament d’objets injectifs.
On de´finit alors Hipl(X , .) comme e´tant le i
ie`me foncteur de´rive´ a` droite de Γpl(X , .) :
Abpl(X ) Ab. Il co¨ıncide sur Modpl
A
(X ) avec le iie`me foncteur de´rive´ a` droite de
Γpl(X , .) : Mod
pl
A
(X ) (Γpl(X ,A )-Mod) ([4] V 3.5).
Fonctorialite´.
Soit f : X Y un 1-morphisme de S-champs alge´briques. On lui associe un couple
de foncteurs adjoints (f−1pl , f
pl
∗ ) d’une manie`re tout a` fait analogue a` ce qui a e´te´ fait
au paragraphe (A.1.2) pour les faisceaux lisses-e´tales. Le foncteur fpl∗ est alors exact a`
gauche, et on note Rifpl∗ ses foncteurs de´rive´s a` droite.
Remarque A.2.1.2 Contrairement a` ce qu’il se passe dans le cas des faisceaux lisses-
e´tales, la limite inductive qui de´finit le foncteur image inverse f−1pl est filtrante. Ceci est
essentiellement duˆ au fait qu’un morphisme entre deux objets localement de pre´sentation
finie est lui-meˆme localement de pre´sentation finie (ce qui se produisait aussi pour le site
e´tale, mais n’e´tait plus vrai en remplac¸ant e´tale par lisse). On en de´duit (cf. par exemple
[41] annexe A) que le foncteur f−1pl est exact, et donc que le couple (f
−1
pl , f
pl
∗ ) est un
morphisme de topos.
Notons ici aussi deux cas particuliers dans lesquels les foncteurs image directe ou image
inverse ont une expression plus simple. Lorsque f est localement de pre´sentation finie, le
foncteur f−1pl est simplement le foncteur de restriction au site fppf de X via le foncteur
(U, u) 7→ (U, f ◦ u). Si f est repre´sentable, le foncteur fpl∗ provient d’une application
continue fppf(X ) fppf(Y ), qui a` un ouvert fppf u : U Y associe l’ouvert forme´
de l’espace alge´brique U ×Y X muni de la projection sur X . Naturellement ceci n’est
pas vrai si f n’est pas repre´sentable, puisqu’alors U ×Y X n’est pas ne´cessairement un
espace alge´brique. Ce de´faut s’ave`re geˆnant dans le calcul des images directes supe´rieures,
et motive l’introduction du site fppf champeˆtre ci-dessous.
Le gros site fppf champeˆtre d’un S-champ alge´brique.
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Soit X un S-champ alge´brique. On de´finit le gros site fppf champeˆtre de X de la
manie`re suivante. Un ouvert de X est un couple (U , u) ou` U est un S-champ alge´brique
et u : U X est un morphisme repre´sentable et localement de pre´sentation finie.
Un 1-morphisme de (U , u) vers (V , v) est un couple (ϕ, α) ou` ϕ : U V est un 1-
morphisme de S-champs alge´briques et α est un 2-isomorphisme de u dans v ◦ϕ. Si (ϕ, α)
et (ψ, β) sont deux 1-morphismes de (U , u) dans (V , v), un 2-morphisme entre (ϕ, α) et
(ψ, β) est un 2-isomorphisme γ : ϕ⇒ ψ tel que β = (v∗γ) ◦ α.
L’analogue fppf du lemme (A.1.3.1) est alors valable, de sorte que la 2-cate´gorie que
nous venons de de´crire est en fait e´quivalente a` une cate´gorie, que nous appellerons la
cate´gorie des ouverts fppf champeˆtres de X . On de´finit maintenant le gros site fppf
champeˆtre de X de manie`re e´vidente, et on le note fppfc(X ).
Proposition A.2.1.3 Le foncteur d’inclusion fppf(X ) fppfc(X ) induit une e´qui-
valence de topos de la cate´gorie des faisceaux sur fppfc(X ) vers la cate´gorie des faisceaux
sur fppf(X ).
De´monstration. Il suffit encore une fois d’appliquer [3] III 4.1. 
On voit alors facilement que via cette e´quivalence de cate´gories, le foncteur image
directe fpl∗ provient d’une application continue
fppfc(X ) fppfc(Y )
qui envoie un ouvert u : U Y de Y sur l’ouvert X ×Y U X de X . Maintenant
les meˆmes de´monstrations que celles des propositions (A.1.6.1) 1) et (A.1.6.2) permettent
d’obtenir le re´sultat suivant.
Proposition A.2.1.4 Soit f : X Y un morphisme de S-champs alge´briques.
1) Soit F un faisceau abe´lien sur fppf(X ). Alors le faisceau Rqfpl∗ F est le faisceau
associe´ au pre´faisceau qui a` tout ouvert fppf u : U Y de Y associe Hqpl(X ×Y
U,F(X×Y U,prX )).
2) La restriction du foncteur Rqfpl∗ a` la cate´gorie Mod
pl(X ) co¨ıncide avec le qie`me
foncteur de´rive´ a` droite du foncteur fpl∗ : Mod(X ) Mod(Y ). 
A.2.2 Comparaison avec la cohomologie lisse-e´tale
Soit X un S-champ alge´brique. On a une application continue e´vidente :
p : fppf(X ) Lis-e´t(X )
induite par le foncteur d’inclusion de Lis-e´t(X ) dans fppf(X ). En particulier p induit un
couple de foncteurs adjoints :
p∗ : Xpl Xlis-e´t
p−1 : Xlis-e´t Xpl.
Le foncteur p−1 peut eˆtre de´crit de la manie`re suivante. On de´finit d’abord un adjoint a`
gauche au foncteur p∗ pour les pre´faisceaux, que l’on note p̂−1, en associant a` tout pre´-
faisceau F sur Lis-e´t(X ) le pre´faisceau sur fppf(X ) qui a` tout ouvert fppf u : U X
associe
(p̂−1F )(U, u) = lim
−→
F (V, v)
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ou` la limite inductive est prise sur l’ensemble des diagrammes 2-commutatifs :
U
ϕ
u
α ⇒
V
v
X
avec (V, v) ∈ obLis-e´t(X ). On de´finit alors p−1 en posant p−1 = ap̂−1 ou` a est le foncteur
 faisceau associe´ . Encore une fois, on voit que p̂−1 est de´fini par une limite inductive
sur Lis-e´t(X ) qui n’est pas filtrante. Le couple (p−1, p∗) n’est donc pas un morphisme
de topos a priori, et il n’y a aucune raison formelle pour que p∗ transforme les objets
injectifs de Abpl(X ) en injectifs de Ab(X ), ce qui nous oblige a` travailler un peu plus
pour obtenir la suite spectrale (A.2.2.3) ci-dessous.
Lemme A.2.2.1 Si F est un objet injectif de Abpl(X ), alors p∗F est un faisceau acy-
clique pour le foncteur Γlis-e´t(X , .).
De´monstration. Soit F un objet injectif de Abpl(X ). En particulier pour tout ouvert
plat champeˆtre (U , u) et pour tout q > 0 on a Hqpl(U ,F(U ,u)) = 0. Remarquons que la
proposition (A.1.5.3) ne faisait intervenir que des proprie´te´s ge´ne´rales des faisceaux sur
un site, et elle admet un analogue e´vident pour les faisceaux sur le site fppfc(X ). En
particulier pour toute famille couvrante U ′ U de fppfc(X ) et pour tout q > 0, le
groupeHq(U ′/U ,F ) est nul. Maintenant, toute famille couvrante U ′ U de Llc(X )
est une famille couvrante de fppfc(X ), et on a pour tout q > 0
Hq(U ′/U , p∗F ) = H
q(U ′/U ,F ) = 0.
Donc d’apre`s la proposition (A.1.5.3) le faisceau p∗F est Llc-acyclique. En particulier il
est acyclique pour le foncteur Γlis-e´t(X , .). 
Lemme A.2.2.2 Le morphisme naturel
Γpl(X ,F ) Γlis-e´t(X , p∗F )
est un isomorphisme.
De´monstration. C’est comple`tement e´vident quand on regarde F et p∗F comme des
faisceaux sur les sites champeˆtres fppfc(X ) et Llc(X ). 
On de´duit des deux re´sultats pre´ce´dents une suite spectrale de Leray, qui re´sume les
relations ge´ne´rales entre cohomologie lisse-e´tale et cohomologie fppf.
The´ore`me A.2.2.3 Soit X un S-champ alge´brique, et soit F un faisceau abe´lien sur
fppf(X ). On a alors une suite spectrale (fonctorielle en F ) :
Hplis-e´t(X , R
qp∗F )⇒ Hp+qpl (X ,F ). 
Remarque A.2.2.4 On en de´duit en particulier des morphismes canoniques :
Hplis-e´t(X , p∗F ) H
p
pl(X ,F ).
De plus ces morphismes sont des isomorphismes si pour tout q > 0, le faisceau lisse-e´tale
Rqp∗F est nul.
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Notre objectif a` pre´sent est de ge´ne´raliser aux champs alge´briques le re´sultat de Gro-
thendieck ([2], expose´ VI, paragraphe 11) selon lequel si G est un groupe lisse sur un
sche´ma X , le morphisme canonique
Hqe´t(X, p∗G) H
q
pl(X,G)
est un isomorphisme pour tout q. Dans la mesure ou` nous n’utiliserons ce re´sultat que pour
le groupe Gm, nous n’avons pas cherche´ a` le de´montrer pour les  champs en groupes 
lisses sur X (notion qui resterait d’ailleurs a` de´finir), mais nous nous sommes contente´
de conside´rer un groupe lisse sur la base S. Nous allons voir dans les lignes qui suivent
que dans ce cadre e´le´mentaire le re´sultat se de´duit assez facilement du cas des sche´mas.
The´ore`me A.2.2.5 Soient S un sche´ma, G un sche´ma en groupes lisse sur S, et X un
S-champ alge´brique. On note encore G le faisceau de´fini sur le site fppf(X ) par :
∀(U, u) ∈ ob fppf(X ) G(U, u) := G(U, f ◦ u) = HomS(U,G).
Alors pour tout q le morphisme canonique
Hqlis-e´t(X , p∗G) H
q
pl(X , G)
est un isomorphisme.
De´monstration. Vu la remarque (A.2.2.4), il suffit de montrer que pour tout q > 0,
le faisceau lisse-e´tale Rqp∗G est nul. Or par des arguments tout a` fait analogues a` ceux
de (A.1.6.1) on voit que Rqp∗G est le faisceau lisse-e´tale associe´ au pre´faisceau qui a`
tout ouvert u : U X associe Hqpl(U,G×S U) (on notera encore Hqpl(U,G) ce dernier
groupe). Alors d’apre`s le lemme (A.1.8.2) il suffit de montrer que pour tout morphisme
lisse u : U X ou` U est un sche´ma et pour tout ξ ∈ Hqpl(U,G) il existe un sche´ma
U ′ et un morphisme e´tale et surjectif U ′ U tel que ξ|U′ soit nul. Fixons un tel couple
(U, u). On note pU l’application continue :
pU : fppf(U) E´t(U)
induite par le foncteur d’inclusion de E´t(U) dans fppf(U). D’apre`s le the´ore`me (11.7) de
[2], pour tout U ′ sur U les morphismes canoniques
Hqe´t(U
′, G) Hqpl(U
′, G)
sont des isomorphismes. Puis d’apre`s le lemme (11.1) de [2], on en de´duit que pour tout
q > 0, le faisceau RqpU∗G est nul. Or ce dernier n’est autre que le faisceau e´tale associe´
au pre´faisceau
U ′ Hqpl(U
′, G) .
En particulier (lemme (A.1.8.2)) pour tout ξ ∈ Hqpl(U,G) il existe une famille couvrante
e´tale U ′ U telle que ξ|U′ soit nul. 
Bibliographie
[1] Sche´mas en groupes. II : Groupes de type multiplicatif, et structure des sche´mas en
groupes ge´ne´raux. Se´minaire de Ge´ome´trie Alge´brique du Bois Marie 1962/64 (SGA
3). Dirige´ par M. Demazure et A. Grothendieck. Lecture Notes in Mathematics, Vol.
152. Springer-Verlag, Berlin, 1962/1964.
[2] Dix expose´s sur la cohomologie des sche´mas. Advanced Studies in Pure Mathematics,
Vol. 3. North-Holland Publishing Co., Amsterdam, 1968.
[3] The´orie des topos et cohomologie e´tale des sche´mas. Tome 1 : The´orie des topos.
Springer-Verlag, Berlin, 1972. Se´minaire de Ge´ome´trie Alge´brique du Bois-Marie
1963–1964 (SGA 4), Dirige´ par M. Artin, A. Grothendieck, et J. L. Verdier. Avec
la collaboration de N. Bourbaki, P. Deligne et B. Saint-Donat, Lecture Notes in
Mathematics, Vol. 269.
[4] The´orie des topos et cohomologie e´tale des sche´mas. Tome 2. Springer-Verlag, Berlin,
1972. Se´minaire de Ge´ome´trie Alge´brique du Bois-Marie 1963–1964 (SGA 4), Dirige´
par M. Artin, A. Grothendieck et J. L. Verdier. Avec la collaboration de N. Bourbaki,
P. Deligne et B. Saint-Donat, Lecture Notes in Mathematics, Vol. 270.
[5] Reveˆtements e´tales et groupe fondamental (SGA 1). Documents Mathe´matiques (Pa-
ris) , 3. Socie´te´ Mathe´matique de France, Paris, 2003. Se´minaire de ge´ome´trie alge´-
brique du Bois Marie 1960–61. Dirige´ par A. Grothendieck, augmente´ de deux expose´s
de Mme M. Raynaud. E´dition recompose´e et annote´e du volume 224 des Lectures
Notes in Mathematics publie´ en 1971 par Springer-Verlag.
[6] Dan Abramovich et Angelo Vistoli : Complete moduli for families over semistable
curves. http ://fr.arxiv.org/abs/math/9811059, 1998.
[7] Dan Abramovich et Angelo Vistoli : Complete moduli for fibered surfaces. In
Recent progress in intersection theory (Bologna, 1997), Trends Math., pages 1–31.
Birkha¨user Boston, Boston, MA, 2000.
[8] Dan Abramovich et Angelo Vistoli : Compactifying the space of stable maps. J.
Amer. Math. Soc., 15(1):27–75 (electronic), 2002.
[9] Masao Aoki : Deformation theory of algebraic stacks. Compos. Math., 141(1):19–34,
2005.
[10] Masao Aoki : Erratum : “Hom stacks”. Manuscripta Math., 121(1):135, 2006.
[11] Masao Aoki : Hom stacks. Manuscripta Math., 119(1):37–56, 2006.
[12] Michael Artin : Algebraization of formal moduli. I. In Global Analysis (Papers in
Honor of K. Kodaira), pages 21–71. Univ. Tokyo Press, Tokyo, 1969.
[13] Michael Artin : The implicit function theorem in algebraic geometry. In Algebraic
Geometry (Internat. Colloq., Tata Inst. Fund. Res., Bombay, 1968), pages 13–34.
Oxford Univ. Press, London, 1969.
BIBLIOGRAPHIE 107
[14] Michael Artin : The´ore`mes de repre´sentabilite´ pour les espaces alge´briques. Les
Presses de l’Universite´ de Montre´al, Montreal, Que., 1973. En collaboration avec
Alexandru Lascu et Jean-Franc¸ois Boutot, Se´minaire de Mathe´matiques Supe´rieures,
No. 44 (E´te´, 1970).
[15] MichaelArtin : Versal deformations and algebraic stacks. Invent. Math., 27:165–189,
1974.
[16] Charles Cadman : Using stacks to impose tangency conditions on curves. A` pa-
raˆıtre dans American Journal of Mathematics. http://www.math.lsa.umich.edu/∼
cdcadman/research/stacks.pdf.
[17] Henri Cartan et Samuel Eilenberg : Homological algebra. Princeton University
Press, Princeton, N. J., 1956.
[18] Alessandro Chiodo : Stable twisted curves and their r-spin structures.
http://front.math.ucdavis.edu/math.AG/0603687.
[19] Brian Conrad : A modern proof of Chevalley’s theorem on algebraic groups. J.
Ramanujan Math. Soc., 17(1):1–18, 2002.
[20] Pierre Deligne et David Mumford : The irreducibility of the space of curves of
given genus. Inst. Hautes E´tudes Sci. Publ. Math., (36):75–109, 1969.
[21] John W. Duskin : Simplicial methods and the interpretation of “triple” cohomology.
Mem. Amer. Math. Soc., 3(issue 2, 163):v+135, 1975.
[22] Gerd Faltings : Finiteness of coherent cohomology for proper fppf stacks. J. Alge-
braic Geom., 12(2):357–366, 2003.
[23] Daniel Ferrand : Conducteur, descente et pincement. Bull. Soc. Math. France,
131(4):553–585, 2003.
[24] Jean Giraud : Cohomologie non abe´lienne. Springer-Verlag, Berlin, 1971. Die
Grundlehren der mathematischen Wissenschaften, Band 179.
[25] Roger Godement : Topologie alge´brique et the´orie des faisceaux. Hermann, Paris,
1973. Troisie`me e´dition revue et corrige´e, Publications de l’Institut de Mathe´matique
de l’Universite´ de Strasbourg, XIII, Actualite´s Scientifiques et Industrielles, No. 1252.
[26] Alexander Grothendieck : Sur quelques points d’alge`bre homologique. Toˆhoku
Math. J. (2), 9:119–221, 1957.
[27] Alexander Grothendieck : E´le´ments de ge´ome´trie alge´brique. II. E´tude globale
e´le´mentaire de quelques classes de morphismes. Inst. Hautes E´tudes Sci. Publ. Math.,
(8):222, 1961.
[28] Alexander Grothendieck : Fondements de la ge´ome´trie alge´brique. [Extraits du
Se´minaire Bourbaki, 1957–1962.]. Secre´tariat mathe´matique, Paris, 1962.
[29] Alexander Grothendieck : E´le´ments de ge´ome´trie alge´brique. IV. E´tude locale des
sche´mas et des morphismes de sche´mas. II. Inst. Hautes E´tudes Sci. Publ. Math.,
(24):231, 1965.
[30] Alexander Grothendieck : E´le´ments de ge´ome´trie alge´brique. IV. E´tude locale des
sche´mas et des morphismes de sche´mas. III. Inst. Hautes E´tudes Sci. Publ. Math.,
(28):255, 1966.
[31] Alexander Grothendieck : E´le´ments de ge´ome´trie alge´brique. IV. E´tude locale des
sche´mas et des morphismes de sche´mas IV. Inst. Hautes E´tudes Sci. Publ. Math.,
(32):361, 1967.
108 BIBLIOGRAPHIE
[32] Alexander Grothendieck : E´le´ments de ge´ome´trie alge´brique. I. Le langage des
sche´mas, volume 166 de Grundlehren Math. Wiss. Springer-Verlag, 1971.
[33] Luc Illusie : Complexe cotangent et de´formations. I. Springer-Verlag, Berlin, 1971.
Lecture Notes in Mathematics, Vol. 239.
[34] Steven Kleiman : The picard scheme. http ://front.math.ucdavis.edu/math.AG
/0504020.
[35] Donald Knutson : Algebraic spaces. Springer-Verlag, Berlin, 1971. Lecture Notes
in Mathematics, Vol. 203.
[36] Serge Lang : Algebra, volume 211 de Graduate Texts in Mathematics. Springer-
Verlag, New York, third e´dition, 2002.
[37] Yves Laszlo et Martin C. Olsson : The six operations for sheaves on artin stacks
i : Finite coefficients. http://www.math.polytechnique.fr/∼laszlo/.
[38] Ge´rard Laumon et Laurent Moret-Bailly : Champs alge´briques, volume 39 de
Ergebnisse der Mathematik und ihrer Grenzgebiete. 3. Folge. A Series of Modern
Surveys in Mathematics [Results in Mathematics and Related Areas. 3rd Series. A
Series of Modern Surveys in Mathematics]. Springer-Verlag, Berlin, 2000.
[39] Max Lieblich : Moduli of twisted sheaves. A` paraˆıtre dans Duke Math. Journal.
http://front.math.ucdavis.edu/math.AG/0411337.
[40] Max Lieblich : Remarks on the stack of coherent algebras. Int. Math. Res. Not.,
pages Art. ID 75273, 12, 2006.
[41] James S. Milne : E´tale cohomology, volume 33 de Princeton Mathematical Series.
Princeton University Press, Princeton, N.J., 1980.
[42] David Mumford : Picard groups of moduli problems. In Arithmetical Algebraic
Geometry (Proc. Conf. Purdue Univ., 1963), pages 33–81. Harper & Row, New York,
1965.
[43] DavidMumford : Abelian varieties. Tata Institute of Fundamental Research Studies
in Mathematics, No. 5. Published for the Tata Institute of Fundamental Research,
Bombay, 1970.
[44] Martin C. Olsson : On (log) twisted curves.
[45] Martin C. Olsson : Sheaves on artin stacks. A` paraˆıtre dans J. Reine Angew. Math.
(Journal de Crelle). http://www.ma.utexas.edu/ molsson/qcohrevised.pdf.
[46] Martin C. Olsson : On proper coverings of Artin stacks. Adv. Math., 198(1):93–106,
2005.
[47] Martin C. Olsson : Deformation theory of representable morphisms of algebraic
stacks. Math. Z., 253(1):25–62, 2006.
[48] Tonny A. Springer : Linear algebraic groups, volume 9 de Progress in Mathematics.
Birkha¨user Boston Inc., Boston, MA, second e´dition, 1998.
