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Abstract
In order for an earthquake to become a natural disaster, it needs to be significantly
large, close to vulnerable populations or both. The largest earthquakes in the world
occur in subduction zones, where cool, shallowly dipping fault planes enable brittle
failure over a large area. However, these earthquakes often occur far away from major
cities, reducing their impact. Similar, low angle fault planes can be found in continental
fold and thrust belts, where sub-horizontal decollements offer large potential rupture
areas. These seismic sources are often much closer to major urban centres than off-
shore subduction zone sources. It is therefore essential to understand the processes
that control how strain is accommodated and released in such settings.
Much of our current understanding of the earthquake cycle comes from studying
strike-slip faults. Can our knowledge of strike-slip faults be transferred over to dip-slip
faults, and in particular, fold and thrust belts? Previous work has suggested that there
may be significant differences between strike-slip and dip-slip settings, and therefore
further study of the earthquake cycle in dip-slip environments is required. The recent
launch of Sentinel-1, and the extensive Synthetic Aperture Radar (SAR) archive of the
European Space Agency (ESA), offer an opportunity to obtain measurements of strain
in dip-slip environments that can contribute to our understanding.
In this thesis, I use geodetic measurements to contribute to our understanding of the
earthquake cycle. Enhanced surface deformation rates following earthquakes (so called
postseismic deformation) show temporal and spatial variation. Such variation can be
used to investigate the material properties of faults and the surrounding medium. I col-
late measurements of postseismic velocity following contintental earthquakes to examine
the temporal evolution of strain following an earthquake over multiple timescales. The
compilation show a simple relationship, with velocity inversely proportional to time
since the earthquake. This relationship holds for all fault types, with no significant
difference between dip-slip and strike-slip environments. Such lack of difference implies
that, at least in terms of the temporal evolution of near field postseismic deformation,
both environments behave similarly.
I compare these measurements with the predictions of various models that are
routinely used to explain postseismic deformation. I find that the results are best
explained using either rate-strengthening afterslip or power-law creep in a shear zone
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with high stress exponent. Such a relationship indicates that fault zone processes
dominate the near-field surface deformation field from hours after an earthquake to
decades later. This implies that using such measurements to determine the strength of
the bulk lithosphere should only be done with caution.
I then collate geodetic measurements from throughout the earthquake cycle in the
Nepal Himalaya to constrain the geometry and frictional properties of the fault sys-
tem. I use InSAR to measure postseismic deformation following the 2015 Mw 7.8
Gorkha earthquake and combine this with Global Navigation Satellite System (GNSS)
displacements to infer the predominance of down-dip afterslip. I then combine these
measurements with coseismic and interseismic geodetic data to determine fault geome-
tries which are capable of simultaneously explaining all three data sets. Unfortunately,
the geodetic data alone cannot determine the most appropriate geometry. It is there-
fore necessary to combine such measurements with other relevant data, along with the
expertise to understand the uncertainties in each data set.
Such combined measurements ought to be understood using physically consistent
models. I developed a mechanically coupled coseismic-postseismic inversion, based on
rate and state friction. The model simultaneously inverts the coseismic and postseismic
surface deformation field to determine the range of frictional properties and coseismic
slip which can explain the data within uncertainties. I applied this model to the geodetic
data compilation in Nepal and obtained a range of values for the rate-and-state ‘a’
parameter between 0.8− 1.6× 10−3, depending on the geometry used.
Whilst the Nepal Himalaya is well instrumented, many continental collision zones
suffer from a severe lack of data. The Sulaiman fold and thrust belt is one such region,
with very sparse GNSS data, but significant seismicity. I apply InSAR to part of the
Sulaiman fold and thrust belt near Sibi to examine the evolution of strain through-
out the seismic cycle. I tie together observations from ERS, Envisat and Sentinel-1
to produce a time series of displacements over 25 years long which covers an earth-
quake which occurred in 1997. Using this time series, I investigate the contributions of
different parts of the earthquake cycle to the development of topography. I find that
postseismic deformation plays a clear role in the construction of short wavelength folds,
and that the combination of coseismic and postseismic deformation can reproduce the
topography over a variety of lengthscales.
The shape of the frontal section of the fold and thrust belt, including the gradient
of the topography, is roughly reproduced in a single earthquake cycle. This suggests
that fold and thrust belts can maintain their taper in a single earthquake cycle, rather
than through earthquakes occurring at different points throughout the belt. I find that
approximately 1000 earthquakes like the 1997 event, along with associated postseismic
deformation, can reproduce the topography seen today to first order. Such a result
may aid our use of topography as a long-term record of earthquake cycle deformation.
I finish by drawing these various findings together and commenting on common
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themes. Afterslip plays an important role in the earthquake cycle, contributing to the
surface deformation field in multiple locations, over multiple timescales, and generating
topography. This afterslip can be explained using a rate-strengthening friction law
with aσ between 0.2 and 1.54 MPa. Combining this rate dependence with the static
coefficient of friction determined from other methods, such as critical taper analysis,
would enable a more complete picture of fault friction to be determined. Fault geometry
in fold and thrust belts may control the size of potential ruptures, with junctions and
changes in dip angle potentially arresting ruptures.
In order to fully determine the role of fault geometry and friction in controlling
the earthquake cycle in dip-slip settings, I suggest a more thorough exploitation of the
wealth of InSAR data which is now available. These data then need to be combined
with measurements from other fields, and models produced which are consistent within
the uncertainties of each data set. I suggest that measurements of topography and
insights from structural geology may help with understanding the long term and short
term processes governing earthquake patterns in an area. As both observations and
models are developed, interdisciplinary teams may be able to better constrain the key
controls on earthquake hazard in continental dip-slip settings.
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Chapter 1
Introduction
1.1 Motivation
1.1.1 Seismic Hazard
Earthquakes impact more people now than ever before, primarily due to population
growth and urbanisation (Bilham, 2004, Tucker , 2004, Jackson, 2006). Figure 1.1
summarises population density, megacity locations and geodetic strain rates, highlight-
ing the risk posed to people over the Alpine-Himalayan belt. Scientific research into
earthquakes can inform civil protection agencies of the risks they need to account for
(Giardini et al., 1999) and lead to a greater understanding of how our planet works
(Bu¨rgmann and Dresen, 2008, Wright et al., 2013, Watts et al., 2013).
Destructive earthquakes occur on all types of fault (strike-slip, normal and thrust)
and in a variety of settings. Strike-slip faults are capable of hosting a variety of earth-
quake sizes, with the largest recorded event being the Mw 8.6 Indian Ocean earthquake,
which occurred on 11 April 2012 (McGuire and Beroza, 2012, Pollitz et al., 2012).
Despite the size of this event, the large distance between the event and the nearest
population centres resulted in relatively few casualties. Large strike-slip earthquakes
are also seen on the continents, with the 1905, Mw 8.4 Bolnay earthquake in Mongolia
representing one of the largest known continental earthquakes (Schlupp and Cisternas,
2007). These continental earthquakes pose a potentially larger hazard, due to the much
smaller distances between the seismic rupture and the nearest urban centres. Unfor-
tunately, these continental earthquakes do not need to be particularly large to cause
significant destruction, with some of the deadliest earthquakes in recent history being
much smaller than those discussed above. Normal faults rarely produce earthquakes
larger than Mw 7.0 (Middleton et al., 2016). However, when large normal faulting
earthquakes strike, they can be deadly. The 1908 Mw 7.1 Messina earthquake in Italy
resulted in between 75,000 and 200,000 fatalities, making it the deadliest earthquake
in recorded European history.
The largest earthquakes in the world occur in areas of convergence where one tec-
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Figure 1.1: Maps of exposure to earthquake hazard across the Alpine-Himalayan belt. Re-
produced with permission from Elliott et al. (2016a). a) Population count on a half-degree
by half-degree grid for 2005. Megacities with populations over 2.5 million are marked by
black circles. Data are the UN-adjusted population count from the Center for International
Earth Science Information Network (CIESIN), Columbia University, United Nations Food
and Agriculture Programme (FAO) and Centro Internacional de Agricultura Tropical (CIAT)
(http://sedac.ciesin.columbia.edu/gpw). b) Locations of past earthquakes in the period
1900-2015 resulting in more than 1,000 fatalities are denoted by circles coloured by magnitude
and scaled in size by the number of fatalities (source: USGS, http://earthquake.usgs.gov/
earthquakes/world/world_deaths.php). c) Global Strain Rate Model (v2.1) showing the sec-
ond invariant of the strain rate tensor (Kreemer et al., 2014). Large cities are overlayed (green)
and scaled by population size.
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tonic plate is thrust beneath another in a subduction zone. Earthquake magnitudes
greater than Mw 9.0 are possible in these settings due to the large potential rupture
area allowed by the small angle at which these plates dip as they enter the Earths
mantle. The low dip angle means that more of the fault plane is in the cooler, brittle
regime which is capable of rupturing in earthquakes.
These low angle rupture planes are not only present in underwater subduction zones
but are also commonly associated with areas of plate convergence on the continents.
These regions are made up of belts of folded rocks and accompanying thrust faults, and
as such are known as fold and thrust belts. Low angle faults known as decollements
often underlie these fold and thrust belts and research has highlighted their potential
to host large earthquakes (Hubbard et al., 2015). The earthquake potential of these
large rupture planes poses a significant seismic hazard to communities in the vicinity of
these fold and thrust belts. The earthquake hazard is potentially higher than that from
subduction zones since urban centres can and do exist closer to the earthquake source
than is possible in subduction zone settings. Kathmandu in Nepal is one example of
a megacity (more than two million inhabitants) placed directly on top of one of these
fold and thrust belts. The fold and thrust belt was struck by a Mw 7.8 earthquake
in 2015, resulting in nearly 9000 fatalities and economic damage equivalent to approx-
imately 50% of Nepals GDP. Furthermore, larger earthquakes (M 8+) are known to
have occurred here in the past (Sapkota et al., 2013). Given the destructive nature of
earthquakes on all three fault types, it is essential to better understand the hazards
posed in different tectonic settings.
1.1.2 Fault Zone Characteristics
Strike-slip faults like the Denali fault (Oglesby , 2004, Pollitz , 2005, Freed et al., 2006,
Biggs et al., 2009) and the San Andreas fault (Barker , 1976, Langbein, 2006, Freed ,
2007) are the source of some of the largest continental earthquakes and have war-
ranted significant study. Furthermore, modelling strike-slip faults is simpler due to
the symmetry of the system, near-vertical fault planes and smaller gravitational effects
(Savage, 1990, Hetland , 2005, Yamasaki et al., 2014, Caniven et al., 2015). Faults like
the North Anatolian Fault in Turkey have been observed and modelled in significant
detail. These major strike-slip faults accumulate interseismic strain slowly, over long
intervals between earthquakes, in a narrow region focussed around the fault (Wright
et al. (2013), Vernant (2015) and references therein). These features suggest a rheology
with high viscosity. However immediately following an earthquake, rapid postseismic
transients typically occur, which suggests a rheology with a low viscosity (Barbot et al.,
2008, Ergintav et al., 2009, Diao et al., 2010, Cetin et al., 2012).
These competing observations require earthquake deformation models with complex
single rheologies that have time-dependent (Ryder et al., 2007) or stress-dependent
(Freed and Bu¨rgmann, 2004) viscosities; or a local weak zone model whereby the fault
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Figure 1.2: Model set-up and results for a weak zone embedded in a strong substrate; modified
from Yamasaki et al. (2014). a) Model set-up showing a rectangular weak zone in blue (low
viscosity) surrounded by a stronger substrate (high viscosity). b) Comparison between model
displacements (solid line) and observations from postseismic GNSS data (red errorbars). c)
Comparison between model displacements (solid line) and observations from interseismic GNSS
data (red errorbars).
is surrounded by weaker material than the rest of the lithosphere (Le Pourhiet et al.,
2014). Figure 1.2 shows a weak zone set-up for the North Anatolian Fault, which
can explain observations from both interseismic and postseismic GNSS data (Yamasaki
et al., 2014). These so called weak zones may be the result of grain size reduction,
structural discontinuity or lithological change. Furthermore, observations of earthquake
cycle deformation have been used to make inferences about the rheology of the whole
lithosphere (Bu¨rgmann and Dresen, 2008, Wright et al., 2013, Watts et al., 2013). If
weak zones are present beneath major strike-slip faults then these observations only
provide information on the rheology of the lithosphere in these laterally discontinuous
weak zones.
The development of a weak zone may be related to fault maturity or age. Figure
1.3 shows that as faults accrue more displacement, the damage zone around them tends
to increase (Savage and Brodsky , 2011, Faulkner et al., 2011). The increasing thickness
of such damage zones may in turn lead to the development of weak zones. On average,
there are some differences in total fault displacement between the different fault types.
Normal faults tend to have total displacements less than one kilometre, thrust faults
can reach displacements on the order of tens of kilometres and strike-slip faults can
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Figure 1.3: Scaling of fault zone thickness with displacement. Reproduced with permission
from Savage and Brodsky (2011).
reach total displacements of hundreds of kilometres (Kim and Sanderson, 2005). This
may mean that weak zones, as proposed for the North Anatolian Fault, may not exist
in dip-slip settings.
Anderson (1905) recognised the basic mechanical differences between strike-slip,
thrust and normal faults. Figure 1.4 shows a simple explanation of Andersonian fault
mechanics. The orientation of the maximum and minimum stress directions vary for
each kind of fault and suggest that these three kinds of faulting may behave differently.
With this in mind, I will now outline some other observations and reasoning which
could be used to suggest that fault type plays a significant role in determining how the
earthquake cycle functions.
Continental dip-slip faults (i.e. thrust and normal faults) are asymmetrical about
dipping fault planes and are more greatly influenced by gravitational effects than strike-
slip faults. The geometry and mechanics of dip-slip faults means that, generally speak-
ing, continental dip-slip faults cannot host as large earthquakes as continental strike-slip
faults (Stock and Smith, 2000). This is because slip in dip-slip earthquakes is usually
approximately parallel to the down-dip direction. Whilst dip-slip ruptures can and do
propagate along-strike, rupture propagation is enhanced in the slip-parallel direction,
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Maximum Minimum Intermediate
Normal Thrust Strike-slip
Figure 1.4: Mechanics of faulting based on Anderson (1905). Red, blue and magenta arrows
correspond to the maximum, minimum and intermediate stress directions respectively.
i.e. down dip. However, the down-dip width of any fault is controlled by the thickness
of the seismogenic layer and the dip of the fault. Many normal faults have relatively
steep dips, restricting down-dip widths and therefore the size of ruptures (Jackson and
White, 1989), and leading to segmentation along strike. This control on earthquake size
is further supported by the scaling of normal fault scarps with down-dip widths (Jack-
son and White, 1989). However, some low angle dip-slip faults such as sub-horizontal
decollements in fold and thrust belts, may enable large potential rupture areas (Hubbard
et al., 2015).
Furthermore, research has shown that fault type can play a significant role in con-
trolling a number of earthquake phenomena such as fault friction (Sibson, 1974), earth-
quake stress drop (Allmann and Shearer , 2009), earthquake size distributions (Schor-
lemmer et al., 2005), stress triggering of nearby earthquakes (Wu et al., 2004), and
radiated seismic energy (Pe´rez-Campos and Beroza, 2001). These differences suggest
that the earthquake cycle at dip-slip faults may be different from that at strike-slip
faults, and therefore further work may be required in order to transfer knowledge from
strike-slip faults over to the realm of dip-slip faults.
1.1.3 Geodetic Data Availability
Geodetic data allow the study of ground deformation associated with earthquakes and
faulting. A variety of techniques have been applied to the earthquake cycle, including
triangulation, levelling and space geodetic techniques. Global Navigation Satellite Sys-
tem (GNSS) stations provide measurements of displacement at point localities around
fault zones. These can be in the form of temporary stations which are installed during
repeated field campaigns or permanent GNSS receivers which provide a time series of
displacements. The amount of GNSS data has increased dramatically, as shown by
the difference in the number of sites used in versions of the Global Strain Rate Model
(GSRM) (Kreemer et al., 2000, 2003, 2014): version 1.2 contained 4,281 sites, whereas
version 2 contains 17,491. However, the installation and maintenance of such receivers
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is not always possible due to inaccessibility, thus limiting the places which can be stud-
ied using GNSS alone. Furthermore, whilst GNSS can provide accurate position time
series, it can only do so at point locations.
Remote sensing techniques using satellite imagery have vastly increased the data
available to earthquake scientists (Elliott et al., 2016a). A whole suite of satellites
over the last 30 years (see Figure 1.5) have provided optical and radar imagery and
enabled the production of digital elevation models and surface motion maps. All of this
data has revolutionised the way that earthquakes and earthquake cycle deformation
have been studied. Synthetic Aperture Radar (SAR) images can be used to produce
maps of surface deformation over large areas of ground by interferometry (InSAR).
These surface deformation maps (interferograms) have been used to study the sudden
displacements in earthquakes (Massonnet et al., 1993), providing powerful constraints
on how the earthquake fault slipped at depth. InSAR can be used for studying the small
displacements between earthquakes by constructing time series of images in order to
reduce the effects of noise (Hooper et al., 2012). The amount of SAR data available for
producing surface deformation maps has also significantly increased, with the launch
of new missions such as Sentinel-1, which produces over 10 TB of data every day
(Potin et al., 2017). Sentinel-1a and b can produce images over hundreds of kilometres
wide with pixel resolution of 5 m by 20 m and a revisit time as small as six days in
many tectonic regions. These data are open source, allowing anybody to access them
and use them for free. These characteristics make Sentinel-1 ideally placed to study
remote, inaccessible regions and increase the breadth of environments contributing to
our understanding of the earthquake cycle.
1.2 InSAR Methods
Interferometric Synthetic Aperture Radar (InSAR) has now become a routine tool in
the study of earth surface deformation. InSAR allows the production of surface defor-
mation maps at centimetre to millimetre levels of accuracy, over regions on the order of
hundreds of kilometres. These characteristics make InSAR an excellent tool for study-
ing the different stages of the earthquake deformation cycle. Furthermore, spaceborne
SAR enables the study of otherwise inaccessible regions and thus can provide data which
would otherwise be impossible to attain with survey based geodesy such as GNSS or
levelling. There are many excellent reviews of InSAR methods and applications, and I
refer the reader to these for a full treatment (Massonnet and Feigl , 1998, Rosen et al.,
2000, Bu¨rgmann et al., 2000, Hooper et al., 2012). Here, I will briefly outline the main
stages in InSAR processing, the primary error sources and the techniques used in this
thesis.
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Figure 1.5: Timeline of select optical and SAR satellites used in tectonics research since 1985.
Missions planned for the future are also included. Reproduced with permission from Elliott
et al. (2016a).
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Flight Direction
Common Pixel
Figure 1.6: Schematic diagram illustrating the construction of a synthetic aperture by com-
bining multiple returns from the same pixel.
1.2.1 Synthetic Aperture Radar (SAR)
The resolution of any radar satellite is inversely proportional to the size of the in-
strument aperture. Satellites orbiting thousands of kilometres above the Earth have a
resolution on the order of tens of kilometres (Massonnet and Feigl , 1998). The resolu-
tion can be significantly improved by constructing a ‘synthetic aperture’ by combining
multiple returns from the same ground point, in a similar way to common midpoint
stacking in reflection seismology (see Figure 1.6). This process is known as focussing,
and produces Single Look Complex images, with a complex number for each pixel defin-
ing the amplitude and phase of the signal. The amplitude of a pixel is affected by the
angle of the reflecting surface, as well as its reflection characteristics. For example,
steep slopes oriented perpendicular to the incident radar waves are highly reflective
and appear brightly in radar amplitude images (Figure 1.7). In contrast, calm water
bodies result in very little energy return to the satellite due to the angle of reflection
with the surface (Figure 1.7). The phase of the returned signal depends on a number
of factors and appears completely random.
1.2.2 SAR Interferometry (InSAR)
InSAR involves the combination of two SAR images to derive a map of phase differences,
known as an interferogram. This can be achieved provided that the two SAR images
are carefully coregistered, such that pixels in one image align with the same pixels
in the other image. This coregistration is usually achieved through a combination of
orbital information and amplitude image cross correlation. Advanced techniques such
as spectral diversity are sometimes required in recent satellites such as Sentinel-1, to
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a b
Figure 1.7: Two extreme examples for radar amplitude images. The left-hand image shows
an example where the slope of the topography is perpendicular to the incident radar wave,
resulting in a strong reflection back to the satellite. The right-hand image shows an example
of radar waves incident on a calm water body, resulting in little reflection back to the satellite.
ensure that coregistration is accurate on a sub-pixel level (Prats-Iraola et al., 2012,
Yague-Martinez et al., 2016). Whilst the phase in a single SAR image is random,
the interference pattern produced by the difference between two phase images is not.
Inteferograms consist of phase measurements between −pi and pi. The total phase
change between two images is the result of a number of processes:
δφtotal = δφorbit + δφtopo + δφatmo + δφdefo + δφnoise (1.1)
In order to apply InSAR to the study of earthquake cycle deformation, the δφdefo
term needs to be isolated, and all other terms removed, such that the total phase
change is only the result of surface deformation. The first term to be removed is the
phase change due to the different acquisition geometries. InSAR relies on satellites
flying in reasonably consistent orbits, but unless these orbits are precisely the same,
then a phase change is introduced between two images due to the different position
of the satellite at each acquisition. The difference in position is related to the per-
pendicular baseline between the satellite acquisitions. This phase change can be very
large, producing many cycles of phase change (‘fringes’) and masking all other signals.
Fortunately, the majority of this signal can be removed using the orbital information of
the satellite, firstly by assuming a flat earth with no topography. This process, known
as ‘flattening’, handles the majority of the phase change due to differences in orbital
geometry, although residual orbital errors sometimes remain.
Figure 1.8 shows the result of the flattening procedure in the top panel. The remain-
ing fringes are associated with topography, which is ignored in the flattening correc-
tion. In order to remove these topography related fringes, two approaches can be used.
Firstly, a second interferogram with a different perpendicular baseline can be used to
estimate the topographic contribution (Gabriel et al., 1989). A second alternative is to
use a Digital Elevation Model (DEM) to estimate the topographic phase and remove
it from the interferogram. This second approach is now commonly used due to global
DEM datasets such as the Shuttle Radar Topographic Mission (SRTM) (Farr et al.,
2007), and this is used in the example in Figure 1.8.
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Orbital Fringes Removed
Orbital and Topographic Fringes Removed
Topography
Incoherence
Incoherence
Figure 1.8: Examples of an interferogram with various features discussed in the main text.
Note that these images are in radar coordinates, not geographical coordinates. Top image has
been flattened, but fringes due to unaccounted topography still remain. Bottom image has had
these fringes removed using a DEM.
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Once the topographic fringes have been removed, the interferogram still contains
a number of signals we need to remove or minimise. Decorrelation noise (δφnoise) is
random noise introduced to an interferogram due to the scattering properties of a pixel
changing through time. The phase of any pixel in a SAR image is the sum of the phase
returned by all scatterers within that pixel on the ground. If the nature of the scatterers
within a pixel remains relatively stable through time, then the returned phase values
remain consistent through time and small differences due to signals of interest can be
observed. However, if the scattering properties of a pixel, or the viewing geometry of
the satellite change, then the returned phase is meaningless compared to the phase of
the previous SAR image. For example, it is impossible to use InSAR over the oceans
because the scattering properties of the ocean surface change randomly all the time,
meaning that the returned phase values also randomly change. In contrast, InSAR
is well suited to studying arid environments where the surface scattering properties
change very little between satellite acquisitions. Figure 1.8 shows the difference in
the signal returned in these two environments. The smoothly varying, bright colours
over land on the left of the images show a consistent phase return over arid western
Turkmenistan. The noisy, darker pixels to the right of the images show the random
phase return over the Caspian Sea.
A number of approaches can be taken to reduce the impact of decorrelation noise.
Firstly, noisy pixels can be masked out by calculating the ‘coherence’ of an interfer-
ogram. Coherence is a measure of how similar the phase of a pixel is to other pixels
nearby and ranges between 0 (completely incoherent) and 1 (perfect coherence). The
coherence for any pixel can be calculated using a boxcar approach, using all pixels
within a certain window around the pixel of interest (Touzi et al., 1999). Alternatively,
the coherence can be calculated using more sophisticated methods which only com-
pare the phase of a pixel with those of nearby pixels with similar scattering properties,
known as siblings (Spaans and Hooper , 2016). Whichever approach is used, a coherence
threshold can then be applied where pixels with a coherence below such a threshold
are ignored in subsequent processing and analysis.
In addition to simple masking approaches, time series methods have been developed
for InSAR which help to minimise the impact of decorrelation noise. Two broad cate-
gories of time series algorithms have been developed: Small BAseline Subset (SBAS)
and Persistent Scatterer (PS). SBAS techniques construct a network of connected in-
terferograms with small temporal and perpendicular baselines (Berardino et al., 2002,
Hooper , 2008). Smaller temporal baselines (times between satellite acquisitions) re-
duce the likelihood of significant change in scatter properties on the ground. Smaller
perpendicular baselines reduce the differences in viewing geometry between the two
acquisitions. Selecting interferograms with small baselines therefore selects only those
interferograms that are likely to have maximum coherence. Persistent scatterer tech-
niques identify pixels that show phase stability through time (Ferretti et al., 2001,
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Hooper et al., 2004). These pixels are often dominated by a particular stable, strong
scatterer, such as the corner of a building and therefore suffer from very little noise
due to surface properties changing over time. These time series approaches are time
consuming and therefore inappropriate for providing rapid results following an event
such as an earthquake. However, the methods outlined above are useful for studying
the long term activity over fault zones and at volcanoes, where signals are typically
much smaller than those seen in volcanic crises and earthquakes.
1.2.3 Atmospheric Noise
Time series methods can be used to not only reduce the impact of random, decorrela-
tion noise, but also to reduce the impact of atmospheric noise. SAR signals propagate
through the atmosphere and are delayed by varying degrees depending on the prop-
erties of the atmosphere at the time of acquisition. When two SAR images (delayed
by different amounts) are combined to form an interferogram, the delay difference is
manifest as atmospheric noise in the interferogram. Figure 1.9 shows an example In-
SAR time series produced using the time series software package StaMPS (Stanford
Method for Persistent Scatterers, Hooper (2008)). The top row shows the raw phase
values for persistent scatterers identified by the algorithm, referenced to the first image
acquisition. The raw phase on certain dates shows very strong long wavelength signals
(e.g. 20031025), which could be long wavelength atmosphere or due to orbital errors.
These signals can be effectively removed by fitting a bilinear phase ramp to the image
(deramping), as shown in the second row of Figure 1.9.
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The remaining signals seen in the deramped data are either deformation signals or
shorter wavelength atmospheric signals. The region around the Caspian sea is known to
have significant spatial and temporal variation in tropospheric delays (Walters et al.,
2013). The bottom three rows of Figure 1.9 show different methods for mitigating
these tropospheric delays, implemented within the Toolbox for Reducing Atmospheric
InSAR Noise (TRAIN, Bekaert et al. (2015a)). The first approach is to estimate the
correlation between height and phase delay. SAR signals have to traverse more of the
stratified atmosphere when reflecting from points at lower elevation, thus producing a
relationship between atmospheric delay and scatterer height. This relationship is often
seen to be approximately linear and can therefore be estimated and removed from each
interferogram (Elliott et al., 2008). This technique cannot remove atmospheric variation
that is not associated with changes in topography (e.g. turbulent atmospheric delays)
and must be used with caution in regions where deformation is also expected to be
correlated with topography (e.g. many actively deforming mountain belts or volcanoes
(Hamlyn et al., 2018)). Despite these limitations, the method is easy to implement
and can effectively remove significant delays in some regions. The third row on Figure
1.9 shows the results of removing both a ramp and an estimate of the topographically
correlated atmosphere. The differences between these results and those in row two
are relatively small, but can be seen in areas of high topography (dashed box). Other
empirical methods can be used to estimate the atmosphere, such as the spatially variable
power-law approach (Bekaert et al., 2015b).
An alternative approach is to bring in auxiliary data to estimate the atmospheric
delay. Weather models can be used to extract meteorological parameters for each
image acquisition time and derive an atmospheric delay map for each interferogram
(Jolivet et al., 2011). One such model which is routinely used is the ERA-Interim
reanalysis product, which is supplied on a global grid at 0.75 degree spacing. Row
four in Figure 1.9 shows interferograms deramped and corrected using the results of
these weather models. The results appear similar to the linear correction, largely
because the ERA-Interim model is particularly effective at correcting topographically-
correlated atmosphere. However, using weather models also allows for the correction
of long wavelength (on the order of the grid spacing i.e. 0.75 degrees or approximately
80 km) atmospheric signals which are not correlated with topography (e.g. 20041113).
The method cannot account for shorter wavelength signals though and can sometimes
increase the atmospheric noise in places if the weather model (or the interpolation) is
incorrect. For example, the high topography in the dashed box appears to have been
over corrected in many interferograms.
Spatial interpolation can be avoided by using high resolution spectrometer data to
obtain the water content of the atmosphere. Spectrometers such as the Moderate Res-
olution Imaging Spectroradiometer (MODIS) on board the Terra and Aqua satellites
and the Medium Resolution Imaging Spectrometer (MERIS) on board Envisat provide
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measurements of precipitable water vapour (PWV) at a similar resolution to InSAR,
thereby avoiding many of the problems associated with spatial interpolation. MERIS
offers the additional benefit of acquiring data at the same time as SAR acquisitions for
day-time SAR acquisitions by Envisat (Li et al., 2006, Walters et al., 2013), thereby
avoiding interpolation in time as well as space. The bottom row in Figure 1.9 shows
deramped interferograms corrected using MERIS to remove the wet/turbulent compo-
nent of the atmosphere and ERA-Interim to remove the dry/hydrostatic component.
The first thing to note are the significant data gaps due to cloud cover. Some dates
have no cloud-free MERIS data, whilst others have only a tiny fraction of the image
cloud-free. This limitation is the primary disadvantage of spectrometer based methods
and significantly limits their global use. In cloud-free areas, the spectrometer is able to
remove the vast majority of the atmospheric signal, and is generally considered to give
the best representation of the atmosphere in cloud-free areas (Bekaert et al., 2015a).
The largest signals remaining in the interferograms are those on the edges of areas of
missing data, and are likely due to an inadequate cloud mask supplied by the MERIS
product.
Other auxiliary data can be used to correct interferograms, such as GNSS data and
meteorological radar data. GNSS relies on the transmission of radio waves through
the atmosphere in an analogous way to InSAR. As such, these transmissions are de-
layed by the atmosphere in a similar way and can be used to estimate these delays at
specific locations in an interferogram (Li et al., 2003, Yu et al., 2017). These point
delay measurements can then be interpolated to provide an estimate of atmospheric
delay over the entire interferogram. GNSS based methods are unaffected by cloud cover
and offer measurements of the actual state of their immediate, local atmosphere, but
are only applicable in regions with a reasonable density of continuous GNSS stations.
Meteorological radars are used to determine the location of precipitation by measuring
reflections from droplets in the atmosphere. These measurements are obtained on a
continuous basis over a large area surrounding each radar station and therefore offer an
interesting alternative to GNSS measurements. Hanssen et al. (1999) showed a reason-
able correlation between the locations of rainfall events over the Netherlands and the
locations of large delays in interferograms covering the same period. Kinoshita et al.
(2013) observed a similar correlation for a heavy rainfall event over Japan in 2008.
Preliminary investigations of the potential for using weather radar to correct interfer-
ograms has shown some potential (Jackson, 2017), but significant limitations remain.
Meteorological radar measure the location of precipitation but offer no information on
the precipitable water vapour in the atmosphere, which is the most significant compo-
nent of the wet delay in an interferogram. Furthermore, these methods would only be
applicable in locations within range of a meteorological radar.
An alternative approach to those outlined above is to use the properties of the
InSAR time series itself to estimate the atmospheric contribution to each interferogram.
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The atmosphere is expected to be largely uncorrelated in time but highly correlated in
space (Ferretti et al., 2000, 2001), allowing us to construct a combination of temporal
and spatial filters to isolate an estimate of the atmosphere. The combination of a
high-pass filter in time and a low-pass filter in space can provide an estimate of the
atmospheric phase screen (APS) and is commonly referred to as an APS filter. These
filters rely on certain assumptions about the time series which are likely to be invalid in
certain circumstances. For example, an earthquake in the time series would produce a
spatially correlated jump in the displacement time series and thus be partly interpreted
as atmosphere. On the other hand, seasonal variations in atmosphere are not accounted
for by the high-pass temporal filter and could introduce errors in deformation estimates.
Various noise terms can also be reduced by inverting the time series for a linear
surface deformation rate. This process is analogous to stacking a number of interfero-
grams and is expected to reinforce consistent signals and reduce random noise. Linear
velocity maps are shown for each of the InSAR time series discussed above in Figure
1.10. The errors on these velocity maps can be obtained via bootstrapping, where a
random selection of images are used in each bootstrap realisation and the best linear
velocity obtained for that set of images. Similar features can be seen in the lower three
velocity maps, derived from atmospherically corrected InSAR data. In particular, a
region of subsidence is seen in the south of the velocity maps and is likely the result of
oil field exploitation or deformation associated with mud volcanoes visible in satellite
imagery.
1.3 The Earthquake Cycle
InSAR, along with other geodetic techniques, enables us to measure surface deformation
associated with the earthquake cycle. Reid (1910) first suggested that an earthquake
can be considered as a release of stored elastic energy after studying deformation data
from the 1906 San Francisco earthquake. In the elastic rebound model, faults are locked
between earthquakes, accumulating elastic energy, which is then released suddenly in
an earthquake. These different periods of strain accumulation and release have been
termed the interseismic and coseismic stages of the earthquake cycle respectively. The
simple picture of strain accumulation between earthquakes and release in earthquakes
is complicated by other forms of fault motion identified over the last century. Enhanced
strain rates following earthquakes were identified from the 1960s onwards using geodetic
surveys (Smith and Wyss, 1968, Kanamori , 1973, Savage and Church, 1974, Thatcher ,
1975, Reilinger , 1984). Since then, observations of so-called postseismic deformation
have become commonplace, with most moderate to large earthquakes being followed by
a period of enhanced strain (Wright et al., 2013). Furthermore, aseismic slip on faults
has been observed as near-continuous creep (Titus et al., 2006), distinct creep events
(Bilham et al., 2016) and slow-slip events (Beroza and Ide, 2011). The earthquake
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Figure 1.10: Examples of the velocity maps produced by time series inversion of each of the
data sets shown in Figure 1.9. Note that the MERIS velocity map does not include data from
dates mostly covered by cloud.
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Figure 1.11: Example of interseismic deformation observed in the Nepalese Himalaya a) Map
view. Red saw-tooth line is the Main Frontal Thrust (MFT) surface outcrop. Arrows are GNSS
velocities from the Global Strain Rate Model (Kreemer et al., 2014). Coloured triangles show
vertical GNSS velocities from Ader et al. (2012). Coloured squares are levelling data from
(Jackson and Bilham, 1994). Blue rectangle shows extent of swath profile. b) Comparison
between horizontal and vertical deformation rates and topography. Top panel shows profile
parallel GNSS velocities. Lower panel shows vertical velocities from levelling (red) and GNSS
(blue), compared with topography (black).
cycle therefore consists of a number of different phenomena and varies in both space
and time. Despite these complications, it is possible to make some generalisations
about the three main stages of the earthquake cycle. In this section, I will discuss the
general features of interseismic, coseismic and postseismic deformation with particular
reference to dip-slip faulting examples.
1.3.1 Interseismic Deformation
Measurements
Continental thrust faults exhibit a range of styles. They can be large, laterally contin-
uous faults (e.g. Main Himalayan Thrust; Longitudinal Valley Fault, Taiwan) where
a large portion of the regional convergence is accommodated on a single fault. These
large single megathrusts tend to have high slip rates and can be identified using geodesy
(Peyret et al., 2011, Ader et al., 2012, Cheloni et al., 2014). Alternatively, thrust faults
can be small faults within fold-and-thrust belts (e.g. Zagros, Iran) where convergence
is more distributed and is measured over the compressional region (Tatar et al., 2002).
Normal faulting tends to occur within systems of graben where deformation is spread
over a number of smaller faults (e.g. Gulf of Corinth, Greece; Basin and Range, USA).
Extension rates over these fault systems have been measured using geodesy (Briole
et al., 2000, Thatcher , 1999). However, there are some examples of measured extension
rates being assigned to an individual, large normal fault in the region (Chang et al.,
2006, Hreinsdottir and Bennett , 2009).
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Figure 1.12: Example of interseismic deformation from the Alto Tiberina normal fault (ATF),
Italy. Reproduced with permission from Hreinsdottir and Bennett (2009). Horizontal velocities
perpendicular to the strike of the ATF are shown as blue dots, whilst vertical velocities are
green squares (both with error bars corresponding to 95% confidence intervals). Solid and
dashed blue and green lines are model fits to the data using an elastic dislocation model.
Two examples of interseismic deformation are shown in Figures 1.11 and 1.12. The
first example is from the Nepalese Himalaya and shows the convergence between India
and Eurasia. All geodetic measurements are with respect to stable India and have been
collated from Jackson and Bilham (1994), Ader et al. (2012) and Kreemer et al. (2014).
Several key features of interseismic deformation over a major continental thrust fault
can be seen. Firstly, the orogen perpendicular horizontal velocities gradually increase,
from approximately 0 near the Main Frontal Thrust (MFT) to almost 15 mm/yr on
the Tibetan plateau, 160 km away from the MFT surface outcrop. Secondly, interseis-
mic vertical velocities reach their maximum at almost 10 mm/yr approximately 100 km
away from the MFT. This distance coincides with the inflection point in the interseismic
horizontal velocities. These features, combined with estimates of geological shortening
rates (Stevens and Avouac, 2015), indicate that elastic energy is being stored. In other
words, the faults in the region are locked and the interseismic deformation observed is
mostly recoverable rather than permanent. Full details of these data and the tectonics
of the region are described in chapter 3. The second example shows interseismic defor-
mation associated with the Alto Tiberina normal fault (ATF) in Italy (Hreinsdottir and
Bennett , 2009). As in Nepal, both the horizontal and vertical velocity field recorded
by GNSS are affected by elastic strain accumulation on the ATF. However, the vertical
velocities are in the opposite sense of motion to those seen in a thrust faulting setting
and the wavelength and amplitude of the deformation is smaller, due to the lower slip
rates and shallower locking depth.
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Models
For strike-slip faults, interseismic deformation is usually modelled using a screw-dislocation
in an elastic half space (Savage and Burford , 1973, Vernant , 2015). This simple model,
using an infinitely long fault (dislocation), predicts that fault parallel surface velocities
should be a function of perpendicular distance (x) from the fault given by:
v =
s
pi
arctan
x
D
(1.2)
where s is the slip rate on the fault at depths below the locking depth, D. Dip-slip
faults are more complicated in terms of their geometry and cannot be modelled as
vertical, infinitely long faults. Dislocation models are still used to estimate fault slip
rates at thrust faults (Shui-Beih et al., 1990, Vergne et al., 2001, Hsu et al., 2003, Elliott
et al., 2016b), in which case, the dislocation extends over a great distance in the fault-
perpendicular direction, away from the fault locking line. Dip-slip faults are sometimes
modelled in the interseismic period using backslip calculations (Savage, 1983). In these
models, the surface deformation field is explained by the combination of two processes.
Firstly, the surface deformation produced by the whole fault freely sliding at the overall
convergence rate is calculated. Secondly, the deformation expected from motion in the
opposite sense to the convergence direction is calculated for the locked portion of the
fault. The summation of these two deformation fields results in the deformation field
expected from free sliding at depth but not in the locked region. This approach allows
for the degree of locking to vary spatially over the fault, and therefore enable variable
interseismic strain accumulation (e.g Perfettini et al., 2010, Ader et al., 2012, Stevens
and Avouac, 2015).
1.3.2 Coseismic Deformation
Measurements
Strain accumulated in the interseismic period needs to be released, either seismically
or aseismically. Seismic release of strain in earthquakes is often investigated for mod-
erate/large (Mw > 6) dip-slip earthquakes. The potential size of a dip-slip faulting
earthquake depends on the available rupture area. Generally speaking, earthquakes
are restricted to cool, brittle crust since other deformation mechanisms dominate at
higher temperatures (Bu¨rgmann and Dresen, 2008). Where normal faulting occurs
in regions of extended, thinned crust, the seismogenic thickness is smaller, leading to
generally smaller earthquakes. The thickness of the seismogenic layer appears to not
only control the depth extent of faulting, but also along strike segmentation (Jackson
and White, 1989). Conversely, where the crust is thicker, such as at the southern end
of the East African Rift, larger normal faulting earthquakes are possible (Ambraseys,
1991, Hayward and Ebinger , 1996). Shallowly dipping faults such as fold and thrust
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Figure 1.13: Examples of coseismic deformation observed in two regions of thrust faulting. a)
Map of the Nepalese Himalaya overlaid with deformation measurements from the 2015 Mw7.8
Gorkha earthquake. Arrows are GNSS displacements from the earthquake (Galetzka et al.,
2015). InSAR data are one of many ALOS interferograms available for the earthquake (Lindsey
et al., 2015). Blue rectangle shows extent of swath profile. b) Comparison between coseismic
deformation and topography. c) Map of a part of the Sulaiman fold and thrust belt near Sibi,
Pakistan with an ERS interferogram spanning the 1997 Mw7.1 Sibi earthquake overlaid. Black
solid lines are faults and black dashed lines are anticline fold axes (Nissen et al., 2016). Blue
dashed box shows location of swath profile. d) LOS displacements compared with topography.
belt decollements allow a much larger rupture area to exist over the seismogenic depth
range (Hubbard et al., 2015). Furthermore, large earthquakes are possible through
multiple fault segments rupturing at once (Biasi and Wesnousky , 2016, Nissen et al.,
2016).
Examples of coseismic deformation for two regions are shown in Figure 1.13. The
first example comes from the 2015 Mw 7.8 Gorkha earthquake in the Nepal Himalaya,
allowing comparison with the interseismic data in 1.11. The size of the deformation sig-
nal in this earthquake is orders of magnitude greater than those seen in the interseismic
deformation example. This observation, along with the fact that the peak coseismic
uplift signal is south of the peak interseismic uplift signal suggests the earthquake rep-
resents the release of accumulated elastic strain energy. The Gorkha earthquake shows
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a subsidence signal of similar magnitude to the uplift signal, indicative of a shallowly
dipping fault. The second example is from the 1997 Mw 7.1 Sibi (Pakistan) earthquake.
In contrast with the Gorkha example, the subsidence signal in the Sibi earthquake is
much smaller than the main uplift signal, suggesting a more steeply dipping fault plane.
The earthquakes differ in the magnitude and extent of deformation as well, with the
larger Gorkha event causing a higher amplitude, longer wavelength and greater along-
strike surface deformation signal. Finally, the Sibi interferogram shows secondary peaks
in surface deformation south of the main uplift signal. These peaks are likely to be
caused by postseismic deformation contaminating the ERS interferogram (see chapter
4).
Models
Coseismic deformation is usually modelled as an elastic dislocation (Okada, 1985).
Determining the best-fit fault geometry is a non-linear problem and is usually found by
using uniform slip over a rectangular fault plane. Once the fault plane is determined,
it can be split in to many smaller patches and the distribution of slip solved for (Wald
et al., 1996, Koketsu et al., 2004, Elliott et al., 2010, Walker et al., 2013). When splitting
the fault plane in to many smaller patches, the problem is usually under determined
and certain assumptions are required to provide extra constraints. These assumptions
include that slip is smooth in space (usually implemented via Laplacian smoothing)
or that slip is self-similar in an analogous way to fault surfaces (Amey et al., 2018).
Solutions for triangular dislocations have enabled the construction of more complicated
fault geometries (Meade, 2007, Nikkhoo and Walter , 2015) in slip inversions and the use
of Bayesian methods have allowed for the generation of the probability distributions
for slip on each sub-fault (Fukuda and Johnson, 2008, Amey et al., 2018).
1.3.3 Postseismic Deformation
Measurements
Accelerated surface deformation rates have been observed following a number of earth-
quakes (Wright et al., 2013). GNSS stations are routinely used to study these enhanced
deformation rates, and are particularly effective at examining the temporal evolution of
the displacements. The displacement time series often show a logarithmic displacement
history where the rate of surface deformation decreases over time (Ingleby and Wright ,
2017). However, the shape of the postseismic time series varies spatially: some GNSS
time series are better fit using logarithmic functions whereas others are better fit using
exponential decay functions (Rollins et al., 2015). The timescale of this transient de-
formation appears to vary, but postseismic deformation has been observed over decades
(Gourmelen and Amelung , 2005, Copley , 2014, Huang et al., 2016, Zhou et al., 2018)
and possibly centuries (Calais et al., 2002).
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Figure 1.14: Temporal evolution of fault displacement following the 1966 Parkfield earthquake,
reproduced with permission from Smith and Wyss (1968). Each line corresponds to a different
geodetic station, measuring the temporal evolution of displacements across the fault. Inset map
shows the locations of the geodetic stations from Smith and Wyss (1968). Solid black line shows
earthquake rupture trace in 1966, and dashed line is the San Andreas fault trace.
Postseismic deformation is also seen over a number of spatial scales. Short wave-
length features in the vicinity of faults are often seen following earthquakes (Freed ,
2007, Floyd et al., 2016, Wimpenny et al., 2017, Zhou et al., 2018). Fold and thrust
belts often display such short wavelength deformation, particularly associated with
folds (Nishimura et al., 2008, Copley and Reynolds, 2014, Zhou et al., 2018). Broader
deformation signals are also seen in the postseismic period. These signals are clearly
the result of some deeper process, but it is not always simple to determine the cause
(Savage, 1990, Wright et al., 2013).
Examples of postseismic deformation are shown in Figures 1.14 and 1.15. Figure
1.14 shows the temporal evolution of near-field relative displacements across the San
Andreas fault following the 1966 Parkfield earthquake (Smith and Wyss, 1968). Mul-
tiple geodetic stations display a logarithmic displacement evolution over a number of
months, typical of near-field postseismic deformation. Figure 1.15 shows a very differ-
ent postseismic deformation signal. These signals are broad, low amplitude and visible
over 50 years after the causative earthquakes (Ryder et al., 2014). The signals near
Bam Co and east of the Gulu Fault are thought to be produced by lower-crustal flow
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Figure 1.15: InSAR rate maps showing late stage postseismic deformation in Tibet, repro-
duced with permission from Ryder et al. (2014). Colours indicate LOS velocities measured
between 1992 and 2010 using ERS and Envisat. The large uplift signal around Bam Co and
the subsidence signal east of the Gulu Fault are thought to result from lower-crustal flow in
Tibet following earthquakes in 1951 and 1952 (Ryder et al., 2014).
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in the thickened, hot Tibetan crust (Ryder et al., 2014).
Models
Postseismic deformation is modelled using a wide variety of models which have their
basis in viscoelasticity, friction laws and fluid flow. There is still a large degree of
ambiguity as to which processes are more important over different lengthscales and
timescales (see chapter 2). Short wavelength, short timescale features have been ex-
plained by the movement of pore fluids induced by pore pressure changes following
earthquakes (Peltzer et al., 1998, Jo´nsson et al., 2003, Fialko, 2004). Surface deforma-
tion produced by poroelastic rebound can be calculated using the difference between
elastic dislocation models in drained crust and undrained crust simulated using different
values of Poisson’s ratio (Peltzer et al., 1998, Fialko, 2004). The temporal evolution of
such displacements depends on the overall permeability of the porous medium. Jo´nsson
et al. (2003) was able to correlate, both spatially and temporally, changing water levels
in wells with changing pore pressures during and after earthquakes in southern Iceland.
This correlation strongly suggests that poroelastic rebound played a significant role in
producing the postseismic surface deformation observed in this example.
Postseismic deformation closely associated with faults is often thought to result
from ongoing fault slip (afterslip). This slip can be shallow, resulting in very short
wavelength deformation features, or deep, producing longer wavelength deformation.
Afterslip is often modeled using the rate-and-state friction laws (Dieterich, 1972, 1979,
Ruina, 1983, Marone, 1998). These friction laws are empirical fits to data obtained
from laboratory experiments on small samples of various materials including rocks and
simulated fault gouge. These experiments found that the frictional strength of a fault
depends on the sliding rate of the fault and the contact time (or state) of the fault.
Friction can either increase (velocity strengthening) or decrease (velocity weakening)
with an increase in the fault sliding rate. For example, localised slip on bare rock
surfaces tend to show velocity weakening behaviour, whilst distributed shear within
fault gouge tends to show velocity strengthening behaviour (Marone, 1998). Velocity
weakening materials are capable of nucleating earthquake ruptures, since friction drops
as slip rate increases, leading to slip instability and seismic rupture (Ruina, 1983,
Dieterich, 1992). In contrast, velocity strengthening materials prevent a run-away slip
instability from nucleating within them due to friction increasing with sliding rate
(Ruina, 1983, Dieterich, 1992).
In addition to this rate dependence, experiments have revealed an increase in fric-
tional strength with the total time that surfaces are held in contact (Dieterich, 1972).
This behaviour is explained by ‘state’ variation in the rate-and-state friction laws.
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These laws usually take the form of equation 1.3:
µ = µ0 + a ln
(
V
V0
)
+ b ln
(
V0θ
Dc
)
(1.3)
where µ is the coefficient of friction at velocity V and µ0 is the coefficient of friction at a
reference sliding velocity V0. a and b are constants determined from experiments, Dc is
the critical slip distance and θ is the state evolution variable. The evolution of the state
variable is defined using either the slip law (equation 1.4) or the aging law (equation
1.5), both of which can reproduce many features of the laboratory experiments:
dθ
dt
= −V θ
Dc
ln
(
V θ
Dc
)
(1.4)
dθ
dt
= 1− V θ
Dc
(1.5)
where the symbols are as explained above. Whilst these laws have proven successful in
reproducing the laboratory data, questions remain as to their usefulness in geological
settings. These laws are fundamentally an empirical fit to experimental data, and
are not derived from our knowledge of rock mechanics. Using such an experimentally
derived law in conditions which differ by orders of magnitude from those in the original
experiments is a significant assumption (Marone, 1998, van den Ende et al., 2018).
Nevertheless, these rate-and-state friction laws have been widely used to explain a
large number of fault and earthquake phenomena. Using these laws, it is possible to
obtain relationships between the coseismic stress change, the frictional properties of
a fault and its resulting afterslip (Helmstetter and Shaw , 2009, Barbot et al., 2009,
Rousset et al., 2012, Feng et al., 2016). Fault slip evolves logarithmically in time in a
rate-and-state afterslip model.
Alternatively, postseismic fault creep may be the result of other processes such as
pressure solution creep. Pressure solution creep is a low temperature ductile deforma-
tion mechanism where minerals are dissolved in regions of high pressure and precipi-
tated in regions of low pressure. This mechanism has been proposed to explain aseismic
creep on part of the San Andreas fault (Gratier et al., 2011) as well as postseismic creep
(Gratier et al., 2014). Pressure solution creep experiments which mimic a response to
a coseismic stress change produce displacements which follow a power-law relationship
in time (Gratier et al., 2014).
All of the above proposed mechanisms are relatively localised, producing deforma-
tion near the coseismic fault zone. However, broad viscous deformation has also been
suggested as a way to explain postseismic deformation. Over long timescales, the lower
crust and/or the upper mantle may behave like a fluid and be capable of flow (Watts
et al., 2013). At depth, various deformation mechanisms can operate, depending on the
stresses, grain size, temperature and composition of the deforming rocks. Experiments
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on a wide range of materials suggest a general relationship between strain rate, ε˙, and
stress, σ of the form:
ε˙ = Aσnd−mfH2O e
−
Q+ pV
RT (1.6)
where A is a material constant, n is the stress exponent (often referred to as the power-
law exponent), d is the grain size, m is the grain size exponent, fH2O is the water
fugacity, Q is the activation energy, p is the pressure, V is the volume, R is the molar
gas constant and T is the temperature (Kohlstedt et al., 1995, Hirth and Kohlstedt , 2003,
Bu¨rgmann and Dresen, 2008). If the stress exponent, n, is equal to 1, then the material
shows a linear relationship between stress and strain rate, and is controlled by diffusion
creep processes. Stress exponents greater than 1 imply a power-law rheology, where the
effective viscosity of the rheology decreases as stress increases, and are controlled by
dislocation creep processes with typical values for n in the range 2 - 6. The dominant
creep behaviour of a particular rock depends on a wide variety of parameters, making
extrapolation from laboratory samples to the real world challenging (Bu¨rgmann and
Dresen, 2008).
These various flow mechanisms form the basis for modelling broad postseismic de-
formation signals. These models can take the form of a simpler analogue, such as
various arrangements of springs and viscous dashpots (Reilinger , 1986, Pollitz , 1997,
Jo´nsson, 2008), or be based on the actual flow laws themselves (Freed and Bu¨rgmann,
2004, Freed et al., 2010). Unfortunately, it is not always easy to distinguish between vis-
coelastic relaxation and deep fault slip (Savage, 1990). At significantly large distances
however, it is possible to distinguish the role and importance of viscoelastic relaxation
in explaining the observed deformation (Pollitz et al., 2000, Gourmelen and Amelung ,
2005, Bu¨rgmann and Dresen, 2008, Zhao et al., 2017).
1.4 The Bigger Picture
A full understanding of the earthquake cycle requires the tying together of observations
and models from all of the individual stages of the earthquake cycle. The uncertainties
of various observations and models should be accounted for in order to obtain a range
of possible parameters rather than a single best-fit value. Furthermore, relatively short
term observations, made over periods from seconds to centuries need to be combined
with longer term measurements of the earthquake cycle.
1.4.1 Earthquake Cycle Models
The models discussed in section 1.3 are used to investigate individual stages of the
earthquake cycle. Another class of models seek to model the key features of the whole
earthquake cycle. One set of models has arisen out of laboratory experiments on fault
§1.4 The Bigger Picture 29
rocks (Dieterich, 1972, 1979, Marone, 1998). These observations have come to be
explained by the rate-and-state friction laws which have now been widely applied to
various aspects of the earthquake cycle (Marone, 1998, Liu and Rice, 2005, Helmstetter
and Shaw , 2009). Faults with spatially variable rate-and-state friction parameters allow
a number of different phenomena occurring on the same fault (Barbot et al., 2009,
Avouac, 2014).
The laboratory can also be used to develop physical, analogue models of the earth-
quake cycle. Stick-slip models involving spring-slider combinations were some of earliest
developments of analog earthquake cycle models (Byerlee, 1970, Carlson and Langer ,
1989). Springs and sliders have been replaced by more complex analog materials (e.g.
foams, plastics and gels) and observing these models has been greatly helped by the
development of high-speed cameras (Rosenau et al., 2009, Corbi et al., 2013, Caniven
et al., 2015). These more complicated models can be 2D or 3D and incorporate rate-
and-state friction laws as well as viscoelastic materials which are important when inves-
tigating postseismic deformation. Such models tend to focus on subduction megathrusts
and strike-slip faults.
The increase in computational power has allowed the development of more realistic
numerical models of the earthquake cycle. The purely elastic model of Reid (1910) has
since been improved with the addition of viscoelasticity (Savage and Prescott , 1978,
Rundle, 1982), allowing for time-dependent behaviour such as postseismic deforma-
tion. Additional complexity has been added to these models, allowing the modelling
of multiple deformation mechanisms (e.g. Barbot and Fialko, 2010); incorporation of
depth-dependent viscosity structures (e.g. Hetland and Hager , 2006, Riva and Govers,
2009); and the incorporation of non-linear rheologies (e.g. Yamasaki et al., 2010). Many
of these models have been developed using strike-slip faults and often have prescribed
earthquake slip repeated at set intervals.
Hampel and Hetzel (2015) developed a linear, 3D finite element model with a con-
tinental dip-slip fault. Their model includes rheological layering, gravity, isostasy and
far-field tectonic loading forces (extension or compression across the model box). Earth-
quakes are then a function of the loading rate, rather than an imposed, defined param-
eter. Their results are in broad agreement with observations from the L’Aquila and
Chi-Chi earthquakes, although there is some discrepancy in the postseismic results.
In all of the above cases, the earthquake cycle models are developed to match
key features of earthquake cycle deformation. An alternative approach would be to
develop a model which can be used in an inverse sense, whereby the best-fit model
parameters are found using real data. I have developed one such model in chapter
3, where the frictional properties of a fault are solved for using real coseismic and
postseismic deformation data.
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1.4.2 Accounting for Uncertainty using Bayesian Inversions
Many geophysical problems are under-determined, meaning that many different solu-
tions could equally well explain the data we have. For example, when solving for the
distribution of fault slip in an earthquake, often many different solutions can fit the
geodetic, geological and seismological data equally well. The range of solutions which
fit the data can be represented using probability density functions (PDF) which show
the probability that a particular parameter is a certain value.
Bayesian methods can provide these PDFs for a wide range of problems. Bayes’ rule
states that the probability a parameter takes a certain value depends on constraints
provided by the data being modelled, and prior information about the parameter.
Mathematically this is represented as:
p(m|d) ∝ p(d|m)× p(m) (1.7)
where the posterior PDF, p(m|d), is the probability that model parameter m takes
a particular value given the data, d that we observe. p(d|m) is the likelihood of the
model with parameter m, in other words, how well it matches the data and p(m) is the
prior probability of the parameter m. The prior probability is defined using a PDF,
with common forms being Gaussian and uniform prior PDFs. These prior PDFs are
defined explicitly before hand and are generally based on our current understanding
of a given parameter. For example, in the earthquake slip example, we may define a
prior PDF using a uniform distribution which only allows slip between 0 and 10 m for
an earthquake of MW 6. By doing this, we are stating that we know slip cannot be
negative (e.g. left lateral in a right lateral earthquake) or be larger than 10 m for a
moderate sized earthquake.
Throughout this thesis, I use Monte Carlo Markov Chain methods to obtain esti-
mates of the posterior PDF. Samples are obtained as follows, starting from the current
model, mi:
1. Move to new trial model, mi+1 with probability given by the prior PDF
2. Calculate the data likelihood of the model mi+1 and compare it with the data
likelihood of the previous model mi
3. Accept the new trial model as the current model if is more likely than the current
model (p(d|mi+1) > p(d|mi)) or if the ratio of the likelihoods is greater than a
number drawn from a uniform distribution between 0 and 1 (p(d|mi+1)/p(d|mi) >
U(0, 1))
4. Repeat
This algorithm is known as the Metropolis-Hastings algorithm and allows a search of
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parameter space which correctly samples the posterior PDF (Mosegaard and Tarantola,
1995).
1.4.3 Longer Term Measurements
Whereas we have so far considered measurements and models for single earthquake
cycles, it is important to consider longer term earthquake cycle deformation. Accessing
information about deformation from multiple earthquake cycles is challenging due to
the long time spans between earthquakes and the relatively short time span covered by
modern seismological and geodetic measurements. Alternative approaches are therefore
required to study earthquakes that occurred centuries or millennia ago.
In the recent past, the approximate locations and magnitudes of earthquakes can
be determined by historical records. These historical catalogs are constructed using
written records of shaking, damage or ground rupture. Where multiple records exists for
the same earthquake, approximate intensity maps can be produced and the epicentre of
the earthquake estimated. In other cases, only the fact that an earthquake of significant
magnitude occurred can be determined. This approach is limited to inhabited regions
with a long history of written records such as the near and middle-east (Ambraseys and
Melville, 1982) and throughout the Mediterranean (Poirier and Taher , 1980, Boschi ,
2000). These written records can be supplemented by archaeological studies using the
destruction or displacement of ancient structures (Noller and Lightfoot , 1997, Jones
and Stiros, 2000, Meghraoui et al., 2003, Galli and Naso, 2009).
Alternatively, the effects of earthquakes on the landscape can be used to obtain
historical or pre-historical data. In coastal regions, the uplift and subsidence associated
with dip-slip faulting earthquakes can result in relative sea-level changes recorded in
rocks and fossils (Stiros et al., 1992, Kershaw and Guo, 2001). Tropical regions such
as Indonesia enable the use of corals as palaeo-geodetic markers, indicating histories
of relative sea-level rise and fall associated with the subduction megathrust (Meltzner
et al., 2010, Gagan et al., 2015). A different set of tools are available for terrestrial
settings. Fault scarps from surface ruptures are preserved in the landscape to varying
degrees depending on local conditions. These scarps are often measured in height and
length to estimate earthquake magnitudes for relatively recent earthquakes (Middleton
et al., 2016). As fault scarps become eroded over time, it is often necessary to dig
trenches or use road/river cuttings to examine older events. These trenches can be
used to study multiple previous earthquakes and potentially estimate dates for these
events using radiogenic dating techniques (Daeron et al., 2007). Slip rates for strike-
slip faults can be determined by measuring offsets between geomorphic markers such
as streams and dating such offsets (Walker et al., 2010). In some locations, such as
the Italian Apennines, normal faults progressively reveal fault planes which offer the
opportunity to probe temporal and spatial variations in fault slip rate since the last
glacial maximum (Cowie et al., 2017). The exhumation of these fault planes points
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to the interaction between tectonics and topography. The shape of the topography in
actively deforming zones therefore offers another way by which longer term deformation
measurements can be obtained.
1.4.4 Tectonics and Topography
The topography in tectonically active regions such as mountain belts and rift zones is
at least partially controlled by the earthquake cycle. The formation of topography and
geological structures through many earthquake cycles has been long recognised as a
concept (King et al., 1988, Stein et al., 1988, Ainscoe et al., 2017). However, the means
by which such structures develop remains unclear since some earthquakes actually re-
sult in the net destruction of topography (Parker et al., 2011) or the lowering of the
highest peaks (Elliott et al., 2016b, Melnick , 2016). Other mechanisms are therefore
sometimes required to generate topography, such as isostatic rebound (Molnar , 2012),
or deformation during other parts of the earthquake cycle. Nishimura et al. (2008)
observed fold growth using InSAR which was likely related to a nearby Mw 6.8 earth-
quake and Copley and Reynolds (2014) found folds growing due to afterslip over 16
years after the Sefidabeh earthquakes. Stevens and Avouac (2015) argue for the role
of interseismc deformation in building the Himalayas because of the similarity between
uplift patterns produced by their interseismic slip model and the topography along the
Himalayan arc. (Bufe et al., 2017) use InSAR to study deformation along fold axes in
the Tien Shan and Pamir which does not appear to be associated with any particular
earthquake but instead represents interseismic deformation. Melnick (2016) suggest
that the large number of deep, moderate earthquakes along the Andean subduction
zone are responsible for the rise of the Andean coastline. These earthquakes counteract
the subsidence caused by the larger megathrust events.
Models of topographic growth associated with tectonics vary. Deformation asso-
ciated with short wavelength folds is often modelled using elastic dislocation models
(Okada, 1985, Ellis and Densmore, 2006, Copley and Reynolds, 2014, Ainscoe et al.,
2017). The short wavelength of the deformation and resulting topography means that
deeper mechanisms such as viscous flow and isostasy can be ignored in these cases.
Alternatively, kinematic models exist which link the shape of a fold with the shape of
an underlying fault by maintaining layer thicknesses (Suppe, 1983).
Over longer wavelengths, different models can be used which link topography and
tectonics. Fold-and-thrust belts are often modelled using critical taper wedge mechan-
ics, which considers the belt to be similar to a pile of sand being pushed up a shallow
incline (Davis et al., 1983, Dahlen et al., 1984, Dahlen, 1990). In this model, the overall
topographic slope of the wedge is a function of the strength of the basal detachment
and the internal strength of the wedge material (Suppe, 2007). These critical wedges
maintain the overall angle between the basal decollement and the topographic slope
(their taper) by faulting and erosion. Faulting near the toe of the wedge and propaga-
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tion of the fold and thrust belt into the foreland reduces taper, whilst internal, out of
sequence thrusting increases taper. These models have been widely applied in a variety
of settings (Davis et al., 1983, Hubbard et al., 2010, von Hagke et al., 2014, Cubas et al.,
2013), but rest on significant assumptions about the rheology of the belt. Critical taper
models require that the whole wedge be on the verge of failure and consist of uniform
strength material controlled by brittle deformation. These conditions are clearly not
appropriate in all circumstances, particularly in areas where viscous effects are known
to be important.
Thin viscous sheet models treat the lithosphere as a fluid and are appropriate for
modelling long wavelength deformation patterns and topography (England and McKen-
zie, 1982, Walters et al., 2017). Similar models can be used to model mountain ranges
produced by convergence, taking into account the rigid base they are often riding over
(Copley , 2012). These models can reproduce the shape of the topography and pat-
terns of deformation to first order in a number of locations (Copley and McKenzie,
2007, Reynolds et al., 2015). However, these models cannot match short wavelength
deformation due to individual faults.
1.5 Thesis Outline
1.5.1 Aims and Objectives
I aim to investigate continental dip-slip faults and build on the previous work discussed
above. I will make geodetic measurements of the earthquake cycle using InSAR and
combine these with other observations. These observations will then be used to develop
models of the seismic cycle and link earthquake cycle deformation to topography. This
overall aim will be pursued through a number of objectives:
1. Collate geodetic measurements of the seismic cycle from a number of previously
studied dip-slip earthquakes.
2. Use InSAR to produce new surface deformation measurements around dip-slip
faults.
3. Combine all of these geodetic data from multiple stages of the earthquake cycle
to build up a full picture of deformation around dip-slip faults.
4. Determine an appropriate model to explain observations from throughout the
seismic cycle. Develop additional models as required to explain the observations.
5. Examine the relationship between earthquake cycle deformation and topography
in a dip-slip fault setting to see how topography is grown in these regions.
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1.5.2 Outline of Work
In the subsequent chapters, I seek to achieve the objectives stated above. In chapter
2, I collate near-field geodetic measurements of postseismic deformation from a large
number of dip-slip and strike-slip earthquakes. I examine the evolution of postseismic
velocity with time since an earthquake and find a remarkably simple pattern. Post-
seismic velocities are seen to decay as 1/t where t is the time since the earthquake.
This temporal pattern is consistent with fault-zone based processes such as frictional
afterslip or power-law creep in a shear zone, and suggests these processes dominate
near-field deformation for decades. I also found that dip-slip and strike-slip faults were
indistinguishable in the temporal evolution of their postseismic velocities. This chapter
appears in publication as Ingleby and Wright (2017), and contributes to objectives 1,3
and 4.
In chapter 3, I construct an InSAR time series to study postseismic deformation
following the 2015 Mw 7.8 Gorkha earthquake in Nepal. I combine these measurements
with GNSS data to build a picture of the postseismic deformation field in space and
time. I then combine these measurements with interseismic and coseismic geodetic data
from other studies to determine fault geometries which satisfy surface deformation data
from throughout the earthquake cycle. I develop a mechanically coupled model based
on rate-and-state friction which inverts coseismic and postseismic data simultaneously.
I find that a large number of different fault geometries produce acceptable fits to the
available geodetic data, even when using the extra constraint of mechanical coupling
between coseismic and postseismic slip. This chapter has been through peer review
and is in revision for resubmission to the Journal of Geophysical Research. This work
contributes to objectives 2,3 and 4.
In chapter 4, I combine SAR data from three generations of ESA satellites to study
deformation in a fold-and-thrust belt in Pakistan. I build an InSAR time series over
25 years long by tying each of the individual SAR data sets together. This time series
reveals the deformation associated with each stage of the seismic cycle as an earthquake
occurred here in 1997. I separate out the deformation from each stage of the earthquake
cycle and examine their contributions to the topographic growth in the fold-and-thrust
belt. I find that coseismic and postseismic deformation combined are capable of ex-
plaining multiple lengthscales of topography. These findings also have implications for
critical taper wedge mechanics as they show that it is possible to maintain taper in
a single earthquake cycle. This work is presented as a draft paper and contributes to
objectives 2,3 and 5.
In chapter 5, I draw together the findings of the previous three papers and comment
on some common themes. I evaluate my findings in light of the objectives listed above
and consider future directions for research.
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Abstract
Various mechanisms have been proposed to explain the transient, enhanced surface de-
formation rates following earthquakes. Unfortunately, these different mechanisms can
produce very similar surface deformation patterns leading to difficulty in distinguishing
between them. Here, we return to the observations themselves and compile near-field
postseismic velocity measurements following moderate to large continental earthquakes.
We find that these velocities have a remarkably consistent pattern, with velocity in-
versely proportional to time since the earthquake. This suggests that postseismic ve-
locities show an Omori-like decay and that postseismic displacements increase logarith-
mically over time. These observations are inconsistent with simple, linear Maxwell or
Burgers body viscoelastic relaxation mechanisms but are consistent with rate-and-state
frictional afterslip models and power-law shear zone models. The results imply that
postseismic surface deformation measurements are primarily the result of fault zone
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processes, and therefore, that the inference of lower crustal viscosities from near-field
postseismic deformation requires care.
2.1 Introduction
The rheology of the continental lithosphere remains poorly understood, with a number
of different disciplines contributing sometimes conflicting observations. Glacial Isostatic
Adjustment (GIA) studies in continental cratons suggest that the lithosphere has very
high viscosities (> 1022 Pa s) or behaves elastically (e.g. Peltier and Drummond , 2008,
Zhao et al., 2012) and generally resolve deep, mantle relaxation with viscosities on the
order of 1020-1021 Pa s. GIA studies examining plate boundary zones find much thinner
elastic lithospheric thicknesses and mantle viscosities in the range 1018-1019 Pa s (James
et al., 2000, Ivins et al., 2011). On shorter timescales, surface deformation following
the draining of lakes (e.g. England et al., 2013) and strain concentration associated
with interseismic deformation (e.g. Johnson et al., 2007) also suggest relatively high
lithospheric viscosities in the range 1019-1022 Pa s.
Viscosity estimates obtained from early postseismic deformation are typically sev-
eral orders of magnitude lower than those obtained from other disciplines (. 1018 Pa s)
(Watts et al., 2013). Apparent viscosities are often seen to increase with time since
the earthquake leading to inferences of various transient rheologies (e.g. Pollitz , 2003,
Ryder et al., 2007, Freed et al., 2010). Whether these inferred viscosities apply to the
lower crust, upper mantle or simply the fault zone itself is not always clear (Bu¨rgmann
and Dresen, 2008, Wright et al., 2013). Furthermore, the observed surface deforma-
tion can also be explained by ongoing fault slip (afterslip) and it is often challenging
to distinguish between these competing hypotheses (e.g. Savage, 1990, Perfettini and
Avouac, 2004, Ryder et al., 2007, Hao et al., 2012, Wright et al., 2013). Despite these
common challenges, it has been possible to determine the predominant postseismic
deformation mechanism in a selection of cases (e.g. Jo´nsson et al., 2003, Freed , 2007,
Freed et al., 2007, Jo´nsson, 2008).
Many studies do not test multiple models against their postseismic data and so
evaluating the relative importance of different deformation mechanisms is challenging.
Different authors often reach very different conclusions about the lithosphere using
similar observations from the same earthquake (Wright et al., 2013). For example,
postseismic deformation following the 1992 Landers earthquake has been attributed
to deep afterslip (Savage and Svarc, 1997), poroelastic rebound and deep afterslip
(Fialko, 2004), afterslip and fault zone contraction (Massonnet et al., 1996), lower
crustal relaxation (Deng et al., 1998) and power-law mantle flow (Freed and Bu¨rgmann,
2004).
Here, we compile postseismic observations from 34 moderate to large, continental,
intra-crustal earthquakes/earthquake sequences. The majority of these observations
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come from data sources within 25 km of the coseismic fault. We show that the temporal
behaviour over timescales from hours to tens of years is remarkably consistent. The
results support models in which rate-and-state frictional afterslip and/or viscoelastic
relaxation of a power-law shear zone are the primary causes of postseismic deformation.
We discuss the implications for the rheology of the continental lithosphere.
2.2 Data Collection
We compiled 151 postseismic velocity data points from 45 publications. These studies
cover 34 continental earthquakes/earthquake sequences. The use of the full 3D defor-
mation field through time provides the most information about postseismic processes
and rheology. However, trying to combine this information from multiple earthquakes
is challenging. Instead, we combine information about the temporal variation of veloci-
ties from multiple earthquakes. In order to collect a consistent data set across different
earthquakes and time intervals, we extracted the maximum surface velocities observed
in the studied time interval (see Tables A.1-A.4 in the supplementary material). If
displacements are given at different time intervals for the same earthquake, we use the
same observation point (where possible), and this criterion supersedes the criterion of
picking the maximum amplitude signal. In other words, if the location of maximal
displacement moves with time, we do not follow this and instead extract measurements
from the same location through time.
We performed some basic quality control on each measurement by ensuring that
the measurements were part of a spatially consistent deformation field. For example,
an isolated large displacement or velocity measurement surrounded by much much
smaller measurements was ignored. This helped to prevent anomalous, local site effects
or erroneous processing from biasing our data. We do not report error bars on our
measurements due to the variability in how errors are reported in the various studies
used in the compilation.
The distance of the maximum deforming surface location from the coseismic fault
is a reasonable proxy for the depth range of maximum deformation. Most of the
maximum surface velocities come from points in the near-field (Figure 2.2), which
will primarily be affected by near-field, shallow deformation. However, there are some
points are at slightly larger distances, which may suggest deeper deformation (e.g.
in the lower crust) is dominant. Whilst this focus on near-field measurements will
produce an observational bias in our results, it makes a comparison between different
earthquakes much more appropriate. Our results come from earthquakes which span a
range of focal mechanisms, depths and magnitudes, and occurred in a variety of tectonic
settings. This spread of data should reduce any observational bias from other factors
and give us a somewhat representative sample of near-field postseismic deformation on
the continents.
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Furthermore, a variety of measurement techniques were used in the original stud-
ies, primarily GNSS (e.g. GPS), InSAR and levelling. GNSS is routinely used to
study postseismic deformation; GNSS measurements account for 86 of our 151 data
points. In general, horizontal displacements/velocities are reported and we extracted
the maximum values, excluding any clear outliers. Interferometric Synthetic Aperture
Radar (InSAR) has provided 55 of our 151 data points. InSAR measures the change
in distance (range) between the satellite and the ground, equivalent to the projection
of the 3D displacement vector in the satellite line-of-sight (LOS) direction. We chose
to extract the maximum postseismic LOS displacement change for each earthquake.
This approach may underestimate postseismic deformation if the predominant defor-
mation direction is at a large angle to the satellite look direction. In practice, InSAR is
most sensitive to vertical and east-west displacements. Levelling data records changes
in height at particular points along transects and is the source of 10 data points in
our compilation. The method allows dense spatial coverage along transects, but gen-
erally has sparse temporal coverage. Nevertheless, it allows us to study postseismic
deformation from old earthquakes, for example from the 1940 Imperial Valley earth-
quake (Reilinger , 1984). This method is insensitive to horizontal motions, which is
problematic for predominantly strike-slip earthquakes.
Isolating a postseismic signal in actively deforming regions of the earth requires the
removal of other signals (e.g. interseismic deformation). Most of the studies in our
compilation achieve this using data prior to the earthquake or well-established models
of other deformation sources. We note those studies where this signal separation is not
Figure 2.1 (preceding page): Variation of postseismic surface velocities through time. a:
Zoom showing postseismic velocities over the first 90 years. Rapid, early postseismic velocities
are cut off. Grey dots show data, black crosses are data points > 25 km from the fault. Blue
dashes show 95% prediction bounds. b: Coloured lines show time series of postseismic surface
velocities from a number of continental earthquakes display a linear trend in log-log space. Grey
data points show data from earthquakes with less than three postseismic observation times.
Grey points joined by lines represent earthquakes where only 2 time series points have been
acquired - dashed lines mean those two points came from different studies. Blue dashed lines as
in a. c: Normalised results. Light grey circles represent the original data. Blue circles represent
the data normalised using intercepts of linear trends through each earthquake time series (see
text). Red line shows the best-fitting Omori model and black solid lines show the region where
95% of Omori models plot. Data sources: Barbot et al. (2008), Atzori et al. (2008), Reddy et al.
(2012), Calais et al. (2002), Hsu et al. (2002), Perfettini and Avouac (2004), Gourmelen and
Amelung (2005), Hammond et al. (2009), Hetland and Hager (2003), Bie et al. (2013), Biggs
et al. (2009), Freed et al. (2006a), Pollitz (2005), Lammali et al. (1997), Pollitz et al. (2012),
Amoruso et al. (2005), Hao et al. (2012), Nishimura and Thatcher (2003), Reilinger (1986),
Pollitz and Thatcher (2010), Reilinger (1984), Dalla Via (2005), Ergintav et al. (2009), Diao
et al. (2010), Ryder et al. (2011), Deng et al. (1998), D’Agostino et al. (2012), Ryder et al.
(2007), Vergnolle (2003), Copley et al. (2012), Floyd et al. (2016), Ryder et al. (2010), Deng
et al. (1999), Jouanne et al. (2011), Barbot et al. (2009), Langbein (2006), Podgorski et al.
(2007), Jo´nsson (2008), Copley and Reynolds (2014), Copley (2014), Riva et al. (2007), Dogan
et al. (2014), Feng et al. (2014), Cetin et al. (2012), Mahsas et al. (2008)
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possible in Table S1 in the online supplement (e.g. Calais et al., 2002, Vergnolle, 2003).
The earliest velocity observations included in our compilation are 3.5 hours after an
earthquake and the latest are 91.5 years after. Postseismic velocities range from over
10,000 mm/yr immediately following an earthquake to less than 1 mm/yr decades later.
Using a log-log plot allows us to show the data clearly from all time scales (Figure 2.1).
We connect data points from earthquakes where multiple postseismic deformation rates
from different times after the earthquake were available.
In order to examine postseismic velocities at very early times we use data from GPS
stations POMM, LAND and HUNT following the 2004 Parkfield earthquake (Langbein,
2006). We use the 30 minute solutions provided by Langbein (2006) to examine post-
seismic velocities very shortly after an earthquake. There is significant scatter in the
individual 30 minute solutions but a clear trend is visible in the displacement time se-
ries. We perform a piece-wise linear fit to the data and extract the postseismic surface
velocity over different intervals following the earthquake.
Approximately one hundred years after an earthquake, the postseismic signal is only
just detectable with current measurement techniques. The latest postseismic velocity
estimates we have are those from earthquakes in Mongolia, including the M 8.4 Bol-
nay earthquake (Calais et al., 2002, Vergnolle, 2003). These estimates are dependent
on models to deconvolve secular, long-lived deformation and transient, postseismic ve-
locities and as such do not represent ‘raw’ observations. Despite this difficulty, the
postseismic deformation estimates from these points agree with data from earlier in the
postseismic phase.
The data show a remarkably simple trend in log-log space, with a gradient of ap-
proximately -1. Postseismic surface velocity (V ) is inversely proportional to the time
since the earthquake (t). This trend is evident in individual earthquakes as well as for
the whole data set. With these results, we can estimate the range of possible postseis-
mic surface velocities at a given time after an earthquake, assuming a 1/t relationship.
Ninety-five percent of our postseismic velocities lie between the blue dashed lines on
Figure 2.1, with a factor of approximately 55 separating the lower velocities and higher
velocities at any time. This information may be particularly useful for targeting future
studies of long-lived postseismic deformation, or deploying GNSS stations.
2.3 Data Analysis
2.3.1 Normalised Results
There is some scatter in the data which can be attributed to a number of factors. These
earthquakes have different magnitudes, depths and mechanisms, have occurred in dif-
ferent parts of the world, and have been observed using different techniques at different
distances from the coseismic fault. However, given the large number of variables which
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could control postseismic surface velocities, it is surprising how little scatter there is in
the data.
A linear regression on each of the individual earthquakes where three or more post-
seismic velocity measurements were available gave gradients with a mean of -0.96 and a
standard deviation of 0.24. Coefficient of determination (R2) values for these fits were
generally high, with most (16 out of 22) higher than 0.9. The slope of the relationship
is remarkably similar for all earthquakes, but there is a scale factor that affects the
magnitude of postseismic velocities. To remove this effect we normalised each individ-
ual earthquake time series. The normalisation was based on the linear regression such
that the linear fit for each earthquake had a value of 12.16 mm/yr (log V = 1.09) at a
time of 1 year (log t = 0); this normalised the results to the mean linear fit to all the
data. The normalised results show significant reduction in scatter and have a gradient
of −0.92± 0.13 (95% confidence interval from Bayesian inversion) close to the average
gradient of the individual earthquakes (Figure 2.1).
2.3.2 Scaling Factors
We investigate whether these postseismic velocities are dependent on a number of phys-
ical properties of the earthquake (moment, depth, focal mechanism) or are measuring
artifacts (distance of the observation from the fault, measuring technique) (Figure 2.2).
Earthquake stress drop is expected to play a significant role in determining the magni-
tude of any postseismic response. Larger stress drops result in greater stress transfer to
neighbouring regions of the fault/lithosphere. However, the surface deformation result-
ing from regions releasing stress depends on how large these regions are (determined
by magnitude), and where they are in the lithosphere (determined by depth and fo-
cal mechanism). Stress drops are not easily accessible or generally well resolved for all
earthquakes in our compilation, and so we do not include this parameter in our analysis.
We performed a Bayesian inversion to determine the linear regression coefficients and
their errors for magnitude, distance from fault, CMT depth and time since the earth-
quake. Time exerted the strongest control, with magnitude and distance from fault
playing secondary roles. We found that larger earthquakes generally produced greater
postseismic velocities, and that velocities increased with distance from the fault (for
distances up to 35 km). CMT depth appeared to play no significant role, but this may
be due to large errors in the reported CMT depths.
On a larger scale, there may be scatter due to lateral rheological heterogeneity
over the Earth’s surface. To test this, we plot each earthquake’s power-law decay
coefficient at the location of the earthquake (see Figure A.1). We find no clear patterns,
although higher decay coefficients are seen in the Tibetan plateau, suggesting that
postseismic relaxation may occur more rapidly there. We also examined whether the
best-fit velocity gradient or intercept varies with time after an earthquake by using the
fits to individual earthquakes (see Figure A.2). There was no clear pattern, with both
58 Chapter 2: Omori decay of postseismic velocities
0
1
2
3
4
Lo
g(
ve
lo
ci
ty
/(m
m
/y
r)
)
-3 -2 -1 0 1 2
Log(time/years)
0
1
2
3
4
Lo
g(
ve
lo
ci
ty
/(m
m
/y
r)
)
-3 -2 -1 0 1 2
Log(time/years)
5.5 6.0 6.5 7.0 7.5 8.0
Magnitude
0
1
2
3
4
Lo
g(
ve
lo
ci
ty
/(m
m
/y
r)
)
-3 -2 -1 0 1 2
0
1
2
3
4
Lo
g(
ve
lo
ci
ty
/(m
m
/y
r)
)
10 15 20 25 30 35
Depth (km)
0
1
2
3
4
Lo
g(
ve
lo
ci
ty
/(m
m
/y
r)
)
-3 -2 -1 0 1 2
Log(time/years)
0 10 20 30 40 50
Distance (km)
0
20
40
60
80
100
C
ou
nt
s
0 10 20 30 40 50
X (km)
0 10 20 30
CMT D (km)
6 7 8
Mw
GPSInSARLevelling
Strike-slipThrustNormal
a b
c d
e
f
Figure 2.2: Variation of postseismic deformation results with other possible controls. a:
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velocity gradients and intercepts seemingly independent of time since the earthquake.
2.3.3 Consistency with Omori’s Law
Our data compilation suggests that postseismic velocities can be fit using a version
of Omori’s law. Utsu (1957) developed the modified Omori’s law which describes the
number of aftershocks, n, expected at any time, t, after an earthquake:
n(t) =
K
(t+ c)p
(2.1)
Our postseismic velocity compilation can be fit using an equation of the same form,
where n(t) is replaced with V (t). We find that p values range between 0.80 and 1.04
(at 95% confidence).
2.4 Modelling
We use the temporal constraints provided by these observations to test postseismic
relaxation models for the crust/upper mantle and fault zones. These models are all
based on viscoelastic relaxation or afterslip. We do not consider poroelastic rebound
here since this effect is only expected to last a short time following an earthquake
(Jo´nsson et al., 2003, Fialko, 2004, Wright et al., 2013).
2.4.1 Linear Maxwell Models
The simplest rheological model usually invoked to explain postseismic deformation is
the linear Maxwell model. A Maxwell material can be conceptualised as an elastic
spring and viscous dash pot in series. In an earthquake there is an instantaneous
elastic response followed by a decaying response through time as the material relaxes.
Postseismic velocity in a Maxwell material will decay exponentially as:
V (t) = V0e
−t
τ (2.2)
where V0 and τ are constants (e.g. Monte´si , 2004). The Maxwell relaxation time of
the material (τ) is equal to the ratio of viscosity (η) to shear modulus (µ), and the
instantaneous velocity (V0) is inversely proportional to the relaxation time. Although
instantaneous postseismic velocities at any time can be matched by this linear Maxwell
model, it cannot explain the temporal decay. Low viscosities are required to explain
rapid early motions whilst higher viscosities would be required to explain sustained
slow motion (Figure 2.3).
A slightly more complicated linear rheology is a Burgers body. The Burgers body
has a Maxwell material in series with a Kelvin (Voigt) material and shows two relaxation
times (τ) (e.g. Pollitz , 2003, 2005). A transient phase of deformation is observed as
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the Kelvin material relaxes which is superimposed on the longer timescale Maxwell
relaxation. Postseismic motion in a Burgers rheology can be described using:
V (t) = V0
[
e
− t
τ1 +Ke
− t
τ2
]
(2.3)
where τi = ηiµi , V0 is a constant initial velocity and K is a scalar (Malkin and Isayev ,
2012). The curves produced by these analytical expressions have the same form as
those produced using VISCO1D (Pollitz , 1992), suggesting the use of these expressions
is valid. We perform a Bayesian inversion to obtain the maximum likelihood solution for
a Burgers body (Figure 2.3). We find that a 1D Burgers body model can produce results
within the scatter of the data. The acceptable ratios of relaxation times are shown in a
histogram in Figure 2.3. If both relaxing elements have a similar shear modulus, then
the ratio in relaxation times can be seen as a ratio in viscosities. We find viscosity ratios
of approximately 100 best fit the data. This is larger than the typical ratios found in
previous studies (Ryder et al., 2011; and references therein), and is likely due to the
need to explain a greater time range of observations simultaneously. Overall though,
the model prediction is inconsistent with the linear log-log trends observed in both the
overall data compilation and in individual earthquakes.
Linear Maxwell models and Burgers body models cannot adequately reproduce
the temporal evolution observed for postseismic velocities over extended time periods.
The addition of more viscoelastic relaxation elements (e.g. a continuum of viscosity
values) is able to better reproduce the observed trends (Hetland and Hager , 2006). This
viscosity variation may also be in space, for example with depth (Riva and Govers, 2009,
Yamasaki and Houseman, 2012), or distance from the fault zone (e.g. Yamasaki et al.,
2014). Viscosity has an exponential dependence on depth leading to viscosity varying
over orders of magnitude in the lithosphere (Riva and Govers, 2009, Yamasaki and
Houseman, 2012). The sum of these various relaxing elements is capable of reproducing
the linear trends seen in the data when viscosity varies over similar ranges found in
nature (e.g. 1017 - 1021 Pa s).
2.4.2 Afterslip Models
The rate-and-state friction law (Dieterich, 1979) has been widely used to explain a
number of fault-related phenomena including earthquakes, slow slip events, steady creep
and afterslip. A number of authors have applied the rate-and-state friction law to
postseismic afterslip (Marone, 1998, Hearn, 2002, Barbot et al., 2009). Rate-and-state
friction is often simplified by assuming the fault is close to the steady-state regime.
Close to the steady-state regime the state variable is constant in time (θ˙ = 0) and
there is no loading stress rate. Under these conditions Marone (1998) showed that
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postseismic velocities are:
V (t) =
V0
1 + tτ
(2.4)
where τ is a characteristic decay time. In this regime velocity is seen to decay with
time following a 1/t relationship from an initial value V0 (Figure 2.3). This is identical
to the modified Omori’s law formulation (equation 2.1) if c = τ , K = V0τ and p = 1.
The model reproduces the overall temporal decay well.
2.4.3 Shear Zone Models
Monte´si (2004) investigated postseismic deformation in a power-law shear zone and
derived a general relaxation law describing postseismic relaxation:
Vs(t) = V0
[
1 +
(
1− 1
n
)
t
τ
] −1
(1− 1n) (2.5)
where n is the power-law exponent. Non-linear rheologies are those where strain rate
is proportional to stress raised to the value of the power-law exponent.
This relaxation law allows us to test various shear zone rheologies since the surface
velocity is simply expected to be directly proportional to the shear zone velocity. The
law simplifies to two end members. When 1/n→ 1, the general law tends towards the
following:
Vs(t) = V0e
−t
τ (2.6)
This equation defines Newtonian viscous flow in a shear zone and is identical to
the linear Maxwell result (equation 2.2). This is shown as the blue line in Figure 2.3d.
When n 1 and therefore 1/n→ 0 we obtain the equation for rate-and-state afterslip
(equation 2.4) (Monte´si , 2004). From postseismic deformation alone, it is impossible
to distinguish between postseismic relaxation of a shear zone with high n and frictional
afterslip (see red line in Figure 2.3d). These models are also capable of explaining
the overall pattern seen in our postseismic deformation data, provided the power-law
exponent is greater than the usual range of experimentally determined values.
2.5 Discussion
2.5.1 Agreement with Common Postseismic Observations
Our compilation of observations is in agreement with a number of common postseismic
observations which we outline below. Firstly, postseismic surface displacement time-
series are commonly fit using logarithmic equations (e.g. Donnellan and Lyzenga, 1998,
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Freed et al., 2006a, Mahsas et al., 2008, Dogan et al., 2014). These equations take the
general form:
x(t) = C ln(1 +
t
τ
) (2.7)
where C is a constant and τ is a time constant. If this equation is differentiated then we
obtain the equation predicted by rate-and-state afterslip and/or relaxation of a high-n
shear zone (i.e. V ∝ 1/t for high t). Our data also show that postseismic deformation
takes an identical functional form to Omori’s law describing the decay of aftershocks
(equation 2.1). Typical p values lie in the range 0.6 – 2.5 with a median of about 1.1
(Utsu et al., 1995). Our value for the decay of postseismic surface deformation through
time has a p value of about 1 which shows that both post-earthquake processes decay
at similar rates. Aftershock sequences for continental earthquakes can last for decades
to centuries (e.g. Ryall , 1977, Utsu et al., 1995, Ebel et al., 2000, Stein and Liu, 2009)
which is in agreement with the long postseismic deformation timescales included here.
Many have noted the similar decay rates of aftershocks and afterslip velocity, leading
to the proposition that aftershocks are primarily controlled by frictional afterslip (e.g.
Perfettini and Avouac, 2004, Savage et al., 2007, Helmstetter and Shaw , 2009).
When postseismic relaxation is explained using a viscoelastic material, many au-
thors have noted an apparent increase in crustal/mantle viscosity through time fol-
lowing earthquakes (e.g. Pollitz , 2003, Freed et al., 2006a, Ryder et al., 2007). Our
results support this observation and show that this trend continues over a period of
100 years (Figure 2.3). Maxwell viscoelastic models require an increase in effective
viscosity through time in order to match the decreasing postseismic velocities. This
changing effective viscosity is sometimes modeled using multiple layers with different
viscosity (e.g. Jo´nsson, 2008, Hetland and Hager , 2006); a transient rheology like a
Burgers body or standard linear solid (e.g. Pollitz , 2003, 2005, Ryder et al., 2007,
2011); power-law rheologies (e.g. Freed and Bu¨rgmann, 2004, Freed et al., 2006b) or a
combination of the above. Our compilation shows that any successful model must have
a continuously changing viscosity, e.g. power-law models with high n or linear models
with a large number of relaxation times.
2.5.2 Temporal Variation and Model Characteristics
We have sampled postseismic deformation over a long time period: from a number of
hours after an earthquake up to almost one hundred years later. All these data define a
linear trend in log-log space with a gradient close to minus one. This observation sug-
gests that all continental earthquakes exhibit similar temporal postseismic deformation
patterns and allows us to give bounds for expected postseismic velocities at any given
time after an earthquake.
Univiscous linear Maxwell materials and Burgers bodies with just two relaxation
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times cannot reproduce the linear trends seen in our compilation. Viscoelastic models
need to be more complex with variations of viscosity in time, space or both. In suffi-
ciently complex rheologies, the surface displacements can be described by a logarithmic
function, which when differentiated will produce a 1/t relationship (Hetland and Hager ,
2006). If viscosity varies sufficiently with depth, then the sum of the different relaxing
layers can reproduce the linear trends seen in the data. The range of viscosities required
to fit the data is similar to that proposed by (Yamasaki and Houseman, 2012).
Power-law creep can reproduce linear trends in log-log space as required by our
data. This model is also supported by rock experimental results but the exponents
found in these studies are usually between 2 and 5 (Carter and Tsenn, 1987, Hirth and
Kohlstedt , 2003, Freed and Bu¨rgmann, 2004). Our compilation requires higher power-
law exponents: matching the gradient of the data to the same degree as the afterslip
model requires an value for n of infinity. Such high values of n suggest brittle, rather
than ductile deformation and suggest that either the experimental results cannot be
scaled up to tectonic conditions or more likely, that afterslip is the dominant mechanism
recorded by our data.
2.5.3 Localised Deformation
We find that the temporal variation of our near-field compilation is best explained
by afterslip or power-law creep at high n. Afterslip is a very localised deformation
mechanism, involving continued slip on the fault plane. Moore and Parsons (2015)
found that a power-law rheology contributed to the narrowing of viscous shear zones.
They found that narrow shear zones would develop in viscous materials where viscosity
varies with depth, with shear-stress heating further narrowing the shear zone. Our data
is consistent with a localisation of postseismic deformation as aseismic afterslip in the
upper crust and in deep shear zones in the mid-lower crust.
Fault zone related processes best explaining our compilation is perhaps not surpris-
ing, since our surface velocity measurements are mostly from within a few km of the
fault zone (Figure 2.2). These lengthscales are certainly small enough to be affected
by processes centred on the fault zone (e.g. Freed , 2007) and may be dominated by
fault zone processes rather than lithospheric relaxation. Furthermore, other strands of
evidence support localised deformation in fault zones. Geodesy reveals that the major-
ity of continental fault zones show significant strain localisation between earthquakes
(Wright et al., 2013, Vernant , 2015). Geological evidence from exhumed roots of faults
shows that motion at depth is likely localised into shear zones up to a few kilometres
wide (Hanmer , 1988, Norris and Cooper , 2003, Vauchez and Tommasi , 2003, Frost
et al., 2011). Seismic experiments have also shown deep narrow structures along the
North Anatolian Fault in Turkey (Fichtner et al., 2013, Kahraman et al., 2015, Taylor
et al., 2016), the San Andreas (Zhu, 2000) and dip-slip faults in Tibet (Zhang et al.,
2014).
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Both afterslip models and power-law creep models find support from other ob-
servations. Afterslip models can explain the temporal decay in aftershock frequency
(Helmstetter and Shaw , 2009). The rate-and-state friction laws which form the basis
for the afterslip models used here can also explain a large number of other aspects of
the seismic cycle (Dieterich, 1994, Marone, 1998, Liu and Rice, 2005, Helmstetter and
Shaw , 2009). At high temperatures and stresses, rocks deform by power-law creep in
laboratory experiments (Wilks and Carter , 1990, Kohlstedt et al., 1995, Monte´si and
Hirth, 2003, Bu¨rgmann and Dresen, 2008). These conditions may be prevalent in the
deeper portions of fault zones.
Fault zone relaxation processes are usually considered to be relatively short-lived,
but our data spans decades of the postseismic period. Afterslip has been observed in a
few examples decades after earthquakes (Reilinger , 1984, Kaneko et al., 2013, Copley
and Reynolds, 2014, Copley , 2014) and often is not tested for on these long timescales.
Studies examining postseismic deformation decades after an earthquake should consider
the role of continued afterslip, especially for explaining near-fault observations.
Whilst afterslip/power-law creep can explain the temporal variation seen in our
data, it is unclear whether it can explain the time varying spatial patterns of postseis-
mic deformation. For example, immediately after an earthquake, poroelastic rebound
may play a significant role in determining the spatial pattern of postseismic deforma-
tion (Jo´nsson et al., 2003, Fialko, 2004) in the near field. Other studies have suggested
that broad viscoelastic relaxation of the mantle is required to match far field observa-
tions, for example after the 2002 Denali (Alaska) earthquake (Freed et al., 2006a) or the
Landers and Hector Mine earthquakes in California (Freed et al., 2007). In our study,
measurements greater than 25 km away from the fault (marked with crosses on Figure
2.1c) are slightly separate from the main trend, suggesting a different mechanism may
be operating here. While we argue that the temporal decay of postseismic deforma-
tion is a powerful discriminant between competing mechanisms, the spatial patterns of
postseismic deformation have been enough to constrain the most important deforma-
tion mechanism in a selection of cases (e.g. Jo´nsson et al., 2003, Freed et al., 2006a,
Freed , 2007, Copley et al., 2012).
2.5.4 Implications
Despite these caveats, our findings have some important implications. Our compila-
tion suggests that fault zone processes (afterslip or high n shear zones) generate the
largest near-field postseismic signals. These signals may dominate postseismic defor-
mation fields for decades, particularly at near-field sites. As such, caution should be
exercised when interpreting lower-crustal viscosities derived from postseismic studies
using predominantly near-field data.
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Abstract
The geometry and frictional properties of a fault system are key parameters required
to understand its seismic behaviour. The Main Himalayan Thrust in Nepal is the type
example of a continental megathrust and forms part of a fault system which accom-
modates a significant fraction of India-Eurasia convergence. Despite extensive study of
this zone of shortening, the geometry of the fault system remains controversial. Here,
we use interseismic, coseismic and postseismic geodetic data in Nepal to investigate
the proposed down-dip geometries. We use interseismic and coseismic data from previ-
ous studies, acquired before and during the 2015 Mw 7.8 Gorkha earthquake. We then
supplement these by processing our own postseismic deformation data, acquired follow-
ing the Gorkha earthquake. We find that kinematic modelling of geodetic data alone
cannot easily distinguish between the previously proposed geometries. We therefore
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develop a mechanical joint coseismic-postseismic slip inversion which simultaneously
solves for the distribution of coseismic slip and rate-strengthening friction parameters.
We run this inversion using the proposed geometries and find that they are all capable
of explaining the majority of geodetic data. We find values for the rate parameter, a,
from the rate-and-state friction law that are between 0.8−1.6×10−3, depending on the
geometry used. These values are in agreement with results from laboratory studies and
those inferred from other earthquakes. We suggest that the limitations of earthquake
cycle geodesy partly explain the continued controversy over the geometry and role of
various faults in the Nepal Himalaya.
3.1 Introduction
Continental megathrusts are capable of hosting some of the largest earthquakes in
the world (Hubbard et al., 2015). The size of dip-slip faulting earthquakes can be
controlled by the down-dip geometry of the fault system (e.g. Elliott et al., 2011, Bonini
et al., 2014, Hubbard et al., 2016), and as such, the geometry of these fault systems is
important for seismic hazard analysis. In addition to geometrical complexities playing
a role in rupture size, regions with different frictional properties are also thought to
be significant in controlling rupture propagation and arrest (e.g. Perfettini et al., 2010,
Jolivet et al., 2015, Avouac et al., 2015).
The type example of a continental megathrust is the fault system underlying the
Nepal Himalaya. India is currently converging with Eurasia at a rate of approximately
40 mm/yr, with roughly half of this convergence accommodated in the Himalaya on the
southern border of the Tibetan Plateau (Stevens and Avouac, 2015). The way in which
this convergence is accommodated remains controversial. In particular, the geometry
of the system of faults over which shortening occurs is still debated (e.g. Pandey et al.,
1995, Lave´ and Avouac, 2001, Hodges et al., 2004, Wobus et al., 2005).
The MW 7.8 Gorkha earthquake of 25th April 2015 has presented an opportunity to
learn more about the causative fault system, with a large number of studies examining
the rupture in detail. Unfortunately, a consensus has not yet emerged, and instead,
the earthquake has highlighted the variety of possible geometries that can be inferred
from a range of data sets. Geometries used to model coseismic slip include single planes
(e.g. Avouac et al., 2015), faults incorporating a laterally-continuous (e.g. Elliott et al.,
2016) or spatially-varying (e.g. Hubbard et al., 2016) mid-crustal ramp, and models
including a shallow splay fault (e.g. Whipple et al., 2016). Section 3.3 contains a more
detailed explanation of the different proposed geometries.
Geodetic techniques such as Global Navigation Satellite Systems (GNSS), Interfer-
ometric Synthetic Aperture Radar (InSAR), SAR/optical pixel tracking and levelling
are powerful tools for investigating fault geometry and slip at depth. Most of the works
examining the Gorkha rupture have used geodesy to either infer the fault geometry
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(Wang and Fialko, 2015, Elliott et al., 2016, Whipple et al., 2016) or constrain the
distribution of slip on an assumed geometry (Avouac et al., 2015, Lindsey et al., 2015,
Galetzka et al., 2015, Grandin et al., 2015, Hubbard et al., 2016). Elliott et al. (2016)
used interseismic deformation data as a further constraint in their investigation of pos-
sible fault geometries, although they solved for coseismic and interseismic geometries
independently.
Here, we use geodetic data from each stage of the earthquake cycle in Nepal to
test different down-dip fault geometries. We seek time-invariant fault geometries that
are capable of matching surface geodetic data satisfactorily, given estimates of their
uncertainties. Coseismic and interseismic deformation data are readily available for
Nepal, having been acquired prior to and during the 2015 Mw 7.8 Gorkha earthquake
(e.g. Lindsey et al., 2015, Galetzka et al., 2015, Elliott et al., 2016, Jackson and Bil-
ham, 1994, Ader et al., 2012). However, the postseismic deformation that followed is
less well studied (Gualandi et al., 2016, Sreejith et al., 2016, Mencin et al., 2016, Zhao
et al., 2017, Jiang et al., 2018, Wang and Fialko, 2018). These postseismic studies
find a relatively small deformation signal, which is more dependent on the data pro-
cessing methods applied. We therefore independently process GNSS and InSAR data
using different approaches to previous studies over Nepal to obtain our own postseismic
deformation measurements.
Deriving these postseismic deformation measurements also enables us to examine
the continuing and evolving hazard following the Nepal earthquake. Palaeoseismology
has shown that previous earthquakes have ruptured all the way to the surface, with
many metres of slip along the Main Frontal Thrust (MFT) (Sapkota et al., 2013).
However, the Gorkha earthquake failed to rupture to the surface, meaning a large
section of the Main Himalayan Thrust (MHT) likely remains capable of producing
future damaging earthquakes. Furthermore, the region to the west of the Gorkha
earthquake remains an area of concern. The last large earthquake to occur here was
in 1505 and could have exceeded MW 8.5, leading to a potential slip deficit of over 10
m (Bilham and Wallace, 2005, Avouac et al., 2015). An alternative means of releasing
strain on these portions of the MHT is through aseismic afterslip, which has been
observed following a large number of earthquakes (Hearn, 2002, Freed , 2007, Wright
et al., 2013, Ingleby and Wright , 2017). Determining which parts of the MHT are
slipping aseismically is vital for assessing the ongoing seismic hazard in the region
(Avouac et al., 2015).
Furthermore, any afterslip can be used to investigate the frictional properties of the
sliding faults (e.g. Perfettini and Avouac, 2004, Barbot and Fialko, 2010, Copley and
Jolivet , 2016, Wimpenny et al., 2017). Using the geometries constrained by earthquake
cycle geodesy, we can obtain the stress transferred to other regions of the fault due to
the earthquake. The relationship between the calculated stress change in these regions
and the resulting inferred afterslip allows us to place constraints on frictional properties
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on the major faults in Nepal.
We begin by obtaining measurements of the postseismic deformation following the
Gorkha event using GNSS and InSAR. Following this, we investigate possible fault
geometries within Nepal in light of deformation data from various stages of the earth-
quake cycle. Finally, we use these geometries as a starting point for determining the
frictional properties of the fault system by inverting for a self-consistent mechanical
model of coseismic and postseismic slip.
3.2 Measurements of Postseismic Deformation
3.2.1 Previous Studies
There have been a number of postseismic deformation studies following the Gorkha
event. Gualandi et al. (2016) used continuous GNSS stations in Nepal to study the
transient postseismic deformation up until November 2015. They isolated the post-
seismic signal using Independent Component Analysis and found that GNSS stations
showed predominantly southwards motion with the amount of motion increasing to a
maximum of approximately 65 mm at CHLM. Mencin et al. (2016) also used GNSS
stations to examine deformation following the Gorkha earthquake. They isolated the
postseismic signal using a combination of interseismic and hydrological loading models
and found a similar pattern of deformation to Gualandi et al. (2016). One problem
faced by both of these studies is the lack of GNSS data on the Tibetan plateau. This
means that inferred postseismic deformation models are largely unconstrained north of
the Himalayan range. Zhao et al. (2017) and Jiang et al. (2018) supplemented GNSS
stations south of the Himalayan range with a small number of stations operating in
southern Tibet. These far-field stations record small postseismic displacements towards
the rupture zone, whilst the stations south of the range show similar displacements to
other studies.
Sreejith et al. (2016) used InSAR, combined with four GNSS station time series to
examine postseismic deformation up to 88 days after the main shock. Their InSAR
data provides further constraints to the north of the Himalayan range and supplements
the GNSS data constraints. The InSAR results show a range decrease of 10 - 15 cm
consistent with uplift north of the coseismic rupture. This is in broad agreement with
GNSS stations showing increasing deformation to the north. Wang and Fialko (2018)
present the most comprehensive range of postseismic deformation data to date, with
GNSS data south of the Himalayan range up until March 2017 and InSAR data from
several satellite tracks. Their results agree with the picture given by previous studies,
and their InSAR data suggest relatively localised uplift north of the coseismic rupture.
Here, we use a combination of GNSS and InSAR data to measure the surface defor-
mation following the Gorkha event. We use a Bayesian technique to estimate the GNSS
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postseismic position uncertainties and construct an InSAR time series using StaMPS
(Hooper et al., 2012).
3.2.2 Data Sets
GNSS Data
We use GNSS stations which were deployed and maintained through a collaboration
between California Institute of Technology and the Department of Mines and Geology
(Nepal). Some additional stations were deployed by Roger Bilham, Rebecca Bendick,
and David Mencin following the 2015 Gorkha earthquake. We use the 24-hour final daily
position time series processed by the Nevada Geodetic Laboratory (http://geodesy.
unr.edu/; last accessed on 23/8/2017) for all stations within the Nepal region. These
daily solutions are processed using GIPSY/OASIS-ii Version 6.1.1 developed by JPL
and are provided in the IGS08 reference frame. Full details of the processing are
available online (http://geodesy.unr.edu/gps/ngl.acn.txt). We supplement the
data available from the Nevada Geodetic Laboratory with some data provided by A.
Gualandi, used in Gualandi et al. (2016).
The position time series obtained are the result of a number of signals which need
to be accounted for in order to extract a transient, postseismic signal. These signals
include a linear deformation rate, annual and semi-annual loading and offsets in the
time series caused by equipment changes or earthquakes. In order to remove these
signals, we fit a function to stations that had been recording for at least one year prior
to the earthquake of the following form:
y(t)preseismic = A+Bt+C sin(2pit)+D cos(2pit)+E sin(4pit)+F cos(4pit)+H(t) (3.1)
where A is a universal offset for the entire time series, Bt represents a linear rate, the
sin and cos functions represent annual and semi-annual signals and H(t) is the Heav-
iside function, used to model offsets in the time series. If the offset times are known
then the equation becomes linear and can be solved using a linear least squares inver-
sion. Offset times at each station were obtained from the potential step discontinuities
database maintained at the Nevada Geodetic Laboratory (http://geodesy.unr.edu/
NGLStationPages/steps.txt). Manual inspection of the time series confirmed most
of these step discontinuities were present. Extra offset times were added for stations
MKLU, GRHI, XYAK and BNDP at 0.57 years after the earthquake and at ODRE at
0.95 years after the earthquake. If there were many offset times within a short time
span, we collapsed these to a single offset time to avoid overfitting the data.
We use a similar approach to previous studies (Gualandi et al., 2016, Wang and
Fialko, 2018) and spatially interpolate the linear and seasonal fitting coefficients to
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those stations that were not recording for at least one year before the earthquake
(see Figure B.1 for details). Fitting coefficients are mostly consistent, but we exclude
stations CTWN, NAST and KIRT when performing the linear interpolation as their
fitting coefficients appeared to be anomalously different to other stations around them.
The resulting interpolated coefficients were used to remove signals not associated with
postseismic deformation from the remaining GNSS sites. The resulting GNSS time
series show evidence of transient postseismic deformation, with the clearest signal visible
at station CHLM (see Figure 3.1). The remaining time series should only contain
transient postseismic deformation, but some sites show slight sinusoidal variations still.
We therefore include some sinusoidal terms when extracting the postseismic signal in
order to avoid fitting residual seasonal deformation as though it were postseismic.
y(t)postseismic = α ln(1 + t/τ) + β sin(2pit) + γ cos(2pit) +H(t) + δ (3.2)
This equation includes a universal offset (δ), step discontinuities represented by the
Heaviside function (H(t)), seasonal terms (β and γ) and a logarithmic postseismic
function. We use a Bayesian inversion technique to calculate a range of acceptable
values for each of the unknowns. We use uniform prior probability distributions for
each parameter and use the data misfit as our likelihood function, assuming Gaussian
errors on the data. Once the inversion has passed the ‘burn-in’ stage, we keep a record
of accepted models. We can then use these accepted models to predict displacements
associated with each term in equation 3.2. In order to extract an estimate of postseismic
deformation at any time after the earthquake, we predict displacements caused by
all the terms in equation 3.2, except the logarithmic term. These predicted ‘non-
postseismic’ displacements are subtracted from the postseismic time series and then
we extract all GNSS displacements within 6 days of the desired time. This is done
for all accepted model fits to obtain a range of possible postseismic displacements,
which we take the mean and standard deviation of. We estimate the displacement at
each station at the time of each InSAR acquisition and after one and two years. This
approach enables us to largely isolate the postseismic signal, without underestimating
the error on that signal from both random noise and other sources of deformation.
The resulting postseismic displacements after one year and two years are shown in the
maps in Figure 3.1. The map of postseismic displacements shows most deformation is
concentrated near the coseismic rupture with very little deformation at large distances,
where coseismic stress changes will be small. The fact that GNSS stations far from
the coseismic rupture show little movement in our extracted postseismic displacements
suggest our method is working as expected.
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Postseismic InSAR
We use SAR images captured by the EU Copernicus satellite Sentinel-1a, operated
by the European Space Agency (ESA). Sentinel-1a acquired images on both ascend-
ing and descending tracks covering the area of interest with a relatively short revisit
time (12 - 36 days). Images were acquired in Interferometric Wide Swath mode with
a footprint approximately 250 km wide and consist of a series of sub-images known as
bursts which we combined to form a larger mosaic. We formed small baseline interfero-
grams with higher coherence using the Gamma software (http://www.gamma-rs.ch/),
implemented within a modified version of LiCSAR (Wright et al., 2016) and prepared
for input into a modified version of StaMPS for time series analysis (Hooper et al.,
2012). We chose to use images from descending track 19 up until 8 September 2015
and ascending track 85 up until 23 November 2015. We ended our time series at these
times due to a change in acquisition strategy causing a large time gap between these
dates and the next data available on each track, thus reducing coherence. Furthermore,
GNSS data from CHLM indicate that 43% of the displacement recorded after two years
is accumulated by the end 8th September 2015, even though this is only 18% of the
two year observation period.
Initial inspection of the InSAR time series revealed very large signals (over 15 cm
LOS) that were often correlated with topography. We suspected these signals were
atmospheric signals and so investigated the effects of the atmosphere on InSAR signals
in the area. We used the ERA-Interim (ERA-I) weather model re-analysis product
(Jolivet et al., 2011, Bekaert et al., 2015a) and GNSS station estimates of atmospheric
delay (Herring et al., 2013) to estimate the atmospheric signals present in the InSAR
time series. Full details of our analysis can be found in the supplement. The temporal
variability of the atmosphere is highly changeable over the study area with much greater
temporal variability in the Ganges basin compared to the Tibetan plateau, even after
seasonal signals are removed.
We attempted to remove the atmospheric signal using both empirical approaches
(Elliott et al., 2008) and weather model results (Jolivet et al., 2011, Bekaert et al.,
2015a). Unfortunately, neither approach provided a satisfactory correction to our In-
SAR data (see text S1 for more details). We therefore take a different approach and
only use part of our InSAR data. GNSS stations and ERA-I nodes both show much
lower temporal variability at greater heights (Figure B.3). This is simply due to the fact
that at higher elevations, the lower troposphere (where the largest delay variations oc-
cur) is thinner, thus introducing less opportunity to build up large variability (Bekaert
et al., 2015b). As well as the temporal variability, the atmosphere becomes more spa-
tially variable over longer length scales and over large changes in topography. This
suggests that analysing a smaller region on one side of the large topographic change
caused by the Himalayas would reduce the impact of large atmospheric variations. We
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therefore decided to only analyse InSAR data for heights over 4000 m on the Tibetan
plateau. We chose 4000 m as a cut off height as this provides a good balance between
the number of available InSAR pixels and their atmospheric variability (see Figure
B.3d). Analysing data from the plateau has a number of advantages, such as gener-
ally higher coherence, less atmospheric variation and greater resolving power for the
northward extent of postseismic deformation. Whilst this approach means we discard
large amounts of potentially useful data, we are less likely to misinterpret atmospheric
or hydrological loading signals as tectonic ones. This approach also removes the risk
of possible unwrapping errors over the Himalayas affecting our results. The resulting
InSAR data are complementary to the GNSS data available at lower altitudes.
Initial analysis of the data shows a region of range decrease in the same location as
found by Wang and Fialko (2018). In order to improve the signal-to-noise ratio of the
plateau data, we apply a simple height based atmospheric correction:
φ = ah+ bx+ cy + d (3.3)
where h is the height, and x and y are InSAR pixel coordinates in kilometres. This
correction simultaneously solves for a linear correlation between phase and topography
and a bilinear ramp using only data from the plateau and excluding data in the de-
forming region. The inclusion of a bilinear ramp allows for the removal of any long
wavelength atmospheric signals uncorrelated with topography. An example corrected
interferogram covering the period 29 April 2015 - 15 August 2015 is shown in Figure
3.1 as well as profiles through the InSAR time series.
3.2.3 Observations Summary
Some GNSS stations show a clear postseismic transient, indicating that postseismic
deformation is taking place but is limited in its spatial extent (see Figure 3.1). The
affected GNSS stations surround the coseismic rupture with stations to the north show-
ing the greatest deformation (e.g. CHLM). These observations are in agreement with
previously published work (Gualandi et al., 2016, Mencin et al., 2016, Zhao et al., 2017,
Jiang et al., 2018).
Ascending and descending Sentinel-1a interferograms show significant surface de-
formation on the Tibetan plateau and provide a constraint on the northward extent of
the postseismic deformation. They show that deformation is relatively localised and
agree with the picture given by the GNSS stations alone. The InSAR deformation is
clearest in the descending track (Track 019), with a lobe of motion towards the satellite
just to the north of the coseismic rupture. This signal is similar to that seen by Sree-
jith et al. (2016) although smaller in extent, but is in good agreement with Wang and
Fialko (2018). The ascending track (Track 085) also shows signals that may be caused
by postseismic deformation, but these signals are not as consistent through time. We
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Figure 3.1: Postseismic deformation recorded by GNSS stations and InSAR. a) Postseismic
time series for each component at each station. Dots show the detrended postseismic position
and solid lines show the fit. b) Location map. Red arrow shows Indian plate convergence.
Black rectangle is area shown in panel c. c) Map view of postseismic deformation showing GNSS
displacements 1 year (blue) and 2 years (yellow) after the Gorkha earthquake. Colour map shows
a Sentinel-1 interferogram spanning 29 April 2015 - 15 August 2015. Red colours correspond
to movement towards the satellite (i.e. range decrease). Vertical GNSS displacements are
represented as squares with triangles showing the 1-sigma range of values. Grey lines show
coseismic slip contoured every 2 metres from Elliott et al. (2016). Dashed and dotted boxes
show the swath profiles used when sampling the InSAR and GNSS respectively. d) Profile
through postseismic deformation. Red dots with errorbars show profile-parallel GNSS. Coloured
and black dots show line-of-sight deformation along the profile from different times after the
earthquake. Black errorbars show standard deviation of phase from an undeforming part of the
Tibetan plateau for the 113 days interferogram. The earlier interferogram profiles have smaller
error bars but these are omitted for clarity.
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therefore choose to use only the descending data in our modelling. All data-sets agree
that deformation is primarily to the north of the centre of coseismic deformation and
is relatively focused (see Figure 3.1), in agreement with previous work.
3.2.4 Deformation Mechanism
Various different postseismic deformation mechanisms may be responsible for the ob-
served surface displacements (Ingleby and Wright , 2017). Distinguishing between af-
terslip and viscoelastic relaxation can be challenging (e.g. Savage, 1990, Perfettini and
Avouac, 2004, Ryder et al., 2007, Hao et al., 2012, Wright et al., 2013). However, the
combination of spatial and temporal modelling of surface displacements can be used to
determine which deformation mechanism is primarily responsible (e.g. Jo´nsson et al.,
2003, Freed , 2007, Freed et al., 2007).
The spatial location and extent of postseismic surface deformation for the Gorkha
earthquake suggests that slip down-dip of the coseismic rupture is a likely cause of the
observations, as inferred by previous authors (Gualandi et al., 2016, Sreejith et al., 2016,
Mencin et al., 2016, Zhao et al., 2017, Jiang et al., 2018, Wang and Fialko, 2018). We
used VISCO-1D (Pollitz , 1997) to perform simple viscoelastic relaxation calculations.
We tested a number of different viscosities and found that all models produce a much
broader, lower amplitude surface deformation signal, with the opposite sense of motion
to that seen in the data (see Figure B.4 in the supplement and accompanying details
in Text B.1 for further information). Previous work has found that limited viscoelastic
relaxation is possible, but is masked by the larger afterslip signal (Wang and Fialko,
2018). Zhao et al. (2017) suggest that some viscoelastic relaxation helps to explain far-
field GNSS stations in southern Tibet and causes the spatial distribution of afterslip to
have a more plausible extent. We therefore assume that the predominant cause of the
near-field postseismic deformation we observe is afterslip. With this in mind, we use
these postseismic deformation measurements in our investigation of the faults beneath
Nepal.
3.3 Geometry of the Himalayan Fault System
3.3.1 Proposed Geometries
The 3D geometry of the Himalayan fault system is still vigorously debated. The variety
of geometries proposed fall in to three broad categories. These categories can be illus-
trated by summarising the geometries used in slip inversions for the Gorkha earthquake
(see Figure 3.4 for a cross section showing the geometries).
Firstly, a number of authors have used a single, shallowly dipping fault plane to
explain observations in the earthquake (e.g. Wang and Fialko, 2015, Avouac et al., 2015,
Lindsey et al., 2015, Galetzka et al., 2015, Grandin et al., 2015). This simple model is
§3.3 Geometry of the Himalayan Fault System 85
able to explain most of the coseismic observations, as well as the largest aftershock and
postseismic deformation observed using GNSS (Gualandi et al., 2016).
Secondly, some authors have used a flat-ramp-flat geometry to model slip in the
Gorkha event (e.g. Elliott et al., 2016, Hubbard et al., 2016, Sreejith et al., 2016). This
geometry is also able to explain most of the observations and is generally chosen due
to its ability to explain other aspects of the Himalayan orogeny such as the location
of microseismicity (Pandey et al., 1995), the location of a rapid change in uplift rates
(Lave´ and Avouac, 2001), and the geology (e.g. Hubbard et al., 2016). The complexity of
these geometries varies from a single geometry along strike (Elliott et al., 2016, Sreejith
et al., 2016) to full 3D models with multiple ramps and along-strike variation (Hubbard
et al., 2016, Qiu et al., 2016, Zhang et al., 2017). Laterally continuous flat-ramp-flat
models have also been used to model postseismic deformation by Mencin et al. (2016)
and Sreejith et al. (2016).
Thirdly, Whipple et al. (2016) have used a single, shallowly dipping fault plane with
a steeper splay fault to explain detailed aspects of the geodetic data in the Gorkha
event. This model is also able to explain other aspects of the Himalayan orogeny since
it advocates out of sequence thrusting as a mechanism for the rapid change in uplift
rates and the building of topography (e.g. Hodges et al., 2004, Wobus et al., 2005).
3.3.2 Inverting for Fault Geometry
Method
Here, we use geodetic data from all three stages of the earthquake cycle in Nepal
to determine geometries that are capable of matching all three stages simultaneously.
We use ALOS InSAR data from Lindsey et al. (2015) and Sentinel-1 InSAR data
from Elliott et al. (2016), which record coseismic deformation. For the postseismic
period, we use the postseismic GNSS displacements accrued by 2015/08/15 and the
interferogram covering the period 2015/04/29 – 2015/08/15. Finally, we use horizontal
GNSS velocities compiled for the Global Strain Rate Model by Kreemer et al. (2014)
and vertical GNSS velocities from Ader et al. (2012), along with vertical velocities
from levelling (Jackson and Bilham, 1994) as estimates of the interseismic deformation.
Figure 3.2 shows a summary of the data sets obtained as well as the location of profiles
taken through each data set.
For several reasons, we choose to focus on profiles through the data. Firstly, the
interseismic levelling data (Jackson and Bilham, 1994) and GNSS data (Ader et al.,
2012, Kreemer et al., 2014) are mostly in the form of orogen perpendicular profiles
due to accessibility. Secondly, the down-dip structure of the fault zone is primarily
constrained by fault-perpendicular observations. Thirdly, modelling individual profiles
allows us to see if there is discernible variation along strike (Hubbard et al., 2016).
Finally, modelling profiles is computationally faster, with fewer data points and model
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Figure 3.2: Summary of geodetic data used from each stage of the earthquake cycle. a-c)
Examples of coseismic data from ALOS (Lindsey et al., 2015) and Sentinel-1 (Elliott et al.,
2016), as well as GNSS coseismic offsets as black arrows (Galetzka et al., 2015). Red saw-tooth
line is the surface trace of the Main Frontal Thrust (Taylor and Yin, 2009). Rectangles show
swath profiles used in modeling labeled A-E in panel b). d) Postseismic data from Sentinel-1 and
GNSS displacements. Dashed line shows the wider swath used to obtain GNSS displacements.
e) Interseismic data: coloured squares are vertical velocities obtained from levelling (Jackson
and Bilham, 1994), coloured triangles represent vertical GNSS velocities from (Ader et al.,
2012). Arrows are horizontal velocities from Kreemer et al. (2014). f) Example of aftershock
data from Sentinel-1. Orange rectangle, labeled F is profile used in aftershock modeling.
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parameters. We use profiles taken perpendicular to the average strike of the surface
trace of the MFT (287 degrees), which are shown in Figure 3.2.
We begin by modelling data from each stage of the earthquake cycle independently
to find the location of fault slip suggested by each data set. We use a number of profiles
along-strike to allow us to capture coseismic, postseismic and interseismic deformation
maxima as well as deformation due to the largest Gorkha aftershock (Mw7.1 on 12th
April 2015). InSAR data along the profiles are averaged in successive bins to reduce the
computational cost, whilst the covariance matrix of each InSAR data set is constructed
using an empirical variogram (e.g. Lohman and Simons, 2005, Oliver and Webster ,
2014). We use a bin spacing of 2 km for the coseismic InSAR but only 1 km for the post-
seismic InSAR to increase the number of postseismic data available in our inversions.
We project GNSS displacements (or interseismic GNSS velocities) into profile-parallel
and profile-perpendicular components, with the profile-parallel component used in the
modelling. The swaths used for the postseismic and interseismic deformation are wider
than the coseismic swath since there are fewer geodetic measurements available. We
remove the subsidence signal seen in the interseismic levelling data near Kathmandu,
which is likely due to water extraction (Jackson and Bilham, 1994). We also remove
levelling data south of the MFT surface projection, because signals here are unlikely to
be associated with motion on the main Himalayan fault system (Bettinelli et al., 2006,
Grandin et al., 2012).
Initially, we find the single best uniform slip elastic dislocation (Okada, 1985) for
each stage of the earthquake cycle independently. For the interseismic deformation, we
consider a creeping dislocation which continues deep into Tibet (Vergne et al., 2001,
Elliott et al., 2016). We then move on to using coseismic, interseismic and postseismic
data together to invert for satisfactory geometries. We use a Bayesian inversion scheme
implemented using a Monte Carlo Markov Chain method incorporating the Metropolis-
Hastings algorithm (Mosegaard and Tarantola, 1995). Our inversion method begins
by using simulated annealing to determine a high likelihood starting point for the
Bayesian inversion (Bagnardi and Hooper , 2017). The step size is adjusted within the
inversion if acceptance rates become too high or too low (Amey et al., 2018). Each
elastic dislocation has five parameters in our inversions: distance from MFT to top of
the dislocation, top depth, bottom depth, dip angle and slip. We use uniform prior
probability distributions for each parameter.
In all our inversions, we assume a homogeneous elastic half-space. Wang and Fi-
alko (2018) showed that including topography and heterogeneous elastic properties
can change surface displacement patterns by approximately 10%. Inversions including
these effects suggested very similar fault slip patterns for a fixed fault geometry with
differences of up to approximately 10% in slip magnitudes. However, we chose to use
a homogeneous half space to enable more rapid calculation of the Greens functions
for each each new trial geometry. Wang and Fialko (2018) also found that the differ-
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ence between models using homogeneous and heterogeneous elastic structures and/or
topography is reduced for smoother slip distributions, indicating that other factors af-
fect the inference of slip at depth. These other factors include different geometries,
different layered velocity structures and different degrees of smoothing. Our inversions
account for the uncertainty in geometry and solve for the degree of smoothing where
appropriate. However, we do not account for any other uncertainties in the forward
model, such as errors in elastic structure (Duputel et al., 2014, Ragon et al., 2018) or
those introduced by failing to account for topography (Wang and Fialko, 2018, Ben
Thompson and Meade, 2018). Inclusion of such model errors would increase the final
uncertainties in our results.
We keep a record of each accepted model, providing us with probability distribution
functions (PDF) for each model parameter. We combine the various geometric param-
eter PDFs (dips, depths and distances) to construct a picture of likely fault models at
depth. We determine where a fault model intersects a grid of 1 x 1 km squares beneath
Nepal and produce a grid showing the possible geometries (see Figures 3.5 and 3.6).
Independent Coseismic, Postseismic and Interseismic Inversions
Figure 3.3 shows the results of our inversions for each stage of the earthquake cycle
independently. The majority of the surface deformation data can be explained using
shallowly dipping elastic dislocations. Coseismic data from western profiles (A and B)
are best fit using a dislocation dipping at 9.5 – 10.5 degrees. Interseismic geodetic
observations from throughout Nepal are best fit by a creeping interseismic dislocation
which extends from near the lower-edge of the coseismic rupture with a similar dip (8
- 14 degrees). Postseismic data from profile E are best fit by a shallowly dipping fault
with a similar geometry to that suggested by interseismic deformation. Furthermore,
data from the Mw 7.1 aftershock (profile F) also suggest a fault with a similar geometry.
Combining the results of all these geodetic inversions, we see that most of the
deformation is best fit by slip on a shallowly dipping (10 degrees) fault. The most
significant deviation from this geometry (best-fit dip of 35 degrees) is suggested by
coseismic data from profile E that passes through the uplift anomaly identified by
Whipple et al. (2016). This change in dip may be real and highlight a variable geometry
along strike, as has been suggested by previous authors (e.g. Hubbard et al., 2016, Zhang
et al., 2017). Alternatively, rather than the dip of a single, planar MHT changing along
strike, a more complicated down-dip geometry may be able to explain the data from
profile E. We therefore try a series of more complex geometries to model data from
profile E in subsequent sections. These more complex geometries are not precluded by
our analysis so far, and may be hinted at by the higher density of aftershocks in the
east (Adhikari et al., 2015, Bai et al., 2016).
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Figure 3.3: Profile data and model results. Letters correspond to profile labels in Figure
3.2. Far-right panels show aftershock profile data and postseismic data. Coloured lines show
the model fit with the corresponding location of causative slip shown in the same colour as a
polygon on the cross section below. Coloured dots are aftershocks from (Bai et al., 2016) from
each profile.
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3.3.3 Joint Coseismic, Postseismic and Interseismic Inversions
We focus on testing the three classes of geometric model discussed in section 3.3: planar
models, mid-crustal ramp models and splay models. We first test the exact down-
dip geometries proposed by Elliott et al. (2016), Whipple et al. (2016) and Hubbard
et al. (2016) by solving for distributed slip on each fixed geometry. We construct the
geometries based on the geometric parameters provided in Elliott et al. (2016) and
Whipple et al. (2016), and take a profile through the geometry of Hubbard et al. (2016).
We split the down-dip geometries into 5 km square fault patches and solve for the
amount of slip on each patch in each stage of the earthquake cycle. We use a Bayesian
inversion and apply smoothing to each stage of the earthquake cycle separately by
using a Laplacian operator and solving for the degree of smoothing in the inversion
(Fukuda and Johnson, 2008). We found that all three geometries gave similar total
variance reductions (see Figure B.14 in the supplement). Each of the geometries could
fit the coseismic data reasonably well, although the geometries proposed by Elliott et al.
(2016) and Hubbard et al. (2016) gave slightly higher variance reduction values (Figure
B.14). However, the geometries of Elliott et al. (2016) and Hubbard et al. (2016) could
not reproduce the postseismic deformation particularly well (Figures B.13 and B.14),
particularly the wavelength of the signal. This is likely due to their proposed geometries
being relatively deep in the location where postseismic slip is required.
We therefore solve for our own version of each type of geometry, allowing the po-
sitions of ramps and splays to vary. We use coseismic, interseismic and postseismic
data from the easternmost profile in a joint inversion for the optimal model geometries.
We then test whether slip on faults with these geometries can explain data from the
westernmost profile. We perform the joint inversions in a Bayesian sense, where the
likelihood of each model is calculated using the fits to the coseismic, postseismic and
interseismic data. We use the same inversion procedure as described in section 3.3.2
with uniform priors for each parameter. The bounds of these priors, as well as any other
constraints, are explained in the appropriate subsequent sections. We again produce a
grid of the possible geometries in cross-section, as described in section 3.3.2 and show
the range of slip values in each earthquake cycle stage at different distances along the
profile (see Figure 3.5).
We consider there to be two end-member approaches when determining the likeli-
hood of a proposed geometry. The first approach uses the data errors alone as weights
in the inversion (as done in section 3.3.2). In this case, the fit to the coseismic data ends
up dominating the inversion as there are more coseismic data and the signal-to-noise
ratio is much higher. A second approach uses the data errors and additional weighting
factors to balance the contributions from different earthquake cycle data sets. This
approach is necessary to account for incorrect model assumptions favouring a fit to
one data set at the expense of all others. These weighting factors are implemented by
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scaling the coseismic and interseismic data variance-covariance matrices with respect to
the postseismic data variance-covariance matrix. This maintains the relative errors be-
tween the data sets (e.g. InSAR and GNSS) in each stage of the earthquake cycle, but
alters the relative weighting between stages of the earthquake cycle (e.g. coseismic and
postseismic). We determined the relative weights by calculating the weighted residual
for a 1% error on all data from each stage of the earthquake cycle. For example, the
weighted residual for the coseismic data is calculated as:
Rcs = (dcs − 0.99dcs)>C−1cs (dcs − 0.99dcs) (3.4)
where dcs is the coseismic data vector and C−1cs is the inverse of the coseismic variance-
covariance matrix. This is repeated for the postseismic and interseismic data. We
then divide the postseismic residuals by the coseismic and interseismic residuals and
use these ratios as weights such that wps = 1, wcs = Rps/Rcs(= 0.0095), and wis =
Rps/Ris(= 0.1557).
We tested both approaches in our inversions and compared the results for the dif-
ferent geometries. We found that downweighting the coseismic and interseismic data
had little effect on the overall quality of the fit to these data. In contrast, there was a
noticeable improvement in the fit to the postseismic data when they played a greater
role in the inversion. Artificially increasing the errors on the coseismic and interseis-
mic data allowed a greater spread of acceptable models. Whilst this greater range of
acceptable geometries is due to our artificial increase of the coseismic and interseismic
data errors, we suggest that a larger range of acceptable models is preferable given
that we have not formally considered model errors in the inversion. We found that the
inversion using data errors alone gave an optimal geometry that was different to that
obtained using the weighted inversion, although they generally agreed within error. We
therefore proceed using the results of our inversions with approximately equal weights
for each stage of the earthquake cycle. Results of inversions using data weights alone
can be found in the supplementary material.
Planar Geometry
We first tried solving for the best fit single planar geometry using coseismic, postseismic
and interseismic data from profile E. The range of acceptable geometries from this
inversion are shown in Figure 3.5 as a gray-scale grid with darker shades representing
the most likely geometry. The range of acceptable geometries is similar to the majority
of best-fitting faults in section 3.3.2. The corresponding data fits are shown in Figure
3.6. The range of acceptable models overlaps with the best-fit models inferred using
the data errors alone and agrees with the geometry used by Avouac et al. (2015).
Uniform slip can explain most of the data well, but struggles to explain eastern
coseismic data from profile E. We therefore split the geometry into a series of smaller
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Splay
Coseismic Slip Extent
Postseismic
Interseismic
Coseismic Slip on FRF
Postseismic
Interseismic
Coseismic Slip on splay
PS
IS
Flat
Coseismic Slip Extent
Postseismic
Interseismic
Figure 3.4: Diagram explaining the model set-up with associated parameters. Top panel shows
a parameterisation of the single flat model. Middle panel shows the flat-ramp-flat geometry
(similar to Elliott et al. (2016)). Lower panel shows a flat-ramp-flat geometry with a splay
similar to Whipple et al. (2016). CS, PS and IS refer to coseismic, postseismic and interseismic
respectively. TD refers to top depth and MFT is the Main Frontal Thrust surface trace..
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fault patches, solving for distributed slip in a Bayesian sense for each stage of the earth-
quake cycle. Creating a discretized fault plane limits our ability to exactly reproduce
the maximum likelihood geometry suggested by uniform slip. Instead, we use a geom-
etry which is similar to the mean geometry suggested by our uniform slip inversions.
The fixed geometry dips at 8 degrees from the surface trace of the MFT and is split
into 40 patches with down-dip width of 5 km and is shown in Figure 3.5. We model
data from both east and west Nepal (profiles E and A respectively) to check whether
models obtained using the eastern Nepal data are still capable of matching the west-
ern Nepal data. Full details of all our distributed slip inversions can be found in the
supplementary information. We find that distributed slip models made only minimal
improvements in the fit to the data. In some cases, the variance reduction provided
by distributed slip is worse than that given by uniform slip. This is likely due to the
fixed geometry we choose not necessarily matching the maximum likelihood geometry
suggested by uniform slip. Furthermore, a slightly worse fit may be caused by the edges
of the discretized fault patch boundaries not aligning with the edges of the uniform slip
dislocations and the addition of smoothing.
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Flat-ramp-flat (FRF) Geometry
Next, we try a system involving three faults connected down-dip, illustrated in the
middle panel of Figure 3.4. The top and bottom faults are given the same, shallow dip
(between 2 and 15 degrees) while the middle fault can have a different dip, which is
allowed to reach steeper dip angles (2 to 30 degrees). This means these three faults
are capable of producing geometries ranging from a single, planar geometry through to
a flat-ramp-flat (FRF) geometry. We use data from the eastern profile (profile E) to
solve for the optimal geometry. The geometry of the fault system as well as the extent
and magnitude of slip in each earthquake cycle stage is varied in each trial.
Figures 3.5 and 3.6 show the range of acceptable models and the fit to the data.
The addition of a mid-crustal ramp enables a better fit to the coseismic data using
uniform slip but has minimal effect on the fit to the interseismic and postseismic data.
Our range of acceptable models places the mid-crustal ramp 20 - 30 km further north
than the model proposed by Elliott et al. (2016). This discrepancy can be explained by
our inclusion of postseismic data when resolving the best fit geometry, and the range
of acceptable models suggested by Elliott et al. (2016) (e.g. see Figure 3 of Elliott
et al. (2016)). When coseismic data contribute more to our inversion, the best-fit ramp
moves further south but with little visible improvement in fit to the data. We then
fix the geometry as shown in Figure 3.5 and split this into a number of patches. We
solve for distributed slip both in the east and west as discussed above. We find that
the distributed slip model is capable of fitting both eastern and western data, but that
the improvement in overall fit is even smaller than the planar case.
Flat-ramp-flat splay Geometry
Finally, we try a flat-ramp-flat geometry with the ramp extending towards the surface
as a splay, illustrated in the lower panel of Figure 3.4. This model resembles that used
in Whipple et al. (2016) and allows for out of sequence thrusting in the earthquake
cycle. The flat-ramp-flat geometric parameters are similar to the flat-ramp-flat model,
but the parameter ranges are restricted to be similar to the model of Whipple et al.
(2016). The splay has the same dip as the ramp and can reach up to the surface. The
slip on the splay is solved for as a fraction of the slip on the main flat-ramp-flat fault
for each earthquake cycle stage. Coseismic slip on the splay is forced to have a bottom
depth at the base of the splay but can have a top depth anywhere up to the surface.
Postseismic slip can be anywhere on the splay with no constraints. Interseismic slip on
the splay extends from the base of the splay up. Furthermore, the total interseismic
slip rate on the splay and up-dip of the junction on the main flat-ramp-flat fault must
be less than or equal to the slip rate below the junction.
We once again combine all deformation data together and solve for a consistent
geometry. Results of these inversions are shown in Figures 3.5 and 3.6. The inferred
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Figure 3.6: Summary of model fits to coseismic(CS), postseismic (PS) and interseismic (IS)
data profiles. Thick, solid lines show the mean model fit and similarly coloured thin dashed
lines show the corresponding 95% confidence interval. All three geometric models produce very
similar fits to all data sets.
geometry is similar to that suggested by Whipple et al. (2016) but the most likely
location of the ramp/splay is approximately 10 km further south, similar to our flat-
ramp-flat geometry. Coseismic and postseismic slip on the splay is minimal, but the
inversion places interseismic slip on the splay to give a sharper change in uplift rates.
We then split this geometry into a number of patches down-dip and solve for slip as in
previous examples. More patches are required to construct this geometry due to the
splay fault. The distributed slip inversion again provides only a minor improvement in
fit.
3.3.4 Assessing the Geometries
We have now tested the three main candidate geometries against geodetic data from
throughout the earthquake cycle. We compare the fits of each model quantitatively
using the weighted percentage variance reduction (VR) achieved by each model (e.g.
Huang et al., 2016), defined as:
V R =
[
1− (d− dˆ)
>C−1(d− dˆ)
d>C−1d
]
× 100 (3.5)
where d is the data vector, dˆ is the data predicted by the model and C−1 is the
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inverse of the variance-covariance matrix. We calculate the VR for our two inversion
weighting schemes and compare the results. All three geometries are capable of high
total variance reduction (> 90%), and the difference between them is minimal however
the inversion is weighted (see Figure B.11). Our kinematic slip inversion results offer
no clear best candidate geometry. This goes some way to explaining why the geometry
of the Himalayan thrust system remains controversial: different model geometries are
capable of producing similar fits to surface deformation data.
An alternative approach to determine the best geometry is to test the physical
consistency of each model. One way of doing this is to use the relationship between
coseismic slip and postseismic afterslip. Afterslip is a function of the coseismic stress
change (determined by coseismic slip), fault geometry and frictional properties (e.g.
Barbot et al., 2009, Rousset et al., 2012, Feng et al., 2016). We can therefore use a
stress transfer based model of afterslip to test the proposed geometries. We next use
geodetic data and mechanical afterslip models to attempt to distinguish between the
proposed geometries and infer the frictional properties of the faults beneath Nepal.
3.4 Frictional Properties of the Main Himalayan Thrust
3.4.1 Method
Many previous studies have used postseismic deformation as a means of determining
the frictional properties of faults (e.g. Hearn, 2002, Perfettini and Avouac, 2004, Barbot
et al., 2009, Chang et al., 2013, Hussain et al., 2016). Most of these studies assume
a rate-and-state friction law (Marone, 1998) where fault friction is related to sliding
rate and the state of the fault (e.g. contact time). Often, the law is simplified using a
rate-strengthening approximation when modelling afterslip (e.g. Perfettini and Avouac,
2004, Barbot et al., 2009, Chang et al., 2013, Feng et al., 2016). The complexity of the
rate-strengthening model used varies. The simplest models solve for uniform frictional
properties for a fault using the time dependence of a single GNSS station (Perfettini
and Avouac, 2004). More complex models use the spatial and temporal variation of
displacements to solve for uniform frictional properties on the fault (Feng et al., 2016,
Wimpenny et al., 2017). The most complex models solve for spatially variable frictional
properties over the fault (Barbot et al., 2009, Chang et al., 2013).
In all these cases, postseismic afterslip is driven by the coseismic stress change
caused by the earthquake. This stress change is obtained using the coseismic slip dis-
tribution (Barbot et al., 2009, Chang et al., 2013, Feng et al., 2016, Wimpenny et al.,
2017) or an estimate of the average stress change caused by the earthquake in the region
slipping postseismically (Perfettini and Avouac, 2004). In all these cases, the coseis-
mic stress change is assumed as a known term. However, this stress change strongly
depends on the earthquake slip distribution, which is not perfectly known. Some stud-
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ies take account of this uncertainty by collapsing the coseismic slip distribution to a
smaller region and rescaling the slip to maintain seismic moment (Barbot et al., 2009,
Wimpenny et al., 2017). Others use a variety of slip distributions from different authors
to investigate the effects of these differences (Chang et al., 2013).
Here, we take account of the uncertainty in the coseismic slip distribution explicitly
by jointly solving for both coseismic slip and the frictional properties of the fault. We
smooth the coseismic slip using a Laplacian operator, but also solve for the degree of
smoothing in the inversion as a hyperparameter (Fukuda and Johnson, 2008). Joint
coseismic and postseismic slip inversions have been performed before (e.g. Wang et al.,
2012), but without a mechanical link between the coseismic slip and postseismic slip.
We use a generalised version of the rate-strengthening friction law (Barbot et al., 2009,
Rousset et al., 2012, Feng et al., 2016) to link coseismic slip and postseismic slip via
the coseismic stress change and frictional parameters, assuming steady state:
V (t) = 2V0 sinh
∆τ(t)
aσ
(3.6)
This model provides fault sliding velocities, V , at a time, t, after an earthquake. Veloci-
ties are multiplied by a specified time step to give the displacement accrued over a short
time interval. These displacements are then used to recalculate the total driving stress.
V0 is a reference slip rate (not equivalent to the interseismic slip rate) that controls
the timescale of afterslip evolution (Barbot et al., 2009) - larger values of V0 give larger
stress-driven displacements in a specified time step, leading to faster stress relaxation.
a is the rate dependence of friction from the rate- and state-friction laws, and σ is the
normal stress. The steady state assumption is true when the total slip is much greater
than the critical slip distance, Dc. In our inversions, cumulative postseismic slip is on
the order of 10−2 − 10−1 m whereas laboratory derived values for Dc are on the order
of 10−5 m (Scholz , 1988), i.e. total slip  Dc. ∆τ(t) is the total shear stress change
at time t after the earthquake, which we calculate as:
∆τ(t) = ∆τcoseismic + ∆τaftershock + ∆τafterslip(t) (3.7)
This shear stress change is made up of a shear stress change from the earthquake, a
shear stress change from the largest aftershock and ongoing shear stress changes from
the evolving afterslip. We calculate the incremental displacements at each time step
using a fixed time step of one day (e.g. Chang et al., 2013). The incremental shear
stress change caused by the incremental afterslip is added to the current total stress
and used to drive further afterslip. This allows for the spreading out of postseismic
deformation through time and allows postseismic slip to migrate into areas which may
have slipped coseismically.
We assume the fault is entirely rate strengthening and solve for positive values
of a. We acknowledge that parts of the fault must be rate weakening in order for
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earthquakes to nucleate. With a rate-strengthening only friction law, patches with
little or no postseismic slip can be produced by giving those patches very low values of
V0 and/or high values of a (see equation 3.6). These patches are likely rate-weakening
and locked. σ is the normal stress at each patch, which is assumed to be lithostatic
using an average rock density of 2670 kg m−3. As in Feng et al. (2016), we assume
that the normal stress change is small (≈ 0.1 MPa) compared to the total normal stress
(≈ 350 MPa) and therefore that the Coulomb stress change can be well approximated
by the shear stress change alone.
All our kinematic slip inversions suggest that postseismic slip is restricted to areas
down-dip of the coseismic rupture. However, shear stresses are increased both down-
dip and up-dip of the earthquake, which would produce afterslip up-dip of the rupture
as well on a fault with uniform rate-strengthening properties. Previous studies using
stress-driven afterslip models for the Gorkha earthquake have had to only allow post-
seismic slip down-dip of the rupture (Zhao et al., 2017, Wang and Fialko, 2018). We
account for this need to have different amounts of slip up-dip and down-dip of the
rupture by solving for depth-dependent frictional properties. In the very shallow crust
(depth < 5 km), we set a to be very high in order to prevent postseismic slip and
numerical instability caused by low lithostatic normal stresses. Below these depths, we
solve for a single value of a, but we incorporate a depth dependence in V0. This enables
the transition from negligible afterslip (low values of V0) to significant afterslip (higher
values of V0) to be determined in the inversion rather than imposed a priori, thus en-
abling uncertainties to be fully propagated. We use a logistic function to parameterise
the depth dependence as a sigmoid:
V0(z) =
V0
1 + exp(−k(z − z0)) (3.8)
We solve for the midpoint (z0) and the steepness (k) of the sigmoid in the inversion.
We used a smooth function to define the depth dependence to aid the inversion. We
found that functions with a sharp transition depth caused problems in inversions with
discrete down-dip patches. Solving for the parameters z0 and k allows for a range of
depth dependent V0 curves. We allow V0 to reach values up to 0.1 m/yr as previous
work has found V0 to be on the order of the interseismic loading rate (Barbot et al., 2009,
Wimpenny et al., 2017). Given the lack of shallow afterslip in kinematic inversions, we
set a to be very high for patches at depths shallower than 5 km to prevent postseismic
slip and numerical instability in these patches with low lithostatic normal stresses.
Our novel approach enables us to use coseismic and postseismic observations to-
gether in the inversion, therefore allowing uncertainties in coseismic slip to propagate
into uncertainties in our afterslip parameters. We use four coseismic interferograms
(ALOS T48 and T157 (Lindsey et al., 2015) and Sentinel-1 T85 and T19 (Elliott et al.,
2016)), downsampled using a quadtree approach (Decriem et al., 2010). We also include
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coseismic GNSS offsets from Galetzka et al. (2015) in the inversion, and solve for slip
in the largest aftershock (Mw7.1 on 12th April 2015) using ALOS T48 and Sentinel-1
T85 and T121 interferograms. We use the Sentinel-1 T19 postseismic deformation time
series obtained in this study with all displacements relative to the first date (29th April
2015). The lower signal-to-noise ratio of these data made a quadtree based downsam-
pling approach impractical since noise was often also highlighted by this gradient based
approach. Instead we use a downsampling scheme with more sampling near the region
of postseismic deformation. Postseismic GNSS displacements are also extracted at each
of these InSAR epochs using the method described in section 3.2.2. Whilst our models
calculate displacements using a daily time step, we only compare with postseismic data
(GNSS and InSAR) at the InSAR acquisition times.
We use the fault geometries obtained in our earlier kinematic inversions as the
input for the joint coseismic-postseismic slip inversion. These geometries are extended
along strike and then split into multiple square patches with length 10 km. We use the
formulations of Okada (1985, 1992) to calculate the necessary elastic kernels used for
both the expected stress and surface displacements from slip of 1 m on a fault patch.
We first use simulated annealing to solve for the optimal coseismic and aftershock slip
distributions. We then use this optimal model and use simulated annealing to solve for
the associated optimal frictional properties. Having determined reasonable values for
all parameters, we proceed to the joint inversion, using a Bayesian inversion scheme to
simultaneously solve for coseismic and aftershock slip as well as the frictional properties
and InSAR offsets. We use a Monte Carlo Markov Chain method where the step size is
adjusted if acceptance rates become too high or too low (Amey et al., 2018). However,
the step size is fixed once the burn-in has been passed and samples are drawn from the
posterior probability distribution.
3.4.2 Results
We performed a synthetic test to validate the new model and examine trade-offs between
various parameters. A more detailed analysis of these results can be found in the
supplement. The synthetic earthquake and associated afterslip can be well retrieved by
the inversion and the frictional properties and depth dependence can be retrieved within
error. Having tested the model and understood some of the trade-offs, we proceeded
to use it on real data.
We use the best fixed geometries inferred in section 3.3.3, extended along strike and
divided in to 10 km square patches. After the simulated annealing stages, the Bayesian
inversion algorithm keeps a record of model samples. After completion of the inversion
and removal of any burn-in, the kept models provide joint probability distributions for
all model parameters. Results for the planar geometry are shown in Figures 3.7, 3.8,
3.9 and 3.10.
All three geometries are capable of explaining the majority of coseismic, aftershock
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Figure 3.7: Results for the single planar geometry. Note colourbar is different for coseismic
and postseismic slip. Blue line shows the 2 metre contour of mean coseismic slip. Top row:
mode and standard deviation of coseismic slip. Middle row: mode and standard deviation of
aftershock slip. Bottom row: mode and standard deviation of postseismic slip on 8th September
2015.
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Figure 3.8: Coseismic and aftershock displacements for the single planar geometry. Top rows
show the InSAR and GNSS displacements from the main shock as well as the mean model fit.
Note that red, predicted GNSS arrows overlie black, observed arrows in the model displace-
ments. Bottom rows shows the InSAR displacements from the aftershock and corresponding
mean model fit.
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Figure 3.9: Postseismic displacements from stress-driven afterslip model. Top left panel show
the final postseismic InSAR and GNSS displacements (8th September 2015). Bottom left panel
shows the InSAR and GNSS (red arrows) displacements at the same date predicted by the
mean model. Panels on the right show the GNSS time series for stations close to the coseismic
rupture, with data points used in the inversion as black errorbars and the model fit as a red
line. Note, no vertical GNSS displacements were used in the inversion.
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Figure 3.10: Comparison between the distributions of frictional properties for each geometry.
a) Probability density function (PDF) of V0. b) Joint PDFs for V0 and a. c) Variation of V0
with depth. d) PDF of a.
and postseismic data with variance reduction of over 99% for all three models. Fur-
thermore, examination of the spatial distribution of residuals does not clearly favour
one geometry over any other (see Figure B.17). Coseismic slip distributions for all
three geometries are similar except where deeper slip in the planar and FRF models is
mapped on to the shallow splay in the FRF splay model. Postseismic slip is primarily
down-dip of the coseismic rupture in all cases, with the majority of slip fringing the
down-dip edge of the main rupture. The FRF splay model has some possible shallow
postseismic slip on the splay, probably caused by the low normal stresses on the fault
at these depths. A similar mechanism may explain the shallow afterslip seen on the
Main Dun thrust by Elliott et al. (2016).
Figure 3.10 shows a comparison between the values of a and V0 inferred for each
geometry. The results for the FRF and FRF-splay models are very similar and within
error of one another but distinct from the results for the planar geometry. This suggests
that the inclusion of a ramp has a significant effect on the inferred frictional properties,
requiring lower values for both a and V0.
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3.5 Discussion
3.5.1 Postseismic Deformation
Our assessment of the postseismic deformation following the Gorkha event largely
agrees with previous work (Gualandi et al., 2016, Mencin et al., 2016, Sreejith et al.,
2016, Zhao et al., 2017, Jiang et al., 2018, Wang and Fialko, 2018). GNSS and InSAR
measurements show that postseismic deformation is relatively localised and predom-
inantly north (down-dip) of the coseismic deformation. Our measurements confirm
there is very little motion to the south of the Gorkha coseismic slip region. Elliott
et al. (2016) observed limited afterslip (< 6 cm LOS) on the Main Dun Thrust using
Sentinel-1 interferograms, which we confirm is also visible in ALOS interferograms. Bai
et al. (2016) suggested the aftershocks with steep nodal planes may have occurred on
splay faults above the main ramp, suggesting possible activity following the earthquake.
Postseismic slip on thrust faults may play a role in the development of topography (e.g.
Nishimura et al., 2008, Copley and Reynolds, 2014, Copley , 2014), and may contribute
to the maintenance of taper in a critical taper wedge.
Modelling of the deformation reveals that rate-strengthening afterslip can explain
the majority of geodetic data (VR> 99%), although some limited viscoelastic relaxation
is possible. The inferred afterslip does not extend significantly along strike, with most
deformation directly down-dip of the coseismic rupture. This means the region to the
west of the Gorkha event highlighted by Avouac et al. (2015) has not released significant
seismic moment as afterslip. Mencin et al. (2016) argue that this limited afterslip points
to strain reservoirs in the Himalaya which may contribute to large, surface-rupturing
events along the MFT. Areas up-dip and along strike of the Gorkha event could still
release their accumulated strain in future earthquakes.
3.5.2 Geometry of the Himalayan Fault System
We have presented the key constraints provided by seismic cycle geodesy in Nepal and
discussed the variety of models which are permitted. As pointed out by Taylor (2016),
different solutions can be obtained depending upon the philosophical approach used
(see Figures 3.5 and 3.6). We have sought geometric models which are simultaneously
capable of matching geodetic data from coseismic, postseismic and interseismic data.
Such an approach can be used more generally to determine the range of fault geometries
permitted in different tectonic settings.
Coseismic data requires there to be a shallowly dipping fault, extending from near
the MFT surface trace to approximately 80 km north of the MFT. All of the proposed
geometries, and our own inversions, agree on this aspect of the geometry (see Figures
3.5 and B.12). Slip in the largest aftershock also agrees with this geometry. It does
not seem necessary to include a shallow splay fault, as proposed by Whipple et al.
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(2016), to explain the ‘uplift anomaly’ they identify in the coseismic deformation field.
This anomaly is seen in profiles through the eastern section of the coseismic InSAR
data as a secondary hump to the north of the primary coseismic uplift signal. This
welt of uplift is seen more clearly in some InSAR tracks than others, and is difficult
to explain perfectly in all InSAR tracks with any of our models. All of the proposed
models explain the uplift anomaly to a similar degree. Planar models do so by placing
slip further north on the flat and FRF and FRF-splay models do so by having some slip
on the ramp and/or splay fault (see Figure 3.6 and Figure B.17 in the supplementary
material).
Postseismic and interseismic deformation suggest there is a shallowly dipping plane
extending northwards with a depth of approximately 20 km between 120 and 140 km
from the MFT. Geometries with deeper faults at these distances (e.g. Elliott et al.,
2016, Hubbard et al., 2016) cannot reproduce the relatively short wavelength of the
postseismic deformation field.
Any geometry for the Himalayan fault system therefore needs to contain two shal-
lowly dipping fault segments at slightly different depths to explain both the coseismic
and postseismic data. Unfortunately, our current suite of geodetic data cannot readily
distinguish between the various proposals for how these two segments are connected.
A single plane can explain the data reasonably well, but so can a geometry involving
one or multiple ramps and splays.
In addition, our assumption that there is a single structure which accommodates
strain throughout the earthquake cycle may be too simplistic. The apparent mismatch
between the location of the mid-crustal ramp inferred using coseismic data (Elliott et al.,
2016) and that suggested by our modelling may hint at different structures active at
different times (compare yellow and cyan lines for the FRF geometry in Figure 3.5). It
may be that one ramp was active during the earthquake, and a more northerly ramp
was active following the earthquake. Such a combination of active ramps could be
indicative of a duplexing process, as inferred by studies of interseismic deformation
(Grandin et al., 2012, Lindsey et al., 2018).
To make further progress, the constraints provided by geodesy need to be combined
with those provided by other data sets in order to distinguish between various proposed
geometries. For example, whilst a single planar geometry can reproduce the geodetic
data, it offers no explanation for the spatial variation in long term uplift rates seen in
the Himalaya (e.g. Lave´ and Avouac, 2001, Hodges et al., 2004, Wobus et al., 2005).
Therefore, geometries including a mid-crustal ramp, or out-of-sequence thrusting on
splay faults are proposed as explanations, both of which also satisfy the geodetic data.
Additional data sets can also be used, such as surface geology (Hubbard et al., 2016),
microseismicity (Pandey et al., 1995) or seismic imaging (Duputel et al., 2016), each of
which provide different constraints on allowable geometries.
Multidisciplinary studies are therefore necessary if we are to fully constrain the
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geometry and tectonics of the faults beneath Nepal. The geological modelling approach
used by Hubbard et al. (2016) may be one way of conducting such interdisciplinary
studies. Their model satisfies the constraints provided by geology and is corroborated
by the distribution of slip in the Gorkha earthquake (Grandin et al., 2015, Qiu et al.,
2016), potential dip variations in the earthquake itself (Zhang et al., 2017) and the
locations of aftershocks (Wang et al., 2017). However, corroboration is not necessarily
equivalent to confirmation of such a model. Riesner et al. (2017) highlight the need to
include various data sets and account for their relative uncertainties when constructing
such geological models. In order to do this, future multidisciplinary studies should not
only use multiple kinds of data, but also contain the expertise necessary to account for
the range of permissible models that can fit such data. This strategy should also be
used more generally, where possible, to provide tighter constraints on fault geometries
in a variety of tectonic contexts.
3.5.3 Frictional Properties
We developed a joint inversion algorithm that simultaneously solves for coseismic slip
and fault frictional properties assuming rate-strengthening friction. We demonstrated
that the inversion could successfully retrieve the frictional properties and coseismic slip
distribution for a synthetic earthquake model. This method allows for the propagation
of errors from the coseismic slip inversion in to errors in the inferred frictional properties.
Our approach is generally applicable to fault systems undergoing frictional afterslip in
response to coseismic stress transfer and could be adapted for use in other areas where
we have both coseismic and postseismic deformation data.
Our model implementation depends on a number of simplifying assumptions such
as perfect elasticity in a uniform half-space, minimal viscoelastic relaxation, lithostatic
normal stresses, and a simplification of the rate- and state-friction laws. We applied
our joint inversion to coseismic and postseismic data from Nepal, retrieving values for
a in the range 0.8− 1.6× 10−3, depending on the geometry of the fault system. These
values are at the lower end of those retrieved from laboratory experiments, which are
typically on the order of 10−3 to 10−2 (Marone, 1998, van den Ende et al., 2018).
Wang and Fialko (2018) used a similar rate-strengthening friction law to explain
postseismic deformation and found values for V0 and a of 10 m/yr and 6.5 × 10−2
respectively. They used a locking width to force slip only down-dip of the rupture
and found that a locking width of 110 km provides the best fit, which is in reasonable
agreement with our results. We also found that our values for a and V0 were significantly
smaller than those inferred by Wang and Fialko (2018). This may be due to the slightly
different geometries, different locking widths, different model set-up or different input
data. However, our results for the planar geometry are consistent with those found in
other studies of postseismic deformation, where aσ is on the order of 0.1 - 10 MPa and
V0 on the order of the interseismic loading rate (Barbot et al., 2009, Chang et al., 2013,
108 Chapter 3: Nepal Seismic Cycle Geodesy
Rollins et al., 2015, Feng et al., 2016, Wimpenny et al., 2017).
We found that all three geometries were capable of reproducing the majority of main
shock, aftershock and postseismic displacements using physically coupled coseismic and
postseismic slip. Variance reduction for all three geometries was over 99% with only
small differences between them. The addition of a shallow splay fault gives a slight
increase in variance reduction, as might be expected given the extra complexity of the
model (81 more slip patches and an additional V0 value). Overall though, we suggest
that the minor differences in variance reduction mean that the three geometries are
equally capable of explaining the observations both kinematically and dynamically.
The inferred frictional properties depend on the geometry used, primarily on whether
a mid-crustal ramp is included in the model. A mid crustal ramp means patches down-
dip of the Gorkha rupture are deeper, and thus have a higher lithostatic normal stress
in our models. Furthermore, the more steeply dipping ramp affects the stress change
experienced by all patches on and below the ramp as well as the impact that slip on
these patches has on the surface deformation field. This combination of factors means
that a different set of frictional properties are required in order to match the surface
deformation observations.
3.5.4 Long-term Slip Budget
To test whether the long-term slip budget is balanced, we compared the results of
our rate-strengthening afterslip model with the interseismic slip rates suggested by
our kinematic modelling of profiles. We used the results for the planar geometry and
calculated the total seismic and aseismic slip for different scenarios. We used the mode
coseismic slip and mean frictional properties for each patch on the planar geometry, and
then take the average of patches along strike to give down-dip coseismic and postseismic
slip distributions. Firstly, we assumed that the 1833 earthquake released all the slip
deficit in the region of the 2015 Gorkha event, and that the two events were similar
in nature (Mencin et al., 2016). The 1833 event had a similar magnitude to the 2015
event (Mw 7.5 - 7.9) and occurred near to Kathmandu, failing to rupture the surface
(Bilham, 1995, Mugnier et al., 2013). We compared the accumulated interseismic slip
between the 1833 earthquake with the coseismic and postseismic slip in the Gorkha
event (Figure 3.11a). In this scenario, the coseismic and postseismic slip lead to a slip
surplus for distances greater than approximately 70 km from the MFT. Such a situation
seems unlikely, and arises because our kinematic models suggest significant interseismic
slip occurs over a similar range as both coseismic and postseismic slip (e.g. see Figure
3.5).
We therefore tried a different approach, where we calculated the interseismic rate
at different distances from the MFT by assuming no net slip deficit or surplus for
distances greater than 80 km from the MFT. We used the time between the 1833 and
2015 earthquakes as our observation period and obtained the interseismic slip rate at
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Figure 3.11: Slip budget for different scenarios in Nepal. a) Total slip between the 1833 and
2015 earthquakes. Different colours refer to slip in different parts of the earthquake cycle. Small
numbers along slip contours correspond to the number of years over which the slip has accrued.
Dashed line is the total slip which needs to be released over the period. b) Same as a), except
the interseismic slip rate is adjusted at each point to balance the slip budget. c) Same as b),
but using a convergence rate of 20 mm/yr to balance the slip budget. d) Fit of the different
interseismic slip models to interseismic data prior to the 2015 Gorkha earthquake.
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each point as:
VIS = (Vconvtrec − (UCS + UPS))/trec (3.9)
where VIS is the adjusted interseismic slip rate at each point and Vconv is the conver-
gence rate (assumed as 15 mm/yr). UCS is the coseismic displacement in the Gorkha
earthquake and UPS is the total postseismic displacement over the observation period,
whilst trec is the recurrence interval (182 years between 1833 and 2015). The results
for this scenario are shown in Figure 3.11b, and show a small slip surplus in the region
of highest coseismic slip, but no surplus north of this. The transition from locked to
freely sliding here is further from the MFT and much more gradual than suggested by
our kinematic models, even when using distributed slip inversions for the interseismic
deformation. We compared the predicted surface deformation using such an interseis-
mic locking pattern with that recorded by GNSS and levelling (Figure 3.11d), finding
a poor fit, particularly to the levelling data.
In order to improve the fit to the interseismic deformation data, the interseismic
transition needs to be closer to the MFT. In other words, interseismic deformation needs
to play a greater role in closing the slip budget at shorter distances from the MFT.
This can be achieved by increasing the overall convergence rate, thereby increasing the
fraction of the total displacement accommodated by interseismic slip at each point.
We therefore increased the convergence rate to 20 mm/yr (e.g. Stevens and Avouac,
2015) and recalculated the interseismic velocities required to balance the slip budget
(Figure 3.11c). In this situation, the interseismic rates are better able to match the
GNSS and levelling data, although still not as effectively as our best-fit kinematic
model. Furthermore, the amount of coseismic slip in the earthquake is approximately
equal to the accumulated slip over the interseismic period in this model. If the time
between earthquakes was longer, then interseismic slip would extend closer to the MFT,
potentially improving the fit to the interseismic surface deformation data.
In all our models, there are parts of the fault which either show a slip surplus or a slip
deficit. Stevens and Avouac (2015) have shown that the long term slip rates, measured
geologically along the Himalayan arc, closely resemble the short term convergence rates
measured using geodesy. This suggests the seismic cycle should approximately balance,
with almost all convergence being transferred to the frontal thrusts along the MFT.
Small, local slip surpluses or deficits may be present in our models because our models
do not cover a long enough time period, or because of our geometric simplifications
and averaging along-strike. Alternatively, small slip surpluses may indicate permanent
deformation which is not transferred all the way to the front, thereby proving a means
of growing topography (Meade, 2010).
Whatever assumptions are used for our models, a significant slip deficit exists up-
dip of the Gorkha coseismic rupture. If the 1833 earthquake ruptured to the front
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and released any accumulated strain there, then the total up-dip slip deficit is equal
to the convergence rate multiplied by the total time. Convergence rates of 15 - 20
mm/yr give slip deficits of 2.7 - 3.7 m up-dip of the Gorkha rupture. On the other
hand, if the 1833 event did not rupture to the front, but was instead similar to the
Gorkha event, then the last time slip was released to the front may have been 1505.
Using the same convergence rates as above gives slip deficits of 7.7 - 10.3 m. Mencin
et al. (2016) have highlighted the role that Gorkha type events may play in transferring
strain to the frontal portion of the Himalayan fold and thrust belt, accruing a large
strain reservoir which could rupture in future events. We can estimate an approximate
magnitude range for possible future earthquakes which rupture the whole region up-dip
of the Gorkha event (rupture length of 110 km and down-dip width of 70 km). We
obtain moment magnitudes (Mw) in the range 7.8 - 8.2 for the different slip deficits
discussed above. However, larger events would be possible, either due to the slip deficit
being higher, or due to this up-dip region slipping as part of an earthquake nucleating
deeper in the fault system, in a similar location to the Gorkha event.
3.6 Conclusions
We processed InSAR and GNSS data to obtain measurements of near-field postseismic
deformation following the Mw7.8 Gorkha earthquake in Nepal. We obtained a similar
deformation field to previous studies (Gualandi et al., 2016, Mencin et al., 2016, Sreejith
et al., 2016, Zhao et al., 2017, Jiang et al., 2018, Wang and Fialko, 2018), which is
dominantly produced by afterslip. Furthermore, this afterslip does not reduce any of
the slip deficit up-dip of the coseismic rupture, and this deficit may be many metres
and capable of producing earthquakes with moment magnitudes in the range 7.8 - 8.2.
We then combined these data with coseismic and interseismic geodetic data to in-
vestigate the geometry of the Himalayan fault system. We found that the data required
a shallowly dipping fault until at least 80 km north of the MFT surface trace. Our
combined data could not conclusively distinguish between different possible geometries
north of this point.
We developed a joint inversion which seeks models which simultaneously fit the
coseismic, aftershock and postseismic deformation fields. The inversion uses a rate-
strengthening friction law to link the coseismic and postseismic slip by solving for the
frictional properties (a and V0). We found that afterslip, caused by stress changes asso-
ciated with the main shock and aftershock, could explain most of the postseismic data.
We found a to be between 0.8− 1.6× 10−3, in agreement with laboratory experiments
and postseismic deformation studies of other earthquakes. This range of a values could
be used in future simulations of the earthquake cycle in the Nepal Himalaya to better
understand potential hazards in the region.
All three proposed geometries are capable of explaining over 99% of the data vari-
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ance, and thus fail to provide an alternative way of distinguishing the most appropriate
model. It therefore seems necessary to increase the quantity, quality and diversity of
data in the Nepal Himalaya. Furthermore, these data need to be correctly integrated
by multidisciplinary teams with the expertise to understand the errors and limitations
of each data set. New models are also required to adequately model each of the data
sets and tie them together.
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Abstract
The relationship between short-term earthquake-cycle processes and the long-term de-
velopment of topography remains unclear. A more complete understanding of this
relationship would allow us to access measurements of earthquake cycle deformation
recorded in topography and contribute to our knowledge of mountain building. Here,
we study the relationship between tectonics and topography in part of the Sulaiman
fold and thrust belt near Sibi, Pakistan. We use three generations of InSAR satellites
to construct an InSAR time series which spans 25 years and includes the 1997 Sibi
earthquake. We find that combining these different InSAR data sets enables us to
separate deformation associated with each stage of the earthquake cycle. We find that
a combination of coseismic and postseismic deformation can reproduce the shape of
the topography near the toe of the fold and thrust belt to first order. Assuming this
combination of coseismic and postseismic deformation is characteristic for the region,
we estimate that approximately 1000 such earthquakes could reproduce the observed
topography. Furthermore, the topographic gradient near the toe of the wedge can be
reproduced by this combination of coseismic and postseismic deformation, suggesting
that some wedges may maintain their taper in a single earthquake cycle.
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4.1 Introduction
4.1.1 Tectonics and Topography
It has long been recognised that the earthquake cycle must play a significant role in
the development of topography and geological structures in tectonically active regions
(King et al., 1988, Stein et al., 1988, Ainscoe et al., 2017). However, the way in which
the earthquake cycle generates topography remains poorly understood. For example,
some earthquakes have caused regions of long term uplift to subside (Elliott et al., 2016,
Melnick , 2016), requiring other mechanisms to counteract this in the long term.
In order to determine the roles that various mechanisms play in the construction
and destruction of topography, we need high resolution, long time-span measurements.
Global Navigation Satellite System (GNSS) measurements can provide an understand-
ing of the broad patterns of deformation associated with tectonics in a region over a
relatively long time span (e.g. Beavan et al., 2010, Ader et al., 2012). Levelling lines
provide transects of vertical deformation and have been used for long time-span ob-
servations, even if sampled more infrequently (e.g. Lammali et al., 1997, Ching et al.,
2011). However, both these techniques only provide point or linear measurements of
deformation, in easily accessible areas.
Remote sensing techniques such as interferometric synthetic aperture radar (InSAR)
provide measurements of motion with a dense spatial resolution on the order of tens
of metres over areas which span tens to hundreds of kilometres. Measurements are not
made continuously in time, as for continuous GNSS receivers, but are often acquired
more frequently than campaign GNSS surveys or levelling. Spaceborne InSAR also
enables measurements to be made in otherwise inaccessible regions, opening up more
opportunities to examine the relationship between tectonics and topography.
4.1.2 Region of Interest
We chose to investigate the relationship between tectonics and topography in part of the
actively deforming, sub-aerial Sulaiman fold and thrust belt in Pakistan. The Sulaiman
is part of a series of tectonic structures which accommodate strain associated with the
western margin of Indo-Eurasian convergence. As India translates along this margin,
motion is accommodated through a combination of left-lateral shear along the Chaman
fault zone and thrusting in the Kirthar and Sulaiman fold and thrust belts (e.g. Banks
and Warburton, 1986, Humayon et al., 1991, Jadoon et al., 1994). These structures
are thin-skinned, with extensive deformation in the thick sediments overlying a rigid
basement. The lobate nature of the Sulaiman fold and thrust belt and the reentrant
near Sibi is thought to result from either the translation of a rigid block along the
Chaman fault zone (Haq and Davis, 1997) or the presence of a deep basin towards the
apex of the lobe preferentially enhancing propagation of the belt (Macedo and Marshak ,
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1999, Reynolds et al., 2015).
The Sulaiman remains seismically active, with most seismicity being shallow and
focused around the edges of the belt, away from the thickened sedimentary interior
(Reynolds et al., 2015, Khan et al., 2018). We choose to focus on part of the fold and
thrust belt near the town of Sibi, where an earthquake occurred in 1997 (Nissen et al.,
2016). This enables us to examine contributions to the topography from different parts
of the earthquake cycle.
The syntaxis near Sibi experiences a combination of thrust faulting (Szeliga et al.,
2009, Nissen et al., 2016) and strike-slip faulting (Pinel-Puysse´gur et al., 2014) as it
accommodates shear and compression. The major geological divisions in the area are
shown in Figure 4.2 and are split between a Triassic-Eocene marine shelf sequence, and
later molasse and superficial deposits (Maldonado et al., 2011). Unfortunately, this
region is sparsely populated and difficult to access. These challenges mean there are
few ground based measurements of deformation in our area of interest near Sibi. A small
number of campaign GNSS stations, available in the compilation used in the Global
Strain Rate Model (Kreemer et al., 2014), show the overall southward motion of the
belt with respect to stable India (Figure 4.1). However, these sparse measurements do
not have the resolution in time or space to examine the motion of individual faults and
folds or how strain rates vary in time. Whilst the arid environment leads to difficulties
conducting ground based measurements of surface deformation, it lends itself well to
InSAR. Dry environments tend to maintain coherence over longer periods, enabling
long InSAR time series to be constructed without introducing too much decorrelation
noise. We therefore used space-borne satellite radar to obtain high resolution, spatially
dense line of sight (LOS) deformation measurements over the belt. Combining data
from ERS-1, ERS-2, Envisat and Sentinel-1a and b, we can observe deformation over
a period of 25 years.
4.2 InSAR Data and Methods
InSAR has been used to study ground deformation since the late 1980s (Gabriel et al.,
1989) and has been applied in the study of earthquakes (e.g. Massonnet et al., 1993,
Wright , 2002, Wang and Fialko, 2015), volcanoes (e.g. Pritchard and Simons, 2004,
Biggs et al., 2014), subsidence (e.g. Cabral-Cano et al., 2008, Jones et al., 2016) and
landslides (e.g. Hilley et al., 2004, Sun et al., 2015). The signal in an individual inter-
ferogram is the sum of a number of contributing factors including ground deformation,
atmospheric delay, orbital errors and random noise. Error sources such as the at-
mosphere mean that small ground deformation signals are often hidden in individual
interferograms. In order to extract small deformation signals, and study the evolution
of the fold and thrust belt through time, we constructed a number of InSAR time se-
ries. We combined data from three generations of European Space Agency (ESA) SAR
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Figure 4.1: Tectonic setting. Top left: regional map showing the study location in the
context of India-Eurasia convergence. Arrows show GNSS velocities with respect to stable
India (Kreemer et al., 2014). Bottom left: study area near Sibi. Coloured polygons shows the
extent of each InSAR data set. Right: structural map of the study area showing faults and
anticline fold axes from Nissen et al. (2016).
satellites: ERS-1/2, Envisat and Sentinel-1a/b. Most of these data were acquired after
a Mw 7.1 earthquake struck the area in 1997 (Nissen et al., 2016).
We used ROI-PAC (Rosen et al., 2004) to focus the ERS and Envisat data and
form SLC images. Interferograms were then formed in a small baseline approach us-
ing DORIS scripts implemented in StaMPS (Hooper et al., 2012). Sentinel-1 data
are provided as SLCs by ESA and we formed small baseline interferograms using
Gamma (http://www.gamma-rs.ch/), implemented within a modified version of LiC-
SAR (Wright et al., 2016). The resulting small baseline networks for each satellite are
shown in Figure 4.3 and show the significant decrease in perpendicular and tempo-
ral baselines achieved by Sentinel-1. We then used these small baseline networks in
a modified version of StaMPS (Hooper et al., 2012) to invert for a single master time
series for each individual satellite data set. We used a height-based empirical correction
to remove topographically-correlated atmospheric signal (e.g. Elliott et al., 2008). As
well as solving for the correlation between phase and topography, we simultaneously
solve for a bilinear ramp in each interferogram. We masked out the areas of possible
deformation in each interferogram and used far-field pixels in our estimation of the
atmospheric noise.
We then use these atmospherically-corrected time series to solve for a linear de-
formation rate at each pixel for each satellite data set. ERS data were split into
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Figure 4.2: Geological map showing the major geological divisions in the area studied. Map
is based on USGS Open File Report 2011-1093 (Maldonado et al., 2011) and includes anticline
fold axes from Nissen et al. (2016).
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Figure 4.3: Baseline plot for each InSAR data set. Top: perpendicular baselines plotted
against temporal baseline for each satellite track. Bottom: satellite acquisition times.
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data before the earthquake (preseismic) and data after the earthquake (postseismic).
Sentinel-1 data were cut to the same region as the ERS data to remove the effects of
very long wavelength atmospheric noise. Fully accounting for the spatial correlation
of residual atmospheric noise would make solving for a linear deformation rate at each
pixel computationally intractable (Gonza´lez and Ferna´ndez , 2011). We therefore esti-
mated the average residual atmospheric noise in each interferogram by calculating the
phase variance in non-deforming regions. We calculated the phase variance for each
slave date in each single master time series as the phase variance of the master-slave
interferogram. We then used the average variance of all the slave dates as an estimate
for the variance of the master date. These variances were used as weights in a weighted,
linear least squares inversion to calculate the average velocity of each pixel indepen-
dently. We then estimated the error on the velocity of each pixel using a bootstrapping
approach with 100 random realisations of the data for each pixel. The standard devia-
tion of the resulting velocity estimates provide an estimate of the uncertainty for each
pixel (Figure C.1 in the supplementary material).
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Figure 4.4 shows the average linear deformation rate of each pixel for each satellite
data set. Many of the signals in these velocity maps are correlated with topography
even after removing topographically correlated atmosphere. We are confident that the
signals we see are due to deformation and not residual uncorrected atmosphere for the
following reasons. Firstly, the overall correlation between LOS velocity and topography
is minimal in the corrected velocity maps (see Figure 4.4b). Larger topographic features
do not show similar signals in the velocity maps or profiles through the data (see Figures
4.4 and 4.5). Secondly, independent ERS, Envisat ascending and Envisat descending
postseismic velocities show similar features. The similarity between these different
datasets suggest predominantly vertical deformation. Thirdly, the deformation signals
we see following the 1997 earthquake surround the region of coseismic uplift in areas
which were likely to experience a stress increase from the earthquake. Finally, the
inferred linear deformation rates for the postseismic signals decrease with time since the
earthquake, as expected for postseismic deformation (Ingleby and Wright , 2017). Sharp
discontinuities in the deformation rate maps (see Figures 4.4 and 4.5) suggest faults that
are creeping following the earthquake and again show decreasing creep rates through
time. As well as these short wavelength deformation features, longer wavelength, lower
amplitude signals can also be seen, indicative of deeper deformation sources.
4.3 Earthquake Cycle Deformation
4.3.1 Fault Modelling
Our InSAR time series contains a number of surface deformation signals, most of which
can be related to the earthquake cycle. We used the surface deformation revealed by
InSAR to determine the geometry of the fault system at depth. The large number of
signals, particularly in the postseismic velocity maps, means care is required in model
construction and inversion technique. We therefore chose to start our modelling using
profiles taken perpendicular to the strike of the fold and thrust belt. This reduces the
number of signals we are attempting to explain and the number of model parameters.
We then modelled these profiles using uniform slip on dislocations in an elastic half
space (Okada, 1985, Wright , 2003). We used simulated annealing with adaptive step
size to find the best fitting fault plane parameters (Bagnardi and Hooper , 2018, Amey
et al., 2018). We then explored the uncertainties in each parameter by using a Bayesian
inversion, implemented using a Monte Carlo Markov Chain (Mosegaard and Tarantola,
1995), to construct the probability densities for each parameter. The probability den-
sities for the fault plane parameters can be used to produce a cross section with the
likely locations and geometries of modelled faults (see Figure 4.6).
We began by modelling the coseismic deformation, using the earthquake spanning
ERS interferogram. Our profile is taken perpendicular to the strike of the main co-
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seismic and postseismic deformation signals. The ERS interferogram includes over a
year of postseismic deformation, which is particularly evident at the southern end of
the profile. The northern end of the profile is affected by a large change in topogra-
phy, which is correlated with a change in LOS delay. We therefore excluded data from
these regions when modelling the coseismic deformation and instead concentrated on
fitting the main lobe of coseismic range decrease. This lobe is best explained by a
fault dipping at 24.7 - 31.6 degrees with thrust faulting slip of 1.25 - 1.75 m extending
from 6 km to 12.7 km depth (all at 95% confidence, see Figure 4.6). Our coseismic
fault has a similar dip to the dip of 21 degrees inferred by Nissen et al. (2016), but
a different depth range and slip magnitude. Seismological solutions from source cata-
logues which treat the doublet as a single event give dips in the range 7 - 16 degrees
(Nissen et al., 2016); smaller than our geodetic estimate. However, these seismological
solutions provide similar depths to our estimate (7 - 15 km). The greatest residuals to
our model are seen in the southern and northern parts of the profile (see Figure C.2 in
the supplementary material). The southern residuals have a similar appearance to the
postseismic deformation seen in later interferograms, suggesting that our removal of
this signal when modelling the coseismic deformation was appropriate and necessary.
The northern residual is correlated with the high topography and is likely caused by
topographically correlated atmosphere (e.g. Elliott et al., 2008).
We then sought to model the more complicated postseismic deformation field. Post-
seismic range decrease is seen along at least two folds south of the coseismic rupture,
and possibly three. There is also a broad range decrease signal north of the coseismic
rupture, which may be associated with deeper slip. We therefore constructed a fault
model containing five faults, arranged as shown in Figure C.3 in the supplementary
material. This system of faults is pinned to the top and bottom of the coseismic fault
plane, thereby reducing the number of free parameters. We simultaneously fit the En-
visat ascending and descending data as well as the ERS data in a joint inversion. We
solve for an ERS scaling factor for each fault, in order to take account of the faster
velocities in the ERS velocity map. This model is capable of reproducing the post-
seismic deformation over all wavelengths along the profile by placing slip on the faults
down-dip and up-dip of the coseismic rupture (Figure 4.6). Up-dip of the rupture, the
inversion requires a very shallowly dipping fault (0 - 1.5 degrees) with a slip rate of
approximately 2 - 6 mm/yr during the Envisat observation period. Splays dipping at
35 - 60 degrees underlie each of the short wavelength uplifting folds and have a strong
trade-off between fault depth and fault slip rate for each splay. Down-dip of the rup-
ture, the fault geometry is poorly resolved but could have higher slip rates than the
upper flat. A down-dip extension of the coseismic fault would agree with the locations
and mechanisms of some of the larger aftershocks constrained by Nissen et al. (2016)
using body waveform modelling.
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4.3.2 Coseismic, Postseismic and Interseismic Deformation from In-
SAR
We next turned our attention to deriving a more complete picture of how the fold and
thrust belt is evolving throughout the earthquake cycle. We did this by combining
the different satellite data sets together in a single time series. We resampled pixels
from each descending data set to the ERS pixel locations and then tied the data sets
together using a predetermined functional fit. We fit the different satellite time series
at each pixel using a simple ground deformation model, similar to those used when
fitting GNSS time series in regions affected by earthquake cycle deformation:
u(t) = α+vt+βH(t−teq)+γH(t−teq)·ln[1+ t− teq
τ
]+κH(t−tEnv)+H(t−tS1) (4.1)
where α is an offset, v is a linear rate, β is the offset in the 1997 earthquake and
the logarithmic term (γ) accounts for postseismic deformation with time constant τ .
κ and  are the offsets between the ERS time series and the Envisat and Sentinel-1
data respectively. H terms refer to the Heaviside function used in the coseismic offset,
postseismic term and for the offsets between different satellite time series. When the
offset time and postseismic time constant are known, the above equation is linear and
can be rapidly solved for the thousands of pixels in the InSAR data sets.
Whilst we only used descending data in our combined time series, we need to con-
sider the effect of the different viewing geometries of each satellite. The ERS and
Envisat data have very similar headings (averages of −168.3◦ and −168.23◦) and inci-
dence angles (averages of 23.41◦ and 22.74◦), meaning that similar surface deformation
will give similar LOS deformation patterns. However, Sentinel-1 has a significantly dif-
ferent incidence angle (40◦) , causing surface deformation to be imaged from a different
perspective. One way to handle the varied looking geometries is to convert the LOS
deformation into vertical and east-west deformation, assuming no north-south motion
(e.g. Wright et al., 2004). However, given the orientation of the fold and thrust belt,
we expect significant north-south motion. Furthermore, this would require ascending
and descending data over our entire area of interest throughout the period covered.
We therefore take a different approach and assume that most of the motion recorded
in our InSAR is in one direction. In a fold and thrust belt, we might expect deforma-
tion to be predominantly vertical and parallel with the direction of convergence. We
can therefore assume that there is negligible motion parallel to fold hinges, leaving us
with two deformation directions. Fortunately, the convergence direction in the Sibi fold
and thrust belt is approximately perpendicular to the LOS vector for the descending
satellites, meaning that our data are nearly completely insensitive to convergence par-
allel deformation. This leaves only vertical deformation as an expected and observable
signal in the descending data. In this case, the LOS deformation at each pixel, seen by
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Figure 4.7: Example time series for pixels in the region highlighted in Figure 4.4. LOS
deformation has been converted to assumed vertical deformation using the vertical component
of the look vector for each satellite. Faded colours show original satellite time series and bright
colours show the full time series constructed by tying the different data sets together using
equation 4.1. Histograms and scatter plots show the range of possible values for the time series
parameters in equation 4.1 as well as trade offs determined using bootstrapping.
each satellite is simply related to the angle between the vertical and the satellite look
direction at that pixel. The look vector is the unit vector point from the ground to the
satellite at any location, and we use the vertical component of this vector to account
for the different viewing geometries of ERS/Envisat and Sentinel-1. In the rest of this
paper, we assume that all observable deformation is vertical.
We used weighted least squares to solve for each of the time series parameters. We
initially performed the inversion with different values of the postseismic time constant
(τ) and found the value of τ which gave the minimum misfit for each pixel. We found
that pixels with a clear postseismic deformation signal were best fit using a time con-
stant of 0.1 years (see Figure C.6 in the supplementary material). We therefore reran
the inversion and fixed the time constant at 0.1 years for all pixels to prevent trade offs
between the time constant, τ and the amplitude of the postseismic coefficient γ. We
referenced all InSAR data to the first ERS acquisition using this model and constructed
a time series spanning 25 years. The last ERS acquisition in this area occurred after
Envisat had begun acquiring, allowing us to check that our method is achieving the
expected results. Figure 4.7 shows an example time series of pixels from one of the
folds which show a strong postseismic deformation signal. The final ERS data point
agrees with the shifted location of the first Envisat points, suggesting our approach
is successfully combining the different time series. We used bootstrapping to estimate
the errors in each of the parameters and obtained a range of time dependent model
curves which fit the InSAR time series for each pixel. Bootstrapping reveals trade-offs
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between the linear rate, postseismic coefficient and coseismic offset terms (see Figure
4.7), due to the long time span between preseismic and postseismic SAR acquisitions
and the small amount of preseismic data.
We solved for the coefficients in equation 4.1 at every pixel and plotted the results
in map form to show how different parts of the fold and thrust belt grow (Figure
4.8). The earthquake-spanning interferogram includes more than a year of postseismic
deformation, which may contaminate the coseismic signal (Nissen et al., 2016). A map
of the coseismic offset (β) from the time series fit is similar to this earthquake-spanning
interferogram, but shows less deformation to the south of the main deformation lobe
(see Figure C.5 in the supplementary material). The postseismic coefficient (γ) map
has a similar appearance to the ERS and Envisat postseismic rate maps. Postseismic
deformation surrounds the region of coseismic deformation, with the strongest signals
seen up-dip of the two lobes of coseismic uplift. Broader, low amplitude signals are
seen down-dip of the two coseismic deformation signals. The linear rate map (v) is less
well resolved due to the small amount of data acquired before the earthquake and is
similar in appearance to the ERS preseismic velocity map. It appears to show uplift
signals along parts of the frontal fold and towards the rear of the fold and thrust belt.
However, these possible signals are of a similar magnitude to the noise (see Figure 4.8)
and therefore need to be interpreted with caution.
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4.4 Topographic Growth
4.4.1 Earthquake Cycle Contributions
Our InSAR measurements allow us to estimate the contributions of different parts of the
earthquake cycle to the generation of topography in the fold and thrust belt near Sibi.
Coseismic slip in the 1997 earthquake generated uplift approximately 30 km into the
fold and thrust belt. However, as in other examples, the earthquake caused subsidence
in some areas of higher elevation (see Figures 4.5 and 4.9). If the topography in the
fold and thrust belt is generated by the earthquake cycle, then the higher elevations
must be caused by other processes such as deeper, or more northward, earthquakes.
Interseismic deformation may also play a role in generating these higher elevations.
Interseismic deformation shows range decreases consistent with uplift to the north of
the centre of coseismic uplift, which could contribute to the building of topography if
some of this is anelastic and permanent. South of the coseismic uplift, the western
end of the frontal fold structure also shows signals consistent with uplift. However,
the interseismic deformation is the least well observed, and as such, these possible
uplift measurements should not be considered robust. Similar signals can be seen in
ERS preseismic data and Sentinel-1 data as well as in the interseismic component of
the earthquake cycle inversion. However, the same signals are not clearly visible in
the descending Envisat time series which covers a longer observation period and has
generally lower noise.
Postseismic deformation is well imaged by ERS, Envisat and Sentinel-1. Postseis-
mic uplift is concentrated along short wavelength folds, particularly to the south of the
coseismic uplift signal. Similar short wavelength fold growth has been observed follow-
ing a number of earthquakes in Iran (Copley and Reynolds, 2014, Copley , 2014, Copley
and Jolivet , 2016, Zhou et al., 2018). Figure 4.9 shows peaks in postseismic uplift either
side of the peak in coseismic uplift, consistent with afterslip occurring both up-dip and
down-dip of the coseismic rupture.
We tested whether deformation from these three stages can sum to give something
resembling the topography we observe today. We compared the deformation observed
by InSAR with the topography along the swath profile (Figure 4.9). Postseismic defor-
mation strongly resembles the short wavelength topography near the front of the fold
and thrust belt. We tested the similarity of the deformation and the topography by
by normalising both profiles by the average value of points in the region of maximum
coseismic uplift. We subtracted a height of 140 m from the topographic profile, which
corresponds to the background height of the belt above sea level. Figure 4.9b shows
this comparison for both coseismic deformation and the sum of coseismic and aseismic
deformation 20 years after an earthquake. The overall shape of this section of the fold
and thrust belt can be reproduced by a combination of coseismic and postseismic de-
formation. Differences between the two normalised profiles may be due to incorrectly
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assuming purely vertical deformation, longer term isostatic effects and the effects of
erosion. However, the overall similarity between the profiles suggests that the frontal
section of this fold and thrust belt could be built by repeated earthquake cycles of a
similar nature to that observed here.
4.4.2 Development of Topography
If we assume that the 1997 earthquake was characteristic for this frontal section of
the fold and thrust belt, then we can infer aspects of the long term tectonics from the
topography. We use a simple model to link deformation in an earthquake cycle to the
construction of long term topography:
h = dISt+ dCS
t
tr
+ dPS
t
tr
ln(1 +
tr
τ
) + h0 (4.2)
where dIS , dCS and dPS are the earthquake cycle parameters obtained in section 4.3.2,
t is the total time of tectonic activity, tr is the earthquake recurrence interval, τ is the
postseismic time constant and h0 is the height in undeforming regions. We used a value
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of 0.1 years for τ , equivalent to the value obtained in section 4.3.2. We fixed h0 to be
140 m (as above) and removed this from the topographic profile. We then performed
a grid search over values of t and tr, calculating the misfit for each parameter pairing.
We found that including the possible interseismic deformation observed at the west-
ern end of the frontal fold prevented a good fit to the topography. This interseismic
deformation is the least well constrained from our InSAR observations, is only seen
in the western section of the frontal fold, and if real, may only be a transient creep
event. We therefore chose to remove the interseismic deformation from the model and
perform the grid search again. Figure 4.10 shows the fit of the minimum misfit models
to the topographic profile, as well as plots showing how misfit varies over parameter
space. The misfit plots show a strong trade off between t and tr, where longer total
deformation times require longer earthquake recurrence intervals. In other words, we
can only constrain the number of earthquakes (with their associated postseismic de-
formation) that have occurred. The topography is best reproduced by approximately
1000 earthquakes and their associated postseismic deformation.
4.5 Discussion
4.5.1 Fold and Thrust Belt Growth
We measured surface deformation associated with different parts of the earthquake cy-
cle near Sibi. Coseismic deformation in the 1997 earthquake consisted of two lobes of
uplift with associated subsidence signals of smaller amplitude (Figure 4.8). The main
uplift lobe had a peak which does not coincide with any one particular fold, whilst
the secondary event to the south-east shows uplift closely associated with a fold axis
(Nissen et al., 2016). Coseismic fold growth has been inferred from geomorphological
and structural measurements (Walker et al., 2015) as well as seismic reflection profiles
combined with borehole measurements (Leon et al., 2007). However, geodetic measure-
ments of coseismic deformation often reveal an unclear relationship between coseismic
deformation and surface folding. Parsons et al. (2006) observed a broad uplift sig-
nal associated with the 1994 Sefidabeh earthquakes in Iran, in contrast with the short
wavelength topographic ridges. Elliott et al. (2015) found that coseismic deformation in
the Khaki-Shonbe earthquake (Iran) revealed by InSAR, was of a similar along-strike
length to a fold, but that the peak uplift signal was offset in a strike-perpendicular
sense.
In our results, coseismic deformation caused subsidence in some areas of higher
elevation (e.g. Figure 4.9a). The apparent destruction of topographic highs in earth-
quakes has been observed geodetically in the Gorkha earthquake (Elliott et al., 2016)
and in great Andean subduction zone earthquakes (Melnick , 2016). Furthermore, a net
destruction of topography in earthquakes has been argued for using a mass balance be-
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Figure 4.10: Modelling topography as a result of earthquake cycle deformation in the frontal
section of the fold and thrust belt. a) Comparison of the observed topography and the earth-
quake cycle prediction produced by the best fit combination of parameters. b) Misfit as a
function of the age of the fold and thrust belt and the earthquake recurrence interval. White
contours show log10 of the total number of earthquakes. c) Misfit against total number of
earthquake cycles.
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tween coseismic uplift and landslides for the 2008 Wenchuan earthquake (Parker et al.,
2011). These observations clearly require uplift to occur in other parts of the seismic
cycle if topographic highs are to be created and sustained over geological timescales.
Melnick (2016) suggest that moderate, deeper subduction zone earthquakes could ex-
plain the rise of the Andean coast. A similar mechanism may operate here and lead to
uplift further into the fold and thrust belt.
Another possibility for creating high topography is via interseismic deformation
between earthquakes. Even though our interseismic measurements are the least well
constrained, they suggest this mechanism may be operating here. They offer a way of
counteracting the subsidence experienced in earthquakes like the 1997 event (see Figure
4.9a), provided that some of this strain is permanent rather than elastic. The role of
interseismic deformation in generating topography is also suggested by GNSS data
from the Southern Alps in New Zealand, where vertical uplift rates closely resemble
the shape of the topography over wavelengths of approximately 60 km (Beavan et al.,
2010). A combination of levelling data and GNSS reveals a dome shaped uplift pattern
for Taiwan, centred over the interior mountain ranges, with many similarities between
short term vertical rates and longer term rates derived from radiometric dating (Ching
et al., 2011).
The clearest relationship between tectonics and topography in our results is seen in
the comparison between postseismic deformation and short wavelength folds. Postseis-
mic deformation closely resembles the shape of fold hinges in map view (Figure 4.8)
and has a similar wavelength to the topography associated with these folds (Figure
4.9). These observations add to a growing body of literature where short wavelength
folds have been seen to grow following an earthquake (Fielding et al., 2004, Nishimura
et al., 2008, Copley and Reynolds, 2014, Copley , 2014, Copley and Jolivet , 2016, Wim-
penny et al., 2017). Such structures are often thought to result from shallow fault slip
triggered by coseismic stress changes and controlled by the rate-and-state friction laws.
This shallow afterslip offers a way of building permanent, short wavelength topography.
In fact, it may represent the only way of building such topography in regions where
the shallow fault is rate-strengthening and in the stress shadow of a portion of locked,
deeper fault (Almeida et al., 2018).
However, our results need to be interpreted with a degree of caution and cannot
give the complete picture over how the range near Sibi has developed. The structural
geology (see Figure 4.2) reveals a number of different structures and features which
cannot all be explained by the surface deformation we observe in our InSAR results. Our
InSAR captures decadal deformation in the most recent structures and is potentially
biased by the large fraction of the time series dominated by coseismic and postseismic
deformation. Furthermore, the deformation we observe may not be controlled by faults
but instead be the result of more distributed folding and ductile deformation processes.
The sharp discontinuities in the InSAR velocity maps (see Figure 4.4) require relatively
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localised deformation, but this may be along small faults or due to bedding plane slip
(Berberian et al., 2000, Zhou et al., 2018). Even if the deformation is controlled by
faults, these faults need not be controlled by the rate-and-state friction laws, but may
instead be sliding via pressure solution creep (Gratier et al., 2014).
Despite these caveats, some conclusions can be drawn regardless of the mechanism
that may be producing the deformation we see. Our results show that a combination of
coseismic and postseismic deformation can recreate the shape of the topography to first
order (Figure 4.10). This agreement suggests that at least some of the coseismic and
postseismic deformation produced outweighs the effects of interseismic strain, leading
to permanent deformation. It also suggests that earthquakes like the 1997 event may
be representative of the region, since repeats of such events can reproduce the longer
term record of deformation provided by topography. Whilst the 1997 event highlighted
the danger of making assumptions about limits on earthquake rupture (Nissen et al.,
2016), this may only apply in the along-strike sense here. The down-dip extent of
rupture may well be controlled by the presence of detachment horizons (Banks and
Warburton, 1986) which have slipped aseismically following the earthquake. Figure 4.6
shows how coseismic slip ends at the approximate depths of detachment horizons from
Nissen et al. (2016), shown as light-blue dashed lines. These may provide a physical
reason for why an earthquake such as the 1997 event may be representative for the
region.
4.5.2 Implications for Critical Tapers
As well as considering the short wavelength topography in a fold and thrust belt, our
results also have implications for longer lengthscales of topography. At longer length-
scales, uncertainties in InSAR tend to increase due to the increasing variability of the
atmosphere as well as possible effects of the ionosphere and orbital errors (Lohman and
Simons, 2005, Fattahi and Amelung , 2014, Bekaert et al., 2015). These factors mean
that long wavelength signals need to be interpreted with greater caution. Nevertheless,
we proceed to outline the possible implications for long wavelength deformation in the
context of critical taper wedge mechanics.
Critical taper wedge mechanics treats a fold and thrust belt analogously to a pile
of sand or snow being pushed up a shallow incline by a bulldozer (Davis et al., 1983,
Dahlen et al., 1984, Dahlen, 1990). The topographic slope of the fold and thrust belt is
controlled by the dip and strength of the underlying decollement and the strength of the
wedge material. For a critical wedge, a strong decollement or weak wedge material will
result in a steeper topographic slope. Critical taper models have been applied to active
orogenic wedges such as Taiwan (Davis et al., 1983, Carena et al., 2002, Suppe, 2007),
the Longmen Shan (Hubbard et al., 2010) and the Alps (von Hagke et al., 2014) as well
as accretionary wedges around Barbados (Suppe, 2007) and offshore South America
(Cubas et al., 2013).
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Fold and thrust belts which have reached a critical taper are in a steady state, where
the topographic slope of the wedge is maintained through time. In other words, critical
wedges grow in a self similar manner in order to maintain their taper. However, a single
earthquake within these actively deforming tapers often produces a pattern of uplift
with a different slope to the topography. For example, the 1999 Chi Chi (Yu et al.,
2004, Suppe, 2007) earthquake, 2008 Wenchuan earthquake (de Michele et al., 2010,
Hubbard et al., 2010) and 2015 Gorkha earthquake (Elliott et al., 2016, Searle et al.,
2017) all occurred in orogenic wedges which have been modelled as critical tapers. All
of these earthquakes only caused uplift in part of the wedge, resulting in a deformation
gradient which is different to the topographic gradient. Maintenance of the topographic
slope through time therefore requires uplift in other parts of the wedge. For example,
an earthquake in the interior of the wedge produces uplift towards the rear of the
wedge and therefore increases the overall taper. Earthquakes near the toe of the wedge
and the propagation of the wedge into the foreland decrease the taper of the wedge.
Critical taper theory therefore suggests that fold and thrust belts maintain taper by the
appropriate balance of these uplift sources combined with the effects of erosion (Davis
et al., 1983).
Modelling a fold and thrust belt as a critical taper rests on a number of significant
assumptions. In particular, the wedge is modeled as having uniform properties, and on
the verge of failure by faulting everywhere within the wedge. The Sulaiman fold and
thrust belt as a whole cannot be modeled as a single critical taper due to the variety
of earthquake mechanisms (Reynolds et al., 2015). However, over short lengthscales
than the entire range, it is more appropriate to use a simple wedge model since the
degree of variability in both lithology and faulting will be less. We argue that the Sibi
fold and thrust belt is at critical taper from the toe of the wedge for at least 35 km
along the strike-perpendicular profile. Hubbard et al. (2010) argue that the Longmen
Shan is at critical taper because of the propagation of the wedge into the foreland
basin, the presence of active thrusts throughout the belt and overall wedge shape of
the topography. All of these elements are present in the Sibi fold and thrust belt: active
folds can be seen in the Sibi basin (Figures 4.1 and 4.2), numerous thrust faults are
seen to be active in our InSAR observations (Figure 4.4) and the topography has an
overall wedge shape (Figure 4.9a). Furthermore, critical taper theory suggests that the
whole wedge is on the verge of failure. von Hagke et al. (2014) argue that the Alps are
on the verge of failure by pointing to induced seismicity caused by a number of natural
and human causes. We observe multiple examples of failure following stress changes in
the Sibi fold and thrust belt. The first seismic event in the 1997 doublet triggered a
second event at large distances, suggesting the wedge was on the verge of failure. The
earthquake also generated pervasive postseismic deformation with slip on a number of
thrust faults throughout the wedge. We therefore suggest that the Sibi fold and thrust
belt is behaving as a wedge at critical taper.
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Our InSAR observations show that postseismic deformation can play a key role in
maintaining the taper of a wedge. Coseismic deformation increased the taper of the
Sibi wedge through uplift in the interior of the fold and thrust belt (see Figure 4.9d). In
order to maintain critical taper, the overall taper of the wedge must be lowered. Figure
4.9d shows how postseismic deformation produced uplift towards the toe of the wedge,
thus reducing the taper again and reproducing the overall shape of the topography.
This self similar growth, even in a single earthquake cycle, is also indicative of a critical
taper wedge. Our observations show that it is possible to grow topography and maintain
critical taper using a single earthquake and associated postseismic deformation.
4.6 Conclusions
We combined ERS, Envisat and Sentinel-1 data to investigate the development of to-
pography in a fold and thrust belt throughout the earthquake cycle. The resulting
surface deformation maps showed the contributions of coseismic, postseismic and in-
terseismic deformation to the generation of topography over various lengthscales. We
found a clear relationship between shallow postseismic deformation and the develop-
ment of short wavelength anticlines, in agreement with a number of previous studies
elsewhere. The growth of such structures following an earthquake provides a way by
which critical taper wedges can maintain taper without the need for future earthquakes
nearer the toe of the wedge. We found that repeating the 1997 event, with its associated
postseismic deformation, approximately 1000 times can reproduce the topography near
the front of the fold and thrust belt. Our results have implications for how earthquakes
and aseismic deformation in fold and thrust belts contribute to their development, as
well as to the field of critical taper wedge mechanics.
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Chapter 5
Discussion and Conclusions
In this final chapter, I discuss the results from chapters 2 - 4 and consider some of
the recurring themes from this thesis. I then move on to suggest avenues for possible
further research based on the findings of this thesis and the opportunities currently
available.
5.1 Summary of Work
5.1.1 Chapter 2: Omori Decay of Postseismic Velocities
In chapter 2, I presented a compilation of near-field postseismic velocity measurements.
I gathered 151 postseismic velocity measurements from 45 publications spanning 34
continental earthquakes/earthquake sequences. I found that the compilation shows a
clear temporal pattern, with velocities decaying as 1/t, where t is the time since the
earthquake. In other words, the compilation showed that postseismic displacements
grow logarithmically for points near the coseismic fault. The remarkably simple pattern
holds over multiple timescales, covering periods from hours after an earthquake to
nearly a century later.
I then compared these observations with various models routinely used to explain
postseismic deformation. I found that linear viscoelastic relaxation models with only a
single relaxation time were unable to explain the temporal evolution of the velocities.
Including a second relaxation time (such as in a Burgers body) enables a linear vis-
coelastic model to explain the observations within the scatter of the data, but does not
reproduce the temporal decay I observed. The addition of further relaxation times (e.g.
through a continuously varying depth-dependent viscosity) may enable a better fit to
the data. In contrast with linear viscoelastic models, I found that processes associated
with fault zones such as frictional afterslip and power-law creep were better able to
explain the observations. Frictional afterslip can provide the required 1/t evolution of
postseismic velocities, whilst power-law creep with high stress exponents is also able to
reproduce such temporal variation.
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I suggested that these results imply that fault zone processes can dominate near-
field surface deformation over the entire postseismic period. This means that studies
seeking to obtain viscosity estimates for the mantle or lower crust need to take care
not to misinterpret surface deformation in tectonically active regions.
5.1.2 Chapter 3: Nepal Seismic Cycle Geodesy
In chapter 3, I used geodesy to study the seismic cycle in Nepal and make inferences
about the geometry and frictional properties of the Himalayan fault system. I processed
Sentinel-1 data to produce an InSAR time series to study postseismic deformation
following the Mw 7.8 Gorkha earthquake in Nepal. I combined these measurements
with GNSS data and inferred that afterslip down-dip of the coseismic rupture was the
predominant mechanism operating in the first few months after the earthquake, as
found in previous studies (Gualandi et al., 2016, Sreejith et al., 2016, Mencin et al.,
2016, Zhao et al., 2017, Jiang et al., 2018, Wang and Fialko, 2018).
I then combined these postseismic measurements with interseismic and coseismic
geodetic data to try and distinguish between competing models for the geometry of the
Himalayan fault system. I found that geodetic data alone were incapable of distinguish-
ing the various suggestions, even with the requirement that the geometry be consistent
with data from these different earthquake cycle stages. I therefore tried to place ex-
tra constraints on the geometry by seeking a geometry which is capable of explaining
both coseismic and postseismic deformation tied together by a mechanical model. I
developed and applied a rate-strengthening friction model (Barbot et al., 2009, Rousset
et al., 2012, Feng et al., 2016) and inverted coseismic and postseismic displacements
to seek models which could explain both simultaneously. I found that all three of the
geometric models I tested were able to explain the data equally well.
I suggested that this inability to resolve the geometry with geodesy partly con-
tributes to the controversy over the structure of the Himalayan fault system. Future
studies need to combine geodetic data with additional constraints and determine the
most appropriate structure using an interdisciplinary approach. This will require a
team with expertise in each of the available data sets such that the errors on each can
be correctly accounted for and an overall conclusion reached.
5.1.3 Chapter 4: Fold and Thrust Belt Growth from 25 Years of
InSAR
In chapter 4, I examined the relationship between the earthquake cycle and the devel-
opment of topography in a fold and thrust belt near Sibi, Pakistan. I combined ERS,
Envisat and Sentinel-1 data to produce an InSAR time series over 25 years long. This
long, spatially dense time series enabled me to study the evolution of individual folds
and faults as well as the overall motion in the fold and thrust belt.
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I tied together the different SAR datasets by using a ground deformation model,
similar to those used when fitting GNSS time series. This exercise enabled me to sep-
arate out the contributions of different parts of the earthquake cycle to the overall
surface deformation field. I then used the resulting earthquake cycle deformation maps
to discuss the role of coseismic, postseismic and interseismic deformation in shaping
topography. I found that postseismic deformation closely resembled the shape of short
wavelength folds, as seen in previous studies (Fielding et al., 2004, Nishimura et al.,
2008, Copley and Reynolds, 2014, Copley , 2014, Copley and Jolivet , 2016, Wimpenny
et al., 2017). I also showed that a combination of coseismic and postseismic defor-
mation closely resembled the topography near the front of the fold and thrust belt,
suggesting that repeating this combined deformation field many times could reproduce
the topography seen today.
I determined that the topography near the front of the fold and thrust belt can be
reconstructed with approximately 1000 repeats of the 1997 earthquake, with associated
postseismic deformation. I suggested that the 1997 earthquake may be representative
for the region because the down-dip extent may have been controlled by the presence of
detachment horizons. I also suggested that these results have implications for the way
by which the overall shape of a fold and thrust belt is maintained. Critical taper wedge
mechanics suggests that fold and thrust belts grow in a self-similar way, maintaining
taper (total angle between surface slope and decollement dip) over time. I showed
how taper can be maintained within a single earthquake cycle through postseismic
deformation near the toe of the wedge.
5.1.4 Aims and Objectives Revisited
I now return to the aims and objectives stated at the beginning of this thesis and
evaluate progress against each of them.
Collate geodetic measurements of the seismic cycle from a number of pre-
viously studied dip-slip earthquakes.
I have collated measurements of postseismic deformation from both strike-slip and
dip-slip earthquakes. I have also collated measurements of coseismic, interseismic and
postseismic deformation for two case studies in Nepal and Pakistan.
Use InSAR to produce new surface deformation measurements around dip-
slip faults.
I have constructed an InSAR time series to study postseismic deformation following
the Gorkha earthquake. I have used ERS, Envisat and Sentinel-1 data to produce an
InSAR time series covering significant aspects of the seismic cycle in a fold and thrust
belt in Pakistan.
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Combine all of these geodetic data from multiple stages of the earthquake
cycle to build up a full picture of deformation around dip-slip faults.
I have combined postseismic geodetic data from multiple timescales to study the tem-
poral evolution of surface velocities following continental earthquakes. This has enabled
a clearer picture of postseismic deformation to be developed. The combination of in-
terseismic, coseismic and postseismic geodetic data in Nepal provides a reasonably full
picture of the earthquake cycle there. However, surface displacements from a large,
surface rupturing earthquake and the accompanying postseismic deformation remain
to be observed. My work on the Sibi fold and thrust belt has shown the potential for
InSAR to provide a thorough picture of earthquake cycle deformation in both time and
space. If the 1997 earthquake is representative of earthquakes in the region, then we
have a fairly good understanding of what the earthquake cycle looks like here. How-
ever, interseismic deformation in this example remains uncertain and more long-term
observations will be required to better constrain this aspect of the seismic cycle.
Determine an appropriate model to explain observations from throughout
the seismic cycle. Develop additional models as required to explain the
observations.
My compilation of postseismic deformation measurements suggests that fault zone pro-
cesses are important when explaining near field postseismic deformation over a variety
of timescales. Case studies in Nepal and Pakistan have further highlighted the role of
faults in explaining earthquake cycle deformation. Observations from throughout the
earthquake cycle in Nepal can be explained using elastic dislocation models. InSAR
results over the Sibi fold and thrust belt clearly show the important role of faults in
both coseismic and postseismic deformation.
Given the importance of faults in the seismic cycle, I developed a joint coseismic-
postseismic fault model. The model uses rate-strengthening friction to mechanically
couple coseismic and postseismic slip. This model can account for uncertainties in
the coseismic slip model when trying to model postseismic deformation and provides
uncertainties on the frictional parameters of the faults involved.
Examine the relationship between earthquake cycle deformation and topog-
raphy in a dip-slip fault setting to see how topography is grown in these
regions.
I examined the relationship between topography and the earthquake cycle using InSAR
over the Sibi fold and thrust belt. I found that the clearest relationship between the two
can be seen in the postseismic deformation field. Coseismic deformation can contribute
to the longer wavelength development of topography, whilst interseismic deformation
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Figure 5.1: Number of earthquakes/tectonics related publications associated with InSAR. Re-
sults obtained using Scopus (https://www.scopus.com), searching for publications containing
any of the following in their title, abstract or key words: InSAR, radar interferometry or SAR
interferometry and any of a number of earthquakes/tectonics keywords.
may play a role in the generation and maintenance of topography towards the rear of
the fold and thrust belt.
5.2 Using InSAR to study the Earthquake Cycle
I have used InSAR to study different parts of the earthquake cycle in every chapter
in this thesis. This is representative of the increasing usage of InSAR by the tectonics
community. Figure 5.1 shows the growing number of tectonics/earthquake publications
using InSAR since the late 1990s. Usage is expected to keep growing due to the launch
of satellites such as Sentinel-1a/b that acquire data regularly over most tectonic regions
on the planet, and for which the data is freely distributed.
I have shown both the strengths and weaknesses of InSAR for tectonics in this
thesis. InSAR provided postseismic velocity measurements for over a third (55/151) of
the data points used in the compilation in chapter 2. InSAR played an important role
in providing measurements of postseismic deformation over longer timescales in remote
regions (e.g Ryder et al., 2014, Copley , 2014). The high spatial resolution of InSAR
also enables the identification of postseismic fault creep (e.g Hussain et al., 2016). In
chapter 3, I used InSAR to obtain postseismic deformation measurements from the
Tibetan plateau where GNSS stations are sparsely available. In chapter 4, I showed
how InSAR can be used to construct geodetic data sets covering large regions, over
long time scales, at high spatial resolution.
However, InSAR has significant limitations. Firstly, many regions remain unsuitable
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Figure 5.2: Time series of coherence change over Nepal. White areas are high coherence
whereas darker regions have low coherence. Red line is the surface trace of the Main Frontal
Thrust (Taylor and Yin, 2009) .
for InSAR due to a lack of coherence. Figure 5.2 shows how coherence decreases rapidly
over most of Nepal. Even after only 36 days, most of the image has become incoherent,
leaving only the Tibetan plateau (in the north of the image) and the urban areas such as
Kathmandu, Pokhara and Gorakhpur with high coherence. This is not only a problem
in Nepal, but also in many other parts of the world (Funning and Garcia, 2017).
Secondly, InSAR is affected by a number of noise sources, as discussed in chapter
1. The most significant of these noise sources is the atmosphere, which can swamp
deformation signals in individual interferograms (Dawson and Tregoning , 2007, Funning
and Garcia, 2017) and even in InSAR time series analysis (Fattahi and Amelung , 2015).
Figure B.3 in the appendix shows the significant atmospheric delays present in Nepal
which show a seasonal signal overlaid with random smaller perturbations. The size
of this signal is large enough to swamp postseismic deformation signals in the Ganges
basin and was one of the reasons for excluding this data in chapter 3.
InSAR data, and geodesy more generally, cannot provide a full picture of the earth-
quake cycle. In chapter 3, I showed the limitations of surface geodetic data when
seeking to address questions around the geometry of the faults beneath Nepal. Even
with a variety of different geodetic data sets, no geometry was clearly favoured. Such a
conclusion highlights the necessity for interdisciplinary work when tackling such ques-
tions.
§5.3 The Role of Fault Geometry 157
5.3 The Role of Fault Geometry
In the introduction, I discussed the possible role of fault geometry in controlling various
aspects of the earthquake cycle. Throughout this thesis, fault geometry has played a
role in a number of ways.
5.3.1 Postseismic Response
In chapter 2, I compared the temporal variation of postseismic velocities for both strike-
slip and dip-slip earthquakes. There appears to be no significant difference between the
different faulting environments, with strike-slip, normal and thrust faults all showing
similar temporal patterns (Figure 2.2). This suggests that a similar mechanism is re-
sponsible for the postseismic deformation observed. Modelling suggests this mechanism
is fault-zone related, such as frictional afterslip or power-law creep (Monte´si , 2004).
The different postseismic responses seen following the Sibi and Gorkha earthquakes
may also be controlled by fault geometry. The Gorkha earthquake was followed by
afterslip down-dip of the rupture, with very little shallow afterslip. In contrast, the Sibi
earthquake was followed by postseismic deformation indicative of both down- and up-
dip afterslip. The two earthquakes were both thrust faulting events, although different
in size, depth range and geometry. The more pervasive shallow afterslip following the
Sibi event may be due to the shallower nature of the rupture (5 - 10 km rather than
10 - 15 km in Gorkha) or the geometry of the fault system. In Sibi, the coseismic
rupture occurred on a ramp with a flatter decollement at shallower levels (see Figure
4.6). In contrast, the Gorkha earthquake occurred on a relatively flat segment of the
Main Himalayan Thrust and may have been surrounded by steep ramps (Hubbard et al.,
2016). Alternatively, the different responses may reflect different lithologies and fault
strengths in each case. Further work is required to disentangle the various possible
explanations for such different postseismic responses.
5.3.2 Fault Geometry and Tectonics in Nepal
In chapter 3 I discussed the different geometries proposed for the Himalayan fault sys-
tem beneath Nepal. I concluded that our current suite of geodetic data were unable to
distinguish between the different suggestions. However, the question remains important
and should be tackled using different tools. The geometry of the faults beneath Nepal
have consequences for the way in which topography is generated and strain accommo-
dated (e.g. Pandey et al., 1995, Lave´ and Avouac, 2001, Hodges et al., 2004, Wobus
et al., 2005, Grandin et al., 2012). Furthermore, recent work has shown how fault
geometry may control the extent of deformation in different stages of the earthquake
cycle. Hubbard et al. (2016) constructed a 3D geometry for the Main Himalayan Thrust
beneath Nepal using geological modelling. They found that the extent of coseismic slip
in the 2015 Gorkha earthquake closely followed the shape of a flat between two ramps
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in the fault structure. Lindsey et al. (2018) compared the location of the interseismic
locking line with the location of the lower ramp from the same geological model. They
found close agreement between the two for eastern and central Nepal, suggesting the
ramp may control the location of interseismic locking.
5.3.3 Coseismic Containment in the Sibi Fold and Thrust Belt
In chapter 4, I presented InSAR results over the Sibi fold and thrust belt. Coseismic
InSAR reveals an elongate region of surface deformation that is much longer along
strike than it is down-dip (see Figure 4.4). The aspect ratio of this surface deformation
suggests that slip propagated further along strike than down dip. Elastic dislocation
modelling confirms this, with slip inferred to have occurred over approximately 40 km
along strike and 10 km down dip. A similarly long, thin rupture for this event was
inferred by Nissen et al. (2016) and confirms an aspect ratio (L/W ) of 4, which is at
the high end of values for dip-slip earthquakes (Weng and Yang , 2017). Long, thin
ruptures have been observed in other locations (Elliott et al., 2015) and depth-limited
seismicity seen in a number of cases (Elliott et al., 2011, 2013, Bonini et al., 2014,
Hubbard et al., 2016). In these cases, the depth extent of seismic slip is thought to have
been controlled by geological structures.
Structural control may be exerted through lithological layering or fault interaction,
for example through the role of detachment horizons and fault geometry in controlling
rupture propagation. To test this, I compared the depth range of seismicity with the
approximate depths of potential detachment horizons within shale units (Nissen et al.,
2016). In chapter 4, I modelled the coseismic deformation recorded by ERS in the
1997 Sibi earthquake. The upper limit of coseismic slip agrees with the depth of one
of the detachment horizons, at approximately 6 km depth (Figure 4.6). The second
earthquake in the 1997 doublet has coseismic slip reaching to similar depths, suggest-
ing a laterally continuous barrier to rupture propagation. The lower limit of coseismic
slip in both events is at approximately 10 - 12 km depth in reasonable agreement with
the depth of another potential detachment horizon (Figure 4.6). Postseismic afterslip
is seen both above and below the coseismic rupture, suggesting that the material up-
and down-dip is rate strengthening and therefore difficult to rupture seismically. De-
tachment horizons of rate-strengthening material, such as over-pressured shales (Kohli
and Zoback , 2013, Reynolds et al., 2015), could therefore explain the depth extent of
coseismic slip.
Alternatively, the geometry of the fault system may have arrested rupture. Both
events were followed by afterslip on shallow faults beneath short wavelength folds.
When these faults are projected down-dip, some intersect with the approximate location
of the up-dip limit of coseismic slip. Fault intersections and junctions may be places of
focused damage which inhibit ruptures (Andrews, 1989, Gartrell et al., 2004, Qi et al.,
2011). A change in dip of the fault without any other fault intersections, may have also
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inhibited further rupture (Hubbard et al., 2016).
If fault intersections or detachment horizons act as persistent barriers to earthquake
rupture, then we might consider slip between these barriers to be characteristic of
earthquakes in Sibi. If this is the case, then it provides a physical reason for why the
topography might be constructed from multiple earthquakes which are similar to this
(see chapter 4). These barriers would only control the vertical extent of rupture and
allow a variety of along-strike rupture scenarios. The 1997 earthquake shows how even a
vertically contained rupture can become large by dynamic triggering of adjacent faults
(Nissen et al., 2016). Using such barriers as a means of assessing maximum earthquake
magnitudes is therefore problematic.
5.4 The Importance of Afterslip
Afterslip has been a significant part of every chapter in this thesis. In chapter 2 I
showed that frictional afterslip could explain the temporal variation of near-field post-
seismic velocities over multiple time scales. In chapter 3 I concluded that down-dip
afterslip was the dominant deformation mechanism following the 2015 Gorkha earth-
quake, and in chapter 4 I inferred that afterslip was likely responsible for the postseismic
deformation observed. Figure 5.3 shows an updated version of Figure 2.1, which in-
cludes postseismic velocities from both Nepal and Sibi. These examples agree with the
previous compilation, showing a 1/t decay of velocities following the earthquake. This
relationship has also been found to hold in recent papers looking at postseismic velocity
evolution in Iran (Zhou et al., 2018) and Turkey (Hussain et al., 2018).
Figure 5.4 shows geodetic measurements of afterslip in the two regions examined
in this thesis. The examples show the different length scales of deformation that can
be produced by afterslip. The Gorkha postseismic deformation field is centred down-
dip of the coseismic deformation, with a relatively long wavelength signal (80 km). In
contrast, the postseismic deformation near Sibi is primarily up-dip of the main rupture
and consists of both long wavelength signals and short wavelength signals over folds.
Afterslip also plays a significant role in developing topography. In chapter 4, I
showed how short wavelength folds appeared to be growing following the Sibi earth-
quake. This mechanism of topographic growth is being observed more frequently (Field-
ing et al., 2004, Nishimura et al., 2008, Copley and Reynolds, 2014, Copley , 2014,
Copley and Jolivet , 2016, Wimpenny et al., 2017) and further study may be able to
establish how important it is globally. Results from Nepal suggest that afterslip can
partly counteract the subsidence produced in the Gorkha earthquake, although the
peak postseismic uplift signal is still southward of the highest topography (see Figure
5.4). This suggests that other mechanisms are required to grow and maintain such high
topography. Furthermore, despite the common occurrence of afterslip and its ability
explain a number of different observations, other postseismic mechanisms are required
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Figure 5.3: Temporal variation of postseismic velocities, as in Figure 2.1, updated with
velocities from other work presented in this thesis. Grey dots are the original data points
presented in Ingleby and Wright (2017). Blue line shows velocites obtained from a piecewise
linear fit to the southward component of motion at GNSS station CHLM. Red line shows LOS
velocities from ERS, Envisat and Sentinel-1 data over the frontal fold in the Sibi fold and thrust
belt.
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Figure 5.4: Examples of afterslip observed in two regions of thrust faulting. a) Map of the
Nepalese Himalaya overlaid with postseismic deformation measurements following the 2015
Mw7.8 Gorkha earthquake. Arrows are GNSS displacements 2 years after the earthquake. In-
SAR data show postseismic displacements 113 days after the earthquake. Blue dashed rectangle
shows extent of swath profile for InSAR whilst dotted rectangle shows extent of GNSS swath
profile. b) Comparison between postseismic deformation and topography. Top panel is profile
parallel GNSS covering same period as InSAR; lower panel shows InSAR LOS displacements.
c) Map of a part of the Sulaiman fold and thrust belt near Sibi, Pakistan with a velocity map
formed from Envisat data acquired after the earthquake. Black solid lines are faults and black
dashed lines are anticline fold axes (Nissen et al., 2016). Blue dashed box shows location of
swath profile. d) Envisat LOS velocities compared with topography.
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to fully explain the postseismic deformation field following earthquakes (Jo´nsson et al.,
2003, Fialko, 2004, Freed et al., 2006, 2007).
5.5 Frictional Properties of Faults
I have shown the importance of localised deformation on faults throughout this thesis.
The strength and seismogenic potential of faults depends upon their frictional proper-
ties. The total stress a fault can maintain before failing in an earthquake is dependent
upon the static coefficient of friction, µ. Stronger faults have higher friction coefficients
and can maintain higher stresses before brittle failure (Byerlee, 1978). However, fault
friction has been found to also depend on the rate of fault motion as well as the time of
contact between opposing fault surfaces (Dieterich, 1979, Ruina, 1983). These obser-
vations have been summarised in the rate and state friction laws, which describe how
the coefficient of friction varies as a function of sliding rate and contact time (Marone,
1998).
5.5.1 Rate Strengthening Parameter from Afterslip
In chapter 3, I used the rate and state friction laws to develop an inversion which uses
coseismic and postseismic deformation simultaneously to infer frictional properties of
faults. I found a range of values for the rate parameter (a) between 0.7−1.6×10−3, at
the lower end of those retrieved from laboratory experiments which are usually between
10−3 and 10−2 (Marone, 1998, van den Ende et al., 2018). However, these results are
consistent with those found in other studies of postseismic deformation, where aσ is on
the order of 0.1 - 10 MPa (Barbot et al., 2009, Chang et al., 2013, Rollins et al., 2015,
Feng et al., 2016, Wimpenny et al., 2017).
The compilation of postseismic velocities presented in Figure 5.3 offers an oppor-
tunity to determine the range of frictional properties suggested by the decay of post-
seismic velocities. Assuming the velocity evolution is controlled by brittle creep and is
primarily driven by the coseismic shear stress change, it is possible to use the velocity
evolution proposed by Perfettini and Avouac (2004) to model the velocity compilation.
I normalised the results as described in chapter 2, and used equation 24 in Perfettini
and Avouac (2004) to model the velocity evolution V (t) of a 1D spring slider system. I
modify the equation to model only postseismic velocities by subtracting the interseismic
slip rate:
V (t) = Vi
d exp( ttr )
1 + d ViV0 (exp(
t
tr
)− 1) − V0 (5.1)
where Vi is the initial postseismic velocity, V0 is the interseismic slip rate, tr is the
relaxation time of the system and d can be calculated as d = exp(∆τ/aσ). δτ is the
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shear stress change caused by the earthquake and aσ is the rate parameter multiplied
by the normal stress. The relaxation time is calculated as:
tr =
aσ
kV0
(5.2)
where most parameters have previously been defined, except for k which is the average
stiffness of the system. Since I am using a compilation of postseismic velocity measure-
ments, many of these terms are unknown and certain assumptions need to be made
about reasonable values. I therefore used a Bayesian inversion, using prior probability
density functions (PDF) for each of the unknown parameters. I used a uniform prior
PDF for each parameter, assigning equal probability to parameter values between rea-
sonable bounds. I allowed aσ to vary between 0.1 and 10 MPa and the shear stress
change (∆τ) to be between 0.1 and 10 MPa, assuming that the shear stress change is
of similar size to typical earthquake stress drops. The initial velocity was allowed to
be anything between 0 and 10000 mm/yr whilst the interseismic velocity was between
0 and 50 mm/yr. The stiffness of the material was allowed to be between 0 and 0.1
MPa/mm, where the average stiffness of a deforming area is defined as k = G/h. A
stiffness of 0.1 MPa/mm corresponds to a deforming area with h = 100 m and a shear
modulus, G = 10 GPa. Larger stiffness values would be possible with a larger shear
modulus or smaller deforming area but other studies inferring values for k (Fletcher
and McGarr , 2006, Steer et al., 2011, Rolandone et al., 2018) or which use a typical
value (Marone et al., 1991) have values less than 0.1 MPa/mm. I then used a Monte
Carlo Markov Chain (Mosegaard and Tarantola, 1995), to sample the posterior PDFs
for each parameter.
Figure 5.5 shows the maximum likelihood model fit to the velocity compilation
and Figure 5.6 shows the posterior PDFs for each parameter, as well as the joint
PDFs for each combination of parameters. The stress change and initial velocity are
unconstrained by the data, with a posterior PDF equivalent to the prior PDF. The
data prefer generally higher values of average stiffness, but only weakly. The most well
constrained parameters are the interseismic velocity and aσ. The interseismic velocity
tends towards very low values, whilst aσ ranges between 0.2 and 1.54 MPa (at 95%
confidence). This range of values is similar to the values for aσ obtained in chapter 3
for Nepal (0.36 - 0.72 MPa, assuming a lithostatic normal stress of 450 MPa at 15 km
depth).
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Figure 5.5: Temporal variation of postseismic velocities updated with velocities from other
work presented in this thesis, normalised as in Figure 2.1. Grey dots are the normalised data.
Red line shows the maximum likelihood model fit for a 1D spring-slider model (Perfettini and
Avouac, 2004).
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These results lend support to the rate-and-state friction paradigm. The rate-and-
state formulation of fault friction is based on an empirical fit to laboratory data. The
ability for these laws to reproduce postseismic geodetic data from a variety of natural
examples corroborates the work in the laboratory. Assuming lithostatic normal stresses
in Nepal suggests low values of a (10−4 − 10−3). Lower values of a result in smaller
increases in fault friction for a given increase in velocity (see equation 1.3). The key
stability condition for whether a fault can nucleate an earthquake is the value of (a−
b). If (a − b) < 0 then the fault is rate-weakening and can nucleate earthquakes,
whereas values of (a− b) greater than zero are rate-strengthening and cannot nucleate
earthquakes. However, if (a − b) is close to 0, then rate-strengthening faults can be
ruptured through (Kaneko et al., 2010, Noda and Lapusta, 2013). The values we obtain
for a in Nepal are close to 0, meaning that it may be possible for seismic ruptures to
continue in to these apparently rate-strengthening regions (Dublanchet et al., 2013,
Zhou et al., 2018).
5.5.2 Static Friction Coefficient from Critical Taper Analysis
In order to obtain a more complete picture of the frictional properties of faults, I also
need to estimate the static friction coefficient. I have previously argued that the toe
of the Sibi fold and thrust belt is behaving as a critical taper in chapter 4. Here,
I use critical taper analysis to constrain the frictional properties of the decollement
underlying this fold and thrust belt. I used the equation for a sub-aerial critical taper
(Dahlen, 1990):
α+ β ≈ β + µb(1− λb) + Sb/ρgH
1 + 2(1− λ)[ sinφ1−sinφ ] + C/ρgH
(5.3)
where α is the topographic slope and β is the decollement dip (both in radians). The
numerator contains a number of terms associated with the strength of the decollement:
µb is the friction coefficient, λb is the Hubbert-Rubey fluid pressure ratio (Hubbert and
Rubey , 1959) for the decollement and Sb is the basal cohesion. The denominator has
similar terms which determine the strength of the wedge: λ is the Hubbert-Rubey fluid
pressure ratio in the wedge, φ is the internal friction angle such that µ = sinφ and C
is the wedge cohesion. The only other terms relate to the lithostatic pressure in the
wedge where ρ is the average wedge density, g is acceleration due to gravity and H is
the thickness of the wedge.
Equation 5.3 enabled me to estimate various parameters for the Sibi fold and thrust
belt using the shape of the topography and the dip of the decollement. I used an affine
invariant Bayesian inversion (Goodman and Weare, 2010) to determine the range of
parameter values which reproduce the topographic slope. This inversion uses multiple
walkers to explore parameter space and allows for the efficient exploration of probability
distributions even when parameters are highly correlated. The algorithm has been
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extensively tested in previous work (Foreman-Mackey et al., 2013) and applied in a
number of contexts (Hou et al., 2012, Hussain et al., 2016). Using this approach, I was
able to generate probability distributions for each parameter, similar to Cubas et al.
(2013).
I used uniform prior distributions for each parameter. My investigations of the
fault geometry beneath the Sibi fold and thrust belt suggests a very shallowly dipping
decollement at approximately 6 km depth beneath the toe of the wedge (Figure 4.6). I
therefore allowed dips up to two degrees for the parameter β. I used the same parameter
ranges as Hubbard et al. (2010) for wedge cohesion, basal cohesion, internal friction
coefficient and the decollement friction coefficient. I assumed that the wedge and the
decollement have Hubbert-Rubey fluid pressure ratios equivalent to hydrostatic pore
fluid pressure (Hubbard et al., 2010) and a typical crustal density for the average wedge
density. The thickness of the wedge was calculated as the depth of the decollement
(6 km) plus the height of the topography at the back of the modelled wedge.
I initially modelled the toe of the wedge, using the shape of the topography from
x = 6.5 km to x = 35 km along the profile. These values correspond to the start of the
fold and thrust belt and the end of the shallow decollement respectively. I extracted the
mean and standard deviation of the height in the swath profile in steps of approximately
200 m. The critical taper model can be used to predict a topographic slope for any
set of taper parameters. In order to compare the predicted slope with topographic
measurements, an offset (k) is added to the prediction such that dpred = βx + k. I
found that most parameters are unconstrained by the inversion such that their posterior
probability distribution was identical to their prior probability distribution. However,
the offset k and basal coefficient of friction µb were somewhat constrained by the data.
The basal coefficient of friction is constrained to be < 0.6 and between 0.04 and 0.49
at 95% confidence (see Figure 5.7).
The decollement friction coefficient is in agreement with the values obtained in other
studies using critical taper wedge analysis, with values between 0.04 and 0.4 (Carena
et al., 2002, Suppe, 2007, Hubbard et al., 2010, Cubas et al., 2013). These results suggest
that the decollement is weak and add to the body of evidence suggesting this for a wide
variety of decollements. Whilst most rocks have a coefficient of friction of around 0.6
(Byerlee, 1978), some earth materials such as phylosillicates have significantly lower
friction coefficients. Furthermore, there is growing evidence that faults have effective
friction coefficients less than 0.3 (Copley , 2018). Overpressured shales often contain low
angle decollements and have been found to have frictional strength of approximately
0.1 (Suppe, 2007, von Hagke et al., 2014). The presence of such shales in the Sulaiman
fold and thrust belt has been suggested by previous authors (Reynolds et al., 2015,
Nissen et al., 2016) and I suggest one such layer is responsible for the shallow, low
friction decollement we observe.
The decollement in Sibi also slips aseismically following the earthquake, suggesting
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Figure 5.7: Set-up and results for the wedge modelling. Left-hand panels show the fault
geometry and topography used in the modelling. Solid red line is the maximum likelihood
decollement geometry obtained from the wedge modelling. Solid blue line is the average fit
to the topographic slope produced by the wedge modelling. Histogram shows the range of
acceptable basal friction coefficients.
it is rate strengthening. Ikari et al. (2011) found a systematic relationship between fault
strength and the rate-and-state (a− b) value. They found that materials with a coeffi-
cient of friction < 0.5 were always rate-strengthening in their laboratory tests, whereas
stronger materials could be either rate-strengthening or rate-weakening. Kohli and
Zoback (2013) found this relationship to also be true for shale samples from hydrocar-
bon reservoirs, showing a dependence of both parameters on the total clay and organic
content. My modelling results therefore agree with laboratory experiments suggesting
that rocks, particularly shales, with low strength are also rate-strengthening.
Combining the static friction coefficient with the rate-and-state parameters can
provide a more complete picture of fault friction (Chang et al., 2013, Copley and Jolivet ,
2016). For example, whilst low angle decollements offer a large potential rupture area
and may pose a significant seismic hazard (Hubbard et al., 2015), my results for the
Sibi decollement suggest it has low friction and is rate-strengthening, implying a lower
risk of large seismic ruptures. Hubbard et al. (2010) argue that the tow of the wedge
associated with the Wenchuan earthquake is likely incapable of storing sufficient elastic
energy to generate large earthquakes due to its low friction coefficient. The friction
coefficient obtained for the Sibi decollement, and many other faults, is much lower
than that obtained for most forms of intact rock (Byerlee, 1978). Faults therefore
represent weak zones within a stronger substrate, explaining why strain localises on
pre-existing faults and why fault reactivation is so prevalent (Copley , 2018). These
faults also cannot maintain large stresses, supporting the idea that earthquake stress
drops represent complete stress release (Copley , 2018).
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5.6 Recommendations and Future work
5.6.1 Fully Exploiting InSAR Data
Sentinel-1
The launch of Sentinel-1 marked the start of a new era of satellite geodesy. Sentinel-1a
and b can produce images over hundreds of kilometres wide with pixel resolution of 5 m
by 20 m and a revisit time as small as six days in many tectonic regions. These data are
open source, allowing anybody to access them and use them for free. These character-
istics make Sentinel-1 ideally placed to study remote, inaccessible regions and increase
the breadth of environments contributing to our understanding of the earthquake cycle.
Another advantage of Sentinel-1 is its acquisition mode: Terrain Observation by
Progressive Scans (TOPS). Data are acquired as bursts in three parallel sub swaths,
which are then combined to form a mosaicked image. Bursts are arranged in such a way
that there is overlap between them in both the range and azimuth directions. In these
overlap regions the ground is imaged at least twice, with different viewing geometries
which allow measurements of surface deformation in multiple directions (Grandin et al.,
2016). When observations from both ascending and descending satellite tracks are
combined, certain points on the ground are imaged from at least three different viewing
directions (Figure 5.8). The deformation observed in each of these directions can be
combined to give three dimensional displacements, similar to those obtained from a
network of Global Navigation Satellite System (GNSS) receivers but without the need
for deployment and servicing.
Despite the great benefits of the Sentinel-1, the satellite constellation has only been
active since 2015 and therefore has not yet generated the long time series required to
observe very slow tectonic motions in most regions. The short time span also means that
the number of earthquake phenomena captured by Sentinel-1 is still relatively small.
However, the short repeat time and open data policy mean that a large proportion of
earthquakes which can be studied using Sentinel-1 have been.
ESA Archive
Previous ESA SAR satellites (ERS-1/2 and Envisat) have provided more sporadic sur-
face deformation measurements between 1992 and 2010. Whilst these satellites have
finished operations, the archive of SAR data is readily available. This archive can
provide 18 years of InSAR data for studying earthquake cycle deformation and compli-
ments the shorter, denser time series generated using Sentinel-1 images. Combining all
these SAR datasets together would allow the construction of time series over 25 years
long (e.g. chapter 4).
Much of the ESA SAR archive remains unused, despite the potential wealth of
information contained within it. This is partly due to the fact that producing an InSAR
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Figure 5.8: Map showing the locations where 3D displacements can be obtained using Sentinel-
1 over the Sulaiman fold and thrust belt. Black contours show the topography of the belt. GNSS
stations from the Global Strain Rate Model (Kreemer et al., 2014) are shown as green triangles.
The average distance between GNSS stations in densely instrumented Japan is shown using the
purple circle.
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time series is time consuming, requiring a number of intermediate steps. The archive
could be more fully exploited by automating the processing required to transform SAR
images into interferograms. This would allow more time to be spent interpreting the
observations and likely lead to serendipitous discoveries.
The huge volume of data acquired by Sentinel-1 has necessitated the automation of
SAR processing. The COMET group have developed an automatic InSAR processing
system as part of the ‘Looking Inside the Continents from Space’ (LiCS) project. The
processor (LiCSAR) is currently producing interferograms over the Alpine-Himalayan
belt and providing the products to the community via a portal (http://comet.nerc.
ac.uk/COMET-LiCS-portal/). Greater use of the ESA SAR archive could be facilitated
by the development of an automated InSAR processor for these data. Many aspects of
the LiCSAR processor could be translated for use in an ERS and Envisat automatic
processor.
The opportunities provided by the Sentinel-1 TOPS acquisition mode are also not
currently being regularly and fully exploited. Deformation measurements made in
multiple viewing geometries could be automatically processed and combined to provide
the full 3D deformation field at particular locations. These measurements could be
generated as part of the LiCSAR processing chain and made available to the community.
These points could be treated in a similar way to campaign GNSS stations and used
to study earthquake displacements as well as long-term steady motion.
5.6.2 Dip Slip Faulting
Monitoring Continental Collision Zones
Continental collision zones, with their associated fold and thrust belts, present an ex-
cellent initial target for the greater exploitation of SAR data. The work presented in
chapter 4 has shown the great potential for combining different generations of satellite
data to study the earthquake cycle. This approach, combined with the 3D surface
deformation measurements made with Sentinel-1, could be repeated for other fold and
thrust belts around the world. These measurements can then be used to examine the
various hazards posed by these deforming belts. Seismic hazard can be examined by
seeing how various faults are moving through time; those which steadily creep perhaps
pose less danger than those which are locked and accumulating elastic energy. Further-
more, these belts are regions of active uplift as folds grow and earthquakes occur. This
uplift can produce unstable slopes, leading to landslides, which can be monitored using
InSAR time series.
As well as monitoring of hazards, surface deformation time series can provide in-
sights into the physical properties of faults and the crust. The 25 year long time series
over the Sulaiman fold and thrust belt showed that sections of the belt are growing
in a self-similar way, as expected by models of deformation which are analogous to a
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bulldozer pushing sand up a ramp (Dahlen, 1990). Surface deformation measurements
can also be used to infer the frictional properties of faults by seeing how they respond
to stress changes in earthquakes, such as I have done in chapter 3.
Geometric Controls on the Earthquake Cycle
I have previously discussed the role of fault geometry in controlling various aspects of
the seismic cycle. Future work could focus on this more, particularly investigating the
role that fault intersections and changes in dip angle may contain the extent of coseismic
rupture. Significant work has already been done on this in map view (e.g. Biasi and
Wesnousky , 2016), but there has been little work on the role of geometry in controlling
earthquake ruptures in cross section. DeDontney and Hubbard (2012) used dynamic
rupture models in a fold and thrust belt with forces constrained by critical taper wedge
mechanics. Similar studies could be carried out, exploring a wide variety of possible
geometries. Such studies could use either numerical modelling (as in DeDontney and
Hubbard (2012)) or through the use of analogue material modelling.
Furthermore, the postseismic response to earthquakes with different rupture geome-
tries could be explored. Assuming a set of frictional properties, elastic properties and
rupture properties, it is possible to simulate the expected afterslip on a rate strength-
ening fault. Different rupture scenarios could be tested where the angle between the
coseismic fault and postseismic fault is varied, as well as other parameters of inter-
est. Such work could inform a broader understanding of why certain fault systems
show extensive postseismic afterslip whilst others do not. Such an understanding could
help with seismic hazard analysis, particularly in understanding the potential evolving
hazard following an earthquake.
Finally, all the case studies examined in this thesis have been in thrust faulting
environments. Similar work could be carried out in normal faulting environments to
establish the similarities and differences with the earthquake cycle at thrust faults.
5.7 Conclusions
In this thesis, I have presented measurements and models of the earthquake cycle at
continental dip-slip faults. I have shown how InSAR can be used as a useful tool
in tectonics research, but also that other measurements are necessary to add further
constraints to our models. Interdisciplinary research teams, with experts in each kind
of measurement, are often required to elucidate the most appropriate model that can
satisfy a suite of measurements within error. I found that afterslip is pervasive: it
has played a significant role in both case studies examined here and can explain the
compilation of postseismic velocities presented in chapter 2. Such afterslip can be
explained using rate-strengthening faults with values of aσ between approximately 0.1
and 1.5 MPa. I have investigated the relationship between the earthquake cycle and
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topography in a fold and thrust belt, finding a clear role for postseismic deformation
in the development of short wavelength topography.
Despite the limitations of InSAR, the launch of satellites such as Sentinel-1 present
a golden opportunity for tectonics research. Combining these measurements with the
underused ESA archive of ERS and Envisat data can provide spatially dense, decadal
time series in deforming areas. The development of automatic processing systems for
the ESA archive and the full exploitation of 3D measurements from Sentinel-1 would
open up a wealth of new geodetic observations of the earthquake cycle. Combining such
measurements with observations from seismology, geology, topography and appropriate
models could clarify the role of various earthquake parameters in controlling tectonic
deformation.
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Appendix A
Supplementary material for
Chapter 2
The supporting information includes Figures A.1 and A.2 and the data tables (Tables
A.1 - A.4) which contain all the data used in this study. A full table with all of the
results in can be found online, as an Excel file, within the supplementary information
(https://agupubs.onlinelibrary.wiley.com/doi/abs/10.1002/2017GL072865).
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Figure A.1: a) Map showing the locations of earthquakes used in our compilation. Focal mech-
anism is representative of the dominant earthquake mechanism (strike-slip, normal or thrust).
Symbol size is representative of earthquake magnitude and the colour corresponds to the best-
fit postseismic velocity gradient for each individual earthquake where postseismic velocities are
available from at least three time periods. b) Same as a) but with colour determined by the
best-fit value of log(postseismic velocity) at log(t) = 0 (i.e. the intercept of the best-fit line).
c) Velocity gradient values (as in a) plotted against the mid-point of the observation period (in
years). d) Velocity intercept values (as in b) plotted against the mid-point of the observation
period (in years).
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Figure A.2: Same as Figure A.1, except using linear fits to each individual earthquake after the
normalisation described in section 2.3.1. This did not change the gradients, but the intercepts
now cluster around 0 (blue dots).
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Appendix B
Supplementary material for
Chapter 3
B.1 Introduction
The supporting information contains extra details for different sections of the main
article. The results of an analysis of atmospheric variability over Nepal are shown
in Figures B.2 and B.3, with accompanying details in Text S1. Figure B.1 shows the
GNSS stations which were not recording prior to the earthquake, and therefore required
interpolation of the fitting coefficients from other stations. Text S2, Figure B.4 and
Table B.1 give details of the viscoelastic modelling performed using VISCO-1D.
Additional inversions for the geometry of the Himalayan fault system are shown in
Figures B.5-B.10. These figures show the results of different weighting schemes as well
as the results of distributed slip inversions. Text accompanying these figures can be
found in Text S3. Figure B.11 shows bar charts of variance reduction for each of the
geometries in each stage of the earthquake cycle and for different inversion schemes.
Figure B.12 shows distributed slip inversions on the geometries proposed by Elliott
et al. (2016), Whipple et al. (2016) and Hubbard et al. (2016), whilst Figure B.13 shows
the corresponding fits to the data. Figure B.14 compares the variance reduction for
distributed slip on each geometry tested for each stage of the earthquake cycle.
The results of a synthetic test for the joint coseismic-postseismic inversion can be
found in Figures B.15 and B.16 along with accompanying details in Text S4. Figure
B.17 shows the coseismic and postseismic residuals for the joint coseismic-postseismic
inversion for each geometry. Figure B.18 shows the results of two inversions on the
planar geometry, one where the GNSS are strongly down-weighted and one using the
normal combination of GNSS and InSAR.
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Figure B.1: Map of GNSS stations. Black triangles show locations of stations recording for
at least one year before the earthquake. Red triangles with station names are stations which do
not have enough preseismic data to detrend the time series and therefore required interpolation
of the fitting coefficients from those stations shown in black.
Text S1: Atmospheric Variability
We used time series of ERA-I weather model nodes and delay measured by GNSS
stations to examine the temporal and spatial variability of the troposphere over Nepal.
The ERA-I model produces estimates of pressure, temperature and water vapour at a
number of pressure levels on nodes spaced 0.75 degrees apart on the Earth’s surface.
These measurements can be converted to an InSAR LOS delay in order to investigate
the possible atmospheric delays in the area. We modified TRAIN (Bekaert et al., 2015a)
in order to obtain LOS delays every 6 hours at each ERA-I node in the study area over
a period of a year.
GNSS signals traverse the atmosphere between the satellite and receiver and are
delayed through the troposphere in much the same way as InSAR signals. Regional
GNSS data from western Nepal and the surrounding areas were retrieved from the UN-
AVCO datacenter [http://www.unavco.org/], and processed using the GAMIT software
package (Herring et al., 2013) to produce separate daily position estimates, using 30-
second phase observations. Total zenith tropospheric delays, along with tropospheric
gradients in north and east directions, were calculated for all stations in 2-hour incre-
ments across the UTC day using a piecewise-linear approach. Comparing our results
with those provided by the Nevada Geodetic Laboratory demonstrates an excellent
agreement, despite slightly different processing approaches (see Figure B.2). We then
down-sampled our tropospheric time series to 6-hour increments for comparison with
the ERA-I model predictions. Figure B.3 shows the time series of atmospheric delay
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Figure B.2: Comparison between GNSS zenith delays obtained from the Nevada Geodetic
Laboratory (http://geodesy.unr.edu/) and from our own processing. Map shows the locations
of all ERA-I nodes (circles) and GNSS stations (triangles). GNSS stations with time series
plotted are highlighted. Right hand panels show the zenith delay time series over 2015 obtained
from our own processing (blue) and from the Nevada Geodetic Laboratory (red) for two example
stations at different heights. Below this is the difference between the two estimates.
at each ERA node or GNSS station. There is a strong seasonal signal with amplitudes
of 100s of millimetres with a more random atmospheric signal which can be 10s - 100s
of mm in size superimposed.
We attempt to remove the atmospheric signal using a variety of techniques. Firstly,
we use an empirical method based on an assumed linear relationship between InSAR
phase and topography (e.g. Elliott et al., 2008). This significantly reduces the apparent
signal associated with the Himalayas. However, deformation signals correlated with
topography may also be removed and this approach cannot handle spatial variations
in atmospheric delay which are not associated with topographic variation. Secondly,
we try a weather model based correction using ERA-I data. This produces similar
results to the empirical correction discussed above but allows some spatial variability
not associated with topography. This model can only capture spatial variability over
length scales greater than 0.75 degrees in longitude/latitude, meaning that short length
scale variations cannot be reproduced. Sometimes the ERA-I model can incorrectly
estimate the atmospheric delay in an interferogram and increase atmospheric noise
rather than decrease it (Bekaert et al., 2015a). Neither of these approaches provided
an adequate correction, particularly for InSAR data at lower heights. We therefore cut
our InSAR data as described in the main article.
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Figure B.3: Atmospheric delay variation over Nepal. a) Map view of ERA-I nodes (circles)
and GNSS stations (triangles). Colours indicate the standard deviation of zenith delay at each
node/station over a one year period. Black box shows Sentinel-1 swath. Green and blue boxes
show nodes plotted as time series in panels (b) and (c). Red contour is at 4000m. b) Typical
zenith delay time series for two ERA-I nodes over 2015. Blue and green dots correspond to nodes
in the Ganges basin and the Tibetan plateau respectively. Red and black lines are seasonal fits.
c) Same ERA-I zenith delay time series with the estimated seasonal component subtracted. d)
Relationship between zenith delay variability and elevation. Triangles, circles and colour scale
are the same as in a). Black curve is a power-law fit to the atmospheric variability with height
(Bekaert et al., 2015b). Magenta curve shows the ratio of the number of InSAR pixels over
the expected zenith delay variation at different heights. Red line shows the 4000 m elevation
cut-off used to cut the InSAR data.
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Figure B.4: Results of viscoelastic modelling using VISCO-1D. a) Observed postseismic de-
formation, showing GNSS displacements 1 year (blue) and 2 years (yellow) after the Gorkha
earthquake. Colour map shows a Sentinel-1 interferogram spanning 29 April 2015 - 15 August
2015. Vertical GNSS displacements are represented as squares with triangles showing the 1-
sigma range of values. Black lines show coseismic slip contoured every 2 metres from Elliott
et al. (2016). b) Predicted LOS displacements covering the same period as the InSAR. c)
Predicted horizontal displacements (black arrows) after 2 years of postseismic deformation. d)
Predicted vertical displacements after 2 years of postseismic deformation.
Text S2: Viscoelastic Relaxation Model
We compared the postseismic deformation recorded by GNSS and InSAR with the
predictions of a simple viscoelastic model. We used VISCO-1D (Pollitz , 1997) to gen-
erate surface displacements at the InSAR and GNSS observation times. We used a
simple fault model to represent the Gorkha earthquake (see Table B.1) and tested var-
ious viscosity values. No single viscosity model can reproduce the necessary surface
deformation field. The results of a model with a viscosity of 1018 Pa s are shown in
Figure B.4 and show a clear discrepancy between the predicted surface displacements
and those observed using GNSS and InSAR.
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Text S3: Additional Geometric Inversions
Plane
We found that using the data errors alone as weights strongly favoured fitting the
coseismic deformation and thus gave an optimal geometry almost identical to that
inferred using coseismic data alone (black polygon in Figure B.5). The fit to the
postseismic and interseismic deformation using this geometry was very poor. We then
weighted the different data sets as explained in section 3.3 of the main article and
performed the same inversion. The range of acceptable geometries from this inversion
(green polygon in Figure B.5) have a much shallower dip, similar to the majority of
best-fitting faults in section 3.2.2 of the main article. The fit to the coseismic data from
this model is shown in Figure B.5.
In addition to these inversions, we also inverted for the best planar geometry using
coseismic data from the west (profile A) and interseismic and postseismic deformation
from profile E. We found that using the data errors alone again favoured fitting the
coseismic data, but that in this case the fit to the coseismic and postseismic data was
also good. Figure B.5 shows the best fitting geometries from this inversion as a black
dot-dash polygon. Using the weighted inversion gave the range of model geometries
shown in Figure B.5 as grey-scale squares with darker shades representing the most
likely geometry. The range of acceptable models overlaps with the best-fit models
inferred using the data errors alone and agrees with the geometry used by Avouac
et al. (2015).
We then fixed the geometry and split it into multiple down-dip patches. The fixed
geometry is within the range of acceptable models according to data from profile E.
However, we choose a model with shallower dip than the most likely model for profile E
since this is in greater agreement with geodetic data from western Nepal. We solved for
slip in each stage of the earthquake cycle in a Bayesian sense. We use a Laplacian oper-
ator to smooth slip and solve for the optimal smoothing parameter for each earthquake
cycle stage in the inversion. We use the data errors alone as weights in our distributed
slip inversions since the fit to each stage of the earthquake cycle is independent of all
others when the geometry is fixed. The results of this inversion are shown in Figure
B.6. All three stages of the earthquake cycle can be explained relatively well using this
model. Unsurprisingly, the western data are also well fit by this distributed slip model.
Eastern coseismic slip reaches further north than western coseismic slip, as seen in a
number of 3D distributed slip inversions on planar faults for this earthquake (e.g. Wang
and Fialko, 2015, Galetzka et al., 2015, Avouac et al., 2015). Postseismic deformation
is less well fit by smooth, distributed slip than the sharp-edged uniform dislocation
model. Sharp edges to postseismic slip may be caused by steep stress change gradients
from the earthquake.
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Figure B.5: Results for the best single planar geometry. Top panel: cross section with inferred
geometries. Solid black polygon is the region of best-fit geometries for joint inversion of data
from profile E using data weights only. Green solid polygon is for the same data, but with
equal weight for each earthquake cycle stage. Dot-dash black polygon is for joint inversion of
coseismic data from profile A and postseismic and interseismic data from profile E. Grayscale
squares show joint inversion for the same data, but with equal weights for each earthquake
cycle stage. Dashed cyan line is planar geometry from Avouac et al. (2015). Black dots are
aftershocks from (Bai et al., 2016). Coulomb stress change is calculated assuming friction
coefficient, µ is 0.6. Below this are panels showing coseismic (top), postseismic (middle) and
interseismic (bottom) slip on the proposed geometry. Solid lines show the mean and dashed
lines show the 95% confidence interval. Purple lines show areas of Coulomb stress increase for
µ = 0.6 (solid) and µ = 0.01 (dashed). Lower panels show predicted displacements from the
slip distributions above, compared to each data set. Solid is the mean fit and dashed lines show
the 95% confidence interval for model fits.
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Figure B.6: Results for distributed slip on the best single plane geometry dipping at 8 degrees.
Layout is similar to Figure B.5. Slip is shown as the mode (solid line) and 95% confidence
interval (dashed lines). Solid yellow line shows fixed geometry use for distributed slip.
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FRF
We again use both approaches to data weighting and compare the results. Using the
data weights alone favours fitting the coseismic over the other data sets and produces
a geometry similar to Elliott et al. (2016), shown as the black polygon in Figure B.7.
This is likely because (Elliott et al., 2016) primarily used coseismic geodetic data in
their determination of the ramp location. Giving equal weight to each earthquake cycle
stage improves the fit to the postseismic data with little degradation in overall fit for
coseismic and interseismic data. Figure B.7 shows the range of acceptable models and
the fit to the data.
We then fix the fault geometry, split into a number of patches (as discussed above)
and solve for distributed slip both in the east and west. Results of this inversion
are shown in Figure B.8. Whilst the geometry of the fault system is solved for using
data from the easternmost profile, this fault geometry is also capable of matching data
from the westernmost profile. This is because the upper flat section of this geometry
closely resembles the planar geometry of the best fitting plane in the west. Coseismic
slip in the west rapidly decreases north of the transition to the ramp in the structure
and therefore doesn’t degrade the fit. As previously, the best improvement in fit is
seen in the coseismic data, whilst postseismic slip is more poorly fit by the smoothed,
distributed slip than the sharp-edged uniform slip patch model.
FRF Splay
Once again, we use both approaches to data weighting and compare the results. Using
the data weights alone suggests a narrower range of possible geometries and favours
a deeper and more southerly ramp (black polygon in Figure B.9) whose position is
dominated by fitting the coseismic data. Giving equal weight to each earthquake cycle
stage gives a broader range of possible geometries, encompassing those suggested by
data weights alone and by Whipple et al. (2016). We then fix the fault geometry and
solve for distributed slip, taking into account the additional constraints required by the
splay (see section 3.3.3 of the main article). As in previous inversions, an improvement
of the fit in the coseismic data is seen whilst a degradation of fit is observed in the
postseismic data.
Summary
Figure B.11 shows the variance reduction for each model geometry in the different
inversion schemes for data from profile E. The lowest variance reductions (poorest data
fits) are seen in the interseismic and postseismic data for the planar geometry when
using data weights alone. In this inversion, the coseismic data dominate and prefer a
steeply dipping fault plane which provides a poor fit to the interseismic and postseismic
data. When using equal weights for each stage of the earthquake cycle, the optimal
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Figure B.7: Results for slip on three dislocations arranged in a flat-ramp-flat geometry. Note
that only data from profile E is used when solving for the geometry. Black polygon shows
region of acceptable geometries when using data weights alone. Grayscale squares show the
acceptable flat-ramp-flat geometries when all earthquake cycle stages are given equal weight.
Dashed cyan line is the flat-ramp-flat geometry inferred by Elliott et al. (2016). Yellow solid
line is the best single plane geometry inferred in this study. See caption of Figure B.5 for more
detailed explanation of various aspects of the figure.
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Figure B.8: Results for distributed slip on the best flat-ramp-flat geometry inferred in this
study. Dashed cyan line is the flat-ramp-flat geometry inferred by Elliott et al. (2016). Yellow
solid line is the fixed geometry used for the distributed slip modelling. See caption of Figure
B.6 for more detailed explanation of various aspects of the figure.
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Figure B.9: Results for slip on three dislocations arranged in a flat-ramp-flat geometry with
an additional dislocation projecting up from the ramp as a splay. Dashed cyan line is the
geometry from Whipple et al. (2016). Details of the figure are similar to previous examples (see
Figure B.5). In addition, lighter colours in the fault slip panels refer to slip on the splay.
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Figure B.10: Results for distributed slip on the best splay geometry inferred in this study.
Details of the figure are similar to previous examples (see Figure B.6). In addition, lighter
colours in the fault slip panels refer to slip on the splay.
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Figure B.11: Bar charts comparing the variance reduction for each geometry in the different
inversion schemes. Numbers in bars give the variance reduction for each model. FRF: flat-ramp-
flat. DW: data-weights only inversion. EQW: equal weights for each stage of the earthquake
cycle. UNI: uniform slip dislocation model. DIST: distributed slip model on fixed geometry
obtained using the equal weights uniform slip model.
plane is shallower but has a poorer fit to the coseismic data. In order for the planar
geometry to match coseismic data, a distributed slip model is necessary.
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Text S4: Synthetic test of the joint coseismic/postseismic inversion
Model Set-up
In order to validate the model, we perform a synthetic test using a simulated earth-
quake. The data setup is identical to that used for modelling real data. We use the
down-dip geometries determined in our earlier profile inversions and extend these along
strike. The fault is split into 10 km square patches and we simulate an earthquake with
a slip distribution which is very similar to the Gorkha event. In order to examine
trade-offs between parameters and the effect of assuming an incorrect geometry, our
synthetic earthquake is generated on the FRF-splay model with slip on the splay. We
use the synthetic coseismic slip to generate synthetic postseismic displacements using
the rate-strengthening law used in our inversion and assigning values for a, V0, z0 and
k. Coseismic and postseismic slip is used to generate surface displacements recorded by
GNSS and InSAR before adding noise to the simulated measurements. GNSS noise is
added by adding random values drawn from a normal distribution with a standard de-
viation equal to the standard deviation of the data point. We add spatially-correlated
noise to the InSAR by using the covariance matrix of the InSAR measurements (Lohman
and Simons, 2005).
We then run our inversion on the synthetic data, using the same approach as used on
the real data (see section 4.1 of the main text). We invert the surface deformation data
generated by slip on the FRF-splay model and solve for slip and frictional properties on
the planar, FRF and FRF-splay geometries. After the simulated annealing stages, the
Bayesian inversion algorithm keeps a record of model samples. After completion of the
inversion and removal of any burn-in, we can use the kept models to obtain probability
distributions for each model parameter.
Results
Figure B.15 shows a comparison between the input coseismic, aftershock and postseis-
mic slip distributions and the mode of the recovered slip distributions on each geometry.
A comparison between the input FRF-splay slip and the recovered FRF-splay slip shows
excellent agreement, suggesting that the model can reliably recover slip. When the pla-
nar and FRF models are used, slip which would have been mapped on to the splay is
instead mapped onto deeper sections of the main fault. The presence or absence of a
splay therefore has an effect on both the coseismic and postseismic slip distributions
inferred from the same data.
Figure B.16 shows the recovery of the frictional properties, a and V0, for each of the
geometries. The cyan lines and star all lie within the PDFs for the FRF-splay geometry,
indicating that the various frictional parameters can be recovered reliably if the correct
geometry is used. There is a positive correlation between estimates of a and V0 for all
of the geometries tested, which is to be expected given their relationship in the rate-
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Figure B.13: Summary of model fits to coseismic(CS), postseismic (PS) and interseismic (IS)
data profiles. Thick, solid lines show the mean model fit and similarly coloured thin dashed
lines show the corresponding 95% confidence interval.
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Figure B.14: Bar charts comparing the variance reduction for distributed slip on each geom-
etry. Numbers in bars give the variance reduction for each model. FRF: flat-ramp-flat.
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strengthening friction law (see equation 6 in the main text). As the value of a increases,
a given stress change has less effect, therefore requiring higher V0 values to produce
the same postseismic slip. There is also a trade off between the depth of transition
from velocity-weakening to velocity-strengthening behaviour and the value of the rate-
strengthening parameter, a. Deeper transitions require lower values of a, as these deeper
transitions may be further from high coseismic stress changes, therefore reducing the
amount of afterslip. Furthermore, a deeper onset of postseismic slip produces less
surface deformation and therefore requires more slip to produce the same effects at
the surface. This trade-off is seen within the individual geometries, but also between
geometries: the deeper V0 sigmoid for the planar geometry in Figure B.16c corresponds
to the lower a values in Figure B.16d.
The variation between each geometry is down to a combination of linked factors.
The different geometries require different coseismic slip distributions to fit the coseismic
data. These coseismic distributions produce different stress distributions and therefore
require different transition depths and frictional properties. Furthermore, the postseis-
mic slip distribution required on each geometry to match the data will be different.
Despite these complexities, the slip distributions for each geometry appear relatively
similar, and the inferred friction properties agree within error.
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Figure B.15: Comparison of input and recovered slip for the synthetic test of the joint
coseismic-postseismic inversion. Top row shows input coseismic, aftershock and postseismic
slip on the FRF-splay geometry. Blue dashed rectangle shows location of splay and blue solid
rectangle outlines the splay patches which have been shifted from their true location for the
sake of clarity. Subsequent rows show the recovered slip on each geometry.
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Figure B.16: Inferred distributions of frictional properties from the synthetic tests. a) Prob-
ability density function (PDF) of V0 for each geometry. Blue = FRF-splay, red = FRF, gray
= planar. Cyan bar shows the true value. b) Joint PDF for V0 and a, showing a positive
correlation between the two parameters for each geometry. Cyan star shows the true values. c)
Variation of V0 with depth for each geometry and the cyan dotted line shows the true values
of V0 at each slip patch depth. d) PDF of a for each geometry, with the cyan bar showing the
true value.
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Figure B.17: Coseismic and postseismic residuals for each of the geometries used in the joint
coseismic-postseismic inversion. Each row corresponds to a different geometry, and each column
to a different data set. The black, dashed circle corresponds to the area where an uplift anomaly
was identified by Whipple et al. (2016).
Table B.1: Fault parameters used for VISCO-1D model
Parameter Value
Top Depth 10 km
Bottom Depth 20 km
Dip 8
Strike 288
Length 150
Rake 90
Slip 5 m
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Figure B.18: Comparison between results of the joint coseismic-postseismic inversion using
postseismic GNSS only or postseismic GNSS and InSAR. Blue contour lines show the mean
coseismic slip distribution at 1 m intervals. Blue, red and black circles are the patches who
have their temporal evolution plotted in the figures to the right.
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Appendix C
Supplementary material for
Chapter 4
C.1 Introduction
The supporting information contains Figures C.1-C.6. Figure C.1 shows the errors
for each LOS velocity map. Figure C.2 shows the results of an elastic dislocation
model fit to the ERS interferogram and highlights the residuals. Figure C.3 shows the
model set up when determining the postseismic fault geometry. Figure C.4 shows the
results for the earthquake cycle inversion, assuming there is little difference between
the look vectors for each satellite. Figure C.5 shows the difference between the ERS
interferogram covering the 1997 earthquake and the estimated LOS offset predicted
from the LOS earthquake cycle inversion shown in Figure C.4. Figure C.6 shows how
the postseismic time constant is chosen.
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Figure C.1: Maps of LOS velocity error for each of the satellite velocity maps. Each map has
been calculated on a pixel-by-pixel basis using bootstrapping. All maps are plotted using the
same colour scale. Note there is no velocity error map for the ERS coseismic interferogram.
Fold axes and fault traces from Nissen et al. (2016).
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Figure C.2: Elastic dislocation model fit to data taken from a profile through the ERS interfer-
ogram. The coseismic data between the two dashed lines were used in the inversion. Residuals
to the model fit closely resemble either postseismic deformation seen in later interferograms or
topography.
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Figure C.3: Model set up for profiles taken through the postseismic deformation field. Green
lines represent the location of coseismic slip found from previous modelling. Black lines represent
the fault system which is solved for using postseismic deformation data. Blue shapes and
associated labels represent parameters used to define the fault system and solved for in the
inversion.
216 Appendix C
29.5˚N
30˚N
Interseismic (V) Coseismic (β) Postseismic (γ)
-400 -200 0 200 400
Coseismic Displacement [mm]
-4 -2 0 2 4
LOS Velocity [mm/yr]
-40 -20 0 20 40
Postseismic Coefficient [mm]
0 100 200 300 400 500
Coseismic Displacement Error [mm]
0 1 2 3 4 5 6 7 8
LOS Velocity Error [mm/yr]
0 10 20 30 40
Postseismic Coefficient Error [mm]
Figure C.4: Maps of earthquake cycle deformation without correcting for the variation of the
look vector between different satellites.
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Figure C.5: Comparison between the original ERS interferogram and the coseismic deforma-
tion estimated in the earthquake cycle inversion. The difference is shown in the right-hand panel
on a different colour scale. The largest differences are seen in areas associated with postseismic
deformation or regions which may be affected by topographically correlated atmosphere.
Appendix C 217
67.5˚E 68˚E 68.5˚E
29.5˚N
30˚N
68
69
70
71
72
73
Av
er
ag
e 
RS
S 
[m
m2
]
0 20 40 60 80 100
Time Constant
0 20 40 60 80 100
Postseismic Time Constant [yr]
Figure C.6: Comparison of postseismic time constants used when tying the various InSAR
data sets together. Left: map of the minimum misfit time constant for each pixel. Areas with a
clear postseismic deformation signal tend to have low time constants. Right: average residual
sum of squares (RSS) plotted against postseismic time constant for all pixels with a velocity
greater than 7 mm/yr in the ERS postseismic velocity map.
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