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Introduction 
 The assumption that the vacuum is the minimum energy state, invariant under 
unitary transformations, is fundamental to quantum field theory.  However, Schwinger 
[1] long ago pointed out that there is a problem: The assertion that the conservation of 
charge implies that the equal time commutator of the charge density and its time 
derivative vanish for two spatially separated points is inconsistent with the requirement 
that the vacuum be the lowest energy state.  Such commutators are referred to as 
Schwinger terms.  Solomon [2] has also shown that for QFT to be gauge invariant this 
Schwinger term must vanish.  He does this by considering a simplified field theory of 
non-interacting fermions acted on by a classical electromagnetic field.  The following 
discussion of the Schwinger terms is also in this context. 
The existence of non-zero Schwinger terms also impacts Lorentz invariance.  Lev 
[3] has shown that if the Schwinger terms do not vanish the usual current operator , 
where µ = 0, 1, 2, 3 and x is a point in Minkowski space, is not Lorentz invariant. 
 The cognoscenti are aware of much that is laid out below.  Nonetheless, because 
the idea of negative energy states is still quite controversial and much confused in the 
literature, it is hoped that what follows may prove helpful. 
 
Schwinger Terms 
To begin with, it is important to understand the details of Schwinger’s argument.  
Using Solomon’s notation, the Schwinger term is given by 
                                                                                                   (1)
 
Taking the divergence of the Schwinger term and using the relation  
                                                                                                  (2)
 
results in 
                                              (3)
 
(The argument being given here is not restricted to the free-field Hamiltonian .  For an 
explanation of how the free-field Hamiltonian makes its appearance in Eq. (2), see [2].)  
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Expanding the commutator on the right hand side of Eq. (3) yields the vacuum 
expectation value 
                                      (4)
 
 It is here that one makes the assumption that the vacuum is the lowest energy 
state. This done by writing |0> = <0|  = 0.  As a result, Eq. (4) may be written as 
 
                                                             (5)
 
Multiply both sides of the last equation by f(x)f(y) and integrate over x and y.  The right 
hand side of Eq. (5) becomes  
                            (6)
 
If Schwinger’s “arbitrary linear functional of the charge density” is defined as 
                                                                         (7)
 
the right hand side of Eq. (5) becomes 
                                                       (8)
 
The left hand side of Eq. (8)—essentially the form used by Schwinger—is here expanded 
to explicitly show the non-vanishing matrix elements between the vacuum and the other 
states of necessarily positive energy.  This shows that if the vacuum is assumed to be the 
lowest energy state, the Schwinger term cannot vanish, and the theory is not gauge 
invariant.  The above argument is based on that given by Solomon, who also shows the 
converse, that if the Schwinger term vanishes, then the vacuum is not the lowest energy 
state and the theory is gauge invariant. 
 For the sake of completeness, it is readily shown that the left side of Eq. (5) 
becomes 
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                                      (9)
 
so that combining Eqs. (8) and (9) yields a somewhat more explicit form of the result 
given by Schwinger, 
                                                                     (10) 
 One way to resolve the difficulty raised by Schwinger terms is to define the 
product of localized field operators as the singular limit of products defined at separate 
points; i.e., to introduce “point splitting”.  While this is often done, point splitting has its 
own problems having to do with the definition of the current operator, the equations of 
motion for the fields, and the Lorentz invariance of the theory.  These issues have not yet 
been resolved, as discussed by Boulware [4] and Solomon [5].   
 The issue of the gauge invariance of QFT, raised by Solomon, has been dealt with 
in a variety of ways over the years (an extensive discussion is contained in [2]).  In 
essence, the standard vacuum of QFT is only gauge invariant if non-gauge invariant 
terms are removed.  There are two general approaches to achieving this: the first is to 
simply ignore such terms as being physically untenable and remove them so as to 
maintain gauge invariance; and the second is to use various regularization techniques to 
cancel the terms. 
In QFT, relativistic transformations between states are governed by the 
continuous unitary representations of the inhomogeneous group SL(2,C)—essentially the 
complex Poincaré group.  One might anticipate that when interactions are present the 
unitarity condition might be violated.  Indeed, Haag’s theorem [6] states, in essence, that 
if φ0 and φ are field operators defined respectively in Hilbert spaces H0 and H, with 
vacua |0>0 and |0>, and if φ0 is a free field of mass m, then a unitary transformation 
between φ0 and φ exists only if φ is also a free field of mass m.  Another way of putting 
this is that if the interaction picture is well defined, it necessarily describes a free field. 
Today it is well known that the physical vacuum state is not simple and must 
allow for spontaneous symmetry breaking and a host of other properties, so that the real 
vacuum bears little relation to the vacuum state of axiomatic QFT.  Nevertheless, even if 
the latter type of vacuum is assumed, the violation of the unitarity condition in the 
presence of interactions opens up the possibility that the spectral condition, which limits 
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momenta to being within or on the forward light cone, may also be violated thereby 
allowing negative energy states.  As will be discussed below, in quantum 
electrodynamics (QED) transitions to negative energy states are explicitly allowed. 
Of course, the way QFT gets around the formal weakness of using the interaction 
picture is to regularize the singular field functions that appear in the perturbation series 
followed by renormalization.  There is nothing wrong with this approach from a 
pragmatic point of view, and it works exceptionally well in practice.   
 
Feynman Diagrams 
In what follows, Feynman diagrams will be used to explore the issue of negative 
energy states in QED.  Before entering into this discussion, however, it is important to 
explore the implicit assumptions made when using these diagrams.   
Feynman [7] in his famous paper “The Theory of Positrons” observed that the 
Schrödinger and Dirac equations can be visualized as describing the scattering of a plane 
wave by a potential.  The scattered waves may proceed both forward and backward in 
time and may suffer further scattering by the same or other potentials.  An identity is 
made between the negative energy components of the scattered wave and the waves 
traveling backward in time.  This interpretation is valid for both virtual particles (that 
appear in the use of Feynman diagrams to give a graphical representation of a 
perturbation series) and for real particles, where the energy-momentum relation  
E2 = p2c2 + m2c4 must be satisfied.  While one generally does not indicate the waves, and 
instead draws world-lines in Minkowski space between such scatterings, it is generally 
understood that the particle represented by these waves does not have a well defined 
location in space or time between scatterings [8]. 
The Feynman approach visualizes a non-localized plane wave impinging on a 
region of spacetime containing a potential, and the particle the wave represents being 
localized [9] to a finite region of Minkowski space by interaction with the potential.  The 
waves representing the scattered particle subsequently spread through space and time 
until there is another interaction in the same potential region or in a different region also 
containing a potential, again localizing the particle.  Even this picture is problematic 
since the waves are not observable between interactions.  The figure below is intended to 
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represent electron scattering from two different locations in a region containing a 
scattering potential.  A plane electron wave (1) comes in from the lower left of the figure, 
is scattered by the potential at A(3).  (a) shows that the scattered wave can go both 
forward and backward in time; (b) and (c) show two second order processes where (b) 
shows a normal scattering forward in time and (c) the possibility of pair production.  
Feynman meant this figure to apply to a virtual process, but—as mentioned earlier—can 
apply as well to real pair production provided the energy-momentum relation is satisfied.  
Although lines are drawn to represent the paths of these particles, no well-defined world-
lines exist.   
 
 
Figure 1.  Propagation kernels associated with the Dirac equation. [Based on 
Figure 2 of R. P. Feynman, “Theory of Positrons”, Phys. Rev. 76, 749-759 
(1949)] 
 
In a particle detector such as a bubble chamber, where the paths followed by the 
charged particles are made visible by repeated localizing interactions with a medium, one 
would observe in (c) a pair creation event at A(4), an electron coming in from the lower 
left, and an annihilation event at A(3).  Of course, since the particles involved here are 
massive, in the case of real pair production the interval between A(3) and A(4) is time-
like and the spatial distance between these events depends on the observer.  If the interval 
between these points is space-like, and this will be relevant below, the time ordering of 
A(3) and A(4) depends on the observer. 
To reiterate, a world-line is a classical concept that is only approximated in 
quantum mechanics by the kind of repeated interactions that make a path visible in a 
particle detector such as a bubble chamber [10].  Minkowski space is the space of 
events—drawing a world-line in a Minkowski diagram implicitly assumes such repeated 
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interactions taken to the limit of the continuum [11].  While the characterization of 
Minkowski space as the space of events is often obscured by drawing world-lines as 
representing the putative path of a particle in spacetime independent of its interactions, 
remembering that—in the context of quantum mechanics—each point in Minkowski 
space is the position of a potential event removes much of the apparent incompatibility 
between quantum mechanics and special relativity.   
The picture one now has, however, is very unlike that of the path of a massive 
particle—like a marble—moving in spacetime.  Consider a Minkowski diagram showing 
the world-lines of several marbles at different locations.  Given a spacelike hypersurface 
corresponding to an instant of time in some frame, all the marbles would be visible at 
some set of locations.  If one chooses a neighboring instant of time, these marbles would 
all still be visible at slightly different locations.  This is because of the sharp localization 
of the marbles in space and time due to the continual interactions of their constituent 
components.  Now consider the case of several elementary particles such as electrons.  
On any spacelike hypersurface, the only particles “visible” would be those that were 
localized by an interaction to a region of spacetime that included the instant of time 
corresponding to the hypersurface [12].  After any localization, the wave function of a 
particle spreads both in space and in either direction in time.  Consequently, neighboring 
hypersurfaces (in the same reference frame) corresponding to slightly different times 
could have a different set of particles that were “visible.” If motion consists of a 
sequential series of localizations along a particle’s path, it is not possible to define a 
continuum of movement in the classical sense—there exists only a series of “snapshots.” 
Haag, [13] has put this somewhat different terms: “The resulting ontological 
picture differs drastically from a classical one. It sketches a world, which is continuously 
evolving, where new facts are permanently emerging. Facts of the past determine only 
probabilities of future possibilities. While an individual event is considered as a real fact, 
the correlations between events due to quantum mechanical entanglement imply that an 
individual object can be regarded as real only insofar as it carries a causal link between 
two events. The object remains an element of potentiality as long as the target result has 
not become a completed fact.” 
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It is important to emphasize that between localizations due to interactions, an 
elementary particle does not have a specifiable location, although—because it has a high 
probability of being located somewhere within the future and past light cones associated 
with its most recent localization—it would contribute to the local mass-energy density.  
The lack of a definite location is not a matter of our ignorance, it is a fundamental 
property of quantum mechanics; Bell’s theorem tells us that there are no hidden variables 
that could specify a particle’s position between localizations.   
As an example of how localization works, consider a single atom.  Its nucleus is 
localized by the continuous interactions of its constituent components.  The electrons are 
localized due to interactions with the nucleus, but only up to the appropriate quantum 
numbers—n, l, m, and s.  One cannot localize the electrons to positions in their “orbits.” 
 
Quantum Electrodynamics, Negative Energy, and Charge Conservation 
 In QED, the kernel that propagates an electron forward in time uses only positive 
energies.  As a consequence, the amplitude cannot vanish anywhere outside the light 
cone [14], although it becomes small over a distance comparable to the Compton 
wavelength.  As a result, not much of the space outside the light cone is really accessible.  
This is the basis of Feynman’s well known Dirac lecture on the reason for antiparticles 
[15].  
 The figure shown below is meant to apply to real processes rather than virtual 
ones so that both energy and momentum must be conserved.  This means that external 
potentials (often explicitly represented by a wavy line with a cross at the end) must be 
present at A(3) and A(4) for the indicated interactions to occur since they are otherwise 
kinematically forbidden. 
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Figure 2. Kernel that propagates an electron forward in time uses only positive 
energies and consequently cannot vanish outside the light cone (LC). As 
indicated, the electron is scattered by the external potentials at A(3) and A(4). 
 
 In the Lorentz frame labeled (x1, x4), the diagram may be interpreted as depicting 
an electron being propagated from 1 to A(3) where it is scattered by interaction with an 
external potential and again scattered at A(4) after which it is propagated to 2.  The 
“path” from A(3) to A(4) is taken to be outside the light cone of the scattering event at 
A(3).  This is possible since the propagation kernel from 1 to A(3) contains only positive 
energies and therefore—as was mentioned earlier—cannot vanish outside the light cone. 
 In the Lorentz frame (x1′, x4′) there are two ways to interpret the diagram.  The 
first is where an electron is propagated from 1 to A(3) and pair creation occurs at A(4).  
The positron is then propagated from to A(4) to A(3) where it annihilates the electron 
propagated from 1 to A(3) with the emission of a photon, and the electron from the pair 
creation event at A(4) is propagated to 2. 
 Alternatively, the electron at 1 is propagated to A(3) where it transitions to a 
negative energy state as a result of interacting with the external potential and is 
subsequently propagated backwards in time to A(4).  In Feynman’s interpretation, a 
particle in a negative energy state (here an electron) propagating backwards in time is 
equivalent to an anti-particle having positive energy (here a positron) propagating 
forwards in time.  At A(4) the electron moving backwards in time interacts with the 
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external potential so as to raise it to a positive energy state and is then propagated to 2.  
Note that on a space-like hypersurface such as x1′, charge is conserved because an 
electron moving backwards in time has a positive charge.  Another way of saying this, 
following Weinberg [16], is that—in the context of quantum field theory—if an electron 
in an external field obeys the quantized [17] Dirac equation, one cannot rule out the 
negative energy solutions needed to make up a complete set of wave functions.  But a 
wave function representing an electron in a negative energy state can only be non-zero if 
it has charge +e. 
 There is an easy way to see that this using only relativistic quantum mechanics.  If 
Ψ(x) represents the motion of a Dirac particle of mass m and charge e in a potential Aµ(x), 
then it satisfies the equation 
 
 
                (11) 
On the other hand Ψ C(x) = KCΨ(x), where KC is the charge conjugation operator [18], 
satisfies the Dirac equation for a particle of the same mass but opposite charge in the 
same potential.  Here KC ≡ γ5K and K is an anti-unitary operator such that K2 = −1.  Both 
the operator r and the Dirac matrices γµ are conserved under K while the operator p is 
transformed to –p.  Most importantly, if the average value of the Hamiltonian in the state 
Ψ is  then one can show that this average value is related to that of 
the charge conjugate state Ψ C by 
 
 
                (12) 
so that charge conjugation also changes the sign of the energy.  Two charge-conjugate 
solutions have the same probability and current densities and therefore opposite charge 
and electric-current densities. 
 Look again at Fig. 1(c).  This figure is essentially the same as what is seen in the 
Lorentz frame (x1′, x4′) of Fig. 2.  Thus, the appropriate propagation kernel between A(3) 
and A(4) in Fig. 2 is K+(4, 3), which contains only negative energy.  This is the case 
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despite the fact that we started with a propagation kernel from 1 to A(3) that contained 
only positive energy.  This is a consequence of the “path” from A(3) to A(4) being 
outside the light cone of the scattering event at A(3) in the (x1, x4) frame.  The same is 
true for Fig. 1(c) since any scattering backwards in time must be outside the light cone of 
the scattering event. 
 Figure 1(c) can be somewhat misleading in that while K+(4, 3) contains only 
negative energy, the real energy is actually positive since in the phase exp[−iEn(t4 – t3)] 
associated with K+(4, 3), the energy En is indeed negative, but so is (t4 – t3) so that the 
real energy is still positive—given the usual convention where positive energy states 
evolve in time as e−iωt.   
 What remains counterintuitive here is that for propagation outside the light cone, 
whether we see an electron or a positron depends on our frame of reference.  The charge 
of the electron when it is between A(3) and A(4) can vary in different Lorentz frames: if 
it is negative in the (x1, x4) frame, it is positive in the (x1′, x4′) frame.  This challenges the 
classical idea that charge is an intrinsic and invariant property of a particle.  Note again, 
that on a space-like hypersurface such as x1′, charge is conserved only if the electron 
moving backward in time reverses its charge.  Thus, as argued by Feynman, if we insist 
that propagation kernels use only positive energies, anti-particles must exist if charge is 
to be conserved. 
 
Summary 
 We have seen that quantum field theories that require that the vacuum state |0> be 
the state of minimum energy—so that negative energies are not allowed, are plagued by 
Schwinger terms that destroy gauge invariance.  This leads to the panoply of techniques 
used to eliminate the gauge-invariance destroying terms, essentially some form of 
regularization or simply ignoring the terms as being unphysical.   
 On the other hand, quantum electrodynamics, which explicitly allows and makes 
use of negative energy states, is gauge invariant.  The Feynman space-time approach, 
where negative-energy particle solutions propagating into the past are equivalent to 
positive-energy anti-particle solutions propagating forward in time, gives the same 
calculative results as Dirac hole theory [7].  In the space-time approach, pair annihilation 
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can be viewed as an electron interacting with a potential and making a transition to a 
negative energy state by emitting a photon and subsequently propagating backward in 
time—thereby being equivalent to a positron moving forward in time. 
The Feynman approach does not make use of the Dirac idea that the negative 
energy states are filled with particles obeying the Pauli exclusion principle.  As a result, 
the Feynman approach is also conceptually applicable to particles having spin zero.  
What one finds in general is that the emission (absorption) of an anti-particle having  
4-momentum pµ is equivalent to the absorption (emission) of a particle of 4-momentum 
 – pµ.   
 Restricting propagation kernels to only positive energies means that anti-
particles—which are particles in negative energy states moving backwards in time—must 
exist if charge is to be conserved. 
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