Neural network architecture optimization is often a critical issue, particularly when VLSI implementation is considered. This paper proposes a new minimization method for multilayered feedforward ANNs and an original approach to their synthesis, both based on the analysis of the information quantity (entropy) flowing through the network. A layer is described as an information filter which selects the relevant characteristics until the complete classification is performed. The basic incremental synthesis method, including the supervised training procedure, is derived to design application-tailored neural paradigms with good generalization capability.
Introduction
Design of a multilayered feedforward neural network to solve a specific application problem (e.g. pattern classification) implies identification both of the topological network structure (i.e. the number of layers and their sizes) and of the operating parameter configuration (i.e. interconnection weights and thresholds). The traditional approach consists of creating a tentative network by exploiting the knowledge of experts, training the structure by using backpropagation or similar learning algorithms, and validating the configured network and the generalization characteristics.
Unfortunately, this approach has two drawbacks: first, the topological structure must be a priori defined before starting the learning phase and, second, the resulting structure may be overdimensioned with respect to the specific application. The initial structure specification is strictly related to the capabilities and the expertise of the designer. If the network is not large enough, the training procedure may not be able to converge to a near zero learning error. Conversely, if the network is too large, appropriate generalization may not be provided. Additionally, the network size may be a critical factor for physical realizability when VLSI/WSI circuits are adopted for neural network implementation.
1,2 Great difficulties in data path design and in the evaluation of the neuron's activation signal may in fact occur when the interconnections are too numerous. Similarly, the resulting computational complexity may require a powerful traditional computer when the network is simulated by software and real-time constraints are imposed by the application.
To solve both of the above problems, the traditional strategy is to overdimension the neural network for initial training and, then, to reduce its size by means of an optimization algorithm. [3] [4] [5] [6] Finally, a new training phase may be envisioned to adapt the configuration parameters of the reduced structure. Some learning procedures provide partial support to network optimization by incorporating minimization goals into the error criterion.
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In this paper, we first present a minimization technique to reduce the number of hidden neurons in trained ANNs having a step-function as a nonlinear activation function; then, we introduce an innovative synthesis approach which builds the network structure incrementally during the learning phase. Preliminary results of our techniques have been presented in Refs. 7 and 8. Minimization and synthesis methods assume that the neural network has binary neurons (i.e. the neuron's output can be one of only two possible values, independently by its internal implementation) in the hidden and output layers, while the input layer is non-binary because it simply transfers the network's inputs to the first hidden layer. As a simple but widely used activation function, we consider the step function. No restriction is imposed on the input values.
In Sec. 2, the entropic analysis of the information flowing through the network layers is presented as the basis for both techniques. Each layer is viewed as an information filter which compacts the information transferred from its inputs to its outputs, according to the classification required by the application problem.
Section 3 presents the minimization technique as a first application of the entropic analysis discussed in Sec. 2. Every layer is analyzed and redundant neurons are removed in order to transmit only relevant information to the next layer. Redundant units are identified by inspecting every neuron and checking its contribution to information filtering.
The synthesis approach is then derived in Sec. 4. The multilayered feedforward network is created one layer at a time and one neuron at a time during the learning phase, by adding layers and neurons according to the topological modifications which lead to control of the information flow as expected by the application. The resulting network is experimentally shown to have a topology (i.e. number of neurons) very near to the minimum required to solve the application. On the contrary of the backpropagation algorithm or similar ones, convergence of our technique to a working network is always guaranteed since such a network is obtained by incremental construction and not by tailoring the parameters of a given structure. In literature, similar approaches have been presented [9] [10] [11] [12] : they apply a similar synthesis method but only to hidden layers; besides, the structures both of the output layer and, as a consequence, of the whole network, are strongly affected by the output representation, since these networks need one neuron in the output layer for each class. Our synthesis technique overcome these limits leading to create smaller networks. Very small networks are experimentally obtained also in Ref. 12 , but without any immediate reference to the quantity of information treated by the networks themselves: our approach directly links these two aspects within a theoretical framework.
In some cases, extensive experiments have shown that our approach is not able to identify the globallyminimum structure, but only a quasi-optimum solution requiring very few (usually less than three) neurons more than the optimum one. In Sec. 5, a variant of our algorithm is presented to deal with these cases.
The Neural Networks as Information Filter
According to C. E. Shannon, 13 the quantity of information H generated by an information source is measured by:
where n is the number of different messages produced by the source, and p i is the probability of ith message. If we set k = 1 and select the logarithm base equal to 2, H is expressed in "bit/message". Since the previous equation is similar to the statistical thermodynamic entropy, the information quantity H is referred to as entropy. Every layer in a multilayered feedforward network receives information from the previous layer and sends information to the next one. In every layer, the information is represented by the vector of values that are generated at the outputs of neurons belonging to the previous layer and, as a consequence, that are presented at the layer's inputs. The vector of input values is called the message entering the layer.
A pattern presented at the network's inputs is transmitted by the input layer to the first hidden layer without any modification; the first hidden layer computes the resulting message and delivers it to the next layer, and so on until the output layer generates the network's output message. If the step function is used in neurons of the hidden and output layers, all messages generated by such layers are strings of binary digits: comparing two messages consists of checking the corresponding bit strings. The same approach to message analysis can be adopted for the input layer only if the input patterns are binary values. In the case of real-value inputs, a suitable criterion for comparison should be defined by taking into account the mathematical properties of the real field (e.g. continuity). In such a case, we assume that two input patterns are different whenever at least one input has a different value in the considered number representation (this problem can affect only the input layer because the step function is used in the other layers).
The hypothesis of binary neurons simplifies the problem of classifying different messages: in fact, it is sufficient to compare two message bit-wise at the output of hidden and output layers. Without this hypothesis, a more complex criteria to distinguish different messages should be defined. Due to the continuity of real numbers, the criteria should first consider the Euclidean distance between the vectors associated to the messages and, then, face up to the continuous information quantity variation.
For each layer, we can measure the number of occurrences n i of the ith layer's output message by applying all input patterns at the network's input and, then, by computing its relative frequency p i = n i /n, where n is number of network input messages; by applying Eq. (1), we compute the output entropy H of the layer. In a similar way, we compute the input entropy G of the layer.
The number of messages produced by a layer is not higher than the number of received messages. Each input message is obviously mapped onto at most one output message. Two or more input messages may be collapsed into only one layer's output message; in such a case, the individual probabilities p i related to these merged input messages are replaced by their sum in the set of the layer's output messages. For example, if the input messages msg 1 and msg 2 are collapsed into msg 3 , then the two terms p 1 log 2 p 1 and p 2 log 2 p 2 in G are replaced by
The entropy is the same or decreasing through the layers, i.e. for each layer G ≥ H. For a one-toone message mapping, G = H. Otherwise, consider mapping of two messages occurring with probabilities x and y into one message; the difference in information is given by:
Z(x, y) = x log x + y log y − (x + y) log(x + y) with x, y > 0 ( 2 )
x log x ≤ x log(x + y)
ylog y ≤ y log(x + y)
Z ( x, y) = x log x + y log y − x log(x + y)
Since the logarithm function is increasing monotonous [see Eqs. (3) and (4)], Eq. (5) holds; therefore, G ≥ H, where the equal sign holds if the number of messages is not changed. This means that the input information quantity is greater than or equal to the output information quantity, i.e. every layer filters the information received from the previous one and transmits only part of that information to the next layer.
Input patterns and the overall information flowing through a multilayered neural network may be viewed as containing two components: one is necessary to solve the application problem completely, the other part is redundant. The first component must be preserved through layers so that the correct classification of the input patters occurs, while the second one should be removed by layers as much as possible in order to extract the true nature of the application problem and, as a consequence, to enhance the generalization capabilities. The individual layer of a neural network can therefore be viewed as an information filter which tries to remove as much redundant information as possible, without losing useful information. Both the above components contribute to the total entropy H at the layer's output.
Considering each hidden layer, experiments pointed out that the output entropy H is minimum (or at least near to the minimum value) when the layer size has the minimum value required to solve the application problem. Examples are shown in Figs. 1(a) and 2(a). The first is the classic problem of detecting symmetry in 4-bit patterns: this classification problem is solved by three-layered networks with a number of hidden neurons that ranges in [2, . . . , 20]. The second is the parity problem for 3-bit numbers and is solved by three layered networks with a number of hidden neurons that ranges in [3, . . . , 20] . In these examples, networks are trained by using the backpropagation algorithm and entropy is measured at the hidden layer's output; Figs. 1(b) and 2(b) show the average validation error obtained over 100 experiments per hidden layer size. Since the step function cannot be derived in the origin, the backpropagation algorithm cannot be directly applied.
To train these networks, we adopt therefore the following procedure: 1. Replace the step function with the sigmoid function in all binary neurons; 2. Train the network by using the error backpropagation algorithm, until classification error is less than a prefixed threshold (e.g. 10 −3 ); if this goal is unreachable, either retry after weight randomization or change the topology of the network (typically, add neurons in the hidden layer); 3. Keep on backpropagating error until the working points in each neuron moves towards the tails of the sigmoid function rather than staying near the origin; this guarantees that the smoothness of the sigmoid step near the origin is not relevant for the network classification; 4. Replace the sigmoid function with the step function and compute the classification error; if it is too high, then undo the replacement and go back to step 3. Every layer must send to its successor all the useful information that it receives and has to destroy as much redundant information as possible, according to its filtering capabilities. Overdimensioned layers can produce a great number of binary messages and use many hyperplanes to classify input patterns, so their H can be higher; on the contrary, small layers have reduced filtering capabilities and, as a consequence, their H is smaller. The size of a layer is minimum if removal of one neuron makes H impossible to transmit all the useful information: in other words, the minimum layer transmits the smallest number of distinct messages in order to send all useful information to its successor, so that H is minimum.
The optimal size of the network capable to solve the application corresponds to the absolute minimum of H. However, such a minimum is not easy to be identified since H cannot be identified a priori without configuring the network.
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Network's output messages Fig. 3 . An example of partial classification in a threelayered network.
The Entropic Minimization Method
The entropic minimization method we propose attempts to reduce the dimension of each layer in a trained ANN by removing neurons which do not contribute to send useful information to the next layer. Let us consider a problem in which inputs need to be classified into c classes. The jth layer can be seen as a partial classifier since it groups the messages coming from the previous layer into c j ≥ c subsets of the final classification, where each subset corresponds to one of its output messages (see Fig. 3 ). The number c j of the output messages decreases from the input layer to the output one (where they are exactly c).
The partial classification made by a layer is said to be correct if any pair of output classes is disjoined. If an output message belongs to more than one output set (i.e. there is at least one pattern in more than one input class that is mapped onto the same output class), the next layer cannot distinguish some input patterns belonging to different input classes; as a consequence, these patterns will be erroneously grouped in the same class. Messages belonging to more output classes are called ambiguous. Ambiguous messages induce degradation in the classification ability and loss of useful information in the layer which generates them.
At the output of the jth hidden layer, we define the theoretical output entropyH j as the output entropy computed by assuming that no message is ambiguous, i.e. all the c output classes are supposed to be disjoint. It is thus given by:
where H jk is the entropic contribution due to the kth input pattern class. H jk is obtained by Eq. (1) when only patterns belonging to the kth class are applied to the network's input (the relative frequencies in Eq. (1) are computed by considering the occurrences over all the n input patterns).
The loss ∆ j of useful information at the output of the jth layer is the information lost by the first j layers when ambiguous messages are generated by an incorrect partial classification. It is defined by:
where H j is the real output entropy at the layer output as computed by using Eq. (1) on all the k input classes, directly. ∆ j measures the useful information lost only by the jth layer if the partial classification of layer j-1 is correct (i.e. ∆ j−1 = 0). By replacing the definitions of real and theoretical entropies in Eq. (7), it can be easily derived that ∆ j = 0 if and only if there is no ambiguous message at the layer's output; otherwise, ∆ j > 0. After a network has been successfully trained by a learning algorithm, ∆ j = 0 for each layer because there is no ambiguous message and, as a consequence, no useful information is lost.
The entropic minimization procedure must reduce the number of neurons within the jth layer of a trained net by preserving the classification ability, i.e. it must remove as many neurons as possible without increasing ∆ j . 3. Layer freezing: weights of the current layer are frozen for all subsequent steps. 4. Network reconfiguration: the learning procedure is applied to configure the layers following the current one, while weights of all layers from inputs to the current one are not changed. 5. Analysis completion: if the current layer is not the output one, move the current layer j to the subsequent one and go back to step 2.
The entropic minimization was tested on 200 synthetic classification cases, having 2 to 10 inputs with discrete or continuous values; it allowed reduction to the minimum size or at least to a quasi-minimum one, i.e. with one or two neurons more than the minimum one. For example, the ANNs analyzed in Fig. 1 were minimized by this technique to dimensions reported in Fig. 4 .
Unfortunately, the reduced network is not always minimum because the entropic technique removes the redundant neurons in a layer without considering the possibility of adjusting the interconnection weights for such a layer in order to make other neurons redundant within the layer itself. High minimization and better generalization could in fact be achieved by introducing some cooperation between learning and minimization.
The entropic minimization was also compared to other pruning techniques available in the literature. 5, 6 With respect to Optimal Brain Damage, 6 a traditional pruning technique applied at the end of training to reduce the number of interconnections and neurons, the entropic minimization experimentally showed a lower computational time (from 12% to 26%). For pruning during training, we took into account the use of penalty factors in the weight updating rule as discussed in Refs. 5 and 11: since the overall basic training algorithm is still the backpropagation in which the modified rule is adopted, convergence was experimentally observed to be much slower. Where network dimensioning is concerned, results obtained by the entropic approach were similar to the ones considered above.
A first traditional approach to the synthesis of a minimum network can be designed by training a given (possibly overdimensioned) network and, then, by applying the entropic minimization technique. The synthesis algorithm is thus composed by the following steps:
Algorithm 2. Network synthesis with entropic minimization 1. Initialize the network topology: the initial neural topology (sufficient to solve the classification problem) is set. 2. Train the network: the network is trained by using the learning algorithm (e.g. error backpropagation). 3. Minimize the trained network: if the network has been successfully configured, then apply Algorithm 1.
To allow some weight adjustment after neuron pruning for a smaller final network, the entropic minimization technique can be applied iteratively. The resulting modified synthesis procedure consists of the following steps: Algorithm 3. Network synthesis with global entropic minimization 1. Initialize the network topology: the initial neural architecture (sufficient to solve the classification problem) is set. 2. Train the network: the network is trained by using the learning algorithm (e.g. backpropagation) and by assuming that the network is initially untrained. 3. Minimize the trained network: if the network has been successfully configured, then apply Algorithm 1. 4. Minimum size check: if no unit has been removed, then the network cannot be further reduced; otherwise, go to step 2.
In this approach, it is very important to discard the weights set by the previous configuration, otherwise, iterations after the first one cannot remove any neuron.
By applying Algorithm 3, for example, to the network with 16 hidden neurons in Fig. 4 , we obtained a reduced network with three neurons in two iterations: the first iteration removed 12 neurons and the second one discarded one additional neuron.
The ∆ Method for the Entropic Synthesis
Traditional techniques for topological optimization are concerned with minimization of layers' size and interconnections, by operating on a completelytrained network or by introducing a penalty factor in the learning procedure to remove neurons or interconnections. Usually, the initial topology is selected by the designer by relying on his/her expertise without any specific exact rule supporting a priori his/her choices. An innovative synthesis approach for multilayered feedforward networks is presented here by creating the network with a quasi-minimum topology directly during learning. Layers and neurons are added according to the topological modifications which lead to control the information flow. The theoretical foundation of our technique is the fact as follows:
For each layer j, the loss ∆ j of useful information is zero and the number of classified messages (at network output) is c if and only if the network classifies correctly.
The first condition ensures that every layer does not lose any useful information, i.e. the output layer produces different messages when we apply patterns belonging to different classes. The second condition states that the number of network output messages is equal to the number of the required classes at the network input. The network classifies correctly when the learning error is zero (since we are considering ANNs whose neurons use the step function as the output function). If these two conditions hold, the network is able to distinguish all input classes exactly, since no classification information is lost through the layers and the number of classes is equal to the one expected by the application. Conversely, if the classification error is zero, it is obvious that all patterns are correctly recognized, i.e. no relevant information has been lost by filtering layers and all expected classes are present.
This theorem can be exploited to build a multilayer feedforward network by searching for the smallest neural structure (or at least a solution near to the smallest one) which satisfies both of the above conditions. The synthesis technique is summarized as follows:
Algorithm ∆ for entropic synthesis 1. Initialize the network topology: the neural structure is initially composed of the input layer only, having as many neurons as the network's inputs. 2. Create a new layer: a new layer j is added to the network topology by using the minimum number of neurons which is necessary to transmit all useful information received by the previous layer (i.e. ∆ j = 0). Operations are as follows:
(a) Initialize the layer topology: the new layer is set to an empty layer. To measure ∆ j , the output messages of the previous layer are applied to the layer under construction and only the neurons introduced till that time are considered. A local optimization procedure should be adopted to evaluate the best weight set; to increase the computation speed (without affecting the quality of the final result) the weight set inducing the minimum ∆ j can be selected among a number (large enough) of weight sets randomly generated. (d) Layer completion: if ∆ j = 0, then the layer synthesis ends; otherwise, it continues from step 2(b).
3. Network completion (convergence check): creation of new layers terminates as soon as both conditions of the above theorem are satisfied, i.e. the network is able to perform the required classification correctly. The number of messages is counted at the network output: if it is equal to the number c of required classes, then the synthesis ends, otherwise it continues from step 2.
Note that only one neuron at a time is treated, so that the number of variables (the interconnection weights) is smaller than in other learning algorithms (e.g. backpropagation). In our experiments, we chose the best weights in a set of randomly-generated configurations: in particular, we generated 10 4 random positions for the hyperplane corresponding to the set of weights associated to the new neuron. An alternative approach could consider standard binary optimization techniques: solution quality could be slightly higher, but the time to identify the solution itself could become longer.
In Figs. 5(a) and 6(a), two simple classification problems with two discrete-value input variables are shown: these patterns must be classified in two classes, one composed by black dots and the other by the empty circles. The hyperplanes generated by our algorithm are progressively numbered as soon as they are created. Graphs drawn in Figs. 5(b) and 6(b) shows ∆ 1 during creation of the first hidden layer.
Algorithm ∆ was experimented extensively on 430 synthetic classification problems, having from 2 to 10 inputs with discrete or continuous values. For each experiment, we considered from 5 up to 25 different classes; five representative elements per class were selected randomly in the multidimensional input space and, then, clouds of samples (20 samples per element) for training were randomly generated around such elements. For validation, we generated randomly 40 samples per class: each of them has been associated to the class of the nearest (according to the Euclidean distance) representative element. For all experimental classification problems, we observed that the learning error measured in validation (i.e. the classification error) and, as a consequence, the generalization ability depend, as for any other training algorithm, on the number of training patterns and, in particular, on the coverage of the classes provided by the training patterns themselves. The more concentrated the patterns are around the representative elements of the classes, the more varied the positions of each hyperplane between adjacent classes. Conversely, the more dispersed the training patterns are within each class and, in particular, the nearer to the class borders, the more restricted the hyperplane placement is and, as a consequence, the more defined the boundaries between classes. In validation, this leads to an attribution of a higher number of patterns to the correct class, granting a high generalization ability. In our experiments, we obtained a learning error ranging from 7% (for concentrated training patterns) down to 0.03% (for quite dispersed patterns). For comparison with traditional training approaches, the network configuration for the classification problems mentioned above was repeated by using backpropagation (as done in Sec. 2) and, then, minimized by pruning.
5,6 Whenever backpropagation was able to converge, learning error and generalization ability were similar to the ones obtained by our algorithm: the learning error of entropic synthesis was from 11% better to 3% worse than corresponding results produced by backpropagation. However, the training time was greatly reduced: from 1 to 2 orders of magnitude smaller. Differently from other traditional training methods (e.g. backpropagation), our synthesis method converges for any classification problem in a reasonable time, i.e. it always terminates by generating a network capable of solving the given application problem (for more details and a formal proof see Ref. 8) . First of all, a finite number of neurons is always sufficient in any layer j to obtain ∆ j = 0 (layer convergence) since ∆ j is generally monotonous decreasing. On the other hand, a finite number of layers is always sufficient to create a neural network for any classification problem (network convergence). For our technique, one hidden layer is enough to solve the parity-bit problem (i.e. the most complex among the binary-pattern classification problems) and, as a consequence, any other problem within this family: two hidden layers are required to classify non-binary patterns since the first layer binarizes the patterns and the second one classifies them.
Experiments also pointed out that our synthesis technique is often able to create directly the minimum network (i.e. with the minimum number of neurons within each layer), without requiring any minimization refinement; in the other cases (about 14% of the experimental classification problems mentioned above), a quasi-minimum solution has always been obtained with a redundancy limited to one or two neurons more than the minimum structure.
The entropic synthesis has some advantages with respect to other constructive techniques available in the literature (e.g. see Refs. 5 and 12) directed to create small networks. First of all, most of them are concerned with implementation of a neural network for the evaluation of a binary function of binary inputs only, while our approach classifies patterns whose components may have any discrete (not only binary) or real value. Second, they are heuristic approaches which are not guided by any theoretical criterion relying on information processing performed in the network: as a consequence, they are usually able to find only a reasonably small network (not the minimum or the quasi-minimum one). Finally, differently from the entropic synthesis, they try only to minimize the hidden layers without any concern to the output one. Other constructive techniques have been proposed for the more general case of approximating a continuous real-valued function (e.g. Ref. 14), but they require too high a computational time for the classification applications envisioned in this paper.
The ∆/H Method for the Entropic Synthesis
As already pointed out, the ∆ synthesis method based on the pure minimization of the entropy H is not always able to guarantee creation of the globallyminimum network. An evident example (for which the input space can be trivially partitioned by hand at a first glance) is shown in Fig. 7 . Two classes must be recognized: the first one is composed by the five square groups of black dots, and the second one by the remaining empty circles. Figure 7(a) gives the hyperplane tessellation of the input space provided by the first hidden layer of the four-layer network with 2-11-4-1 neurons created by the algorithm ∆; Fig. 7(b) shows an alternative intuitive solution for the first hidden layer, which requires a smaller number of hyperplanes in a 2-8-2-1 network. Nonminimality of the first network can be directly observed in the behavior of the functions H and ∆, evaluated at each step during the algorithm evolution, as shown in Figs. 8(a) and 8(b), respectively. In the network of Fig. 7(b) , H reaches the maximum value and ∆ goes to zero after less neurons have been inserted in the hidden layer than in the network of Fig. 7(a) . This is the experimental evidence that minimizing ∆ for each new neuron may not lead to the globally minimum ∆ value that can be obtained by minimizing ∆ for the whole set of units: in Fig. 8(b) , after inserting four neurons, the ∆ value of the second network drops below the first one. An enhancement of our synthesis method can be achieved by adopting a slightly different entropybased function to be minimized at each neuron insertion. Basic goals to define such a function should be that its minimization must imply minimization of ∆ (in particular, ∆ must be zero when minimization ends) and that it must be less sensitive to the possible presence of local minima than the ∆ function.
A function with these characteristics was experimentally shown to be ∆/H. Consider in fact the entropy H measured at the output of the first hidden layer of network, as it is shown in Fig. 8(a) ; for the network of Fig. 7(b) , its value is always higher than the corresponding one for the network of Fig. 7(a) . Therefore, the synthesis method should not only try to reduce ∆ to zero, but also to maximize H in order to escape from the locally-minimum final structure and to try to reach the globally-minimum one. In other words, we should avoid to loose relevant information (i.e., force ∆ to zero), but at the same time we should maximize the quantity H of information transmitted to the next layer.
The new approach based on minimization of the function ∆/H is called the ∆/H method: operations are performed as in the ∆ method discussed in Sec. 4, but ∆ is replaced by ∆/H. A side effect of this modified technique is related to the placement of hyperplanes in order to obtain rather large convex regions. By sacrificing a further ∆ reduction, we are able to preserve larger regions and, as a consequence, to achieve better results in the subsequent classification steps. In Fig. 9 , we show two possible placements of the first hyperplane in the hidden layer of the example of Fig. 7 ; the solution proposed in Fig. 9 (b) implies a modest reduction of ∆, but a better ratio ∆/H and a better hyperplane placement for the subsequent iterations. As an example, in Fig. 10 , we show the final tessellation of the input space that is induced by the hidden layer created by the ∆/H method. For comparison, we give the functions H and ∆ for the two synthesis methods in Figs. 11(a) and 11(b), respectively. Similar behaviors of the functions H and ∆ were also observed in all cases mentioned at the end of Sec. 4 for which the ∆ method was not effective; the minimum solution was achieved in all these cases by applying the ∆/H method. From a theoretical point of view, immediate minimization of the ∆ function in the ∆ method can be considered as a greedy approach to network minimization: in fact, trying to reduce ∆ at each new neuron insertion without modifying the interconnection weights of neurons previously created does not allow for possible further optimization related to a better balancing of the neurons' contributions to classification in the output layer. Conversely, looking for the maximum H while minimizing ∆, as in the ∆/H method, allows one to postpone the absolute minimization of the loss of information and, consequently, to escape from possible local minima in the distribution of the loss of information within the network. Extensive experiments pointed out that the ∆/H method cannot be considered as the general solution for the synthesis of multilayered feedforward networks. In fact, it is not always more effective than the simple ∆ method. In some application problems, we observed that the ∆/H method produces networks larger than the ∆ method. An example of this misbehavior is shown in Fig. 12 , where the problem presented in Fig. 5 is solved by applying ∆/H method. In that case, maximization of H has allowed more information to pass through the hidden layer than in the ∆ method (Fig. 13) , so that useless information is transmitted to the next layer and more neurons are required to obtain a zero ∆.
Since no rule has been found yet to identify a priori when the ∆ method is more suited than the ∆/H method, both synthesis methods can be applied and the smallest network chosen. This allows for the best possible performance of our methods. An alternative approach consists of applying only one of the two synthesis methods: the resulting network is then minimized by using a traditional optimization technique. Even if this solution is very similar to the traditional approach described in Sec. 1, there are two relevant advantages. First, no large overdimensioning of the neural paradigm is required for the initial training since the synthesis method generates an optimum or quasi-optimum network, so that minimization will be easier. Second, the synthesis method always creates a network, while traditional learning algorithms are sometimes not able to converge if the network structure has not been initially set large enough.
Conclusions
In this paper, we proposed an original minimization method and two synthesis techniques based on entropic analysis of multilayer feedforward neural networks. The synthesis methods always allow for the creation of a neural structure capable of solving a given classification problem. The network structure is incrementally built and does not need to be selected a priori by the designer in order to allow application of the training procedure. The size of the reduced network generated by our approaches is minimum or quasi-minimum: only one or two additional neurons are usually required in some specific complex cases with respect to the minimum network. Further research will be performed on the definition of criteria to measure the entropy in neurons with a continuous activation function, so that it will be possible to remove the assumption about the use of binary neurons.
