Abstract-This paper presents a critical evaluation of current network resource allocation strategies and their possible applicability in Cloud Computing Environment which is expected to gain a prominent profile in the Future Internet. This research attempts to focus towards network awareness and consistent optimization of network resource allocation strategies and identifies the issues which need further investigation by the research community. A framework for network resource allocation in Cloud Computing, based on tailored active measurements, has also been proposed. The main conclusion is that network topology, traffic considerations, changing optimality criteria along with dynamic user requirements will play a dominant role in determining future Internet application architectures and protocols and in shaping resource allocation and management strategies in vital applications like Cloud Computing.
I. INTRODUCTION
There has been a lot of research work on the analysis of Internet from the point of view of data traffic, security, traffic management and various resource allocation algorithms have been proposed [1] [2] [3] [4] [5] . Given the fact that resources on the Internet has been always limited and traffic is going to increase unbounded, there is a growing concern that performance of Internet architectures should be evaluated online, so as to make Internet more reactive and responsive to new services like cloud computing which will face more traffic intensity and delay sensitiveness in near future . There is a need for developing new methods for reliable active measurements aimed at capturing global Internet behavior online, and for enabling prediction of the most critical performance parameters. Reliable and predictable metrics and the methodologies for their online collection and analysis, as mentioned in [14, [17] [18] , should be used to fine tune or optimize existing and future global Internet applications. Besides measuring network performance, active probing can also be used at the system or middleware level, for assessing the performance of disks, processors, memories and other components of such cooperative environments as grid or cloud computing systems [9] . So adjusting the granularity level of active probes is also an important research task, with solutions which could depend upon the current network situation and user demands.
Based on topological changes, routing asymmetries and packet losses, it is also possible that active measurements may give misleading results about current network conditions [15] [16] , so online identification of inaccurate measurements is necessary as well. If a wrong online control decision, e.g. related with allocation of a resource, was made on the basis of inaccurate measurements, then the associated cost or overhead of the corresponding impact should be quantified, to assess its possible cost and to allow its later adjustment, e.g. reallocation of resources. More importantly, the limits on the accuracy of active measurements [10] need to be investigated so that they can be credible.
Furthermore, there is a need of extending the existing analytical models, to use them in studies of performance of new Internet services [6] [7] [8] . This will definitely help in investigating performance unpredictability problems in larger network environments, such as global Internet and its vital future applications like Cloud Computing. Performance models, which are able to properly quantify user's (changing) requirements into decision variables, need to be investigated and assessed by online measurements and monitoring. Efforts should be made towards making performance models predictive and responsive to simultaneous changes of multiple decision variables.
Such research activities require appropriate tools. Fortunately, these tools have become widely available with development of global experimental networking facilities such as PlanetLab [13] In addition, lack of proper measurement, monitoring and online control infrastructures have rendered many efforts on the Future Internet's resource allocation algorithms unable to adapt to network dynamics [11] [12] . Moreover the dynamics of the Internet is expected to escalate and prediction of its performance will be more difficult in future. It is highly probable that any effort towards a new service development and optimization, without considering the related performance issues, will have no chance to gain significant applicability and adoption by industry.
Pervasive supply of seamless and transparent access to heterogeneous resources and services, such as network domains, applications, services and storage owned by multiple organizations, poses many challenges for measuring, allocating, reallocating, controlling or balancing resource access [24] . It is important for a resource reservation strategy not to be static as changing network dynamics and users' requirements may lead a seemingly optimal allocation to an under-provisioned or over-provisioned state at a later time instant. The allocation strategy should be adaptive to the changes in resource management policies and the current network traffic situation. Additionally, the allocation strategy needs to cope with users' and administrators' optimality criteria which are usually opposite and may hinder a given allocation strategy to converge towards an optimal allocation and equilibrium.
Resource allocation algorithms employ centralized or decentralized strategies, deriving concepts from artificial intelligence, theory of random graphs and peer-to-peer based systems. Below is a brief critical survey of these strategies.
A. Artificial Intelligence (AI) based approaches:
The problem of network resource allocation in Cloud Computing has been considered from two major perspectives: game theory and, heuristic methods like Particle Swarm Optimization and Genetic Algorithms.
Applications of Game theory strategies for resource allocation, bandwidth sharing and pricing models have been demonstrated in [2, 25] . The ultimate goal of the game-theoretic methods is to maintain Nash Equilibrium state among competing users of cloud services. Nash Equilibrium is a concept of game theory where the optimal outcome of a game is one where no player has an incentive to deviate from his or her chosen strategy after considering opponent's choices. Overall, an individual can receive no incremental benefit from changing actions, assuming other players remain constant in their strategies. A game may have multiple Nash equilibria or none at all. It is implemented in two phases [2] . In first phase, each individual competitor solves the optimal schedule using binary integer programming (a type of linear programming method targeted to maximize individual profit or minimize loss) without consideration of multiplexing of resource assignments. In the second phase, using an evolutionary mechanism, changes are made in the initial optimal solutions of individual competitors, to have overall or global multiplexed strategies with minimizing individual's required efficiency losses. The proposed strategy is valid in case of independent and dependent tasks scheduling. Dependent task scheduling is considered as an NP-hard problem [2, 26] . The major emphasis in this approach is on the communication between dependent tasks. The current performance of underlying network and changing user requirements are not considered. Also complete specification of dependency and level of communication among dependent subtasks is needed in advance, which may not be possible in many cases of scientific and business computations.
Particle swarm optimization (PSO) is a population based stochastic optimization technique inspired by social behaviors, like bird flocking or fish schooling. PSO shares many similarities with Genetic Algorithms (GA) but there are fewer parameters to adjust as compared to GA [27] . Based on test cases, the proponents of this approach have concluded that performance of PSO-based scheduling is better than Genetic Algorithm based approaches and requires fewer controlling parameter as it correlates particle's position to task-resource mappings [28] . The goal here is to find a task-resource mapping such that total highest cost among all compute resources is minimized. Tasks are considered as particles and their dimension is the number of tasks in the workflow. For PSO-based scheduling it is necessary to know average computation times of tasks in advance, which may not be possible in many cases. Additionally, a PSO-based algorithm [28] uses current network load to update average communication cost between resources but it does not attempt to reallocate/reschedule tasks if better network conditions are available at other times. An important research issue is live migration/rescheduling of tasks to a better network or in case of some fault or losses in existing network which is serving the tasks. It is noteworthy that the research in the area of Genetic Algorithms [29] [30] [31] has identified that, although approaches based on heuristics like PSO require less configuration parameters, they may not lead to the optimal solution. However, it is also noteworthy that, for an online decision on optimal resource scheduling, the performance analysis of GA-based approaches needs further research.
B. Approaches based on theory of random graphs:
Random graphs provide an important paradigm which may be used to investigate the connectivity of a network and, more specifically, the optimal vertex distribution in a resource network. Application of stochastic processes like Random Walks on random graphs has been recently investigated in [24] for achieving a load balancing objective. A decentralized scheme has been considered which generates regular resource allocation networks, so as to achieve distributed and moreover a cooperative load balancing [24] . The specific feature of this cooperative random walk based strategy is that heavily loaded nodes expose their current situation to an incoming task which carries current load information of all other nodes, which it encounters during the walk. The maximum random walk length, in terms of the number of hops, is limited and the last node can determine the least loaded node and forward the task to that node [24] . The strategy can be regarded as self-configuring and self-optimizing. The main inspiration came from Erdos-Renyi (ER) random graphs [32] , using the mapping between connectivity of a resource node and its current load. In ER random graphs the probability of deviation from average connectivity decreases exponentially with the deviation distance. It is ensured that connectivity distribution of the resource network corresponds to a random graph, thereby balancing the load distribution equitably across all nodes with computing resources. This work also introduces Biased Random Sampling (BRS), by using biased random walk which is a policy-based sampling strategy to allocate resources or determine the pattern of the random walk, e.g. if considering geographical distance in random walk or any other user generated utility measure. Both network environments with homogeneous nodes (of the same computing capacity) and heterogeneous nodes (of different computing capacity) are considered. The length of random walk is an important performance criterion but no formulated mechanism has been presented so far, except static bounds on the hop count (the length of random walk). The problem of allocation of dependent tasks, i.e. scheduling a workflow represented in a dependent task system using a directed acyclic graph, needs further investigation as well.
C. Peer-to-Peer based approaches:
Inter-domain scheduling of grid applications is an important research task due to difficult provisioning of the same QoS requirements and strict threads/processes concurrency requirements across multiple domains. Frameworks like General-purpose Architecture for Reservation and Allocation (GARA) [33] , Network Resource Scheduling Entity (NRSE) [34] , and Grid Quality of Service Management (G-QoSM) [35] , pay more attention towards the available computing capacity of resources, thus it may be possible that a lightly loaded node may get selected in a highly congested network, and this will degrade overall user's experience if the job requires high network I/O [3] . P2P-based approaches address resource allocation problem in a single administrative domain by using a typical broker, like Grid Network Resource Broker (GNB) [36] which is composed of job scheduler, resource monitor and bandwidth broker. The bandwidth broker requires a direct access to routers but it cannot administer all routers, so there exists a scaling problem associated with this technique, though it works well if the bandwidth broker is overall in-charge of the administrative domain. The resource monitor needs to use the same information in all the domains even if the computing resources belong to different administrative domains. The P2P-based techniques use a specific type of Routing Index (RI), called Hop-Count Routing Index (HRI) [37] , which represents a specific type of neighboring computing resource. HRI takes into account the number of hops, aggregate quality of neighbors, their processing power, current load and effective bandwidth. It is important to maintain a consistent HRI which is the core of P2P-based allocation strategies but this consistency of HRI may not be possible across multiple domains. GridSim [38] has been used in simulation studies of this technique but it will be worthwhile to use experimental testbeds built e.g. on PlanetLab [13] to have more credible and valid results from its full scale deployment. It is also noteworthy that P2P overlay routing may intensify congestion at the Internet's backbone because current traffic engineering algorithms implemented by Internet Service Providers (ISPs) are oblivious to P2P traffic demands [39] .
III. PROPOSED FRAMEWORK FOR RESOURCE ALLOCATION IN CLOUD COMPUTING
In this Section we present a new research framework for the resource allocation problem. The practical directives are briefly presented first, and it is followed by the problem's mathematical formulation for optimization.
A. Tailored Active Measurements for Resource Allocation in Cloud Computing
The problem of resource allocation in a highly distributed and dynamic environment can be considered in a new way, based on online Internet measurements. As a prototype, the following types of elastic (extendable) network resources can be considered for allocation:
1. Computing resources 2. Storage resources A conceptual diagram of the framework is presented in Figure 1 . The Cloud Optimizer will instantiate, activate or deactivate Local Cloud Front Ends. The Cloud Optimizer will also be responsible for active probing and live migration of virtual machines using configurable overlay connections for optimization purposes. The Local Cloud Front-End, having received user's workflows (usually represented by directed acyclic graphs), will quantify the required performance metrics of each particular workflow and send tailored active probes accordingly, to find the optimal resources in terms of the required performance metrics and the current network situation. Tailoring of active probes will be attempted in such a way that the decided allocation of resources becomes a true reflection of the current user requirements, while remaining sensitive to possible changes (drastic increase or decrease) in the user's requirements. A web service interface like Amazon Elastic Compute Cloud (EC2) [19] is a good example to follow in order to build Local Cloud Front End. Global Internet experimental testbeds like PlanetLab [13] can be used to test a prototype model of the proposed framework. Specification of Application Programming Interface (API) is also needed for user, so that user can submit their workflows and their optimal requirements. The performance of parallel programming environments such as Google's MapReduce [22] and the open-source version of it, i.e. Apache's Hadoop [23] will also be assessed to see if they perform well in a framework which emphasizes optimization by network resource allocation, reallocation and migration.
B. Optimization of Network Resource Allocation
Due to the stochastic nature of networks, it is likely that allocation of resources at a particular time (on the basis of tailored active measurements) may not remain optimal. It is also possible that, due to the elastic nature of cloud resources, more resources may be added/removed later on. This can render current allocation not an optimal one. Thus, the optimization is necessary to cope with:
1. Non-stationarities in Internet traffic;
2. Dynamic changes in network topology or Routing ; 3. Dynamic changes in resource connectivity or the associated costs ; and 4. Changing user requirements (online & offline) As this is a dynamic resource allocation problem, it will be worthwhile to investigate the applicability of such methods as, for example, Approximate Dynamic Programming techniques [20] . Scheduling-decision making over time under uncertainty can be investigated both from finite and infinite time horizon perspective. The latter will give further insight into long term behavior and effects of decisions. As the first step towards achieving this goal, a specific model of resource allocation related to Cloud Computing can be derived from the General Resource Allocation Problem [20] . This is a multidimensional resource allocation problem class which suffers from all the three curses of dimensionality [20] , namely uncertainties and polynomial increase or decrease in state space, outcome space and the action space. Therefore optimization of resource allocation strategy based on online Internet measurements can be an interesting and challenging task. A classical optimal resource allocation problem can be presented as: where N is the total number of resources to be allocated to n activities, so that objective value function f(x1,x2......,xn) becomes minimized (e.g. cost or loss) or maximized (e.g. profit). The variable xj represents the amount of resources associated with activity j. In the case of Cloud Computing, the resources are elastic, i.e. N cannot be regarded as a static parameter. Therefore, it is an important research task to investigate optimal resource allocation algorithms, as presented in [40] , but not assuming N as a fixed value. Thus online monitoring of N is necessary to decide the best time for allocation or reallocation towards optimization.
IV. CONCLUSION
On the basis of this critical review of existing strategies of resource allocation in Grid/Cloud computing environment one can conclude that lack of proper measurement, monitoring and online control infrastructure has rendered many efforts on Future Internet resource allocation algorithms unable to adapt to dynamics of Internet. Moreover the dynamics of Internet has rendered traffic prediction and capacity planning more difficult due to increase in various kinds of nonstationarities in Internet traffic and user behaviors. The evaluation of existing Computing. Performance models, which are able to properly quantify user's (changing) requirements into decision variables, are needed to be investigated and assessed by online measurements and monitoring towards optimization. More research efforts are needed to make these performance models predictive and responsive to simultaneous changes of multiple decision variables. The proposed framework based on tailored active measurements for optimal resource allocation is currently the basis of our future research activities. 
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