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Abstract
Let P = {p1, p2, . . . pn} and Q = {q1, q2 . . . qm} be two point sets in an arbitrary metric space.
Let A represent the m × n pairwise distance matrix with Ai,j = d(pi, qj). Such distance matrices are
commonly computed in software packages and have applications to learning image manifolds, handwrit-
ing recognition, and multi-dimensional unfolding, among other things. In an attempt to reduce their
description size, we study low rank approximation of such matrices. Our main result is to show that for
any underlying distance metric d, it is possible to achieve an additive error low-rank approximation in
sublinear time. We note that it is provably impossible to achieve such a guarantee in sublinear time for
arbitrary matrices A, and consequently our proof exploits special properties of distance matrices. We
develop a recursive algorithm based on additive projection-cost preserving sampling. We then show that
in general, relative error approximation in sublinear time is impossible for distance matrices, even if one
allows for bicriteria solutions. Additionally, we show that if P = Q and d is the squared Euclidean
distance, which is not a metric but rather the square of a metric, then a relative error bicriteria solution
can be found in sublinear time.
∗The authors thank the partial support by the National Science Foundation under Grant No. CCF-1815840.
1
1 Introduction
We study low rank approximation of matrices A formed by the pairwise distances between two (possibly
equal) sets of points or observations P = {p1, . . . , pm} and Q = {q1, . . . , qn} in an arbitrary underlying
metric space. That is, A is an m × n matrix for which Ai,j = d(pi, qj). Such distance matrices are the
outputs of routines in commonly used software packages such as the pairwise command in Julia, the pdist2
command in Matlab, or the crossdist command in R.
Distance matrices have found many applications in machine learning, where Weinberger and Sauk use
them to learn image manifolds [WS04], Tenenbaum, De Silva, and Langford use them for image under-
standing and handwriting recognition [TDSL00], Jain and Saul use them for speech and music [JS04], and
Demaine et al. use them for music and musical rhythms [DGM+09]. For an excellent tutorial on Euclidean
distance matrices, we refer the reader to [DPRV15], which lists applications to nuclear magnetic resonance
(NMR), crystallagraphy, visualizing protein structure, and multi-dimensional unfolding.
We consider the most general case for which P and Q are not necessarily the same set of points. For
example, one may have two large unordered sets of samples from some distribution, and may want to
determine how similar (or dissimilar) the sample sets are to each other. Such problems arise in hierarchical
clustering and phylogenetic analysis1.
Formally, let P = {p1, p2, . . . pm} and Q = {q1, q2 . . . qn} be two sets of points in an arbitrary metric
space. Let A represent the m× n pairwise distance matrix with Ai,j = d(pi, qj). Since the matrix A may
be very large, it is often desirable to reduce the number of parameters needed to describe it. Two standard
methods of doing this are via sparsity and low rank approximation. In the distance matrix setting, if one first
filters P and Q to contain only distinct points, then each row and column can contain at most a single zero
entry, so typically such matrices A are dense. Low-rank approximation, on the other hand, can be highly
beneficial since if the point sets can be clustered into a small number of clusters, then each cluster can be
used to define an approximately rank-1 component, and soA is an approximately low rank matrix.
To find a low-rank factorization ofA, one can compute its singular value decomposition (SVD), though
in practice this takes min(mn2,m2n) time. One can do slightly better with theoretical algorithms for
fast matrix multiplication, though not only are they impractical, but there exist much faster randomized
approximation algorithms. Indeed, one can use Fast Johnson Lindenstrauss transforms (FJLT) [Sar06],
or CountSketch matrices [CW13, MM13, NN13, BDN15, Coh16], which for dense matrices A, run in
O(mn) + (m+ n)poly(k/ǫ) time.
At first glance the O(mn) time seems like it could be optimal. Indeed, for arbitrary m× n matrices A,
outputting a rank-k matrix B for which
‖A−B‖2F ≤ ‖A−Ak‖2F + ǫ‖A‖2F (1.1)
can be shown to require Ω(mn) time. Here Ak denotes the best rank-k approximation to A in Frobenius
norm, and recall for an m × n matrix C, ‖C‖2F =
∑
i=1,...,m,j=1,...,nC
2
i,j . The additive error guarantee
above is common in low-rank approximation literature and appears in [FKV04]. To see this lower bound,
note that if one does not read nearly all the entries of A, then with good probability one may miss an entry
ofA which is arbitrarily large, and therefore cannot achieve (1.1).
Perhaps surprisingly, [MW17] show that for positive semidefinite (PSD) n × n matrices A, one can
achieve (1.1) in sublinear time, namely, in n ·k ·poly(1/ǫ) time. Moreover, they achieve the stronger notion
of relative error, that is, they output a rank-k matrix B for which
‖A−B‖2F ≤ (1 + ǫ)‖A−Ak‖2F . (1.2)
1See, e.g., https://en.wikipedia.org/wiki/Distance_matrix
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The intuition behind their result is that the “large entries” causing the Ω(mn) lower bound cannot hide in a
PSD matrix, since they necessarily create large diagonal entries.
A natural question is whether it is possible to obtain low-rank approximation algorithms for distance
matrices in sublinear time as well. A driving intuition that it may be possible is no matter which metric the
underlying points reside in, they necessarily satisfy the triangle inequality. Therefore, if Ai,j = d(pi, qj) is
large, then since d(pi, qj) ≤ d(pi, q1) + d(q1, p1) + d(p1, qj), at least one of d(pi, q1), d(q1, p1), d(p1, qj) is
large, and further, all these distances can be found by reading the first row and column of A. Thus, large
entries cannot hide in the matrix.
Are there sublinear time algorithms achieving (1.1)? Are there sublinear time algorithms achieving
(1.2)? These are the questions we put forth and study in this paper.
1.1 Our Results
Our main result is that we obtain sublinear time algorithms achieving the additive error guarantee similar
to (1.1) for distance matrices, which is impossible for general matrices A. We show that for every metric
d, this is indeed possible. Namely, for an arbitrarily small constant γ > 0, we give an algorithm running in
O˜((m1+γ +n1+γ)poly(kǫ−1)) time and achieving guarantee ‖A−MNT ‖2F ≤ ‖A−Ak‖2F + ǫ‖A‖2F , for
any distance matrix with metric d. Note that our running time is significantly sublinear in the description size
ofA. Indeed, thinking of the shortest path metric on an unweighted bipartite graph in which P corresponds
to the left set of vertices, and Q corresponds to the right set of vertices, for each pair of points pi ∈ P and
qj ∈ Q, one can choose d(pi, qj) = 1 or d(pi, qj) > 1 independently of all other distances by deciding
whether to include the edge {pi, qj}. Consequently, there are at least 2Ω(mn) possible distance matrices A,
and since our algorithm reads o(mn) entries of A, cannot learn whether d(pi, qj) = 1 or d(pi, qj) > 1 for
each i and j. Nevertheless, it still learns enough information to compute a low rank approximation toA.
We note that a near matching lower bound holds just to write down the output of a factorization of a
rank-k matrixB into anm×k and a k×nmatrix. Thus, up to an (mγ+nγ)poly(kǫ−1) factor, our algorithm
is also optimal among those achieving the additive error guarantee of (1.1).
A natural followup question is to consider achieving relative error (1.2) in sublinear time. Although
large entries in a distance matrix A cannot hide, we show it is still impossible to achieve the relative error
guarantee in less thanmn time for distance matrices. That is, we show for the ℓ∞ distance metric, that there
are instances of distance matrices A with unequal P and Q for which even for k = 2 and any constant
accuracy ǫ, must read Ω(mn) entries of A. In fact, our lower bound holds even if the algorithm is allowed
to output a rank-k′ approximation for any 2 ≤ k′ = o(min(m,n)) whose cost is at most that of the best
rank-2 approximation to A. We call the latter a bicriteria algorithm, since its output rank k′ may be larger
than the desired rank k. Therefore, in some sense obtaining additive error (1.1) is the best we can hope for.
We next consider the important class of Euclidean matrices for which the entries correspond to the
square of the Euclidean distance, and for which P = Q. In this case, we are able to show that if we allow
the low rank matrix B output to be of rank k + 4, then one can achieve the relative error guarantee of (1.2)
with respect to the best rank-k approximation, namely, that
‖A−B‖2F ≤ (1 + ǫ)‖A−Ak‖2F .
Further, our algorithm runs in a sublinear n ·k · poly(1/ǫ) amount of time. Thus, our lower bound ruling out
sublinear time algorithms achieving (1.2) for bicriteria algorithms cannot hold for this class of matrices.
3
2 Technical Overview
Given a m × n matrix A with rank r, we can compute its singular value decomposition, denoted by
SVD(A) = UΣVT , such that U is a m × r matrix with orthonormal columns, VT is a r × n matrix
with orthonormal rows and Σ is a r × r diagonal matrix. The entries along the diagonal are the singular
values of A, denoted by σ1, σ2 . . . σr. Given an integer k ≤ r, we define the truncated singular value de-
composition of A that zeros out all but the top k singular values of A, i.e. Ak = UΣkV
T , where Σk has
only k non-zero entries along the diagonal. It is well known that the truncated svd computes the best rank-k
approximation to A under the frobenius norm, i.e. Ak = minrank(X)≤k ‖A − X‖F . More generally, for
any matrix M, we use the notation Mk and M\k to denote the first k components and all but the first k
components respectively. We useMi,∗ andM∗,j to refer to the ith row and jth column ofM respectively.
Our starting point is a result of Frieze, Kannan and Vempala [FKV04], that states sampling columns
weighted by their column norms and then sub-sampling rows by their row norms suffices to obtain additive
error low-rank approximation guarantees. However, if the input matrix has no structure, it is impossible
to obtain estimates to the column norms in sublinear time. Restricting to the family of distance matrices,
we show that we can obtain coarse estimates to the column norms by uniformly sampling entries in each
column and constructing a biased estimator.
In particular, we show that if the input matrix A satisfies a relaxation of the triangle inequality (defined
below), computing the max element in the first column and sampling n0.1 entries of each column uniformly
at random suffices to obtain n0.9-approximate estimates to the the column norms. A similar guarantee holds
for approximating the row norms. Using these coarse estimators as a proxy for the column norms requires us
to oversample columns by a n0.9-factor. Therefore, resulting matrix, A(1) is not small enough to compute
a singular value decomposition or even use input-sparsity time methods and obtain a sublinear running
time. We then try to compute row norms of the sub-sampled matrixA(1) and hope that the resulting matrix,
A(2) is small enough to run known low-rank approximation algorithms and obtain an overall sublinear time
algorithm.
However, the above approach presents significant challenges. First, after sampling and rescaling the
columns of the input matrix, the resulting smaller matrixA(1) need to be a distance matrix or satisfy triangle
inequality. Next, it is unclear how to relate the best rank-k approximation for the smaller sub-sampled matrix
A(2) to the best rank k approximation for A as they do not even have the same dimension. To address the
first issue, we form geometrically increasing buckets for the scaling factors of each row and restricted to
each bucket, A(1) satisfies a relaxation of the triangle inequality. Using this decomposition, we show we
can estimate row norms of A(1) in sublinear time.
The second challenge requires us to show a structural result about sub- sampling rows and column via
coarse estimates to column norms. Here, we introduce additive-error projection-cost preserving sampling
and show that sampling using our coarse estimates to column norms suffice to construct a matrixA(1) such
that it preserve all rank-k subspaces in the column space ofA i.e. for any rank-k projection matrixX,
‖A−XA‖2F − ǫ‖A‖2F ≤ ‖A(1) −XA(1)‖2F ≤ ‖A−XA‖2F + ǫ‖A‖2F
A similar guarantee holds for the row space of A. We note that the sampling guarantees we achieve are a
relaxation of the projection-cost preserving sampling guarantee first introduced in [CEM+15] and further
improved in [CMM17]. Formally, for any rank-k projection matrixX
(1− ǫ)‖A−XA‖2F ≤ ‖A(1) −XA(1)‖2F ≤ (1 + ǫ)‖A−XA‖2F
However, these guarantees are relative-error and their approach relies on approximating the ridge leverage
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scores of A which require input-sparsity time. We note that additive-error projection-cost preserving sam-
pling could be of independent interest in future work.
An important consequence of additive-error projection-cost preserving sampling is that an approxi-
mately optimal projection for A(1) is an approximately optimal projection for A. This is a key link stating
that solving the problem for a smaller matrix helps to recover a solution for a larger one. In particular, let
X(1) be a matrix such that ‖A(1) −X(1)A(1)‖2F ≤ minX ‖A(1) −XA(1)‖2F + ǫ‖A(1)‖F , then
‖A−X(1)A‖2F ≤ min
X
‖A−XA‖2F + ǫ‖A‖2F
A similar guarantee holds for the row space. Armed with how to relate the optimal solution for a smaller
matrix with the optimal solution for a larger one, we decrease the row dimension of A(1) by constructing
an additive-error projection-cost preserving sketch, A(2), that preserves all the rank-k subspaces in the row
space ofA(1) i.e. for all rank-k projections X
‖A(1) −A(1)X‖2F − ǫ‖A(1)‖2F ≤ ‖A(2) −A(2)X‖2F ≤ ‖A(1) −A(1)X‖2F + ǫ‖A(1)‖2F
Again, we can show that an approximately optimal projection for the rows of A(2) is an approximately
optimal projection for the rows ofA(1). In particular letX(2) be a matrix such that ‖A(2) −A(2)X(2)‖2F ≤
minX ‖A(2) −A(2)X‖2F + ǫ‖A‖F , then
‖A(1) −A(1)X(2)‖2F ≤ min
X
‖A(1) −A(1)X‖2F + ǫ‖A(1)‖2F
Indeed, we show that an approximately optimal rank-k projection, X(2), for A(2) can be computed
in O˜((m1.34 + n1.34)poly(kǫ−1)) time (sublinear in the size of the input) using input-sparsity low-rank
approximation, introduced in [CW13]. Further, X(2) is an approximately optimal projection for the row
space of A(1). However, observe that X(2) projects the rows of A(1) onto a k-dimensional subspace, while
A(1) preserves all column projections of A. We need to find a matrix that projects the columns of A(1) on
to a rank-k subspace and is approximately optimal.
To this end, we begin with computing a row space, V(2) for A(2)X(2). Since A(1)X(2) is an approxi-
mately optimal solution forA(1), we observe the row spaceV(2) contains such a solution. Therefore we set
up the following regression problem
min
X
‖A(1) −XV(2)‖F
We show that a solution to the above regression problem enables us to compute a column space U(1) such
that it contains an approximately optimal solution for A. Note, it was essential to find a column space in
order to use the column projection preserving property that relates A(1) andA. Given such a column space
we can set up another regression problem
min
X
‖A−U(1)X‖F
and solving this provides a low-rank approximation for A. However, we observe that the dimensions in-
volved in the regression problems are too large and the running time is no longer sublinear. To decrease the
running time, we sketch the regression problem and solve it approximately. This approach shows up as a
subroutine in [MW17] and was previously studied in [CW13] and [DMM08]. In particular, we use leverage
score sampling to construct a sketching matrix E such that minX ‖A(1)E − XV(2)E‖2F can be solved in
sub-linear time and the solution is a (1 + ǫ)-error relative approximation to the original regression problem.
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Therefore, all the the steps involved in our algorithm are sublinear and we obtain an algorithm for low-rank
approximation that runs in O˜((m1.34 + n1.34)poly(kǫ−1)).
Lastly, we focus on improving the exponent in the above run time. The critical observation here is
that we can recursively sketch rows and columns of A such that all the rank-k projections are preserved.
To this end, we show that a recursive projection-cost preserving sampling guarantee holds, i.e. we can
indeed alternate between preserving row and column such that all rank-k projections across all levels can
be preserved simultaneously. At a high level, the algorithm is then to recursively sub-sample columns and
rows of A such that we obtain projection-cost preserving sketches at each step. However, the resulting sub-
matrices need not be a distance matrix and the naive bucketing from the previous algorithm does not work.
Recall, we were able to partition the matrix into O(log(n)ǫ−1) sub-matrices such that each one satisfied
approximate triangle inequality. We show that we can recursively apply the bucketing to each sub-matrix
independently and maintain a handle on the blow-up in the approximation guarantee.
We note that we can recurse only a constant number of times and show that this is sufficient to obtain a
matrix that has dimensions independent ofm and n. We can then quickly compute the best rank-k approxi-
mation to such a matrix using SVD.We now start with the SVD solution and follow the previously described
approach to recurse all the way up. At each level, we solve a regression problem to switch between finding
approximately optimal row and column spaces, up to additive error, and controlling the propagation of the
error as we recurse all the way to the top. Intuitively, it is important to preserve all rank-k subspaces since
we do not know which projection will be approximately optimal when we recurse back up. We show that
the above algorithm runs in O˜((m1+γ + n1+γ)poly(kǫ−1)), for a small constant γ.
3 Row and Column Norm Estimation
Algorithm 1 : Row Norm Estimation.
Input: A Distance MatrixAm×n, Sampling parameter b.
1. Let x = argmini∈[m]Ai,1.
2. Let d = maxj∈[n]Ax,j .
3. For i ∈ [m], let Ti be a uniformly random sample of Θ(b) indices in [n].
4. X˜i = d
2 +
∑
j∈Ti
n
bA
2
i,j .
Output: Set {X˜1, X˜2, . . . X˜m}
We observe that we can obtain a rough estimate for the row or column norms of a distance matrix by
uniformly sampling a small number of elements of each row or column. The only structural property we
need to obtain such an estimate is approximate triangle inequality.
Definition 3.1. (Approximate Triangle Inequality.) Let A be a m × n matrix. Then, matrix A satisfies
approximate triangle inequality if, for any ǫ ∈ [0, 1], for any p ∈ [m], q, r ∈ [n]
|Ap,r −maxi∈[m] |Ai,q −Ai,r||
(1 + ǫ)
≤ Ap,q ≤ (1 + ǫ)
(
Ap,r + max
i∈[m]
|Ai,q −Ai,r|
)
(3.1)
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and
|Ap,q −Ap,r|
1 + ǫ
≤ max
i∈[m]
|Ai,q −Ai,r| ≤ (1 + ǫ) (Ap,q +Ap,r) (3.2)
Further, similar equations hold for AT .
The above definition captures distance matrices if we set ǫ = 0. In order to see this, recall, each entry in
am×nmatrixA is associated with a distance between points sets P andQ, such that |P| = m and |Q| = n.
Then, for points p ∈ P, q ∈ Q,Ap,q represents d(p, q), where d is an arbitrary distance metric. Further, for
arbitrary point, i ∈ P and r ∈ Q, maxi |Ai,q −Ai,r| = maxi |d(i, r) − d(i, q)|. Intuitively, we would like
to highlight that, for the case whereA is a distance matrix,maxi∈[m] |Ai,q−Ai,r| represents a lower bound
on the distance d(q, r). Since d is a metric, it follows triangle inequality, and d(p, q) ≤ d(p, r) + d(q, r).
Further, by reverse triangle inequality, for all i ∈ [m], d(q, r) ≥ |d(i, q) − d(i, r)|. Therefore, Ap,q ≤
Ap,r + maxi |Ai,q − Ai,r| and distance matrices satisfy equation 3.1. Next, maxi∈[m] |Ai,q − Ai,r| =
maxi∈[m] |di,q − di,r| ≤ d(q, r), and d(q, r) ≤ d(p, r) + d(p, q) = Ap,r +Ap,q therefore, equation 3.2 is
satisfied. We note that approximate triangle inequality is a relaxation of the traditional triangle inequality
and is sufficient to obtain coarse estimates to row and column norms of A in sublinear time.
Lemma 3.2. (Row Norm Estimation.) LetA be am× n matrix such that A satisfies approximate triangle
inequality. For i ∈ [m] letAi,∗ be the ith row ofA. Algorithm 1 uniformly samples Θ(b) elements fromAi,∗
and with probability at least 9/10 outputs an estimator which obtains an O
(
n
b
)
-approximation to ‖Ai,∗‖22.
Further, Algorithm 1 runs in O(bm+ n) time.
Proof. It is easy to analyze the running time of Algorithm 1. Step 1 and 2 run inO(n+m) as they correspond
to reading a column and a row. Uniformly sampling Θ(b) indices for each row takes O(bm) time. Overall,
we get a running time of O (bm+ n).
By reading the first column of A, we obtain a entry Ax,1 such that it is the minimum entry of the
first column, i.e. x = argmini∈[m]Ai,1. Then, reading row Ax,∗, we obtain a entry Ax,y such that index
y = argmaxj∈[n]Ax,j i.e., Ax,y is the largest entry in row x. Let d denote the entry Ax,y of the input
matrix. Further, let dmax = maxj,j′∈[n]maxi∈[m] |Ai,j − Ai,j′ |. Note, we cannot compute dmax without
reading all the entries of the matrix and this is no longer sublinear time. We should think of dmax as
representing the diameter ofQ whenA is a distance matrix. To see why this is true, observe, for qj, qj′ ∈ Q,
maxi∈[m] |Ai,j−Ai,j′ | represents the best lower bound on d(qj , qj′), via reverse triangle inequality. Finding
the largest such lower bound over all pairs of points in Q is the best lower bound on the diameter of Q.
Intuitively, we show that d is a good proxy for dmax. Recall, for row Ai,∗, Algorithm 1 outputs the
estimator X˜i = d
2 + nb
∑
ℓ∈TiA
2
i,ℓ, where Ti is a uniform sample of indices in the range [1, n], such that
|Ti| = Θ(b). Let us first consider the case of estimating the norm of Ax,∗. Note, Algorithm 1 reads the
entire row and can compute the norm exactly. However, the analysis of our estimator is more intuitive in
this case. Observe, by approximate triangle inequality and the definition of dmax,
Ax,j ≤ (1 + ǫ)
(
Ax,y + max
i∈[m]
|Ai,y −Ai,j |
)
≤ (1 + ǫ)(d+ dmax) (3.3)
where first inequality follows from the upper bound in 3.1, the second follows from recalling that Ax,y = d
and observing that maxi∈[m] |Ai,y −Ai,j | is upper bounded by dmax. Similarly, using the lower bound in
3.1,
Ax,j ≥
|Ax,y −maxi∈[m] |Ai,y −Ai,j||
1 + ǫ
≥ |d− dmax|
(1 + ǫ)
(3.4)
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Intuitively, if dmax is sufficiently larger than d, Ax,j is within a constant factor of dmax. Formally,
if dmax ≥ 2d, for all j ∈ [n], dmax2(1+ǫ) ≤ Ax,j ≤ 3(1+ǫ)dmax2 . Therefore, each entry in Ax,∗ is at least
dmax/2(1 + ǫ). Observe, by linearity of expectation, E[X˜x] = d
2 + ‖Ax,∗‖22. Therefore, by Markov’s
bound we have that with probability at least 1− 1/c,
X˜x ≤ c(d2 + ‖Ax,∗‖22) ≤ 5c ‖Ax,∗‖22 (3.5)
where the last inequality follows from ‖Ax,∗‖22 ≥ nd
2
4(1+ǫ)2 (since each entry of Ax,∗ is at least d/2(1 + ǫ)).
Further,
X˜x ≥ d2 +
(n
b
)( bd2
4(1 + ǫ)2
)
≥ ‖Ax,∗‖
2
2
160
(3.6)
where the first inequality follows from each sampled entry being at least d2(1+ǫ) and the second inequality
follows from ‖Ax,∗‖22 ≤
(
3(1+ǫ)d
2
)2
n ≤ 10nd2. For an appropriate value of c, X˜x = Θ
(
‖Ax,∗‖22
)
with
probability at least 99/100.
Note, d could be really small compared to dmax and we cannot hope for a constant approximation to the
row norm. Formally, d ≤ dmax and we consider two cases, one where ‖Ax,∗‖22 ≤ nd
2
b and the second being
its complement. In the first case, we observe,
X˜x ≥ d2 ≥ b
n
‖Ax,∗‖22 (3.7)
where the first inequality follows from ‖Ax,∗‖22 ≥ 0 and the second follows from ‖Ax,∗‖22 ≤ nd
2
b . On
the other hand, observe, by linearity of expectation, E[X˜x] = d
2 + ‖Ax,∗‖22. By Markov’s bound, with
probability at least 1− 1c ,
X˜x ≤ c(d2 + ‖Ax,∗‖22) ≤ 2c ‖Ax,∗‖22 (3.8)
where the last inequality follows from d being an element of Ax,∗. Therefore, combining the upper and
lower bound, with probability at least 99/100, X˜x achieves a Θ
(
n
b
)
-approximation to ‖Ax,∗‖22.
Next, consider the second case where ‖Ax,∗‖22 ≥ nd
2
b . We begin by bounding Var[X˜x]. Let Yx,j = A
2
x,j
with probability b/n, and Yx,j = 0 otherwise. Then,
Var[X˜x] = Var
d2 + n
b
∑
j∈Tx
Yx,j
 = (n
b
)2
Var
∑
j∈Tx
Yx,j

≤
(n
b
)2
E
(∑
j∈Tx
Yx,j)
2

≤
(n
b
)2 b
n
(
‖Ax,∗‖22
d2
)
d4
≤ ‖Ax,∗‖
4
2
100c
(3.9)
where c is another fixed constant, the first inequality follows from the definition of variance, the second
follows from Yx,j being upper bounded by d
2 and an averaging argument, and the last follows from the
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assumption that nd
2
b ≤ ‖Ax,∗‖22. Observe that the variance is maximized when there are
‖Ax,∗‖22
d2 entries
with value d and the last inequality follows from our assumption in this case. By Chebyshev’s inequality,
Pr
[∣∣∣X˜x − E [X˜x]∣∣∣ > ‖Ax,∗‖22
100
]
≤
Var
[
X˜x
]
c2 ‖Ax,∗‖42
≤ 1
c2
(3.10)
Therefore, with probability at least 1− 1/c2,
X˜x = E[X˜x]±
‖Ax,∗‖22
100
= d2 +
(
1± 1
100
)
‖Ax,∗‖22 (3.11)
Therefore, X˜x achieves a Θ(1)-approximation to ‖Ax,∗‖22. It follows that in every case, X˜x achieves an
O
(
n
b
)
-approximation to ‖Ax,∗‖22 with probability at least 9/10.
Now we analyze our estimator in its full generality by considering row ‖Ai,∗‖22 for any i 6= x. We define
d′ = maxj∈[n]Ai,j to be the largest entry in row i. Note, we do not explicitly know d′ as this would require
reading the entire row. Instead, we show that biasing our estimator with d2 suffices for all rows. Recall,
Ax,y = maxj∈[n]Ax,j . We follow an analysis similar to the simplified one above. Since our estimator is
still biased by d2, we analyze the cases where d is small or large compared to dmax separately. Consider the
first case, where d ≥ 8dmax. We begin by bounding d′ in terms of d and dmax. By the approximate triangle
inequality,
Ax,1 ≥
|Ax,y −maxi∈[m] |Ai,1 −Ai,y||
1 + ǫ
≥ |d− dmax|
1 + ǫ
≥ 7
1 + ǫ
dmax ≥ 3dmax (3.12)
where the second inequality follows from recalling the definition of d and observing that dmax ≥maxi∈[m] |Ai,1−
Ai,y|, and the third inequality follows from the assumption in this case. Alternatively, we can repeat the
above bound to get
Ax,1 ≥
|Ax,y −maxi∈[m] |Ai,1 −Ai,y||
1 + ǫ
≥ |d− dmax|
1 + ǫ
≥ 7d
(1 + ǫ)8
≥ 7d
16
(3.13)
Further,
Ax,1 ≤ Ai,1 ≤ d′ (3.14)
where the first inequality follows from the definition of Ax,1 and the second inequality follows from the
definition of d′. Therefore, combining the two equations above, we get that d′ ≥ 3dmax and d′ ≥ 7d16 . Next,
we show a bound of any entry of the i-th row. By the upper bound in approximate triangle inequality,
Ai,j ≤ (1 + ǫ)
(
Ai,j′ +max
i′
|Ai′,j −Ai′,j′ |
)
≤ (1 + ǫ) (d′ + dmax) ≤ 8d′
3
(3.15)
where the second inequality follows from d′ being the largest element in row i, and the definition of dmax,
and the last follows from d′ ≥ 3dmax. Similarly, by the lower bound in approximate triangle inequality,
Ai,j ≥
|Ai,j′ −maxi′ |Ai′,j −Ai′,j′||
1 + ǫ
≥ |d
′ − dmax|
1 + ǫ
≥ d
′
3
(3.16)
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Combining the two equations above, for all j ∈ [n], Ai,j = Θ(d′), all entries of Ai,∗ are within a constant
factor of each other. Therefore, ‖Ai,∗‖22 ≤ 64nd
′2
9 . Recall, our estimator is
X˜i = d
2 +
∑
j∈Ti
n
b
A
2
i,j ≥
n
b
bd′2
9
≥ ‖Ai,∗‖
2
2
64
(3.17)
We observe that by linearity of expectation, E[X˜i] = d
2 + ‖Ai,∗‖22. By Markov’s we know that with
probability at least 1− 1/c,
X˜i ≤ c
(
d2 + ‖Ai,∗‖22
)
≤ c
(
216
49
d′2 + ‖Ai,∗‖22
)
≤ c′ ‖Ai,∗‖22 (3.18)
where the second inequality follows from recalling that d′ ≥ 7d16 and the last inequality follows from d′ being
an entry inAi,∗. Therefore, X˜i = Θ
(
‖Ai,∗‖22
)
, with probability at least 99/100.
Now we analyze the case where d ≤ 8dmax. We then consider two cases: ‖Ai,∗‖22 ≥ nd
′2
b or ‖Ai,∗‖22 ≤
nd′2
b . In the first case, computing the variance exactly as in equation 3.9 and applying Chebyshev’s inequality,
we get that with probability at least 1− 1/c2,
X˜i = d
2 +
(
1± 1
100
)
‖Ai,∗‖22 (3.19)
Since d ≤ 8dmax and 116d2max ≤ ‖Ai,∗‖22, X˜i = Θ
(
‖Ai,∗‖22
)
with probability 99/100.
In the second case, we show that all entries of Ai,∗ are within a constant factor of each other. Recall,
X˜i ≥ d2 since ‖Ai,∗‖22 ≥ 0. If 8d ≥ d′,
X˜i ≥ d
′2
64
≥ b ‖Ai,∗‖
2
2
64n
(3.20)
Recall, E[X˜i] = d
2 + ‖Ai,∗‖22, d ≤ 167 d′ and d′2 ≤ ‖Ai,∗‖22. Therefore, the upper bound on X˜i follows
from Markov’s bound and holds with probability at least 99/100. If instead 8d ≤ d′, we show all entries
of Ai,∗ are within a constant factor of each other. To see this, let d′ = Ai,j∗ and observe by approximate
triangle inequality,
Ai,j ≤ (1 + ǫ)
(
Ai,j∗ +max
i′
|Ai′,j −Ai′,j∗|
)
≤ 2d′ + 2(1 + ǫ)(Ax,j∗ +Ax,j)
≤ 2d′ + 8d ≤ 3d′
(3.21)
where the first and second inequalities follow from initially applying the upper bound in equation 3.1 to
Ai,j , and then applying the equation 3.2 to maxi′ |Ai′,j −Ai′,j∗|, the third inequality follows from upper
bounding both Ax,i∗ and Ax,j by d, and the last inequality follows from the assumption 8d ≤ d′ combined
with the definition of d′. Further,
Ai,j ≥ Ai,i
∗ −Ai∗j
1 + ǫ
≥ 1
2
(d′ − 2(Ax,j∗ +Ax,j))
≥ 1
2
d′ − 2d ≥ d
′
4
(3.22)
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where the third inequality follows from upper bounding both Ax,i∗ and Ax,j by d, and the last inequality
follows from the assumption 8d ≤ d′ combined with the definition of d′. Therefore, d(pi, qj) = Θ(d′).
Finally, E[X˜i] = d
2 + ‖Ai,∗‖22 and by Markov’s bound, our estimator X˜i = Θ
(
d2 + ‖Ai,∗‖22
)
with
probability 99/100. Since d2 ≤ ‖Ai,∗‖22, we obtain a constant factor approximation with probability at least
99/100. By a union bound over all the probabilistic events, all of them simultaneously hold with probability
at least 9/10, which finishes the proof.
To obtain an O
(
n
b
)
approximation for all the m rows simultaneously with constant probability, we can
compute O (log(m)) estimators for each row and take their median. We also observe that Column and Row
Norm Estimation are symmetric operations and a slight modification to Algorithm 1 yields a Column Norm
Estimation algorithm with the following guarantee:
Corollary 3.3. (Column Norm Estimation.) LetA be am×nmatrix such thatA satisfies approximate trian-
gle inequality. For j ∈ [n] letA∗,j be the jth column ofA. There exists an algorithm that uniformly samples
Θ(b) elements fromA∗,j and with probability 9/10 outputs an estimator which is an O
(
m
b
)
-approximation
to ‖A∗,j‖22. Further, this algorithm runs in O(bn+m) time.
4 Projection-Cost Preserving Sketches
Next, we describe how to use the above estimators to sample rows and columns. We would like to reduce
the dimensionality of the matrix in a way that approximately preserves low-rank structure. At a high level,
we sketch the input matrix on the left and the right and use an input-sparsity time algorithm on the resulting
smaller matrix. The main insight to show such a result is that if we can approximately preserve all rank-k
subspaces in the column and row space of the matrix, then we can recursively sample rows and columns to
obtain a much smaller matrix. To this end, we introduce a relaxation of projection-cost preserving sketches
[CMM17] that satisfy an additive error guarantee.
We prove that projection-cost preserving sketches can be computed using our coarse estimates to the
column and row norms. We begin by showing an intermediate result bounding the spectrum of the sample
in terms of the original matrix.
Theorem 4.1. (Spectral Bounds.) Let A be a m × n matrix such that A satisfies approximate triangle
inequality. For j ∈ [n], let X˜j be an O
(
m
b
)
-approximate estimate for the jth column of A such that it
satisfies the guarantee of Corollary 3.3. Then, let q = {q1, q2 . . . qn} be a probability distribution over the
columns ofA such that qj =
X˜j∑
j′ X˜j′
. Let t = O
(
m
bǫ2
log(mδ )
)
for some constant c. Then, construct C using
t columns of A and set each one to
A∗,j√
tqj
with probability qj . With probability at least 1− δ,
CC
T − ǫ‖A‖2F I  AAT  CCT + ǫ‖A‖2F I
Proof. Let Y = CCT − AAT . For notational convenience let Aj = A∗,j . We can then write Y =∑
i∈[t]Xi, whereXi =
1
t (
1
qj
AjA
T
j −AAT ) with probability qj . We observe that E[ 1qjAjATj −AAT ] = 0,
and therefore, E[Y] = 0. Next, we bound the operator norm ofY. To this end, we use the Matrix Bernstein
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inequality, which in turn requires a bound on the operator norm of Xi and variance ofY. Recall,
‖Xi‖2 =
∥∥∥∥ 1tqjAjATj − 1tAAT
∥∥∥∥
2
≤ m
tb
‖A‖2F
‖Aj‖22
‖AjATj ‖2 +
1
t
‖AAT ‖2
≤ 2m
tb
‖A‖2F
(4.1)
Next, we bound Var[Y] ≤ E [Y2].
E
[
Y
2
]
= tE
[
X
2
i
]
=
1
t
E
[(
1
qj
AjA
T
j −AAT
)2]
=
1
t
(
(AjA
T
j )
2
qj
+ qj(AA
T )2 − 2AjATj AAT
)
 1
t
(
m
b
‖A‖2F
‖Aj‖22
(AjA
T
j )
2 +
b
m
‖Aj‖22
‖A‖2F
(AAT )2
)
 cm‖A‖
4
F
tb
Im×m
(4.2)
Therefore, σ2 = ‖E [Y2] ‖2 ≤ cm‖A‖4Ftb Applying the Matrix Bernstein inequality (see Lemma A.2 in the
Appendix),
Pr
[‖Y‖2 ≥ ǫ‖A‖2F ] ≤ me
(
− ǫ
2‖A‖4F
σ2+ ǫm
3tb
‖A‖4
F
)
≤ δ
by substituting the value of σ2 and setting t = c
′m
bǫ2 log(
m
δ ). The bound follows.
Using the above theorem, we show that sampling columns ofA according to approximate column norms
yields a matrix that preserves projection cost for all rank-k projections up to additive error.
Theorem 4.2. (Column Projection-Cost Preservation.) Let A be a m × n matrix such that A satisfies
approximate triangle inequality. For j ∈ [n], let X˜j be an O
(
m
b
)
-approximate estimate for the jth column
of A such that it satisfies the guarantee of Corollary 3.3. Then, let q = {q1, q2 . . . qn} be a probability
distribution over the columns of A such that qj =
X˜j∑
j′ X˜j′
. Let t = O
(
mk2
bǫ2
log(mδ )
)
for some constant c.
Then, construct C using t columns of A and set each one to
A∗,j√
tqj
with probability qj . With probability at
least 1− δ, for any rank-k orthogonal projection X
‖C −XC‖2F = ‖A−XA‖2F ± ǫ‖A‖2F
Proof. We give a similar proof to the relative error guarantees in [CMM17], but need to replace certain parts
with our different distribution which is only based on row and column norms rather than leverage scores,
and consequently we obtain additive error in places instead. As our lower bound shows, this is necessary in
our setting.
LetY = I−X, so that ‖A−XA‖2F = Tr
(
YAA
T
Y
)
and ‖C−XC‖2F = Tr
(
YCC
T
Y
)
. We split
the singular values of A into a head and a tail as follows. Let σ2ℓ be the smallest singular value of A for
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which σ2ℓ ≥
‖A‖2F
k . Let UℓU
T
ℓ be the projection onto the top ℓ singular vectors of A and U\ℓU
T
\ℓ be the
projection on the bottom singular vectors. Let Pℓ = UℓU
T
ℓ and P\ℓ = U\ℓU
T
\ℓ. Then,
Tr
(
YAA
T
Y
)
= Tr
(
YPℓAA
T
PℓY
)
+Tr
(
YP\ℓAATP\ℓY
)
+ 2Tr
(
YPℓAA
T
P\ℓY
)
= Tr
(
YPℓAA
T
PℓY
)
+Tr
(
YP\ℓAATP\ℓY
) (4.3)
The cross terms vanish since PℓA and P\ℓA are orthogonal. Similarly, we split the CCT terms.
Tr
(
YCC
T
Y
)
= Tr
(
YPℓCC
T
PℓY
)
+Tr
(
YP\ℓCCTP\ℓY
)
+ 2Tr
(
YPℓCC
T
P\ℓY
)
(4.4)
We note that the cross terms here do not vanish since PℓC and P\ℓC might not be orthogonal. We now
show how to handle each of these terms separately.
4.1 Head Terms.
Our analysis for the Head Terms closely follows that of [CMM17], where they strive for relative error using
leverage scores instead. For any vector x, let y = Pℓx. Then, y
T
AA
T y = xTPTℓ AA
T
Pℓx = x
T
AℓA
T
ℓ x.
Then, setting ǫ = ǫk in Theorem 4.1, we obtain
yTCCTy − ǫ‖A‖
2
F
k
yTy ≤ xTAℓATℓ x ≤ yTCCTy +
ǫ‖A‖2F
k
yT y (4.5)
Note, this only increases the number of columns we sample by a poly(k) factor. Recall, by definition, y
is orthogonal to all but the top ℓ singular vectors of A. Therefore, xTAℓA
T
ℓ x = y
T
AA
T y ≥ ‖A‖2Fk yT y.
Combined with (4.5), yTCCTy = (1± ǫ)xTAℓATℓ x. Since yTCCTy = xTPℓCCTPℓx and the above is
true for any x, we get
(1− ǫ)PℓCCTPℓ  AℓATℓ  (1 + ǫ)PℓCCTPℓ (4.6)
We observe that (4.6) bounds the diagonal entries ofYAℓA
T
ℓ Y in terms of the diagonal entries ofYPℓCC
T
PℓY,
we get that,
(1− ǫ)Tr (YPℓCCTPℓY) ≤ Tr (YPℓAATPℓY) ≤ (1 + ǫ)Tr (YPℓCCTPℓY)
Rearranging the terms and assuming ǫ < 1/2,
(1− 4ǫ)Tr (YPℓAATPℓY) ≤ Tr (YPℓCCTPℓY) ≤ (1 + 4ǫ)Tr (YPℓAATPℓY) (4.7)
4.2 Tail Terms.
Recall from the definition ofY,
Tr
(
YA\ℓAT\ℓY
)
= Tr
(
A\ℓAT\ℓ
)
− Tr
(
XA\ℓAT\ℓX
)
(4.8)
Similarly,
Tr
(
YP\ℓCCTP\ℓY
)
= Tr
(
P\ℓCCTP\ℓ
)− Tr (XP\ℓCCTP\ℓX) (4.9)
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In order to relate Tr
(
P\ℓCCTP\ℓ
)
and Tr
(
A\ℓAT\ℓ
)
, we observe that the first term is equal to the second
in expectation. Therefore, using a scalar Chernoff bound, we show that Tr
(
P\ℓCCTP\ℓ
)
concentrates
around its expectation. We defer this proof to the Supplementary Material and obtain the following bound:
Tr
(
A\ℓAT\ℓ
)
− Tr (P\ℓCCTP\ℓ) = ±ǫ‖A‖2F (4.10)
Next, we relate the remaining two terms following a strategy similar to the one used for the head terms. Let
the vectors x, y be defined as above. Then, xTA\ℓAT\ℓx = y
T
AA
T y. Using Theorem 4.1 with ǫ = ǫk , we
get
xTA\ℓAT\ℓx = y
T
CC
Ty ± ǫ‖A‖
2
F
k
yT y (4.11)
Since P\ℓ is a projection matrix, yT y ≤ xTx and assuming ǫ < 1/2,
yTCCTy − ǫ‖A‖
2
F
k
xTx ≤ xTA\ℓAT\ℓx
xTA\ℓAT\ℓx ≤ yTCCTy + ǫ
‖A‖2F
k
xTx
(4.12)
Recall, by the definition of m, xTA\ℓAT\ℓx ≤
‖A‖2F
k . Substituting this back into (4.12) and (4.13), we
get
P\ℓCCTP\ℓ − ǫ
‖A‖2F
k
I  A\ℓAT\ℓ  P\ℓCCTP\ℓ + ǫ
‖A‖2F
k
I (4.13)
LetX = ZZT such that Z ∈ Rm×k is an orthonomal matrix. By the cyclic property of the trace,
Tr
(
XA\ℓAT\ℓX
)
= Tr
(
Z
T
A\ℓAT\ℓZ
)
=
∑
j∈[k]
Z
T
∗,jA\ℓA
T
\ℓZ∗,j
Similarly,
Tr
(
XC\ℓCT\ℓX
)
≤
∑
j∈[k]
Z
T
∗,jC\ℓC
T
\ℓZ∗,j
Combining this with (4.13) and (4.11), and assuming ǫ < 1/2 we get,
Tr
(
YP\ℓCCTP\ℓY
)
= Tr
(
YA\ℓAT\ℓY
)
± 4ǫ‖A‖2F (4.14)
4.3 Cross Terms.
Finally, we consider the cross term 2Tr
(
YPℓCC
T
P\ℓY
)
. Let L = AAT (AAT )+ andM = AAT . We
observe that the columns of PCCTP\ℓ lie in the column span ofA. Therefore,
Tr
(
YPℓCC
T
P\ℓY
)
= Tr
(
YLPℓCC
T
P\ℓY
)
(4.15)
Then, by Cauchy-Schwarz,
Tr
(
YLPℓCC
T
P\ℓY
) ≤√Tr (YLMY)Tr (P\ℓCCTPℓM+PℓCCTP\ℓ)
=
√
Tr (YMY)Tr
(
P\ℓCCTUℓΣ−2UTℓ CCTP\ℓ
)
=
√
Tr (YMY) ·
√
‖P\ℓCCTUℓΣ−1ℓ ‖2F
(4.16)
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Note, the first term is ‖A−XA‖F . Therefore, we focus on the second term :
‖P\ℓCCTUℓΣ−1ℓ ‖2F =
∑
i∈[ℓ]
‖P\ℓCCTUi,∗‖22σ−2i (4.17)
In order to bound the sum above, we bound each summand individually. Let pi be a unit vector in the
direction of CCTUi,∗’s projection on P\ℓ. Then,
‖P\ℓCCTUi,∗‖22 = (pTi CCTUi,∗)2 (4.18)
Let ℓ = σ−1i ui +
√
k
‖A‖2F
pi. By Theorem 4.1 we know that
ℓTCCT ℓ− ǫ‖A‖
2
F
k
ℓT ℓ ≤ ℓTAAT ℓ (4.19)
Substituting ℓ in the equation above,
Ui,∗CCTUi,∗
σ2i
+
kpTi CC
Tpi
‖A‖2F
+
2
√
k
‖A‖F p
T
i CC
T
Ui,∗ ≤ Ui,∗MUi,∗
σ2i
+
k
‖A‖2F
+
ǫ‖A‖2F
k
ℓT ℓ
= 1 +
k
‖A‖2F
pTi AA
T pi +
ǫ‖A‖2F
k
ℓT ℓ
(4.20)
Combining the above equation with (4.6) UTi,∗CC
T
Ui,∗ ≥ (1 − ǫ)UTi,∗MUi,∗ ≥ (1 − ǫ)σ2i . Further,
pTi CC
Tpi ≥ pTi Mpi − ǫ‖A‖
2
F
k . Plugging this back into (4.20),
(1− ǫ)
(
Ui,∗MUi,∗
σ2i
+
kpTi Mpi
‖A‖2F
)
+
2
√
kpiCC
Tui
σi‖A‖F
≤ 1 + k‖A‖2F
pTi Mpi +
ǫ‖A‖2F
k
ℓT ℓ+ 4ǫ
(4.21)
Recall pi lies in the column space ofU\ℓ, and thus piMpi ≤ ‖A‖
2
F
k and thus we get
2
√
k
σi‖A‖2F
pTi CC
Tui ≤ 8ǫ+ ǫ‖A‖
2
F
k
ℓT ℓ ≤ 12ǫ (4.22)
Assuming again that ǫ < 1/2 and observing that ‖ℓ‖22 ≤ 4kǫ‖A‖2F we get
2
√
kpiCC
Tui
σi‖A‖F ≤ 12ǫ
(piCC
TuTi )
2 ≤ 144ǫ2 σ
2
i ‖A‖2F
k
(4.23)
Plugging this back into (4.20), we get that
‖P\ℓCCTUℓΣ−1ℓ ‖2F ≤ 288ǫ2‖A‖2F (4.24)
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Since we have now bounded the second term, we plug it back into (4.16),
Tr
(
YLPℓCC
T
P\ℓY
) ≤√Tr (YMY)√288‖A‖2F ≤ 17ǫTr (YAATY) (4.25)
Combining (4.4) (4.7), (4.14) and (4.25), we get
Tr
(
YCC
T
Y
)
= Tr
(
YAℓA
T
ℓ Y
)
+Tr
(
YA\ℓAT\ℓY
)
± 40ǫTr (YAATY)± 10ǫ‖A‖2F (4.26)
Since Tr
(
YAA
T
Y
) ≤ ‖A‖2F , rescaling ǫ by a constant finishes the proof.
We note that the critical ingredient in the proofs was estimating the column norms in sublinear time. We
observe that we can also estimate the row norms in sublinear time and immediately obtain a Row Projection-
Cost Preservation Theorem.
Corollary 4.3. (Row Projection-Cost Preservation.) LetA be am× n matrix such that A satisfies approx-
imate triangle inequality. For i ∈ [n], let X˜i be an O
(
n
b
)
-approximate estimate for the ith row of A such
that it satisfies the guarantee of Lemma 3.2. Then, let p = {p1, p2 . . . pn} be a probability distribution over
the rows ofA such that pi =
X˜i∑
i′ X˜i′
. Let t = O
(
nk2
bǫ2
log(nδ )
)
. Then, construct C using t rows ofA and set
each one to
Ai,∗√
tpi
with probability pi. With probability at least 1 − δ, for any rank-k orthogonal projection
X
‖C−CX‖2F = ‖A−AX‖2F ± ǫ‖A‖2F
Next, we describe how to apply projection-cost preserving sketching for low-rank approximation. Let
C be a column pcp for A. Then, an approximate solution for the best rank-k approximation to C is an
approximate solution for the best rank-k approximation toA. Formally,
Lemma 4.4. LetC be a column pcp forA satisfying the guarantee of Theorem 4.2. LetP∗
C
be the projection
matrix that minimizes ‖C −XC‖2F and P∗A be the projection matrix that minimizes ‖A −XA‖2F . Then,
for any projection matrix P such that ‖C − PC‖2F ≤ ‖C − P∗CC‖2F + ǫ‖C‖2F , with probability at least
98/100,
‖A−PA‖2F ≤ ‖A−P∗AA‖2F + ǫ‖A‖2F
A similar guarantee holds if C is a row pcp ofA.
Proof. By the optimality of P∗C , we know that ‖C−PC‖2F ≤ ‖C−P∗CC‖2F + ǫ‖C‖2F ≤ ‖C−P∗AC‖2F +
ǫ‖C‖2F . SinceC is a column pcp ofA, ‖C−P∗AC‖2F ≤ ‖A−P∗AA‖2F+ǫ‖A‖2F , therefore, with probability
at least 99/100,
‖C −PC‖2F ≤ ‖A−P∗AA‖2F + ǫ‖A‖2F + ǫ‖C‖2F ≤ ‖A−P∗AA‖2F +O(ǫ)‖A‖2F (4.27)
where the last inequality follows from E[C] = A and Markov’s bound. Similarly, ‖C − PC‖2F ≥ ‖A −
PA‖2F − ǫ‖A‖2F , therefore, with probability at least 99/100,
‖C−PC‖2F ≥ ‖A−PA‖2F −O(ǫ)‖A‖2F (4.28)
Union bounding over the two events and combining the two equations, with probability at least 98/100 we
get
‖A−PA‖2F ≤ ‖A−P∗AA‖2F + 4ǫ‖A‖2F (4.29)
Rescaling ǫ completes the proof. We note that a similar lemma holds if C is a row pcp of A.
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5 A Sublinear Time Algorithm.
Algorithm 2 : First Sublinear Time Algorithm.
Input: A Distance MatrixAm×n, integer k and ǫ > 0.
1. Set b1 =
ǫn0.34
log(n) and b2 =
ǫm0.34
log(m) . Set s1 = Θ
(
mk2 log(m)
b1ǫ2
)
and s2 = Θ
(
nk2 log(n)
b2ǫ2
)
.
2. Let X˜j be the estimate for ‖A∗,j‖22 returned by ColumnNormEstimation(A, b1). Recall,
X˜j is an O
(
m
b1
)
-approximation toA∗,j .
3. Let q = {q1, q2 . . . qn} denote a distribution over columns of A such that qi = X˜j∑
j X˜j
≥(
b1
m
) ‖A∗,j‖22
‖A‖2F
. Construct a column pcp for A by sampling s1 columns of A such that each
column is set to
A∗,j√
s1qj
with probability qj . Let AS be the resulting m × s1 matrix that follows
guarantees of Theorem 4.2.
4. To account for the rescaling, consider O(ǫ−1 log(n)) weight classes for scaling parameters of the
columns of AS. Let AS|Wg be the columns of AS restricted to the weight class Wg (defined
below.)
5. Run the RowNormEstimation(AS|Wg , b2) estimation algorithm with parameter b2 for each
weight class independently and sum up the estimates for a given row. Let X˜i be the resulting
O
(
n
b2
)
-approximate estimator for ASi,∗.
6. Let p = {p1, p2, . . . pm} denote a distribution over rows of AS such that pi = X˜i∑
i X˜i
≥(
b2
n
) ‖ASi,∗‖22
‖AS‖2F
. Construct a row pcp for AS by sampling s2 rows of AS such that each row
is set to
ASi,∗√
s2pi
with probability pi. Let TAS be the resulting s2 × s1 matrix that follows guaran-
tees of Corollary 4.3.
7. Run the input-sparsity time low-rank approximation algorithm (corresponding to Theorem 5.2)
on TAS with rank parameter k to obtain a rank-k approximation to TAS, output in factored
form: L,D,WT . Note, LD is an s2 × k matrix andWT is a k × s1 matrix.
8. Consider the regression problem minX ‖AS−XWT ‖2F . Sketch the problem using the leverage
scores ofWT as shown in Theorem 5.3 to obtain a sampling matrix E with poly(kǫ ) columns.
Compute XAS = argminX‖ASE −XWTE‖2F . Let XASWT = P′N′T be such that P′ has
orthonormal columns.
9. Consider the regression problem minX ‖A−P′X‖2F . Sketch the problem using the the leverage
scores ofP′ following Theorem 5.3 to obtain a sampling matrix E′ with poly(kǫ ) rows. Compute
XA = argminX‖E′A−E′P′X‖2F .
Output:M = P′,NT = XA
In this section, we give a sublinear time algorithm which relies on constructing column and row pcps, which
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in turn rely on our column and row norm estimators. Intuitively, we begin with obtaining coarse estimates to
column norms. Next, we sample a subset of the columns ofA with probability proportional to their column
norm estimates to obtain a column pcp for A. We show that the rescaled matrix still has enough structure
to get a coarse estimate to its row norms. Then, we compute the row norm estimates of the sampled rescaled
matrix, and subsample its rows to obtain a small matrix that is a row pcp. We run an input-sparsity time
algorithm ([CW13]) on the small matrix to obtain a low-rank approximation. The main theorem we prove
is as follows:
Theorem 5.1. (Sublinear Low-Rank Approximation.) LetA ∈ Rm×n be a matrix that satisfies approximate
triangle inequality. Then, for any ǫ > 0 and integer k, Algorithm 2 runs in timeO
((
m1.34 + n1.34
)
poly(kǫ )
)
and outputs matricesM ∈ Rm×k,N ∈ Rn×k such that with probability at least 9/10,∥∥A−MNT∥∥2
F
≤ ‖A−Ak‖2F + ǫ ‖A‖2F
Column Sampling. We observe that constructing a column and row projection-cost preserving sketches
require sampling columns proportional to their relative norms and subsequently subsample columns propor-
tional to the relative row norms of the sampled, rescaled matrix. In the previous section, we obtain coarse
approximations to these norms and thus use our estimates to serve as a proxy for the real distribution. For
j ∈ [n], let X˜j be our estimate for the columnA∗,j . We define a probability distribution over the columns of
A as qj =
X˜j∑
i
′
∈[n]
X˜
j
′
. Given that we can estimate column norms up to anO
(
m
b1
)
-factor, qj ≥
(
b1
m
) ‖A∗,j‖22
‖A‖2F
,
where b1 is a parameter to be set later. Therefore, we oversample columns of A by a Θ
(
m
b1
)
-factor to con-
struct a column pcp forA. LetAS be a scaled sample of s1 = Θ
(
mk2 log(m)
b1ǫ2
)
columns ofA such that each
column is set to
A∗,j√
s1qj
with probability qj . Then, by Theorem 4.2 for any ǫ > 0, with probability at least
99/100, for all rank-k projection matricesX,
‖AS−XAS‖2F ≤ ‖A−XAk‖2F + ǫ ‖A‖2F (5.1)
We observe that the total time taken to construct a column pcp is O
(
m log(m)
b1
poly(kǫ ) + b1n+m
)
and the
total number of entries of A queried are O(b1n+m).
Handling Rescaled Columns. We note that during the construction of the column pcp, the jth column,
if sampled, is rescaled by 1√s1qj . Therefore, the resulting matrix, AS may no longer be a distance matrix.
To address this issue, we partition the columns of AS into weight classes such that the gth weight class
contains column index j if the corresponding scaling factor 1√qj lies in the interval
[
(1 + ǫ)g, (1 + ǫ)g+1
)
.
Note, we can ignore the ( 1√s1 )-factor since every entry is rescaled by the same constant. Formally,
Wg =
{
i ∈ [s1]
∣∣∣ 1√
qj
∈ [(1 + ǫ)g, (1 + ǫ)g+1)} (5.2)
Next, with high probability, for all j ∈ [n], if column j is sampled, 1qj ≤ nc for a large constant c. If instead,
qj ≤ 1nc′ , the probability that the jth is sampled would be at most 1/nc
′
, for some c′ > c. Union bounding
over such events for n columns, the number of weight classes is at most log1+ǫ(n
c) = O
(
ǫ−1 log(n)
)
. Let
AS|Wg denote the columns of AS restricted to the set of indices inWg. Observe that all entries in AS|Wg
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are scaled to within a (1 + ǫ)-factor of each other and therefore, satisfy approximate triangle inequality
(equation 3.1). Therefore, row norms of AS|Wg can be computed using Algorithm 1 and the estimator
is an O
(
n
b2
)
-approximation (for some parameter b2), since Lemma 3.2 blows up by a factor of at most
1 + ǫ. Summing over the estimates from each partition above, with probability at least 99/100, we obtain
an O
(
n
b2
)
-approximate estimate to ‖ASi,∗‖22, simultaneously for all i ∈ [m]. However, we note that each
iteration of Algorithm 1 reads b2m+n entries ofA and there are at mostO(ǫ
−1 log(n)) iterations. Therefore,
the time taken to compute the estimates to the row norms is O
(
(b2m+ n)ǫ
−1 log(n)
)
.
Row Sampling. Next, we construct a row pcp for AS. For i ∈ [m], let X˜i be an O
(
n
b2
)
-approximate
estimate for ‖ASi,∗‖22. Let p = {p1, p2, . . . , pm} be a distribution over the rows of AS such that pi =
X˜i∑
i X˜i
≥
(
b2
n
‖ASi,∗‖22
‖AS‖2F
)
. Therefore, we oversample rows by a Θ
(
n
b2
)
factor to obtain a row pcp for AS.
Let TAS be a scaled sample of s2 = Θ
(
nk2 log(n)
b2ǫ2
)
rows of AS such that each row is set to
ASi,∗√
s2pi
with
probability pi. By Corollary 4.3, with probability at least 99/100, for all rank-k projection matrices X,
‖TAS−TASX‖2F ≤ ‖AS−ASX‖2F + ǫ‖AS‖2F (5.3)
We observe that the total time taken to construct a row pcp is O
(
n log(n)
b2
poly(kǫ ) + (b2m+ n)
log(n)
ǫ
)
and
the total number of entries of A queried is O
(
(b2m+ n)
log(n)
ǫ
)
.
Input-sparsity Time Low-Rank Approximation. Next, we compute a low-rank approximation for the
smaller matrix, TAS, in input-sparsity time. To this end we use the following theorem from [CW13]:
Theorem 5.2. (Clarkson-Woodruff LRA.) ForA ∈ Rm×n, there is an algorithm that with failure probability
at most 1/10 finds L ∈ Rm×k,W ∈ Rn×k and a diagonal matrix D ∈ Rk×k, such that∥∥A− LDWT∥∥2
F
≤ (1 + ǫ) ‖A−Ak‖2F
and runs in time O
(
nnz(A) + (n+m)poly(kǫ )
)
, where nnz(A) is the number of non-zero entries inA.
Running the input-sparsity time algorithm with the above guarantee on the matrix TAS, we obtain a
rank-k matrix LDWT , such that
‖TAS− LDWT ‖2F ≤ (1 + ǫ)‖TAS− (TAS)k‖2F (5.4)
where (TAS)k is the best rank-k approximation to TAS under the Frobenius norm. Since TAS is a small
matrix, we can afford to read all of it by querying at most O
(
nm log(n) log(m)
b1b2
poly(kǫ )
)
entries ofA and the
algorithm runs in time O
(
s1s2 + (s1 + s2)poly(
k
ǫ )
)
.
Constructing a solution forA. Note, while LDWT is an approximate rank-k solution for TAS, it does
not have the right dimensions as A. If we do not consider running time, we could construct a low-rank
approximation to A as follows: since projecting TAS ontoWT is approximately optimal, it follows from
Lemma 4.4 that with probability 98/100,
‖AS−ASWWT ‖2F = ‖AS− (AS)k‖2F ± ǫ‖AS‖2F (5.5)
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Let (AS)k = PN
T be such that P has orthonormal columns. Then, ‖AS − PPTAS‖2F = ‖AS −
(AS)k‖2F and by Lemma 4.4 it follows that with probability 98/100, ‖A − PPTA‖2F ≤ ‖A − Ak‖2F +
ǫ‖A‖F . However, even approximately computing a column space P for (AS)k using an input-sparsity time
algorithm is no longer sublinear. To get around this issue, we observe that an approximate solution forTAS
lies in the row space ofWT and therefore, an approximately optimal solution for AS lies in the row space
ofWT . We then set up the following regression problem
min
X
‖AS−XWT ‖2F (5.6)
Note, this regression problem is still too big to be solved in sublinear time. Therefore, we sketch it by
sampling columns of AS according to the leverage scores ofWT to set up a smaller regression problem.
Formally, we use a theorem of [CW13] (Theorem 38) to approximately solve this regression problem (also
see [DMM08] for previous work.)
Theorem 5.3. (Fast Regression.) Given a matrix A ∈ Rm×n and a rank-k matrix B ∈ Rm×k, such
that B has orthonormal columns, the regression problem minX ‖A − BX‖2F can be solved up to (1 + ǫ)
relative error, with probability at least 2/3 in time O
(
(m log(m) + n)poly(kǫ )
)
by constructing a sketch
E with poly(kǫ ) rows and solving minX ‖EA − EBX‖2F . Note, a similar guarantee holds for solving
minX ‖A−XB‖2F .
SinceWT has orthonomal rows, the leverage scores are precomputed. With probability at least 99/100,
we can computeXAS = argminX‖ASE−XWTE‖2F , where E is a leverage score sketching matrix with
poly
(
k
ǫ
)
columns, as shown in Theorem 5.3.
‖AS−XASWT ‖2F ≤ (1 + ǫ)min
X
‖AS−XWT ‖2F
≤ (1 + ǫ)‖AS−ASWWT ‖2F
= ‖AS− (AS)k‖2F ± ǫ‖AS‖2F
(5.7)
where the last two inequalities follow from equation 5.5. Recall,AS is anm×s1 matrix and thus the running
time is O
(
(m+ s1) log(m)poly
(
k
ǫ
))
. Let XASW
T = P′N′T be such that P′ has orthonormal columns.
Then, the column space of P′ contains an approximately optimal solution for A, since ‖AS−P′N′T ‖2F =
‖AS−(AS)k‖2F±ǫ‖AS‖2F andAS is a column pcp forA. It follows from Lemma 4.4 that with probability
at least 98/100,
‖A−P′P′TA‖2F ≤ ‖A−Ak‖F + ǫ‖A‖F (5.8)
Therefore, there exists a good solution for A in the column space of P′. Since we cannot compute this
explicitly, we set up the following regression problem:
min
X
‖A−P′X‖2F (5.9)
Again, we sketch the regression problem above by sampling columns ofA according to the leverage scores
of P′. We can then compute XA = argminX‖E′A − E′P′X‖2F with probability at least 99/100, where
E
′ is a leverage score sketching matrix with poly
(
k
ǫ
)
rows. Then, using the properties of leverage score
sampling from Theorem 5.3,
‖A−P′XA‖2F ≤ (1 + ǫ)min
X
‖A−P′X‖2F
≤ (1 + ǫ)‖A−P′P′TA‖2F
≤ ‖A−Ak‖2F +O(ǫ)‖A‖2F
(5.10)
20
where the second inequality follows from X being the minimizer and P′TA being some other matrix, and
the last inequality follows from equation 5.8. Recall, P′ is an m × k matrix and by Theorem 38 of CW,
the time taken to solve the regression problem is O
(
(m log(m) + n)poly
(
k
ǫ
))
. Therefore, we observe that
P
′
XA suffices and we output it in factored form by settingM = P
′ and N = XT
A
. Union bounding over
the probabilistic events, and rescaling ǫ, with probability at least 9/10, Algorithm 2 outputs M ∈ Rm×k
andN ∈ Rn×k such that the guarantees of Theorem 5.1 are satisfied.
Finally, we analyze the overall running time of Algorithm 2. Computing the estimates for the col-
umn norms and constructing the column pcp for A has running time O
(
m log(m)
b1
poly(kǫ ) + b1n+m
)
.
Then, computing estimates for row norms and constructing a row pcp for AS has overall running time
O
(
n log(n)
b2
poly(kǫ ) + (b2m+ n)
log(n)
ǫ
)
. The input-sparsity time algorithm to compute a low-rank approx-
imation of TAS has running time O
(
s1s2 + (s1 + s2)poly(
k
ǫ )
)
and constructing a solution for A is dom-
inated by O
(
(m log(m) + n)poly
(
k
ǫ
))
. Therefore, the overall running time is dominated by O
(
(b1n +
b2m)
log(n)
ǫ +
mn log(m) log(n)
b1b2
poly
(
k
ǫ
)
+
(
n log(n)
b2
+ m log(m)b1
)
poly
(
k
ǫ
))
. Setting b1 =
ǫn0.34
log(n) and b2 =
ǫm0.34
log(m) , we note that the overall running time is O˜
(
(m1.34 + n1.34)poly
(
k
ǫ
))
where O˜ hides log(m) and
log(n) factors. This completes the proof of Theorem 5.1.
6 Optimizing the Exponent
In this section we improve the running time of our previous sublinear time algorithm. Intuitively, our al-
gorithm recursively constructs projection-cost preserving sketches for the rows and columns of the original
matrix by sampling according to coarse estimates of the row and column norms. Note, we are able to obtain
these estimates by dividing the subsampled matrices at each step into weight classes such that each weight
class approximately satisfies triangle inequality. At the bottom of the recursion we reduce the input matrix
A to a poly(kǫ )× poly(kǫ ) matrix, for which we can compute the SVD in O(poly(kǫ )) time.
Starting with an orthonormal basis of the SVD, we alternate between approximately computing the best
rank-k projection in the column and the row space all the way up the recursion chain and output the final
rank-k matrix. However, computing the SVD or even running an input-sparsity time algorithm near the top
becomes prohibitively expensive and is no longer sublinear. Therefore, we find approximate solutions to
the best rank-k column and row subspaces by formulating a regression problem, sketching it to a smaller
dimension using leverage score sampling and solving it approximately.
We show that recursive sampling indeed approximately preserves rank-k subspaces of the row and col-
umn space. For the sake of brevity throughout the rest of the analysis, let A(i) be a ti × si matrix created
by recursively sampling rows or columns of A(i−1) such that at each step the row or column pcp properties
are satisfied. Formally, let A(0) = A be a t0 × s0 matrix, where t0 = m and s0 = n. Then, if i is odd,
A(i) = A(i−1)Si is a ti−1 × si matrix and a column pcp for A(i−1) and if i is even, A(i) = TiA(i−1) is a
ti × si−1 matrix and a row pcp for A(i−1). We note that si = Θ˜
(
si−1
b2
poly(kǫ )
)
and ti = Θ˜
(
ti−1
b1
poly(kǫ )
)
.
To address the issue of rescaling every time we subsample rows or columns, we split the rows or columns
ofA(i) intoO(ǫ
−1 log(mn))weight classes such that triangle inequality approximately holds in each weight
class. Therefore, the column or row norm estimation algorithm goes through for each weight class in-
dependently and we obtain an overall O(mb2 )-approximation to the column norms at the cost of reading
O(ǫ−1 log(m)b2) entries per column. A similar guarantee holds for the row norms. This idea simply ex-
tends to the recursive algorithm as we can create weight classes at each recursive step run the simple row
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and column norm estimation algorithms.
Algorithm 3 : Full Sublinear Time Algorithm.
Input: A Distance MatrixAm×n, integer k, ǫ > 0 and a small constant γ > 0.
1. Let 2r = O (1/γ) and letA(0) = A, s0 = n and t0 = m. Set b1 = m
γ , b2 = n
γ .
2. For i ∈ [2r], recursively construct matrixA(i) as follows:
(a) If i is odd, run ColumnNormEstimation(A(i−1), b2). By Lemma 6.1, we obtainO
(
ti−1
b2
)
-approximate estimates of the column norms of A(i−1). Let q = {q1, q2 . . . qsi−1} denote a
distribution over columns ofA(i−1) proportional to the relative estimate for each column.
Construct a column pcp for A(i−1) by sampling si = Θ˜
(
si−1
b2
poly(kǫ )
)
columns such that
each column is set to
(A(i−1))∗,j√
siqj
with probability qj . Let A(i) = A(i−1)Si be the resulting
ti−1 × si matrix that follows guarantees of Theorem 4.2.
(b) If i is even, run RowNormEstimation(A(i−1), b1). By Lemma 6.1, we obtain O
(
s−1
b1
)
-approximate estimates of the row norms of A(i−1). Let p = {p1, p2 . . . pti−1} denote a
distribution over rows of A(i−1) proportional to the relative estimate for each row.
Construct a row pcp for A(i−1) by sampling ti = Θ˜
(
ti−1
b1
poly(kǫ )
)
columns such that
each column is set to
(A(i−1))ℓ,∗√
tipℓ
with probability pℓ. Let A(i) = TiA(i−1) be the resulting
ti × si−1 matrix that follows guarantees of Corollary 4.3.
3. LetA(2r) be the final matrix at the end of the recursion. Compute the truncated SVD (A(2r), k) =
U2rΣ2rV
T
2r. LetV
T
2r represent the top k singular vectors in the row space. Construct a leverage-
score sketching matrix E2r with poly(
k
ǫ ) columns using the leverage scores of V
T
2r , following
the guarantees of Theorem 5.3. ComputeXA(2r−1) = argminX‖A(2r−1)E2r−1−XVT2rE2r−1‖.
4. Compute a decompositionU2r−1V2r−1 ofXA(2r−1)V
T
2r such thatU2r−1 has orthonormal columns.
Consider the regression problemminX ‖A(2r−2)−U2r−1X‖2F . ComputeXA(2r−2) = argminX‖E2r−2A(2r−2)−
E2r−2U2r−1X‖2F , where E2r−2 is a leverage score sketching matrix with poly
(
k
ǫ
)
rows con-
structed according to Theorem 5.3.
5. Let U2r−1XA(2r−2) be the starting point for A2r−3 as U2rΣ2rV
T
2r was for A2r−1 and recurse
to the top. LetU1,XA be the solution obtain from solving minX ‖EA−EU1X‖2F , where E is
a leverage score sketching matrix with poly
(
k
ǫ
)
rows, constructed according to Theorem 5.3.
Output:M = U1,N
T = XA
Intuitively, to handle the first column rescaling , we partition the columns of the matrix intoO(ǫ−1 log(mn))
blocks such that each block satisfies approximate triangle inequality. By Lemma 3.2, we can estimate the
row norms for each block efficiently, and summing the estimates suffices to obtain an approximation to the
row norms. Next, we subsample the rows and scale them. However, we observe that we can yet again
partition each sub-matrix that satisfies approximate triangle inequality into O(ǫ−1 log(mn)) weight classes
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and yet again satisfy approximate triangle inequality. We note that we only recurse a constant (1/γ) number
of times, therefore the total number of sub-matrices formed is O
(
(ǫ−1 log(mn))
1
γ
)
= poly(ǫ−1 log(mn))
and the run-time blows up by at most that factor.
Lemma 6.1. (Estimating row and column norms under rescaling.) Let A be a m × n matrix such that A
satisfies approximate triangle inequality. For a small fixed constant γ, and for all i ∈ [1/γ], let A(i) be a
ti × si scaled sub-matrix ofA as defined as above. There exists an algorithm that, with probability at least
9/10, obtains aO
(
si−1
b1
)
-approximation to the row norms ofA(i) in O˜(b2m+n) time. A similar guarantee
holds for estimating column norms.
Proof. We begin with a m × n matrix A that satisfies approximate triangle inequality. It follows from
Corollary 3.3 that we can approximately estimate column norms of A in O(b2m + n) time. Therefore,
we can construct the column pcp, A(1) = AS1, such that the j
th column of A, if sampled, is rescaled
by 1√s1qj . Therefore, the resulting matrix, A(1) may no longer be a distance matrix. As discussed in
the previous section, to address this issue, we partition the columns of A(1) into weight classes such that
the gth weight class contains column index j if the corresponding scaling factor 1√qj lies in the interval[
(1 + ǫ)g, (1 + ǫ)g+1
)
. Note, we can ignore the ( 1√s1 )-factor since every entry is rescaled by the same
constant. Formally,
W(1)g =
{
i ∈ [s1]
∣∣∣ 1√
qj
∈ [(1 + ǫ)g, (1 + ǫ)g+1)} (6.1)
Next, with high probability, for all j ∈ [n], if column j is sampled, 1qj ≤ nc for a large constant c. If instead,
qj ≤ 1nc′ , the probability that the jth is sampled would be at most 1/nc
′
, for some c′ > c. Union bounding
over such events for n columns, the number of weight classes is at most log1+ǫ(n
c) = O
(
ǫ−1 log(n)
)
.
Let A
(1)|W(1)g denote the columns of A(1) restricted to the set of indices in Wg. Observe that all entries
in A
(1)|W(1)g are scaled to within a (1 + ǫ)-factor of each other and therefore, satisfy approximate triangle
inequality (equation 3.1). Therefore, row norms of A
(1)|W(1)g can be computed using Algorithm 1 and the
estimator is an O
(
n
b2
)
-approximation (for some parameter b2), since Lemma 3.2 blows up by a factor of
at most 1 + ǫ. Summing over the estimates from each partition above, with probability at least 99/100,
we obtain an O
(
n
b2
)
-approximate estimate to row norms of A(1). However, we note that each iteration of
Algorithm 1 reads b2m+ n entries ofA and there are at most O(ǫ
−1 log(n)) iterations. Therefore, the time
taken to compute the estimates to the row norms is O
(
(b2m+ n)ǫ
−1 log(n)
)
.
Now, we can construct a row pcp of A(1), which we denote by A(2), such that each row in A(2) is a
scaled subset of the rows of A(1). Our next task is to estimate the column norms of A(2). It suffices to
show that A(2) can be partitioned into a small number of sub-matrices such that each one satisfies (1 + ǫ)-
approximate triangle inequality.
Observe, we previously split the matrixA(1) according toW(1)g , into O
(
ǫ−1 log(n)
)
sub-matrices such
that each matrix satisfies (1 + ǫ)-approximate triangle inequality. Consider one such sub-matrix, A
(1)|W(1)g .
In the construction of the row pcp A(2), we rescale a subset of rows of each of A(1)|W(1)g . Therefore, we
can again create O
(
ǫ−1 log(m)
)
geometrically increasing weight classes for the rows of A
(1)|W(1)g . Note,
restricting rows of A
(1)|W(1)g to one weight class results in a sub-matrix that satisfies (1 + ǫ)
2-approximate
triangle inequality. We repeat the above analysis for each such sub-matrix, since we again start with a matrix
that satisfies (1 + ǫ)-approximate triangle inequality, after rescaling ǫ by a constant.
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Critically, we note that we only repeat the recursion a constant number of times, therefore the approx-
imation factor for triangle inequality blows up by (1 + ǫ)1/γ . Since γ is a constant, we can rescale ǫ by a
constant, and therefore, all sub-matrices satisfy (1 + ǫ)-approximate triangle inequality. the total number of
sub-matrices formed is O
(
(ǫ−1 log(n) log(m))
1
γ
)
= poly(ǫ−1 log(n) log(m)) and the run-time blows up
by at most that factor.
Note, we can now black-box the algorithm for estimating row and column norms of scaled sub-matrices
of A. For the sake of brevity, we do not include them in Algorithm 3. Next, we present a critical structural
result that enables us to recursively apply the pcp guarantees.
Lemma 6.2. (Recursive PCP Lemma.) Let A(i) be defined as above. Then, for any ǫ > 0, integer k and a
small constant γ > 0, 2r = O
(
1
γ
)
, simultaneously for all odd i ∈ [2r], for all rank-k projection matrices
Xi, with probability at least 98/100,
‖A(i)(I−Xi)‖2F = ‖A(i−1)(I−Xi)‖2F ± ǫ‖A(i−1)‖2F
Further, let X∗
A(i)
be the projection that minimizes ‖A(i)(I −Xi)‖2F and let X∗A(i−1) be the projection that
minimizes ‖A(i−1)(I−Xi)‖2F . Then, simultaneously for all odd i, for any rank-k projection matrixXi such
that ‖A(i)(I−Xi)‖2F ≤ ‖A(i)(I−X∗A(i))‖2F + ǫ‖A(i)‖2F , with probability at least 98/100,
‖A(i−1)(I−Xi)‖2F ≤ ‖A(i−1)(I−X∗A(i−1))‖2F + ǫ‖A(i−1)‖2F
A similar guarantee holds if i is even.
Proof. For a given matrix A(i), such that i is odd, we employ Theorem 4.2 with δ = 1/n
c for a fixed
constant c. Note, the number of columns we sample only blows up by a constant and
‖A(i)(I−Xi)‖2F ≤ ‖A(i−1)(I−Xi)‖2F + ǫ‖A(i−1)‖2F
holds with probability at least 1− 1nc . Union bounding over all such events for i ∈ [2r], such that i is odd, the
above guarantee holds simultaneously with probability at least 1 − 1/nc−1. Setting δ = 1/nc in Corollary
4.3, it follows that simultaneously for all i ∈ [2r], such that i is even,
‖(I −Xi)A(i)‖2F ≤ ‖(I−Xi)A(i−1)‖2F + ǫ‖A(i−1)‖2F
with probability at least 1− 1/nc−1. Note, for a fixed odd i, following the analysis of Lemma 4.4,
‖A(i−1)(I−Xi)‖2F ≤ ‖A(i−1)(I−X∗A(i−1))‖2F +O(ǫ)‖A(i−1)‖2F
holds with probability at least 1− 1200r . Union bounding over all such events i ∈ [2r], such that i is odd, the
above guarantee holds simultaneously, with probability at least 99/100.
Similarly, for even i, letX∗
A(i)
be the projection that minimizes ‖(I−Xi)A(i)‖2F and letX∗A(i−1) be the
projection that minimizes ‖(I−Xi)A(i−1)‖2F . Then, simultaneously for all even i, for any rank-k projection
matrixXi such that
‖(I−Xi)A(i)‖2F ≤ ‖(I−X∗A(i))A(i)‖2F +O(ǫ)‖A(i)‖2F
with probability at least 99/100, it holds that
‖(I−Xi)A(i−1)‖2F ≤ ‖(I −X∗A(i−1))A(i−1)‖2F +O(ǫ)‖A(i−1)‖2F
Union bounding over the odd and even events completes the proof.
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Using the above structural guarantees, we show that Algorithm 3 indeed achieves an additive error
guarantee for low-rank approximation. Intuitively, at each recursive step we either approximately preserve
all rank-k row or column projections. We finally obtain a matrix that is independent ofm and n and therefore
we can compute its SVD. We then begin with the rank-k matrix output by the SVD and critically rely on
Lemma 4.4 to switch between finding approximately optimal projections in the row and column space while
climb back up the recursive stack.
Lemma 6.3. (Additive Error Guarantee.) Let A ∈ Rm×n be a matrix such that it satisfies approximate
triangle inequality. Then, for any ǫ > 0, integer k, and a small constant γ > 0, with probability at least
9/10, Algorithm 3 outputs a rank-k matrixMNT such thatM ∈ Rm×k ,N ∈ Rn×k and
‖A−MNT ‖2F ≤ ‖A−Ak‖2F +O(ǫ)‖A‖2F
Proof. By Lemma 6.2, we know that approximately optimal rank-k projection matrix forA(i) is an approx-
imately optimal rank-k matrix for A(i−1) up to an additive error term of ǫ‖A(i−1)‖2F . Let 2r = O
(
1
γ
)
be
the number of recursive calls. Concretely, since A(2r) is a row pcp of A(2r−1), we know that for all rank-k
projections X2r, with probability at least 98/100,
‖A(2r)(I−X2r)‖2F ≤ ‖A(2r−1)(I−P2r)‖2F + ǫ‖A(2r−1)‖2F (6.2)
SinceA(2r) is a small matrix of dimension, we can afford to compute SVD(A(2r)) (we analyze this runtime
below). LetU2rD2rV
T
2r be the truncated SVD, containing the top k singular values and setting the rest to 0.
Thus, we know that V2rV
T
2r is the optimal projection matrix for A(2r), and by Lemma 6.2,
‖A(2r−1)(I−V2rVT2r)‖2F ≤ ‖A(2r−1) − (A(2r−1))k‖2F + ǫ‖A(2r−1)‖2F (6.3)
As discussed in the analysis of Algorithm 2, observe that computing the SVD or even running an input-
sparsity time algorithm as we recurse back up to the top becomes prohibitively expensive and no longer
sublinear. Therefore, we follow the previous strategy of setting up a regression problem, sketching it and
solving it approximately using leverage scores. We observe that an approximately optimal solution for
A(2r−1) lies in the row space ofVT2r and set up the following regression problem:
min
X
‖A(2r−1) −XVT2r‖2F (6.4)
Though this problem is small and independent of m and n, as we recurse up, the regression problems
grow larger and larger. Therefore, we sketch it using the leverage scores of VT2r. Note, since V
T
2r is or-
thonormal, the leverage scores are precomputed. With probability at least 98/100, we computeXA(2r−1) =
argminX‖A(2r−1)E2r−1 −XVT2rE2r−1‖, where E2r−1 is a leverage score sketching matrix with poly
(
k
ǫ
)
columns. Given the sketching guarantee of Theorem 5.3,
‖A(2r−1) −XA(2r−1)VT2r‖2F ≤ (1 + ǫ)min
X
‖A(2r−1) −XVT2r‖2F
≤ (1 + ǫ)‖A(2r−1) −A(2r−1)V2rVT2r‖2F
≤ ‖A(2r−1) − (A(2r−1))k‖2F +O(ǫ)‖A(2r−1)‖2F
(6.5)
where the last inequality follows from equation 6.3.Therefore, XA(2r−1)V
T
2r has rank at most k and is an
approximate optimal solution forA(2r−1). Applying Lemma 6.2 again, we know that projecting onto the col-
umn space ofXA(2r−1)V
T
2r is an approximately optimal solution forA(2r−2). Formally, letXA(2r−1)V
T
2r =
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U2r−1V2r−1 such that U2r−1 has orthonormal columns. It follows from equation 6.5 that ‖A(2r−1) −
U2r−1V2r−1‖2F = ‖A(2r−1) − (A(2r−1))k‖2F ± ǫ‖A(2r−1)‖2F . Therefore,
‖(I−U2r−1UT2r−1)A(2r−2)‖2F ≤ ‖A(2r−2) − (A(2r−2))k‖2F + ǫ‖A(2r−2)‖2F (6.6)
We observe that a good solution for A(2r−2) exists in the column space of U2r−1, and set up the following
regression problem:
min
X
‖A(2r−2) −U2r−1X‖2F (6.7)
Again, we sketch this regression problem using the leverage scores of U2r−1. Recall, U2r−1 has orthonor-
mal rows and thus the leverage scores are precomputed. We can then computeXA(2r−2) = argminX‖E2r−2A(2r−2)−
E2r−2U2r−1X‖2F , where E2r−2 is a leverage score sketching matrix with poly
(
k
ǫ
)
rows. Given the sketch-
ing guarantee of leverage score sampling in Theorem 5.3,
‖A(2r−2) −U2r−1XA(2r−2)‖2F ≤ (1 + ǫ)min
X
‖A(2r−2) −U2r−1X‖2F
≤ (1 + ǫ)‖A(2r−2) −U2r−1UT2r−1A(2r−2)‖2F
≤ ‖A(2r−2) − (A(2r−2))k‖2F +O(ǫ)‖A(2r−2)‖2F
(6.8)
We observe thatU2r−1XA(2r−2) is a rank-k matrix, written in factored from, that is an approximate solution
for A(2r−2). Using U2r−1, XA(2r−2) , we can repeat the above analysis r times all the way up the recursion
stack. Note, the last level of the analysis is simply the one presented in the proof of Theorem 5.1. Let U1,
XA be the solution obtain from solving the final regression problem. Note, union bounding over all the
random events above, we obtain U1, XA with probability at least 9/10. SettingM = U1 and N
T = XA
finishes the proof and satisfied the additive error guarantee for A.
Next, we show the running time of Algorithm 3 is sublinear inm and n for an appropriate setting of b1,
b2 and γ.
Lemma 6.4. Let A ∈ Rm×n be a matrix such that it satisfies approximate triangle inequality. Then, for
any ǫ > 0, integer k, and a small constant γ > 0, Algorithm 3 runs in O˜
((
m1+γ + n1+γ
)
poly(kǫ )
)
time.
Proof. Recall, from the running time analysis of Algorithm 2, for a ti×si matrixA(i), we a construct column
and row pcp inO
(
ti log(ti)
b1
poly(kǫ ) + b1si + ti
)
andO
(
si log(si)
b2
poly(kǫ ) + (b2ti + si)
)
respectively. Since
i ∈ [2r] and 2r = O(1/γ), we can compute A(2r) in O
(
(b1n+ b2m) poly(
k log(mn)
ǫ )
)
, since the running
time is dominated by sampling b1 entries in each column and b2 entries in each row of the input matrixA, at
the top level. Note,A(2r) is a t2r× s2r matrix, where t2r = m
b
1/γ
2
poly(k log(m)ǫ ) and s2r =
n
b
1/γ
1
poly(k log(n)ǫ ).
We can compute the SVD ofA(2r) in O
((
nm
(b1b2)1/γ
)2
poly(k log(m) log(m)ǫ )
)
. Next, we solve 2r regression
problems by sketching them as we recurse back up. We again upper bound each recursive step by the
running time of the top level. Recall, from the analysis of Algorithm 2, the regression problem can be
solved in O
(
(m+ n)poly(k log(m) log(n)ǫ )
)
. Setting b1 = n
γ and b2 = m
γ , the overall running time is
O˜
((
m1+γ + n1+γ
)
poly(kǫ )
)
.
Lemma 6.3 together with Lemma 6.4 imply our main theorem:
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Theorem 6.5. (Sublinear Low-Rank Approximation for Distance Matrices.) Let A ∈ Rm×n be a matrix
such that it satisfies approximate triangle inequality. Then, for any ǫ > 0, integer k and a small con-
stant γ > 0, there exists an algorithm that accesses O
(
m1+γ + n1+γ
)
entries of A and runs in time
O˜
((
m1+γ + n1+γ
)
poly(kǫ )
)
to output matricesM ∈ Rm×k and N ∈ Rn×k such that with probability at
least 9/10,
‖A−MNT ‖2F ≤ ‖A−Ak‖2F + ǫ‖A‖2F
7 Relative Error Guarantees
In this section, we consider the relative error guarantee 1.2 for distance matrices. We begin by showing
a lower bound for any relative error approximation for distance matrices. We also preclude the possibility
of a sublinear bi-criteria algorithm outputting a rank-poly(k) matrix satisfying the rank-k relative error
guarantee.
Theorem 7.1. (Lower bound.) Let A be an n × n distance matrix. Let B be a rank-poly(k) matrix such
that ‖A−B‖2F ≤ c‖A−Ak‖ for any constant c > 1. Then, any algorithm that outputs such a B requires
Ω(nnz(A)) time.
Proof. Let P = {e1, e2 . . . en} be a set of n standard unit vectors and Q be a set of n − 1 zero vectors
along with one point q such that q = ±ei, where i and the sign are chosen uniformly at random. Let the
underlying metric space be ℓ∞-norm. Note, all but one pairwise distances in A are 1. Further, one entry in
the ith row of A is either 2 or 0. Note, A is a rank-2 matrix and thus ‖A −Ak‖2F = 0, for all k > 1. Let
B be a rank-poly(k) matrix that obtains any relative-error guarantee. Then, B must exactly recover A and
therefore any algorithm needs to read all entries ofA in order to find the entry that is 0 or 2.
7.1 Euclidean Distance Matrices
We show that in the special case of Euclidean distances, when the entries correspond to squared distances,
there exists a bi-criteria algorithm that outputs a rank-(k + 4) matrix satisfying the relative error rank-k
low-rank approximation guarantee. Note, here the point sets P and Q are identical.
Algorithm 4 : Bi-criteria Algorithm for Euclidean Matrices.
Input: A Euclidean Distance MatrixAn×n, integer k and ǫ > 0.
1. LetA = A1 +A2 − 2B s.t. A1 andA2 are rank-1 matrices and B is a PSD Matrix.
2. Then, A1 = a
′
1a
T
1 andA2 = a
′
2a
T
2 .
3. ComputeMNT by running the sublinear low-rank approximation algorithm from [MW17] on
B with parameter k + 2.
4. ComputeV an orthonormal basis forMNT .
5. LetW beV concatenated with a1 and a2. We denoteW as [V;a1,a2].
Output:WWT
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Let A be such a matrix for the point set P s.t. Ai,j = ‖xi − xj‖22 = ‖xi‖22 + ‖xj‖22 − 2〈xi, xj〉. Then,
we can write A as a sum of three matrices A1, A2 and B such that each entry in the i
th row of A1 is
‖xi‖22, each entry in the jth column of A2 is ‖xj‖22 and B is a Positive Semi-Definite (PSD) matrix, where
Bi,j = 〈xi, xj〉. Therefore, we can represent A as A1 + A2 − 2B. The main ingredient we use is the
sublinear low-rank approximation of PSD matrices from [MW17].
Theorem 7.2. (Musco-Woodruff Low-Rank Approximation.) Given a PSD matrix A ∈ Rn×n, any ǫ < 1
and an integer k, there is an algorithm that runs in O(npoly(kǫ )) and with probability at least 9/10, outputs
matricesM,N ∈ Rn×k such that
‖A−MNT ‖2F ≤ (1 + ǫ)‖A−Ak‖2F
We now show that there exists an algorithm that outputs the description of a rank-(k+4) matrixAWWT
in sublinear time such it satisfies the relative-error rank-k low rank approximation guarantee.
Lemma 7.3. LetA be a Euclidean Distance matrix. Then, for any ǫ > 0 and integer k, with probability at
least 9/10, Algorithm 4 outputs a rank (k + 4) matrixWWT such that
‖A−AWWT ‖F ≤ (1 + ǫ)‖A−Ak‖F
whereAk is the best rank-k approximation toA. Further, Algorithm 4 runs in O(npoly(
k
ǫ )).
Proof. First, we show that we can simulate the sublinear PSD algorithm from [MW17] on B, given random
access to A and reading n − 1 additional entries. Observe that computing Bi,j requires ‖xi‖22 and ‖xj‖22.
Since pairwise distances are invariant to a uniform shift in position. Therefore, w.l.o.g. we can assume
that the first point, x1, is at the origin. Then, the j
th entry of the first row A is ‖xj‖22. Now, Bi,j =
(‖xi‖22 + ‖xj‖22 − Ai,j)/2 and we have access to each of these values. Therefore, we can simulate the
algorithm for sublinear low-rank approximation on B in O(npoly(kǫ )). Note, in Algorithm 4 we find a rank
k + 2 approximation to B and by Theorem 7.2, the algorithm outputs matricesM,N ∈ Rn×k such that
‖B(I−MNT )‖F ≤ (1 + ǫ)‖B−Bk+2‖F
where Bk+2 is the best rank-(k + 2) approximation to B. LetV be an orthonormal basis forM, which can
be computed in O(nk2) time. LetW = [V;a1,a2]. We observe that the projection matrixWW
T applied
toA1 andA2 yields A1 andA2 respectively since they lie in the column space ofW. Therefore,
‖A(I −WWT )‖F = ‖(A1 +A2 − 2B)(I −WWT )‖F
= ‖(A1 −A1WWT ) + (A2 −A2WWT )− 2(B−BWWT )‖F
= 2‖B(I −WWT )‖F
≤ 2‖B(I −MNT )‖F
≤ 2(1 + ǫ)‖B −Bk+2‖F
(7.1)
Next, we bound ‖A−Ak‖F in terms of ‖B−Bk+2‖F as follows:
‖A−Ak‖F = ‖A1 +A2 − 2B−Ak‖F
= 2
∥∥∥B− (A1 +A2 −Ak)
2
∥∥∥
F
(7.2)
Observe, A1 +A2 −Ak is a rank-2 perturbation to a rank-k matrix, therefore,
∥∥∥B − (A1+A2−Ak)2 ∥∥∥F ≥
‖B − Bk+2‖F . Combining the two equations, we get ‖A(I −WWT )‖F ≤ (1 + ǫ)‖A −Ak‖F . Recall,
W = [V;a1,a2], whereV has rank k + 2 and thusW has rank at most k + 4.
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A Appendix.
Lemma A.1. Let A ∈ Rm×n be a distance matrix. For j ∈ [n], let X˜j be a O
(
m
b
)
-approximate estimate
for the jth column of A such that it satisfies the guarantee of Corollary 3.3. Then, let q = {q1, q2 . . . qn} be
a probability distribution over the columns of A such that qj =
X˜j∑
j′ X˜j′
. Let t = O
(
mk2
bǫ2
log(mδ )
)
for some
constant c. Construct C using t columns of A and set each one to
A∗,j√
tqj
with probability qj . Let ℓ be the
index of the smallest singular value of A such that σ2ℓ ≥
‖A‖2F
k . With probability at least 1− δ,
Tr
(
A\ℓA
T
\ℓ
)
− Tr (P\ℓCCTP\ℓ) = ±ǫ‖A‖2F
Proof. We can rewrite the above equation as ‖P\ℓC‖2F −‖A\ℓ‖2F = ±ǫ‖‖2F . By summing over the column
norms ofC, we get ‖P\ℓC‖2F =
∑
j=[t] ‖P\ℓC∗,j‖22. Next, we upper bound each term in the sum as follows
:
‖P\ℓC∗,j‖22 =
1
tqj
‖P\ℓA∗,j‖22
=
(
bǫ2
mk2 log(m/δ)
)(
m‖A‖2F
b‖A∗,j‖22
)
‖P\ℓA∗,j‖22
≤
(
ǫ2
k2 log(m/δ)
)
‖A‖2F
(A.1)
Note,
k2 log(m/δ)
ǫ2‖A‖2F
‖P\ℓC∗,j‖22 ∈ [0, 1] and E
[∑
j=[t] ‖P\ℓC∗,j‖22
]
= ‖A\ℓ‖2F . By Chernoff,
Pr
[‖P\ℓC‖2F ≥ ‖P\ℓA‖2F + ǫ‖A‖F ]
= Pr
(k2 log(m/δ)
ǫ2‖A‖2F
)∑
j∈[t]
‖P\ℓC∗,j‖2F ≥
(
k2 log(m/δ)
ǫ2‖A‖2F
)
‖A\ℓ‖2F + ǫ‖A‖F

= Pr
(k2 log(m/δ)
ǫ2‖A‖2F
)∑
j∈[t]
‖P\ℓC∗,j‖2F ≥ 1 +
ǫ‖A‖F
‖A\ℓ‖2F
(
k2 log(m/δ)‖A\ℓ‖2F
ǫ2‖A‖2F
)
≤ e− c log(m/δ)4 ≤ δ/2
(A.2)
Therefore, with probability at least 1 − δ/2, ‖P\ℓC‖2F − ‖A\ℓ‖2F ≤ ǫ‖A‖F . Similarly, we can show that
with probability at least 1 − δ/2, ‖P\ℓC‖2F − ‖A\ℓ‖2F ≥ −ǫ‖A‖F . Union bounding over the two events
finishes the proof.
Lemma A.2. (Matrix Bernstein Inequality [Tro12].) Let X1,X2, . . .Xn be independent random matrices
with common dimension d1 × d2 such that for k ∈ [n], E[Xk] = 0 and ‖Xk‖2 ≤ L, where ‖M‖2 for any
matrix M, represents the operator norm. Let X =
∑
k∈[n]Xk. Let Var[X] denote the matrix variance
statistic, i.e. Var[X] = max
(
E[XXT ],E[XTX]
)
. Then, for all t ≥ 0,
Pr [‖X‖2 ≥ t] ≤ (d1 + d2) exp
( −t2
Var[X] + Lt/3
)
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