Abstract-We consider a sequential problem in decentralized detection. Two observers can make repeated noisy observations of a binary hypothesis on the state of the environment. At any time, observer 1 can stop and send a final message to observer 2 or it may continue to take more measurements. Every time observer 1 postpones its final message to observer 2, it incurs a penalty. We consider observer 2's operation under two different scenarios. In the first scenario, observer 2 waits to receive the final message from observer 1 and then starts taking measurements of its own. It is then faced with a stopping problem on whether to stop and declare a decision on the hypothesis or to continue taking measurements. In the second scenario, observer 2 starts taking measurements from the beginning. It is then faced with a different stopping problem. At any time, observer 2 can decide whether to stop and declare a decision on the hypothesis or to continue to take more measurements and wait for observer 1 to send its final message. We obtain parametric characterization of optimal policies for the two observers under both scenarios. We then extend these characterizations to a problem with multiple peripheral sensors that each send a single final message to a coordinating sensor who makes the final decision on the hypothesis.
I. INTRODUCTION
Decentralized detection problems are motivated by applications in large scale decentralized systems such as sensor networks and surveillance networks. In such networks, sensors receive different information about the environment but share a common objective, for example to detect the presence of a target in a surveillance area. Sensors may be allowed to communicate but they are constrained to exchange only a limited amount of information because of energy constraints, data storage and data processing constraints, communication constraints etc.
Decentralized detection problems may be static or sequential. In static problems, sensors make a fixed number of observations about a hypothesis on the state of the environment which is modeled as a random variable H. Sensors may transmit a single message (a quantized version of their observations) to a fusion center which makes a final decision on H. Such problems have been extensively studied since their initial formulation in [1] (See the survey in [3] and references therein). In most such formulations, it has been shown that person-by-person optimal decision rules for a binary hypothesis detection problem are characterized by thresholds on the likelihood ratio (or equivalently on the posterior belief on the hypothesis). Under certain conditions such as large number of identical sensors, it has been shown that it is optimal to use identical quantization rule at all sensors ( [3] , [6] ).
In sequential problems, the number of observations taken by the sensors is not fixed apriori. Two distinct formulations have been considered for sequential problems. In one formulation, at each time instant local/peripheral sensors send a message about their observations to a fusion center/coordinator. At each time instant, the fusion center decides whether to receive more messages or to declare a decision on the hypothesis. Thus the fusion center is faced with an optimal stopping problem whereas the peripheral sensors are not faced with an optimal stopping problem. The case where peripheral sensors can only use their current observation and possibly all past transmissions of all sensors to send a message to the fusion center has been studied in [5] . No positive results have been found in the case when sensors remember their past observations as well.
A second formulation may be motivated by situations where continuous communication with a fusion center is too costly because of the various constraints mentioned above. In this formulation, each sensor locally decides when to stop taking more measurements and only sends a final message to a fusion center. Each sensor pays a penalty for delaying its final decision. The fusion center has to wait to receive the final messages from all sensors and then combine them to produce a final decision on the hypothesis. Thus, in this formulation, each local/peripheral sensor is faced with an optimal stopping problem but the coordinator does not have a stopping problem. A version of this problem was formulated in [2] and it was shown that optimal policies for the peripheral sensors are described by two thresholds. Although this formulation reduces the communication requirements, the final decision at the fusion center is made only when all sensors have sent their messages.
In the problem we consider in this paper, the peripheral sensors as well as a coordinating sensor are faced with an optimal stopping problem. The peripheral sensors decide locally when they want to stop taking measurement and send a final message to a special coordinating sensor, say S0. The coordinating sensor S0 is faced with a stopping problem of its own. At any time, the coordinating sensor S0 uses its own measurements and the messages it has received so far to make a decision on whether to stop and declare a final decision on the hypothesis or continue to take more measurements and wait for messages from other sensors that have not yet sent a final message. As in [2] , each sensor (peripheral sensors and the coordinating sensor) incurs a penalty for delaying its final message/decision and a cost depending on S0's final decision on the hypothesis and the true value of the hypothesis is incurred in the end. We first consider a simple two sensor version of this problem and obtain a parametric characterization of optimal policies. At each time instant, an optimal policy of the peripheral sensor is characterized by at most 4 thresholds on its posterior belief on the hypothesis; an optimal policy of the coordinating sensor is characterized by 2 thresholds (on its own posterior belief) that depend on the messages received from the peripheral sensor. This characterization differs from a classical two threshold characterization found in the centralized and the decentralized Wald problems ( [7] , [2] ). We then extend our results to a problem with multiple peripheral sensors that send their final message to the coordinating sensor who makes the final decision on the hypothesis. We show that qualitative properties of the peripheral and the coordinating sensor are same as in the two sensor problem.
The rest of the paper is organized as follows. In Section II, we formulate two versions of our problem with two observers. We obtain qualitative results on the nature of optimal policies for the two sensors in sections III and IV. We extend our results to a multiple sensor (more than 2) problem in section V. We conclude in section VI.
Notation: Throughout this paper, X 1:t refers to the sequence X 1 , X 2 , .., X t .
II. PROBLEM FORMULATION

A. The Model
Consider a two hypothesis problem where the true hypothesis is modeled as a random variable H taking values 0 or 1 with known prior probabilities.
Consider two observers: observer 1 (O1) and observer 2 (O2). We assume that each observer can make noisy observations of the true hypothesis. Conditioned on the hypothesis H, the following statements are assumed to be true: 1. The observation of the i th observer at time t, (Y i t ) (taking values in the set Y i ), either has a discrete distribution (P i t (.|H)) or admits a probability density function (f i t (.|H)).
Observations of the i
th observer at different time instants are conditionally independent given H. 3. The observation sequences at the two observers are conditionally independent given H.
Observer 1 observes the measurement process Y incorporates the additional cost of taking a new measurement, the energy cost of staying on for another time step and/or a penalty for delaying the decision.) Note that observer 1 transmits only a single final message to observer 2. Also, the 
where Z 1 t is observer 1's message at time t to observer 2. Z 1 t belongs to the set {0, 1, b}, where we use b for blank message, that is, no transmission. The sequence of functions γ 1 t , t = 1, 2, ..., constitute the policy of observer 1. Let τ 1 be the stopping time when observer sends a final message to observer 2, that is,
We allow two possibilities for the operation of observer 2. Case A: In this case, O2 first waits for O1 to send a final message. After receiving observer 1's final message, observer 2 can decide either to stop and declare a decision on the hypothesis or take additional measurements on its own. After observer 2 has made k measurements (k = 1, 2, ...), it can decide to stop and declare a final decision on the hypothesis or take a new measurement. Each time observer 2 decides to take another measurement it incurs a cost c 2 . Whenever observer 2 makes a final decision U ∈ {0, 1} on the hypothesis, it incurs a cost J(U, H). As in the case of observer 1, we assume observer 2 has perfect recall. Thus,
where U 2 k is observer 2's decision after making k observations. U 
The probability π Theorem 1: For Problem P2, with a fixed policy Γ 2 of O2, there is an optimal policy for O1 of the form:
for t = 1, 2, ..., T 1 . In particular, if globally optimal policies Γ 1, * , Γ 2, * exist, then Γ 1, * can be assumed to be of the from in (10) without loss of optimality. Moreover, for a fixed Γ 2 , the optimal policy of O1 can be determined by the following dynamic program:
and for k = (T 1 − 1), ..., 2, 1,
where the superscript Γ 2 in the expectation denotes that the expectation is defined for a fixed choice of Γ 2 . (Z (See [8] for details.) A policy γ * that always selects the minimizing option in the definition of V k for each π will achieve the lower bounds V k on expected future cost with equality for all k. This implies that γ * achieves the lower bound on total cost for any policy. Hence, it is optimal. Thus, an optimal policy is given by selecting the minimizing option in the definition of V k , k = 1, 2, ..., T 1 , at each π. In other words, there is an optimal policy of the form:
Corollary: Theorem 1 holds for O1 in Problem P1 also.
Sketch of the Proof: In the proof of Theorem 1, we fixed Γ 2 to any arbitrary choice. In particular, consider any policy of O2 that waits till it gets a final decision from O1. After it receives the final message from O1 at time τ 1 , it uses only observations made after τ 1 to make a decision. This class of policies is essentially the policies available to O2 in problem P1. Since the optimal structure of O1's policy as given in (10) holds for any choice of Γ 2 , it also holds for all possible policies of O2 in problem P1. See [8] for details.
The result of Theorem 1 can be intuitively explained as follows. At any time t, if the observer 1 has not already sent its final message, it has to choose between three choices of action -send 0, 1 or b. In order to evaluate the expected cost of sending a 0 or 1, O1 needs a belief on the state of the environment, that is, a belief on H and a belief on the information available to O2. Since O1 has not yet sent a final message, the information at O2 consists of Z Once again, conditional independence of observations made at different times given H implies a belief on H is sufficient to evaluate the cost of this action as well. These arguments indicate that the decisions at O1 should be made based only on its belief on H, that is, π 1 t .
B. Classical Threshold Rules Are Not Optimal
In the sequential detection problem with a single observer [7] , it is well known that an optimal policy is a function of the observer's belief π t and is described by two thresholds at each time t. That is the decision at time t, Z t is given as:
where N denotes a decision to continue taking measurement and α t ≤ β t are real numbers in [0, 1]. A similar twothreshold structure of optimal policies was also established for the decentralized Wald problem in [2] . We will show by means of two counterexamples that such a structure is not necessarily optimal for observer 1 in Problem P1.
Example 1 Consider the following instance of Problem P1. We have equal prior on H, that is P (H = 0) = P (H = 1) = 1/2. O1 has a time horizon of T 1 = 2. Its observation space is Y 1 = {1, 2, 3}. The observations at time t = 1 follow the following conditional probabilities:
and at time t = 2 follow the following conditional probabilities:
Observe that O1's belief on {H = 0} (that is, π 1 ), only takes 3 possible values -0, 1 and 1/2 after any number of measurements. O1 has to send a final message -0 or 1 -to O2 by time t = 2. If O1 delays sending its final message to time t = 2, an additional cost c 1 is incurred. After receiving a message from O1, observer 2 can either declare a decision on the hypothesis or take at most 1 more measurement of its own, that is, we have T 2 = 1. The measurements of O2 are assumed to be noiseless, so when O2 takes a measurement it knows exactly the value of H. However, the measurement comes at a cost of c 2 . We assume that J(U, H) = 0 if U = H, and in the case of a mistake (U = H), we assume that the cost is sufficiently high so that unless O2 is certain from O1's messages what the true hypothesis is, it will prefer taking a measurement at a cost c 2 than making a guess. At p = 0.6, c 2 > 3c 1 , it can be easily verified that the best threshold rule for observer 1 is described as follows:
If observer 2 receives 0 or 1 at time t = 1, it declares the received message as the final decision on the hypothesis, otherwise it waits for a final message from O1. At t = 2, if O2 receives 1, it declares 1 as the final decision, otherwise it takes a measurement. Then the expected cost of this policy is given as: pc
2 /2 (since the system incurs a cost c 1 with probability p and a cost c 2 with probability p/2 + pq/2). Now consider the following non-threshold policy for observer 1,
If observer 2 receives 0 at time t = 1, it takes a measurement and incurs a cost c 2 . If O2 receives a 1 at t = 1, it declares 1 as the final decision. If O2 receives a b at time t = 1, it waits for the final message at t = 2 and then declares the received message as its final decision on the hypothesis. Then the expected cost of this policy is given as: pc 2 + (1 − p)c 1 /2 (since the system incurs a cost c 2 with probability p and a cost c 1 with probability (1 − p)/2). It is now easily seen that at p = 0.6 and c 2 > 3c 1 , if we choose q > 1 − 4c 1 3c 2 , the non-threshold policy outperforms the best threshold policy.
Discussion of the Example: The principle behind a threshold rule is to stop and send a message if O1 is certain, otherwise postpone the decision and take another measurement. The additional cost of delay is justified by the likelihood of getting a good measurement in the next time instant. In our example, if O1 gets the observations 1 or 3 at t = 1 and is able to convey to O2 that it is certain about the true hypothesis and what this hypothesis is, then it prevents O2 from taking a measurement thus saving a cost c 2 . The threshold rule achieves this objective by sending 0 for observation 3 and 1 for observation 1. However, in the case when O1 gets measurement 2, it decides to wait for the next observation. By choosing q sufficiently high, the likelihood of getting a good measurement at t = 2 can be made very low. In this case, the cost of delaying a decision (c 1 ) begins outweighing the expected payoff from a new measurement. The non-threshold rule essentially tries to correct this drawback. If at time t = 1, O1 gets measurement 2, it stops and sends 0 to O2. At O2, this is interpreted as a message to go and take measurement of its own. Note that the non-threshold rule still ensures that whenever O1 is certain about H, it is able to send enough information to O2 to prevent it from taking a measurement.
Example 2 Consider the same problem as in Example 1 but with O1's observations at t = 1 now given by the following conditional probabilities.
O1's observations at time t = 2 are just noise and give no new information. Note that the observations are indexed in order of the posterior belief π 1 they generate, that is, P (H = 0|Observation1) < P (H = 0|Observation2) and so on. It can be shown that for equal prior (p 0 = 1/2), c 2 > 2c 1 and 1/2 < p < 1, a non-threshold rule for O1 (given below) performs better than any threshold policy.
•
C. Parametric Characterization of Optimal Policies
An important advantage of the threshold rules in the case of the centralized or the decentralized Wald problem is that it modifies the problem of finding the globally optimal policies from a sequential functional optimization problem to a sequential parametric optimization problem. Even though we have established that a classical threshold rule does not hold for our problem, it is still possible to get a finite parametric characterization of an optimal policy for observer 1. Such a parametric characterization provides significant computational advantage in finding optimal policies, for example by reducing the search space for an optimal policy.
In Theorem 1, we have established that for an arbitrarily fixed choice of O2's policy, the optimal policy for O1 can be determined by backward induction using the functions V k (π), k = T 1 , ..., 2, 1. We will call V k the value function at time k. We have the following lemma.
Lemma 1: With a fixed (but arbitrary) choice of Γ 2 , the value function at T 1 can be expressed as:
where L 0 T 1 and L 1 T 1 are affine functions of π that depend on the choice of O2's policy Γ 2 . Also, the value function at time k can be expressed as:
where L 0 k and L 1 k are affine functions of π and G k is a concave function of π that depend on the choice of Γ 2 . Proof: See Appendix A. Theorem 2: For any fixed policy Γ 2 of O2, an optimal policy for O1 can be characterized by at most 4 thresholds. In particular, an optimal policy for O1 is of the form:
Proof
IV. QUALITATIVE PROPERTIES FOR O2
A. Problem P1
Consider a fixed policy Γ
. Then, after O1 sends its final message, we can define the following probability for O2:
This is O2's belief on the true hypothesis after having observed the messages from O1 (that is a sequence of τ 1 − 1 blanks and a final Z 1 τ 1 ∈ {0, 1}). Now, the optimization problem for O2 is the classical centralized Wald problem with the prior probability given by π 2 0 . It is well-known that the optimal policy for Wald problem is a rule of the form:
where π 2 k is the belief on hypothesis after k observations, π
B. Information State in Problem P2
Consider a fixed policy Γ The following theorem shows that π 2 t and Z 1 1:t together form an information state for O2.
Theorem 3: In Problem P2, with a fixed policy Γ 1 of O1, there is an optimal policy for O2 of the form:
for t = 1, 2, ..., T 2 . Moreover, this optimal policy can be determined by the following dynamic program:
and for k = (T 1 − 1), ..., 1,
Proof: See Appendix B. Observe that in the last term of (17), which corresponds to the cost of postponing the final decision at time k, we have π 2 k as well as all messages from O1 in the conditioning variables. It is because of this term that we need the entire sequence of messages as a part of the information state. To intuitively see why these messages are needed in the conditioning, note that the cost of continuing depends on future messages from O1. In order to form a belief on future messages, O2 needs a belief on the hypothesis and (since O1 has perfect recall) a belief on all observations of O1 so far. Clearly, the messages received till time k provide information about the observations of O1 till time k and are therefore included in the information state.
We can now prove the following lemma about the value functionsṼ k .
Lemma 2: The value function at T 2 can be expressed as:
where l 0 and l 1 are affine functions of π that are independent of the choice of O1's policy Γ 1 . Also, the value function at time k can be expressed as:
where, for each realization z 1 1:k of messages from O1, G k is a concave function of π that depends on the choice of O1's policy, Γ 1 . Proof: See Appendix C. Theorem 4: For a fixed policy Γ 1 of O1, an optimal policy of O2 is of the form: Thus, according to Theorem 4, the thresholds to be used at time k by O2 depend on the sequence of messages received from O1 time k. This kind of parametric characterization may not appear very appealing since for each time k one may have to know a number of possible thresholds -one for each possible realization of messages z 
Thus, once O2 hears a final message from O1, it starts using the classical Wald thresholds from that time onwards. In other words, O2 operation is described by the following simple algorithm:
• From time k = 1 onwards, the optimal policy is to use a threshold rule given by 2 numbers α k (b 1:k ) and β k (b 1:k ), until O1 sends its final message Z 
V. EXTENSION TO MULTIPLE SENSORS
In this section, we extend our results to the case when several peripheral sensors similar to observer 1 in Problems P1 and P2 are required to send a single final message to a coordinating sensor (similar to O2) which may be taking its own measurements. We show that the peripheral sensors have similar parametric characterizations of their optimal policies as O1 in Problems P1 and P2. We obtain a characterization of coordinator's strategy that is similar to that of O2.
Consider a group of N peripheral sensors: S1,S2,...,SN and a coordinating sensor S0. Each sensor can make repeated observations on the random variable H. As before, we will assume that conditioned on H, the observations at different sensors are independent and the observations made at different time instants at any sensor are also independent conditioned on H.
Each of the peripheral sensors observes its own measurement process Y i t , i = 1, 2..., N and t = 1, 2, .... At any time t, the i th peripheral sensor can decide either to stop and send a binary message 0 or 1 to the coordinating sensor or to continue taking measurements. Each time the i th sensor 
where Z i t is i th sensor's message at time t to the coordinating sensor. Z 
The coordinating sensor observes its own measurement process, Y 0 t , t = 1, 2, .... In addition, it receives messages from all the peripheral sensors (we assume that when the coordinating sensor receives a message it knows which peripheral sensor sent that message). At any time t, S0 can decide to stop and declare a final decision on the hypothesis or take a new measurement and wait for more messages from the peripheral sensors. Each time S0 postpones its decision on the hypothesis, it incurs a cost c 0 . When S0 announces a final decision U on the hypothesis, it incurs a cost given as J(U, H). Thus, the coordinator's decision at time t is given as:
U t belongs to the set {0, 1, N }, where we use N for a null decision, that is, a decision to continue waiting for more messages and taking more measurements. The sequence of
is the policy of the coordinating sensor. τ 0 is the stopping time when S0 announces its final decision on the hypothesis, that is,
Problem P3: Consider a finite horizon T i for the peripheral sensors (that is, we require that τ i ≤ T i ) and a finite horizon T 0 for the coordinating sensor, that is, τ 0 ≤ T 0 . The optimization problem is to select polices Γ 0 , Γ 1 , .., .Γ N of all the sensors to minimize
We now obtain a characterization of the peripheral sensor's optimal policies. For the i th peripheral sensor, we define
Theorem 5: For any peripheral sensor i and any fixed choice of strategies Γ j , for j = 0, 1, ..., N, j = i, there is an optimal policy of the peripheral sensor i of the form:
The main idea of the proof is that once the policies of all sensors except i are fixed, the optimization problem for the i th sensor is similar to the problem for O1 in Problem P2. The i th sensor plays the role of O1 in Problem P2 and the coordinating sensor plays the role of O2. The observations of the coordinating sensor at time t can be defined as:
Note that conditioned on H, the observationsỸ 0 t are independent of the i th sensor's observations. We can now follow the arguments of Theorem 1 and 2 to conclude the result for the i th peripheral sensor. We refer the reader to [8] for a detailed proof.
To find a characterization of the coordinating sensor's policy, we fix the policies of all peripheral sensors and define 
Theorem 6: For any fixed choice of policies of the peripheral sensors, the policy of the coordinating sensor is given as Proof: The proof follows the arguments of Theorem 3 and Theorem 4. See [8] .
VI. CONCLUSIONS
We derived structural properties of optimal policies for two observers in a decentralized detection scenario with a single, terminal communication from observer 1 to the observer 2. It was shown that classical two threshold rules no longer hold for observer 1 because of the signaling aspect of its final decision to observer 2. However, a finite parametric characterization of optimal policies is still possible and is described by at most 4 thresholds. A characterization of observer 2's optimal policy was obtained as well. We extended our results to a more realistic problem with multiple sensors. In the problem we considered, there is only one message sent by O1 to O2. It is possible to extend the scope of communication between agents while still satisfying energy and data rate constraints. More general problems of this kind, for example decentralized optimal stopping problems with a general communication alphabet, remain to be explored. 
Thus, we have that
where T k is defined by (27). In Theorem 1, we defined the following value function at time T
Consider the first term in (28). A fixed policy Γ 2 of O2 induces a stopping time function S 
Using these functions in first term of (28), we get
where we substituted Z 
Consider first the term for h = 0 in (31). Because of the conditional independence of the observations at the two observers, we can write this term as follows:
where A Γ 2 T 1 is the factor multiplying π in (32). Note that this factor depends only on the choice of O2's policy. Similar arguments for the term corresponding to h = 1 in (31) show that it can be expressed as
Equations (33) and (34) imply that first term of (28) is a affine function of π, given as A
(1−π). Similar arguments hold for the second term of (28). Hence, we have that
Also, since V T 1 is minimum of two affine functions, it is a concave function of π. Now consider V k ,
Repeating the arguments used for V T 1 , it can be shown that first two terms in (35) are affine functions of π. These are the functions L 0 k and L 1 k in the statement of Lemma 1 (equation 14). To prove that the third term is concave function of π, first assume that V k+1 is a concave function of π. (This is true when k + 1 = T 1 ). Then, V k+1 can be written as an infimum of affine functions
The last term in (35) can be written as:
where the last equality in (38) follows from (27) and (36). Observe that the expression within the infimum is an affine function of π. Hence, taking the infimum over i gives a concave function of π for each y 1 k+1 . Since the sum of concave functions is concave, we have that the expression in (38) is a concave function of π. We call this function G k (π). Thus, the value function at time k can be expressed as:
Since V k is minimum of a concave and two affine functions, it itself is a concave function. This completes the argument for induction and (39) now holds for all k = (T 1 − 1), ..., 2, 1. 
APPENDIX B PROOF
(although we omit the superscript Γ 1 for ease of notation, it should be understood that these probabilities are defined with a fixed Γ 1 ) Consider the numerator in (40). It can be written as: 
where we used conditional independence of the observations in (41). Under a fixed policy of O1, Z 1 k s are well-defined random variables and hence the second term in (41) is welldefined. Similar expressions can be obtained for terms in the denominator of (40). Thus, we have that π 
We now use the fact thatT k (π, y 
Focusing on one term of the summation in (53) and using (51), we can write it as P (y 
Now expanding the probability multiplying µ i , we get , the term in the infimum in (57) is affine in π. Therefore, the expression in (57) is concave in π. Thus each term in the summation in (53) is concave in π for the given realization of z 1 1:k . Hence, the sum is concave in π as well. This establishes the structure ofṼ k in Lemma 2. To complete the induction argument, we only have to note that sinceṼ k is the minimum of 2 affine and one concave function of π , it is concave in π (for each z 
