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Tvár je dlhodobo jedna z najatrakt́ıvneǰśıch dostupných biometríı človeka pre jej l’ahké a po-
hodlné nasńımanie. Využitie je široké – od bezpečnosti, cez monitorovanie až po zábavný
priemysel. Táto práca predstavuje doménu biometrie tváre a analyzuje 3 extrakčné metódy
charakteristických rysov tváre – PCA, LBP a HOG. Súčast’ou práce je tiež efekt́ıvna im-
plementácia týchto algoritmov spolu s navrhnutým grafickým použ́ıvatel’ským rozhrańım
využitým na experimentovanie s touto implementáciou a na vyhodnotenie jej úspešnosti na
sade sńımok zachytávajúcich osoby v rôznych podmienkach.
Abstract
The face has been one of the most attractive available human biometries for a long time due
to it’s easy and convenient way to obtain it. Possibilities of it’s utilization are broad – from
security, through monitoring up to enternainment industry. This work presents the domain
of face biometry and analyses 3 extraction methods of facial features – PCA, LBP and
HOG. A part of this work is also an efficient implementation of these algorithms including
GUI designed to experiment with this implementation and to evaluate its performance on
a set of images capturing people in various conditions.
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4.4.3 Počet bodov a polomer LBP operátora . . . . . . . . . . . . . . . . . 36
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Tvár je ideálna biometrika vo viacerých aspektoch – na rozdiel od iných biometŕık zhotove-
nie jej sńımky nevyžaduje nadbytočnú aktivitu zo strany použ́ıvatel’a, je ju v dnešnej dobe
možné nasńımat’ za pomoci bežných cenovo dostupných technológíı a bez potenciálnych
zdravotných riźık spojených s použ́ıvańım iných rozpoznávaćıch systémov, ako môže byt’
napŕıklad prenos nečistôt pri dotyku kontaktných sńımačov. Jej využitie v oblasti bezpeč-
nosti alebo interakcie s technológiami je preto mimoriadne žiadané. Avšak, analýza sńımok
tváre o štandardne vysokej dimenzionalite prináša určité komplikácie.
Pre l’udské oko a mozog jednoduchá a bežná úloha rozpoznat’ osobu z pohl’adu na fo-
tografiu sa pri snahe o automatizované spracovanie modernými technológiami ukazuje ako
riešenie naozaj netriviálneho problému, ku ktorému hl’adalo pŕıstup v uplynulých niekol’kých
dekádach mnoho odborńıkov a vedeckých t́ımov.
Táto bakalárska práca predstavuje v kapitole 1 doménu biometrie tváre a detailne po-
pisuje prinćıp fungovania a vlastnosti troch extrakčných metód charakteristických rysov
tváre – analýza hlavných komponent, lokálne binárne vzory a histogramy orientovaných
gradientov. Ďalej sú v tejto kapitole poṕısané metriky použ́ıvané na vyhodnocovanie roz-
poznávaćıch systémov.
Predmetom kapitoly 2 je návrh realizácie jednotlivých extrakčných metód. Okrem uve-
dených ich vývojových diagramov a návrhu spôsobu porovnávania vektorov charakteris-
tických rysov je jej súčast’ou tiež analýza vybraných podúloh, ktorým je pri implementácii
nutné čelit’, a ku každej podúlohe je navrhnuté efekt́ıvne riešenie problému.
Na obsah predchádzajúcej kapitoly nadväzuje kapitola 3, v ktorej je poṕısaná archi-
tektúra implementovanej aplikácie, použité technológie na jej realizáciu a predstavené gra-
fické a konzolové rozhranie.
Kapitola 4 prezentuje experimenty prevedené na troch rôznych zvolených dátových
sadách, ktorých ciel’om bolo odmerat’ úspešnost’ a rýchlost’ rozpoznávania implementácie
z tejto práce na identifikačných a verifikačných úlohách a bližšie skúmat’ závislost’ úspešnosti
identifikácie na použitej konfigurácii jednotlivých metód. Na jej záver je zhodnotené riešenie
zrealizované v rámci tejto práce a sú tu tiež navrhnuté možnosti d’aľsieho napredovania
v oblasti výskumu metód zameraných na extrakciu charakteristických rysov tváre.




Rozpoznávanie tváre je úloha výpočtového systému, ktorej ciel’om je po zanalyzovańı pred-
loženej digitálnej sńımky tváre určit’, či je na nej osoba, ktorá sa očakáva, pŕıpadne o akú
osobu z databázy ide. Na vykonanie tejto pre l’udský mozog triviálnej úlohy sa muśı
v pŕıpade vyhodnocovania technológiou vykonat’ značné množstvo výpočtov vo fázach od
pŕıpravy sńımky do vhodného formátu v rámci fázy predspracovania, cez extrakciu výz-
načných čŕt tváre, ktoré umožnia danú osobu spol’ahlivo odĺı̌sit’ od iných osôb, až po po-
rovnávanie reprezentácie týchto vyextrahovaných čŕt so záznamami uloženými v databáze.
Obsahom tejto kapitoly je uvedenie do problematiky rozpoznávania tváŕı. Na začiatku
je predstavená základná terminológia z domény biometrie a dôvody, ktoré motivujú výskum
v tejto oblasti. Ďalej je predstavená tvár ako jeden z významných biometrických reprezen-
tantov a úlohy z každodenného života, pri ktorých je bežne uplatňované rozpoznávanie
tváre.
Druhá čast’ tejto kapitoly je venovaná popisu štandardného procesu rozpoznávania
l’udskej tváre a konkrétne kroku extrakcie charakteristických rysov, ktorý je predmetom
tejto bakalárskej práce. Následne sú podrobne predstavené tri významné metódy slúžiace
na extrakciu charakteristických rysov.
Na záver kapitoly sú uvedené metriky užitočné pri vyhodnocovańı úspešnosti imple-
mentácíı rôznych pŕıstupov k problematike rozpoznávania tváŕı.
1.1 Základná terminológia
Charakteristický rys alebo pŕıznak je meratel’ná vlastnost’ pozorovaného objektu. Množina
takýchto pŕıznakov je potom označovaná ako vektor charakteristických rysov a je využ́ıvaný
na popis pozorovaných objektov [13].
Biometrika je fyzická alebo psychologická črta, ktorá môže byt’ odmeraná, zaznamenaná
a kvantifikovaná, a je možné ju využit’ na vytvorenie biometrického záznamu. Takýto záznam
potom umožňuje s istou mierou pravdepodobnosti určit’, či osoba zaznamenaná v budúcnosti
je tá istá, ktorej patŕı pôvodný záznam [26].
Technológie založené na biometrii zahŕňajú rozpoznávanie založené na fyziologických
alebo behaviorálnych črtách. Pŕıkladom prvej kategórie sú otlačky prstov, tvar prstov alebo
ruky, rozloženie ž́ıl v ruke alebo oku, alebo štruktúra dúhovky či sietnice. Reprezentantmi
druhej kategórie je zasa chôdza alebo podpis osoby.
Na rozdiel od rôznych hesiel, kl’́učov alebo čipov, ktoré sú v dnešnej dobe bežne využ́ıvané
na zabezpečenie informácíı alebo overenie identity a môžu byt’ relat́ıvne l’ahko ukradnuté,
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skoṕırované alebo sú nepraktické na zapamätanie, má biometrický záznam niekol’ko výhod.
Daná osoba ho nemôže zabudnút’ ani stratit’, a ak je vhodne zvolený je unikátny, stály
a nepodvrhnutel’ný [16].
1.2 Biometria tváre
Ako je uvedené v [16], tvár je z hl’adiska dôvodov poṕısaných v sekcii 1.1 ideálna biometrika
vo viacerých aspektoch – na rozdiel od iných biometŕık jej nasńımanie nevyžaduje nad-
bytočnú aktivitu zo strany použ́ıvatel’a (v porovnańı s napŕıklad sńımańım otlačku prsta),
čo je výhodné najmä pri bezpečnostných a monitorovaćıch účeloch. Nasńımanie tváre je
v dnešnej dobe možné za pomoci bežných cenovo dostupných kamier alebo fotoaparátov, na
rozdiel od špeciálnych technológíı na sńımanie, napŕıklad, sietnice oka. A ked’že zaznamena-
nie sńımky tváre je bezkontaktné, nehroźı napŕıklad prenos nečistôt od iných použ́ıvatel’ov
sńımacieho zariadenia a s tým spojené zdravotné riziká.
Existujú 2 základné úlohy, na ktoré je rozpoznávanie tváŕı použ́ıvané:
∙ verifikácia (1:1) – k dispoźıcii je nasńımaná tvár neznámej osoby a predložená
identita; systém overuje, či zachytená osoba je tou, za ktorú sa vydáva,
∙ identifikácia (1:N) – nasńımaná tvár osoby je porovnaná s mnohými identitami
v databáze s ciel’om určit’ osobu, ktorej táto tvár patŕı.
Táto funkcionalita nachádza uplatnenie v mnohých oblastiach, medzi ktoré patŕı najmä
bezpečnost’ (kontrola vstupov do budov, let́ısk, použ́ıvanie bankomatov), monitorovanie
(bezpečnostné kamery upozornia na pŕıtomnost’ hl’adaných zločincov, kontrola bdelosti
vodiča v aute), kontrola identity občanov a vyhl’adávanie podozrivých v policajných da-
tabázach. Najnovšie je rozpoznávanie tváŕı tiež populárne v zábavnom priemysle, či už
ako súčast’ herných systémov (napr. konzola Xbox One umožňuje sńımat’ tvár pomocou
zariadenia Kinect a projektovat’ výrazy tváre v siet’ových hrách [20]), robotov schopných
komunikovat’ s l’ud’mi, alebo u sociálnych siet́ı umožňujúcich identifikovat’ známe osoby
v nahraných fotografiách [38].
1.3 Proces rozpoznávania tváre
Pri rozpoznávańı l’ubovol’ného objektu v oblasti spracovania obrazu sa vo väčšine pŕıstupov
opakujú vel’mi podobné kroky, ktoré je vždy potrebné vykonat’. Podl’a zjednodušenej schémy
prevzatej z [10] a uvedenej na obrázku 1.1 má všeobecný systém určený na rozpoznávanie
tváŕı niekol’ko čast́ı:
∙ vstupný obrázok – vstupná fotografia alebo sńımka z videozáznamu určená na
rozpoznávanie,
∙ predspracovanie – upravenie vstupného obrázka do požadovaného formátu pre ex-
trakčné metódy,
∙ extrakcia charakteristických rysov – identifikácia a extrakcia pŕıznakov s naj-
väčšou informačnou hodnotou do vektora pŕıznakov,
∙ databáza tváŕı – obsahuje uložené vektory pŕıznakov známych tváŕı,
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∙ klasifikácia – porovnáva vyextrahovaný vektor pŕıznakov z rozpoznávanej tváre
s pŕıznakmi uloženými v databáze tváŕı a
∙ výstup – je výstupom klasifikácie informujúcim o tom, či ide o neznámu tvár alebo








Obr. 1.1: Základné kroky všeobecného systému na rozpoznávanie tváŕı.
Vstupný obrázok je možné vyhotovit’ za použitia fotoaparátu alebo videokamery, pričom
v druhom pŕıpade je potrebné identifikovat’ sńımok obsahujúci tvár na rozpoznávanie.
V štúdii [39] publikovanej v roku 1969 bolo zistené, že l’udia majú ovel’a väčš́ı problém
s rozpoznávańım prevrátených tváŕı ako s rozpoznávańım akýchkol’vek iných prevrátených
objektov. Rovnako aj metódy určené na rozpoznávanie tváŕı fungujú najefekt́ıvneǰsie ak
sú im predkladané sńımky tváŕı v normalizovanom tvare. Medzi základné operácie kroku
predspracovania preto patŕı detekcia tváre, orezanie a natočenie vstupného obrázka do
normalizovaného tvaru. Ďalej je to často úprava vel’kosti slúžiaca prevažne na zrýchlenie
spracovania a zńıženie pamät’ovej náročnosti analýzy, normalizácia jasu, odstránenie šumu,
prevedenie do odtieňov šedej farby a iné.
Predspracovaná sńımka tváre slúži ako vstup do kroku extrakcie charakteristických
pŕıznakov, ktorý vytvoŕı vektor pŕıznakov špecifický pre použitú metódu. V pŕıpade vyt-
várania databázy známych tváŕı počas extrakcie charakteristických rysov je následne tento
identifikátor tváre uložený do databázy s informáciou, ktorej osobe daná tvár patŕı. Ak už
prebieha fáza rozpoznávania, je vektor pŕıznakov určený na klasifikáciu.
V kroku klasifikácie je vektor pŕıznakov rozpoznávanej tváre porovnaný so záznamami
v databáze tváŕı a hl’adá sa záznam tváre, ktorý je čo najpodobneǰśı rozpoznávanej tvári.
V pŕıpade, že je takýto záznam identifikovaný, ide o známu tvár konkrétnej osoby z da-
tabázy, v opačnom pŕıpade ide o neznámu tvár. Táto informácia je výstupom jadra roz-
poznávacieho systému, na základe ktorej sa môže systém využ́ıvajúci toto rozpoznávanie
rozhodnút’, či podl’a jeho účelu použ́ıvatel’ovi napŕıklad povoĺı alebo zamietne vstup, zobraźı
údaje o osobe, požiada o d’aľśı sńımok tváre a podobne.
1.4 Metódy extrakcie charakteristických rysov
Jedna z većı, ktorá rozpoznávanie aj známej tváre mimoriadne komplikuje, je to, že sńımka
tváre pri rozpoznávańı nikdy nie je rovnaká ako sńımka tváre, z ktorej boli extrahované
charakteristické rysy osoby pridávanej do databázy.
Väčšina metód má vysokú úspešnost’ rozpoznávania, ak sú sńımky zachytené v kontro-
lovaných podmienkach. Avšak, v pŕıpade, že nastane zmena osvetlenia, pózy alebo výrazu
tváre sńımanej osoby, schopnost’ rozpoznávania mnohých metód výrazne klesá. Medzi d’aľsie
komplikácie tiež patŕı starnutie, kozmetické ĺıčenie, módne doplnky ako sú napr. okuliare,
alebo premenlivé ochlpenie tváre.
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Ideálna metóda pracuje s takými vyextrahovanými rysmi tváre, ktoré sú odolné voči
všetkým vyššie spomı́naným problémom. Pŕıkladom aparátu s nadštandardnými rozlǐsova-
ćımi schopnost’ami s ohl’adom na tieto komplikácie je l’udský zrak a vńımanie [1].
Jedna z možných klasifikácíı rozdel’uje metódy na extrakciu charakteristických rysov do
3 základných kategóríı, a to podl’a toho, aké typy pŕıznakov využ́ıvajú [31]:
1. holistické – na rozpoznávanie je ako vstup využ́ıvaná tvár ako celok,
2. lokálne – na rozpoznávanie sú využ́ıvané lokálne pŕıznaky v rôznych oblastiach tváre,
3. hybridné – využ́ıvajú kombináciu globálnych a lokálnych pŕıznakov na docielenie
úspešneǰsieho rozpoznávania.
Ako už bolo uvedené v predchádzajúcom rozdeleńı, holistické metódy sú význačné
tým, že na rozdiel od ostatných metód tvár nesegmentujú na menšie časti, ale považujú
ju celú za vstup do svojich algoritmov. Sńımka tváre je štandardne transformovaná spo-
jeńım šedých hodnôt všetkých pixelov na jediný viacrozmerný vektor, čo umožńı zacho-
vat’ celostné informácie o rozložeńı a textúre zachytenej tváre na rozdiel od lokálnych
metód. V súvislosti s týmto pŕıstupom však vzniká problém uchovávania potenciálne re-
dundantných dát a spracovávania vektorov o vysokej dimenzionalite, čo môže navyšovat’
požiadavky na pamät’ový a výpočtový výkon systémov. Medzi významných predstavitel’ov
tejto kategórie patŕı analýza hlavných komponent poṕısaná d’alej v podsekcii 1.4.1 a analýza
lineárnych diskriminantov (známa aj pod pojmom Fisherove tváre) [11].
Pŕıstupy z kategórie lokálnych metód využ́ıvajú namiesto jedného vstupu pozostávajú-
ceho z celej tváre len jej vhodne vybrané časti. Vd’aka tomu je zredukovaný základný
problém holistických metód týkajúci sa vysokej dimenzionality. Prinášajú väčšie možnosti
rozpoznávania ak je na sńımke zachytená len čast’ tváre a v pŕıpade zvolených dostatočne
rôznorodých rysov napomáhajú lepšej segmentácii priestoru, s ktorým pracuje klasifikátor.
Pre ich úspešné fungovanie je však mimoriadne dôležité zakomponovanie informácie o vzt’a-
hoch spracovaných čast́ı k tvári ako celku. V tejto práci sú poṕısaný dvaja predstavitelia
tejto kategórie – metóda lokálnych binárnych vzorov v podsekcii 1.4.2 a histogramov orien-
tovaných gradientov v podsekcii 1.4.3.
Hybridné metódy využ́ıvajú kombináciu globálnych (holistických) a lokálnych rysov,
pričom dôležitý je najmä správny výber spôsobu nakombinovania týchto pŕıznakov. Spolie-
hajú sa na myšlienku, že tieto dve rozličné typy vlastnost́ı sú nositel’mi komplementárnych
informácíı pre klasifikátor. Zástupcov tejto kategórie je v súčasnosti najmenej a patŕı medzi
ne napŕıklad metóda lokálnych pravdepodobnostných podpriestorov [18]. Avšak, z určitého
hl’adiska je za hybridné metódy (resp. ich špecifickú podmnožinu) možné považovat’ aj
lokálne metódy pre ich zakomponovávanie globálnej informácie medzi lokálne deskriptory.
1.4.1 Analýza hlavných komponent
V roku 1987 bola v [29] po prvýkrát publikovaná myšlienka reprezentovat’ l’udskú tvár
s využit́ım analýzy hlavných komponent, a neskôr v roku 1991 bola aplikovaná na de-
tekciu a rozpoznávanie tváŕı [32]. Išlo o jednu z prvých fungujúcich technológíı v oblasti
rozpoznávania, ktorá slúžila ako východisko pre mnoho komerčných riešeńı na automatizo-
vané rozpoznávanie l’udských tváŕı a dodnes je považovaná za metódu určujúcu minimálnu
očakávanú úspešnost’ fungovania systémov v tejto problematike [17].
Analýza hlavných komponent, po anglicky označovaná ako Principal Component
Analysis (PCA), je holistická metóda z oblasti štatistiky, ktorá aplikuje prinćıpy z teórie vek-
torov na zredukovanie vysokodimenzionálneho vstupu pri zachovávańı väčšiny informačnej
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hodnoty. Na extrakciu relevantných informácíı z tváre využ́ıva zachytenie štatistických
odchýlok medzi sńımkami porovnávaných tváŕı. Pretože táto technika pracuje tvárami re-
prezentovanými vektormi o ńızkej dimenzionalite, rieši sa tiež základný problém na pamät’o-
vú a výpočtovú náročnost’ spomı́naný v súvislosti holistickými metódami v sekcii 1.4. Medzi
jej silné stránky patria scenáre, ked’ je dostupný malý počet trénovaćıch sńımkov niektorej
z osôb, alebo v pŕıpade, že sú trénovacie dáta nerovnomerne rozložené v podpriestore osoby,
ktorú reprezentujú [19].
Proces rozpoznávania sa v tejto metóde skladá z dvoch fáz – inicializácie a rozpoznávania
[32].
Inicializácia metódy
Fáza inicializácie sa skladá z 3 krokov:
1. Źıskanie počiatočnej množiny tváŕı (tzv. trénovacia množina).
2. Výpočet vlastných tváŕı (vid’ obr. 1.2) z trénovacej množiny definujúcich priestor
tváŕı, pričom je ponechaných len 𝑀 vlastných tváŕı podl’a najvyšš́ıch vlastných č́ısel.
Pri objaveńı nových tváŕı sú tieto hodnoty aktualizované.
3. Výpočet váh pôvodnej tváre vzhl’adom k jednotlivým vlastným tváram vo vzniknu-
tom 𝑀 -dimenzionálnom priestore projekciou pôvodnej tváre na tento tzv. priestor
vlastných tváŕı.
Obr. 1.2: Ukážka dekompoźıcie fotografie tváre na množinu tzv. vlastných tváŕı [14].
Nech Γ1, Γ2 .. Γ𝑀 je trénovacia množina sńımok tváŕı, pričom tvár Γ𝑚 ∈ 𝑁2, kde
𝑁 je š́ırka, resp. výška obrázka. Každý z týchto obrázkov potom predstavuje bod v 𝑁2-
dimenzionálnom priestore tváŕı. Priemernú tvár Ψ v trénovacej množine je možné vypoč́ıtat’
podl’a nasledujúceho vzorca 1.1 a každá tvár Γ𝑖 v tejto množine sa od priemernej tváre ĺı̌si








Φ𝑖 = Γ𝑖 − Ψ (1.2)
Využit́ım analýzy hlavných komponent (tiež nazývanej aj Karhunen-Loeveová trans-
formácia) je potom možné nájst’ vektory, ktoré najviac prispievajú k variácii jednotlivých
tváŕı v celkovom priestore tváŕı – vlastné vektory (resp. vlastné tváre ked’že po zvizualizo-
vańı pripomı́najú l’udské tváre). Tieto vektory 𝑢𝑘, kde |𝑢𝑘| = 𝑁2, sú anglicky označované ako
eigenvectors (resp. eigenfaces). Ide o ortonormálne vektory, ktoré vzniknú lineárnou kom-
bináciou tváŕı Γ1 .. Γ𝑀 a sú vlastnými vektormi kovariančnej matice 𝐶 korešpondujúcich
s obrázkami pôvodných tváŕı. Kovariančná matica 𝐶 značiaca závislost’ medzi jednotlivými
prvkami Φ𝑛 vektora 𝐴 normalizovaných tváŕı, kde 𝐴 = [Φ1,Φ2..Φ𝑀 ], je zadefinovaná podl’a
rovnice 1.3, pričom 𝑋𝑇 označuje transponovaný vektor 𝑋.








Bohužial’má táto matica 𝑁2×𝑁2 prvkov, a preto nie je výpočtovo prijatel’né zist’ovat’ 𝑁2
vlastných vektorov a vlastných hodnôt. Avšak, ked’že pre potreby tejto metódy je užitočných
vlastných vektorov len 𝑀 , čo je mnohonásobne nižš́ı počet ako vel’kost’ priestoru tváŕı,
môžeme riešit’ namiesto pôvodnej matice maticu 𝐿 = 𝐴𝑇𝐴 len o rozmeroch 𝑀×𝑀 . Maticu
𝐿 zostav́ıme podl’a rovnice 1.4 a v nej nájdeme 𝑀 vlastných vektorov 𝑣𝑙. Z týchto vlastných








𝑣𝑙𝑘 · Φ𝑘 , kde 𝑙 = 1 .. 𝑀 (1.5)
Vlastné č́ıslo 𝜆𝑘 vlastného vektora 𝑢𝑘 určujúce významnost’, ktorou daná vlastná tvár









Po zoradeńı vlastných tváŕı 𝑢𝑙 podl’a pridružených vlastných č́ısel 𝜆𝑙 môžeme pôvodný
priestor tváŕı zredukovat’ na taký počet dimenzíı, kol’ko tváŕı s najväčš́ım vlastným č́ıslom
si zvoĺıme zachovat’. Tieto budú slúžit’ ako báza 𝑀 ′ pre rozpoznávanie.
Výpočet váh, ktorými vlastné tváre prispievajú k variácii pôvodných tváŕı z trénovacej
množiny, je potom analogický ako výpočet váh pre l’ubovol’nú novopredloženú tvár na roz-
poznávanie a je uvedený v nasledujúcej časti.
Rozpoznávanie tváre
Po dokončeńı fáze inicializácie je možné rozpoznat’ predloženú tvár v nasledujúcich 3 kro-
koch:
1. Výpočet množiny váh predloženej tváre vzhl’adom na 𝑀 vlastných tváŕı postupným
projektovańım rozpoznávanej tváre na každú z vlastných tváŕı v priestore tváŕı.
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2. Kontrola, či je predložená sńımka skutočnou tvárou – overenie dostatočnej bĺızkosti
k časti priestoru vlastných tváŕı, v ktorom sa uložené vlastné tváre nachádzajú.
3. Ak ide o tvár, klasifikuj množinu vypoč́ıtaných váh ako množinu patriacu známej
alebo neznámej osobe.
Nech Γ je obrázok predkladaný na rozpoznanie. Na jeho projekciu do priestoru vlastných
tváŕı, a teda na určenie váh 𝜔𝑘, ktorými tieto zložky 𝑢𝑘 prispievajú k variácii predkladanej
tváre vzhl’adom na priemernú tvár Ψ, je možné použit’ vzorec 1.7.
𝜔𝑘 = 𝑢
𝑇
𝑘 (Γ − Ψ) , kde 𝑘 = 1 .. 𝑀 ′ (1.7)
Výsledkom je potom vektor váh Ω𝑇 = [𝜔1, 𝜔2..𝜔𝑀 ′ ], ktorý je možný použit’ na kla-
sifikáciu vzhl’adom na vektory váh tváŕı z trénovacej množiny. Ako potrebnú metriku je
možné využit’ Euklidovskú vzdialenost’ 𝜖2𝑘 uvedenú v 1.8, kde Ω predstavuje vektor váh
rozpoznávanej tváre. Váhový vektor Ω𝑘 vznikne spriemerovańım váhových vektorov tváŕı
trénovacej množiny patriacej do 𝑘-tej triedy, kde každá trieda predstavuje jednu známu
osobu.
𝜖2𝑘 = ||(Ω − Ω𝑘)||2 (1.8)
Ak je pre rozpoznávanú tvár vzdialenost’ od najbližšej triedy menšia ako zvolený prah 𝜃𝜖,
je považovaná za známu tvár a je možné prepoč́ıtat’ váhový vektor tejto triedy, v opačnom
pŕıpade za neznámu.
Je však potrebné zaviest’ ešte metriku 𝜖𝑘 uvedenú na 1.9, ktorá v pŕıpade neznámych
tváŕı dokáže podl’a prahu 𝜃𝜖 o danej rozpoznávanej sńımke aspoň prehlásit’, že ide skutočne
o sńımku tváre. Jej úlohou je určit’ vel’kost’ odchýlky pôvodnej normalizovanej tváre Φ od
jej spätnej projekcie Φ𝑓 vypoč́ıtanej z vektora váh Ω rozpoznávanej sńımky, nachádzajúcom
sa v podpriestoru vlastných tváŕı, do pôvodného priestoru tváŕı.
𝜖𝑘 = ||(Φ − Φ𝑓 )||2 , kde






1.4.2 Lokálne binárne vzory
Metóda lokálnych binárnych vzorov, označovaná skratkou LBP (angl. Local Binary
Patterns), je metóda na extrakciu charakteristických rysov predstavená v roku 1996 v [21]
určená na analýzu textúry. Jednoduchost’ tejto metódy umožňuje vel’mi rýchlu extrak-
ciu pŕıznakov a vd’aka modifikáciám predstaveným v tejto podsekcii si našla uplatnenie
v mnohých d’aľśıch oblastiach analýzy obrazu.
LBP operátor je definovaný ako popisná miera textúry, ktorá je invariantná voči mo-
notónnym transformáciám v odtieňoch šedej farby. Kvôli svojej rozlǐsovacej sile a výpočtovej
nenáročnosti bol tento operátor použitý v mnohých oblastiach vrátane vizuálnej kontroly,
vyhl’adávańı obrázkov, analýze sńımok v biomedićıne, analýze pohybu a d’aľśıch [15].
Využitie LBP na reprezentáciu rysov tváre vychádza z myšlienky, že tvár môže byt’ vi-
dená ako kompoźıcia mikrovzorov (plochy, body, čiary alebo hrany) invariantných voči mo-
notónnym transformáciám v odtieňoch šedej farby, ktoré sú vel’mi dobre oṕısatel’né takýmto
operátorom.
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V oblasti biometrie tváre priniesla táto metóda nadštandardné výsledky pri detekcii
tváre alebo rozpoznávańı emócíı [2]. Pri rozpoznávańı tváŕı je zasa vcelku odolná voči
rôznym svetelným podmienkam, starnutiu subjektov a samotným výrazom tváre [25].
Prinćıp fungovania
Ked’že deskriptor textúry zvykne priemerovat’ nad analyzovanými oblast’ami, na rozdiel
od popisu napr. tkaniny, kde je vhodný holistický pŕıstup, je pri popise tváre dôležité
zachovanie priestorových vzt’ahov medzi informáciami. Preto je zvolený spôsob, pri ktorom
je vstupný obrázok rozdelený na malé oblasti, z ktorých sú nezávisle na sebe źıskané lokálne
deskriptory textúry. Z nich je potom spojeńım vytvorený globálny deskriptor tváre [2].
Takéto deskriptory potom zachytávajú popis tváre na troch úrovniach:
∙ binárne vzory obsahujú informácie o vzoroch na úrovni pixelov,
∙ vzory agregované na malej ploche opisujú lokálnymi deskriptormi jednotlivé oblasti
tváre a
∙ spojené lokálne deskriptory charakterizujú tvár na globálnej úrovni.
Lokálny binárny vzor je definovaný ako zoradená množina binárnych porovnańı intenźıt
pixelov medzi stredovým a susediacimi pixelmi. Práve vd’aka zohl’adňovaniu len znamienok
rozdielov v odtieňoch pixelov sa dosahuje invariancia voči monotónnym transformáciám
v odtieňoch šedej farby.
Úlohou LBP operátora je vypoč́ıtat’ binárny ret’azec reprezentujúci zadaný pixel vzhl’a-
dom na zvolené okolie. Pri analýze tkaniny bolo v [22] využ́ıvané Moorove okolie, avšak
v d’aľśıch štúdiách bolo rozš́ırené na l’ubovol’né kruhové okolie o 𝑃 bodoch vo vzdialenosti
𝑅 od stredového pixelu a takýto operátor nesie označenie 𝐿𝐵𝑃𝑃,𝑅.
Poźıcia 𝑝−teho pixelu v kruhovom okoĺı pixelu 𝑐 sa dá vypoč́ıtat’ podl’a vzorcov 1.10
[25]:











Na každý bod (𝑥𝑖, 𝑦𝑖) obrázka o rozmeroch 𝑀 × 𝑁 , kde 𝑥𝑖 ∈ {𝑅 + 1..𝑁 − 𝑅}, resp.
𝑦𝑖 ∈ {𝑅+ 1..𝑀 −𝑅}, sa dá aplikovat’ operátor 𝐿𝐵𝑃𝑃,𝑅 podl’a vzorca 1.11, pričom 𝑔𝑗 udáva




2𝑃 𝑠(𝑔𝑝 − 𝑔𝑐) , kde
𝑠(𝑣) =
{︃
1, pre 𝑣 ≥ 0
0, pre 𝑣 < 0
(1.11)
Výsledný ret’azec bitov je považovaný za cyklický. Ak takýto vzor obsahuje najviac dva
bitové prechody medzi znakmi 0 a 1, je označovaný ako uniformný. Ukázalo sa, že uniformné
vzory sú nositel’mi ovel’a vyššej informačnej hodnoty ako ostatné typy vzorov a pri operátore
𝐿𝐵𝑃8,2 predstavujú 90% vyskytujúcich sa vzorov.
Použitie uniformných vzorov na popis obrázka tiež prináša dve zásadné výhody:
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1. šetŕı pamät’ – pri uniformnom operátore 𝐿𝐵𝑃 𝑢2𝑃,𝑅, predstavenom d’alej v texte, je
možných len 𝑃 (𝑃 − 1) + 2 vzorov, pričom všetkých možných vzorov pri bežnom
operátore je až 2𝑃 ,





Obr. 1.3: Pŕıklady uniformných lokálnych vzorov detegovaných operátorom 𝐿𝐵𝑃 𝑢2𝑃,𝑅 [25].
Deskriptory lokálnej úrovne sú reprezentované vo forme histogramov. Všetky neuni-
formné vzory sú v histograme zaradené pod spoločným označeńım a pre každý uniformný
vzor je vytvorené samostatné označenie. Počet vzorov s dvoma prechodmi je 𝑃 (𝑃 − 1),
pričom s dvoma homogénnymi vzormi a jedným spoločným označeńım pre neuniformné
vzory čińı celkový počet rôznych možných označeńı histogramu 𝑃 (𝑃 − 1) + 3 [22]. LBP
operátor, ktorý dokáže takto prirad’ovat’ označenia pixelov sa nazýva uniformný a je v texte
značený ako 𝐿𝐵𝑃 𝑢2𝑃,𝑅.
V každej oblasti obrázka je možné agregovat’ výsledky operátora do lokálneho histo-












1, ak 𝐴 je pravda
0, ak 𝐴 je nepravda
(1.12)
Porovnávanie globálnych deskriptorov
Aj ked’ sa pri analýze tkańın pomocou LBP operátora štandardne využ́ıva logaritmická
miera vzdialenosti, podl’a [1] je jej výkonnost’ pri malých oblastiach využ́ıvaných pri analýze
tváre slabá. Ovel’a lepšie výsledky prináša 𝜒2-rozdelenie pravdepodobnosti, ktoré je defino-
vané podl’a vzorca 1.13, kde 𝑆 označuje obrázok určený na rozpoznanie, 𝑀 tvár v databáze,
𝐻 je vektor lokálneho histogramu, 𝐾 počet oblast́ı a 𝑆𝑖,𝑗 (resp. 𝑀𝑖,𝑗) sú počty výskytov
𝑖−teho vzoru v oblasti 𝑗 rozpoznávaného (resp. uloženého) obrázka. Pretože oblasti okolo oč́ı
alebo úst môžu mat’ významneǰsiu popisnú hodnotu ako napr. oblasti čela, 𝑤𝑗 značia váhy












1.4.3 Histogramy orientovaných gradientov
Histogramy orientovaných gradientov, skrátene HOG, je lokálna metóda slúžiaca
na extrakciu charakteristických rysov rozpoznávaného objektu podobná predchádzajúcej
metóde lokálnych binárnych vzorov. Bola predstavená v roku 2005 N. Dalalom a B. Trigg-
som za účelom detekcie chodcov na statických fotografiách [8] a neskôr rozš́ırená aj na
d’aľsie typy objektov. Vlastnosti tejto metódy sú podobné ako u metódy LBP, takže rov-
nako prináša nadštandardné výsledky pri rozpoznávańı tváŕı osôb v rôznych svetelných
podmienkach, pri ich postupnom stárnut́ı, alebo pri premenlivých výrazoch tváre [9].
HOG deskriptor je lokána popisná jednotka orientácíı gradientov v časti obrázku inva-
riantná voči pootočeniu a zmenám v osvetleńı. Jeho funkčnost’ je založená na myšlienke,
že vzhl’ad a tvar časti objektu môže byt’ charakterizovaný smerovańım hrán a intenzitami
gradientov rozloženými v danej oblasti [27].
Ako je uvedené v [34], gradient je vektor, ktorého zložky merajú prudkost’ zmeny in-
tenzity pixelov v dimenzii 𝑥 a 𝑦. Po vypoč́ıtańı gradientov 𝐺𝑥 a 𝐺𝑦 v horizontálnom, resp.
vertikálnom smere, je následne možné z vektora gradientov 𝐺 určit’ pre každý bod obrázka
vel’kost’ |O𝐼| a uhol 𝜃 gradientu v danom bode podl’a vzorcov 1.14 a 1.15:











Podobne ako v pŕıpade lokálnych binárnych vzorov z podsekcie 1.4.2 použ́ıvame aj
v pŕıpade tejto metódy na reprezentáciu deskriptora lokálnej oblasti histogram. V tomto
pŕıpade je histogram 1.16 zložený z |𝐻| košov predstavujúcich intervaly uhlov rovnomerne
rozdeleného rozsahu ⟨−𝜋..𝜋⟩, pričom do každého koša 𝐻𝑖 pre 𝑖 = 0..(|𝐻| − 1) zarad’ujeme
vel’kosti gradientov tých pixelov, ktoré majú uhol v očakávanom rozsahu. Na to, aby bol
histogram invariantný k osvetleniu a kontrastu, je na záver potrebné normalizovat’ vektor








Nakoniec sú histogramy lokálnych oblast́ı spojené do globálneho deskriptora tváre. Celý
proces je zosumarizovaný v obrázku 1.4 [27].
Jedným z možných pŕıstupov na porovnanie podobnosti globálnych deskriptorov roz-
poznávanej tváre a známej tváre z databázy je napŕıklad 𝜒2−rozdelenie pravdepodobnosti
uvedené vo vzorci 1.13 predchádzajúcej podsekcie.
1.5 Metriky vyhodnocovania rozpoznávaćıch systémov
Ako už bolo spomı́nané na začiatku tejto kapitoly, rozpoznávanie tváŕı zahŕňa dve odlǐsné
úlohy, a to verifikáciu a identifikáciu subjektov. Aj ked’ systémy slúžiace na rozpoznávanie
môžu implementovat’ rovnaký algoritmus na extrakciu charakteristických rysov rozpozná-
















Obr. 1.4: Jednotlivé kroky procesu extrakcie charakteristických rysov pomocou metódy
HOG [27].
hodnotám na výstupe je potrebné zadefinovat’ samostatné formy na reprezentáciu úspešnosti
systémov slúžiacich na dané úlohy.
1.5.1 Vyhodnocovanie verifikácie
Vo verifikácii môže systém odpovedat’ jednou z dvoch možnost́ı – áno, ak je systém pre-
svedčený, že predkladaná identita patŕı danej osobe, alebo nie v opačnom pŕıpade. Ked’že
ide o binárnu klasifikáciu, môžeme na zápis výsledkov pozorovania použit’ tzv. kontin-
genčnú tabul’ku znázornenú na obrázku 1.5, v ktorej význam jednotlivých poĺı je nasle-
dovný:
∙ Skutočne pozit́ıvne (angl. True positive, TP) – ak predkladaná identita patŕı osobe
a systém správne odpovedá áno
∙ Skutočne negat́ıvne (angl. True negative, TN) – ak predkladaná identita nepatŕı
osobe a systém správne odpovedá nie
∙ Falošne pozit́ıvne (angl. False positive, FP) – tzv. Chyba I. typu, ak predkladaná
identita nepatŕı osobe a systém nesprávne odpovedá áno
∙ Falošne negat́ıvne (angl. False negat́ıvne, FN) – tzv. Chyba II. typu, ak predkladaná
identita patŕı osobe a systém nesprávne odpovedá nie
Z týchto empiricky źıskaných hodnôt je možné podl’a vzt’ahov 1.18 vypoč́ıtat’ d’aľsie
metriky, z ktorých pre naše experimenty budú pŕınosné nasledujúce:
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Obr. 1.5: Kontingenčná tabul’ka a vzt’ah jej hodnôt k nastaveniu prahu.
∙ Miera skutočne pozit́ıvnych detekcíı (angl. True positive rate, TPR) – označuje
podiel nameraných skutočne pozit́ıvnych odpoved́ı z celkového možného počtu veri-
fikácíı, ktoré mali byt’ označené ako áno
∙ Miera falošne pozit́ıvnych detekcíı (angl. False positive rate, FPR) – označuje
podiel merańı nesprávne označených ako áno spomedzi všetkých možných verifikácíı,
ktoré mali byt’ označené ako nie







𝑝𝑟𝑒𝑠𝑛𝑜𝑠𝑡’ = 𝑇𝑃 + 𝑇𝑁
𝑇𝑃 + 𝐹𝑁 + 𝐹𝑃 + 𝑇𝑁
(1.18)
Źıskavanie odpovede v procese verifikácie je založené na vypoč́ıtańı skóre, ktoré je pra-
hovańım klasifikované do jednej z dvoch možných odpoved́ı. Je zrejmé, že posúvańım prahu
sa menia počty hodnôt nameraných v kontingenčnej tabul’ke. Tieto zmeny je možné zvi-
zualizovat’ pomocou tzv. ROC krivky (angl. Receiver Operating Characteristic), ktorá
zachytáva vzt’ah medzi TPR a FPR pri všetkých pŕıpustných hodnotách prahu. Krivka
presne odpovedajúceho systému potom inklinuje k l’avému hornému rohu priestoru grafu,
takže vyhodnocovanie je možné vykonávat’ na základe obsahu plochy pod grafom (tzv. AUC
– Area Under Curve).
1.5.2 Vyhodnocovanie identifikácie na uzavrenej množine subjektov
V pŕıpade identifikácie, na rozdiel od verifikácie klasifikujeme do l’ubovol’ného počtu tried.
Konkrétne, v pŕıpade systému s trénovacou množinou o počte 𝑁 rôznych osôb je možné
klasifikovat’ bud’ do 𝑁 tried, ak predpokladáme, že na vstupe sa objavia len známe osoby
z trénovacej množiny, alebo do 𝑁 + 1 tried, kde nadbytočná trieda zastrešuje potenciálne
neznáme osoby. Prvý pŕıpad sa označuje aj ako identifikácia na uzavrenej množine
a druhý pŕıpad na otvorenej množine subjektov.
Ako je uvedené v [23], na vyhodnotenie systému identifikujúceho na uzavrenej množine
subjektov je najvhodneǰsie zodpovedanie otázky „Nachádza sa správna odpoved’ medzi 𝑘-
najlepš́ımi porovnaniami?” Na identifikáciu osoby muśı totiž systém porovnat’ vstupnú
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sńımku so všetkými osobami v databáze, pričom vyberie tú najpodobneǰsiu vzhl’adom na
jeho implementáciu.
Ak zorad́ıme všetky osoby 𝑏 ∈ ℬ v databáze podl’a skóre podobnosti od najlepšej zhody
po najhoršiu, na prvej poźıcii 𝑝𝑜𝑠(1) je umiestnená identita osoby uvedenej vo výsledku
identifikácie, po nej na poźıcii 𝑝𝑜𝑠(2) nasleduje druhá najpravdepodobneǰsia identita, atd’.
Identifikačná miera pre stupeň 𝑘 (angl. Identification Rank) je potom možné vypoč́ıtat’
podl’a 1.19 ako podiel počtu správne identifikovaných osôb umiestnených na poźıcii 𝑘 alebo
lepšej vzhl’adom na celkový počet identifikácíı |𝒰|:
𝐼𝑅(𝑘) =
|(𝑏|∀𝑏∈ℬ : 𝑝𝑜𝑠(𝑘) ≤ 𝑘)|
|𝒰|
(1.19)
Zaznačenie identifikačnej miery 𝐼𝑅(𝑘) do grafu vzhl’adom na 𝑘 potom vytvoŕı nekle-
sajúcu kumulat́ıvnu funkciu s názvom CMC krivka (angl. Cumulative Match Characte-





Táto kapitola využ́ıva teoretické poznatky prezentované v predchádzajúcej kapitole s ciel’om
dekomponovania jednotlivých metód na konkrétne postupy, ktoré bude možné použit’ pri
implementácii aplikácie zameranej na experimentovanie s identifikačnými úlohami na uzav-
renej množine osôb. Tento obsah je uvedený v prvých dvoch sekciách 2.1 a 2.2. V druhej
časti 2.3 je analýza problémov, ktoré prináša realizácia jednotlivých krokov, a návrh ich
efekt́ıvnych riešeńı.
2.1 Porovnávanie vektorov charakteristických rysov
Kl’́učovým prvkom v procese rozpoznávania je spôsob porovnania už vyextrahovaných cha-
rakteristických rysov, resp. ich vektorov. Od jeho vhodného výberu záviśı následne v iden-
tifikačnej úlohe schopnost’ vybrat’ najpodobneǰsiu šablónu z databázy alebo v pŕıpade veri-
fikačnej úlohy zasa to, či je verifikovaná sńımka dostatočne podobná zvolenej šablóne.
Naskytá sa teda otázka, akým spôsobom je vhodné vyjadrit’ podobnost’ dvoch vektorov
charakteristických rysov. Pri hl’adańı odpovede sa môžeme inšpirovat’ teóriou metrických
priestorov a za spôsob vyjadrenia podobnosti môžeme považovat’ vzdialenost’ týchto ma-
tematických objektov v nejakom priestore. Len v pŕıpade, že sú dva porovnávané objekty
identické, má ich vzdialenost’ hodnotu rovnú č́ıslu 0 a s narastajúcimi rozdielmi medzi nimi
sa zväčšuje aj hodnota vzdialenosti medzi týmito objektami.
Prinćıp identifikácie je teda zrejmý – na určenie najpodobneǰsej šablóny je potrebné
porovnat’ vyextrahovaný vektor charakteristických rysov rozpoznávanej sńımky s každou
šablónou v databáze a zvolit’ šablónu s najmenšou vzdialenost’ou od vyextrahovaného vek-
tora. V pŕıpade verifikácie je potrebné zasa vypoč́ıtat’ vzdialenost’ vyextrahovaného vektora
k určenej šablóne reprezentujúcej konkrétnu identitu a zistit’, či je táto vzdialenost’ menšia
ako hodnota stanovená nejakým prahom.
V pŕıpade analýzy hlavných komponent je reprezentantom vektora charakteristických
rysov jednorozmerný vektor váh. Je tvorený reálnymi č́ıslami, ktorých počet je závislý na
použitom počte vlastných tváŕı určených na rozpoznávanie. Ako už bolo uvedené v podsek-
cii 1.4.1 predchádzajúcej kapitoly, analýza hlavných komponent pracuje s ideou priestoru
definovaného detegovanými vlastnými tvárami, pričom váhový vektor označuje umiestne-
nie bodu v tomto priestore. Na výpočet vzdialenosti medzi dvoma váhovými vektormi
vlastných tváŕı sa preto ponúka ako najvhodneǰsia Euklidovská metrika, ktorá pomocou
Pytagorovského teorému určuje priamu vzdialenost’ medzi dvoma bodmi v 𝑛−rozmernom
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priestore s ortogonálnou bázou. Výpočet tejto vzdialenosti je vyjadrený vzorcom 2.1, kde




(𝜔𝑖𝑘 − 𝜔𝑗𝑘)2 (2.1)
Pri metódach LBP a HOG je vektor charakteristických rysov reprezentovaný histogra-
mom. Ten už nepredstavuje konkrétny bod v multidimenzionálnom priestore, ale distribúciu
dát, konkrétne vzorov identifikovaných v konkrétnom regióne analyzovaného obrázka. Je
preto vhodné zvolit’ metriku na pravdepodobnostnej báze, akou je napŕıklad vzdialenost’
𝜒2 popisovaná na konci podsekcie 1.4.2 [6] a použ́ıvat’ ju v kombinácii s normalizovanými
histogramami.
2.2 Realizácia extrakčných metód
V tejto sekcii sú zachytené konkrétne kroky potrebné pre realizáciu všetkých 3 metód,
ktoré boli predstavené v predchádzajúcej kapitole, vo forme vývojových diagramov spolu
so stručným slovným popisom. Pre každú metódu je prezentovaná fáza extrakcie charak-
teristických rysov pomocou danej metódy a aj samotný proces rozpoznávania predloženej
sńımky.
2.2.1 Analýza hlavných komponent
Problém rozpoznávania tváŕı metódou analýzy hlavných komponent bol predstavený v pod-
sekcii 1.4.1 predchádzajúcej kapitoly 1. Obe jeho fázy je možné previest’ do postupov jed-
noznačne vyjadrených vývojovými diagramami.
Fáza extrakcie charakteristických rysov, ktorej výsledkom je vytvorenie šablón známych
osôb v databáze, je zobrazená vo vývojovom diagrame na obrázku 2.1. Na vstupe očakáva
𝑀 dvoj́ıc (𝑜𝑠𝑜𝑏𝑎, 𝑡𝑣?́?𝑟), kde 𝑜𝑠𝑜𝑏𝑎 je označenie osoby, ktorej patŕı už predspracovaná sńımka
tváre 𝑡𝑣?́?𝑟. Pre každú osobu môže existovat’ na vstupe l’ubovol’ný počet sńımok tváŕı.
Obr. 2.1: Vývojový diagram algoritmu na vytvorenie šablón v databáze metódou analýzy
hlavných komponent zo vstupnej množiny tváŕı a korešpondujúcich označeńı osôb.
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Každá tvár je zo vstupnej matice transformovaná na jeden st́lpcový vektor Γ𝑘, z ktorých
je následne vypoč́ıtaná priemerná tvár Ψ. Tváre sú d’alej normalizované na Φ𝑘 odpoč́ıtańım
priemernej tváre, spojené do matice Φ, nad ktorou je spoč́ıtaná matica skalárnych súčinov
𝐿. Ked’že vzniknutá matica je symetrická, je možné použit’ napŕıklad Jacobiho iteračnú
metódu na výpočet 𝑀 vlastných vektorov 𝑢𝑖 a vlastných č́ısel 𝜆𝑖. Prvých 𝑅 vlastných
vektorov s najvyšš́ımi vlastnými č́ıslami sa ulož́ı do matice 𝑈 . Následne je pre každú tvár 𝑘
vypoč́ıtaný jej váhový vektor Ω𝑘 a ten je bud’ vložený do databázy ako nový záznam osoby
s označeńım 𝛼𝑘, alebo spriemerovaný s už existujúcim váhovým vektorom danej osoby
v databáze.
Pri rozpoznávańı je potom predložená neznáma sńımka a podl’a algoritmu na vývojovom
diagrame 2.2 sa spôsobom obdobným ako v pŕıpade fázy extrakcie charakteristických ry-
sov vypoč́ıta váhový vektor Ω𝑟 predloženej sńımky s využit́ım už predpoč́ıtaného vektora
vlastných tváŕı 𝑈 . Tento vektor váh je d’alej možné opätovne aplikovat’ na vektory vlastných
tváŕı za účelom źıskania spätnej projekcie tváre Φ𝑝. Ak sa normalizovaná tvár Φ𝑟 ĺı̌si od
jej spätnej projekcie pomocou vlastných tváŕı o viac ako je heuristicky zvolený prah Θ, na
vstupnej sńımke nie je tvár a rozpoznávanie konč́ı. V pŕıpade, že podobnost’ je dostatočná,
hl’adá sa váhový vektor Ω𝑘, ktorý je najbližšie váhovému vektoru rozpoznávanej osoby a po
jeho identifikovańı je na vstupnej sńımke rozpoznaná osoba s označeńım 𝛼𝑘.
Obr. 2.2: Vývojový diagram algoritmu na rozpoznávanie zadanej tváre metódou analýzy
hlavných komponent.
2.2.2 Metódy lokálnych binárnych vzorov a histogramov orientovaných
gradientov
Zvyšné dve metódy predstavené v podsekciách 1.4.2 a 1.4.3 teoretickej kapitole 1 zdiel’ajú
spoločný postup znázornený na obrázku 2.3 na extrakciu charakteristických rysov aj použitie
na rozpoznávanie zadanej tváre. Jediný krok, v ktorom sa odlǐsujú, je spôsob, akým vytvá-
rajú lokálne histogramy zo spracovávanej sńımky, ktoré potom slúžia ako zložky globálneho
histogramu danej sńımky.
Fáza rozpoznávania zač́ına rovnako ako v pŕıpade analýzy hlavných komponent predlo-
žeńım pol’a sńımkov tváŕı a k nim priradeným označeniam osôb. Pre každú sńımku tváre je
vytvorený globálny histogram popisujúci túto sńımku a ten je bud’ vložený do databázy ako
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Obr. 2.3: Vývojové diagramy algoritmov na vytvorenie šablón v databáze pomocou metód
lokálnych binárnych vzorov a histogramov orientovaných gradientov a ich následné použitie
na rozpoznanie zadanej tváre.
nový záznam pod označeńım korešpondujúcej osoby, alebo spriemerovaný s už existujúcim
záznamom v databáze.
Pri aplikácii týchto metód na rozpoznanie predloženej tváre je z tváre vytvorený globálny
histogram 𝐻𝑟, ktorý je porovnávaný s histogramami v databáze a hl’adá sa histogram
𝐻𝑘, ktorý je najbližšie histogramu rozpoznávanej osoby. Označenie osoby 𝛼𝑘, ktorej patŕı
nájdený histogram, je potom identifikovanou osobou 𝑘 na rozpoznávanom sńımku.
Vytvorenie globálneho histogramu je v pŕıpade oboch metód zrealizované spojeńım
lokálnych histogramov 𝐿1..𝑁 postupne źıskaných z 𝑁 regiónov obrázka. Spôsob źıskania
lokálnych histogramov jednotlivými metódami je zosumarizovaný v nadchádzajúcej časti
práce.
Pri metóde lokálnych binárnych vzorov źıskame lokálny histogram daného regiónu v tých-
to 3 krokoch:
1. Vytvoŕıme lokálny histogram 𝐿𝑖 s |𝐿| košmi inicializovanými na hodnotu 0, kde podl’a
1.4.2:
∙ Jeden kôš reprezentuje všetky neuniformné binárne ret’azce,
∙ zvyšných |𝐿| − 1 košov reprezentuje jednotlivé uniformné ret’azce.
2. Pre každý bod (𝑥, 𝑦) regiónu 𝑖:
(a) Źıskame vzor bodu reprezentovaný binárnym ret’azcom postupným porovnávańım
hodnoty intenzity stredového bodu s hodnotami intenźıt v jednotlivých bodoch
kruhového okolia, kde 1 reprezentuje stredovú intenzitu menšiu ako intenzita
suseda a 0 opačný výsledok.
(b) Źıskaný ret’azec považujeme za cyklický a k hodnote zodpovedajúceho košu his-
togramu 𝐿𝑖 pripoč́ıtame 1.
3. Histogram 𝐿𝑖 normalizujeme.
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V pŕıpade histogramov orientovaných gradientov môžeme pre každý región zrealizovat’
źıskavanie lokálneho histogramu v nasledujúcich 3 krokoch:
1. Vytvoŕıme lokálny histogram 𝐿𝑖 s |𝐿| košmi inicializovanými na hodnotu 0, kde každý
kôš reprezentuje rozsah:
(a) 2𝜋/|𝐿| radiánov v pŕıpade zatried’ovania nezmenených hodnôt uhlov,
(b) alebo 𝜋/|𝐿| radiánov v pŕıpade zatried’ovania len absolútnych hodnôt uhlov.
2. Pre každý bod (𝑥, 𝑦) regiónu 𝑖:
(a) Urč́ıme horizontálnu zložku 𝐺𝑥 a vertikálnu zložku 𝐺𝑦 gradientu intenzity 𝐺𝑥𝑦.
(b) Vypoč́ıtame vel’kost’ |O𝐼𝑥,𝑦| a smer Θ𝑥,𝑦 gradientu intenzity 𝐺𝑥,𝑦.
(c) Identifikujeme kôš histogramu 𝐿𝑖, do ktorého patŕı uhol Θ𝑥,𝑦 a k jeho aktuálnej
hodnote pripoč́ıtame hodnotu |O𝐼𝑥,𝑦|.
3. Histogram 𝐿𝑖 normalizujeme.
2.3 Analýza vybraných podúloh
Aj ked’ po dekomponovańı jednotlivých metód do krokov vo vývojových diagramoch môže
realizácia týchto metód pôsobit’ priamočiaro, existuje niekol’ko problémov, ktoré sa objavia
až pri podrobneǰsej analýze. V tejto sekcii sú preto analyzované niektoré podúlohy nevy-
hnutné pre fungovanie týchto metód a sú k nim navrhované čo najefekt́ıvneǰsie riešenia.
2.3.1 Detekcia tváre
Pre úspešné fungovanie jednotlivých metód na rozpoznávanie tváŕı predstavených v pred-
chádzajúcej kapitole 1 je potrebné, aby tváre zaberali na predkladaných obrázkoch čo
najväčšiu plochu a v ideálnom pŕıpade boli zarovnané tak, aby význačné časti tváŕı (oči,
nos, ústa, . . . ) boli umiestnené vždy približne na rovnakých poźıciach.
Jednou z možnost́ı je samozrejme manuálne orezávanie vstupných fotografiı, čo však je
v pŕıpade vel’kého množstva trénovaćıch dát nepraktické a vôbec to neumožňuje nasadenie
takto zrealizovaného systému do ostrej prevádzky.
Existujú rôzne algoritmy na detekciu tváŕı v obraze na základe rozličných pŕıstupov,
ako napŕıklad geometrického či farebného popisu tváre, analýzy pohybu vo videu a mnohé
iné. Ked’že táto problematika nie je predmetom tejto práce, bude pribĺıžený len prinćıp
fungovania pravdepodobne najbežneǰsie použ́ıvanej metódy – Haarovych pŕıznakov.
Haarove pŕıznaky
Metóda predstavená v roku 1997 Paulom Violom a Michaelom Jonesom v [35] využ́ıva masky
tvarom podobným Haarovym vlnkám na natrénovanie viacerých slabých klasifikátorov po-
mocou algoritmu AdaBoost, ktoré sú pri rozpoznávańı zapojené do kaskády.
Prinćıpom fungovania jednotlivých klasifikátorov je analýza obrazu rôznymi typmi Ha-
arovych pŕıznakov, ktoré v analyzovanej časti obrazu vypoč́ıtavajú rozdiel medzi sumami
intenźıt pixelov nachádzajúcich sa v bielej a čiernej oblasti aktuálne aplikovanej masky.
Ukážka pŕıkladov Haarovych pŕıznakov je na obrázku 2.4.
Ako je schematicky znázornené na obrázku 2.5, aktuálne analyzovaná oblast’ obrázku
je najprv vyhodnotená prvým klasifikátorom, ktorý rozhodne či sú splnené kritériá tváre,
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Obr. 2.4: Pŕıklady Haarovych pŕıznakov [35].
následne druhým, atd’. V pŕıpade, že postupne všetky klasifikátory prehlásia, že ide o oblast’
tváre, je táto oblast’ považovaná za oblast’ obsahujúcu tvár. Ak ktorýkol’vek klasifikátor
prehlási, že v oblasti tvár nie je, analýza konč́ı a zač́ına odznova v inej oblasti.
Obr. 2.5: Schematické znázornenie kaskádového vyhodnocovania detekcie tváre v analyzo-
vanej oblasti [35].
2.3.2 Interpolácia intenzity pixelov
Pri aplikácii operátora 𝐿𝐵𝑃𝑃,𝑅 v metóde lokálnych binárnych vzorov je bežné, že koordináty
niektorého z 𝑃 bodov kruhového okolia vo vzdialenosti 𝑅 od stredového bodu budú ukazovat’
na rozhranie viacerých pixelov. Na čo najpresneǰsie zistenie intenzity v takomto bode je
vhodné použit’ interpoláciu medzi intenzitami okolitých pixelov.
Najjednoduchš́ım riešeńım problému interpolácie v dvoch rozmeroch Kartézskej mriežky
je tzv. bilineárna interpolácia [24], ktorá źıskava výslednú intenzitu váženým zložeńım in-
tenźıt susediacich pixelov podl’a vzt’ahov uvedených v 2.2. Funkcia 𝑓(𝑥, 𝑦) označuje intenzitu
v bode (𝑥, 𝑦), funkcia ⌊𝑥⌋ a ⌈𝑥⌉ znač́ı zaokrúhlenie č́ısla 𝑥 na najbližšie celé nižšie, resp.
vyššie č́ıslo:
𝑓(𝑥, 𝑦) = 𝑓1(1 − 𝑡)(1 − 𝑢) + 𝑓2𝑡(1 − 𝑢) + 𝑓3𝑡𝑢 + 𝑓4(1 − 𝑡)𝑢 , kde
𝑓1 = 𝑓(⌊𝑥⌋, ⌊𝑦⌋) , 𝑓2 = 𝑓(⌈𝑥⌉, ⌊𝑦⌋) ,




, 𝑢 = 𝑦 − ⌊𝑦⌋
⌈𝑦⌉ − ⌊𝑦⌋
(2.2)
Na schematickom znázorneńı bilineárnej interpolácie 2.6 sú váhy reprezentované zná-
zornenými plochami.
2.3.3 Efekt́ıvne poč́ıtanie zmien bitových úrovńı
Jedným z d’aľśıch potrebných úkonov v metóde lokálnych binárnych vzorov je tiež klasi-
fikácia cyklických binárnych ret’azcov na uniformné, pŕıp. neuniformné. Ako bolo vysvetlené
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Obr. 2.6: Schematické znázornenie bilineárnej interpolácie [24].
v podsekcii 1.4.2, uniformné ret’azce obsahujú najviac dve zmeny hodnoty v postupnosti bi-
tov. Pri naivnom pŕıstupe je na analýzu ret’azca o d́lžke 𝑁 bitov potrebný presne rovnaký
počet krokov na postupný prechod jeho jednotlivými prvkami.
Po zakomponovańı dvoch binárnych operácíı je tento problém možné zńıžit’ na najviac
𝑁 + 2 krokov. Vzt’ahom 𝑥 ⊕ 𝑅𝑂𝑇 (𝑥), teda aplikáciou nonekvivalencie (binárna operácia
XOR) na pôvodný ret’azec a produkt jeho rotácie o jedno miesto v l’ubovol’nom smere,
dostaneme ret’azec označujúci jednotkovými bitmi miesta prechodov medzi dvomi logickými
úrovňami. Ako je názorne zobrazené na pŕıklade 2.7, počet týchto logických jednotiek teda
udáva hl’adaný počet zmien v postupnosti bitov.
Obr. 2.7: Pŕıklad poč́ıtania zmien bitových úrovńı.
Na rýchle spoč́ıtanie jednotových bitov je následne možné použit’ metódu prezývanú ako
Kernighanová metóda, ktorá bola spopularizovaná v učebnici jazyka C Brianom Kernigha-
nom, avšak prvýkrát publikovaná už o 28 rokov skôr v americkom mesačńıku Communi-
cations of the ACM [37]. Jej prinćıpom je postupné nulovanie jednotlivých bitov zadaného
bitového vektora a poč́ıtanie počtu potrebných iterácíı na jeho úplné vynulovanie. Tento
krátky ale mimoriadne efekt́ıvny algoritmus je uvedený v kóde 2.1.
unsigned long bitvector ; // analyzovany bitovy vektor
int count = 0; // vysledny pocet jednotkovych bitov
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for (; bitvector ; bitvector &= bitvector - 1)
count ++;
Kód 2.1: Algoritmus efekt́ıvneho spoč́ıtania jednotkových bitov v bitovom vektore.
2.3.4 Aproximácia výpočtu gradientov
Ako už jej názov napovedá, metóda histogramov orientovaných gradientov pracuje vo svo-
jom algoritme s orientovanými zmenami intenzity v obraze. Presný výpočet gradientov
možný nie je, pretože funkcia intenzity nie je spojitá, ale je známa iba v určitých bodoch.
Na ich vypoč́ıtanie je preto potrebné predpokladat’, že body v obrázku sú diskretizovanou
realizáciou spojitej funkcie intenzity.
V poč́ıtačovej grafike je bežne použ́ıvaným spôsobom na aproximovanie gradientov in-
tenzity v jednotlivých bodoch sńımky konvolúcia so špeciálne navrhnutým operátorom.
Jedným z najznámeǰśıch je tzv. Sobelov operátor [30], ktorý je realizovaný ako dvojica
mat́ıc o vel’kostiach 3×3 prvkov na aproximáciu horizontálneho gradientu 𝑠𝑥 a vertikálneho
gradientu 𝑠𝑦 ako je uvedené v 2.3. Vzt’ah 2.4 potom označuje operáciu konvolúcie * nie-
ktorého operátora 𝑠 aplikovaného na obrázok 𝐼. Výpočet prebieha pre každý bod obrázku
tak, že po zarovnańı stredového prvku operátora 𝑠 na analyzovaný bod obrázku 𝐼 sa
operácia konvolúcie * poč́ıta ako súčet hodnôt prvkov operátora vynásobených s inten-
tizatmi korešpondujúcich bodov obrázku 𝐼. Chýbajúce intenzity po okrajoch obrázka sú
zvyčajne nahradené hodnotou 0 alebo najbližšie susediacou intenzitou.
Ukážka aplikovania Sobelovho filtra na fotografiu je zachytená na obrázku 2.8.
𝑠𝑥 =
⎡⎣−1 0 1−2 0 2
−1 0 1
⎤⎦ 𝑠𝑦 =
⎡⎣ 1 2 10 0 0
−1 2 −1
⎤⎦ (2.3)
𝐺 = 𝑠 * 𝐼 (2.4)




Na začiatku tejto kapitoly sú v sekcii 3.1 predstavené technológie zvolené na implementáciu
troch metód, ktoré sú predmetom tejto práce, spolu s uvedeńım dôvodov, pre ktoré boli
vybrané. Ďalej nasleduje popis architektúry implementovanej aplikácie a predstavenie fun-
kcíı vytvoreného grafického použ́ıvatel’ského rozhrania, ako aj dodatočne naprogramovanej
konzolovej alternat́ıvy pre potreby vyhodnocovania experimentov.
3.1 Použité technológie
Na implementáciu riešenia som zvolil imperat́ıvny programovaćı jazyk C++ v štandarde
z roku 2011 z dôvodu predchádzajúcich skúsenost́ı s programovańım v tomto jazyku ale
aj z viacerých d’aľśıch dôvodov. Ked’že rýchlost’ implementovaných metód je jedným z vý-
znamných kritéríı pri problematike identifikácie osôb z fotografiı, použitie staticky kompilo-
vaného jazyka považujem za mimoriadne vhodné. Taktiež podpora objektovo orientovaného
paradigma prispieva k prehl’adneǰsiemu kódu implementácie a vd’aka podpore štandardu
C++11, ktorého implementácia je už dostatočne rozš́ırená a stabilná na všetkých hlavných
podporovaných platformách, je možné použ́ıvat’ v niektorých vhodných pŕıpadoch elegant-
neǰsie konštrukcie.
Na organizáciu súborov, prehl’adné sledovanie zmien a zálohovanie práce som využ́ıval
verzovaćı systém Git, ktorý v prostred́ı cloudovej služby BitBucket [3] od spoločnosti At-
lassian poskytoval bezpečnú zálohu počas celého ṕısania textu práce a vývoja aplikácie.
Samotná implementácia tiež využ́ıva 2 knižnice, ktoré sú poṕısané v nasledujúcich pod-
sekciách. Tie boli okrem rýchlej krivky učenia na začatie ich použ́ıvania a univerzálnosti
volené aj s prihliadańım na podporu jazyka C++.
3.1.1 Knižnica OpenCV
OpenCV (skratka pre Open Source Computer Vision) je populárna multiplatformná ot-
vorená knižnica poskytujúca funkcie prevažne zamerané na spracovanie obrazu v reálnom
čase. Je š́ırená pod licenciou BSD umožňujúcou vol’né použitie na akademické aj komerčné
účely. Táto práca využ́ıva verziu 2.4.9 skompilovanú pre 64-bitovú architektúru.
Implementácia realizovaná ako súčast’ tejto práce primárne využ́ıva jeden z elemen-
tárnych objektov, ktoré OpenCV poskytuje, a to univerzálny objekt 𝑁 -rozmerného pol’a
cv::Mat na reprezentáciu matematických vektorov, obrázkových mat́ıc a histogramov, a nad
ńım pracujúce efekt́ıvne implementované matematické operácie.
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3.1.2 Qt framework
Na vytvorenie grafického použ́ıvatel’ského rozhrania bola zvolená multiplatformná knižnica
Qt vo verzii 5.8.0 š́ırená mimo iného aj pod využitou licenciou GNU LGPL verzie 3. Posky-
tuje vel’ké množstvo l’ahko prispôsobitel’ných kompoment a mechanizmov, ktoré sprehl’adnili
a zjednodušili vývoj aplikácie a tiež výrazne urýchlili prototypovanie a experimentovanie
pri jej návrhu. Známym problémom tejto
Samotná aplikácia, ktorá je predmetom tejto práce, bola vyv́ıjaná a ladená v prostred́ı
pridruženej aplikácie Qt Creator.
3.2 Architektúra aplikácie
Od začiatku vývoja bol kladený dôraz na minimalizovanie množstva externých závislost́ı
jadra implementovaného systému – rozpoznávaćıch algoritmov. Preto bola aplikácia dekom-
ponovaná na dva hlavné celky, a to jej použ́ıvatel’ské rozhranie a samotnú implementáciu
algoritmov rozpoznávaćıch metód.
Obr. 3.1: Architektúra implementovanej aplikácie.
Ako je ukázané na obrázku 3.1, algoritmy a d’aľsie pomocné funkcie na prácu s knižnicou
OpenCV boli implementované v samostatne skompilovatel’nom projekte nezávislom na Qt
a umožňujúcom vytvorenie zdiel’aných alebo staticky linkovaných knižńıc. Tento pŕıstup
umožňuje v budúcnosti využitie nami implementovanej knižnice v d’aľśıch projektoch nezávis-
lých nielen na programovacom jazyku, ked’že väčšina jazykov podporuje volania z ex-
terných knižńıc, ale aj na samotnej platforme vd’aka multiplatformnej podpore zabezpečenej
závislost’ou len na projekte OpenCV.
Na realizáciu grafického rozhrania aplikácie a podporu spúšt’ania metód v samostatných
vláknach boli využité funkcie, ktoré poskytuje knižnica Qt.
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3.3 Použ́ıvatel’ské rozhranie implementovanej aplikácie
Na pohodlné experimentovanie s implementovanými algoritmami bolo vytvorené použ́ıvatel’-
ské rozhranie, ktoré umožňuje spúšt’at’ jednotlivé metódy nad l’ubovol’nými sadami obrázkov.
Pri jeho návrhu bol kladený dôraz na univerzálnost’ konfigurovania rozpoznávaćıch metód
a zároveň prehl’adnost’. Aj ked’ nami implementovaná knižnica s metódami ponúka rozš́ırenú
funkcionalitu, vytvorené použ́ıvatel’ské rozhranie bolo navrhnuté na experimentovanie s iden-
tifikačnými úlohami na uzavrenej množine osôb, takže neobsahuje možnost’ nastavenia
práhu pre detekciu neznámej osoby ani funkcionalitu súvisiacu s verifikačnými úlohami.
Výsledok realizácie je zachytený na sńımkach 3.2 a 3.3. Možeme vidiet’, že aplikácia
je členená do dvoch hlavných čast́ı: na l’avej strane je komponenta, ktorá združuje karty
s nastaveniami, a na pravej strane sú panely s výstupmi aplikácie.
Na prvej sńımke 3.2 sú zobrazené možnosti prvej karty s konfiguráciou spoločných na-
staveńı pre rozpoznávanie:
∙ povolenie predspracovania obrázkov pri ich nač́ıtańı a vlastnosti predspracovania:
– orezanie obrázka na detegovanú tvár pomocou Haarovych pŕıznakov s využit́ım
funkcionality knižnice OpenCV,
– povolenie zmeny vel’kosti obrázka na štvorcový tvar o zadanej vel’kosti hrany v pi-
xeloch – bud’ orezańım dlhšieho rozmeru alebo roztiahnut́ım kratšieho rozmeru,
a následne zväčšenie alebo zmenšenie na požadovanú vel’kost’,
∙ výber „trénovacieho priečinka”, z ktorého sńımkov sú vytvorené šablóny do databázy,
a „vyhodnocovacieho priečinka” so sńımkami použitými pri vyhodnocovańı.
Obr. 3.2: Vzhl’ad konfiguračného panelu implementovanej aplikácie a výsledkov roz-
poznávania.
Úplne dole sa nachádza indikátor priebehu nač́ıtavania a tlačidlo spúšt’ajúce, resp.
prerušujúce proces nač́ıtavania obrázkov. Nač́ıtané obrázky sa zobrazia v zodpovedajúcich
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paneloch napravo, kde sú zoskupené podl’a označenia osoby ku ktorej patria. V pŕıpade
vyhodnocovacej množiny obrázkov sú pod každou sńımkou zobrazené tri indikátory vizu-
alizujúce (ne)úspešnost’ identifikácie jednej z troch implementovaných metód (po ukázańı
kurzorom myši zobrazia názov svojej metódy), pričom v pŕıpade neúspešnej identifikácie
zobrazia chybne priradené označenie.
Každá z metód má svoju vlastnú kartu s konfigurovatel’nými parametrami. Na sńımke
3.3 sú zachytené možné nastavenia metódy analýza hlavných komponent. Ked’že metóda na
sńımke už vyextrahovala charakteristické rysy z trénovacej množiny obrázkov, zobrazuje sa
tiež vypoč́ıtaná priemerná tvár a detegované vlastné tváre. Po spusteńı rozpoznávania sú
postupne identifikované všetky sńımky z „vyhodnocovacej množiny” nač́ıtaných obrázkov
a nastavené zodpovedajúce indikátory informujúce o správnom alebo nesprávnom identifi-
kovańı každého obrázka v tejto množine.
Obr. 3.3: Ukážka konfigurácie metódy pripravenej na rozpoznávanie a sumarizácie výsledkov
identifikácie.
Na pravej strane môžeme vidiet’ obsah panelu s nameranými výsledkami, ktorý zobrazuje
štatistiky súvisiace s jednotlivými metódami. Medzi ne patŕı počet obrázkov trénovacej a vy-
hodnocovacej množiny, pri ktorom bola daná metóda spustená, celkový čas fázy pŕıpravy
šablón a rozpoznávania, priemerný čas pripadajúci na spracovanie jednej sńımky a počet
správne a nesprávne identifikovaných sńımok.
Jednou zo zauj́ımavých funkcíı implementovaného rozhrania je možnost’ zobrazit’ vizuálnu
reprezentáciu šablón jednotlivých osôb, ktoré sú uložené v databáze. Ukážka týchto výstupov
je zachytená na obrázku 3.4. V pŕıpade metódy analýza hlavných komponent (označená ako
„Eigenfaces”) je vizualizácia vytvorená projekciou tváre Φ𝑓 zo vzorca 1.9. V pŕıpade metódy
LBP ide o namapovanie normalizovaných hodnôt lokálnych binárnych vzorov do rozsahu 0
až 255, a v pŕıpade HOG je zasa na rovnaký rozsah namapovaný výsledok O𝐼 + 2 * 𝜃, kde
O𝐼 je vel’kost’ gradientu intenzity v bode obrázka a 𝜃 je jeho uhol. Tret́ı menovaný vzt’ah
bol objavený experimentálne a zvolený z dôvodu, že prinášal najatrakt́ıvneǰsie vizuálne
reprezentácie spomedzi všetkých pokusov o zvizualizovanie HOG šablón. Zo sekcie 2.1 dru-
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hej kapitoly však vieme, že sa pri porovnávańı využ́ıvajú pôvodné reprezentácie vektorov
charakteristických rysov, ktorými sú vektory váh a globálne histogramy.
Obr. 3.4: Vizualizácia šablón 5 rôznych osôb vytvorených pomocou implementovaných
metód na extrakciu charakteristických rysov.
3.4 Konzolová aplikácia
Vo fáze návrhu a merania experimentov bola dodatočne naprogramovaná aj konzolová verzia
aplikácie, ktorej účelom je podpora automatizovaného vyhodnocovania experimentov vd’aka
parametrizovatel’nému spúšt’aniu z pŕıkazovej riadky a výstupu nameraných hodnôt v CSV
formáte.
Pre identifikačné úlohy predstavuje výstup s nameranými hodnotami úspešnosti identi-
fikácie pre jednotlivé poźıcie CMC krivky a tiež hodnotu minimálnej, priemernej a ma-
ximálnej vzdialenosti medzi rozpoznávanými sńımkami a šablónami z databázy. Medzi
d’aľsiu funkcionalitu tejto verzie patŕı, na rozdiel od grafického rozhrania, tiež vyhodno-
covanie verifikácie obmedzené na výstup obsahujúci TPR a FPR hodnoty v jednotlivých
úrovniach nastavenia prahu, ktoré je v nasledujúcej kapitole použ́ıvané pre vykreslenie ROC
krivky.




Táto kapitola popisuje experimenty vykonané na nami implementovaných metódach, ktoré
boli prevedené za účelom nielen vyhodnotenia ich úspešnosti pri rozpoznávańı na rôznych
sadách fotografiı, ale aj s ciel’om pochopit’, akým spôsobom ich výsledky ovplyvňuje zmena
použitej konfigurácie. Na začiatku kapitoly sú preto predstavené zvolené dátové sady, nad
ktorými boli jednotlivé experimenty spúšt’ané, a tiež poṕısaná metodika experimentovania.
Ďalej nasleduje prezentovanie výsledkov merańı pomocou CMC a ROC kriviek na iden-
tifikačnej a verifikačnej úlohe, avšak samotné sledovanie závislosti zmeny parametrov na
úspešnosti rozpoznávania bolo vykonané len na identifikačných experimentoch.
V závere kapitoly je analyzovaná rýchlost’ a pamät’ová náročnost’ implementácie, stručne
zhodnotené výsledky experimentov a riešenia ako celku spolu s navrhnutými možnost’ami
d’aľsieho napredovania v oblasti, ktorou sa zaoberá táto práca.
4.1 Použité dátové sady
Experimentovanie na uzavrenej množine osôb bolo vykonané na troch rozličných vol’ne do-
stupných dátových sadách, ktoré boli vybrané tak, aby reprezentovali špecifické pozorované
vlastnosti metód.
Ako prvá dátová sada bola vybraná dátová sada vytvorená Markusom Weberom na
Kalifornskom technologickom inštitúte (Caltech) obsahujúca 450 farebných fotografiı pria-
meho pohl’adu do objekt́ıvu približne 27 osôb [36]. Tieto fotografie boli nafotené v bežných
situáciách, čo spôsobilo, že niektoré fotografie obsahujú pŕılǐs tmavé, preexponované alebo
iným spôsobom nevhodné fotografie pre naše experimenty. Taktiež obsahuje výrazné roz-
diely v počtoch sńımok jednej osoby. Preto bola táto dátová sada manuálne prečistená
a vybralo sa z nej 17 subjektov, ktoré obsahovali dostatočný počet sńımok – konkrétne
16. Na normalizáciu boli využité koordináty poźıcie tváre z Matlab súboru priloženého
k dátovej sade, a d’alej boli pri vyhodnocovańı v rámci predspracovania orezané jednotlivé
sńımky na štvorcový tvar a skonvertované do odtieňov šedej farby. Ukážka fotografiı z tejto
dátovej sady je k dispoźıcii na predchádzajúcej vizualizácii 3.4.
Druhou množinou bola ORL databáza tváŕı [4] zachytávajúca 40 rozličných osôb z pro-
stredia Laboratóríı AT&T Univerzity v Cambridgi. Každá osoba je zachytená vždy na 10-
tich čiernobielych fotografiách v nemenných svetelných podmienkach s prevažne rozličným
natočeńım poźıcie hlavy a s občasnou malou variabilitou výrazu tváre. Ukážka fotografiı
tejto dátovej sady je na obrázku 4.1.
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Obr. 4.1: Ukážka sńımok jednej osoby z dátovej sady ORL databáza tváŕı [4].
Poslednou vybranou množinou bola Databáza tváŕı Yalovej univerzity [33, 5], ktorá
obsahuje 165 čiernobielych fotografiı 15-tich rôznych osôb. Každá osoba je zachytená na 11-
tich sńımkoch v kontrolovaných variabilných svetelných podmienkach, s rozličnými výrazmi
tváre a čiastočným prekryt́ım tváre okuliarmi. Ako je možné vidiet’ na obrázku 4.2, konkrétne
ide o neutrálny výraz tváre nasvietený priamo, z l’avej a pravej strany a d’alej fotografie za-
chytávajúce žmurkanie, ospalost’, smútok alebo prekvapenie. Táto dátová sada bola norma-
lizovaná použit́ım detekcie tváre implementovanej v našej aplikácii a upravená na štvorcový
tvar orezańım časti čela a brady z fotografie.
Obr. 4.2: Ukážka normalizovaných sńımok jednej osoby z dátovej sady Databáza tváŕı
Yalovej univerzity [33].
4.2 Metodika experimentovania
Na prevedenie experimentov bolo po zvoleńı vhodných dátových sád tiež potrebné vy-
brat’ východzie nastavenia, ktoré boli použ́ıvané a postupne modifikované v jednotlivých
meraniach. Táto sekcia sa preto zaoberá ich vol’bou, popisuje všeobecný proces merania
experimentov a následne aj spôsob ich vyhodnocovania.
4.2.1 Nastavenie východźıch parametrov pri experimentovańı
Hodnoty jednotlivých parametrov pri experimentoch boli zvolené s ciel’om zachovat’ čo
najvyššiu úspešnost’ rozpoznávania avšak s ohl’adom na rýchlost’ vyhodnocovania. Preto
v experimentoch tejto sekcie bolo použité rozĺı̌senie sńımok tváŕı 128 na 128 pixelov. Na-
stavenie parametrov, ktoré neboli predmetom pozorovania daného experimentu, boli zvolené
odhadmi źıskanými v priebehu implementácie a testovania našej aplikácie na hodnoty, ktoré
prinášali subjekt́ıvne najúspešneǰsie výsledky:
∙ analýza hlavných komponent (d’alej označovaná aj ako Eigenfaces):
– maximálny počet použitých vlastných tváŕı: 40,
∙ lokálne binárne vzory (LBP):
– horizontálny počet regiónov: 6,
– vertikálny počet regiónov: 6,
– počet bodov operátora: 6,
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– polomer operátora: 6,
∙ histogramy orientovaných gradientov (HOG):
– horizontálny počet regiónov: 6,
– vertikálny počet regiónov: 6,
– počet košov: 70,
– samostatné koše pre celý podporovaný úhlový rozsah.
Ked’že sa jednalo o rozpoznávanie na uzavrenej množine osôb, nastavenie prahu analýzy
hlavných komponent určujúcej či ide o l’udskú tvár bolo vždy zvolené na maximálnu pŕıpust-
nú hodnotu. Váhy regiónov v metódach LBP a HOG boli vo všetkých experimentoch na-
stavené na hodnotu 1, 0.
4.2.2 Proces experimentovania a vyhodnocovania
Na źıskavanie výsledkov experimentov bola použitá konzolová verzia implementovanej ap-
likácie parametrizovane spúšt’aná prostredńıctvom pripravených shellových skriptov v ja-
zyku Bash. Namerané hodnoty boli následne vyhodnotené pomocou pomocných skriptov
v jazyku Python za použitia knižnice Scikit-learn [28] na vypoč́ıtanie metriky AUC li-
chobežńıkovou metódou a zvizualizované vo forme grafov pomocou nástroja Gnuplot [12].
Každý experiment bol nameraný a vyhodnotený na každej dátovej sade, a to v nie-
kol’kých variantách podl’a dostupného počtu sńımok na jednu osobu. Dostupný počet 𝑁
sńımok danej osoby bol vždy rozdelený na „trénovaciu” množinu obsahujúcu prvých 𝑇 fo-
tografiı, ktorá bola použitá pri extrakcii charakteristických rysov, a zvyšný počet 𝑅 = 𝑁−𝑇
bolo použitých na vyhodnocovanie experimentu. Experimentovanie prebehlo pre dané sady
s nasledujúcimi počtami sńımok v trénovacej množine:
∙ pre 17 osôb dátovej sady „Caltech” s 𝑁 = 16: 𝑇 = [1, 2, 3, 4, 6, 8]
∙ pre 40 osôb dátovej sady „ORL” s 𝑁 = 10: 𝑇 = [1, 2, 3, 4]
∙ pre 15 osôb dátovej sady „YALE” s 𝑁 = 15: 𝑇 = [1, 2, 3, 4, 5]
Mierou úspešnosti identifikácie v identifikačných experimentoch bola zvolená percentu-
álna hodnota pravdepodobnosti, ktorú nadobúda CMC krivka na prvej poźıcii, teda počet
správne označených ident́ıt naš́ım systémom z celkového počtu sńımok danej dátovej sady
použitých na vyhodnocovanie.
Všetky výsledky experimentov sú dostupné na médiu priloženom k tejto práci. Ukážka
grafu vyhodnocujúceho jeden z experimentov je na obrázku 4.3. Výsledok tohoto aj d’aľśıch
experimentov vo všeobecnosti ukazuje o zhruba tretinu až polovicu horšie výsledky, ak
v trénovacej množine je len jedna sńımka osoby, ako v pŕıpade ostatných variánt. V tých
sú výsledky vel’mi podobné a ĺı̌sia sa len na úrovni pár percent, pričom najlepšie výsledky
dosahujú krivky 4-6 sńımok použitých v trénovacej množine.


































Obr. 4.3: Ukážka výsledkov experimentu so sledovańım závislosti počtu regiónov na
úspešnosti identifikácie vykonaná v rôznych variantách vel’kosti trénovacej množiny na
dátovej sade Caltech.
4.3 Vyhodnotenie rozpoznávania pri odhadnutých paramet-
roch
Ako už bolo spomı́nané v podsekcii 4.2.2, v tejto sekcii sú porovnávané výsledky experimen-
tov vykonané na jednotlivých dátových sadách pri použit́ı prvých 4 sńımok každej osoby
na vytvorenie šablón v databáze, ktoré sú využité na rozpoznávanie 12 (Caltech), 6 (ORL)
resp. 11 (YALE) osôb vo fáze vyhodnocovania.
V experimente tejto sekcie je sledovaná výkonnost’ jednotlivých metód pri verifikácii
a rozpoznávańı vo východzej konfigurácii uvedenej v podsekcii 4.2.1.
Grafy na obrázku 4.4 porovnávajú ROC krivky jednotlivých metód, pričom na źıskanie
dát bolo vykonaných 100 merańı s postupne posúvaným prahom verifikácie. Hodnoty AUC
vyšli pre metódy uvedené v porad́ı Eigenfaces, LBP a HOG nasledovné:
∙ Caltech: 0, 912; 0, 964 a 0, 968;
∙ ORL: 0, 980; 0, 954 a 0, 964;
∙ YALE: 0, 895; 0, 965 a 0, 868.
Vid́ıme, že metóda Eigenfaces je najefekt́ıvneǰsia pri dátovej sade ORL a HOG má
najhoršie výsledky na sade YALE. Celkovo najúspešneǰśı priemerný AUC 0, 961 verifikácie
prináša v tejto konfigurácii metóda LBP.
Vyhodnotenie úspešnosti identifikácie jednotlivých metód na rovnakej konfigurácii je
znázornené na grafe 4.5. Výsledky AUC uvedené v rovnakom porad́ı ako v pŕıpade veri-
fikačného experimentu vyšli nasledujúce:
∙ Caltech: 0, 937; 0, 992 a 0, 996;
















































































Obr. 4.4: Porovnanie ROC kriviek jednotlivých implementovaných metód pri verifikácii na
troch rôznych dátových sadách.
∙ YALE: 0, 950; 0, 994 a 0, 945.
Môžeme vidiet’, že z pohl’adu metriky AUC metóda HOG prináša najhoršie výsledky
s priemerným AUC 0, 963 a naopak najlepšie má opät’ metóda LBP s priemerným AUC
0, 986, pred Eigenfaces s výsledkom 0, 975. Avšak pri hodnoteńı podl’a priemernej úspešnosti
identifikácie len na základe hodnoty prvej poźıcie na CMC krivke dosahuje najlepšie výsledky
LBP s hodnotou 90, 242% a najhoršie výsledky dosahuje metóda Eigenfaces s hodnotou
86, 771%.
4.4 Závislost’ konfigurácie jednotlivých metód na úspešnosti
rozpoznávania
Ciel’om experimentov uvedených v tejto sekcii je sledovanie, ako sa vyv́ıja úspešnost’ roz-
poznávania pri zmenách nastavenia konkrétneho parametra v jednotlivých metódach, čo
zároveň ovplyvňuje proces vytvárania vektora charakteristických rysov pri analyzovańı
sńımky. Východzia konfigurácia bola poṕısaná a nameraná v predchádzajúcej sekcii 4.2.1.
Tieto experimenty boli merané na identifikačnej úlohe procesom poṕısaným v podsekcii
































Obr. 4.5: Porovnanie prvých 10 poźıcíı CMC kriviek jednotlivých implementovaných metód
pri identifikácii na uzavrenej množine osôb na troch dátových sadách.
4.4.1 Počet vlastných tváŕı
Ciel’om tohoto experimentu bolo zistit’, ako ovplyvňuje použitý počet vlastných tváŕı úspeš-
nost’ identifikácie subjektov. Pri experimentovańı boli vlastné tváre źıskané vo fáze extrakcie
charakteristických rysov analýzy hlavných komponent, ktorá bola znázornená na obrázku
2.1, postupne limitované od použitia 1 – tej s najvyšš́ım vlastným č́ıslom, až po ich ma-
ximálny dostpný počet, ktorý bol obmedzený počtom sńımkov použitej trénovacej množiny.
Z výsledkov merania zaznačených do grafu na obrázku 4.6 je zrejmé, že na použitých
dátových sadách je dostatočné použ́ıvat’ najviac 40 vlastných tváŕı, a akýkol’vek vyšš́ı počet
použitý pri identifikácii prináša len zanedbatel’né zlepšenie za cenu za cenu dlhšieho výpočtu.
V našom pŕıpade bola priemerná úspešnost’ identifikácie pri použit́ı maximálne 40 vlastných
tváŕı na úrovni 76, 818%, pričom priemerné zlepšenie pri použit́ı maximálneho detegovaného
počtu vlastných tváŕı bolo len o 0, 58%.
4.4.2 Množstvo regiónov u metód LBP a HOG
V d’aľsom experimente bolo pozorované ako v metódach LBP a HOG vplýva spôsob rozde-
lenia spracovávaného obrázka na úspešnost’ identifikácie.
Na grafoch 4.7 vid́ıme, že horizontálne rozdelenie obrázka na dve polovice prináša pri-
bližne rovnako slabé výsledky ako použitie len jedného lokálneho regiónu pokrývajúceho
celý obrázok. Na porovnańı regiónov 2× 3 a 3× 2, resp. 1× 2 a 2× 1 je zasa možné vidiet’,
že dobrá úspešnost’ identifikácie viac záviśı na vertikálnom deleńı obrázka.
Avšak závislost’ na vertikálnom deleńı nemaximalizuje možnú dosiahnutel’nú úspešnost’.
Pri porovnańı hodnôt rozdelenia 1× 2 a 2× 2 alebo 1× 3, 2× 3 a 3× 3 alebo 2× 4 a 4× 4
môžeme vidiet’, že pre rozdelenie 𝑤×ℎ má priemerná úspešnost’ stúpajúci trend pre 𝑤 ≤ ℎ,
































Obr. 4.6: Závislost’ použitého počtu vlastných tváŕı vzhl’adom na úspešnost’ identifikácie
analýzou hlavných komponent na uzavrenej množine osôb troch rôznych dátových sád.
Výrazneǰsie stúpajúca tendencia úspešnosti identifikáie plat́ı približne do rozdelenia
regiónov na 5 × 5 v pŕıpade HOG, resp. 6 × 6 pre LBP, za hranicou 8 × 8, resp. 10 × 10
prichádza naopak už ku klesaniu.
4.4.3 Počet bodov a polomer LBP operátora
Pri nezávislom skúmańı vplyvu vel’kosti a polomeru LBP operátora, ktorý sa využ́ıva na
vytváranie deskriptorov pixelov analyzovaného obrázka v rovnomennej metóde, na úspeš-
nost’ identifikácie sme namerali hodnoty zaznačené v grafoch na obrázku 4.8.
S počtom bodov operátora vzrastá počet košov lokálnych histogramov tejto metódy.
Z prvého grafu je zrejmé, že výrazné zlepšenie nastáva, ak je počet použitých bodov
aspoň 3. V pŕıpade použitia operátora v tvare pravidelného pentagonu dochádza v dvoch
z troch dátových sád k niekol’kopercentnému poklesu, avšak pri pridávańı bodov dochádza
k d’aľsiemu stúpaniu priemernej hodnoty úspešnosti približne až do počtu 10. Celkovo je
zlepšenie priemernej úspešnosti medzi použit́ım 3 a 10 bodov len o 3, 193% z hodnoty
88, 715%, pričom počet výpočtov na źıskanie hodnoty deskriptora jedného pixelu vzras-
tie vyše 3-násobne. Na interpolovanie intenzity jedného bodu je pritom potrebných podl’a
rovńıc bilineárnej interpolácie 2.2 až 25 matematických operácíı.
Aj ked’ vel’kost’ poromeru LBP operátora nemá vplyv na časovú náročnost’ metódy,
môžeme vidiet’, že najlepšie výsledky dosahuje identifikácia na všetkých dátových sadách
pri použit́ı polomeru o vel’kosti 8 pixelov. Pri použit́ı polomeru pod 5 alebo nad 12 pixelov
dochádza k výraznému zhoršeniu úspešnosti identifikácie.
4.4.4 Počet a rozsah košov HOG histogramu
Štvrtý experiment bol zameraný na zistenie, do akej miery vplýva počet a rozsah košov
použitých v metóde HOG na vytvorenie lokálneho histogramu každého regiónu. Experiment
























































Obr. 4.7: Závislost’ počtu regiónov vzhl’adom na úspešnost’ identifikácie metódami LBP






















































Veľkosť polomeru operátora (px)




Obr. 4.8: Závislost’ vel’kosti a polomeru LBP operátora vzhl’adom na úspešnost’ identifikácie
na uzavrenej množine osôb troch rôznych dátových sád.
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polovičný rozsah < 0, 𝜋 >, pričom v druhej variante boli záporné hodnoty invertované
prostredńıtvom funkcie absolútnej hodnoty na kladné.
Vid́ıme, že v oboch pŕıpadoch je na obrázku 4.9 vývoj približne podobný a priemerná
úspešnost’ sa v jednotlivých miestach grafu ĺı̌si približne len o 1% v prospech varianty repre-
zentujúcej celý rozsah < −𝜋, 𝜋 >. Tá je tiež v jej najlepšom mieste 50 košov s priemernou
úspešnost’ou identifikácie 87, 514% lepšia len o 0, 483% v porovnańı s najlepš́ım miestom



























































Obr. 4.9: Závislost’ počtu košov metódy HOG vzhl’adom na úspešnost’ identifikácie na uzav-
renej množine osôb troch rôznych dátových sád.
4.4.5 Rozĺı̌senie analyzovaných sńımok
Posledný experiment zameraný na hl’adanie optimálneho nastavenia parametru sa týkal
vel’kosti sńımky, ktorá vstupuje do analýzy metódou. V rámci predspracovania sa tvár
na sńımke oreže na štvorcový tvar (kvôli možnosti použitia s metódou Eigenfaces, ked’že
zvyšné metódy nevyžadujú takúto podmienku) a zväčš́ı, resp. zmenš́ı, sa na požadovanú
vel’kost’ hrany. Na obrázku 4.10 sú zaznačené hrany, pre ktoré bola úspešnost’ na jednotlivých
dátových sadách meraná. Najmenšia nameraná hodnota hrany 20 pixelov, je minimálna
pŕıpustná hodnota metódy LBP pri nastaveńı poṕısanom v podsekcii 4.2.1.
Z výsledkov vyplýva, že metódy LBP a HOG závisia na vel’kosti použitej sńımky, pričom
v závislosti od dátovej sady môžeme vidiet’ najlepšie výsledky v oblasti merania 96 až
192 pixelov. Úspešnost’ metód výrazne klesá pri použit́ı rozĺı̌senia 64 pixelov a nižšom,
a v pŕıpade dátovej sady Caltech aj nad 128 pixelov. Pri zvyšných dvoch dátových sadách
k výraznému poklesu do 256 pixelov nedochádza.
Zauj́ımavá je tiež vypozorovaná vlastnost’ metódy analýza hlavných komponent, a tou
je (až na drobné výkyvy) invariantnost’ úspešnosti voči použitému rozĺı̌seniu vstupného
obrázka.
4.5 Vyhodnotenie rozpoznávania pri použit́ı optimálnych hodnôt
parametrov
V poslednom experimente tejto sekcie sme použili sa inšpirovali hodnotami nameranými
v predchádzajúcich podsekciách, ktoré prinášali v jednotlivých metódach najlepšie výsledky.



























Veľkosť hrany obrázka (px)










Obr. 4.10: Závislost’ použitej vel’kosti strany štvorcovej sńımky na úspešnosti identifikácie
jednotlivých metód na uzavrenej množine osôb troch rôznych dátových sád.
∙ v metóde analýza hlavných komponent to znamená použitie maximálneho dostupného
počtu vlastných tváŕı,
∙ v pŕıpade metódy LBP použitie 7 × 7 regiónov, 8 bodov operátora s polomerom 8
pixelov (empiricky bolo zistené, že v kombinácii s ostatnými nastaveniami prináša 8
bodov lepšie výsledky ako 10),
∙ v metóde HOG použitie 8×8 regiónov a 50 košov reprezentujúcich rozsah < −𝜋, 𝜋 >.
Krivky jednotlivých dátových sád v grafoch na obrázkoch 4.4 a 4.5 sme spriemerovali
tak, aby každú metódu reprezentovala jediná krivka vyjadrujúca jej priemernú úspešnost’
vypoč́ıtanú zo všetkých použitých sád. Rovnakým postupom sme vypoč́ıtali krivky pri
použit́ı nových nastaveńı, a tieto krivky sme porovnali.
V grafe na obrázku 4.13 môžeme vidiet’ zmeny v úspešnosti identifikácie vyjadrenej pro-
stredńıctvom CMC kriviek. Na prvý pohl’ad je zrejmé, že vo všetkých troch pŕıpadoch došlo
k zlepšeniu úspešnosti minimálne na prvých troch poźıciach. V pŕıpade metódy analýza
hlavných komponent bolo pôvodné obmedzenie na použitie maximálne 40 vlastných tváŕı
posunuté na dostatočne vysoké č́ıslo, aby mohli byt’ použité všetky, ktoré metóda dete-
govala. Ako už bolo konštatované v podsekcii 4.4.1, zanedbatel’né zlepšenie o 0, 58% na
prvej poźıcii na priemernú úspešnost’ 77, 40%, ku ktorému došlo, nie je vo väčšine aplikácíı
vhodné za cenu niekol’konásobného zvýšenia počtu potrebných výpočtov na jeho dosiahnu-
tie. Zlepšenie metód LBP a HOG je na prvých poźıciach už výrazneǰsie – o 1, 15% na
91, 39% a o 2, 17% na 88, 94%. Aktuálne hodnoty AUC pre tento experiment sú 0, 949,
0, 977 a 0, 977 vymenované postupne pre metódy Eigenfaces, LBP a HOG.
Na obrázku 4.14 sú zasa zaznačené predchádzajuce priemerné a aktuálne ROC krivky.
V pŕıpade metód Eigenfaces a HOG ide o prakticky nepatrné zmeny, pričom v pŕıpade prvej
menovanej metódy prináša zmena konfigurácie horšie výsledky verifikácie ako v pôvodnej
konfigurácii o 0, 003 na 0, 924. Metóda HOG si zmenou konfigurácie polepšila v hodnote
AUC o 0, 008 na 0, 931. Najvýrazneǰsiu zmenu zaznamenala metóda LBP, ktorá pri použit́ı
nových parametrov zvýšila hodnotu oblasti pod ROC krivkou o 0, 0107 na 0, 934.
39
4.6 Analýza vzdialenosti šablón a rozpoznávanej sńımky
Grafy na obrázkoch 4.11 a 4.12 zachytávajú namerané hodnoty vzdialenost́ı rozpoznávanej
tváre od šablón v databáze počas procesu identifikácie. Na grafe sú zaznačené rozpätia,
ktoré sa v priebehu rozpoznávania danej dátovej sady źıskali, pričom je vždy zaznačená
minimálna a maximálna vzdialenost’, ktorá bola v danej dátovej sade pri vyhodnocovańı
nameraná a priemerná vzdialenost’ zo všetkých nameraných vzdialenost́ı. Dátová sada „Nez-
náme” bola zameraná na źıskanie hodnôt pri porovnávańı neznámych tváŕı so šablónami
v databáze. Ako trénovacia množina bola použitá trénovacia množina dátovej sady Caltech,
a ako vyhodnocovacia množina boli použité sńımky vyhodnocovacej množiny dátovej sady
ORL. Jednotlivé zhluky zaznačeńı boli namerané s totožnou konfiguráciou, avšak kvôli
prehl’adnosti boli vykreslené s drobnými horizontálnymi odchýlkami.
Môžeme vidiet’, že merania v oblasti rovnakej konfigurácie vykazujú podobné vlast-
nosti. Najdôležiteǰsou pre identifikáciu je minimálna vzdialenost’, ktorá sa výrazne vychyl’uje
z priemernej nameranej vzdialenosti a umožňuje dostatočne odĺı̌sit’ správnu šablónu v da-
tabáze. Z obrázku tiež vyplýva, že minimálna vzdialenost’ neznámych tváŕı je dostatočné
vzdialená tej pre známe tváre, avšak maximálna vzdialenost’ je typicky na približne rovnakej
úrovni ako v pŕıpade známych tváŕı.
Taktiež si môžeme všimnút’ zauj́ımavú závislost’. V pŕıpade metódy analýza hlavných
komponent sa so vzrastajúcim rozĺı̌seńım analyzovaných sńımok mimoriadne predv́ıdatel’ne
posúva aj rozpätie hodnôt vzdialenost́ı, s ktorými metóda pracuje. Vid́ıme, že s každým
zdvojnásobeńım vel’kosti sńımky sa posunie rozsah o približne pol rádu nahor. To vysvetl’uje
vypozorovanú invariantnost’ voči vel’kosti obrázka poṕısanú v podsekcii 4.4.5. V pŕıpade
zvyšných dvoch metód už takáto pravidelnost’ zrejmá nie je. Môžeme si však všimnút’, že
so vzrastajúcou vel’kost’ou sńımky dochádza k rozostupu medzi minimálnou a maximálnou
hodnotou vzdialenosti nameranej na danej dátovej sade, avšak k predv́ıdatel’nému posunu
rozpätia nedochádza. Je tiež zauj́ımavé, že na rozdiel od Euklidovskej vzdialenosti, ktorá sa
postupne zvyšuje, v pŕıpade 𝜒2-vzdalenosti dochádza so zväčšujúcim sa rozĺı̌seńım sńımky
k zmenšovaniu hodnôt vzdialenost́ı.
4.7 Rýchlost’ a pamät’ové nároky implementácie
Výsledky prezentované v nasledujúcej sekcii boli merané notebooku Asus R○ X555LN s 2-
jadrovým procesorom Intel R○ CoreTM i5 1,6GHz na operačnom systéme Ubuntu 15.04 v kon-
figurácii s vypnutými ladiacimi symbolmi a kontrolami funkcie assert().
Samotné grafické rozhranie aplikácie zaberalo po spusteńı v pamäti RAM 83 MB, 100,3
MB po nač́ıtańı 272 obrázkov dátovej sady Caltech, 101,6 MB pri 400 obrázkoch sady ORL
a 91,9 MB pri 165 obrázkoch sady YALE. To čińı približne 50 kB pamäti na každý nač́ıtaný
obrázok vel’kosti 128× 128 pixelov. Detegovanie 40 vlastných tváŕı a extrakcia charakteris-
tických rysov metódou analýzy hlavných komponent si vyžiadala približne d’aľśıch 10 MB,
extrakcia metódou LBP približne 2,5 MB a extrakcia metódou HOG zhruba 3MB. Tieto
č́ısla sú vyššie ako nutné minimum potrebné pre výpočet z dôvodu alokovania miesta aj pre
komponenty vizualizujúce vlastné tváre a šablóny v databáze.
Rýchlost’ spracovania jednotlivých metód je znázornená v grafoch na obrázku 4.15. Sú
na nej porovnané priemerné časy potrebné na spracovanie jednej sńımky vo fáze extrakcie
a rozpoznávania pre jednotlivé metódy v konfigurácii poṕısanej v podsekcii 4.2.1 pri použit́ı
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Obr. 4.11: Závislost’ vzdialenosti medzi rozpoznávanou sńımkou a šablónou z databázy na
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Obr. 4.12: Závislost’ vzdialenosti medzi roz-
poznávanou sńımkou a šablónou z databázy



























Obr. 4.13: Porovnanie priemernej CMC






























Obr. 4.14: Porovnanie priemernej ROC krivky z experimentu č.1 a experimentu č.8 pre
každú metódu.
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Môžeme vidiet’, že časy spracovania sú naprieč rôznymi rozĺı̌seniami vo svojich po-
merných vel’kostiach približne rovnaké, aj ked’ v pŕıpade väčšieho rozĺı̌senia ide o zhruba
20-násobný nárast času potrebného na spracovanie každej sńımky. Pripomeňme, že dátová
sada Caltech obsahuje spolu 272 sńımok 17-tich osôb, dátová sada ORL 400 sńımok, na
ktorých je 40 rôznych osôb, a dátová sada YALE 165 sńımok s 15-timi osobami, pričom vo
fáze extrakcie boli použité prvé 4 sńımky každej osoby.
Je zrejmé, že suverénne najrýchleǰsie spracovanie vykazuje metóda HOG a za ňou na-
sleduje LBP, ktoré si držia svoju rýchlost’ približne rovnakú na všetkých dátových sadách.
Analýza hlavných komponent je nielen najpomaľsia, ale jej čas spracovania vzhl’adom na














































Obr. 4.15: Porovnanie priemerného času spracovania jednej sńımky pomocou jednotlivých
metód pri použ́ıvańı štvorcových obrázkov o vel’kosti 128 a 512px.
4.8 Vyhodnotenie výsledkov experimentovania
Jednotlivé metódy vykazujú rozdielne kvalitat́ıvne vlastnosti pri rozpoznávańı vzhl’adom
na rozdielne charakteristiky použitých dátových sád ale napŕıklad aj rôznu rýchlost’ vyhod-
nocovania, a preto je t’ažké označit’ niektorú metódu za najlepšiu.
Vo všeobecnosti priniesla najlepšiu priemernú úspešnost’ metóda lokálnych binárnych
vzorov, kde v experimente č. 8 dosiahla úspešnost’ identifikácie 91, 39%, za ktorou nasle-
dovala metóda histogramov orientovaných gradientov s o 2, 45% horš́ım výsledkom a až
o d’aľśıch vyše 10% nižšie sa umiestnila metóda analýzy hlavných komponent. Metóda LBP
tiež dokázala ako jediná identifikovat’ dátovú sadu YALE (ktorej špecifickými komplikáciami
boli zmeny osvetlenia, expresivita alebo prekrytie tváre okuliarmi) vo vhodnej konfigurácii
až so 100%-nou úspešnost’ou. Najväčśı vplyv na úspešnost’ identifikácie metódy LBP aj
HOG má vhodne zvolený počet regiónov, pričom v pŕıpade LBP prináša najoptimálneǰsie
výsledky rozdelenie 7 × 7. Taktiež pŕılǐs nizky či vysoký počet bodov operátora LBP alebo
jeho polomer môže výrazne znižovat’ úspešnost’ vyhodnocovania, a preto je najlepšie použit’
počet bodov približne 8 až 10 o polomere 8 pixelov.
Najmenej úspešná analýza hlavných komponent však oplýva vlastnost’ou, ktorá ju v is-
tých situáciách môže významne zvýhodnit’ – jej úspešnost’ je invariantná voči vel’kosti
použitej sńımky na rozpoznávanie. Takže, na rozdiel od zvyšných dvoch metód, si dokáže
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spol’ahlivo poradit’ aj so vstupom o vel’kosti len 20 × 20 pixelov. Najvýznamneǰśı vplyv
na výsledky tejto metódy má vhodné nastavenie počtu vlastných tváŕı použitých na roz-
poznávanie, pričom aj ked’ väčš́ı použitý počet prináša vyššiu úspešnost’, nad limitom počtu
približne 40 vlastných tváŕı ide o zanedbatel’né zlepšenie.
Metóda HOG je zasa dostatočne obstojný konkurent metódy LBP, pričom jej bezsporne
najväčšou výhodou je jej rýchlost’. Taktiež jej úspešnost’ na dátovej sade ORL simulujúcej
rozličné natočenie hlavy dosahovala ovel’a lepšie výsledky ako v pŕıpade LBP. Okrem na-
stavenia počtu regiónov, ktoré je podl’a výsledkov našich merańı najvhodneǰsie nastavit’ na
rozdelenie 8 × 8, je tiež výhodné použitie nižšieho počtu košov lokálnych histogramov na
úrovni obmedzenej približne na 50.
V oboch metódach LBP aj HOG, v ktorých je región poṕısaný histogramom a globálny
deskriptor sa skladá z týchto lokálnych histogramov, ovplyvňuje použitý počet regiónov
vel’kost’ vektora pŕıznakov, a tým rýchlost’ aj úspešnost’ rozpoznávania. Použit́ım ńızkeho
počtu regiónov sa śıce skráti d́lžka globálneho deskriptora a okrem nižšej spotreby pamäte
sa zvýši aj rýchlost’ rozpoznávania, daň za tieto výhody je však v podobe straty detailneǰsej
informácie o štruktúre tváre na analyzovanom obrázku. Naopak, pri použit́ı pŕılǐs vysokého
množstva regiónov pôsob́ı vel’mi detailná informácia o štruktúre kontraprodukt́ıvne, takže
okrem zvyšovania doby spracovania a spotreby pamäte kvôli extrémne dlhému globálnemu
deskriptoru tiež začne klesat’ úspešnost’ rozpoznávania.
4.9 Zhodnotenie riešenia a možnosti d’aľsieho napredovania
Výsledky experimentov prevedených v tejto kapitole ukázali, že naša implementácia prináša
riešenie, ktoré je po vhodnom nakonfigurovańı možné použit’ v reálnych aplikáciách vyža-
dujúcich rozpoznávanie l’udskej tváre za účelom nielen identifikácie ale aj verifikácie osôb.
Experimentami sme zistili, že každá metóda vykazuje iné vlastnosti, a vd’aka tomu môže
nájst’ svoje špecifické uplatnenie. Taktiež je prijatel’ná aj rýchlost’ rozpoznávania, ktorá
konkrétne v pŕıpade metódy histogramov orientovaných gradientov môže spomedzi všetkých
troch analyzovaných metód najl’ahšie dosahovat’ na obmedzenej množine osôb a vhodnom
zariadeńı vyhodnocovanie v reálnom čase.
Ked’že naša implementácia bola naprogramovaná tak, aby bola skompilovatel’ná ako
zdiel’aná knižnica so závislost’ou len na funkciách multiplatformnej knižnice OpenCV, je
jednoduché využit’ jej funkčnost’ v aplikáciách cielených na poč́ıtače, mobilné zariadenia
alebo napŕıklad aj herné konzoly.
Jedným z možných napredovańı vývoja tejto implementácie je napŕıklad úplne od-
stránenie závislosti na spomı́nanej knižnici OpenCV vlastnou implementáciou základných
vektorových operácíı nad obrázkovými reprezentáciami. V pŕıpade záujmu o napredovanie
vo výskumnom smere sa zasa ponúka pŕıležitost’ analyzovat’ chovanie implementácie a sa-
motných metód aj na dátových sadách otvorenej množiny osôb, teda zahrnút’ vo vyhodno-
covańı aj tváre neznámych osôb. Existuje tiež vel’ké množstvo d’aľśıch metód od využ́ıvania
3-rozmernej reprezentácie tváre na jej rozpoznávanie až po najnovšie poznatky v aplikovańı
konvolučných neurónových siet́ı, ktorých vlastnosti by mohli byt’ podrobneǰsie preskúmané
v rôznych podmienkach použitia.
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Záver
V tejto bakalárskej práci som sa zaoberal popisom, návrhom a implementáciou troch me-
tód zameraných na extrakciu charakteristických rysov tváre v úlohe rozpoznávania osôb
z fotografiı a aplikáciou, ktorá umožňuje jednoduché experimentovanie s možnost’ami kon-
figurácie, ktorú ponúkajú. Na jej vypracovanie sa bolo potrebné oboznámit’ s informáciami
problematiky biometrie tváre a postupne vyriešit’ rôzne problémy, ktoré sa pri návrhu a sa-
motnej realizácii objavili.
Medzi prvé potrebné kroky patrilo źıskanie prehl’adu o aktuálnej situácii v tejto doméne,
jej vývoji a prinćıpoch, na ktorých je založená. Po identifikácii vhodných reprezentan-
tov, ktoŕı sa stali predmetom tejto práce, bolo potrebné dohl’adat’ a naštudovat’ vhodné
publikácie, z ktorých bolo možné pochopit’ fungovanie jednotlivých metód, matematické
základy, na ktorých stoja, a čerpat’ informácie pre vytvorenie uceleného a pre čitatel’a tejto
práce pochopitel’ného prehl’adu ich prinćıpu fungovania.
Následne som sa mohol začat’ zamýšl’at’ nad možnost’ami realizácie jednotlivých metód
a navrhnút’ algoritmy ich fungovania. Pri vytvárańı týchto návrhov sa objavili d’aľsie problé-
my komplikujúce realizáciu, pre ktoré bolo potrebné hl’adat’ riešenia a nakoniec aj navrhnút’
efekt́ıvne spôsoby zakomponovania týchto riešeńı do výsledného produktu.
Výsledkom tejto práce je vlastná implementácia multiplatformnej knižnice obsahujúcej
3 rôzne metódy určené na rozpoznávanie l’udskej tváre a tiež grafické rozhranie umožňujúce
konfigurovanie jednotlivých špecifických parametrov týchto metód a testovanie úspešnosti
identifikácie na uzavrenej množine osôb na zvolených dátových sadách. Dodatočne bolo
naprogramované aj konzolové rozhranie umožňujúce parametrizovatel’né spúšt’anie a vy-
hodnocovanie nielen identifikačných ale aj verifikačných úloh pre účely experimentov.
Na naimplementovaných metódach boli prevedené experimenty, ktorých ciel’om bolo
vyhodnotit’ ich úspešnost’ na identifikačných aj verifikačných úlohách pri rozličných vlast-
nostiach použitých sńımok tváre. Na tento účel boli zvolené tri vol’ne dostupné dátové sady
nafotených sńımok tváŕı, z ktorých sa každá vyznačuje inými charakteristickými znakmi.
V experimentoch bola d’alej meraná rýchlost’ rozpoznávania a pamät’ové nároky našej
implementácie a tiež sledované, ako ovplyvňuje zmena rôznych parametrov jednotlivých
metód úspešnost’ identifikácie na uzavrenej množine osôb. Nakoniec boli nájdené parametre
prinášajúce vo všeobecnosti najlepšie výsledky na nami použ́ıvaných dátových sadách.
Z experimentovania vyplynulo, že najlepšie výsledky identifikácie aj verifikácie vyka-
zuje metóda lokálnych binárnych vzorov, ktorej priemerná úspešnost’ identifikácie dosiahla
až 91, 39%. Ide o metódu prinášajúcu prijatel’ný kompromis medzi úspešnost’ou a rýchlost’ou
rozpoznávania. Metóda histogramov orientovaných gradientov, ktorá sa umiestnila s o 2, 45%
nižšou priemernou úspešnost’ou na druhej poźıcii, je zasa najrýchleǰsou spomedzi všetkých
metód a je najvhodneǰsou na zakomponovanie do aplikácíı vyžadujúcich rozpoznávanie
v reálnom čase. V experimentoch najhoršie obstála jedna z historicky prvých metód určených
na rozpoznávanie tváŕı analýza hlavných komponent s priemernou úspešnost’ou identifikácie
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77, 40%. Aj ked’ je tiež suverénne najpomaľsia pri rozpoznávańı, jej výhodou v porovnańı
s ostatnými metódami je jej nezávislost’ na použitej vel’kosti sńımky tváre, a tak už od
rozmerov 20× 20 pixelov dokázala udržat’ úspešnost’ identifikácie na prakticky nezmenenej
hodnote.
Pri hl’adańı odpovede na najlepšie nastavenie parametrov sme zistili, že metódu lokálnych
binárnych vzorov, rovnako ako aj metódu histogramov orientovaných gradientov, výrazne
ovplyvňuje počet použitých regiónov, z ktorých sú vytvárané lokálne histogramy. Toto na-
stavenie totiž vplýva na d́lžku vyextrahovaného vektora charakteristických rysov, ktorým
je globálny deskriptor zložený z lokálnych histogramov, a tým pádom aj na detailnost’
uchovania informácie o štruktúre tváre. Najlepšie výsledky prinieslo pravidelné rozdelenie
o počte 7 × 7, resp. 8 × 8 regiónov. V pŕıpade prvej menovanej metódy je tiež dôležité
správne nastavenie počtu použitých bodov a polomer LBP operátora, a to na približne 8
až 10 bodov a polomer 8 pixelov. Zvyšujúci sa počet použitých košov v druhej metóde zasa
nepriamo úmerne vplýva na jej úspešnost’ a najlepšie je ich použit’ približne 50. V pŕıpade
analýzy hlavných komponent je jediným, a zároveň parametrom významne ovplyvňujúcim
výsledky, počet vlastných tváŕı použitých na rozpoznávanie, pričom najlepš́ı kompromis
medzi rýchlost’ou a úspešnost’ou prináša obmedzenie tohoto počtu na 40.
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Zoznam pŕıloh
Pŕıloha A: Popis použitia konzolovej aplikácie
Obsah CD
∙ Zdrojové kódy implementácie tejto práce v adresári /src/
∙ Zdrojové kódy experimentov, použité dátové sady a výsledky experimentov v adresári
/experiments/
∙ Táto práca vo formáte PDF v adresári /thesis/
∙ Zdrojové kódy tejto práce vo formáte systému LATEX v adresári /thesis/latex/
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Pŕıloha A: Popis použitia
konzolovej aplikácie
∙ -h , --help – zobrazenie nápovedy
∙ -v , --version – zobrazenie verzie programu
∙ --eigenfaces – použije pri vyhodnocovańı metódu analýzy hlavných komponent
∙ --lbp – použije pri vyhodnocovańı metódu lokálnych binárnych vzorov
∙ --hog – použije pri vyhodnocovańı metódu histogramov orientovaných gradientov
∙ -t <cesta>, --training-directory <cesta> – cesta k priečinku s „trénovacou”
množinou sńımok
∙ -e <cesta>, --evaluation-directory <cesta> – cesta k priečinku s „vyhodnoco-
vacou” množinou sńımok
∙ -o <súbor>, --output-file <súbor> – CSV súbor s výsledkami vyhodnocovania
∙ --img-preprocess – povoĺı predspracovanie obrázkov pri ich nač́ıtavańı
∙ --img-detectface – zapne orezanie na detekovanú tvár v obrázku
∙ --img-dimension <int> – zmeńı vel’kost’ obrázku na štvorcový tvar o vel’kosti pixelov
špecifikovanej nastaveńım
∙ --img-crop – zapne orezanie na štvorcový tvar namiesto východzieho roztiahnutia
obrázku
∙ --ef-count <int> – obmedźı použitie vlastných tváŕı na maximálne počet špecifikovaný
nastaveńım
∙ --ef-isfacethreshold <float> – nastavenie prahu pre určenie či ide o tvár v metóde
analýzy vlastných komponent
∙ --XXX-wregions <int> – špecifikácia počtu regiónov použitých na š́ırku v metóde
lbp alebo hog
∙ --XXX-hregions <int> – špecifikácia počtu regiónov použitých na výšku v metóde
lbp alebo hog
∙ --XXX-weights <string> – pole váh jednotlivých regiónov v metóde lbp alebo hog
oddelených čiarkou
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∙ --lbp-points <int> – špecifikácia použitého počtu bodov LBP operátora
∙ --lbp-radius <int> – špecifikácia použitého polomeru LBP operátora v pixeloch
∙ --hog-bins <int> – špecifikácia použitého počtu košov v metóde HOG
∙ --hog-twoangled – použitie polovičného rozsahu a mapovanie záporných úhlov do
kladného rozsahu v metóde HOG
∙ --verification-steps <int> – použitie verifikácie vyhodnotenej so špecifikovaným
počtom posunut́ı práhu namiesto identifikácie
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