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Abstract
Let R be an integral domain which is either finitely generated over its prime subring or a Noetherian
domain with only finite residue fields and only finitely many units. Let f be a univariate polynomial of
degree  2 having coefficients in R and let E be an infinite subset of R. Then, we prove the existence of a
maximal ideal m of R such that E and f (E) have distinct m-adic closures. As a corollary, we derive some
results on polynomial equivalence and full-invariance of subsets under polynomial mappings.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Let K be a field and let f (X) be a non-constant univariate polynomial with coefficients in K.
A subset E of K is said to a fully invariant subset for f if f maps E onto itself. There are several
results, which are surveyed in considerable detail in [N], investigating the existence and nature
of fully invariant sets. In particular, it is known that when K is finitely generated over its prime
sub-field and f has degree greater than one, a fully invariant subset for f must be finite. As a
possible generalization of this result, Gilmer and Smith considered replacing full invariance by
the notion of polynomial equivalence in their article [GS]. To be more precise, let S, T be subsets
of an integral domain R with quotient-field K. Then S is said to be polynomially equivalent to T
provided the set of R-valued univariate polynomials (with coefficients in K) on S is the same as
the set of R-valued univariate polynomials (with coefficients in K) on T . The specific question
raised in [GS] is the following: if E is an infinite subset of a Dedekind domain R and f (X) is
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be linear (i.e. of degree one)? They do point out that the question was open even in the case of
R = Z. One of the main results of this article answers a much more generalized version of this
question affirmatively.
It is our observation that a better fitting generalization of the notion of full invariance is pro-
vided by what we call the M-equivalence. Here we restrict ourselves to noetherian domains. Sets
S and T are said to be M-equivalent in R if their m-adic closures coincide for any maximal
ideal m of R. In [Mu] it is proved that when R has only finite residue fields, M-equivalence
does imply polynomial-equivalence. The converse is known to hold when R is a Dedekind do-
main with only finite residue fields, i.e. polynomial equivalence is the same as M-equivalence
on subsets of such R. Using some results of [Mu] we provide, at the end of this article, an ex-
ample which demonstrates that the Gilmer–Smith question has a negative answer if one seeks
to generalize it to domains of dimension more than one. On the other hand, we show (in The-
orem 4) that when R is finitely generated over its prime sub-domain, or when R is a Dedekind
domain with only finitely many units and finite residue fields and E is an infinite subset of R, the
only polynomials f ∈ R[X] for which f (E) is M-equivalent to E are the linear polynomials.
From this we are also able to deduce, somewhat more concisely in comparison to the previously
known proofs, the above mentioned theorem about fully invariant subsets of K in its most gener-
alized form known so far (see Corollary 4.2). There are other interesting arithmetic and algebraic
implications of this result (see the remarks following Theorem 4).
At the core of our investigation are a special kind of subsets of R which we call exceptional.
Let g(X1, . . . ,Xn) be a non-constant polynomial with coefficients in R which is symmetric in
the variables. A subset E of R is said to be g-exceptional if the value of g on any n-tuple of
mutually distinct elements of E is a unit of R. Given an E whether it is exceptional for any g,
or given a g whether there exists an E exceptional for it are questions of independent interest.
We deal with a much more restricted problem: is there an infinite subset E exceptional for the
first difference-quotient f ∗(X,Y ) of a polynomial f (X)? (f ∗ can also be thought of as being
obtained from f by throwing away a root). For domains R that are finitely generated over their
prime sub-domains we prove that either f is linear or the f ∗-exceptional subsets are finite.
We have employed two different methods, depending on the characteristic of R, to prove this
assertion. In the characteristic zero case our argument uses the finiteness of unit points on certain
rational curves (see Theorem 1) whereas in the case of positive characteristic a more ad-hoc
argument is devised (see Theorem 3).
Our list of references is far from being exhaustive. For a more comprehensive list of refer-
ences, the reader is requested to consult the bibliographies of the articles referred.
2. Integral points and exceptional sets
All rings considered in this article are assumed to be commutative with 1 = 0. As usual, U(R)
denotes the multiplicative group of units of R. For a field K the group U(K) is also denoted
by K∗. The cardinality of a set A is denoted by |A|.
Definitions. Let R be a ring and let X,Y be indeterminates over R.
(i) For f in R[X] let f ∗ ∈ R[X,Y ] be defined by
f ∗(X,Y ) := f (X)− f (Y ) .
X − Y
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its X-derivative).
Lemma 1. Assume R is an integral domain with quotient field K . Let f ∈ R[X] be a non-zero
polynomial of positive degree d.
(i) f (X)− f (Y ) has a multiple factor of positive degree if and only if R has positive charac-
teristic p and f is in R[Xp].
(ii) Assume d  2 and f is not in R[Xp] where p denotes the characteristic of R. Then δ(f,Y )
is a non-zero polynomial of degree d(d − 1) with coefficients in R.
(iii) Assume d  2 and let r, s ∈ R. Then either f ∗(X, r), f ∗(X, s) are coprime in K[X] or
(X − r)f ∗(X, r) = (X − s)f ∗(X, s). In particular, for integers i, j if f ∗(X, r)if ∗(X, s)j
is in K, then either i = 0 = j or r = s.
Proof. If f (X)− f (Y ) = hg2 for some g,h ∈ R[X,Y ], then g divides the X-derivative f ′(X)
of f (X). Now either f ′(X) is identically zero or g belongs to R[X]. Since f is assumed to be
non-constant, the coefficient of the highest Y -degree term in f (X)−f (Y ) is a non-zero element
of R. Thus, if g ∈ R[X], then in fact g has to be in R. In other words, the second case does not
occur. The first case occurs exactly when R has positive characteristic p and f is in R[Xp].
Since δ(f,Y ) is the X-resultant of f ∗(X,Y ) and its X-derivative, coefficients of δ(Y ) are
in R. In view of (i), f ∗(X,Y ) cannot have a multiple factor of positive (total) degree and hence
δ(f,Y ) is non-zero. From the expression of the defining resultant (as a determinant) the Y -degree
of δ(f,Y ) is easily seen to be d(d − 1).
To prove (iii) note that if f ∗(X, r), f ∗(X, s) have a common root α (in a field-extension
of K), then f (α) = f (r) = f (s) and hence
(X − r)f ∗(X, r) = (X − s)f ∗(X, s).
Since each of f ∗(X, r), f ∗(X, s) has degree d − 1  1, a product f ∗(X, r)if ∗(X, s)j is
constant only if i = −j. Suppose (i, j) = (0,0) and the power-product is constant. Then
f ∗(X, r), f ∗(X, s) must have a common root. It follows that (X − r)j = c(X − s)j for some
c ∈ K. Clearly, this is possible only when r = s. 
Definitions. Let R be a ring and let X1, . . . ,Xn be indeterminates over R. For h ∈R[X1, . . . ,Xn]
by Mdeg(h), mdeg(h), and deg(h) we mean the maximum of the Xi -degrees of h for 1 i  n,
the minimum of the Xi -degrees of h for 1 i  n, and the total degree of h, respectively. The
n-configuration set of E ⊆R is the set
Cn(E) :=
{
(a1, . . . , an) ∈En | ai = aj for all 1 i < j  n
}
.
In the following, assume g is in R[X1, . . . ,Xn] and mdeg(g) > 0.
(i) If Cn(E) is non-empty and g(v) ∈ U(R) for all v ∈ Cn(E), then E is said to be a
g-exceptional set.
(ii) If R does not contain a g-exceptional set, define σ(g,R)= 0. Otherwise, let
σ(g,R) := sup{|E| |E is g-exceptional}.
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exists, such that given any f ∈ R[X] of degree > d, every f ∗-exceptional subset of R is
necessarily finite. If no such integer exists, we let dex(R) = ∞.
Remarks.
(1) Let π be a non-empty set of permutations of {X1, . . . ,Xn}. Let gπ denote the prod-
uct of polynomials obtained from g by applying the permutations in π. Then a set E is
g-exceptional if and only if it is gπ -exceptional.
(2) It is helpful to mention two typical examples of g-exceptional sets. Let f be a monic polyno-
mial in one variable with coefficients in a domain R such that the discriminant of f is a unit
of R. Suppose f has all its roots in R and let E be the set of these roots. Then E is clearly
an (X − Y)-exceptional set. Consider a polynomial h(T ) := (T − r1) · · · (T − rm) where
r1, . . . , rm are distinct elements of ring R. Let g := h(X1) · · ·h(Xn) + 1 and let E ⊆ R be
a set of at most m + n − 1 elements containing r1, . . . , rm. Then E is g-exceptional. These
examples illustrate the importance of (the following) Lemma 2.
(3) The integer σ(X1 − X2,R) coincides with what has been called the Lenstra-constant of R
(see [Le]). Its largeness is linked to the property of R being a Euclidean domain when R is
the ring of integers of a number field.
Lemma 2.
(i) Let g ∈ R[X1, . . . ,Xn] be such that mdeg(g) > 0. Assume g is in the ideal generated by
{X1−Xj | 1 j  n} and R has a maximal ideal M with finite residue field of cardinality q.
Then σ(g,R) (n− 1)q.
(ii) Assume R is an integral domain. Let h ∈ R[X1, . . . ,Xn] be a non-zero polynomial and
E ⊆R be such that h(v) = 0 for all v in Cn(E). Then |E| n− 1 + Mdeg(h).
(iii) Let g be as in (i) with d := Mdeg(g). Assume R is an integral domain and E ⊆ R is a
g-exceptional set with m := |{g(v) | v ∈ Cn(E)}|<∞. Then |E| n− 1 +md.
(iv) Let R and g be as in (iii). Assume that R has only finitely many units. Then σ(g,R) 
n− 1 + |U(R)|(Mdeg(g)). In particular, for an integral domain R with only finitely many
units we have dex(R) = 1.
(v) If R is an infinite ring with dex(R) <∞, then the Jacobson-radical of R is zero.
Proof. In order to prove (i) it suffices to consider the case where n 2 and R has a g-exceptional
subset E. Suppose, if possible, E has n distinct elements a + m1, . . . , a + mn with a ∈ R and
mi ∈ M for 1  i  n. Then v := (a + m1, . . . , a + mn) is in Cn(E) and hence g(v) is a unit
of R. But this is impossible since by our hypothesis, g(v) belongs to M. Thus E has at most
n− 1 elements in each coset of M.
We prove (ii) by induction on n. When n = 1, since C1(E) = E is a set of roots of the non-
zero polynomial h, the assertion follows. Suppose n  2 and let r := Mdeg(h). Without loss,
assume that the Xn-degree of h is r. Let a ∈ R[X1, . . . ,Xn−1] be the coefficient of Xrn in h.
Then a is a non-zero polynomial with Mdeg(a) r. If a(t) = 0 for all t ∈ Cn−1(E), then by the
induction hypothesis |E| n− 2 + r. Otherwise, choose a vector t := (t1, . . . , tn−1) ∈ Cn−1(E)
such that a(t) = 0. Now H(Xn) := h(t1, . . . , tn−1,Xn) is a polynomial of degree r belonging to
R[Xn]. Observe that H(e) = 0 for all e in E \ {t1, . . . , tn−1}. This establishes (ii).
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h :=
∏
v∈Cn(E)
(
g − g(v)).
Clearly, Mdeg(h) =md and the set Cn(E) is contained in the variety defined by h = 0. Thus (iii)
follows from (ii).
Assertion (iv) is a straightforward consequence of (iii). Finally, to prove (v) suppose that the
Jacobson-radical of R has a non-zero member t. For an integer d  2 let fd := tXd + X. Then
f ∗d (a) ∈ U(R) for all a ∈R (i.e. the infinite set R is f ∗d -exceptional). 
Definitions. Let K be a field.
(i) Let k be a subfield of K. Elements a, b ∈ K are said to be rationally equivalent over k if
there exist integers i, j such that (i, j) = (0,0) and aibj is in k.
(ii) For a positive integer m and an element x of K∗ let 〈x〉m denote the cyclic subgroup of
K∗/(K∗)m generated by the (canonical) image of x in K∗/(K∗)m. For a, b in K∗ define
P(a, b,K) to be the set of prime numbers p such that the groups 〈a〉p , 〈b〉p are comparable
with respect to inclusion.
The following lemma is a special case of a well-known result in the theory of linear groups
(e.g. see [Su, Theorem 6.17]). Since this special case has an elementary proof we have opted to
present it here keeping reader’s convenience in mind.
Lemma 3. Let k be a field and let p be an odd prime different from the characteristic of k. Then
PGL(2, k) does not have a subgroup isomorphic to Z/pZ× Z/pZ.
Proof. Since PGL(2, k) is naturally a subgroup of PGL(2,F ) for any field extension F of k, it
suffices to prove our assertion under the additional assumption that k is algebraically closed. Let
Z denote the center of GL(2, k), i.e. the subgroup of scalar matrices. Suppose G is a subgroup of
GL(2, k) containing Z such that G/Z is non-cyclic of order p2. Then there are A,B ∈ G\Z such
that Ap , Bp are in Z and the commutator of A, B is also in Z. Furthermore, modulo Z we have
〈A〉 = 〈B〉. Since the minimal polynomial of A divides Xp − c for some c ∈ k, it is separable
and hence A is diagonalizable. Without loss G may be replaced by its conjugate, if needed, to
assume A is a diagonal matrix. Observe that A := a ·diag(1,ω) where a ∈ k∗ and ω is a primitive
pth root of unity. Now since ω2 = 1 and AB is a scalar multiple of BA, by a straightforward
computation we conclude that B has to be a diagonal matrix. Again, because Bp ∈ Z, we must
have B := b · diag(1,ωi) for some b ∈ k∗ and some integer 0 < i < p. But then B is a scalar
multiple of Ai , i.e. 〈A〉 = 〈B〉 modulo Z. This contradicts our hypothesis about G. 
Lemma 4. Let K be a field and a, b ∈K∗.
(i) If there are group-homomorphisms v,w :K∗ → Z with v(a)w(b) = v(b)w(a), then
P(a, b,K) is a set of divisors of v(a)w(b)− v(b)w(a) and hence it is finite.
(ii) Let K be an algebraic closure of K. Suppose p is a prime not in the set P(a, b,K), the
characteristic of K is not p and K contains the pth roots of unity. Let Lp ⊆ K denote the
field K(a1/p, b1/p). Then Lp is a Galois extension of K with Galois-group Z/pZ×Z/pZ.
(iii) Assume K has relatively algebraically closed sub-field k such that K is finitely generated
over k and a, b are not rationally equivalent over k. Then the set P(a, b,K) is finite. Let p
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(as in (ii)) is purely transcendental over k, then a, b are algebraically independent over k.
Proof. Suppose there are group homomorphisms v, w as stated in (i) and let p be a prime
number. Observe that the cyclic subgroup generated by the canonical image of b in K∗/(K∗)p
contains the one generated by the image of a if and only if there is an integer m with 0m<p
and an element r ∈K∗ with a = bmrp. If the last equation holds, then each of v(a)−mv(b) and
w(a)−mw(b) is divisible by p. Consequently, v(a)w(b)− v(b)w(a) has to be divisible by p.
Now it follows from our hypothesis that there are only finitely many such primes.
In order to prove (ii), consider the subfields F1 := K(a1/p) and F2 := K(b1/p) of K. By our
choice of p, neither a nor b is in Kp and hence each of F1, F2 is a p-cyclic Galois extension
of K. It is well known (as a special case of the theory of Abelian Kummer extensions (e.g. see
[LA, Theorem 8.2]) that F1 = F2 if and only if p is in P(a, b,K); we briefly review the proof
of the ‘only if’ part. Write
a1/p := r0 + r1b1/p + · · · + rp−1b(p−1)/p with rj ∈K for 0 j < p
and apply τ, the generator of the Galois-group of F2/K, to both sides of this equation. Then
τ(b1/p) = ωb1/p , τ(a1/p) = ηa1/p where each of ω,η has to be a primitive pth root of unity.
Comparison of the two resulting equations ensures that ηrj = ωj rj for 0 j < p. Hence r0 = 0
and there is exactly one j < p with rj = 0. Say rm = 0. Then a = rpmbm. Thus in our case
F1 = F2. Now the assertion about Lp follows.
From the hypotheses of (iii) it is clear that a is transcendental over k. Now K being an alge-
braic function field there exists a rank one discrete valuation v of K/k such that j := v(a) > 0.
Let i := v(b). Note that v(a)w(b) = v(b)w(a) for all rank one discrete valuation w of K/k if
and only if w(aib−j ) = 0 for all such w if and only if aib−j is in k. Since, by hypotheses, a, b
are not rationally equivalent over k, there must exist a rank one discrete valuation w such that
v(a)w(b) = v(b)w(a). This proves the asserted finiteness of P(a, b,K). We proceed to establish
the last implication. Assume that Lp := k(t1, . . . , tn) is a purely transcendental extension of k of
transcendence degree n  1. Suppose, if possible, that a, b are algebraically dependent over k
(i.e. the transcendence degree of k(a, b)/k is 1). Let F := k(a1/p, b1/p). By the generalized
Luroth theorem (e.g. see [Sc]) F is a simple transcendental extension of k. Evidently, F is a Ga-
lois extension of k(a, b) with Galois group G := Z/pZ × Z/pZ. Hence G is (isomorphic to) a
subgroup of the k-automorphism group of F. But the later group is PGL(2, k). So, our assertion
follows from Lemma 3. 
Remark. The last argument in the above proof may be replaced by a computation of the genus of
F (where a, b are algebraically dependent over k) using the familiar genus-comparison formula.
Such a proof requires the key observation that none of the places of k(a, b) is totally ramified
in F. It yields a somewhat stronger result that the genus of F is congruent to 1 modulo p. In this
article we do not make any use of the actual value of the genus of F other than its positivity.
Lemma 5. Let K ⊆ k be fields of characteristic p  0 such that k is the algebraic closure of K
and let X, Y , Z, T , V be indeterminates over k.
(i) Suppose f ∈ K[X] is a non-zero polynomial of degree d  2 not in K[Xp] and let r, s ∈ K
have the property that
(r − s)δ(f, r)δ(f, s) = 0.
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(ii) Suppose at least one of a, b ∈K(X)∗ is not in K. Let
h : k[Y,Z] → k(X)
be the homomorphism of k-algebras such that h(Y ) = a and h(z) = b. Then, the kernel of
h is a principle prime ideal generated by a non-zero polynomial f ∈ K[Y,Z].
(iii) Let F be an extension field of k and assume a, b ∈ F ∗ are algebraically dependent but
not rationally equivalent over k. Let 0 = f ∈ k[X,Y ] be an irreducible polynomial with
f (a, b) = 0. Let l be an odd prime different from p and not in P(a, b, k(a, b)). Then
g(T ,V ) := f (T l,V l) is irreducible in k[T ,V ] and the plane curve defined by g(T ,V )= 0
has positive genus.
(iv) Assume f ∈ k[X,Y ] is an irreducible polynomial which does not divide any non-constant
polynomial either of the form XiY j − c or of the form Xi − cY j where c ∈ k and i, j
are non-negative integers. Then, there exists a finite set A of prime numbers such that for
a positive integer m not divisible by any prime in A, the polynomial g := f (T m,V m) is
irreducible in k[T ,V ] and the plane curve defined by g(T ,V )= 0 has positive genus.
Proof. Let a := f ∗(X, r) and b := f ∗(X, s). Then each of a, b has degree d − 1  1. Since
δ(f, r)δ(f, s) = 0, the polynomials a, b are free of multiple factors. If a, b are coprime in F [X],
then clearly there are rank one discrete valuations v, w of F(X) such that v(a) = 1 = w(b) and
v(b) = 0. Otherwise, by (iii) of Lemma 1, we have (X − r)a = (X − s)b. Let w,v denote the
(X − r)-adic and the (X − s)-adic valuations (respectively) of F(X). Applying (i) of Lemma 1,
we see that (X− r) does not divide a (i.e. w(a)= 0). Now r = s by hypothesis; hence w(b)= 1.
Likewise, v(b) = 0 and v(a) = 1. In either case, v(a)w(b)− v(b)w(a) = 1. Thus, in view of (i)
of Lemma 4, P(f ∗(X, r), f ∗(X, s),F (X)) is empty. This proves (i).
Consider (ii). In view of the fact that K , k are (relatively) algebraically closed in K(X) and
k(x) (respectively), the rings K[a, b], k[a, b] are 1-dimensional sub-domains of K(X) and k(X)
(respectively). So the kernel of h and the kernel of its restriction h∗ to K[Y,Z] are non-zero
principle prime ideals. Let f be a generator of the kernel of h∗. Since K is algebraically closed in
the quotient field of K[a, b], the polynomial f is absolutely irreducible (i.e. remains irreducible
in k[Y,Z]). Hence, the kernel of h is generated by f.
With the notation of (iii) let L := k(a1/l, b1/l). Our choice of l ensures that L is a Galois ex-
tension of k(a, b) of degree l2. Likewise k(T ,V ) is a Galois extension of k(T l,V l) of degree l2.
Note that A := k[T ,V ] is the integral closure of the polynomial ring B := k[T l,V l] in k(T ,V ).
Fix an lth root a1/l of a and likewise for b. Let P denote the kernel of the k-algebra homomor-
phism k[T ,V ] → L which maps (T ,V ) to (a1/l, b1/l). Then P lies above the prime ideal gB
and the relative residue degree is l2. It follows that P is the only prime ideal lying above gB and
it is unramified over gB. Hence gA = P. The result follows from (iii) of Lemma 4.
The last assertion follows readily by combining (iii) with Theorem 11 of [Sc]. 
Remark. The set A appearing in (iv) above is contained in the union of sets P(x, y,F ) and
{2, chark} where F is the quotient-field of k[X,Y ]/f k[X,Y ] and x, y denote the images of X, Y
(respectively) in k[X,Y ]/f k[X,Y ].
Definitions. Let K be a field, let k ⊇ K be an algebraic closure of K and, as before let X,Y be
indeterminates over k.
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erty if for any non-constant polynomial f ∈ K[X,Y ] which is irreducible in k[X,Y ], either
there are only finitely many (a, b) in R × R with f (a, b) = 0 or the quotient field of
k[X,Y ]/f k[X,Y ] is a simple transcendental extension of k. If R is an integral domain with
quotient field K and (R,K) has the FIP property, then we say R has the FIP property.
(ii) Let U be a subgroup of K∗. We say (U,K) has the FUP (finiteness of unit points) property
if for any non-constant polynomial f ∈ K[X,Y ], which is irreducible in k[X,Y ], either
there are only finitely many (a, b) in U × U with f (a, b) = 0 or f divides a non-constant
polynomial
θ(i, j, c) := (XiY j − c)(Xi − cY j ),
where i, j are non-negative integers and c ∈ K. If R is an integral domain with quotient field
K and (U(R),K) has the FUP property, then we say R has the FUP property.
Remark. Let U be a subgroup of C∗ which is the divisible hull of a finitely generated group.
Then, Liardet’s theorem (conjectured by S. Lang; see [LNT]) proves the FUP property of (U,C).
Theorem 1. Assume (R,K) possesses the FIP property.
(i) Suppose U is a subgroup of K∗ contained in R such that there are infinitely many primes p
for which U/Up is a finite group. Then (U,K) has the FUP property.
(ii) If R is an integral domain with quotient field K having the FUP property, then dex(R) = 1.
(iii) If R is an integral domain of characteristic 0 having K as its quotient field and there exists
an odd prime p such that U(R)/U(R)p is finite, then dex(R)= 1.
(iv) Assume R is an integral domain with quotient field K. If R has a finite residue field and
there exists an odd prime p distinct from the characteristic of R such that U(R)/U(R)p is
finite, then dex(R)= 1.
Proof. Let f ∈ R[X,Y ] be a non-constant polynomial irreducible in k[X,Y ] such that f does
not divide any non-constant polynomial θ(i, j, c). Fix α,β ∈ U. Note that h := f (αX,βY ) ∈
K[X,Y ] inherits the above two properties of f. In view of (iv) of Lemma 5, for a prime p not
in some finite set A, the polynomial g := h(Xp,Yp) ∈ K[X,Y ] is irreducible in k[X,Y ] and
the curve g(X,Y ) = 0 has positive genus. Evidently, we can choose this p so that we also have
finiteness of U/Up. Consider the set
S := {(u, v) ∈ U ×U | g(u, v)= 0}.
Clearly, the cardinality of S equals the cardinality of
S′ := {(a, b) ∈ αUp × βUp | f (a, b) = 0}.
Since (R,K) has the FIP property, S, and hence also S′, is finite. Since U ×U is a finite union
of sets of the form αUp × βUp, it follows that there are only finitely many (a, b) ∈U ×U with
f (a, b) = 0. This argument establishes (i).
To prove (ii) we assume that R is infinite and has the FUP property. Suppose there is a poly-
nomial f ∈ R[T ] of degree d  2 and a subset E of R which is f ∗-exceptional. As before, let
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f ∗(t, r)f ∗(t, s) ∈ U(R) for all t ∈ D and by (iii) of Lemma 1, f ∗(T , r), f ∗(T , s) are not ra-
tionally equivalent over K. Note that f ∗(T , r), f ∗(T , s) are each of degree d − 1 1 and they
are algebraically dependent over K. Let φ ∈ R[X,Y ] have the property that φ is irreducible in
K[X,Y ] and φ(f ∗(T , r), f ∗(T , s)) = 0. By (ii) of Lemma 5, φ is absolutely irreducible. Also,
since f ∗(T , r), f ∗(T , s) (as elements of k(T )) are not rationally equivalent over k, the polyno-
mial φ does not divide a non-constant θ(i, j, c) as above. The FUP property of R implies that φ
has only finitely many zeros in U(R)×U(R). By construction, φ vanishes on the set
S := {(f ∗(t, r), f ∗(t, s)) | t ∈D}⊆U(R)×U(R).
Consequently, S has to be finite and hence D must also be finite. It follows that E is a finite set.
Assume R is an integral domain of characteristic 0 with quotient field K. Now by (i) of
Lemma 5 and the remark following Lemma 5, the set A appearing in (iv) of Lemma 5 can
contain only the even prime. Thus, provided there is an odd prime p with U(R)/U(R)p finite,
the argument employed above to prove (i) shows that R has the FUP property. Assertion (ii) then
implies dex(R) = 1. Finally, consider the setting of assertion (iv). Let l denote the characteristic
of R, which we assume is positive. In view of (i) of Lemma 5, it suffices to consider the case of
a non-constant polynomial f ∈ R[T l]. Fix an f ∗-exceptional subset E of R. Note that f ∗(X,Y )
is divisible by (X − Y) and hence E is necessarily (X − Y)-exceptional. By hypothesis, R has a
finite residue field. Therefore, by applying (i) of Lemma 2, E is seen to be finite. 
Corollary 1.1. Suppose R is an integral domain finitely generated over Z. Then dex(R) = 1.
Proof. By (the generalized form of) Siegel’s theorem on integral points of plane curves (see
[LNT, IX, Theorem 3.1]) R does have the FIP property. For such an R, the group U(R) is a
finitely generated group and hence finiteness of U(R)/U(R)m holds for all positive integers m.
Thus, by Theorem 1, dex(R)= 1. 
Lemma 6. Let R be an integral domain which is not a field. Suppose E ⊆R and h ∈R[X,Y ] are
such that E is infinite and h(v) = 0 for all v ∈ C2(E). Let Ω be a ( finite) set of n prime ideals
of R such that for each M in Ω, the intersection of all powers of M is 0. Let T be a finite subset
of E such that
(i) T has at least n+ 1 elements and
(ii) for distinct a, b ∈ T the polynomials h(X,a), h(X,b) are coprime.
Then there exists a set T (Ω) ⊂ T and a positive integer N such that T (Ω) has at most n elements
and for an arbitrary t ∈ T \ T (Ω)
h(e, t) ∈R \MN for all (e,M) ∈ (E \ T )×Ω.
Proof. First, fix an M in Ω and an infinite subset S of E. From the hypotheses it is clear that
given a non-zero element a of R there is a unique non-negative integer d, denoted by ordM(a),
such that a belongs to Md \ Md+1. Assume a, b are elements of E \ S such that each of the
sets {ordM(h(s, a)) | s ∈ S} and {ordM(h(s, b)) | s ∈ S} is infinite. Let ρ denote the X-resultant
of h(X,a) and h(X,b). Then ρ is in R and there are A(X),B(X) ∈ R[X] with A(X)h(X,a)+
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ordM(h(s, a)) > d as well as ordM(h(s, b)) > d and hence ordM(ρ) > d. It follows that ρ = 0
(i.e. h(X,a),h(X,b) have a common root θ in an over-field of R). For the particular case of
S := E \ T we can infer, thanks to property (ii) of T , that given an M ∈ Ω there is at most
one t ∈ T for which the set {ordM(h(s, t)) | s ∈ S} is infinite. Let T (Ω) be the set of all such
elements. Clearly, T (Ω) has at most n elements. In particular T \ T (Ω) is non-empty. For an
arbitrary choice of t in T \ T (Ω) and a prime ideal M in Ω, the set {ordM(h(s, t)) | s ∈ S} is
finite. Our assertion now follows. 
Theorem 2. Let R be a Krull domain with quotient field K. Assume R has only finitely many
units. Let E ⊆ R, let f ∈ R[X] and let Ω be a set of height one prime ideals of R satisfying the
following three conditions.
(i) E is infinite.
(ii) Ω is finite.
(iii) For each v ∈ C2(E) and for each height one prime ideal P of R not in Ω, we have
f ∗(v) ∈ U(RP ).
Then, deg(f ) = 1.
Proof. Since U(R) is finite, R has infinitely many prime ideals of height one. Thus from (iii)
it follows that f ∗(v) = 0 for all v ∈ C2(E). Suppose a, b ∈ E are such that the polynomials
f ∗(X,a) and f ∗(X,b) have a common root θ in an overfield of R. Substituting θ for X in the
equation f (X) − f (a) = (X − a)f ∗(X,a) we get f (θ) = f (a). Likewise, also f (θ) = f (b).
So
0 = f (a)− f (b) = (a − b)f ∗(a, b).
Since f ∗(a, b) = 0, we must have a = b. In other words, for distinct a, b in E, the polynomials
f ∗(X,a), f ∗(X,b) are coprime. Applying Lemma 6, we obtain an infinite subset S of E, an
element t of E \ S and a non-negative integer N such that ordM(f ∗(s, t)) < N for all (s,M) ∈
S × Ω. From (iii) we know that for any s ∈ S the only height one prime ideals of R that can
possibly contain it are the ideals in Ω. Since R is a Krull domain with only finitely many units, it
then follows that the set {f ∗(s, t) | s ∈ S} is finite. Now S being infinite, the polynomial f ∗(X, t)
must be a constant polynomial (i.e. deg(f ) = 1). 
Theorem 3. Let F be a finite field and let A be an integral domain which is finitely generated
over F. Then dex(A) = 1.
Proof. Let K denote the quotient field of A. Since the normalization of A is a finite A-module,
it is indeed finitely generated over F. Without any loss we assume A is normal and A = K. The
relative algebraic closure of F in K is contained in A and it is a finite field. Hence, without
loss we may also assume that F is relatively algebraically closed in K. Noether normalization
guarantees the existence of a polynomial ring F[Z] (Z being a finite set of indeterminates) such
that A is the integral closure of F[Z] in K. Let V1, . . . , Vm denote the noetherian valuation rings
of K lying over the −degZ valuation of F(Z). Their relative residue field degrees are denoted
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of K whose valuation ring is Vi. For a non-zero element α of K the divisor of α is the formal
(necessarily finite) sum
div(α) := v1(α)V1 + · · · + vm(α)Vm +
∑
ordP (α)P,
where the last sum runs over the set of all height one prime ideals of A. Let νP denote the relative
residue field degree of P over P ∩ F[Z]. The degree of div(α) is the integer
deg div(α) := v1(α)ν1 + · · · + vm(α)νm +
∑
ordP (α)νP
which is well-known to be 0.
Suppose f ∈ A[X] and E ⊂ A is an infinite f ∗-exceptional subset. By induction on m we
prove the existence of an infinite subset Em of E such that Em does not contain 0 and for
each 1  j  m either Em ⊆ Vj or Em ∩ Vj = ∅. This is clear if m = 0. Assume an infinite
Em−1 ⊆ E satisfies the requirements for the first m − 1 domains Vj . If Em−1 ∩ Vm is infinite,
let Em := Em−1 ∩ Vm. Otherwise, let Em :=Em−1 \ Vm. Let R1 denote the intersection of those
Vi which are disjoint from Em (since EM = F, there has to be at least one) and let R2 be the
intersection of the remaining (if any) Vj (if there are none, R2 is simply not needed). Also let
R := R1 ∩ R2. Pick a non-zero r ∈ R such that rf is in R[X] and set g := rf. Then g∗ = rf ∗.
Observe that E−1m := {1/e | e ∈ Em} is a subset of R1 and Em is a subset of R2. Relabel Vj , if
needed, so that R1 = V1 ∩ · · · ∩ Vk. Let d := deg(f ) and define
h(X,Y ) := (XY)d−1g∗
(
1
X
,
1
Y
)
.
Then h is in R[X,Y ] and for any distinct a, b in Em we have
h
(
1
a
,
1
b
)
= g
∗(a, b)
(ab)d−1
= 0.
Suppose h(X,1/a), h(X,1/b) have a common root θ in an overfield of R. Observe that h(0, Y ) is
a non-zero multiple of Yd−1 and hence θ = 0. Letting η := 1/θ we get f ∗(η, a) = 0 = f ∗(η, b).
As seen above, this is possible only when a = b.
Fix a finite subset T of Em containing at least m + 1 elements. Let S := Em \ T . Applying
Lemma 6 to the data R1, h, E−1m , T −1 we obtain a k-element subset T1 ⊂ T and a positive integer
N1 such that
vi
(
h(1/s,1/t)
)
<N1 for all 1 i  k and all (s, t) ∈ S × (T \ T1).
Since g∗(s, t) = (st)d−1h(1/s,1/t) and vi(st) < 0 for all 1 i  k, we have
vi
(
g∗(s, t)
)
<N1 for all 1 i  k and all (s, t) ∈ S × (T \ T1).
Likewise, applying Lemma 6 to the data R2, g∗, Em, T we obtain an (m − k)-element subset
T2 ⊂ T and a positive integer N2 such that
vi
(
g∗(s, t)
)
<N2 for all k + 1 i m and all (s, t) ∈ S × (T \ T2).
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the obvious inequality vi(f ∗(s, t)) vi(g∗(s, t)) we get
vi
(
f ∗(s, t)
)
<N for all 1 i m and all s ∈ S.
Since f ∗(s, t) is a unit of A, the support of its divisor is contained in V1, . . . , Vm. Using the key
fact that degdiv(f ∗(s, t)) = 0 we conclude
−ν(m− 1)N  vi
(
f ∗(s, t)
)
<N for all 1 i m and all s ∈ S,
where ν is the maximum of ν1, . . . , νm. Since only finitely many elements of K, in fact exactly
the ones in F, have an identically 0 divisor, the set {f ∗(s, t) | s ∈ S} is necessarily finite. But the
set S is infinite; hence f ∗ must be a constant polynomial (i.e. deg(f ) = 1). 
Questions. What are the domains R, if any, with 1 < dex(R) <∞? Assume dex(R) = 1 and let
f ∈ R[X] be of degree d  2. Then, is σ(f ∗,R) bounded above by an integer depending only
on d and R?
3. M-equivalence and polynomial mappings
Let R be an integral domain with quotient field K and let X be an indeterminate over K. For
subsets S, T of R and an ideal I of R by S ≡ T mod I we mean that the natural images of S,T
in the ring R/I are equal as subsets of R/I.
Definitions. Let S, T be subsets of R.
(i) Let Ω be a non-empty set of prime ideals of R. If S ≡ T mod Pd for all (d,P ) in
N × Ω then S is said to be Ω-equivalent to T in R. We use the symbol ≈Ω to denote
Ω-equivalence. When Ω is the set of maximal ideals of R, the corresponding equivalence
is called M-equivalence and we use the symbol ≈ to denote it.
(ii) By the ring of integer valued polynomials on T we mean
Int(T ,R) := {f ∈ K[X] | f (T )⊆R}.
(iii) S, T are called polynomially equivalent if Int(S,R)= Int(T ,R).
We employ the symbol ∼ to denote polynomial-equivalence.
Remark. Determining M-equivalence of two given subsets of R can be a challenging task. Nev-
ertheless, employing known properties of numbers and polynomials it is possible to generate
examples of M-equivalent subsets in familiar arithmetic and geometric domains. Below, we list
a few examples of this kind.
(1) Any set of integers which contains all but finitely many prime ideals can be seen (as a conse-
quence of Dirichlet’s theorem about primes in arithmetic progressions ) to be M-equivalent
to Z.
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Let E be the set of simple composite numbers. Then E is M-equivalent to the set of all
square-free integers.
(3) Let Ω be a set of all but finitely many primes and let t be a positive integer. Let E be the set
of integers of the form pd0p1 · · ·pt where d is a positive integer and p0, . . . , pt are distinct
primes in Ω. Then E is M-equivalent to Z.
(4) Let S be an extension-domain of R such that for each maximal ideal n of S and for each
positive integer d we have S/nd = R/(n ∩ R)d. It can be easily verified that a co-finite
subset of R is M-equivalent to S (in S).
(5) Given a subset A ⊆ R let rad(A) denote the set of all r ∈ R such that rn ∈ A for some
positive integer n. If A is an additive subgroup of R such that rad(A) does not contain any
maximal ideal of R, then R \A is M-equivalent to R.
Lemma 7.
(i) Let S and T be non-empty subsets of R. If S ∼ T and g ∈ Int(S,R), then g(S) ∼ g(T ).
(ii) Let {Sλ} be a non-empty family of non-empty subsets of R indexed by a set Λ. Suppose
Si ∼ Sj for all i, j in Λ. Then
Sα ∼
⋃
λ∈Λ
Sλ for all α ∈ Λ.
Proof. Observe that
Int
(
g(S),R
)= {f ∈K[X] | f (g(X)) is in Int(S,R)}.
Since Int(S,R)= Int(T ,R), the above set is clearly equal to Int(g(T ),R).
The second assertion follows from the equalities
Int(Sα,R)=
⋂
λ∈Λ
Int(Sλ,R)= Int
(⋃
λ∈Λ
Sλ,R
)
.
The first equality is a direct consequence of our hypothesis and the second equality is essentially
set-theoretic. 
Lemma 8. Let P be a prime ideal of R and let n be a positive integer.
(i) Let S and T be non-empty subsets of RP . If S ≡ T mod Pn and g ∈ Int(S,RP )∩ Int(T ,RP ),
then g(S) ≡ g(T ) mod Pn.
(ii) Let {Sλ} be a non-empty family of non-empty subsets of RP indexed by a set Λ. Suppose
Si ≡ Sj mod Pn for all i, j in Λ. Then
Sα ≡
⋃
λ∈Λ
Sλ mod Pn for all α ∈ Λ.
Proof. The proof is straightforward and the details are left to the reader. 
S.B. Mulay / Journal of Algebra 302 (2006) 862–880 875Definitions.
(i) For a polynomial f ∈ K[X] let
E(f ) := {T ⊆R | T is infinite, f ∈ Int(T ,R), and T ∼ f (T )}.
(ii) For a positive integer n and a domain A with R ⊆A ⊆K let
P(n,A) := {f ∈A[X] | deg(f ) = n, and E(f ) = ∅}.
Remark. In view of Lemma 7 it is easy to see that if P(n,A) is non-empty for some n 2, then
there are infinitely many positive integers n for which P(n,A) is non-empty.
Lemma 9. Assume P(n,A) is not a subset of {X}. Then there exists f in P(n,A) and a set E in
E(f ) such that
(i) 0 is in E,
(ii) f (E)⊆E, and
(iii) f (0) = 0.
Proof. Let g be an element of P(n,A) \ {X} and T be an element of E(g). Define the sequence
{Ti}, inductively by setting T0 := T and Ti+1 := g(Ti) for all non-negative integers i. Let
S :=
⋃
i0
Ti.
Note that g(S) ⊆ S. Since T ∼ g(T ) = T1, from Lemma 7 it follows that S ∼ g(S) (i.e. S is in
E(g)). Since S is infinite and g =X, there is s ∈ S with g(s) = s. Choose such s. Let σ :=X− s,
E := σ(S) and f := g(X + s) − s. Then f has degree n, f ∈ A[X], and f (E) = σ(g(S)).
Clearly 0 belongs to E. Since g(S) ⊆ S, we have f (E) = σ(g(S)) ⊆ σ(S) = E. Also, since
S ∼ g(S), Lemma 7 implies σ(S) ∼ σ(g(S)). Thus E is in E(f ) and f belongs to P(n,A). By
our choice of s we have g(s) = s; hence f (0) = 0. 
Definitions. Let Ω be a non-empty set of prime ideals of R. Let
A :=
⋂
P∈Ω
RP .
(i) For a polynomial f ∈ A[X] let
E(Ω,f ) := {T ⊆A | T is infinite and f (T ) ≈Ω T in A}.
(ii) For a positive integer n let
P(Ω,n) := {f ∈A[X] | deg(f ) = n, and E(Ω,f ) = ∅}.
Remark. In view of Lemma 8 it is easy to see that if P(Ω,n) is non-empty for some n 2, then
there are infinitely many positive integers n for which P(Ω,n) is non-empty.
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in E(Ω,f ) such that
(i) 0 is in E,
(ii) f (E) ⊆E, and
(iii) f (0) = 0.
Proof. Select g from the set P(Ω,n) \ {X} and construct S as in Lemma 9. In view of Lemma 8
it follows that S is in E(Ω,g). Similarly, construct σ, E and f exactly as in Lemma 9. Fix a
prime ideal P ∈ Ω and a positive integer d. Since f ∈ RP [X], its coefficients can be reduced
modulo Pd and our assertions are easily verified. 
Lemma 11. Let B be a quasi-local domain with maximal ideal M such that B is separated in its
M-adic topology. Assume B/Md is finite for all positive integers d. Let f ∈ B[X] and let E ⊆ B
be a non-empty set with f (E)⊆E. Then the following are equivalent.
(i) f (E) is M-equivalent to E in B.
(ii) ordM(f (a)− f (b)) = ordM(a − b) for all a, b in E.
(iii) E is an f ∗-exceptional subset of B.
Proof. Assume (i) holds. To prove (ii) fix a, b in E. If a = b, then both orders are infinite.
Assume a = b and let d := 1 + ordM(a − b). Modulo Md the sets E and f (E) are equal and
finite. Thus the reduction of f modulo Md induces a bijection from (E mod Md) onto itself.
From our choice of d it is clear that a is not congruent to b modulo Md. So f (a) is not congruent
to f (b) modulo Md. Consequently ordM(f (a)−f (b)) ordM(a− b). Since f (a)−f (b) is in
the ideal (a − b)B, we have ordM(f (a)− f (b)) ordM(a − b). Thus (ii) holds.
Assuming (ii), the equality f (a)− f (b) = (a − b)f ∗(a, b) implies
ordM(a − b)= ordM
(
f (a)− f (b)) ordM(a − b)+ ordM(f ∗(a, b)).
Hence ordM(f ∗(a, b)) = 0 for all a = b in E (i.e. f ∗(a, b) is a unit of B for all a = b in E).
Thus E is f ∗-exceptional.
Assume (iii) holds. Fix a positive integer d. To establish the congruence of E and f (E)
modulo Md it suffices to show that the reduction of f modulo Md induces an injection from the
finite set (E mod Md) into itself. Consider a, b in E such that a is not congruent to b modulo Md.
Then a = b and ordM(a − b) < d. Since f ∗(a, b) is a unit of B, we have
ordM
(
f (a)− f (b))= ordM(a − b) < d.
Thus f (a) is not congruent to f (b) modulo Md. Now (i) is evident. 
Remark. In [Ml] we introduced ideals Dn(E,R) along with the notion of special sequences and
established several properties including the relationship of the ideals (Dn+1(E,R) : Dn(E,R))
to factorials when R is (a localization of) the ring of integers (see Section 1.6, Lemma 5, The-
orem 4 and the remarks following it). Later our special sequences were rediscovered by Manjul
Bhargava and they appear as his prime-orderings (see [B]). It follows from the lemma above that
if f satisfies one of the three equivalent conditions listed in the lemma, then f maps a special
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then Dn(E,R) = Dn(f (E),R). There are other easily seen (with the aid of [Ml]) implications
of the following Theorems 4–6 related to the special sequences, the double-factorials Dn(E,R)
and the factorials (Dn+1(E,R) : Dn(E,R)). The reader can carefully formulate and prove them
without much difficulty.
Theorem 4. Let Ω be the set of maximal ideals of R. Assume
(1) RM is separated in its M-adic topology for all M in Ω,
(2) R/Md is finite for all positive integers d and all M in Ω,
(3) dex(R) = 1.
Then, P(Ω,n) is non-empty if and only if n = 1. Moreover, if g ∈ P(Ω,1), then g = uX + v,
where u ∈ U(R) and v ∈R.
Proof. Suppose n is a positive integer with P(Ω,n) non-empty. If P(Ω,n) is contained in {X},
we have nothing to prove. Assume P(Ω,n) is not contained in {X}. Fix f in P(Ω,n) and E
in E(Ω,f ) such that property (ii) of Lemma 10 holds. Note that f is in R[X] and by (iii) of
Lemma 11, the set E is f ∗-exceptional. Since E is infinite and dex(R) = 1, we must have n= 1.
The last assertion is easily proved by starting with an arbitrary polynomial g =X in P(Ω,1) and
then observing that the leading coefficient of f resulting from the construction used in Lemma 10
is the same as the leading coefficient of g. 
Remarks.
(1) A noetherian integral domain R having all its residue fields finite and having only finitely
many units does satisfy the requirements of Theorem 4 (see (iv) of Lemma 2). In such a case
there is an easier direct proof: let g := f ∗(X,0). From Lemma 5 it follows that g(a) ∈U(R)
for all non-zero a in E. Since U(R) is finite whereas E is infinite, g must be a constant
polynomial; in fact g ∈U(R). Hence f has degree 1 (i.e. n= 1).
(2) In view of Corollary 1.1 and Theorem 3, it follows that integral domains R which are finitely
generated over their prime sub-domains satisfy the hypotheses of Theorem 4.
(3) We mention some arithmetic (i.e. R = Z) applications of the theorem. Let f be a non-linear
univariate polynomial with integer coefficients. Then it follows from the theorem that there
are infinitely many prime ideals not contained in f (Z). Likewise, if Ω is a set of primes
containing all but finitely many primes and t is a positive integer, then there exist distinct
primes p0, . . . , pt in Ω and a positive integer d such that pd0p1 · · ·pt is not in f (Z). Taking
R to be a polynomial ring in finitely many indeterminates over a finite field leads to similar
applications.
Definition. For a polynomial f ∈ K[X] define f0(X) := X and let fn(X) := fn−1(f (X)) (the
n-fold composite of f ) for all n ∈ N. Also, define
C(f,K) := {a ∈ K | fn(a) = a for some n ∈ N}.
Corollary 4.1. Let K be a finitely generated extension of its prime sub-field and let f ∈ K[X]
be a polynomial with deg(f ) = 1. Then C(f,K) is a finite set.
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quotient-field K such that R is finitely generated over its prime sub-domain, the coefficients of
f are in R, the coefficient of Xd in f is a unit of R and R is normal (i.e. integrally closed in
K). The existence of such an R easily follows from the well-known properties of pseudogeo-
metric rings. Since each member of C(f,K) is integral over R, we have C(f,K) ⊆ R. Also, R
satisfies the hypotheses of Theorem 4. Consider an element a ∈ C(f,K). Let n ∈ N be such that
fn(a) = a. Then f (a) = fn+1(a) = fn(f (a)) implies f (a) ∈ C(f,K). By repeated application
of f we get fm−1(a) ∈ C(f,K) for all m ∈ N. Now a = f (fn−1(a)) and fn−1(a) ∈ C(f,K)
imply a ∈ f (C(f,K)). So f (C(f,K)) = C(f,K). In particular, f (C(f,K)) ≈ C(f,K). Ap-
plying Theorem 4 it follows that C(f,K) is finite. 
Corollary 4.2. Let L be a field such that for every finitely generated extension F of the prime
sub-field π (of L) contained in L, the relative algebraic closure of F in L is finite over F. Let
f ∈ L[X] be a non-constant polynomial. Suppose S is an infinite subset of L such that f (S) = S.
Then f has degree 1.
Proof. Let K be a sub-field of L such that K is finitely generated over π, K is relatively alge-
braically closed in L and f belongs to K[X]. The existence of such a K is guaranteed by our
hypotheses. Since each element of C(f,L) is algebraic over K, it follows that C(f,L)⊂K and
in fact C(f,L) = C(f,K). If C(f,K) is infinite, then deg(f ) = 1 by Corollary 4.1. Assuming
otherwise, S \C(f,K) is non-empty. Pick an element t ∈ S \C(f,K). Fix a sequence {sm} ⊆ S,
where m ∈ N, such that f (s1)= t and f (sn+1)= sn for all n ∈ N. Let t−n := sn for all n ∈ N, let
t0 = t and let tn := fn(t) for all n ∈ N. Let E := {tr | r ∈ Z}. Suppose there are integers i < j  0
with ti = tj . Then m := (j − 2i) ∈ N. From fm(ti) = f−i (tj ) = f−i (ti ) = t we conclude that t
is in C(f,K). This contradicts our choice of t. Consequently, for all i < j  0, we have ti = tj .
Thus E is an infinite set. Replacing K by the relative algebraic closure of K(t) in L, if needed,
we may assume that t is in K. Then, note that E is contained in K since each element of E is
algebraic over K. By the very definition of E we have f (E) = E. Choose a domain R exactly
as in Corollary 4.1. Then E ⊆R and hence our assertion follows from Theorem 4. 
Remark. Any finite algebraic extension of a purely transcendental extension of a finite field
satisfies the requirements imposed on L in the above corollary. Let {Xn} be a countable family
of indeterminates over a prime field F of characteristic different from 3 and let L be the field
obtained by adjoining all elements of the family {√X3n + 1 } to F({Xn}). Then L is not a finite
algebraic extension of a purely transcendental extension of a prime field but L does satisfy the
requirements of the corollary. We note that a slightly weaker version of the result stated in this
corollary is well-known (in fact it is known for appropriate polynomial mappings in several
variables). Our approach to the proof is new. For a comprehensive treatment of this topic we
refer the reader to [N].
Theorem 5. Assume
(1) D is a Dedekind domain with quotient-field K,
(2) D/M is finite for all maximal ideals M of D, and
(3) dex(D) = 1.
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where u ∈ U(D) and v ∈ D.
Proof. It is well known that if subsets S,T of a Dedekind domain are polynomially equivalent,
then S ≈ T (e.g. see [Mu, Theorem 4]). Thus in our case P(n,D)⊆ P(Ω,n) where Ω is the set
of maximal ideals of D. Now the assertion follows from Theorem 2. 
Corollary 5.1. Let K be either an algebraic number field, i.e. a finite algebraic extension of Q
or a finitely generated extension of a finite field. Let R be a Dedekind domain with quotient-field
K such that R is finitely generated over its prime sub-domain. If E ⊆ R and f ∈ Int(E,R) are
such that E is infinite and f (E)∼E, then f has degree 1.
Proof. Clearly, there exists a non-zero element t ∈ R such that upon letting D := R[1/t] we
have f in D[X]. Since D is a Dedekind domain which is finitely generated over its prime sub-
domain, it satisfies the three requirements of Theorem 5. Thus our assertion follows. 
Theorem 6. Assume
(1) D is a Dedekind domain with quotient-field K,
(2) D/M is finite for all maximal ideals M of D, and
(3) U(D) is finite.
If E ⊆D and f ∈ Int(E,D) are such that E is infinite and f (E) ∼E, then f has degree 1.
Proof. Let d be a non-zero element of D such that g := df ∈ D[X]. Let Ω be the set of asso-
ciated primes of dD. Then D, E, g and Ω satisfy the hypotheses of Theorem 2. It follows from
Theorem 2 that deg(g) = 1 and hence deg(f ) = 1. 
Remark. The above Corollary 5.1 and Theorem 6 generalize as well as answer a question posed
in [GS]. There the authors investigate it in the case of R = Z. Theorem 6 has also been obtained
by Y. Fares in [FA].
Example. Let R := F [u,v] be the polynomial ring in two variables over a finite field F. We
proceed to exhibit an infinite subset E ⊂ R and for each d  2 a polynomial fd ∈ R[X] such
that fd(E) ∼ E. Simply, let E be the set of all non-constant power-products of u,v and let
fd(X) := Xd. We prove that each of E and fd(E) is polynomially equivalent to R. In view of
Theorem 2 of [Mu] it suffices to prove that for every non-maximal prime ideal P of R the sets
E mod P and fd(E) mod P are infinite. But this is evident.
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