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Drying of porous media very often occurs in the presence of significant temperature gradients because heat fluxes are imposed in many situations in order to decrease the drying time or to facilitate the moisture removal at a higher humidity of the surrounding gas phase. Here we consider the situation where the temperature increases with depth. We show from experiments with a micromodel that the temperature gradient induces the stabilization of the evaporation front within the model porous medium according to two different mechanisms occurring consecutively. The first mechanism occurs in the liquid phase and is explained by the dependence of surface tension upon temperature. This results in the preferential invasion of the warmer zones. The second mechanism occurs gas-sided due to the dependence of saturation vapor pressure upon temperature. We show that the time scales of both mechanisms are different leading to the temporary formation of distinctive phase patterns from which different periods of drying can be discriminated. DOI: 10.1103/PhysRevFluids.3.114201
I. INTRODUCTION
Drying of porous media occurs in natural situations [1] , and is a crucial step in many industrial processes [2] . Since evaporation is an endothermic process, drying very often occurs in the presence of temperature gradients developing within the porous materials. Examples from natural situations are the soil and building materials which are naturally exposed to warm air as well as solar radiation. In addition to these examples from natural situations, the development of temperature gradients is a classical feature of convective drying where the sample is in contact with a warmer external gas flow [3] or in contact drying [4] , where heat is supplied to the porous sample through hot surfaces. From the engineering standpoint, a key issue is to find an optimal tradeoff between the energy consumption and the drying time. The latter is directly linked to the drying kinetics and thus the evolution of the evaporation front inside the porous material during drying. To this end, a sufficient understanding of the impact of temperature gradients on drying kinetics in nonisothermal drying processes is critical. Also, in the drying processes encountered in many natural or engineering situations, the liquid phase contains dissolved species, i.e., dissolved salts [5] , polymers [6] , or particles such as in colloidal suspensions [7] . Control of the final distribution of these species after drying can be essential. For instance, in the case of salts, the drying process leads to the formation of salt crystals either within the porous medium [8, 9] or on its surface [10] . This in turn can greatly affect the drying process depending on the properties of the crystallized salt layers [10] . The experimental results reported in [11, 12] suggest that the crystals form at the evaporation front. As a result, understanding the evolution of the evaporation front during drying is a key aspect in this context.
In the classical phenomenological description of drying [13] , the evaporation front is within the porous medium over the longest period of drying. This period, referred to as the receding front period (RFP) in the literature [13] , is characterized by the development of a growing dry zone adjacent to the open surface of the porous medium and traveling of the internal evaporation front deeper and deeper into the porous medium. The increasing distance of the evaporation front from the open surface induces growing mass (and heat) transfer resistances, which finally leads to the deterioration of the drying performance with longer duration of this period. Consequently, a shortening of the RFP can be beneficial to industrial drying applications. In contrast with this classical description, we show in this paper that the internal evaporation front can be stabilized within the porous medium in presence of a positive temperature gradient (by convention positive means that the temperature increases with depth from the open surface). This is also an indirect indication that the transport of dissolved species and the localization of the crystallization zones can be greatly affected by the presence of temperature gradients.
Since the nineties, significant improvements in the understanding of drying processes have been achieved within the framework of immiscible two-phase flow theory [14] . Basic investigation tools in this context are model porous media, such as quasi-two-dimensional networks of interconnected channels [15, 16] , and pore network models (PNMs) (see [17, 18] and references therein), with the invasion percolation theory and its variants [19, 20] , as theoretical background [21] [22] [23] . Application of PNMs has already led to numerous advances in our understanding of the drying process (see, for instance, [17, 18, 23, 24] and references therein). In particular, this has led to the identification of three main patterns of the pore scale liquid distribution during drying. These depend on the existence and the sign of a gradient in the occupation probability of the pores (throats or bonds in the percolation theory) by the gas phase and are, namely, invasion percolation (IP), invasion percolation in a stabilizing gradient (IPSG), and invasion percolation in a destabilizing gradient (IPDG). One can refer to [15] for visualizations of these three patterns in a model porous medium where the case B = 0 corresponds to IP, B > 0 corresponds to IPSG, and B < 0 corresponds to IPDG [with bond number B = ρgr 2 /(2σ cos θ ), where σ is the interfacial tension, ρ is the liquid density, r the mean pore radius, g is the acceleration of gravity, and θ is the contact angle (Table I) ; it describes the relative importance of gravity over capillary forces]. In the IP drying regime, an expanding two-phase zone develops over the whole porous medium. In the IPSG drying regime the traveling two-phase zone is confined within the medium owing to the stabilization imposed by the hydrostatic pressure gradient. In contrast, in the IPDG drying regime an early breakthrough of the gas phase with initiation of a second front is observed. In this drying regime, the liquid phase is completely fragmented leading to a two-phase zone which remains connected to the open surface over the longest period of drying.
However, somewhat surprisingly-since the presence of temperature gradients is very frequent in drying applications-most of these works consider quasi-isothermal drying situations in which the temperature is spatially uniform and constant during the drying process. Nevertheless, the influence of temperature gradients is addressed in a limited number of papers [25] [26] [27] [28] [29] [30] [31] . In [15] , the gradient in the occupation probability leading to IPDG or IPSG patterns was due to gravity effects. As first discussed in [26] from numerical pore network (PN) simulations, temperature gradients can also result in either IPSG or IPDG patterns depending on the sign of the temperature gradient, owing to the dependence of surface tension upon temperature (at least within a sufficiently weakly disordered porous medium). This will be made clear in Sec. IV [see Eqs. (5)- (8)]. The first experimental proof of the formation of the IPSG pattern in presence of a negative temperature gradient (by convention, negative means that the temperature decreases with depth) can be found in [31] where a visualization experiment with a quasi-two-dimensional etched network is presented. As illustrated in [26, 31] , the IPSG pattern is characterized by the formation of a traveling two-phase zone in between a growing dry zone adjacent to the open side and a shrinking fully saturated liquid zone at the bottom of the PN (thus equivalent to the picture in [15] forB > 0). So far, no experimental study of IPDG patterns is available in the literature. Numerical studies can be found in [25, 26, 28] . The detailed numerical investigation of the situation with a positive temperature gradient presented in [25] is highlighted here. In particular, the study indicates that a dry region can form at the bottom of the system (in addition to the dry region at the top) as a result of the diffusive transport of vapor through the two-phase zone. This transport is induced by the positive temperature gradient imposed over the PN. More clearly, vapor transport through the partially saturated zone is possible due to the dependence of saturation vapor pressure upon temperature. Also, the study indicates that the ingress of the internal evaporation front from the open surface is slowed down in this case. Consequently, the expansion of the upper dry zone is limited in this situation. However, an important phenomenon, namely, the condensation of vapor traveling from the warmer to the colder region of the two-phase zone was completely ignored in the PNM used in [25] . It may, however, be expected that the diffusion of vapor against a temperature gradient can lead to a process in which both drainage (i.e., replacement of liquid by gas in the context of drying) and imbibition (invasion of gas pores by liquid due to condensation) occur simultaneously. Since imbibition invasion rules [32] [33] [34] [35] [36] are significantly more complex than invasion percolation rules, the simultaneous evaporation and condensation processes make the PN modeling significantly more difficult, [37, 38] . In this regard, the aim of the present paper is (1) to investigate PN drying with imposed positive temperature gradient experimentally and (2) to develop a PNM taking into account the condensation phenomenon. In addition to the exploration of the ability of the developed PNM to simulate drying processes in presence of imposed thermal gradients, the PNM is also used to provide information difficult to extract from the experiment. This paper is organized as follows. The experimental setup is presented in Sec. II and the PNM is presented in Sec. III. The experimental results are presented and discussed in Sec. IV in conjunction with some results from PN simulations. A discussion is presented in Sec. V. Conclusions are drawn in Sec. VI.
II. EXPERIMENTAL SETUP
The presented paper is based on microfluidic experiments using the quasi-two-dimensional SiO 2 micromodel and the setup described in [31] . The SiO 2 PN micromodel was produced by photolitography followed by isotropic chemical wet etching. The micromodel is a two-dimensional square network of 50 × 50 pores with one open edge (the top edge in figures presented below). The pore bodies correspond to the nodes of the network. The pores are interconnected by channels, referred to as throats or bonds. Width of the throats obeys a Gaussian distribution with mean 163.6 μm and standard deviation 15.2 μm. Width of the pores is derived from the geometry of neighbor throats; it is (171.6 ± 8.8) µm. Throats and pores have a uniform depth of 39 μm. The lattice spacing (distance between two nodes) is L = 1 mm. From this follows an overall size of the PN in the micromodel of 4.9 × 4.9 cm (length x width). The total void space of the PN is ∼ = 28.5 μl. The microfluidic network is hydrophilic with contact angles θ<45
• . At the beginning of the drying experiment, the micromodel was saturated with pure water and (without delay) mounted on a horizontal heat conducting plate. The temperature gradient was imposed by two thermally adjusted water streams circulating through the heat conducting plate in parallel to the open side of the micromodel. Flow direction of the water streams was from left to right (leading to the temperature distribution shown in Fig. 1 ). Temperature of the water streams was controlled by thermal baths. In detail, the water stream circulating at the top side of the micromodel was adjusted to a temperature of T ∼ = 5
• C and the stream at the opposite side of the heat conducting plate (i.e., near the PN bottom edge) was adjusted to a temperature of T ∼ = 87
• C. In this way, a quasi-one-dimensional temperature gradient with temperature increasing from the open surface towards the bottom of the PN could be technically realized [ Fig. 1(a) ]. The temperature field in Fig. 1 (a) was obtained by infrared measurement; additional information was gained by continuous monitoring by thermocouples inside the heat conducting plate. The mean temperature gradient in the z direction is dT /dz = 4.4 K cm −1 . As depicted in Fig. 1(b) , the temperature gradient is nonlinear, being higher in the center and smaller at the surface of the micromodel. Additionally, a lateral variation of temperature is observed due to the realization of heat supply with the water streams. Note that evaporative cooling was not observed. This is explained with the high heat flow rates through the thin (thickness 600 µm) silicon-cover plate of the micromodel in contact with the heat conducting plate.
A laminar flow of dry and warm air (T air ∼ = 26
• C,V air = 20 ml min −1 , and P v,air ∼ = 0) perpendicular to the micromodel open side [top edge in Fig. 1(a) ] was applied to induce the mass transfer from the micromodel. Due to the horizontal placement of the micromodel, gravitational effects can be excluded here. Again, refer to [31] for more details and a schematic of the experimental setup.
The drying process was optically observed by a CCD camera which was installed perpendicularly above the micromodel and monitored the progressive penetration of the gas phase into it at controlled frame rates. Processing of these images after drying provides information about the decrease of liquid saturation in individual pores and throats as well as the micromodel overall liquid saturation, drying rates, or statistical parameters as will be discussed below.
III. PORE NETWORK MODEL
The proposed PNM can be regarded as a further development of the model described in [31] . The fundamental extension presented here refers to the implementation of the condensation related cluster growth mechanism. In [31] the temperature dependent direction of vapor diffusion was indeed considered, but the condensation of vapor (and the refilling of the void space by liquid) was neglected in the discussed quasi-isothermal situation and drying with negative temperature gradient. This is in contrast to the situation presented in the present paper, where the imposed positive thermal gradient leads to significant condensed liquid volume. More clearly (as it will further be discussed in Sec. IV) the net mass flow rate at the boundary of a liquid cluster can be negative in the presence of thermal gradients. This means that the overall vapor flow rate towards the cluster boundary exceeds the evaporation rate from this cluster:
(by convention, negative flow rate,Ṁ cl < 0, means that the condensation rate is greater than the evaporation rate while positive flow rate,Ṁ cl > 0, means that the liquid cluster is drying). As a consequence, liquid clusters can grow and reinvade neighbor throats and pores occupied by the gas phase while other clusters simultaneously shrink as a result of drying. The proposed model thus concerns the modeling of the reinvasion of pores and throats by the condensed liquid volume. This is a major improvement compared to previous PNMs of drying in presence of thermal gradients [25] [26] [27] [28] [29] [30] [31] , because modeling of the liquid reinvasion implies consideration of imbibition invasion rules, [32] [33] [34] [35] [36] , whereas the standard PNM of drying in a hydrophilic network [39] does not consider reinvasion events and therefore only applies drainage (IP) rules. For a PN like the one considered here, i.e., with pore bodies and throats of similar sizes, imbibition (refilling) rules [32] imply distinguishing pore and throat invasion as distinct events. In detail, an invasion capillary threshold is associated with each element, pore, or throat, in the network. The pistonlike displacement invasion threshold of a throat reads Since the occupation probability is maximum in the region of highest temperature owing to lower surface tension, the bottom region is then preferentially invaded while evaporation is from the top surface of the microfluidic PN. The preferential invasion of the bottom region is a result of the pumping effect schematically illustrated in Fig. 5 .
As the result of the preferential invasion of the micromodel bottom region, a traveling invasion front sweeps the micromodel upwards [Figs. 2(b)-2(d)] until it reaches the micromodel top. At this stage, the liquid phase is completely fragmented into separated liquid clusters of various sizes forming a two-phase zone completely spanning the PN [as depicted in Fig. 2(d) ]. In analogy with gravity destabilized invasion [15] , it is expected that the width of the traveling front and the size of the largest cluster scale as (dT /dz) −ν/(1+ν ) where ν is the correlation length critical exponent of percolation theory [41] .
The third period of drying starts with the disconnection of the liquid phase from the PN top edge, i.e., with the development of a dry zone between the evaporation front and the PN top edge [Figs. 2(e)-2(g)]. The resulting diffusion resistances lead to a decrease of the overall evaporation rate (see discussions below). As a consequence, a second drying front is initiated at the high-temperature edge of the PN. It results from the preferential evaporation of liquid clusters in zones with higher temperature as well as the temperature gradient induced vapor diffusion through the two-phase zone. Traveling of this drying front from the bottom of the PN towards the open side characterizes the third period of drying. Apart from this, the position of the evaporation front in the PN upper region remains stationary. It marks the upper boundary of the two-phase zone, while the upward moving front forms the lower boundary. Accordingly, the two-phase zone is effectively shrinking while confined between a growing dry zone adjacent to the bottom and the narrower stable dry zone adjacent to the micromodel top edge. Interestingly, further study of the experimental phase patterns reveals that liquid clusters within the traveling two-phase zone are growing and merging. This is again explained with the temperature gradient induced diffusion of vapor through the two-phase zone: vapor evolving from the high-temperature boundary (bottom) flows towards the low-temperature boundary (top) which results in the condensation of vapor at the colder gas-liquid interfaces. The corresponding partial vapor pressure gradient can be expressed as
∼ ∼ with saturation vapor pressure P * in Pa, enthalpy of evaporation in J kg −1 , molar mass ˜ in
, and ideal gas constant R˜ in J kmol
. A fourth period of drying can be discriminated from the phase patterns in Fig. 2 and the numerical analysis presented below. In this period the upper evaporation front recedes slightly further into the PN [ Fig. 2(h) ].
In summary, the main periods discussed so far are as follows: period 1, characterized by development of a single gas branch; period 2, in which gas invasion sweeps upwards leading to the complete fragmentation of the liquid phase into separated clusters; period 3 with initiation of a first drying front that remains close to the open surface and a second drying front traveling upwards while growing and merging of clusters is observed; and period 4, characterized by further receding of the upper evaporation front. Invasion during both the first and the second period is capillary controlled and dictated from the temperature dependency of surface tension. During the other two periods, kinetics of vapor diffusion, evaporation, and condensation control the invasion process instead. This is studied in detail in the following section.
In the above, the possible impact of liquid films (corner menisci) [42] [43] [44] [45] [46] was not considered. These liquid films refer to the liquid which can remain trapped in the corners of the channels. While we have described the clusters as separated clusters, these films could help to maintain hydraulic conductivity between the various liquid clusters. These effects might explain in part the discrepancies between the experimental patterns ( Fig. 2 ) and the computed ones (Fig. 3) . Also, the liquid films might temporally maintain the hydraulic connectivity between the inside of the network and its open edge. In this case, the transition towards the third drying period would correspond to the depinning of the films from the open edge. Based on previous publications [45, 46] , the depinning of the films would be attributed to the thinning of them due to viscous effects. Actually, the dynamics of the corner films in the presence of a thermal gradient is an interesting problem that deserves to be studied in depth since the vapor transport in the film region is not negligible in this case, contrary to the case of the quasi-isothermal films studied in the abovementioned references. However, it should be noted that the contact angle is expected to be on the order of ∼ = 40
• in the experiments [47] . This relatively high value does not favor the development of extended liquid films [16] , but, as will be shown below, the discrepancies between drying kinetics from experiments and simulation might involve liquid films and the particular structure of the liquid phase.
B. Drying kinetics
The drying curves (overall saturation as a function of time) and drying kinetics (drying rate as a function of overall saturation) of the experiment discussed in detail above are depicted in Fig. 6 together with the curves from the two experiments depicted in Figs. 4(b) and 4(c), i.e., with the same parameter setting but reversed flow direction of the water stream cooling the heat conducting plate at the surface edge of the PN. The drying kinetics are obtained from image analysis of the experimental data (also refer to Sec. II). The corresponding curves obtained from the PNM simulation are shown in Fig. 7 . As can be seen, the PNM simulation again leads to results reasonably similar to the experimental ones, especially at the start of drying.
As can be seen, the drying process is characterized by two (quasi-) constant rate periods (CRPs) corresponding to a double stabilization of the evaporation front at the top and then in the upper region of the PN. Stabilization during the first CRP [S > 0.4 in experiments, Fig. 6(b) , and S > 0.5 in the simulation, Fig. 7(b) ] corresponds to the single gas branch development and the period referred to as the second drying period above [ Figs. 2(a)-2(d) ]. This stabilization effect results from the preferential invasion of the high-temperature zones already explained with the higher invasion probability induced by the temperature dependency of surface tension. It is thus an effect that is purely based on the capillary invasion of the PN. Duration of this period is around 6 to 14% of the total drying time. Drop of drying rates between the two CRPs [at S = 0.4 in experiments, Fig. 6(b) , and S = 0.5 in the simulation, Fig. 7(b) ] is associated with the formation of a narrow dry zone in the toprowsofthePN [Figs.2(d) and 2(e) ]. It occurs after t = 4 h in the drying experiment from Fig. 2 . travel inwards because of the negative mass balance experienced by the upper evaporation front. This is obviously linked to the width of the two-phase zone and additionally, as will be explained below, to the driving force of vapor diffusion through this zone, which is the temperature gradient in the problem discussed here.
The disagreement in drying kinetics presented in Figs. 6 and 7, i.e., after the drop of the evaporation rate, leads to an overestimation of drying time. This difference is explained with the existence of liquid films in the micromodel experiments which result in a higher interconnectivity of the liquid phase in drying periods 2-4 because they can connect the separated liquid clusters, [44] . As reported in [16] for the isothermal case, the corner films do not extend over more than one or two lattice spacings away from the liquid cluster regions in the central region of the network. The situation is somewhat different along the lateral edges of the microfluidic network. Actually liquid films develop along the right and left edges of the microfluidic device where the local geometry favors the development of liquid films over a greater distance. This has an impact on the drying kinetics since this allows for a position of the evaporation front closer to the PN surface (see also Fig. 11 ). It can be surmised that the situation is similar in the presence of the positive thermal gradient studied here. In addition, as already mentioned, the presence of the thermal gradient might have an impact on the film dynamics due to the vapor transport in the film region. In brief, trends regarding the possible impact of films on the drying kinetics are expected to be similar to the isothermal case with some possible additional subtleties, that deserve to be studied in future works. If the liquid interconnectivity by the lateral films is taken into account in the PNM simulation, predictability of the drying time is significantly improved. Then the simulated drying time is around 30% shorter due to a longer duration of the first constant rate period. However, the drying rate in the second CRP is still underestimated in the PNM with films, indicating that the structure of the liquid films is not well captured with this PNM. As a consequence we aim at studying more precisely the morphology of liquid films and their influence on the invasion process in drying with positive temperature gradient in future work.
C. Upper front stabilization
Comparison of Figs. 2(e)-2(g) clearly shows that reinvasions of gas pores and throats by the liquid occur within the two-phase zone in drying period 3. This is attributed to the condensation of vapor forming in the lower warmer region and traveling upwards towards the colder upper region. This is further illustrated by the slice averaged liquid saturation profiles shown in Fig. 8 . As can be seen from Fig. 8(b) the slice averaged liquid saturation increases in the upper region of the two-phase zone (between z ∼ = 8 and 38 mm) in period 3. The light gray curve shows the location of residual liquid clusters at low saturations, i.e., with a noticeable distance from the micromodel open side.
The above observations in periods 3 and 4 are explained as follows. First, it should be noted that the gas phase percolates across the shrinking two-phase zone (STPZ). Second, the saturation vapor pressure P * v depends on temperature. Third, owing to confinement, the vapor in the throats and pores occupied by the gas phase in the STPZ is in equilibrium with the adjacent menisci, i.e., with Fig. 7(b) , where the overall drying rate drops at S ∼ = 0.53, relevance of vapor diffusion through the two-phase zone emerges below this critical saturation. In consistence with Eq. (12) and the variation of the temperature gradient dT/dz depicted in Fig. 1 , the dimensionless profiles reveal again that the vapor flow rates decrease in direction towards the PN surface (curves shown for S 0.42).
Considering that the transport of vapor is quasisteady, the mass conservation equation of vapor in the STPZ can be expressed according to a continuum approach as d dz
whereρ ev/co is the phase-change rate (in kg m −3 s −1 ) due to evaporation (ρ ev > 0) or condensation (ρ co < 0).
Letz max andz min be the mean positions of the lower and upper boundary of the STPZ; the mass balance at these interfaces reads
at z =z min and
at z =z max , where S * is the saturation of the two-phase zone (considered as constant, see Fig. 8 ), ε is the micromodel porosity, and ρ l is the density of the liquid. Using again the Clausius-Clapeyron relation, Eqs. (14) and (15) can be expressed as
Integrating Eq. (13) betweenz min andz max then yields
Thus
In the case of our experiment, ( (Fig. 1) . Thus z max z min dρ ev/co dz < 0. As a consequence, a net condensation rate must be observed in the STPZ since the liquid mass loss corresponding to the upward motion of the lower front is greater than the evaporation rate from the upper front. As can be seen from Fig. 2 , this leads to the refilling of pores and throats with liquid in the STPZ. This phenomenon is also illustrated in Fig. 12 , showing the increase of the slice saturation in Fig. 12 (a) (for S < 0.4) as well as the variation of the fraction of growing and shrinking clusters in the STPZ as a function of the micromodel saturation in Fig. 12(b) . Additionally, the inset in Fig. 12(b) shows the computed cluster dynamics. It is noted here that the difference between the experimental and numerical results in Fig. 12(b) is explained as follows. A cluster is detected as growing or shrinking in the experiment by comparing two images. At least one throat must have been fully emptied or refilled between the two images for labeling the cluster as shrinking or growing. As a result, a noticeable fraction of clusters is identified as stable, i.e., not growing or shrinking, with this procedure. By contrast, a cluster is labeled as growing (or emptying) in the PNM computation when the mass flow rate at the boundary of the cluster is negative (or positive). As a result and also illustrated in Fig. 12(b) , all the clusters are detected as either growing or emptying with the numerical procedure (even if the growth or shrinking rate is very small). The experimental and numerical results shown in Fig. 12(b) are qualitatively in very good agreement if one regards the second CRP and the transition between the two CRPs (S ∼ = 0.4 in experiments and S ∼ = 0.5 in the simulation), where both fractions are about equal. In the first CRP, however, the condensation effect is greater in the simulation. Precisely, the fraction of shrinking clusters and growing clusters is reversed. This is assigned to the impact of liquid films which lead to a macroscopic continuum of the liquid phase in experiments whereas the emerging (smaller) liquid clusters in the PN simulation ignoring liquid films are separated [44] . While the condensation rates can be compensated in the microfluidic PN, the smaller clusters in the PN simulation experience more often a negative phase-change rate.
The oscillations of the curves in Fig. 12 (b) reveal that some throats (and pores) empty and refill several times within the STPZ. From this it can be concluded that a certain amount of water evaporates several times during the drying process (typically evaporating in the lower region of STPZ, condensing in the upper region of STPZ, and then evaporating again later). This can be expressed as
where M ev (t ) is the mass of water that has left the system (i.e., the net evaporation), M ev,int (t )is the mass of water that has evaporated within the system, and M co (t ) is the mass of water that has condensed within the system at time t. As can be seen from Fig. 13 , the total mass of water evaporating in the network over the complete drying process is by around 20% larger than the net evaporated mass with the temperature setting and PN used in the drying simulation.
V. DISCUSSIONS

A. Liquid phase fragmentation
As depicted in Fig. 2 , the liquid phase is fragmented into clusters of various sizes at the beginning of period 3, i.e., after the sweeping of the micromodel by the gas invasion events that start at the bottom of the network and move upwards. This fragmentation is a consequence of the dependence of surface tension upon temperature. Interestingly, a similar fragmented liquid distribution is obtained when the effect of temperature on surface tension is neglected [25] . As discussed in [26] , this should also correspond to the situations where the porous medium disorder, i.e., the standard deviation of the throat size distribution, is sufficiently large for rendering ineffective the impact of surface tension variations associated with the spatial variations in temperature [from Eq. (8), dp/dz → 0 when becomes large]. In other words, invasion of the PN is entirely controlled by the throat size distribution when the disorder is sufficiently large [26] . As illustrated in Fig. 14 , the front of gas invasion sweeping the porous medium moves downwards in this case and the isolated clusters forming behind the front do not evaporate, or evaporate only slowly, because of the temperature gradient induced vapor flux in the two-phase zone (similarly as through the STPZ discussed in Sec. IVC). In other words, evaporation from the upper isolated clusters is compensated by the condensation flux experienced by these clusters. This also makes clear that the evaporation front stabilization mechanism in the second CRP discussed in Sec. IVC is not related to the dependence of surface tension upon temperature.
B. Impact of temperature gradient on upper front position
According to Eq. (18), position of the upper front in period 3 must be closer to the open side of the micromodel as the temperature gradient is increased. This is indeed what is obtained from PNM simulations as illustrated in Fig. 15 . Figure 15 summarizes the results from 12 PN simulations using a PN structure identical to the microfluidic model studied above but different imposed temperature gradients and various initial evaporation rates which were adjusted by an external mass transfer FIG. 14. Two mechanisms leading to a fragmented liquid phase spanning the network. Illustration from PNM simulations: (a) IPDG pattern with upward moving gas invasion front sweeping the network from below and (b) IP pattern with downward moving gas invasion front sweeping the system from the top and isolated liquid clusters stabilized by condensation (S = 0.75).
occurrence of the first CRP can be different in 3D and 2D PNs when the development of the single gas branch at the beginning of drying does not occur. We plan to illustrate in more detail the 3D case from PNM simulations in a forthcoming paper.
VI. CONCLUSIONS
We have presented experimental results using a quasi-two-dimensional model porous medium with the aim to show the strong impact of a positive temperature gradient, imposed on the micromodel, on the drying process. A positive temperature gradient means that temperature increases with depth of the micromodel. We have demonstrated that the dependence of surface tension upon temperature and the dependence of saturation vapor pressure upon temperature lead to a double stabilization of the evaporation front in two consecutive periods. In the first period, the stabilization results from the impact of the temperature gradient on the invasion pattern. This changes the pattern from an IP pattern, characteristic for drying in the absence of a temperature gradient, to an IPDG pattern. In the second period, the stabilization results from the vapor flux induced through the fragmented liquid phase.
Additional insights were obtained from PNM simulations taking into account the refilling process of throats and pores due to the condensation of vapor transported through the two-phase zone. It was shown that this effect primarily affects the drying process when the liquid phase is fragmented and when additionally the overall evaporation rate from the PN surface is sufficiently low. As a result of condensation, throats and pores are locally reinvaded which leads to a considerable growth of liquid clusters. From this follows that shape of the liquid clusters is affected by the condensation of vapor. They become more faceted than one would expect from the corresponding imbibition situation. Moreover, some throats and pores can empty and refill several times during the drying process.
In this respect, it can be noted that situations in which the liquid phase is fragmented and where drainage and imbibition processes occur simultaneously are notoriously difficult to simulate with the standard continuum models of drying. Finally, the results reported in this paper open up the route for control of the drying process by playing with the temperature gradient.
Some discrepancies between the experiments and the simulations might be due to the impact of corner liquid films. These films were not considered in the model. The dynamics of those films in the presence of a thermal gradient as well as their possible role in the hydraulic connectivity between clusters deserve future study.
