We present a fast-slow dynamical systems theory for the Kuramoto type phase model. When the order parameters are frozen, the fast system consists of independent oscillator equations, whereas the slow system describes the evolution of order parameters. We average out the slow system over the fast manifold to derive a weak form of an amplitude-angle coupled system for the evolution of Kuramoto's order parameters. This yields the slow evolution of order parameters to be constant values which gives a rigorous proof to Kuramoto's original assumption in his self-consistent mean-field theory.
Introduction
The purpose of this paper is to present a fast-slow dynamical systems theory for the Kuramoto type phase model without relying on a priori assumptions commonly used in statistical physics and nonlinear dynamics for synchronization. The mathematical treatment for the synchronized phenomena was pioneered by Winfree and Kuramoto in [8, 9, 20] . They introduced phase models for large weakly coupled oscillator system and showed that synchronized behavior of complex biological systems can emerge from the competing mechanisms of intrinsic randomness and nonlinear attractive couplings. Kuramoto oscillators can be visualized as point active rotors moving on the unit circle S
.
More precisely, let x i be the position of the i-th rotor and we write x i = e iθ i . In this situation, the dynamics of Kuramoto oscillators are governed by the following phase model:
sin(θ j − θ i ), t 0, i = 1, . . . , N, (1) subject to initial data: (2) where K and Ω i are the uniform positive coupling strength, and the intrinsic natural frequency of the i-th oscillator drawn from some distribution function g = g(Ω) respectively. The explicit form of g is irrelevant in the following analysis. Mathematical results up to 2005 for the Kuramoto model (1) can be found in the survey papers [1, 5, 15, 16] .
The standard approach [8, 9] for the synchronization initiated by Kuramoto is to employ the complex order parameter to measure the degree of synchronization: Note that the real order parameters r and φ are functions of all phases θ i , hence they are dependent on K and N implicitly, i.e., r = r(K , t, N), φ = φ(K , t, N).
r(t)e iφ(t)
The novelty of this paper is to give a rigorous mathematical underpinning for Kuramoto's original guess of constant order parameters r and φ in his self-consistent theory [9, 10] . We do this via a fastslow dynamics decomposition for the finite-dimensional Kuramoto model. Our rationale deriving the fast-slow decomposition for such a Kuramoto type system is based on the idea that the dynamics of individual oscillators are rapidly oscillating, whereas the Kuramoto order parameters r, φ are slowly evolving. The fast dynamics consists of N-individual oscillator equations coupled with other oscillators only through the order parameters, while the slow dynamics comprised of two scalar coupled ordinary differential equations for r and φ. In fact, Kuramoto guessed [8, 9] that long term behavior would yield constant r and φ in thermodynamic limit, and hence the oscillator system is asymptotically governed by the decoupled oscillator equations with supplemented by constants r and φ. In fact, to be consistent with his ansatz for constant r, Kuramoto argued that the contribution from the drifting oscillators in the order parameter r in thermodynamic limit is asymptotically negligible. But as noted by Strogatz [16] [8] .
This paper consists of three sections. In Section 2, we review AKST's unified theory. In Section 3, we revisit Kuramoto's order parameter approach via AKST's theory. In particular we derive a fastslow dynamical systems theory and apply the Young measure approach to obtain the evolution of slow dynamical variables and in fact we prove that they are constant.
Preliminaries
In this section, we review invariant measures, Young measures and Artstein-Kevrekidis-SlemrodTiti's unified approach to singular perturbations [11, 13, 14, 18] .
Invariant measures and Young measures
In this part, we collect some basic notions from [2] on the invariant measures and Young measures to be crucially used in later sections. For detailed discussions, we refer to [4, 12, 19] .
Recall that a probability measure μ on R N is a σ -additive set function defined on the Borel subsets of R
N with values in [0, 1] and μ(R N ) = 1. We set P(R N ) to be the family of all probability measures on R N endowed with weak convergence of measures.
Definition 2.1. Let μ be a probability measure defined on R N .
The support of μ (often denoted by spt(μ)) is the smallest closed set
if the solutions X(t, x 0 ) to (4) for x 0 in a neighborhood of spt(μ) are defined on a common interval I around t = 0 and if μ(B) = μ(X(t, B)) for each t ∈ I and every Borel set B.
We also recall the definition of convergence of measures as follows. 
This representation has proved extremely valuable in applications [17] .
Review on AKST's unified approach
Consider a fast-slow system:
subject to initial data:
where
N are continuous functions and denote fast and slow parts of the system (5) respectively. We first present a framework of AKST's theory:
• (F 1) The solutions of (5) lie in a compact set H ⊂ R N on some interval, say 0 t 1 for any 0 < ε 1, and in addition, there is a compact set K ⊂ H which is positively invariant with respect to the fast part of (5):
• (F 2) For initial data U 0 ∈ K solutions of the full system (5) and fast system (7) are unique. (i) For a given probability measure μ, we call the action of V on a measure μ:
as an observable.
(ii) The observableV (μ) is an "orthogonal observable" of the fast part to (5), if the measurement V (·) is a first integral of the fast system (7), i.e., V (U (s)) is constant along any solution of (7) 
Moreover,V (μ 0 (t)) satisfies the relation: Young measure μ 0 (t) is determined via the initial data U 0 , the right-hand side depends on the initial data. Secondly the issue of differentiability has been covered in Theorem 6.5 of [2] . The sufficient conditions given there are that the Young measure μ 0 is uniquely determined by the initial data U 0 and furthermore, that it is Lipschitz continuous as a function of the data U 0 . In our system, the continuity of the measure μ 0 as a function of the data is not expected, but fortunately it will not be needed.
A revisit to Kuramoto's mean-field approach
In this section, we present a fast-slow dynamical systems theory for the Kuramoto model in thermodynamic limit (mean-field limit).
A fast-slow dynamics decomposition
In this part, we present a fast-slow dynamics decomposition for the Kuramoto model in the thermodynamic limit.
Consider a Kuramoto type system of ordinary differential equationṡ
where a j is a nonnegative constant. We next introduce the weighted Kuramoto order parameter (r, φ) ∈ R + × R:
Note that r is always bounded, i.e., 0 r 1.
We next divide (10) by e iθ i to get the equation:
and compare real and imaginary parts of the above relation to find
Then it follows from (11) that the system (9) becomeṡ
Note that the system (12) looks decoupled, but the order parameters r and φ are functions of θ j , j = 1, . . . , N, hence in fact (12) corresponds to the rewriting of the original system (9). However as we can see from (12) , the effect of neighboring oscillators to the dynamics of a given oscillator is only through the order parameters r and φ, and hence when the order parameters r and φ are constant, 
We now take real and imaginary parts of (13) to obtaiṅ
Thus we combine (12) and (14) to get the evolutionary system:
We wish to study long-time dynamics and mean-field limit simultaneously and hence introduce the fast time t = τ ε where 0 τ 1. Then the system becomes
where dot derivative now denotes
Next we do the following steps. We set
so that in principle as ε → 0, we will get an infinite set of equations. However to preclude this event and keep our system finite dimensional, we set
Now we have
This is a coupled fast (17) and slow (18)- (19) system. Furthermore since θ j only enters the right-hand side of (17)- (19) (17), Eq. (17) is in fact explicitly solvable. (See Appendix C in [7] for the derivation of analytic formula.) Below we just display the formula in the original t-variable τ = εt:
• Case 1 (Kr > |Ω i |):
• Case 2 (Kr = |Ω i |):
• Case 3 (Kr < |Ω i |):
where R ∞ i is defined by the relation
Application of Young measure approach
In this part, we present an application of AKST theory to the fast-slow system (17)- (19). If we define
the system (17)- (19) can be written in compact form:
which is the fast-slow formulation of Artstein, Kevrekidis, Slemrod and Titi [2] . The assumption of (F 1) requires that the unique solution oḟ
lies in a compact subset of R M+2 . This is trivially satisfied, since the slow components (r, φ) satisfẏ r = 0,φ = 0, and the fast components θ lie in the compact M-torus T M . The theory assumes (F 1)-(F 2) and the full system (21) has unique solutions on some finite interval, say 0 τ 1. This is certainly true for initial data in H(δ):
The next step is to identify an orthogonal measurement V (U ) for which
which in our case means
It is easy to see that any functions of r and φ will suffice as a measurement. In particular, we choose 
and each ν i (t)(dλ i ), 1 i M, is itself an invariant probability measure for the i-th oscillator equation of (17) . Since
Furthermore by Theorem 2.2, we use the orthogonal observables associated with any measurement V satisfying the integral equation:
In our example the choices V = r, V = φ yield the limit slow evolution for r and φ:
We now substitute (23) into (25) to obtain
System (26) produces what is usually called an amplitude equation for r, but in fact it is the coupled system (26) that determines r.
We can say more about μ 0 (τ ) when r lies in the domain
There exist two values θ e ik
, all solutions converge to the asymptotically stable equilibrium θ e i1 as t → ∞. Hence the limit measure μ 0 (τ ) in (23) must be of the form
where of course the choice depends respectively on whether the initial data is at θ e i2
or not. In Case 2, the two equilibrium points of Case 1 coalesce and
In Case 3, it follows from (20) that θ i (t) is a periodic function with a minimal period T i in t:
In this case, the invariant measure is supported on the inverse image of periodic solution:
Hence we can easily compute
Similarly we have Of course, this result is exactly what are obtained from the classical Tikhonov theory [11, 18] for Cases 1, 2 and method of averaging in Case 3 [13] . The advantage of using the more general AKST theory in [2] is that it has allowed us to move from case to case under the hypothetical evolution of r(τ ) in one shot. Of course in retrospect, we see that r(τ ) is constant as a consequence of the above arguments. We state this relation as follows. 1] , the graphs of r and φ will be constant. So we now see the exact meaning of Kuramoto's assumption that the order parameters r and φ are constant. Specifically, the order parameters r and φ are indeed constant as functions of τ in the limit as ε → 0 of the rescaled system (17)- (19) . Hence an observer at time t, say on the interval [0,
1 ε ] will see r and φ apparently constants as for any initial data r(0) > 0 if the observers move further and further away from the graphs as ε → 0+.
But there is a subtle proviso: our convergence to the limit nominal slow system yielding r and φ constants is weak- * L ∞ ([0, 1] ). Hence convergence is much weaker than say the uniform convergence of a sequence of continuous functions and does not give pointwise information. Hence for example an initial layer may appear and not be recognized by our rather weak convergence.
