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Abstract.
We are interested in the boundary conditions for a difference approximation to a hyperbolic system of partial differential equations u{ = Aux, u(x, 0) = Fix), Ku(0, t) = 0 in the quarter plane x > 0, t > 0.
We consider approximations of the type: In direct analogy to this, we prove that for a difference scheme of the above type with r = p = I, K' = I + £^_j ak and N' = null space of K', a necessary condition for stability is N1 Oi = {o}. If, in addition, a condition proven by S. J. Osher to be sufficient for stability is not satisfied, then Rank K = the number of negative eigenvalues of A is also necessary for stability. We then generalize this result to the case r > 1, p > 1.
Together these conditions imply that "extrapolation" on "negative" eigenvectors leads to instability; "extrapolation" on "positive" eigenvectors is "almost necessary. "Extrapolation" on "positive" eigenvectors and not on "negative" eigenvectors is sufficient for stability.
1. Introduction. Here we consider the problem of finding the correct boundary conditions for a difference approximation to the hyperbolic system of partial differential equations:
(1-1) ut=Aux, (1) (2) u(x, 0)=F(x),
A necessary and sufficient condition for the problem to be well-posed is (i) Rank K = m = the number of negative eigenvalues of A, and (ii) N n E = {0} where N is the null space of K and E is the "negative" eigenspace of A, that is, the m-dimensional subspace of C" spanned by the eigenvectors of A which correspond to the negative eigenvalues of A. (See Hersh [2] .)
Introduce a mesh width Ax > 0 and a time step Ar > 0; divide the x-axis into subintervals of length Ax, the f-axis into subintervals of length Ar, and assume the ratio r = At/Ax remains constant.
Let u (?) = u(jAx, t) be an n x 1 vector function of x and t: uj(t) = (ujx\t),...,uj"\t))t.
For simplicity, we begin by considering a particular class of difference approximations to (1.1):
where the Cks are constant n x n matrices which depend on A and Ar. For example, the Lax-Wendroff Scheme :
Even in this case where there is only one backward step, we see that in contrast to the partial differential equation where m boundary conditions are required, here to solve the difference scheme at each time step, we require n boundary conditions. They will be given by:
where the ak's are constant n x n matrices and a0 = I.
The problem, then, is what are the proper extra n -m boundary conditions.
The requirement of consistency suggests using extrapolation at the boundary:
using a Taylor series expansion in powers of Ax to determine the afc's. (Shortly, we shall be more precise.)
Let K' = 2Jt=o ak an(^ E be the "negative" eigenspace of A. Then in this paper we shall show that a necessary condition for stability is K' n E = {0}. If, in addition, a certain algebraic condition shown by Osher in [6] and Kreiss in [3] is not satisfied, then it is also necessary that Rank K' = m = the number of negative eigenvalues of A. We shall show how this relates to extrapolating at the boundary and how the result is extended to a more general class of difference schemes.
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License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use 2. Some Preliminary Notions. Let H be the Hilbert space of sequences w = {Wj}, Wj = (wjx), . . ., wjn)y,j = 0, 1, 2, ... , such that 2tl0 \Wj\2 < °° where Wj • Vj = 2"=1 wj^vj" \Wj\2 = Wj • Wpwith scalar product (w, v) = (2JL0 w¡ • v;)Ax and norm llvvll2 = (w, w).
Let S be the operator on H defined by i iSw)j = 23 ckwj+k> j =1,2, ... ,
Then we can write the difference approximation (1.4), (1.5), (1.6) in operator form:
uit + At) = iSu)it) = iSnu)iO). Extrapolating on a vector </> implies that K'<t> = 2fc=0 oik<j> = 0. We now restate our main result: Under certain assumptions which are necessary for the stability of the Cauchy problem, if </> E E, then a necessary condition for stability is (2fc=0 ak)<p i= 0 or equivalently N* n E = {0}, where N1 is the null space of
This gives us rank K > m. If, in addition, we assume that 5 has an eigenvalue z = 1, then it is also necessary that rank K = m.
In other words we cannot extrapolate on the "negative" eigenvectors of A In fact, we shall show that the higher the order of extrapolation on negative eigenvectors of A the more unstable the scheme. If S has an eigenvalue at z = 1, we obtain instability unless we do extrapolate on the "positive" eigenvectors of A.
3. The (Generalized) Eigenvalues of S. In the proof of the Main Theorem we require some knowledge about the eigenvalues of S.
In addition to the consistency of the scheme we make the following assumptions: (3.1) The Cauchy problem is stable. In particular, this implies the von Neumann condition: for lui = 1 the eigenvalues z of £fc__, Ckpk satisfy Izl < 1. We may also write
where the zA[p) are the eigenvalues of £fc=_i Ckpk (which is diagonalizable since it has a spanning set of eigenvectors by (3.2)). Since Iz,-(m)I < 1 for \p\ = 1 by (3.1), we may take lz0l sufficiently large so that Ind Det( 23 Cfce,k9-zo/) = 0.
O<0<2jt \fc=-l / Therefore, the number of zeros p(z0) of f(p, z0) inside the unit circle equals the number of poles of f(p, z0) at 0 which is n (from representation (3.8) of/(u, z0) and assumption (3.7)). Similarly, the number of zeros of fiji, z0) outside the unit circle equals the number of poles at °°; this number is also n by (3.8) and (3.7). Now, if we let z vary outside the unit circle, the functions p(z) cannot cross over the unit circle since by (3.1) if lui = 1, then Iz I < 1. Proof of (b). Suppose Det(S¿__, Ckpk -zl) = 0. Then there exists 0 such that 2¿__j Ckpk<f> = z0 and 0 = 0f, one of the eigenvectors of A Then i z0f = 23 CkPk<t>i = SiipWi or z= gAji), k=-l gj(p) must be of the form al'Ju-1 + a^ + a^p; and thus, there can be no more than two roots p(z) ofg¡(p)-z = 0. Since (3.5) has 2n roots,it follows that for each i there are two roots p(z) satisfying (3.6).
By consistency we can write
where p is an infinite series in powers ofp-l convergent near p = 1. Thus, for each i exactly one of the two roots p¡(z) approaches 1 as z -► 1.
Also, this implies that we can choose z real and close to 1 so that \(p -l)2p(p -1)1 < Iz -11 for this value of p.
Then if we rewrite the above as
we see for z > 1 and a¡ > 0, lui > 1, for z > 1 and at < 0, lui < 1. For i = 1, . . . , n and Izl > 1 we shall denote by p¡x(z) the solution to (3.5), which is inside the circle and by pi2(z) the solution to (3.5) which is outside the unit circle. Then, for i = 1, . . . , m, un(l) = 1 and pt2(l) =£ 1 and for i = m + I, ... , n,pi2(l)=landpix(l)i=l. D It follows from the proof of part (b) that for i = 1,...,«, we can write
and therefore, we have
Corollary.
For v = 1,2, piviz) -pivil) = iz -l)fiviz), where 0 <kx < \fiviz)\ < k2 for Izl > 1 and z sufficiently near 1.
We shall also require Lemma 2. The zeros pi2iz) of (3.5) are real if z is real and z > 1. Proof. If z and p satisfy (3.5), then whenever p is real, z is real by (3.2). Let p be a zero of (3 .5) A necessary condition for the stability of the difference scheme il.4),il.5), il.€) is N" DE = {0}.
If, in addition, 1 is a generalized eigenvalue of S, then Rank K' = m is also necessary for stability.
Notice that if we extrapolate on a "negative" eigenvector 0,-of A, then (in all that follows it suffices to consider real z).
Since A is symmetric, we may choose {0,} to be orthonormal. Then Lemma 3. // 115"" II < k for all 0 < At < 5, 0 < mAt < T, then for all z with lzl>l, 11(5-z)"1 II <*/(lzl-l).
Proof. It is obvious that Il5m II < k implies that the spectrum of S is contained We have now shown that E n N1 = {0} is necessary, and thus rank K' > m is also necessary.
To prove the second assertion in the theorem, we assume 5 has a generalized eigenvalue z = 1. Then there exist ox, . . . , an not all zero such that ¿ «Jt ot&oy*!) =°- where for z > 1 and sufficiently near 1 hxiz)>k6>0 and 0</j(z)<Jts.
We chose 0f so that 2£=0 afc0¿ # 0 and since pi2iz) -► 1 as z -► 1 23 afcMf2"í_1(z)0í >kn>0 for z near 1.
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use While this is not of the form (1.4) and UjiAt) must be specified as well as uiO), our methods still apply.
The operator 5 which corresponds to this scheme has a generalized eigenvalue at z = -1. To see this we look at the roots p of z -z~x = ar(p -p~x). The root p which is inside the unit circle for Izl > 1 is given by z2-l-V(z2-l)2+aW Mi arz Now for positive a, we see that as z -► -1 we have u, -► 1 ; and therefore, z = -1 is a generalized eigenvalue of 5.
If we let ua[z) = p{iz), then proceeding as before, we see that as z -► -1, 11(5 -z)_1 II grows too rapidly for stability.
Thus, for this nondissipative scheme approximating ut = aux, extrapolating at the boundary even with a > 0 gives an unstable scheme. In general we know very little about the roots of (6.6) except what we have stated above. We can prove a necessary condition for stability: For all w E E (the negative eigenspace of A) we must have: 7+53 a/fc) w ^ 0 f°r some / = r + 1,. . . , 0. ¡t=i If for some w€f,(/+ 2*=i a/fc)w = 0 for all / = r + 1, . . . , 0, then we can show that the scheme is unstable exactly as we did in the case r = p = 1. If we solve explicitly for the resolvent (5 -z)_1 for Izl > 1 in an attempt to prove instability when z = 1 is an eigenvalue of 5 but we have eliminated from the boundary space the negative eigenvectors of A, we run into problems.
Because of the fact that it is now possible for some of the roots pJ(z) of (6.6) which he inside the unit circle to coalesce at z = 1, the boundary matrix (a generalization of (4.3)) may no longer have a factor of z -1, but only of (z -l)1 lq where q is the multiplicity of some root u,-(l) of (6.6) (see Kreiss [3] ). 
