Association for Information Systems

AIS Electronic Library (AISeL)
CONF-IRM 2019 Proceedings

International Conference on Information Resources
Management (CONF-IRM)

5-2019

ESTIMATION OF PEER INFLUENCE
EFFECT IN ONLINE GAMES USING
MACHINE LEARNING APPROACHES
Yan Liu
Zhejiang University, 11720004@zju.edu.cn

Xi Chen
Zhejiang University, chen_xi@zju.edu.cn

Follow this and additional works at: https://aisel.aisnet.org/confirm2019
Recommended Citation
Liu, Yan and Chen, Xi, "ESTIMATION OF PEER INFLUENCE EFFECT IN ONLINE GAMES USING MACHINE LEARNING
APPROACHES" (2019). CONF-IRM 2019 Proceedings. 34.
https://aisel.aisnet.org/confirm2019/34

This material is brought to you by the International Conference on Information Resources Management (CONF-IRM) at AIS Electronic Library
(AISeL). It has been accepted for inclusion in CONF-IRM 2019 Proceedings by an authorized administrator of AIS Electronic Library (AISeL). For
more information, please contact elibrary@aisnet.org.

ESTIMATION OF PEER INFLUENCE EFFECT IN ONLINE GAMES
USING MACHINE LEARNING APPROACHES

Yan Liu
Zhejiang University
11720004@zju.edu.cn

Xi Chen
Zhejiang University
chen_xi@zju.edu.cn

Abstract
Peer influence, which means that an individual can directly influence his friends to be similar
with him, is very important in social network analysis. However, peer influence effects are often
confounded with latent homophily caused by unobserved similar characteristics. Scholars have
designed randomized experiments or established mathematical models to control the latent
homophily to get a more accurate effect of peer influence. However, the randomized
experiments cannot utilize the valuable second-hand data and the mathematical models are
always complex and time-consuming. In this paper, we propose a novel approach based on
machine learning to estimate the peer influence effect. First, we use machine learning or deep
learning algorithms to get node embeddings which imply the structural information of the nodes
in a social network. Then we use the embeddings to act as a proxy variable of unobserved
homophily factors in OLS regression models. To verify the feasibility of our approach, we
design a simulation experiment. Finally, we implement our method to an empirical study and
find that peer influence exists in online game social networks and using node embeddings as a
proxy variable in regression can help estimate a more accurate peer influence effect.
key words: peer influence, network embedding, GraRep, node2vec, SDNE

1 Introduction
Over the past decades, the Internet has developed rapidly and widespread, which has become
an indispensable part of our life. In the meanwhile, online game industries have grown stronger
relying on the development of the Internet. Since the Riot Games released League of Legends
(LOL) in 2009, online game has become not only an amusement but also a trend (Kim et al.,
2015). By June 30, 2017, there are 422 million of online gamers in China, accounting for 56.1%
of the total Chinese Internet users (Jiang and Fung, 2017). And the global revenue of the online
games industry amounts to as much as US$11,638m in 2018 (ststista, 2019), which implies the
popularity of online games.
As we all known, in online games, players can make friends with each other and can also make
a team with other players to brush instance zones (PVE) together. Therefore, an online game
can obviously be regarded as a social network. Online game companies have great interest in
the peer influence effect in online games. Depending on how much the decisions of online game
players are affected by peer activity, online game companies can formulate corresponding
strategies (Hill et al., 2006). For example, if players base their decisions on peer activity heavily,

companies can give additional rewards to players who have many friends to stimulate their
friends to buy game props.
However, inferring the peer influence effect is very difficult because peer influence is
confounded with homophily, that is to say, online game players may tend to make the same
behaviors as their friends just because they are similar among each other.
Researchers have long worked on finding methods to accurately estimate peer influence effect.
They have designed randomized experiments or established mathematical models to control the
latent homophily to get a more accurate effect of peer influence. However, the randomized
experiments cannot utilize the valuable second-hand data and the mathematical models are
always complex and time-consuming. Lately, Fujimoto and Valente (2012) found that different
social network structures could influence the formation of friendships, i.e. the latent homophily
may result from structural similarity. Davin (2015) found that the estimation bias could be
reduced by adding a latent space coordinate generated from structural information of nodes,
which inspires us a lot.
Since the convolutional neural network has achieved significant success in the field of image
recognition, machine learning or deep learning has developed so fast in recent years and plays
an important role in various research fields. As a branch of the machine learning field, network
embedding is an important method to learn low-dimensional representations of vertices in
networks which capture and preserve the network structure information.
Thus, in this paper, we use network embedding methods to get low-dimensional representations
of each node and use them as proxy variables to accurately estimate the peer influence effect.
Our contributions are as follows:
 We propose a novel approach that uses node embeddings as a proxy variable in regressions
to reduce estimation bias of peer influence.
 We carry out a simulation experiment to verify the effectiveness of our approach and
conduct an empirical study implying that there exists peer influence in online game social
networks.
The rest of the paper is organized as follows. In Section 2, we review the related literatures
about peer influence and homophily, the conventional estimation methods and the network
embedding methods. In Section 3, we propose our methods. And we conduct a simulation in
Section 4 and an empirical study in Section 5. Finally, we make a conclusion in Section 6.

2 Literature review
2.1 Peer influence & homophily
In social networks, it is a common phenomenon that the attributes and behaviors of friends are
more similar. For example, people who like smoking (or drinking) usually have friends who
also like smoking (or drinking) in a social network environment (Christakis and Fowler, 2008).
There are two reasonable explanations at present: The first explanation is that in social networks,
an individual can directly influence his friends, making friends' social attributes and behaviors
tend to be similar, and this effect is called peer influence (social influence or social contagion);
another explanation is that in social networks, individuals tend to associate with people who are
similar to themselves because it is comfortable for individuals to communicate with similar
people (Centola et al., 2007), which is called homophily. For example, smokers are more likely

to be friends because of the influence of homophily, and a non-smoker will be affected by his
smoking friends over time due to peer influence and finally start to smoke.
Peer influence has far-reaching impact on many aspects of consumer decision-making and
marketing, including the use of new IT technologies (Aral et al., 2009), e-commerce (Stephen
and Toubia, 2010), new drugs use (Nair et al., 2010), the impact of advertising (Bakshy et al.,
2012) and so on.
2.2 Estimation of peer influence effect
In order to determine the extent of peer influence, researchers have tried a lot of methods. At
first, they design randomized experiments in order to control the latent homophily. Aral et al.
(2009) studied whether the adoption of Yahoo go (an app) was due to homophily or peer
influence. They then divided the users into treated and untreated groups for comparison.
However, the randomized experiment method does not utilize the valuable second-hand data,
i.e. a large amount of node attribute data. Therefore, other researchers have tried to construct
mathematical models to accurately estimate the peer influence effect. Graham (2017)
constructed a model of undirected dyadic link formation which accurately estimates the
homophily effect and gets the peer influence indirectly. Ma et al. (2015) developed a compatible
hierarchical Bayesian model to evaluate the effect of peer influence on consumers’ purchase
decisions in a social network environment. However, these methods have several shortcomings.
The models are often complexity and take a lot of time to get the estimation value.
Fujimoto and Valente (2012) found that different social network structures also influence the
formation of friendships. Davin (2015) introduced a proxy variable reflecting tie formation
process based on the latent space model (Hoff et al., 2002) to control the latent homophily.
Inspired by these, we think that using network embeddings which reflect the nodes’ structural
information may help estimate a more accurate effect of peer influence.
2.3 Network embedding
Recently, network embedding (NE) has aroused a lot of research interests. NE aims to learn
latent, low-dimensional representations of network vertices, while preserving network topology
structure, vertex content, and other side information.
Once the new vertex representations are learned, we can easily apply them to conventional
vector-based machine learning algorithms. This obviates the necessity for deriving complex
algorithms that are applied directly on the original network (Zhang et al., 2018).
The network embedding algorithms has three main categories: matrix factorization based
methods, random walk based methods and deep learning based methods. Factorization based
algorithms factorize a matrix which represents the connections between nodes. The matrices
include adjacency matrix, node transition probability matrix and so on. And we can factorize
the matrices by eigenvalue decomposition, singular value decomposition (SVD) and other
proper approaches. The representative methods are Graph Factorization (Ahmed et al., 2013),
Graph Representations with Global Structural Information (GraRep) (Cao et al., 2015) and so
on. But the limitation is that the time complexity and space complexity of matrix decomposition
is so high that it’s hard to scale up.
Random walk based algorithms methods are inspired by the huge success of Word2vec

algorithm (Mikolov et al., 2013) in word representation learning. The key innovation of random
walk based algorithms is that nodes are likely to have similar embeddings if they co-occur on
short random walks over the network. And these methods try to maximize the probability of
co-occurrence of the context of the nodes. Examples are DeepWalk (Perozzi et al., 2014) and
node2vec (Grover and Leskovec, 2016). The limitation is that finding optimal sampling strategy
is difficult.
Recently, the craze of the deep learning has driven researchers to apply deep learning based
approaches to network embedding algorithms. Deep autoencoders have been used a lot due to
their ability to model non-linear structure in the data. Structural Deep Network Embedding
method (SDNE) (Wang et al., 2016) is the most representative methods of this kind. However,
the computation cost is usually high and it lacks interpretability.
In this paper, we select a more advanced method from each category of the methods respectively,
i.e. GreRap, node2vec and SDNE to help estimate the peer influence effect.

3 Model
3.1 Notation
First, we give the notion of network. The social network studied in this paper is an undirected
network, which is defined as 𝐺 = (𝑉, 𝐸) where 𝑉 = {𝑣1 , … , 𝑣𝑛 } represents 𝑁 nodes and
𝐸 = {𝑒𝑖𝑗 }𝑛𝑖,𝑗=1 represents edges. The connection between nodes is represented by the adjacency
matrix 𝐴 . If 𝑣𝑖 and 𝑣𝑗 are linked, 𝐴𝑖𝑗 = 1 , otherwise 𝐴𝑖𝑗 = 1 . Therefore, the adjacency
matrix is a symmetric matrix.
3.2 Network embeddings algorithms
3.2.1 GraRep
GraRep algorithm considers that network nodes sharing common k-step neighbors (𝑘 ≥ 1 )
should have similar latent embeddings. It first defines the node transition probability matrix
𝑆 = 𝐷 −1 𝐴, where 𝐴 is the adjacency matrix and 𝐷 is the degree matrix of 𝐴. So, the k-step
transition probability matrix is 𝑆 𝑘 . For each k (1 ≤ 𝑘 ≤ 𝐾), it preserves k-order proximity by
minimizing ∥ 𝑋 𝑘 − 𝑌𝑠𝑘 𝑌𝑡𝑘𝑇 ∥2𝐹 where 𝑋 𝑘 is derived from 𝑆 𝑘 . And GraRep uses SVD to
factorize 𝑋 𝑘 to get the embeddings of node 𝑣𝑠 , 𝑌𝑠𝑘 , and node 𝑣𝑡 , 𝑌𝑠𝑘 . At last, it concatenates
𝑌𝑠𝑘 for all 𝑘 to form 𝑌𝑠 , which is the final embedding of node 𝑣𝑠 .
3.2.2 Node2vec
Node2vec preserves higher-order proximity between nodes by maximizing the probability of
occurrence of subsequent nodes in fixed length random walks. And node2vec designs a flexible
neighborhood sampling strategy, i.e., biased random walk which interpolates two searching
algorithms, i.e., BFS and DFS as illustrated in Fig 1.
Following the skip-gram framework (Mikolov et al., 2013), node2vec learns the node 𝑣𝑖
representation 𝑓(𝑣𝑖 ) by optimizing the occurrence probability of the context of 𝑣𝑖 given the
representation of vertex 𝑣𝑖 :
max ∑ log Pr(𝑁(𝑣𝑖 )|𝑓(𝑣𝑖 ))
𝑓

𝑣𝑖 ∈𝑉

(1)

where 𝑁(𝑣𝑖 ) is the set of neighbor nodes of 𝑣𝑖 which represents the context of 𝑣𝑖 .

Fig 1: searching strategies of node2vec (Grover and Leskovec, 2016)
3.2.3 SDNE
SDNE is a deep learning based approach that uses a semi-supervised deep autoencoder model
to capture non-linearity in network structure. In unsupervised part, it constructs an autoencoder
aiming to reconstruct the local structure of the node. Let 𝐴 denote the adjacency matrix of the
network and let 𝑥𝑖 (i-th row of 𝑆), 𝑥̂𝑖 be the input and output of the autoencoder respectively.
So, the reconstruction loss is showed in (2) where 𝒃𝑖 is a penalty vector.
𝑛

ℒ𝑟𝑒 = ∑ ∥ (𝑥̂𝑖 − 𝑥𝑖 )⨀𝒃𝑖 ∥22

(2)

𝑖=1

In supervised part, it uses Laplacian Eigenmaps (Belkin and Niyogi, 2002) in order to make
(𝐾)

two linked nodes more similar. Let 𝒚𝑖

be the embedding of node 𝑣𝑖 , then the similarity loss

is:
𝑛
(𝐾)

ℒ𝑠𝑖𝑚 = ∑ 𝐴𝑖𝑗 ∥ 𝒚𝑖

(𝐾)

− 𝒚𝑗

∥22

(3)

𝑖,𝑗=1

Therefore, the overall loss function is showed in (4), where ℒ𝑟𝑒𝑔 is the regularization term and
(α, ν) is the hyperparameter vector. Then we can use SGD to optimize it. And the total
framework of SDNE is showed in Fig 2 below.
(4)
ℒ = ℒ𝑟𝑒 + 𝛼ℒ𝑠𝑖𝑚 + 𝜐ℒ𝑟𝑒𝑔

Fig 2: Framework of SDNE (Wang et al., 2016)

3.3 Model estimation
As mentioned above, the effect of social influence can be estimated by using OLS regression
(Davin, 2015). Assume that there are 𝑁 individuals in a social network. So, 𝑌𝑖,𝑡 , the dependent
variable of the i-th person at time t, can be molded as:
𝑌𝑖,𝑡 = 𝛽0 + 𝛽1 𝑌𝑖,𝑡−1 + 𝛽𝑝𝑒𝑒𝑟 𝑝𝑒𝑒𝑟𝑖,𝑡−1 + 𝛽𝑋 𝑋𝑖,𝑡−1 + 𝛽𝑍 𝑍𝑖,𝑡−1 + 𝜖𝑖𝑡

(5)

where 𝑌𝑖,𝑡−1 is the lagged term of the outcome variable, 𝑝𝑒𝑒𝑟𝑖,𝑡−1 means the peer influence
experienced by person i at time t-1, which equals to

∑𝑗 𝐴𝑖𝑗 𝑌𝑗,𝑡−1
∑𝑗 𝐴𝑖𝑗

(Shalizi and Thomas, 2011).

𝑋𝑖,𝑡−1 is a vector of observed characteristics or demographics of person i at time t-1. 𝑍𝑖,𝑡−1 is
the embedding vector indicating the social network structure features of person i at time t-1.
(𝛽0 , 𝛽1 , 𝛽𝑝𝑒𝑒𝑟 , 𝛽𝑋 , 𝛽𝑍 ) is the coefficient vector and each value reflects the extent to which the
corresponding variable affects the outcome variable. 𝜖𝑖𝑡 is a error term.
Assume that the real peer influence effect is 𝛽𝑝𝑒𝑒𝑟 , the estimated peer influence effect which
′
is estimated by (5) without using embedding term is 𝛽𝑝𝑒𝑒𝑟
, and the estimated peer influence
′′
′′
effect which is estimated by (5) using embedding term is 𝛽𝑝𝑒𝑒𝑟
. Therefore, if |𝛽𝑝𝑒𝑒𝑟
−
′
′′
𝛽𝑝𝑒𝑒𝑟 | < |𝛽𝑝𝑒𝑒𝑟
− 𝛽𝑝𝑒𝑒𝑟 | is satisfied and |𝛽𝑝𝑒𝑒𝑟
− 𝛽𝑝𝑒𝑒𝑟 | is small enough, we can

conclude that using node embeddings as a proxy variable can control some latent homophily
and estimate a more accurate effect of peer influence.

4 Simulation
In order to verify the effectiveness of the use of node embedding as a proxy variable, we
designed a simulation experiment. We first describe and carry out the data generation process,
and then we run node embedding algorithms to get node embeddings. Finally, we establish and
estimate regression equation to verify the above assumption.
4.1 Data generation process
We follow the steps introduced by (Shalizi and Thomas, 2011) to generate network and related
variables:
1. We assume that there exists a stable social network including 𝑁 individuals. Each
individual 𝑖 has fixed observed characteristics 𝑋𝑖 ∈ ℝ𝑚 and fixed unobserved features 𝑍𝑖 ∈
ℝ𝑑 . Here each component in 𝑋𝑖 or 𝑍𝑖 is normally distributed.
2. The formation of network. According to the definition of homophily, similar people tend
to be friends. Therefore, we use the latent space model proposed by (Hoff et al., 2002) to
indicate the probability of connecting two nodes:
P(𝐴𝑖𝑗 = 1) =

exp(𝛼0 − 𝛼1 |𝑋𝑖 − 𝑋𝑗 | − 𝛼2 |𝑍𝑖 − 𝑍𝑗 |)
1 + exp(𝛼0 − 𝛼1 |𝑋𝑖 − 𝑋𝑗 | − 𝛼2 |𝑍𝑖 − 𝑍𝑗 |)

(6)

where |𝑋𝑖 − 𝑋𝑗 | or |𝑍𝑖 − 𝑍𝑗 | calculated by Euclidean distance represents the similarity
between individual 𝑖 and individual 𝑗 in observed feature space and unobserved feature space

respectively. (𝛼0 , 𝛼1 , 𝛼2 ) is the hyperparameter vector, which controls the importance of
|𝑋𝑖 − 𝑋𝑗 | and |𝑍𝑖 − 𝑍𝑗 |.
3. The homophily will affect the outcome variable. So, the generation of outcome variable
is an iterative process:
1) We randomly initialize the outcome variable, 𝑌𝑖,0 , which is normally distributed.
2) We use the following formula to calculate the value of outcome variable at time 𝑡.
∑𝑗 𝐴𝑖𝑗 𝑌𝑗,𝑡−1
(7)
𝑌𝑖𝑡 = 𝛽0 + 𝛽1 𝑌𝑖,𝑡−1 + 𝛽2
+ 𝛽3 𝑋𝑖 + 𝛽4 𝑍𝑖 + 𝜖𝑖𝑡
∑𝑗 𝐴𝑖𝑗
4.2 Simulation
First of all, we assume a social network consisting of 100 individuals. Next, we assume 𝑋𝑖 ∈
ℝ3 and 𝑍𝑖 ∈ ℝ3 and each component of 𝑋𝑖 and 𝑍𝑖 follows 𝑁(0, 1), 𝑌𝑖,0 ~𝑁(0, 0.25) and
𝜖𝑖𝑡 ~𝑁(0, 0.25) . Then we set the parameter values at α = {𝛼1 , 𝛼2 , 𝛼3 } = {0,3,3} ,
{𝛽0 , 𝛽1 , 𝛽2 } = {0.5, 1.0, 0.4}, 𝛽𝑥 = {0.4, 0.2, 0.3} and 𝛽𝑧 = {0.5,0.6,0.2}.
We use the above data generation process to generate two-stage outcome variable data. Next,
we use GraRep, node2vec and SDNE algorithms to get the 𝑛 -dimensional embeddings
respectively. At last, we run regression models using no embeddings or different embeddings
to get estimated effects of peer influence. In each simulation, we set the embedding dimensions
as 4, 6, 8 and 10. We run 1000 independent simulations to get a robust result.
4.3 Recovery of coefficients
We run the following two regression models.
(1) no embeddings model:
3

∑𝑗 𝐴𝑖𝑗 𝑌𝑗,𝑡−1
′
𝑌𝑖,𝑡 = 𝑏0 + 𝑏1 𝑌𝑖,𝑡−1 + 𝑏2
+ ∑ 𝑏𝑥,𝑘
𝑥𝑖𝑘 + 𝜀𝑖𝑡
∑𝑗 𝐴𝑖𝑗

(8)

𝑘

(2) network embeddings model:
3

𝑛

𝑘

𝑘

∑𝑗 𝐴𝑖𝑗 𝑌𝑗,𝑡−1
′
′
𝑌𝑖𝑡 = 𝑏0′ + 𝑏1′ 𝑌𝑖,𝑡−1 + 𝑏2′
+ ∑ 𝑏𝑥,𝑘
𝑥𝑖𝑘 + ∑ 𝑏𝑧,𝑘
𝑧𝑖𝑘 + 𝜀𝑖𝑡
∑𝑗 𝐴𝑖𝑗

(9)

Assume 𝑏2 and 𝑏2′ are the estimated effects of two models above respectively. If |𝑏2′ − 𝛽2 | <
|𝑏2 − 𝛽2 | and |𝑏2′ − 𝛽2 | is small enough, we can conclude that using node embeddings as a
proxy variable can control latent homophily and estimate a more accurate effect of peer
influence.
4.3 Simulation result
The main statistic of interest is the estimation bias of peer influence effect with each regression
model. The bias is calculated as the mean absolute deviation between the estimated coefficient
and the true coefficient across 1000 runs. And the results are shown in Fig 3 below.
In Fig 3, the horizontal axis represents the dimensions of embeddings while the vertical axis
represents the mean absolute deviation for estimating 𝛽2 . And the bars from left to right in each
dimension which in light green, red, green and yellow represents the estimation bias when we

use no embeddings, GreRap embeddings, node2vec embeddings and SDNE embeddings
respectively. From Fig 3, we can see that the estimation bias is about 0.6 when embeddings are
not included. And it is obvious that the estimation bias is significantly decreased when using
node embeddings as a proxy variable in regression model. For example, the estimation bias is
decreased by 80 percent when we add a 4-dimension embedding using arbitrary algorithms. In
the meanwhile, most estimation biases estimated with network embeddings only account for
1/4 of the real effect of peer influence, which means the bias is small enough. Besides, we can
find that in a whole, the bias goes down as the dimension increases and the node2vec performs
best.

Fig 3: Comparison of absolute value of estimation bias
In summary, we find that using node embeddings as a proxy variable in regression model can
significantly reduce the estimation bias of the effect of peer influence. The explanation power
of embeddings will go up as embedding dimension increases in a proper range. And the
node2vec algorithm has the best performance among three network embedding algorithms.

5 Empirical study
In section 4, we have verified the feasibility of our method. In this section, we use an online
game data to explore whether an individual’s activities will significantly influence his/her
friends’ activities in an online game social network.
5.1 Data
This dataset comes from a Chinese online game called Dragon Valley. The dataset not only
recorded 13,377,792 players’ attributes such as gender, tenue and degree, but recorded daily

game behavior data from 2011-01-01 to 2011-03-31, including login frequency, the mean of
coin spending amount (Gamecoinspending_mean), the mean of coin reward amount
(Gamecoincoinreward_mean), the mean of coin exchange amount (Gamecoinexchange_mean).
The dataset also recorded the daily friendship relations which meant that two players are friends
in the game. Therefore, we can use the relations to create an online game friendship network
each day and use login frequency as a peer activity. Due to the low completeness of the dataset,
we choose a complete one-week data from 01-10 to 01-16 for our research. That is, we use the
data from the first six time points to predict the login frequency of the last time point.
Due to the limitations of the network embedding algorithm, we are unable to utilize all players’
information. So, we create networks based on players who appear in every friendship network
of the week. Finally, we get the networks for a total of 2573 players and the data is summarized
in Table 1 below.
Min

Max

3.68
-33497.98
3043.10
24543.45
150.98
0.38

Standard
deviation
2.79
122981.19
5460.63
83946.47
53.10
0.49

0.00
-7129135.67
0.00
0.00
46.00
0.00

34.00
0.00
200000.00
3754438.52
308.00
1.00

37.46

36.84

1.00

566.00

variable

Mean

Login frequency
Gamecoinspending_mean
Gamecoinreward_mean
Gamecoinexchange_mean
Tenure (days)
Gender
Degree (number of
friends)

Table 1: Data summary
5.2 Model and estimation
We adopt login frequency as the dependent variable of interest to explore whether there exists
peer influence in the online game social network. And we use the following regression equation
to predict the login frequency:
(10)
𝑌𝑖,𝑡 = 𝛽0 + 𝛽1 𝑌𝑖,𝑡−1 + 𝛽2 𝑝𝑒𝑒𝑟𝑖,𝑡−1 + 𝛽𝑠3 𝑋𝑖,𝑡−1 + 𝛽𝑠4 𝑁𝐸𝑖,𝑡−1 + 𝜀𝑖𝑡
where, 𝑌𝑖,𝑡 represents the login frequency of player 𝑖 at time 𝑡; 𝑝𝑒𝑒𝑟𝑖,𝑡−1 =

∑𝑗 𝐴𝑖𝑗,𝑡−1 𝑌𝑗,𝑡−1
∑𝑗 𝐴𝑖𝑗,𝑡−1

is

the average lagged login frequencies among player 𝑖’s friends and 𝐴𝑖𝑗,𝑡−1 is the adjacency
matrix of friendship network at time 𝑡 − 1; 𝑋𝑖,𝑡−1 are observed characteristics for player 𝑖 at
time 𝑡 − 1, which include both time-invariant covariates, i.e. gender and time-variant attributes,
including coin spending amount, coin rewarding amount, coin spending amount, tenure and
degree; 𝑁𝐸𝑖,𝑡−1 means player 𝑖’s friendship network embeddings at time 𝑡 − 1; and 𝜀𝑖𝑡 is
an independent error term.
As for the estimation, first we adopt the 8-dimension node2vec algorithm to generate network
embeddings because of its best performance in the simulation section. Then, we use the
friendship networks to do the OLS regression.

5.3 Results
Table 2 shows the regression results across two models, i.e. no embeddings model and including
embeddings model. There are some interesting outcomes. First, the effect of gender is
insignificant in both models which implies that an individual’s gender doesn’t affect his/her
login frequency significantly. Second, the effect of tenure is significantly negative, which
means that the longer you play a game, the less frequently you log in. Third, the significant
coefficients of Gamecoinspending_mean, Gamecoinreward_mean, Gamecoinexchange_mean
in both models indicates if an individual spend (reward or exchange) more in the game, he/she
will log in more frequently. At last, the significant effect of degree in both models corresponds
to our intuition that players will log in more frequently if they have more and more friends.
Moreover, the effect of peer influence is what we are most concerned about. Given that
coefficients of other variables have almost the same magnitude and significance in both models,
the effect of peer influence is insignificant in no embeddings model while it is significant in the
including embedding model. And we find that all embedding components in including
embeddings model are significant. Therefore, we think that in no embeddings model, there still
remains some latent homophily among players which correlates with the peer influence term
and in the including model, the network embeddings control a portion of the latent homophily.
In summary, through the online game data, we find that there do exists peer influence in the
online game social networks and using node embeddings as a proxy variable in regression can
help reduce the estimation error.
Model
Intercept
Lagged frequency
Peer influence
Gamecoinspending_mean
Gamecoinreward_mean
Gamecoinexchange_mean
Tenure
Gender
Degree
𝑁𝐸_0
𝑁𝐸_1
𝑁𝐸_2
𝑁𝐸_3
𝑁𝐸_4
𝑁𝐸_5
𝑁𝐸_6
𝑁𝐸_7

No embeddings
0.194(***)
0.311 (***)
0.009
-0.090(***)
0.066(***)
0.092(***)
-0.027(***)
-0.001
0.070(***)

Including embeddings
0.188(***)
0.315(***)
0.015(**)
-0.086(***)
0.059(***)
0.077(***)
-0.026(***)
-0.001
0.0810(***)
-0.034(***)
-0.058(***)
-0.037(***)
-0.039(***)
0.053(***)
-0.045(***)
0.073(***)
-0.041(***)

(***: significant at 99% confidence level; **: significant at 95% confidence level)

Table 2: OLS results for no embeddings model and including embeddings model

6 Conclusion
We propose a novel approach that uses node embeddings as another proxy variable in
regressions to reduce bias for the estimation of peer influence. First, I derive a simulation
framework and verify the effectiveness of our method. Then, we apply the method to investigate
whether there exists peer influence in online game social networks and find that one player will
login game more times if his friends’ login frequencies are high. Furthermore, it also
demonstrates that using node embeddings as a proxy variable in regression can control latent
homophily and estimate a more accurate effect of peer influence.
There are some limitations in this paper. First, we just use OLS to estimate the effect of peer
influence while the dataset is longitudinal. We are not concerned about this too much because
we focus on whether we can reduce the bias using node embeddings. Second, the node
embeddings generated by machine learning algorithms lack explanatory power for the
regression. Therefore, we encourage investigation of stronger node embedding algorithms or
more powerful explanatory proxies.
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