INTRODUCTION
Let Z be the group of integers, let Z, = hZ = {hm; m E Z} for h > 0, and consider the class of functions F: 2, x Z, -j C such that J+ + h,y + h) -%Y)
F(x, y + h) -F(x -7 h, y) = -h(l + i) h(i -1) (1.1)
for every point (x, y) E Z, X Z, . If Z, x Z, is identified with the lattice (h(m + in); m, 1z integers} embedded in the complex plane, then condition (1.1) is seen to be an "analyticity" condition: On each unit square of the lattice, the difference quotients along the two diagonals are the same.
The above definition of analyticity was introduced by Ferrand [I] and many properties of such functions were found by Duffin [2] . In this paper, discrete analytic functions are further investigated and discrete analogs of the classical theorems of Liouville, Phragmkn-Lindekf, and Paley-Wiener are proved.
If condition (1 .l) holds for a particular point (x0 , y,,) E Z,, x Z, we say that F is discrete analytic in the unit square {(x0 , yO), (x0 + h, y,,), (x0 , y,, + h), (x,, + h, y,, + h)}. Following Duffin [Z] we define a region in Z, x Z, as a union of unit squares and say that F is discrete analytic in the region if it is discrete analytic in each of its unit squares. In the following (x, y) and x + iy will be used interchangeably to denote a point in Z,, x Zh; also notice that condition (1.1) is equivalent to F(X, y) + iF(x + h, y) -F(x + h, y + h) -;F(x, >I -L h) =y 0.
In particular, for the lattice 2 x Z, F is discrete analytic in ((m, n), (m + 1, n), (m + 1, n + l), cm, n + 1)) if F(m,n)+iF(m+l,n)-F(m+l,n+l)--F(m,n+l)=O. u4
DISCRETE ANALYTIC FUNCTIONS OF POLYNOMIAL GROWTH
Duffin [2] defined a biopolynomial to be a discrete analytic function which assumes the values of one polynomial on the even1 lattice points and the values of another (possibly the same) polynomial on the odd lattice points. THEOREM 1. Every discrete analytic function F of polynomial growth is a bipolynomial.
Proof. Assume h = 1 (the proof for general h is similar) and let F(m, n) be a discrete analytic function of polynomial growth: 1 F(m, n)I < C(\ m / + / n I)", for some constants C and k. Then [6, Chapter 121 F is the Fourier transform of a distribution D on the two-dimensional torus T2 (=g2), F(m, n) = D(eimt+ins).
Substituting this into (1.2) one gets
for every point (m, n) E Z2. Thus
The only roots of 1 + ieit -eit+is -ieis = 0 are the points (0,O) and (v, 'rr), which implies that D is supported in these points. So (continuous) entire functions of polynomial growth are exactly the Fourier transforms of temperate distributions which annihilate the ideal (t + is) C,"(R x R) = a,(& s) C,"(R x R). But (t + is) D E 0 implies that D is supported at the point (0, 0) and therefore is a finite sum of derivatives of the Dirac measure 6, and the familiar Liouville theorem drops out: An entire function of polynomial growth is a polynomial. Since a,(t, s) = t + is vanishes just at one point (namely, (0, 0) E R2) w i e h 1 a,(t, s) vanishes at two points ((0, 0) and (?r/h, r/h) E (T/h) x (T/h)) it is clear why, in the discrete theory, we e -counter bipolynomials and not just polynomials.
A PHRAGM~N-LINDEL~F PRINCIPLE FOR DISCRETE ANALYTIC FUNCTIONS
In the classical theory of analytic functions there are a number of theorems, associated with the names of Phragmen and Lindelof, which compare the growth of an analytic function inside a sector, or a strip, with the growth of the function on the boundary. The only sectors that can be treated conveniently in the discrete theory are, evidently, the ones bounded by the axes. For the sake of definiteness we choose to consider Z+ x Z+ = {(m, n); m and n integers, m 3 0, n 3 O}. THEOREM 2. Let F(m, n) be a discrete analytic function in the quarter lattice Z+ x Z+, and assume that there are constants T > 1, S > 1, and C, , C, such that
Then for every TI > T, S, > max{S,
Proof.
Consider the formal power series
where $F , #F are the formal power series
Now, since F(m, n) is discrete analytic in 2-b x Z', the last term on the rhs of (3.3) is zero and consequently
Until now, $F , z,LF and F were considered as formal power series, but by (3.la), #Jo is convergent in {I z 1 < l/T} and re p resents an analytic function there. Similarly, by (3.1 b) #F(w) represents an analytic function in {I w / < 1 /S> so the rhs of (3.4) is an analytic function of two complex variables in the polydisc i" 1" c:
which was only defined a priori as formal power series, is a convergent power series in the polydisc { 1 z 1 < 1 /Tj x (I w / < 1 IS'] where S' =-: max(S, (T t l)j(T -I)}. Finally, since P(m, n) is the coefficient of ZYW'~ in the Taylor expansion of F(z, w) it follows by Cauchy's inequality that for every TI J-Y', S, J-max[S, (T + l)/(T -1)) there exists a constant C such that for every point (m, n) E Z+ X Z+.
DISCRETE FOURIER ANALYSIS AND DISCRETE ANALYTIC FUNCTIONS
The characters of the group R can be identified as the class of functions eiSs: s E R == I?. Clearly each character can be extended analytically to the whole complex plane as eis(%tig) = eiSze@y. Now look at the group 2, with characters eimt(t E T = 2). One may ask: What is the natural discrete analytic extension of eimt (m E 2) to the whole discrete lattice P ? With the continuous example in mind, let us try for an extension of the form Finally, let us remark that if we chose to consider 2, x 2, instead of 2 x 2 we would have obtained, instead of (4.3), the representation formula F(x + iy) = l+ &(it, x + iy) F,"(t) dt which, on letting h JO "tends" to the classical Paley-Wiener representation formula:
F(x + iy) = lom eit(o+ip)Fh*(t) dt. . We were able to prove discrete analogs for (a) and (c) by translating their proofs to the language of the discrete case. However, the proofs of (b) and (d) do not carry over due to the fact that the discrete exponential function is not as nice as the continuous one (in the case of (b)) and to the fact that the multiplication of two discrete analytic functions is not, in general, discrete analytic (in the case of (d)).
Let us consider the exponential eirr as an entire function of 5 and let x vary along the extended real line 8; we see that e irb defines an entire function for each x E J?\{co, -co} (=R) and for each fixed 5, e' zx6 behaves nicely as long as one stays away from co and -co. Now, the discrete exponential function e(it, m+ in), t E T is singular only at t = rrr/2 (if n < 0) or t = -(n/2) (if 1z > 0) so, the pair of points {n/2, -(r/2)} plays the role of the pair (co, -co} in the continuous case.
Therefore, compact subsets of R = 8\{-co, co} will be replaced by compact subsets of T\{-(n/2), from which (d"/dt") (t, E i . m + in) can be computed inductively. Beside this minor technical complication the proof is the same.
Let F and G be functions on Z2 and let l? a = x0 , zr ,..., .z, = b denote a discrete contour (I zi+r -zi / = 1,0 < i < m -1). Duffin [2] defined the contour integral f,F: G ax = ;l (W-n) + F(s.4) (Gh) + G(G-~) ( xs Jxn-l ) (5.3) and showed that if F and G are discrete analytic in a region containing r, and I' is a closed contour then
Let us turn to the proof of the discrete analog of (c). Since p # -(7r/2) it follows that +(--/3) = 0 for every p in 1 t -(7r/2)1 < (r/2) -01, i.e., 4 vanishes in I t + (r/2)1 < (r/2) -01. If CR is chosen in the lower half-lattice you get that 4 vanishes in I t -(rr/2)1 < (7r/2) -01 and thus F,,*(t) =4(t) is supported in A, = (I t 1 < a} u {I t -T 1 < a} and (5.6) follows.
