Abstract. In this paper, we will consider the properties of amalgamated Rdiagonal pairs. We characterize the amalgamated R-diagonality of pairs of amalgamated random variables by certain cumulant-relation.
Amalgamated R-transform Theory
In this section, we will define an R-transform of several B-valued random variables. Note that to study R-transforms is to study operator-valued distributions. R-transforms with single variable is defined by Voiculescu (over B, in particular, B = C. See [7] and [10] ). Over C, Nica defined multi-variable R-transforms in [1] . In [8] , we extended his concepts, over B. R-transforms of B-valued random variables can be defined as B-formal series with its (i 1 , ..., i n )-th coefficients, (i 1 , ..., i n )-th cumulants of B-valued random variables, where (i 1 , ..., i n ) ∈ {1, ..., s} n , ∀n ∈ N.
Definition 1.1. Let (A, ϕ) be a NCPSpace over B and let x 1 , ..., x s ∈ (A, ϕ) be Bvalued random variables (s ∈ N). Let z 1 , ..., z s be noncommutative indeterminants. Define a moment series of x 1 , ..., x s , as a B-formal series, by M x1,...,xs (z 1 , ..., z s ) = ∞ n=1 i1,..,in∈{1,...,s}
where b i2 , ..., b in ∈ B are arbitrary for all (i 2 , ..., i n ) ∈ {1, ..., s} n−1 , ∀n ∈ N.
Define an R-transform of x 1 , ..., x s , as a B-formal series, by R x1,...,xs (z 1 , ..., z s ) = ∞ n=1 i1,...,in∈{1,...,s} k n (x i1 , ..., x in ) z i1 ...z in , with k n (x i1 , ...,
where b i2 , ..., b in ∈ B are arbitrary for all (i 2 , ..., i n ) ∈ {1, ..., s} n−1 , ∀n ∈ N. Here, c = (c (n) ) ∞ n=1 is a cumulant multiplicative function induced by ϕ in I(A, B).
Denote a set of all B-formal series with s-noncommutative indeterminants (s ∈ N), by Θ s B . i.e if g ∈ Θ s B , then
where b i1,...,in ∈ B, for all (i 1 , ..., i n ) ∈ {1, ..., s} n , ∀n ∈ N. Trivially, by definition, M x1,...,xs , R x1,...,xs ∈ Θ We can also define symmetric moment series and symmetric R-transform by
for all (i 1 , ..., i n ) ∈ {1, ..., s} n , ∀n ∈ N.
If b 0 = 1 B , then we have trivial moment series and trivial R-transform of x 1 , ..., x s denoted by M t x1,...,xs and R t x1,...,xs , respectively. By definition, for the fixed random variables x 1 , ..., x s ∈ (A, ϕ), there are infinitely many R-transforms of them (resp. moment series of them). Symmetric and trivial R-transforms of them are special examples. Let
Suppose that we have
Then we can rewite the Rtransform of x 1 , ..., x s , R x1,...,xs by R . From now, for the random variables x 1 , ..., x s , y 1 , ..., y s , if we write R x1,...,xs and R y1,...,ys , then it means that R C x1,...,xs = R C y1,....,ys , for the same collection C. If there's no confusion, we will omit to write such collection. The followings are known in [10] and [8] ; Proposition 1.1. Let (A, ϕ) be a NCPSpace over B and let x 1 , ..., x s , y 1 , ..., y p ∈ (A, ϕ) be B-valued random variables, where s, p ∈ N. Suppose that {x 1 , ..., x s } and {y 1 , ..., y p } are free in (A, ϕ). Then (1) R x1,...,xs,y1,...,yp (z 1 , ..., z s+p ) = R x1,...,xs (z 1 , ..., z s ) + R y1,...,yp (z 1 , ..., z p ).
(2) If s = p, then R x1+y1,...,xs+ys (z 1 , ..., z s ) = (R x1,...,xs + R y1,...,ys ) (z 1 , ..., z s ).
Note that if f, g ∈ Θ s B , then we can always choose free {x 1 , ..., x s } and {y 1 , ..., y s } in (some) NCPSpace over B, (A, ϕ), such that f = R x1,...,xs and g = R y1,...,ys . 
where
, B) and where π ∪ Kr(π) is an alternating union of partitions in N C(2n) Proposition 1.2. (See [8] )Let (A, ϕ) be a NCPSpace over B and let x 1 , ..., x s , y 1 , ..., y s ∈ (A, ϕ) be B-valued random variables (s ∈ N). If {x 1 , ..., x s } and {y 1 , ..., y s } are free in (A, ϕ), then we have
This shows that ; where {x 1 , ..., x s } and {y 1 , ..., y s } are free over B. Over B = C, the last equation is proved by Nica and Speicher in [1] and [11] . Actually, their R-transforms (over C) is our trivial R-transforms (over C).
R-diagonal Pairs

B-valued Even Random Variables.
In this section, we will consider the B-evenness. Let (A, ϕ) be a NCPSpace over B, with its B-trace ϕ : A → B.
Definition 2.1. Let a ∈ (A, ϕ) be a B-valued random variable. We say that this random variable a is B-even if ϕ(ab 2 a...b m a) = 0 B , whenever m is odd, where b 2 , ..., b m ∈ B are arbitrary. In particular, if a is B-even, then ϕ(a m ) = 0 B , whenever m is odd. But the converse is not true, in general.
Recall that in the * -probability space model, the B-evenness guarantees the selfadjointness (See [8] ). But the above definition is more general. By using the Möbius inversion, we have the following characterization ; 
where b 2 , ..., b n ∈ B are arbitrary
since every partition π contains at least one odd block.
(⇐) Assume that every odd B-valued cumulnats of a ∈ (A, ϕ) vanishs also assume that n ∈ N is odd. Then
since each π contains an odd block.
The above proposition says that B-evenness is easy to veryfy when we are dealing with either B-moments or B-cumulants. Now, define a subset N C (even) (2k) of N C(2k), for any k ∈ N ; N C (even) (2k) = {π ∈ N C(2k) : π does not contain odd blocks}.
We have that ;
Proposition 2.2. Let k ∈ N and let a ∈ (A, ϕ) be B-even. Then
Proof. By the previous proposition, it is enough to show one of the above two formuli. Fix k ∈ N. Then
Now, suppose that θ ∈ N C(2k) and θ contains its odd block
Define
N C
(odd) (2k) = {π ∈ N C(2k) : π contains at least one odd block}.
Then, for any θ ∈ N C (odd) (2k), the formular (2.2.1) holds. So,
It is easy to see that, by definition,
Proposition 2.3. Let a 1 and a 2 be B-even elements in (A, ϕ). If a 1 and a 2 are free over B, then a 1 + a 2 ∈ (A, ϕ) is B-even, again.
Proof. Suppose that a 1 and a 2 are B-free B-even elements in (A, ϕ). Let n ∈ N be odd. Then ∈ (A, ϕ) is B-even, then ba ∈ (A, ϕ) is B-even, for all b ∈ B, since we have that
for all n ∈ N, where b 2 , ..., b n ∈ B are arbitrary and
B-valued R-diagonal Pairs.
In this section, we will discuss about B-valued R-diagonality of pairs of B-valued random variables. Likewise, let (A, ϕ) be a NCPSpace over B. Remark that to define R-doagonal pairs, we need to assume that ϕ is a B-trace. Definition 2.2. Let (A, ϕ) be a NCPSpace over B and let x 1 , x 2 ∈ (A, ϕ) be Bvalued random variables. We say that a pair (x 1 , x 2 ) is R-diagonal if there exists a B-formal series f 1 , g ∈ Θ 1 B such that
We call this B-formal series (f, g) ∈ Θ Then by definition,
While, by definition,
where x i1 , ..., x in ∈ {x, y}, for all (i 1 , ..., i n ) ∈ {1, 2} n , n ∈ N. By (2.4.1) and (2.4.2), we can conclude that the R-diagonality of the pair (x, y) makes that the only nonvanishing mixed (i 1 , ..., i m )-th cumulants of x and y appear when m is even and 
Observe that
for all n ∈ N. We will only consider the first case. Fix n ∈ N. Then
by (2.4.3) . Notice that, in general, the last equality (2.4.5) of the above formular does not hold true. But, since we have the relation (2,4,3) , under the R-diagonality of (x, y), it holds true. Since Similarly, we have that, for any fixed n ∈ N, coef n (R yx (z)) = coef n (g * B Zeta) . 
B is the determining series of (x, y) such that
By the relation (2.4.3) in the proof of the previous theorem, we can get that if (x, y) is R-diagonal, then the only nonvanishing mixed cumulants of x and y have the form of (2.5.1) or (2.5.2), with respect to the coefficients of f and g appeared in (2.4.4).
(⇐) Conversely, assume that the B-valued random variables x and y have their mixed cumulants satisfying that the only nonvanising mixed cumulants have the form of (2.5.1) or (2.5.2). Then we can easily construct f and g like (2.4.4). Then the pair (x, y) satisfies that
The following theorem plays a key role for observing the R-transforms of commutators ; Lemma 2.6. Let a, a ′ ∈ (A, ϕ) be B-even. If a and a ′ are free over B, then ϕ(aa
Proof. Clearly, by the Möbius inversion, we have that
by the B-freeness of a and a
by the B-evenness of a and a ′ . Similarly,
Theorem 2.7. Let a, a ′ ∈ (A, ϕ) be B-even. If they are free over B, then the pair
Proof. Suppose that B-valued random variables a and a ′ are B-free B-even random variables. It suffices to show that the only nonvanishing mixed cumulants of aa ′ and a ′ a have the form
for all n ∈ N. Put x = aa ′ and y = a ′ a. Now, fix n ∈ N. Suppose that the mixed index (i 1 , ..., i n ) ∈ {1, 2} n is not alternating (i.e, neither (i 1 , ..., i n ) = (1, 2, 1, 2, ...i n ) nor (i 1 , . .., i n ) = (2, 1, 2, 1, ..., i n ) ). Then we may assume that there exists at least one j ∈ {1, ..., n − 1} such that i j satisfies either i j = 1 = i j+1 or i j = 2 = i j+1 . Let's assume that i j = 1 = i j+1 . Then
where b i2 , ..., b in ∈ B are arbitrary.
First, observe that ϕ(x) = 0 B = ϕ(y) ;
by the previous lemma. Therefore, for any partitions, θ, in N C(n) containing singleton blocks (j) and (j + 1), ϕ(θ)(...) vanish. So, the formular (2.7.1) is same as
Second, observe that ϕ(xbx) = 0 B , for any b ∈ B ;
by the B-freeness of a and a ′ and by the B-evenness of a and a
by the B-evenness of a and a ′ . So, this shows that the formular (2.7.1) goes to
Consider the set S ′ . Suppose that there exists at least one k = j in {1, ..., n − 1} such that i k satisfies either x i k = x = x i k+1 or x i k = y = x i k+1 . Then we can do the same job as before on S ′ and we can get a set S ′′ . Inductively we have that S (p) such that
where S (p) is determined by the p-induction of the previous process. Now, let's assume that the formular (2.7.3) does not vanish. Then the mixed index (i 1 , ..., i n ) ∈ {1, 2} n should be alternating. But it contradict our assumption.
We can get the same result, when we replace x ij = x = x j+1 by x ij = y = x ij+1 . Now, we have to observe that n should be even. Suppose that n is odd and we have an alternating mixed index (1, 2, 1, 2 , ..., 1, 2, 1). Then by [15] . Similarly, we can get the same result if we replace (1, 2, ..., 1, 2) by (2, 1, ..., 2, 1). Therefore, by Theorem 2.5, the pair (x, y) = (aa ′ , a ′ a) is an R-diagonal pair. Similarly, we can conclude that the pair (y, x) = (a ′ a, aa ′ ) is R-diagonal.
B-valued R-diagonal Elements in C
* -Probability Spaces over B.
In this chapter, we will consider the B-valued R-diagonal elements in a C * -probability space over a unital C * -algebra B, where the B-functional ϕ : A → B is a normalized positive B-functional. We say that a B-valued random variable in (A, ϕ) is B-even if it is a self-adjoint B-even element (in the sense of Section 2.1). Let x ∈ (A, ϕ) be a B-valued random variable. We say that x ∈ (A, ϕ) is Rdiagonal if the pair (x, x * ) is an R-diagonal pair. By the characterization considered in Section 2.2, we can redefine that a B-valued random variable x is R-diagonal if the only nonvanishing mixed cumulants of x and x * are of the form k 2n (x, x * , ..., x, x * ) and k 2n (x * , x, ..., x * , x) , for all n ∈ N.
