Abstract. Bifurcations of spatially nonhomogeneous periodic solutions and steady state solutions are rigorously proved for a reaction-diffusion system modeling CIMA chemical reaction. The existence of these patterned solutions shows the richness of the spatiotemporal dynamics including Turing instability and oscillatory behavior. Examples of numerical simulation are also shown to support and strengthen the analytical approach.
, which contained the first scientific study of the regeneration and pattern formation of hydra, the freshwater polyp. In order to model this interesting and important phenomenon in biological pattern formation, in his seminal paper [1] , Alan Turing showed mathematically that a system of coupled reaction-diffusion equations could give rise to spatial concentration patterns of a fixed characteristic length from an arbitrary initial configuration due to the so-called diffusion-driven instability, that is, diffusion could destabilize an otherwise stable equilibrium of the reaction-diffusion system and lead to nonuniform spatial patterns.
Over the years, Turing's idea has attracted the attention of a great number of investigators and was successfully developed on the theoretical backgrounds. Not only it has been studied in biological and chemical fields, some investigations range as far as economics, semiconductor physics, and star formation (see [3, 4, 12] ). However, the research for Turing patterns in real chemical or biological systems turned out to be difficult.
The first experimental observation of a Turing pattern in a chemical reactor was due to De Kepper's group, who observed a spotty pattern in a chlorite-iodide-malonic acid (CIMA) reaction [2] in 1990. The experiment on the CIMA reaction has revealed the existence of stationary space periodic concentration patterns, the so-called Turing structures, in open gel reactors. Later, Lengyel and Epstein suggested [9] that these patterns could arise because the iodine activator species forms a reversible complex of low mobility with the starch molecules used as color indicator for this reaction. In particular, they have also developed [10] a simple two-variable model that includes the three overall stoichiometric processes that lie at the heart of the mechanism of the CIMA reaction: the chlorine dioxide-iodine-malonic acid model. The corresponding dimensionless reaction-diffusion equations allowing for the complex formation take the form:                u t = ∆u + a − u − 4uv 1 + u 2 ,
x ∈ Ω, t > 0,
x ∈ Ω, t > 0, u(x, 0) = u 0 (x), v(x, 0) = v 0 (x), x ∈ Ω, ∂ ν u = ∂ ν v = 0, x ∈ ∂Ω, t > 0, (1.1) where Ω is a bounded connected domain (the reactor) in R n , (n ≥ 1), with smooth boundary ∂Ω; the reactor is assumed to be closed, thus reflexive Neumann boundary condition is imposed (here ∂ ν u is the outer normal derivative of u); u(x, t) and v(x, t) denote the dimensionless iodide (I − ) and chlorite (ClO − 2 ) concentrations respectively; a and b are parameters related to the feed concentrations; And c is the ratio of the diffusion coefficients; σ > 1 is a rescaling parameter depending on the concentration of the starch, which enlarges the effective diffusion ratio to σc.
The experimental observation of Turing patterns renewed the interest in these complex systems and subsequently a lot of research has been carried out employing theoretical investigations, include several rigorous mathematical treatments [7, 8, 14, 17, 22, 23, 24] .
In [14] , Ni and Tang considered both existence and nonexistence for the steady states of the system. They showed that, roughly speaking, if the parameter a (related to the feed concentrations), the size of the reactor Ω (reflected by its first eigenvalue), or the "effective" diffusion rate d = c/b is not large enough, then the system has no nonconstant steady states. On the other hand, if the parameter a lies in a suitable range, then the system possesses nonconstant steady states for large d. These results further verify the original idea in "diffusion-driven instability" of Turing. Jang, Ni and Tang [7] further considered the global bifurcation structure of the set of the nonconstant steady states in the one-dimensional case and clarified the limiting behavior of the steady states by using a shadow system approach.
In [23] , the authors gave a detailed Hopf bifurcation analysis for both the ODE and PDE models, deriving a formula for determining the direction of the Hopf bifurcation and the stability of the bifurcating spatially homogeneous periodic solutions. On the other hand, in [24] , the authors considered the global asymptotical behavior of solutions of the system, and they identified a parameter range in which the constant steady state is globally asymptotically stable; They also showed that for small spatial domains and not so small a, all solutions eventually converge to some spatially homogeneous and time-periodic solution when the constant steady state is locally unstable. These results provided another step towards the complete understanding of the asymptotical dynamics of the diffusive Lengyel-Epstein system (1.1).
Although Turing instability results in spatiotemporal patterns that are stationary in time, the diffusive Lengyel-Epstein system can also exhibit a variety of complex spatiotemporal phenomena. Our main contribution in this article is a bifurcation analysis from the constant steady sate solution when the spatial domain Ω is one-dimensional.
But instead of using the effective diffusion rate d as bifurcation parameter (see [7, 14] ), we use the feeding rate a of iodide (or equivalently α = a/5) as the bifurcation parameter. Our main results are proved for the case that the constant steady state in not stable even with respect to the ODE dynamics (recall the Turing instability region is when the system is stable with respect to the ODE but unstable for PDE). We rigorously prove that in this parameter range, the system undergoes a sequence of bifurcations generating spatially nonhomogeneous steady state solutions and also spatially nonhomogeneous time-periodic solutions. This strongly suggests the richness of spatiotemporal patterns for these parameters.
Our results are robust as the parameter range covers almost all a > 0, and the effective diffusion rate d does not have to be small or large as in Turing bifurcation (see Theorems 2.1 and 3.2 for precise statement). On the other hand, our result can also recover the well-known Turing bifurcation as in [7] . We also remark that the existence of spatially nonhomogeneous periodic solutions for such an autonomous reaction-diffusion system is rarely shown in the literature, and here we follow an approach initiated in [25] , in which a diffusive predator-prey system was studied. These spatially nonhomogeneous periodic solutions are not driven by a periodic force or a delay effect, hence they are diffusion driven periodic solutions. We use Hopf bifurcation theory to prove the existence of these solutions, hence the existence is essentially local (near the bifurcation points). Although there is an abstract theory of global bifurcation for the periodic orbits [20, 21] , not much information are shown by the global theorem as the knowledge on the period of these solutions is little. But our results are useful for future numerical detection of branches of periodic orbits. The stability of the periodic orbits is also not known except near the bifurcation points.
Our results also complement the earlier results in [7, 14] in a few ways. It was shown in [14] that if d is small, then the system has no nonconstant steady states. Our results imply that when d is small, the system could still have many periodic solutions, hence the system likely tends to some periodic patterns instead of stationary ones (see Theorem 2.1). Our results also suggest a rather complete bifurcation diagram with parameter a: when a is small, the constant steady state is globally asymptotically stable form [24] , then when a increases, the constant steady state lose stability either to a non-constant steady state via a Turing bifurcation, or lose stability to a periodic solution via Hopf bifurcation. More precise and complete discussion on bifurcation diagram can be found in the concluding remarks in Section 5.
Some numerical simulations with appropriate parameters are included in Section 4. These parameters are chosen motivated by the analytical bifurcation analysis. Solutions can be seen to converge to constant steady state and periodic solutions, or spatial dependent steady state and periodic solutions, and these results agree nicely with what our bifurcation analysis suggest. Numerical simulations also hint that the full dynamics is still more complicated than what have been found analytically. Further numerical and analytical investigation are still desired for a complete understanding of the spatiotemporal dynamics. Analysis of two spatial dimension domain problem and careful comparison to the patterns in the original Lengyel-Epstein system or CIMA reaction experiment remain interesting open questions.
The remaining part of the paper is organized as follows. In Section 2, we perform Hopf bifurcation analysis to the system; In Section 3, steady state bifurcations and the interaction between Hopf and steady state bifurcations are studied. Several examples with particular parameters are discussed in Section 4, and numerical simulations are shown to complement the analytical results. Concluding remarks are in Section 5. Two general bifurcation theorems, Hopf bifurcation and steady state bifurcation theorems, on the general reaction-diffusion system are given in the Appendix, for the sake of completeness. Throughout the paper, we always let N denote the set of all the positive integers, and N 0 = N ∪ {0}.
2. Hopf Bifurcation Analysis. In this section, we consider the Hopf bifurcation for the diffusive Lengyel-Epstein model subject to Neumann boundary conditions on the spatial domain Ω = (0, ℓπ), with ℓ ∈ R + , by applying some general results on bifurcation (which are summarized in the Appendix). We introduce new parameters
so the system (1.1) is now in the following form:
In the following we shall work with the new parameters α, m and d instead of original four parameters α, σ, b and c. Note d is the effective diffusion coefficient used in [14] , and m, α are two essential parameters for the ODE system (see the bifurcation diagram in [23] .) The system (2.1) has one unique positive constant steady state solution (α, 1 + α 2 ) := (u α , v α ). In the following we choose the fixed parameters d, m and ℓ properly, and use α as the main bifurcation parameter.
We define
The linearized operator of system (2.1) evaluated at (α,
It is well-known that the eigenvalue problem
Then it is easy to show (see [25] ) that for any n ∈ N 0 , such that L n (α) (a n , b n )
where 4) and the eigenvalues µ(α) of L n (α) are given by
We identify the Hopf bifurcation value α satisfying the condition for Hopf bifurcation, which takes in the following form (see Appendix, or [25] for detail): (H 1 ) There exists n ∈ N 0 , such that
and let the unique pair of complex eigenvalues near the imaginary axis be γ(α)±ω(α), then the following transversality condition holds:
We rewrite T n (α) as T n (α) = A(α) − p(1 + md), where p = n 2 ℓ 2 and
Solving p from T n (α) = 0, we have
It follows by direct calculation that
where
shows that A(α) achieves its minimal value A(α 
Then for ℓ n < ℓ ≤ ℓ n+1 , and 0 ≤ j ≤ n, we define α H j to be the solution of (2.7) satisfying 0 < α 0 ≤ α H j < +∞. In fact, if we define
. These points satisfy
Here we will derive a set of conditions on the parameters so that
Then we have the following main result in this section: 
where (a n , b n ) is the corresponding eigenvector, and
The bifurcating periodic solutions from α = α H 0 are spatially homogeneous, which coincide with the periodic solutions of the corresponding ODE system; 2. The bifurcating periodic solutions from α = α H j are spatially nonhomogeneous. Proof. We assume that 0 < d < m −1 , and hence 0 < md < 1. We define
Since ℓ satisfies (2.11), then ℓ >l n under the assumption md < 1, and α
On the other hand,
hence, from md < 1,
.
From these estimates, we have
Therefore if we choose d so that
Finally let the eigenvalues close to the pure imaginary one near at α = α
. Hence all conditions in (H 1 ) are satisfied. Now we can apply the Hopf bifurcation theorem (see Lemma 5.1) to obtain desired results.
Next we consider the bifurcation direction (α ′ (0) > 0 or < 0) and stability of the bifurcating periodic solutions bifurcating from α = α H 0 according to [25] . Theorem 2.2. Let α H 0 be defined as in Theorem 2.1, and let the constant M 0 > 0 be defined as
Then for the system (2.1),
for small s, and the bifurcating (spatially homogeneous) periodic solutions are locally asymptotically stable; 2. If m > M 0 , then Hopf bifurcation at α = α H 0 is subcritical, α(s) < α H 0 for small s, and the bifurcating (spatially homogeneous) periodic solutions are unstable.
Proof. Here we follow the notations and calculations in [25] . We set
. By direct calculation, it follows that
and
From (2.19) and simple algebraic calculations, we know that if 0 < m < M 0 , Re(c 1 (α Here m = 2, the primary Hopf bifurcation point α H 0 = 5/3 ≈ 1.667 and it is supercritical. Left: α = 1.69, one small amplitude limit cycle; Right: α = 6, a large amplitude limit cycle; Top: phase portraits; Bottom: solution curves (solid curve u(t), dotted curve: v(t)).
Hence we obtain the direction of bifurcation according to Lemma 5.1 in Appendix.
We make the following remarks for this section: 1. The bifurcation of spatially homogeneous periodic orbits at α = α H 0 has been considered in [23] , where we used b (equivalent to m in (2.1)) in (1.1) as bifurcation parameter. for the spatially nonhomogeneous periodic orbits can also be determined by the formulae given in the appendix or in [25] . However the calculations are very lengthy, here we leave the calculations to the interested readers. Here m = 20, the primary Hopf bifurcation point α H 0 ≈ 6.908 and it is subcritical. Left: α = 6.90, the small amplitude unstable periodic orbit is from Hopf bifurcation, and the larger one is stable; Right: α = 6.73, two nearly identical periodic orbits when α is close to the saddle-node bifurcation point (≈ 6.727).
Since
Notice that an appropriate maximum n can be chosen by a fixed ℓ, so M 1 essentially depends only on m and ℓ. [14] . Combining the two results, one can say that for any fixed α > α 0 , if we choose d to be small enough, then there is only one (unstable spatially homogeneous) steady state but possibly many spatially nonhomogeneous periodic orbits.
3. Steady State Bifurcation Analysis. In this section we consider the steady state bifurcations of the system (2.1). We consider the equations:
The existence of solutions to (3.1) has been considered in [14] , and the related bifurcation problem has been discussed in [7] . Note that the bifurcations of steady state are independent of the parameter m. It is known that when α is small, or d is small, or ℓ is small, then (3.1) has only the trivial constant solution (α, α 2 + 1); On the other hand, with some other appropriate conditions, (3.1) possesses a nontrivial solution if d is large (see [14] ). In [7] , d was used as bifurcation parameter, and it was shown that there exist continua of nontrivial solutions of (3.1) in the space of (d, u, v) which is unbounded in positive d direction, but bounded in (u, v) due to the a priori estimates
Now we identify steady state bifurcation value α, which satisfies the steady state bifurcation condition (H 2 ): there exists n ∈ N 0 such that D n (α) = 0, T n (α) = 0, and T j (α) = 0, D j (α) = 0 for j = n;
Apparently, D 0 (α) = 0 for α > 0, hence we only consider n ∈ N. In the following we fix an arbitrary d > 0. To determine α-values satisfying condition (H 2 ), we notice that D n (α) = 0 is equivalent to
where p = n 2 ℓ 2 . Solving α from the equation and choosing the positive one, we obtain
then for any ℓ > ℓ n , there exist a unique α (3.4) . These points α S n are potential steady state bifurcation points.
To further study these possible bifurcation points, we also solve p from the equation (3.3), and we have
We prove the following lemma: Lemma 3.1. The function α 2 : (0, 3) → R + defined in (3.4) has a unique critical point p * ∈ (0, 3), which is the global minimum of α 2 (p) on (0, 3), and lim
Proof. Let D(α, p) be defined as in (3.3) . Then the set Λ := {(α, p) : α > 0, p > 0} is given by the curve {(α 2 (p), p) : 0 < p < 3}. We prove that α 2 (p) has a unique critical point. Differentiating D(α 2 (p), p) = 0 twice and letting α ′ 2 (p) = 0, we obtain that −2dα
Here in the last equality we use the equation [dp(3 − p)α 2 (p) − (p + 5)]α 2 (p) = dp(p + 5), (3.7) which is from D(α 2 (p), p) ≡ 0. Therefore for any critical point p of α 2 (p), we must have α ′′ 2 (p) > 0, and thus the critical point must be unique and be a local minimum point.
It is easy to see that lim
hence the unique critical point p * is the global minimum point. Since (3.6) is also obtained by solving (3.3), then Λ = {(α 2 (p), p) : 0 < p < 3} and the curves (α, p ± (α)) are identical. Then the properties of α 2 (p) determine the monotonicity and limiting behavior of p ± . Now from Lemma 3.1, it is possible that for some i < j, α 2 (p i ) = α 2 (p j ) and
is not a simple eigenvalue of L(α), and we shall not consider bifurcations at such points. We notice that, from the properties of p ± (α) in Lemma 3.1, the multiplicity of 0 as eigenvalue of L(α) is at most 2. On the other hand, it is also possible that some α We claim that there are only countably many ℓ > 0, in fact only finitely many ℓ ∈ (0, M ) for any given M > 0, such that α = α
. Then for any n ∈ N, E n (α, ℓ) and F n (α, ℓ) are polynomials of α and ℓ with real coefficients. Hence on (α, ℓ)-plane, the set q n = {(α, ℓ) : E n (α, ℓ) = 0} or p n = {(α, ℓ) : F n (α, ℓ) = 0} is the union of countable analytic curves. Moreover, we require α ∈ [α * , ∞), then for any M > 0, there are only finitely many i, j ∈ N such that 
for some α ∈ [α * , ∞), and i, j ∈ N}.
Then the points L E can be arranged as a sequence whose only limit point is ∞. Hence if ℓ ∈ R\L E , and α S j is well defined, then (H 2 ) is satisfied at α = α
by using (3.7), where p j = j 2 /ℓ 2 .
Summarizing the above discussions, and using a general bifurcation theorem (see Theorem 5.2 in Appendix, and Shi and Wang [16] ), we obtain the main result of this section on the global bifurcations of steady state solutions: Theorem 3.2. For any d > 0, if ℓ ∈ (0, ∞)\L E and ℓ n < ℓ < ℓ n+1 for some n ∈ N, where ℓ n is defined in (3.5) and L E is a countable subset of R + defined in (3.8), then there exists n points α
2 , and α = α S n is a bifurcation point for (3.1). Moreover,
1. There exists a C ∞ smooth curve Γ j of solutions of (3.1) bifurcating from
, with Γ j contained in a global branch C j of solutions of (3.1);
2 + sb j cos(jx/ℓ) + sψ 2,j (s) for s ∈ (−ǫ, ǫ) for some C ∞ smooth functions α j , ψ 1,j , ψ 2,j such that α j (0) = α S j and ψ 1,j (0) = ψ 2,j (0) = 0; Here a j and b j satisfy
3. Each C j is unbounded, that is., the projection of C j on the α-axis contains (α [16] .
We follow an argument in [7] , as well as earlier work of Nishiura [13] and Takagi [18] , to prove that C j is unbounded. From result of [14, 24] , (3.1) has no non-constant solutions, and Proposition 2.2 of [14] shows that all non-constant solutions of (3.1) satisfy 0 < u(x) < 5α and 0 < v(x) < 1 + 25α
2 . That implies that C j must remain bounded for finite α. Suppose that the projection of C j in α-axis is bounded. Then C j must contain another bifurcation point (α
2 ) for some i = j from Theorem 5.2. Indeed C j contains finitely many bifurcation points in form of (α
2 ), since there are only finitely i ∈ N such that i 2 /ℓ 2 < 3 for fixed ℓ > 0. Among these finitely many α S i , there is one with largest index i M . Notice that the equation (3.1) is also well-defined for the interval (0, ℓπ/i M ), and the bifurcation points (depending on the length) have the relation
Hence α M is also a bifurcation point for the equation ( Note that ℓ ∈ L E is only technical, and for ℓ ∈ L E , as long as there is one bifurcation point is simple, then the existence still holds. We also remark that at each bifurcation point α = α S j , the steady state bifurcation is a pitchfork one so that α ′ j (0) = 0. This is natural since (u(ℓπ − x), v(ℓπ − x)) is also a solution if (u(x), v(x)) is a solution. The direction of the bifurcation thus is determined by α ′′ j (0). In Lemma 5.3 in Appendix we show that α ′′ j (0) can be calculated, so one can determine whether it is a supercritical or subcritical pitchfork bifurcation.
We conclude this section by discussing the relation between the Hopf bifurcations and steady state bifurcations. We can look at a fixed eigen-mode cos(nx/ℓ), and the bifurcations related to this mode have the following possible scenarios: 
Examples and numerical simulations.
We use some examples of parameters to illustrate different bifurcation diagrams. In the following we use the graphs of
and All four cases of order of bifurcations listed at the end of Section 3 could happen for this set of parameters. For 1 ≤ n ≤ 5, Case 3-a occurs: there exists a true Hopf bifurcation point and a true steady state bifurcation point; For n = 6, Case 3-b occurs: there exists a true steady state bifurcation point, but Hopf bifurcation point does not occur; For n = 7 and n = 8, Case 2 occurs: there exists only a steady state bifurcation point but no Hopf bifurcation points. For n > 8, Case 1 occurs: no any bifurcations. More precisely, For this parameter set, there are six Hopf bifurcation points all less than α * ≈ 6.283, and there are eight steady state bifurcation points all larger than α * . From Theorem Two numerical simulations are shown in Fig. 4 .2 for the cases of α = 1.69 and α = 6, and in both cases, the solutions converge to the spatially homogenous periodic orbit (see Fig. 2 .1 for the corresponding phase portraits and solution curves.) In both cases, the initial value is a non-constant perturbation of the constant steady state. In this example α * < α 0 , and some Turing bifurcations occur for α < α 0 . When α increases, the first bifurcation point is α In this case, it appears that two stable steady states exists: the constant one (α, 1+α
2 ), and one with eigen-mode cos(6x/5). Fig. 4 .4 demonstrates the convergence to either steady state. Indeed, one can notice that the steady state with eigenmode cos(6x/5) is a large amplitude one. This is caused by a subcritical pitchfork bifurcation occurring at α = α Here we notice that m > M 0 , thus the primary Hopf bifurcation is subcritical, and there exist two spatially homogenous periodic orbits for 6.73 ≤ α < 6.908 = α H 0 (see Fig. 2.2) . At α = 6.9, the large amplitude spatially homogeneous periodic orbit appear as a stable pattern (see the top one in Fig. 4.5 ), but a surprising pattern is a spatial nonhomogeneous periodic orbit with eigen-mode cos(6x/5) (see the bottom one in Fig. 4.5) . The nonhomogeneous periodic orbit with mode cos(6x/5) cannot bifurcate from the constant steady state as only α H 0 and α H 1 exists here. However α S 6 ≈ 6.382 is a steady state bifurcation point, and we suspect that Hopf bifurcation could occur on the branch of steady state solutions with mode cos(6x/5). This is not covered by theory we present here.
From these examples, we make some general remarks on the bifurcation diagrams of (2.1).
1. The parameter ℓ determines the number of possible eigen-modes regardless of d and m. For larger ℓ, bifurcations with more spatial modes are possible. 2. For a fixed ℓ, the number n of possible eigen-modes is fixed. Then a steady state bifurcation with each of these eigen-modes occurs at α = α In this Appendix, we recall some known bifurcation results on the general reactiondiffusion equations in one dimensional space (see [25] for details). Consider
, with f (α, 0, 0) = g(α, 0, 0) = 0. The corresponding steady state equation of (5.1) is
Define the real-valued Sobolev space
and define the complexification of X to be 
To consider the Hopf bifurcation, we assume that, for some α 0 ∈ R, the following condition holds: (H 3 ): There exists a neighborhood O of α 0 such that for α ∈ O, L(α) has a pair of complex, simple, conjugate eigenvalues γ(α) ± iω(α), continuously differentiable in α, with γ(α 0 ) = 0, ω(α 0 ) = ω 0 > 0, and γ ′ (α 0 ) = 0; all other eigenvalues of L(α) have non-zero real parts for α ∈ O.
We assume that (H 3 ) holds. Then by (H 3 ), we can assume q = (a n , b n ) T cos n ℓ x, with a n , b n ∈ C, be such that L(α 0 )q = iω 0 q. Define Q, Qand C q,q,q :
with all the partial derivatives of f and g are evaluated at (α 0 , 0, 0). Denote by
with the domain D L * (λ0) = X C , and if (H 3 ) holds, then there exists q
9)
I × X, or C (∂I × X) = ∅, or C contains a further bifurcation point (α * , 0, 0) with α * = α 0 such that 0 is an eigenvalue of L(α * ). More precisely, near (α 0 , 0, 0), Γ can be expressed as: Γ = {(α(s), u(s), v(s)) : s ∈ (−ǫ, ǫ)}, where u(s) = sa n cos(nx/ℓ) + sψ 1 (s), v(s) = sb n cos(nx/ℓ) + sψ 2 (s), s ∈ (−ǫ, ǫ) (5.15) and α : (−ǫ, ǫ) → R, ψ 1 , ψ 2 : (−ǫ, ǫ) → Z are C k+1 functions, such that α(0) = α 0 , ψ 1 (0) = ψ 2 (0) = 0. Here, 1. Z = Z 1 × Z 1 , with Z 1 = {u ∈ L 2 (0, ℓπ) :
ℓπ 0 u(x) cos(nx/ℓ)dx = 0}; 2. In (5.15), a n and b n satisfy: L(α 0 ) (a n , b n )
T cos(nx/ℓ) = 0, for some n ∈ N ∪ {0}. The following lemma presents an algorithm to determine the bifurcation direction of the steady state bifurcations of (5.2). This appears to be of independent interest. Lemma 5 Proof. By (H 4 ), we can assume that q = (a n , b n ) T cos n ℓ x with a n , b n ∈ R satisfying L(α 0 )q = 0. We define F : R × X → Y by, n + 2g uv a n b n + g vv b 2 n ), r n =d −1 1 a * n (f αu a n + f αv b n ) + d −1 2 b * n (g αu a n + g αv b n ). (5.19) with all the partial derivatives of f and g are evaluated at (α 0 , 0, 0). Thus since for n ∈ N, ℓπ 0 cos 3 (nx/ℓ)dx = 0. Hence the bifurcation is the pitchfork bifurcation. To determine the bifurcation direction, we need to calculate α ′′ (0), which, according to [15] , is given by (g uu a n + g uv b n )Θ 1 0 + (g uv a n + g vv b n )Θ 2 0
cos(nx/ℓ) + (f uu a n + f uv b n )Θ 1 n + (f uv a n + f vv b n )Θ 2 n (g uu a n + g uv b n )Θ 1 n + (g uv a n + g vv b n )Θ n [(g uu a n + g uv b n )Θ 1 n + (g uv a n + g vv b n )Θ This completes the proof of this lemma.
