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Abstract
In contrast to linear schemes, nonlinear approximation techniques allow for dimension independent rates of
convergence. Unfortunately, typical algorithms (such as, e.g., backpropagation) are not only computationally
demanding, but also unstable in the presence of data noise. While we can show stability for a weak relaxed
greedy algorithm, the resulting method has the drawback that it requires in practise unavailable smoothness
information about the data.
In this work we propose an adaptive greedy algorithm which does not need this information but rather
recovers it iteratively from the available data. We show that the generated approximations are always at least
as smooth as the original function and that the algorithm also remains stable, when it is applied to noisy
data. Finally, the applicability of this algorithm is demonstrated by numerical experiments.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
We consider the approximation of a function f by a simple representation fk of the form
fk =
k∑
i=1
ci(·, ti). (1.1)
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If the parameters ti are chosen a priorily, this results in a linear problem,which can be solved easily,
but yields only a convergence rate that heavily depends on the dimension of the parameter-space
(cf. e. g., [19,20,7]).
Therefore, typically the parameters ti are chosen in dependence of the function f via an op-
timization process. For instance the “learning” of neural networks can be interpreted as special
case of nonlinear function approximation, also radial basis functions or fuzzy control ﬁt into
this scheme (cf. [1,12,4,2]). In this setting one can obtain—of course at higher computational
cost—the dimension independent rate
‖f − fk‖ = O
(
k−1/2
)
.
Unfortunately, if all ti are determined at the same time this results not only in a high-dimensional
optimization problem with lots of local minima, but also in instabilities if noise is present (see
[2,13]). For instance it is possible that some of the parameters ci in (1.1) tend to inﬁnity, or that
fk tends to f in L2 but not in any Hs with s > 0. 1
An astonishingly simple way to avoid the high-dimensional optimization problem is a greedy
algorithm (see e. g., [11,16,5,24]). In such an algorithm the optimization problem is not solved
at once, but via a sequence of low-dimensional ones; all parameters ti are determined one after
the other. The functions fk are then deﬁned inductively as a combination of fk−1 and the current
element gk := ck(·, tk). The way how the functions are combined (in our case via convex
combinations) and the deﬁnition of the low-dimensional optimization problems distinguishes
between various subtypes of greedy algorithms.
The algorithm we will consider belongs to the class of weak relaxed greedy algorithms (cf.
[23,24]). The term relaxed refers to the fact that the approximation fk is a weighted combination
of fk−1 and gk . The original approach in [11] (see also [15,21]) does not use such a weighting; the
method in [11] belongs to the class ofpuregreedy algorithms. In [17], Jones proposed to use convex
combinations and to determine an optimal weighting, i. e., to deﬁne fk = kfk−1 + (1 − k)gk ,
where k is chosen by an optimization procedure. As was shown in [8], such a relaxation is vital,
a pure greedy algorithm may perform sub-optimally. It can also be shown that the weighting
parameter k need not be determined via an optimization step, but may as well be ﬁxed a priorily.
For a general Banach-space setup this was done by Donohue et al. [10]. For the case of Hilbert-
spaces—where a rather short proof is available—the analogous result has been obtained in [9].
Since we are interested in convergence results for the Hilbert-space L2, we use in the following
the setup of [9].
Before we present the weak relaxed greedy algorithm we must introduce some notation. Let us
assume that the parameters ti are restricted to a compact set P, and deﬁne
G = {(·, t)|t ∈ P }
(in the following we assume ‖(·, t)‖ 1 for t ∈ P ). Furthermore, we assume that f is contained
in the closed convex hull of the set Gb := b · G, which we denote as f ∈ co(Gb). In the greedy
algorithm elements gk ∈ Gb are chosen one after the other, and the approximating functions fk
are built iteratively as convex-combination of fk−1 and gk , as shown in Algorithm 1. The main
1 The common reason for these effects is that the nonlinear scheme (1.1) allows constructions of the form ε =
c ((·, t + ε) − (·, t)). Clearly, if fk is a good approximation to f, then also fk + ε is one, no matter how large c is
chosen, provided ε is sufﬁciently small. Furthermore, the fact that—by a similar construction—fk may (almost) resemble
the kth derivative of , results in the second type of instability.
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Algorithm 1. Abstract greedy approximation of noise free data with a-priori known smoothness.
Set f0 = 0.
Choose a constant M, such that M > b2 − ‖f ‖2.
Choose a positive sequence εk that fulﬁlls
εk
M − (b2 − ‖f ‖2)
k2
for k = 1, 2, . . . (1.2)
for k := 1 to ∞ do
Find an element gk ∈ Gb such that∥∥∥f − k − 1
k
fk−1 − 1
k
gk
∥∥∥2
 inf
g∈Gb
∥∥∥f − k − 1
k
fk−1 − 1
k
g
∥∥∥2 + εk (1.3)
is fulﬁlled and deﬁne fk as
fk = k − 1
k
fk−1 + 1
k
gk.
end for
purpose of this work is, to transfer this conceptual algorithm into a realizable form, applicable to
noisy data.
Condition (1.3) in Algorithm 1 shows that it is not allowed to take arbitrary elements gk in the
kth step, but only such, which are almost optimal approximations to the function kf −(k−1)fk−1.
(The fact that we do not require the optimal element itself leads to the notion of a weak greedy
algorithm.) This local (almost-) optimality is sufﬁcient to maintain the dimension-independent
convergence rate, as the next theorem shows (cf. [9]).
Theorem 1. Let f ∈ co(Gb), then the approximating functions fk generated by Algorithm 1
fulﬁll the error estimate
‖f − fk‖2 M
k
. (1.4)
Thus, in principle Algorithm 1 yields the optimal convergence rate ‖f − fk‖ = O
(
k−1/2
)
; but
as already indicated it is only conceptual and has several disadvantages 2
(1) We need the smoothness parameter 3 b in order to compute the iteration bound M.
(2) We need a sequence εk and have to estimate inﬁma to verify that gk is a sufﬁciently good
approximation.
(3) The algorithm is deﬁned only for noise-free data f; Theorem 1 does not provide information
about the behavior of Algorithm 1 when applied to noisy data f .
2 This is not a speciality of the weak relaxed greedy algorithm; also other methods, such as, e. g., the WOGA (see, e. g.,
[23]) exhibit various of the following drawbacks.
3 To construct the instability effects mentioned above we needed unboundedness of b, vice versa a small value of b
ensures that co(Gb) is a set of smooth functions.
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It turns out (cf. [13,3]) that the second point does not pose a problem, since the corresponding
step (1.3) in the algorithm may be replaced by
“Find an element gk ∈ Gb such that
∥∥∥∥f − k − 1k fk−1 − 1k gk
∥∥∥∥
2
M
k
.”
Nevertheless, the bound M and consequently the smoothness parameter b have to be known. The
main purpose of this work is to modify Algorithm 1 such, that it can be implemented without
knowledge of this parameter b, but rather adaptively reconstructs its value.
This is important, because usually no information about the size of b will be available, even
if—e. g., due to physical considerations—it is known that f ∈ co(Gb) for some b. Furthermore,
as is demonstrated in Section 5, overestimating b can drastically increase the computation time,
whereas the algorithm proposed in Section 4 is insensitive to the quality of the initial guess.
To obtain the ﬁnal adaptive Algorithm 3 we have to start with an apparently independent step:
the investigation of the inﬂuence of noise. The reason for this is that an underestimated parameter b
has the same inﬂuence on the algorithm, as noisy data—the function f does not fulﬁll f ∈ co(Gb).
It should be mentioned that in this work we consider only the case when the function f is known
(up to measurement errors) at every point. In the case of learning or sampling (see e. g., [6,22]) the
problem becomes even harder, because there the values are given at a sparse set of points only. In
[14] it is shown that under appropriate smoothness assumptions on f, Algorithm 2 automatically
leads to convergence of f k to f on the whole domain, when the (ﬁnite) number of measurement
points covers the space sufﬁciently fast.
The outline of this paper is as follows. In Section 2, we give some results on convex approxi-
mation, which are used in Section 3 to derive estimates for noisy data. These two sections build
the basis for Section 4, where we present the adaptive greedy algorithm. Finally, the applicability
of Algorithm 3 is demonstrated by numerical examples in Section 5.
2. Convex approximation of noisy data
First we present two basic results about approximation in the convex hull of a set G (see also
[5, Chapter 25]).
Lemma 2. Let H be a Hilbert-space and G ⊂ H be a bounded set. Then for all h ∈ co(G) and
for all v ∈ H there exists g ∈ G such that
〈h − g, v〉 0.
This result can also be transferred to elements in co(G), the closure of the convex hull of G.
Corollary 3. Let H be a Hilbert-space and G ⊂ H be a bounded set. Then for all f ∈ co(G)
and for all v ∈ H the estimate
inf
g∈G 〈f − g, v〉 0
holds.
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Using Corollary 3 we can construct a sharp estimate for the error of convex approximations to
noisy data. In the case of noise-free data, i. e.,  = 0, the result simpliﬁes to the estimate given in
[9, Lemma 2].
Theorem 4. Let f ∈ co(G) and f  such that
∥∥∥f − f ∥∥∥ . Furthermore, let h ∈ H and
 ∈ [0, 1]. Then, using the setting b := supq∈G ‖q‖, we have
inf
g∈G
∥∥∥f  − h − (1 − )g∥∥∥2
2
∥∥∥f  − h∥∥∥2 + (1 − )2 (b2 − ‖f ‖2)+ 2(1 − )‖f  − h‖. (2.1)
Proof. First of all we transfer estimate (2.1) to an equivalent form, by splitting the norm on the
left-hand side such that it cancels the ﬁrst term on the right. The estimate now reads
inf
g∈G (1 − )
2
∥∥∥f  − g∥∥∥2 + 2(1 − ) 〈f  − g, f  − h〉
(1 − )2
(
b2 − ‖f ‖2
)
+ 2(1 − )‖f  − h‖.
For  = 1 this is a trivial result, for  = 1 we rewrite the relation as
inf
g∈G (1 − )
(
‖f  − g‖2 + ‖f ‖2
)
+ 2
〈
f  − g, f  − h
〉
(1 − )b2 + 2‖f  − h‖.
Using the identity ‖f  − g‖2 + ‖f ‖2 = ‖g‖2 + 2
〈
f  − g, f 
〉
we can combine the terms on
the left. Since g ∈ G we have ‖g‖2 b2, therefore it remains to show that
inf
g∈G 2
〈
f  − g, f  − h
〉
2‖f  − h‖
is fulﬁlled, which is the direct consequence of the identity〈
f  − g, f  − h
〉
=
〈
f  − f, f  − h
〉
+
〈
f − g, f  − h
〉
,
the estimate ‖f  − f ‖, the Cauchy–Schwarz inequality and Corollary 3 with
v = f  − h. 
Remark 5. The estimate in Theorem 4 is sharp, as can be observed for
g0 = 0, g1 = g ∈ H with ‖g‖ = 1.
G = {g0, g1}, f = h = g, f  = (1 + )g with some  > 0.
With this choice we obtain equality in (2.1), independent of the value of .
When the greedy algorithm is applied to noisy data f  /∈ co(Gb), Theorem 1 cannot hold,
since in this case even the optimal approximation yields a residual greater than 0. Nevertheless,
it turns out that the rate M/k can at least be obtained up to a certain iteration index k∗. In the next
section we derive a sharp estimate for this iteration index and the corresponding residual.
164 A. Hoﬁnger / Journal of Approximation Theory 143 (2006) 159–175
3. Optimal greedy iteration for noisy data
In this section we consider the case that instead of f ∈ co(Gb) only a noisy version f  with∥∥∥f − f ∥∥∥  is available.
For the case of noise-free data we had to pick M > (b2 − ‖f ‖2) in Algorithm 1. Now it turns
out that we need at least M > M0 with
M0:=
(
b2 − ‖f ‖2 + 2‖f ‖
)
. (3.1)
Furthermore, we ﬁnd (cf. Theorem 6 and Remark 8) that we cannot guarantee the existence of
proper updates gk as soon as k > k∗, where
k∗:=
⌈
2M0
42(1 + )
⌉
, (3.2)
and M is deﬁned as M = (1 + )M0 (here 	a
 denotes the ceiling of a). Both values will appear
in a natural way in Theorems 6 and 7, but ﬁrst we have a look at the modiﬁed greedy algorithm:
Algorithm 2. Greedy approximation of noisy data with given smoothness parameter b.
Set f 0 = 0.
Choose M = (1 + )M0 with M0 as in (3.1) and  > 0.
Compute k∗ via (3.2).
for k := 1 to k∗ do
Find gk ∈ G (see Theorem 6) such that∥∥∥∥f  − k − 1k f k−1 − 1k gk
∥∥∥∥
2
M
k
(3.3)
is fulﬁlled and deﬁne f k as
f k =
k − 1
k
f k−1 +
1
k
gk .
end for
The crucial step in Algorithm 2 is to ﬁnd elements gk that are a sufﬁciently good approximation
to kf  − (k − 1)f k−1. Based on Theorem 4 we are able to prove that such elements exist for
indices kk∗.
Theorem 6. For indices 1kk∗ Algorithm 2 is feasible, i. e., in each step suitable elements gk
exist. The corresponding approximations f k satisfy the error estimate∥∥∥f  − f k ∥∥∥2 Mk for 1kk∗. (3.4)
Proof. The proof uses an induction argument, based on Theorem 4. We consider
Algorithm 2 with an analogous inf-condition as in Algorithm 1. Therefore we deﬁne a
A. Hoﬁnger / Journal of Approximation Theory 143 (2006) 159–175 165
sequence εk as
εk := 1
k2
(
M − (b2 − ‖f ‖2 + 2‖f ‖) − 2√k − 1√M
)
. (3.5)
Since k2εk is monotonically decreasing and becomes negative for k → ∞, there exists— for
given M, b,  and f —a unique index k∗ with
εk∗ > 0 and εk∗+10.
To compute k∗ we solve the equation εk = 0 which is equivalent to
M − M0 − 2
√
k − 1√M = 0,
the solution for k is given as
k˜ = 
2M0
42(1 + ) + 1. (3.6)
Since this value is related to the integer value k∗ via k˜ > k∗ k˜−1 we obtain (3.2). We now show
that up to this index k∗, the rate M/k can be maintained.
• For the step k = 1 we obtain in the modiﬁed algorithm∥∥∥f  − g1∥∥∥2  inf
g∈G
∥∥∥f  − g∥∥∥2 + ε1, (3.7)
which we can estimate using Theorem 4 for  = 0 via
(b2 −
∥∥∥f ∥∥∥2) + 2 ∥∥∥f ∥∥∥+ ε1
M,
since ε1 was chosen according to (3.5).
• Now we inspect the case 1 < kk∗. We assume that the convergence rate was preserved up
to this step of the iteration, this means that the estimate
∥∥∥f  − f k−1∥∥∥ < √M√k−1 holds. In the
kth step we have∥∥∥∥f  − k − 1k f k−1 − 1k gk
∥∥∥∥
2
 inf
g∈G
∥∥∥∥f  − k − 1k f k−1 − 1k g
∥∥∥∥
2
+ εk, (3.8)
which can be estimated using Theorem 4 for  = k−1
k
and h = f k−1 via

(
k − 1
k
)2 ∥∥∥f  − f k−1∥∥∥2 + 1k2
(
b2 −
∥∥∥f ∥∥∥2)+ 21
k
∥∥∥∥f  − k − 1k f k−1
∥∥∥∥+ εk
 k − 1
k2
M + 1
k2
(
b2 −
∥∥∥f ∥∥∥2)+ 21
k
(
k − 1
k
∥∥∥f  − f k−1∥∥∥+ 1k
∥∥∥f ∥∥∥)+ εk
Using the estimate for
∥∥∥f  − f k−1∥∥∥ a second time yields
 1
k2
(
(k − 1)M + b2 −
∥∥∥f ∥∥∥2 + 2 (√k − 1√M + ∥∥∥f ∥∥∥))+ εkM
k
,
since εk was chosen according to (3.5).
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Elements g1 and g

k in (3.7) and (3.8) always exist, since ε1 and εk are positive. These elements
yield the rate M
k
and thus the algorithm is feasible. 
Since the rate O (k−1/2) holds only up to the index k∗, which depends on M, f ,  and b, it is
natural to look for parameters M = M(f , , b), such that the residual at the end of the iteration
is minimized. The result of this optimization step is given in the next theorem.
Theorem 7. Let M be chosen as M = (1 + )M0, with M0 as in (3.1) and  > 0. Then for the
index k∗ deﬁned via (3.2) the approximations f k∗ in the greedy algorithm fulﬁll the estimate
∥∥∥f  − f k∗
∥∥∥ 2 1 + 

 = O () . (3.9)
Proof. According to Theorem 6 the residual at the end of the iteration is given by M
k∗ where k∗ is
deﬁned via (3.2). Since k∗ k˜ − 1, with k˜ deﬁned in (3.6) we can estimate the residual as
∥∥∥f  − f k∗
∥∥∥2  M
k∗
 M
k˜ − 1
= (1 + )M0 4
2(1 + )
2M0
= 42 (1 + )
2
2
which completes the proof. 
Next we prove that the index k∗ is optimal, i. e., that it is in general not possible to ﬁnd proper
updates gk in the greedy algorithm for indices k > k∗. Therefore, we demonstrate that the error
estimate in Theorem 7 is a sharp bound for the minimal residual for countably many values of ,
in particular for a sequence i → ∞.
Remark 8. To demonstrate that estimate (3.9) is a sharp bound for the minimal residual, we
choose G as the one-dimensional interval [0, b]. The exact data is chosen as f = b, and we
assume that instead of f we are given only a noisy version f  = b + , i. e., the noise level is .
In this setup we have M = (1 + )2.
For arbitrary 12 > ε > 0 and kˆ ∈ N we now choose  > 0 with 2/(1 + ) = 4(kˆ − ε).
For this  we can show that (3.9) is sharp up to a factor (1 − ε/kˆ)1/2. Let us therefore set  =
21+ (1 − ε/kˆ)1/2 and suppose that in the ﬁrst step of Algorithm 2we picked g1 := b−(−1) ∈
G. The resulting f k is a sufﬁciently good approximation for all k kˆ, indeed:
∥∥∥f  − f k ∥∥∥ = 
√
1 + 
k
 =
√
M
k
for k kˆ.
We now show that the greedy algorithm terminates in the next step of the iteration, which
proves that estimate (3.9) is sharp: the optimal element g
kˆ+1 is given as gkˆ+1 = b, hence
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f 
kˆ+1 :=
kˆ
kˆ+1f

kˆ
+ 1
kˆ+1b, but this approximation is not sufﬁciently good since∥∥∥∥∥f  − kˆkˆ + 1f kˆ −
1
kˆ + 1b
∥∥∥∥∥ =
(
1 + kˆ(− 1)
kˆ + 1
)
 >
√
1 + 
kˆ + 1 =
√
M
kˆ + 1 ,
as a straight-forward computation shows. Thus, for  and  as above, the algorithm terminates
with residual
∥∥∥f  − f 
kˆ
∥∥∥ = .
The reason why we cannot get this result for arbitrary values of  is that in the proof of
Theorem 7 we had to distinguish between the real value k˜ and the integer k∗. Ideally these values
are almost equal, in the worst case their ratio is 2/(2 + )2. In this case estimate (3.9) is sharp
only up to the factor /(2 + ).
In principle the estimate could be made sharp for all values of  by introducing the factor⌈
2
4(1 + )
⌉/(
2
4(1 + ) + 1
)
.
Nevertheless, we omit this factor for the sake of readability.
In Algorithm 2 we prescribed the desired rate of convergence and obtained that the algorithm
terminates after a certain number of steps. It was shown in [18] that the conceptual Algorithm 1
does not terminate for ﬁnite k∗, but converges to the projection of f  onto co(Gb), where the
resulting speed of convergence is different, and essentially given by (1 − 2)−1/2k− for any
 < 12 . In our setup it is crucial that Algorithm 2 terminates for some ﬁnite index k∗, since we
can use this value to generate update rules for the parameter b (see Theorems 11 and 14).
Furthermore it should be mentioned that a different estimate is available in the case that
within the greedy algorithm also the weighting in the convex-combination is optimized
(see [5, Chapter 25]).
4. An adaptive greedy algorithm for noisy data with unknown smoothness
In this sectionwe develop the adaptive greedy algorithm that is applicable also if the smoothness
of the (noisy) data is not known a-priorily.
The motivation for this algorithm is as follows: assume we are given data f ∈ co(GB), where
we do not know the actual value B, but we have the additional knowledge that f ∈ co(Gb) for
some b. The natural approach would be to guess bB and—if the algorithm does not converge
“properly”—increase b by a certain amount. The results of the section above will help us to
provide a theoretical basis for this heuristic method.
The main idea is that an incorrect, i. e., too small choice of b has the same effect as noise—the
given data f does not fulﬁll f ∈ co(Gb). In the previous sectionwe have developed sharp estimates
for the corresponding termination index k∗, now we use these estimates to develop an update rule
for the parameter b. As a ﬁrst step, we have to transfer the results from the previous section to the
case of “artiﬁcial noise”, i. e., noise that is caused by a wrong choice of b.
Corollary 9. Let f ∈ co(GB) and M = (1+ )(b2 −‖f ‖2 + 2B−bB ‖f ‖2) with bB. Then the
approximations of Algorithm 2 fulﬁll∥∥f − fk∗∥∥ 2 1 +  B − bB ‖f ‖ . (4.1)
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Proof. Since b
B
f ∈ co(Gb), we can interpret f as a noisy version of bB f , where the (artiﬁcial)
noise level  can be estimated as  B−b
B
‖f ‖. The proof follows from Theorem 7. 
In practice neither  nor B are known, in the following lemma we express  in terms of B, b, f
and .
Lemma 10. Let f ∈ co(GB) and M = (1+ )(b2 +‖f ‖2) with 0<bB. Then the approxima-
tions of Algorithm 2 fulﬁll
∥∥f − fk∗∥∥ 2 (1 + )(b2 + ‖f ‖2)
B(b2 + ‖f ‖2) + 2b ‖f ‖2 (B − b) ‖f ‖ . (4.2)
Proof. This estimate is a direct consequence of Corollary 9 using the relation 1+ = MM−M0 ,
where M0 = (b2 − ‖f ‖2 + 2B−bB ‖f ‖2) and M = (1 + )(b2 + ‖f ‖2). 
With this estimate at hand, we can construct a lower bound for the true, unknown parameter B,
which we can use as update-rule in Algorithm 3.
Theorem 11. Let f ∈ co(GB) and M = (1 + )(b2 + ‖f ‖2) with 0 < bB. Then the residual
at the end of the iteration of Algorithm 2 provides a lower bound for B via
B b˜
(
b, , f, fk∗
) := b (1 + ) ‖f ‖ +
∥∥f − fk∗∥∥ ‖f ‖2
b2 + ‖f ‖2
(1 + ) ‖f ‖ − 2
∥∥f − fk∗∥∥ b. (4.3)
Proof. Follows from Lemma 10 with the observation that 
∥∥f − fk∗∥∥ < 2(1 + ) ‖f ‖
for b > 0. 
With this update rule, we are now able to construct the adaptive Algorithm 3 (given on
the following page). The estimates bi that are generated within Algorithm 3 fulﬁll lim biB,
this means that throughout the iteration the generated approximations fk remain at least as
smooth as f.
Nevertheless, Theorem 11 is still not a complete result, since there are also numerical effects,
that have to be taken into account.
Remark 12. In practice there are two effects that may require to adjust estimate (4.3).
Noisy data: Besides the missing information about the value of B, we might also be given only
a noisy version f  with
∥∥∥f − f ∥∥∥ . If a bound on the noise level is known, we can derive
similar results as in Theorem 11 (see Theorem 14).
Furthermore, since for noisy data the optimal residual is larger than zero, we have to incorporate
a discrepancy-type stopping criterion into the algorithm (see Remark 13).
Numerical minimization: The estimates in this section are based on the fact, that sufﬁciently
good approximations gk exist for indices kk∗. The index kˆ, for which no such approximation
g
kˆ
exists, is an upper bound for k∗, i. e., k∗ kˆ. Numerically we try to estimate kˆ by observing
when the algorithm fails to ﬁnd a sufﬁciently good update gk within reasonable time.
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Algorithm 3. Adaptive greedy algorithm for approximation of data with unknown smoothness parameter B.
(1) Choose 0 < b0 < B. a
Set k = 1 and f0 = 0.
(2) Perform iterations in Algorithm 2 as follows:
• Take M = (1+ )(b2i +‖f ()‖2) with some 0 in the noise-free case and 4/
∥∥∥f ∥∥∥
for noisy data.
• Perform iterations as long as valid updates gk can be found. b
(3) If the discrepancy principle (4.4) is fulﬁlled, then stop the iteration. Otherwise, use the residual
in the greedy-algorithm to obtain a better estimate bi+1 for B as
bi+1 = b˜
(
bi, , f, fk∗,i
)
or bi+1 = b˜
(
bi, , f
, f k∗,i , 
)
(see (4.3) and (4.5), respectively), and continue with step 2 at the index k = k∗,i .
a Choices that guarantee this are b0 = ‖f ‖ /2 and b0 = (
∥∥f ∥∥− )/2 respectively. In general severe underestimation
is not a problem, b0 may trouble-free be 105 times smaller than B (cf. the discussion of Fig. 4).
b Since we try to approximate data f ∈ co(GB), using elements fk ∈ co(Gbi )co(GB), the greedy-algorithm fails to
ﬁnd a sufﬁciently good update after a certain number k∗,i of iterations (see also Remark 12).
If we terminate the algorithm too early, we underestimate kˆ and consequently k∗. Fortunately,
Lemma 15 shows that this does not pose a problem as long as the search for the (almost) optimal
element is performed as thorough as in the original algorithm. This lemma also gives a bound for
the amount of underestimation.
As mentioned above, in the case of noisy data we cannot obtain an arbitrarily small residual
even if the parameter bwould be chosen correctly. Therefore we have to use an additional stopping
rule.
Remark 13 (Discrepancy principle). For noisy data f  with noise level
∥∥∥f − f ∥∥∥ ,
Algorithm 3 should be stopped at the index k for which
∥∥∥f  − f k ∥∥∥ 2
(1 + )
(
b2 +
∥∥∥f ∥∥∥2)

(
b2 + ∥∥f ∥∥2)+ 2 ∥∥f ∥∥ (∥∥f ∥∥− )  (4.4)
is fulﬁlled for the ﬁrst time. This follows from the fact that with correct choice of b (i. e., b = B),
this is—according to Theorem 7—the minimal residual that we can expect with noisy data.
In practice we do not have to check (4.4) for every k, but only in step 3 of Algorithm 3, i. e.,
when we have to check whether we should update bj or stop the algorithm.
Using this discrepancy rule we can give the main result of this work: the update-rule for b for
the case of noisy data. This rule was used to generate the numerical examples in Section 5.
Theorem 14. Let f ∈ co(GB), f  such that
∥∥∥f − f ∥∥∥  and M = (1 + )(b2 + ∥∥∥f ∥∥∥2)
with 0 < bB and 4/
∥∥∥f ∥∥∥. Then the residual at the end of the iteration in Algorithm 2
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provides a lower bound for B via
B  b˜
(
b, , f , f k∗ , 
)
:= b
2
(
+
∥∥∥f ∥∥∥) (∥∥∥f  − f k∗
∥∥∥ ∥∥∥f ∥∥∥+ M)
2M
(
2+ ∥∥f ∥∥)− ∥∥∥f  − f k∗
∥∥∥ ((b2 + ∥∥f ∥∥2) − 4 ∥∥f ∥∥) . (4.5)
If furthermore the discrepancy rule (4.4) is used, we obtain in addition
b˜
(
b, , f , f k∗ , 
)
b, (4.6)
i.e., Algorithm 3 generates a monotonically increasing sequence (bj ), with lim bj B. The dis-
crepancy rule is a necessary condition for monotonicity.
Proof. The proof follows with similar arguments as the proofs of Corollary 9 to Theorem 11.
Again we start with Theorem 7, but now with the total noise level, which can be bounded via
total(2 − b/B) + (B − b)/B
∥∥∥f ∥∥∥. Using the relation (1 + )/ = M/(M − M0) we obtain
the estimate
∥∥∥f − f k∗
∥∥∥  2M
(
B
(
2+
∥∥∥f ∥∥∥)− b (+ ∥∥∥f ∥∥∥))
B
(

(
b2 + ∥∥f ∥∥2)− 4 ∥∥f ∥∥)+ 2b ∥∥f ∥∥ (+ ∥∥f ∥∥) ,
where we needed that 4/
∥∥∥f ∥∥∥. This result immediately yields the estimate for B. Under the
additional assumption that the discrepancy principle of Remark 13 was used, we have a lower
bound for the residual and can therefore derive the monotonicity result (4.6). Vice versa, assuming
the monotonicity, one obtains (4.4). 
Observe that Theorem 14 contains the result of Theorem 11, since for the case of noise-free
data, estimate (4.5) simpliﬁes to (4.3).
Finally, we brieﬂy discuss the second point of Remark 12. In the original greedy algorithm we
have to look for almost optimal elements, where the distance to the optimum in the kth step is
bounded by (b2 + ‖f ‖2)/k2 (cf. the deﬁnition of εk in (1.2)). If we perform the algorithm for
unknown smoothness with the slightly better precision εk with  < 1, we can estimate the ratio
of k∗ and the actual stopping index kˆ. In both cases the precision has to tend to zero as O
(
k−2
)
.
Lemma 15. Let Algorithm 1 be performed with f ∈ co(GB) where B > b, and precision
(b2 + ‖f ‖2)/k2 where  < 1. Then the algorithm is feasible up to an index kˆ, where we have
the estimate√
k∗ − 1√
kˆ − 1
1 + 
1 − + 2 b‖f ‖2
B(b2+‖f ‖2)
 1
1 −  . (4.7)
Proof. The algorithm terminates at the index kˆ for which theworking precision (b2+‖f ‖2)/k2
is larger than the required precision εk , given in (3.5). For this index kˆ we have the equation
(b2 + ‖f ‖2)
kˆ2
 1
kˆ2
(
M −
(
b2 − ‖f ‖2 + 2 ‖f ‖
)
− 2
√
kˆ − 1√M
)
,
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where  corresponds to the artiﬁcial noise level B−b
B
‖f ‖ as in the proof of Corollary 9. This yields
the estimate
2
√
kˆ − 1√M(− )
(
b2 + ‖f ‖2
)
+ 2 b
B
‖f ‖2 .
Since for k∗ we have the relation
2
√
k∗ − 1
√
M
(
b2 + ‖f ‖2
)
+ 2 b
B
‖f ‖2 ,
we obtain the ﬁrst estimate in (4.7), the second one follows by b0. 
The following remark shows, how we can perform Algorithm 2 such that we attain the required
precision O (k−2) in the kth step of the iteration.
Remark 16. Let the least squares functional L(t) be deﬁned as
L(t) := ‖F − (·, t)‖2 =
∫
(F (x) − (x, t))2 dx.
In the setting of Section 5, (·, ·) is a radial basis function, i. e., it can be written as (x, t) =
(‖x − t‖2). Therefore, the second derivative of L(t) can be estimated as ∣∣L′′(t)∣∣ 2 ‖F‖∥∥t,t (·, t)∥∥. Close to a local minimum t0 we obtain from the Taylor-expansion
|L(t) − L(t0)| 
∣∣∣∣(t − t0)L′(t0) + (t − t0)22 L′′(t0)
∣∣∣∣ (t − t0)2 ‖F‖ ∥∥t,t∥∥ .
When we insert the functions F = f  − k−1
k
f k−1 and  = 1k gk we obtain further
|L(t) − L(t0)|  (t − t0)2
(
1
k
∥∥∥f ∥∥∥+ k − 1
k
∥∥∥f  − f k ∥∥∥
)
1
k
∥∥gt,t∥∥
 (t − t0)
2
k2
(∥∥∥f ∥∥∥+ √k − 1√M) ∥∥gt,t∥∥ .
Thus, in order to obtain the accuracyO (1/k2) in the kth step of the greedy algorithm, it is sufﬁcient
to chooseO( 4√k) evenly distributed values for t. There is no need for additional optimization steps.
5. Numerical experiments
To test the results of the preceding sections numerically, we implement a greedy algorithm for
a simple, but still inﬁnite-dimensional setting:
The set Gb is generated by Gaussian functions with ﬁxed diameter and variable center, where
the centers are taken from the interval [−0.2, 1.2]. More precisely we deﬁne
Gb := b · G with G :=
{
±e
−50(x−t)2
4√/100 | x, t ∈ [−0.2, 1.2]
}
, (5.1)
(We do not have ‖g(t)‖ = b for all t, since part of the function g(t) may lie outside the interval.
Nevertheless all theorems require only that ‖g‖ b for elements g ∈ Gb). The function f to
be approximated is given as 0.2g(0.6) + 0.2g(0.3) + 0.6g(0.7), i. e., B = 1. This function is
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Fig. 1. Development of f 
k
within the greedy algorithm with 5% noise, B = 1 and b = b13 = 0.8570. The three graphs
correspond to k = k∗,12 + 1 = 9, k = 20 and k = k∗,13 = 44.
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Fig. 2. Development of f 
k
within the greedy algorithm with 5% noise and different values of bj . The algorithm was
started with b0 = 10−3, the discrepancy-rule was fulﬁlled with b18 = 0.9575 < B. The three graphs correspond to
k∗,12 = 8, b12 = 0.71, k∗,14 = 97, b14 = 0.91 and k∗,18 = 295, b18 = 0.96.
discretized and afterwards contaminated with Gaussian white noise; as initial guess for B we set
b0 = 0.001.
The second step of Algorithm 3 is implemented in a very simple way: to ﬁnd suitable elements
gk we take tr ∈ [−0.2, 1.2] randomly, and take gk := ±g(tr ), where also the sign is determined
at random (cf. Remark 16). If with this element the residual is sufﬁciently small, the convex
combination fk+1 = k/(k + 1)fk + 1/(k + 1)gk is computed, otherwise a new element gk is
generated. If this procedure fails to ﬁnd an update within a given number of trials, 4 the algorithm
stops. Fig. 1 shows the development of the iterates in this procedure for b = b13.
If the computed residual at the end of this approach is already sufﬁciently small, i. e., the
discrepancy rule (4.4) is fulﬁlled, then Algorithm 3 is terminated. Otherwise, the result of
Theorem 14 is used, in order to generate a better estimate for B. While bj increases, also the
iterates become better approximations to the (noisy) data (see Fig. 2).
Due to (4.6) we can be assured to obtain an increasing sequence bj with lim bj B.
Since bj+1bj we have f k∗,j ∈ co(Gbj+1), therefore we are allowed to continue the iteration
at the current index k, there is no need to restart the whole algorithm with the index k = 1. This
procedure yields the typical saw-tooth shape in Fig. 3.
Fig. 4 shows the development of bj during the algorithm. As can be seen, the estimates im-
mediately (k3) increase up to the correct order of magnitude. After a few more updates the
4 In the given examples the number of trials in step k was restricted to 25 4
√
k.
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Fig. 3. Development of the residual within the adaptive greedy algorithm. The solid line represents the residual, the dotted
one corresponds to the iteration bound
√
M/k. The updates for bj lead to the typical saw-tooth structure.
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Fig. 4. Development of the estimates bj for noise level  = 5%. The estimates immediately approach the correct order
of magnitude, already for k3 the parameter b is increased from b0 = 10−3 to b12 = 0.7105.
discrepancy rule is fulﬁlled and the algorithm terminates with b = b18 = 0.9757. The residual is∥∥∥f  − f k ∥∥∥/∥∥∥f ∥∥∥ = 9.98% ≈ 2 · .
In Fig. 5 the new adaptive algorithm is compared with the original one: suppose we know some
upper bound b0 > B; how sharp would this bound have to be such that the original Algorithm 2
performs better than the new Algorithm 3 with b0 = 10−3? Clearly the performance is optimal
when B is guessed correctly (i. e., b0 = 1), and it remains constant up to b01.5. But already for
b0 = 2 the two algorithms perform similar, for b0 = 4 the original algorithm is more than 5 times
slower than the new one and for b0 = 10 the factor is already equal to 100(!). The reason for this
is visible in the second plot of Fig. 5: for large b0 the algorithm does not decrease the error for a
very long time, since f k = 0 already fulﬁlls the required estimate (3.3). Now to obtain the same
quality of approximation a much larger number of iterations is necessary. Furthermore, the fact
that, the higher k, the higher the cost for ﬁnding one element gk (cf. Remark 16), explains the
rapid increase in computation time.
Finally, in Fig. 6 we investigate the inﬂuence of the noise level on the quality of the results.
Clearly, the residual at the end of the iteration will be larger for higher noise levels, the left
plot shows that the ratio between residual and noise level is approximately constant. The right
graph demonstrates the inﬂuence of noise on the recovery of B. For high noise levels, B is
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Fig. 5. The left plot illustrates the computation time necessary to obtain
∥∥f  − f 
k
∥∥ 2.5, with  = 5%. The minimum
of 0.55 seconds is obtained when b ∈ [1, 1.5]. Overestimation of B causes a rapid increase of computation time. The right
plot shows the behavior of the residual for b0 = 10−3, 1 and 3.
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Fig. 6. The left plot shows the dependence of the ﬁnal residual on the noise level, the right one demonstrates the inﬂuence
on the estimates for B. For every noise level the algorithm was run 5 times, the noise ranges from 2% to 45%.
underestimated due to the discrepancy rule—very small values of b (typical: b ≈ 0.5B) already
yield sufﬁcient approximations. For low noise levels, B is estimated correctly or even overesti-
mated. The overestimation is due to the numerical effects described in Lemma 15, and could in
principle be avoided. Nevertheless, this is not necessary, since typically b stays less than B, and
even in the worst case we observed only b1.2B. Furthermore, after the ﬁrst step of overesti-
mation the algorithm will usually terminate due to the discrepancy rule, so there is no danger of
substantial overestimation. The algorithm always produces smooth solutions.
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