Abstract-Melanoma is the most dangerous type of skin cancer caused by over production of melanin pigments by melanocytes. The time and high cost for treatment process necessitates a computer based diagnosis system for melanoma cancer. In this paper such an automated model is achieved by both Convolutional Neural Networks and Support Vector Machines. Melanoma skin cancer images are classified after preprocessing by texture analysis methods of Local Binary Patterns and Block Difference of Inverse Probabilities. The results are compared to classification results which are obtained by taking the raw pixel intensity values as input. The paper additionally presents the comparative results on melanoma data classification performance of Convolutional Neural Networks and Support Vector Machines by evaluation metrics of accuracy, sensitivity, specificity, precision and f-measure.
I. INTRODUCTION
Melanoma is a type of skin cancer that occurs in melanocytes cells which color the skin and produce melanin pigments. Comparing to other skin cancer types melanoma is less common but it is very dangerous. 75 % of deaths caused by skin cancers are melanoma cancer [1] . Melanoma cells make more melanin than normal so melanoma tumors occur which are generally brown or black. Moles on the body are mostly benign melanoma, but sun exposure and artificial ultraviolet light are two main causes of malignant melanoma. It tends to spread to other parts of body, therefore early detection is very important, and it is curable in early stages.
A mole on the body can be suspected whether it is malignant melanoma according to ABCD rule [2] , in which A stands for asymmetry, B is border irregularity, C is color changes or many different colors, and D is diameter more than 6 mm. By adding a fifth criterion E, evolution, the rule is improved. E criterion implies the changes in morphology of the lesion in time. ABCD rule has been accepted by a worldwide point of view, however it may not be accurate in suspecting benign melanomas or in small malignant ones. Additionally dermatologists screen the melanoma at high cost. For a first step of computer based diagnostic system skin automatic lesion segmentation studies are carried out [3, 4] . Amelard et al. [5] In this study for analysis of melanoma images we evaluated the raw pixel intensity values for Convolutional Neural Network (CNN) and SVM classification. In the subsequent phases we employed texture analysis methods of Local Binary Pattern (LBP) and Block Difference of Inverse Probabilities (BDIP). The results are compared both from aspect of these texture analysis methods and classification methods, i.e. CNN and SVM.
II. DATASET DESCRIPTIONS
Amelard et al. [5] constituted the melanoma dataset summarized in Table I . They extracted the skin lesion images from Dermatology Information System (DermIS) and DermQuest by additionally including the segmentation contour partner of each image. They segmented the images manually with the aim of eliminating the effect of automatic segmentation on accuracy. There are a total of 206 images in dataset 119 of which are malignant and 87 are benign. The images are acquired via standard consumer grade cameras in varying environmental conditions. 
III. LOCAL BINARY PATTERNS
Local Binary Patterns (LBP) is a local feature summarizer not only for better texture classification, also face detection, face recognition and image segmentation. Ojala et al. [8] introduced the original version of LBP, in which center pixel of 3x3 image block is labelled according to its intensity of neighbors. The pixels of the image is thresholded by the center of the block and a binary code is produced. The decimal correspondence of this binary code is called the LBP code. Component-wise multiplication is done with this code by the weight vector of powers of 2. LBP is extended for further texture and image analysis by using different number of neighbors and distance of the neighbors as defined in (1) . 
, P represents the number of neighbor pixels, and R is distance of neighbors to the central pixel. Different LBP analysis of textures can be achieved by employing different values for P and R. For P=8 and R=1, a circular eight pixels of neighborhood is used in 3x3 sub-image. ,i) is the function of a bitwise rotation of bit sequence x by k steps. For binary code above 01011000 is shifted once 10110000 is obtained. For second, third, fourth and fifth shift we gain 01100001, 11000010, 10000101, 00001011 binary codes respectively. The fifth one is the minimum we would obtain therefore the LBP code for this block is eleven. The approach can be applied to gain the maximum code in the same way. Considering all the blocks in the image all the LBP codes will be in a standard mode and rotation invariant.
IV. BLOCK DIFFERENCE OF INVERSE PROBABILITIES
BDIP is proposed by Chun et al. [9] for extracting sketch features considering local intensities. They studied on a variant of the difference of inverse probabilities (DIP) [10] for discovering edges and valleys by their block based approach. BDIP is defined as the difference between number of pixels in a block and the ratio of sum of pixel intensities to the maximum intensity value in that block.
where M 2 is the block size, e.g. 2x2, B is the block of pixels.
I(i,j) is the intensity of pixels at coordinates of i and j in block B.
To apply BDIP, the image is split into blocks and for each block. Equation (3) is applied to all blocks. For a block size of 2x2 the image is reduced to its half in both width and height.
V. EXPERIMENTAL RESULTS

A. Evaluation Metrics
Our evaluation metrics are accuracy, sensitivity, specificity, precision and f-score. In medical or biomedical data it is tradition to label the instances as positives which indicate the existing of the disease, and the negatives indicate the absence of the disease. Accuracy is the ratio of number of correctly classified instances to the number of all instances in testing set. Sensitivity, also known as recall, is the ratio of correctly predicted positives to the actual number of positives in the test set. Specificity is the version of sensitivity for negatives, and indicates the ratio of correctly predicted negatives to the actual number of negatives. Precision is the ratio of the number of correctly predicted positives to the number of all predicted positives. F-score is a metric considers both precision and sensitivity by taking harmonic average of them and calculated as (4) . For all the metrics it is expected to reach 1.
B. Results and Discussion
In this section a comparative analysis of CNN versus the SVM for melanoma data classifications is presented. Firstly, the results are obtained by using raw intensity values of pixels of images as input. Secondly three texture analysis are experimented before classification. Two of them are different forms of LBP and the third is BDIP. For experiments in classification of Convolutional Neural Network (CNN) we used Caffe environment.
Caffe [11] is a deep learning framework developed by the Berkeley Vision and Learning Center (BVLC) with the support of community contributors. It supports a wide variety of architectures and efficient implementations of learning tasks such as prediction and learning. It provides deep learning models of CNN for research projects and industrial applications.
Our CNN model is trained in a supervised fashion in the Caffe deep learning framework. And for experiments in classification of SVM we used MATLAB. There are a total of 206 images, 150 of them selected randomly and used for training of the CNN and SVM models. The remaining 56 images are used for testing the classification performance of each of the models. . Fig 2 (a) represents the original image taken by the camera. Fig. 2 (b) images are segmentation contours provided by collectors of the dataset [5] . Fig. 2 (c) images are the ones we extracted out the lesion on the skin from the original images by using the segmentation contours.
In order to experiment classification in Caffe and also in MATLAB we should give same size of images to the model. The image sizes are very variable in dataset, for example 1640x1043 or 357x550 are sizes of two instance images. We cropped the images according to minimum melanoma image in dataset, therefore all images become 350x350 in. Fig. 3 and Fig. 4 are confusion matrices of classification results of CNN and SVM on melanoma data respectively, without any texture analysis. According to these figures stable and similar results are gained both from CNN and SVM. CNN and SVM classified correctly a total of 16+26=42 instances and 12+28=40 instances respectively. We analyzed the melanoma data with and without texture analysis approaches. Texture analysis is employed as preprocessing steps before classification with the expectation of improvement in classification metrics. Local Binary Patterns is a widely used texture analysis method having two important parameters; number of neighbors of the pixel to use in extracting the patterns, abbreviated by P, and the constant distance of these parameters of which layout is in a particular manner, abbreviated by R. Two LBP analysis is achieved, in the first one P=8 and R=1, and in the second one P=16 and R=2. The third texture analysis is implemented by using BDIP. As Table II and Table III summarize the effect of texture analysis on melanoma images, any improvement is not observed in classification of neither LBP transforms of images nor BDIP transforms. However images may not necessarily have a particular texture property in a homogenous form for LBP to contribute for improvement in evaluation metrics. For CNN all the texture analysis decreased the evaluation values, also for SVM except LBP with P=16, R=2, it produced the same results as SVM with no preprocessing. For example we observe a very low value of specificity in SVM classification of BDIP preprocessed images. This means it predicts very few of actual negatives accurately. Structure of data is important for convenience of preprocessing steps, any compatibility is not found for LBP and BDIP.
Regarding the results without texture analysis preprocessing the best results are obtained by CNN. In fact CNN outperformed SVM very slightly, due to the essence of considering all metrics. Although the accuracy of CNN is 0.750, the less value of sensitivity indicates that it is not able to decide positives better than SVM. In such a case f-measure is more informative in comparison of classifiers. CNN and SVM produced 0.788 and 0.778 f-values respectively. Therefore CNN is of one percent ahead from SVM.
VI. CONCLUSION
In this paper computer-aided diagnosis of melanoma skin cancer is achieved. For this aim CNN and SVM are used, which are two prominent methods in two dimensional data classification in literature. We investigated the effect of texture analysis methods on classification. The best results are obtained by CNN without using texture analysis. According to these results sensitivity and specificity values of 0.813 and 0.666 are obtained respectively, which means that CNN is better in prediction of malignant ones in melanoma skin cancer images.
