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Abstract 
We shall consider a cohomology theory relative to group actions on sets and develop a completion 
analogous to Mislin, Benson and Carlson. Later we restrict ourselves to cohomology relative to all 
finite subgroups. There we shall study relative analogues to finiteness conditions on IcG-modules 
such as finite relative projective dimension and being of relative type FP,. 0 1999 Elsevier 
Science B.V. All rights reserved. 
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1. Introduction 
Relative Cohomology has been studied extensively in various contexts. Cohomology 
relative to one subgroup has a vast literature and has many applications, for example, 
in the representation theory of finite groups. We shall consider the more general set-up 
of cohomology relative to group actions on a set. This however is a special case of 
cohomology set up via proper exact sequences as in [lo, Chapters IX, XII]. 
Unless otherwise specified Ic will denote a commutative ring of coefficients and G will 
denote an arbitrary group. 
In Section 2 we will introduce the general set-up of cohomology relative to a G-set 
A and give an overview of the main definitions and facts. 
In Section 3 we shall develop a completion of proper cohomology [lo, $X11.4] anal- 
ogous to Mislin’s [ll], which vanishes on proper projectives and is defined and can be 
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nonzero in all dimensions. This is obtained via the generalized Satellites introduced in 
[lo, $X11.7]. 
In Sections 4 and 5 we shall develop alternative but equivalent approaches to complete 
cohomology relative to G-sets A, one analogous to Benson and Carlson [2] and the other 
one via complete A-projective resolutions analogous to [6]. 
Kropholler’s definition of Hz-groups [S], a large class of groups described by their 
actions on finite dimensional contractible cell complexes, suggested looking at a coho- 
mology theory relative to G-sets 3 with finite isotropy. The set 
3= u H\G 
Hfinite 
would be a natural choice. In this context we shall discuss 3-split short exact sequences 
and g-projective kG-modules. Consequently we have the notions 3-projective resolu- 
tions and 3-projective dimension of a kG-module. We also denote the relative coho- 
mology functors by 3Ext&-, -) and 3l%t,&(-, -), respectively. In Section 6 we 
introduce such G-sets 3 and show that they give rise to the same cohomology. We also 
prove the following crucial proposition, which implies the main theorems of Section 7. 
Proposition 6.3. Let k be a commutative Noetherian ring of coeJjScients and G be an 
arbitrary group. Then everyjinitely generated 3-projective kG-module is of type FP,. 
In Section 7 we proceed to define two relative analogues to the property FP,. Un- 
fortunately there is no obvious link between the two, as in the ordinary case. But for 
commutative Noetherian rings of coefficient k we can show the following two facts: 
(1) (Theorem 7.1) For every kG-module A4 admitting a finite type 3-projective res- 
olution the relative Ext-groups 3ExtiG(M, -) commute with direct limits. 
(2) (Theorem 7.2) Every kG-module admitting an 3-projective resolution of finite 
type is of type FP,. 
Actually, Section 6 and the main theorems of Section 7 are independent of Sections 3-5. 
In Section 8 we consider finiteness conditions for kG-modules, where G belongs to 
Hg. It turns out (Theorem 8.3) that kG-modules satisfying either of the two relative 
analogues to F P,, have finite 3-projective dimension. 
2. Cohomology relative to a G-set 
Let G be an arbitrary group and k be a commutative ring of coefficients. Denote by 
A an arbitrary G-set. kA is the free k-module on A. It is given a G-module structure 
by the G-action on A. 
Definition 2.1. Let G be a group and k be a commutative ring of coefficients. A short 
exact sequence A H B + C of G-modules is called A-split if and only if 
A@kAHB@kA+C@kA 
is split. 
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If not specified otherwise we always tensor over the coefficient ring k. 
Remark. The surjection cr : kA 8 kA --ft kA given by g(St @ &) = 82 is split. Define 
the splitting s : kA + kA @ kA by s(S) = 6 @ 6. In particular, for every G-module A, 
the surjection 0~ : A @ kA + A, defined by OA(a @ 6) = a, is A-split. 
Furthermore, every homomorphism cp : A + B gives rise to a map: 
PA =cp@idkA:A@kAi B@kA. 
Definition 2.2. A kG-module P is called A-projective if and only if it is a direct sum- 
mand of a module of the form N 8 kA where N is a kG-module. 
A-projectives satisfy all analogous properties to ordinary projectives. In particular, 
arbitrary direct sums of A-projectives are A-projective. 
Lemma 2.3. Let AI and A2 be two G-sets and let 4 : A, + A2 be a G-map. Eve? 
A 1 -projective kG-module is AZ-projective. 
Proof. Let P be At-projective. Therefore the surjection 
o,p:P@kA, + P 
splits. Consider the following diagram: 
Since ~zp( 1 63 (p) = q P, the composite (1~ 4)s : P + P 8 kAz splits 02~. Thus, P is 
Az-projective. 0 
Denote by A, a set of orbit representatives for A and by Ga the stabilizer of S E A,, 
then 
A = u SGF u G6\G. 
6EAO 6EAO 
Corollary 2.4. For each 6 E A the induced module MT& is A-projective. 
Proof. There is an obvious G-map Ga \ G + A. q 
Lemma 2.5. Let A, and A2 be two G-sets and let @ : A, + A2 be a G-map. Every 
AZ-split short exact sequence A H B + C of kG-modules is A, -split, 
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Proof. It follows from the definition of &-split and the fact that kA1 is &free, that the 
top sequence in the following diagram is split. 
A@kA,> *B@kA, + C @‘kA, 
By Lemma 2.3 all the modules in the bottom row are AZ-projective. Hence the vertical 
maps are split. Thus we can conclude that the bottom row is split as required. 0 
Lemma 2.6. A short exact sequence of G-modules A H B + C is A-split if and only 
if it is split restricted to each stabilizer Gg. 
Proof. Since, by the above, 
kA ” @ k[Gs\G], 
6EAO 
the if-direction follows immediately from the fact that induction is exact. 
Assume now that B @ kA + C @ kA is split over kG. For each S E A there is an 
obvious G-map Gs \ G + A. Application of Lemma 2.5 now gives the result. 0 
One can now proceed to define the A-analogues to projective resolution and projective 
dimension and from there define the cohomological functors A Ext,& (-, -). This is very 
straightforward and a crucial ingredient is the following generalized Schanuel’s Lemma, 
which is probably well known. Nevertheless we shall include its proof, which I first saw 
in a lecture course of Peter Kropholler. 
Lemma 2.7. Let R be a ring and 
be a diagram of R-modules with exact rows and maps $ : P 4 Q and 4 : Q + P such 
that 4~ = p and $p = n. Then 
(1) K@Q” P@L. 
(2) Suppose there is only a map $I : P -+ Q such that $p = X. Then there is a short 
exuct sequence of R-modules K z L @ P : Q. 
Proof. The proof of (2) is a repetition of the proof of one way of verifying Schanuel’s 
Lemma. We will now show (1). To simplify we will identify K with its image in P and 
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I, with its image in Q. We define maps 
0: Q69K - PCBL 
and (3 ++ LLl i) 0 
8’: P@L ---) Q@K 
(Y) ++ (I:4$j ,‘)(‘:). 
Then 0 and 0’ are inverse to each other. 0 
Remark. If the rows in the above lemma are A-split then the short exact sequence in 
(2) is A-split as well. 
We shall go into more detail in the next section where we set up complete relative 
cohomology in a more general context. 
3. Complete relative cohomology 
To later be able to develop a completion analogous to Mislin’s [ 1 I], we shall now 
outline a more general approach to relative cohomology using proper classes of short 
exact sequences. The reader is referred to [lo, Chapters IX, XII] for a detailed account. 
We shall consider an abelian category A and a proper class of short exact sequences 
I’, cf. [IO, p. 3671. 
For example, if P is the class of all short exact sequences in an abelian category, 
then this is proper. And, as expected, the class of A-split short exact sequences as in 
Definition 2.1 is proper. 
Lemma 3.1. Let G be a group, k a commutative ring and A = ModkG. For every G-set 
A the class P of A-split exact sequences is proper: 
There are obvious notions, analogous to the ordinary case, for proper projective mod- 
ules and proper projective resolutions, cf. [IO, pp. 376, 3771. 
Since any two proper projective resolutions of an object A are chain homotopy equiv- 
alent [lo, (1X.4.3)], it makes sense to define the following: 
Definition 3.2. Let P be a class of proper short exact sequences in an abelian category 
A. and Q + C a proper projective resolution of an object C. Then we define, for an 
object A. 
Ext$(C,A) = H”(Hom(Q,A)). 
These cohomology groups satisfy all analogous properties to ordinary cohomology 
such as, for example, long exact sequences with natural connecting homomorphisms in 
both variables. 
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Denote by Ext>(C, A) the ordinary cohomology groups obtained by considering all 
short exact sequences in A. Then there is a natural transformation: Ext$(C, A) + 
Exti(C, A) of bifunctors, which in dimension one is a monomorphism, cf. [lo, XII, 
Section 41. 
There is also the obvious notion of proper projective dimension. We say that an object 
M in A has finite proper projective dimension, if it has a proper projective resolution of 
finite length. Such objects satisfy all analogous equivalences to the ordinary case, see, 
e.g. [lo, (1.6.3)]. These are proved in the same fashion using the Generalized Schanuel’s 
Lemma 2.7. 
Notation. When considering cohomology relative to a G-set A as set up above we will 
denote Ext$ (C, A) by A Ext;, (C, A). Similarly we shall say a kG-module M has finite 
A-projective dimension (A pd,, M < cc), if it has a A-projective resolution of finite 
length. 
We shall now proceed to develop a completion of proper cohomological functors 
analogous to Mislin’s. In this case we use generalized satellites as set up in MacLane’s 
book. The main reference for this section is [lo, 5X11.7, $X11.8] and for the actual 
completion [ 111. 
One can define P-completion in the much more general context of abelian categories 
and proper short exact sequences, a set-up which will include relative as well as ordinary 
cohomology. 
Lemma 3.3 [lo, (X11.7.4)]. Let A be an abelian category which has enough proper 
projectives and R be a selective category. Then each covariant additive functor T : A -+ 
R has a leji satellite. 
Let K +-+ P + C be a proper short exact sequence with P proper projective. We then 
define 
S(C) = ker(T(K) 4 T(P)). 
This is independent of the choice of the proper projective P, hence we can indeed talk 
about the left satellite of T. 
We now define the iterated satellites as follows: 
SOT(C) = T(C), S-‘T(C) = S(C), and 
S-“T(C) = S-‘S-“+‘T(C). 
By construction, for each proper projective Q and for all n > 1 
S-“T(Q) = 0. 
Lemma 3.4. If T is a halfproper-exact functor and A has enough proper projectives, 
then there is a long exact sequence 
. S-“T(A) + S+T(B) --) S-“T(C) + S-“+‘T(A) + . . . 
. . . -_t S-?(C) --f T(A) + T(B) + T(A). 
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Proof. The fact that the above sequence is a complex is an iterated version of [ 10, 
X11.7.(7.3)]. Exactness is proved analogously to [4, (111.3.1)]. 0 
Definition 3.5. A P-connected sequence of covariant functors is a sequence of functors 
T” = {F, n E Z} : A + R, which assigns to each proper short exact sequence 
0 + A ---f B --f C 4 0 of _4 a complex 
. . + .+‘(C) i FL(A) + T-“(B) i T-n(C) + T-“+‘(A) 4 . . . 
We shall say that the nonpositive part TCo = {TAn, n > 0) of a P-connected 
sequence of covariant functors is of proper cohomological type, if for each proper short 
exact sequence A - B -H C we have a long exact sequence 
. . + T-‘“(A) + T-n(B) + T-“(C) + T-rL+‘(A) i . 4 T’(C). 
Proposition 3.6. Let Vc” and Tc” be the nonp ositive parts of P-connected sequences 
of additive functors, and let f” : V” + To be a natural transformation. I’ in addition, 
TG” is of proper cohomological type and Tpn(P) = 0 for all n 3 0 and all proper 
projective P, then: 
(i) f” extends uniquely to f Co : VG” --t TG” and f Go factors uniquely through the 
canonical transformation VGo + ScoVo; 
(ii) If V” is half P-exact and f” is an equivalence then the induced transformation 
SG”Vo ---f TG” is an equivalence. 
Proof. This is analogous to [ 11, (1.2)] and follows directly from [lo, (X11.8.3)] and 
[lo, (X11.8.4)]. 0 
A P-connected sequence of covariant functors T* = {Tn, n E Z} is called a proper 
(-oo, oo)-cohomological functor, if for each proper short exact sequence A ++ B + C 
we have a long exact sequence 
. . i Tn(A) -+ Tn(B) + Tn(C) -+ T’“+‘(A) ---) . . 
The following definition is an analogue to [ 11, (2. l)] and gives us the desired universal 
property for a proper complete functor. 
Definition 3.7. A proper (-cc, cc)-cohomological functor T* = {T”, n E Z} is called 
proper complete, if T”(P) = 0 for all n and every proper projective module P. A mor- 
phism V* + T* of proper (-co, oc)-cohomological functors is called a proper comple- 
tion if T* is proper complete and every morphism V* + W* into a proper complete 
functor W* factors uniquely through V* 4 T*. 
Theorem 3.8. Every proper (-co, oo)-cohomological functor T* = {Tn, n E Z} ad- 
mits a unique proper completion r* : T’ 4 T^*. This completion is obtained as follows: 
?(M) = lim S-“T3f”(M). 
ks 
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Proof. This theorem can be proved in exactly the same way as Mislin’s Theorem 2.2 
[ll], as its proof only relies on the exactness of T* and a universal property as in 
Proposition 3.6. 0 
The following two lemmas are a direct consequence of Lemmas 2.4 and 2.5 in [l 11, 
as they only rely on the theorem and the long exact sequence property of T* without 
specifying where it comes from. 
Lemma 3.9. Let T* be a proper (-cm, oo)-cohomologicalfinctor and no E Z such that 
T”(P) = Ofor all properprojective P and all n 3 no. Then 7”(C) : T”(C) + p”(C) 
is an isomorphism for all n 3 no. 
Lemma 3.10. If f* : T’ ---f V* is a morphism of proper (-co, co)-cohomological func- 
tors where V* is proper complete and if f n : Tn + V” is an equivalence for all n 3 no 
then the induced morphism T^* + V* is an equivalence. 
As mentioned before, the Mislin-completion of ordinary cohomology, where proper 
short exact sequences are just all short exact sequences, is proper complete. 
Cohomology relative to a G-set A has a proper completion as follows. Let 
RAN = ker(N @ kA + N) 
and inductively, 
OhN = RaQy’N. 
As the definition of the left satellite does not depend on the choice of proper projectives, 
we define now: 
S-‘AEx&(1M, N) = ker(AEx&(M, RAN) + AEx&(M, N 8 kA)) 
and the proper, or A-completion is as follows: 
AE’t$((M, N) = 14 S-“AExt;c+“(M, N) 
k>lnl 
4. Complete relative cohomology: an intuitive approach 
Another, probably more intuitive way of setting up a complete theory is using and 
modifying Benson and Carlson’s [2] way of defining ordinary complete cohomology. We 
shall do this in the context of group rings and A-split exact sequences. 
Definition 4.1. For an arbitrary group G and a G-set A, let A Homkc (M, N) be the 
subgroup of HomkG(M, N) consisting of homomorphisms in HomkG(M, N) factoring 
through a A-projective. Define 
[M, N]A = HomkG(M,N)/AHomkc(M,N). 
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Also denote by AModkc the category having as objects the IcG-modules and whose 
morphisms lie in [-, -]A. 
There now follows a fairly crucial lemma, whose proof is a routine check and therefore 
we will not include it. 
Lemma 4.2. Let M be a kG-module and A ++ B + C be a A-split short exact 
sequence of kG-modules. Then every [4] E [M, C] n induces a unique [@I E [QnM, A]n. 
In particulal; flA is a functor from n ModkG to itself: 
In particular, the lemma implies, that for any two G-modules M and N we have a 
well defined sequence of maps: 
[M,N]n + [QAM, QAN]A + [&M, &N]A + . . . 
This now enables us to define the 0th relative Benson-Carlson group. 
Definition 4.3. Let G be a group and k a commutative ring of coefficients. Then, for all 
G-modules M and N we define the 0th relative Benson-Carlson group to be: 
AZZ$(M,N) = l@[QhM, Qhlv]~. 
220 
The following facts illustrate how this actually defines a proper (-co, oo)-cohomo- 
logical functor, which is proper complete. We will start with two useful observations, 
which can be checked easily. Let A H B ++ C be a A-split short exact sequence. Then 
(1) [M,AILI~[M,BIA z[M, C]A is exact at [M, B]A, and 
(2) RAA H QAB -H RAG’ is a A-split short exact sequence. 
Lemma 4.4. Every A-split short exact sequence induces a long exact sequence 
. . . ---t [M, RAB]~ + [M, ~~AC]A~[M, AIA + [M,BIA + [M, CIA, 
where 9, is induced from !P of Lemma 4.2. 
Proof. Exactness at [M, B]A and [M, RAB]A follows directly from the above observa- 
tions. An application of the generalized Schanuel’s Lemma 2.7 gives us a A-split short 
exact sequence 
QAC++(C@~A)@A-HB 
and thus exactness at [M: A] A. Exactness’at [M, QaC]A is proved by a similar argument 
involving the A-split sequence 
L’ABHQAC@(B@~A)++A@(C@~A). q 
In fact, Lemma 4.4 implies that for each i, j 3 0 we get a long exact sequence 
... 4 [K&M, L’~B]A + [QLM, Q~C]A 
+ [QLM, L$‘A]A + [L&M, L?~‘B]A + . . . . 
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We now define for all n E Z 
A=“(M,N) = A~“(M,0~71N) = AE’(fl;M,N). 
Even if L’zA4 or G?inN are originally not defined, the nth relative Benson-Carlson 
group is still defined since we can take the direct limit starting after enough steps so that 
everything involved is indeed defined. 
Taking the direct limit of each column, we have proved the following crucial fact. 
Proposition 4.5. The relative Benson-Carlson groups A&?*(M, -) define a relative 
(-co, KI)-cohomologicalfunctor 
It now remains to show, that the functor AB^c;,(M, -) is actually the same as the 
functor AI%& (M, -) we have defined in the previous section. 
Theorem 4.4. For G a group, k a commutative ring of coefJicients and M an arbitrary 
kG-module there is a natural equivalence offunctors 
0” : AI%& (M, -) -+ AB^c;,(M, -) for all n E Z. 
Proof. The proof is essentially an analogue to Mislin’s proof [ 11, (4.4)] that the original 
Mislin groups and Benson-Carlson groups are naturally equivalent. 
Take the A-projective resolution d : P, -+ M of M, where L&M = ker(P+t --+ 
Pi-z) for all i > 1. For all j > 1 there is a natural surjection 0” : A Extn(M, N) * 
[PM, N]a. Passing onto direct limits we obtain the following natural surjection: 
1% AExtn+k(M, K&N) + l& [fli+“M, @N]a, 
kblnl Wnl 
which is defined for all n E Z. Obviously, the right hand side of this surjection is 
just A%??(M, N). From here on we proceed in exactly the same way as Mislin [ 11, 
(4.4)]. 0 
From now on we will not distinguish between the two notations and use the more 
natural looking Al&& (-, -). 
Lemma 4.7. Let G be a group and k a commutative ring of coeficients. Then the 
following is true for kG-modules M and N: 
(i) If M or N have finite A-projective dimension then AE<$&(M, N) = 0 for all 
n E Z. 
(ii) A pd,, M < w H Al%iG (M, M) = 0. 
Proof. This can be shown analogously to Kropholler’s proof for ordinary complete co- 
homology [8, (4.2)]. 0 
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5. Complete A-projective resolutions 
Definition and construction of complete A-projective resolutions are analogous to 
Cornick and Kropholler’s [6] approach for ordinary complete resolutions and proofs can 
be more or less carried over. We shall, for the sake of completeness, give a short outline 
of the main facts about complete A-projective resolutions. 
Definition 5.1. Let G be a group, k a commutative ring of coefficients and IV a kG- 
module. Then a complete A-projective resolution of iVl is a A-split exact sequence 
(I’*, d), indexed by the integers such that 
(1) I’, coincides with a A-projective resolution of M in sufficiently high dimensions, 
(2) Homkc(P, Q) is exact for every A-projective kG-module Q. 
Lemma 5.2. Let FG and M be as above. 
(1) If Q + M is a A-projective resolution of M with Qi = 0 for all i < 0, and P 
is a complete A-projective resolution of M coinciding with Q in s@ciently high 
dimensions then there is a chain map 4: P + Q unique up to chain homotopy. 
(2) Any two complete A-projective resolutions of a kG-module M are chain homotopy 
equivalent. 
Proof. The proof is essentially the same as the proof of Lemma 2.4 [6]. It is done 
by induction and depends basically on the exactness of HomkG(P, Q) for A-projective 
modules Q. 0 
Taking cohomology now obviously gives us a proper (-co, m)-cohomological functor 
H*(Homkc (P, -)), which is proper complete. 
Theorem 5.3. Let G be a group, k a commutative ring of coeficients and P = (P, , 6) 
a complete A-projective resolution of a kG-module M, then for every kG-module N we 
have the following equivalence: 
Al%;,(M. N) ” H* (Homkc(P*, N)). 
Proof. Suppose Q --H M is a A-projective resolution of M such that P coincides with 
Q above a sufficiently high dimension. Thus, by the previous lemma, there is a natural 
map 
AExt&(M, -) + H*(HomkG(P, -1). 
Application of Lemma 3.10 now gives the desired natural equivalence. 0 
Corollary 5.4. Let a kG-module M have a complete A-projective resolution. Then, for 
every A-projective module Q in su#iciently high dimensions, 
A Ex& (M, Q) = 0. 
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We shall now proceed to give an account of how to construct complete A-projective 
resolutions and give conditions for their existence. Similarly to [6], it involves considering 
the ring of bounded functions from A to k. 
Definition 5.5. Let G be group, k a commutative ring of coefficients and A be a G-set. 
Then define 
(1) B(A, Z) to be the set of bounded functions from A to Z and 
(2) B(A, k) = B(A,Z) & k to be the k-algebra of functions from A to k which 
only take finitely many values. 
There is a well-defined action of G on B(A, k) defined as follows: 
gV(6) = (PVC-‘1, 
Lemma 5.6. Let G, k and A be as above. Then 
(i) B(A, k) is free as a k-module, 
(ii) there is a k-split inclusion k H B(A, k) of kG-modules, and 
(iii) the inch&on k H B(A, k) is A-split. 
Proof. (i) is Lemma 4.4 of [5]; it can be deduced directly from Bergman’s result [7, 
(97.2)]. 
(ii) follows immediately from (iii) and Lemma 2.6. So let us now prove (iii): k can 
be regarded as the subset of B(A, k) of constant functions and thus there is a G-map 
k ++ B(A, k). To prove this is A-split, is equivalent to showing that the following 
inclusion is G-split: 
kA H B(A, k) @ kA. 
Define the splitting s, which is indeed a G-map by s(cp @ 6) = (p(S)& This splits the 
inclusion sending S H 1 @I S, where 1 E B(A, k) is the constant function sending 
everything to 1 E k. 0 
Lemma 5.7. Let Q be a A-projective kG-module. Then, for every k-projective kG- 
module L, the module Q @ L is A-projective. 
Proof. Denote by hom(L, N) the set of k-module homomorphisms from L to N, where 
G acts on C#J E hom( L, N) by &r(1) = $(lg). Then the lemma follows directly from the 
natural isomorphism 
Homkc(Q ~3 L, -) 2 HornkG (Q, hom(L, -)). 0 
Lemma 5.8. If Q is a A-projective kG-module then it is a direct summand of 
howJB(A, k), &I. 
Proof. homk(B(A, k), Q) is a G- mo u e where the action comes from the action of G d 1 
on B(A, k). Since, by Lemma 5.6(ii), the inclusion L : k - B(A, k) is k-split we obtain 
a surjective G-map: 
7r : homk (B(A, k), Q) --tf Q. 
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From Lemma 5.6(iii) and Lemma 2.6 it follows, that L, and therefore 7r, is actually split 
For all stabilizers Gg. Hence 7r is a split G-map. 0 
The next theorem, besides giving necessary conditions for a module to have a complete 
A-projective resolution provides a method to construct them as well. 
Theorem 5.9. Let G be a group, k a commutative ring of coejficients and M a kG- 
module such that Apd,,(M @ B(A, k)) < 00. Then M has a complete A-projective 
resolution which splits under tensoring with B(A, k). 
Proof. This can be shown analogously to [6, (3.5)]. Throughout this proof let B = 
B(A, k). We can replace M by an appropriate kernel in a A-projective resolution and 
from now on assume that M C$ B is A-projective. The short exact sequence 
k-B-B 
is A-split (Lemma 5.6) implying that B is k-projective. For all i 3 0, let B”+’ = Bi @B, 
where Be = k. Thus we obtain, for all i 3 0, the following A-split short exact sequence: 
-i B -Bi@~B+~+‘. 
Splicing all these together and then tensoring with h4 now gives us the following “back- 
wards” A-projective resolution: 
Af -~~~B~M~B~B--~...~~~~B~~BB~~~+‘~BB.... 
Since M C%Z Bi EC B is A-projective (Lemma 5.7) this is split under tensoring with B. 
Splice the “backwards” relative projective resolution together with a “forwards” rel- 
ative projective resolution &* of M to obtain our desired complete relative projective 
resolution P, of M the following way: 
We still need to check that for all relative projectives L, HomkG(P,, L) is exact, which 
follows from an application of Lemma 5.8 and the adjoint isomorphism. 0 
6. A special G-set A 
We shall now restrict ourselves to considering a special G-set A, which will result in a 
cohomology theory relative to all finite subgroups as mentioned in the introduction. For 
this special case it is possible to prove slightly stronger results about finitely generated 
A-projectives and we obtain a link to ordinary FP,-modules. 
Let H be a subgroup of G and let AH denote the set of all fixed points of the G-set 
A under the action of H. From now on we shall consider the G-set A satisfying the 
following property: 
A” # 0 w HJinite. 
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An example of a G-set A satisfying the above condition is the set of all cosets Hg 
where H is a finite subgroup and g E G. 
Lemma 6.1. Let Al and A2 be two G-sets satisfying the above condition. Then there 
are G-maps A, + A2 + A,. 
This lemma suggests that it does indeed make sense to consider G-sets having the 
above property since they all give rise to the same relative cohomology, cf. Lemmas 2.3 
and 2.5. To distinguish it from the general case we shall from now on replace A by 3 
as indicated in the introduction. 
In particular, Corollary 2.4 implies that, for a finite subgroup H, the induced module 
Mf$ is F-projective. Also, Lemma 2.6 gives rise to the following corollary. 
Corollary 6.2. A short exact sequence of G-modules A H B --H C is 3-split if and 
only if it splits restricted to each$nite subgroup of G. 
The following, main result of this section, besides being interesting in its own right, 
has proved to be of great importance for later results on relative finiteness conditions. 
Proposition 6.3. Let k be a commutative Noetherian ring of coeficients and G an ar- 
bitrary group. Then every finitely generated 3-projective kG-module is of type FP,. 
Proof. Every finitely generated 3-projective P is a direct summand of 
P@kA= @ Pt&, 
6EAO 
where AO is a set of orbit representatives and Gs are finite. Hence there is a splitting: 
Since P is finitely generated, L factors through a finite subsum @6Ea, Pt&, where & 
is a finite subset of A,. 
P regarded as a Gs-module is not necessarily finitely generated but is the direct limit 
of its finitely generated submodules PA,. Hence, for each 6 E &: 
which is, in fact, the directed union. 
Let {pr , . . . ,pn} be a set of generators of the kG-module P. Then, for each i, the 
image Lpi lies in some Px,,Tg,. Since, for each S, Ah is a directed set and there are only 
finitely many pi, there exist, for all S, X0, E As such that 
U pAa cPAU6. i=l,...,Tl 
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Hence L factors through B6edo PxO,rg,. Since k is Noetherian and the Gg are finite, 
each PA”, is a kGa-module of type FP,. Thus, @6E~,, P~“,l‘g, is a kG-module of type 
FP%. Since P is a direct summand of it, it is also of type FP, as required. 0 
Remark. For non-Noetherian commutative rings of coefficients the above statement does 
not remain true. If k is not Noetherian, for example, S[Xo, Xl, . . .] the polynomial ring 
of infinitely many indeterminants over a field f, then there exists an infinitely generated 
ideal .I. In our example we can take J to be the ideal generated by (X0, XI ! . . .). Denote 
by M the cokernel of the inclusion J H k. This is a finitely generated k-module, which 
is not finitely presented. Let G be a torsion free group. Then the induced module MT? 
is a finitely generated 3-projective kG-module, which is not finitely presented. 
7. Modules of type 3FP, 
Let k be a commutative ring, G be an arbitrary group 
As mentioned in the introduction there are two possibilities 
analogously to the property FP,, which are as follows: 
(A) 3Ext&,(M, -) commutes with direct limits for all 
3Ext& (M, -) is continuous. 
and M be a kG-module. 
to define conditions on M 
i 3 0. We also say that 
(B) A4 admits an 3-projective resolution Q* + M of finite type, i.e., each Q2, i > 0. 
is finitely generated. We shall say that such M are of type 3FP,. 
We will give the main result linking the two and also give a link to ordinary FP,. Both 
theorems are an application of Proposition 6.3. 
Theorem 7.1. Let G be a group and k a commutative Noetherian ring of c0efJicient.s. 
Let Af be u kG-module of type 3FP,. Then 3Ext;,(M, -) is continuous. 
Proof. This proof, besides following from Proposition 6.3, relies on the repeated ap- 
plication of the 5-Lemma. We have to prove, that 3Ext&(M, -) is continuous for all 
n 3 0. Consider an 3-projective resolution of M of finite type: 
iPi+, 4P,--,...iP,++M 
and let K, = ker(P, ----f Pi-l) for all i > 0, where we denote M by K-1. Obviously, 
the K, are finitely generated. Thus, for all i 3 - 1 we have the following inclusion: 




for each directed system of kG-modules N A. Since, by Proposition 6.3, the Pi are in 
particular finitely presented there is a natural isomorphism 
limxen Homkc(P,. Nx) g Homkc: 
( 
Pi. 1% Nx 
XEA > 
An application of the 5-Lemma to the two long exact sequences obtained from 
Homlcc(K7--IT -) - Homc(P,, -) 4 Homc(K,, -) 
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gives that ri-1 is an isomorphism for all i 3 0. Hence all the Ki are finitely presented. 
A dimension shift in the first variable of the long exact sequence of FExtE& -, -) 
yields, for all i > 1, the following natural isomorphism: 
3Ext”,,(M, -) ” FExtjcG(Ki+ -). 
Thus, by another application of the 5-Lemma, the natural morphism 
@-I FExt;,(M, Nx) 3 TExti, (M, 1% NA) 
XEA XEA 
is an isomorphism for all i 2 1, which proves the theorem. 0 
Theorem 7.2. Let k be a commutative Noetherian ring of coefhcients, and let M be a 
kG-module of type 3FP,. Then M is of type FP,. 
Proof. Let 
. . +P,-+PO+M-tO 
be a finite type F-projective resolution. Then by Proposition 6.3 all the Pi are of type 
F P, . Choose an integer n 3 0 arbitrarily. Then consider the exact sequence 
P n+l is of type FP,, which implies that K, is finitely generated. Apply [3, (1.4.a)] to 
the short exact sequence K, k P, -++ K,_I to obtain that K,_I is finitely presented. 
Proceed with applying [3, (1.4.a)] to show that M is of type FP,+l. Since this is true 
for all n >, 0, we can conclude that M is of type FP, as required. c7 
Even though we do not know if the converse of Theorem 7.1 holds, modules satisfying 
either of the conditions (A) or (B) share a few properties. 
Lemma 7.3. Let k be an arbitrary ring of coeficients and G be a group. Let M be a 
kG-module satisfying (A). Then .Fl%& (M, -) is continuous for all i E Z. 
Proof. This is an analogue to Kropholler’s result for ordinary complete cohomology [8, 
(4.l)(ii)]. 0 
Lemma 7.4. Let k and G be as in the previous lemma. For every kG-module M of type 
FFP,, &&‘,,(M, -) commutes with arbitrary direct sums. 
Proof. For this proof we will use the Benson-Carlson definition of Section 4. Let K, be 
the sth kernel of a finite type T-projective resolution of M, which is obviously finitely 
generated. By the generalized Schanuel’s Lemma 2.7 we have the following isomorphism: 
It can be shown by a standard argument analogously to the well-known fact that 
Homkc(L, -) commutes with direct sums for finitely generated kG-modules L, that 
[K,, -1~ commutes with direct sums for all s 3 0. 0 
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8. Modules of finite F-projective dimension over HS-groups 
This final section will consist of a collection of results about finiteness conditions for 
Hz-groups. The first preliminary result is an analogue to [8, (3.1)] and can be proved 
using the same arguments. It could also be proved for any relative cohomological functor. 
Lemma 8.1. Let k be a commutative ring, G a group and let 
be an 3-split long exact sequence of kG-modules. If for some kG-module N and some 
i E Z, 3l%&N, L) # 0, then there is a 0 6 j 6 s such that .FE’t$!(N,M,) # 0. 
Lemma 8.2. Let k and G be as in the previous lemma and let H be a subgroup of G. 
Suppose A H B --k C is a short exact sequence of kH-modules which is 3-split. Then 
Af$ H BfG, * CT”, 
is an 3-split short exact sequence of kG-modules. 
Proof. Let A be a G-set satisfying the property AK # 0 if and only if K is a finite 
subgroup of G. Then A regarded as an H-set satisfies this property as well. Hence 
A@kAilB@kA-C@kA 
is a split sequence of kH-modules, see Definition 2.1. Since induction is an exact functor, 
the sequence 
(A @ kA)Tg - (B @ kA)T$ + (C @ kA)r$ 
is a split sequence of kG-modules. Thus, it remains to show that for each kH-module 
A there is an isomorphism of kG-modules 
(A @ kA)T$ e ATG, @ kA, 
which is a result of the Frobenius Reciprocity. 0 
Now we can prove the following main theorem, which in particular holds for modules 
satisfying conditions (A) and (B) of Section 7, cf. Lemmas 7.3 and 7.4. 
Theorem 8.3. Let k be a commutative ring of coeficients and G an Hz-group. Let M 
be a kG-module such that 3E~t~&M, -) commutes with arbitrary direct sums, Then 
M has finite 3-projective dimension. 
Proof. We will aim for a contradiction and assume that 3l%$(M, M) # 0, (cf. 
Lemma 4.7). We will show that this would imply that there is a finite group H such that 
3’t~#,M.~) # 0, f or some i 3 0, which will give us the desired contradiction 
since MfG, is 3-projective. 
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We will do this using a transfinite induction. Consider the collection 0 of ordi- 
nals p such that there is a j > 0 and a subgroup H of G lying in H&f satisfying 
3gtj!,(M, Mt$) # 0. 
Step 1: Prove that c? is not empty: 
As G E HZ it actually lies in some Ha5 for some ordinal cy, and by our assumption 
3l%t’&(M, M) # 0. Hence Q E 0. 
Step 2: We will have to show that if there is a 0 # /3 E 0 satisfying the properties 
above, then there exists a subgroup K of G lying in HJ, for some y < j3, and there is 
an I 3 j such that 3&!&M, MT”,) # 0. 
As H E Hps, it acts cellularly on a finite dimensional contractible space such that 
all the isotropy groups belong to H$f, some y < /3. 
Consider the following cellular chain complex, which is an exact sequence of ZH- 
modules: 
It follows from a theorem of Kropholler and Wall [9] that this is split for all finite 
subgroups of H. Applying M @Z - to the above we obtain an exact sequence of IcH- 
modules, which is split for all finite subgroups of H: 
By inducing the above sequence to G, we obtain, by Corollary 6.2 and Lemma 8.2 an 
3-split exact sequence of kG-modules: 
0 --f (M EJZ Cs)rg --t . . . 4 (M @az Co)t$ -+ Mt$ --f 0. 
As by assumption Fl%$(M, MT”,) # 0, we can apply Lemma 8.1. Hence there exists 
a 0 < i < s such that 
3gtg(M, (M @z Ci)T”,) # 0. 
Each of the terms in the above sequence is of the following form: 
where c is the set of orbit representatives for the i-dimensional cells and H, denote the 
isotropy groups. 
As 3 &$g (M, -) commutes with arbitrary direct sums there exists a H, E H,5, 
where y < /3, such that 
which proves the theorem. 0 
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Our next result will bring us back to modules satisfying the criterion of Theorem 5.9 
to have a complete 3-projective resolution. We will start with a preliminary lemma. 
Lemma 8.4. Let G be any group and k a commutative ring of coefJicients. Let M be 
(I G-module such that M @ B(A: k) is 3-prqjective and 3pdk(: I\,f < 0~. Then ilf is 
3-projective. 
Proof, This is a relative analogue to [I, (.5.4)]. 0 
Theorem 8.5. Let k be a commutative ring nnd G an Hz-group. Then for every G- 
module M, 3pd,, M < 00 (f and only if 3pd,,,(ItI @ B(A. k)) < 0;). 
Proof. The “only if”-direction follows from Lemma 5.7. 
The “if”-direction can be proved by a transfinite induction analogously to a result of 
Cornick and Kropholler, an account of which can be found in [ 1, (5.7)], and an application 
of Lemma 8.4. 0 
The most obvious question to ask is whether the converse of Theorem 7. I is true: For 
commutative Noetherian rings of coefficients, is every kG-module satisfying condition 
(A) of type 3TFP,? A slightly weaker question to ask is whether every such module is 
of type FP,. Theorem 8.3 suggests that these conjectures might be true for HE-groups. 
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