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Large Eddy Simulations (LES) of boundary layer
flashback in wall-bounded flows
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In the design of high-hydrogen content gas turbines for power genera-
tion, flashback of the turbulent flame by propagation through the low velocity
boundary layers in the premixing region is an operationally dangerous event.
The high reactivity of hydrogen combined with enhanced flammability lim-
its (compared to natural gas) promotes flame propagation along low-speed
boundary layers adjoining the combustion walls.
This work focuses on the simulation of boundary layer flashback using
large-eddy simulations (LES). A canonical channel configuration is studied
to assess the capabilities of LES and determine the modeling requirements
for boundary layer flashback simulations. To extend this work to complex
geometries, a new reactive low-Mach number solver has been written in an
unstructured code.
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Nomenclature
Abreviations
BLF Boundary Layer Flashback
DNS Direct Numerical Simulations
IGCC Integrated Gasification Combined Cycle
LES Large Eddy Simulations
MMS Method of Manufactured Solutions
RANS Reynolds Average Navier-Stokes
Greek Symbols
  Array of transported scalars
⌘ Kolmogorov length scale [m]
  Any scalar
⇢ Density [kg.m 3]
Other Symbols
(.)i Coordinate i of the vector (.)
· Inner product operator
=u Unclosed subgrid scale terms of the momentum conservation equation
[kg.m 2.s 2]
=  Unclosed subgrid scale terms of the scalar conservation equation [kg.m 3.s 1]
r Gradient operator [m 1]
vii
(.) Space filtered variable or linear interpolation of cell centered values to
the cell facesf(.) Favre filtered variable
Roman Symbols
I Identity tensor, Iij =  ij
S Strain-rate tensor, Sij =
1
2(
@ui
@xj
+ @uj@xi ) [s
 1]
u Velocity vector [m.s 1]
D Di↵usivity [m2.s 1]
p Fluctuating pressure [kg.m 1.s 2]
sL Laminar flame speed [m.s 1]
sT Turbulent flame speed [m.s 1]
SChannel Surface area of a channel YZ plane [m2]
SF lame Surface area of the flame [m2]
t Time [s]
UFLBK Flashback velocity [m.s 1]
Re Reynolds number
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Chapter 1
Introduction
1.1 Pre-combustion carbon capture for reducing green-
house emissions
CO2 is the primary driver of greenhouse gases based global warming
that is causing significant changes to the global climate. One of the main
sources of CO2 emissions is from the burning of coal to generate electricity. In
order to balance the abundant supply of coal in the US with the need to curb
emissions, alternate means of coal utilization are being actively sought. One
such technology is pre-combuston carbon capture, whereby coal is processed
by passing steam over a coal-bed to generate a mixture of carbon monoxide
and hydrogen called syngas. The carbon monoxide could then be removed
through a scrubbing process to produce hydrogen that is burned in conven-
tional stationary power turbines. Since the scrubbing process requires energy,
complete CO removal is forsaken to gain e ciency of the overall process. As a
result, the power turbines burn a syngas mixture with variable amounts of CO.
Such systems are part of the integrated gasification combined cycle (IGCC)
power plants and are promoted by the US Department of Energy as a means
to clean utilization of coal. The scrubbed CO is stored in a separate carbon
sequestration cycle.
Although syngas has been widely used for combustion for more than
a hundred years, its use in a power turbine poses significant operational hur-
1
dles. First, the presence of hydrogen increases the reactivity of the mixture
compared to conventional natural gas fuel. Consequently, several safety issues
need to be considered. Second, since hydrogen is lighter, a larger volume of
gas needs to be introduced into the combustor to generate the same thermal
capacity. This requires alteration of the combustor design itself. The result of
these two issues is the need to understand possible failure modes thoroughly
so that the turbines could be operated safely and e ciently.
1.2 Flashback in syngas based turbines
Stationary gas turbines for power generation operate in the premixed
mode, where fuel and air are mixed in a mixing chamber before being intro-
duced into the combustor that contains the main reaction zone. This pre-
mixed combustion, when operated under fuel-lean conditions with excess air
leads to lower operating temperatures and reduced production of NOx. In
fact, aircraft engines that use direct fuel injection produce nearly an order of
magnitude higher NOx concentration than the premixed ground-based tur-
bines. Of course, this reduction in emissions comes at the cost of stability.
Premixed combustors are notoriously prone to instabilities, including ther-
moacoustic oscillations, and a more catastrophic process termed flashback. In
this latter process, the main flame in the combustor moves upstream into the
mixing chamber towards the inlet nozzles. Since the mixing chamber is not
typically designed to hold high temperature gases, this flashback could lead to
combustor failure.
In natural gas burning power turbines, the combustors are optimized
such that flashback could be detected early and preventive measures taken
using inflow modulation or other active actuation strategies. Syngas combus-
2
tion changes the flashback process in a fundamental way that such actuation
strategies are not su cient. To understand this, it is important to note that
flashback could occur through many di↵erent modes [11]. In conventional fuel
combustors, the main mode of flashback is through vortex breakdown. Here,
the swirling flow in the combustor generates a low velocity zone in which the
premixed flame could propagate upstream since the burning velocity is faster
than the local gas velocity. In syngas combustion, the main mode of flashback
is through the boundary layers [10].
Boundary layers are thin fluid layers near solid boundaries that con-
tain low momentum fluid due to the no-slip condition on the solid boundary.
Figure 1.1 shows a schematic of a premixed flame propagating against the
boundary layer. Note that the burning velocity of the fresh gases are deter-
mined primarily by the reactivity of the fuel and the turbulent modulation
of the flame front. In the region close to the wall, the flame still encoun-
tered fresh gases but with lower momentum/velocity. Consequently, it is able
to propagate upstream relative to the flame front away from the wall. Prior
studies [10, 18] have shown that once this process is initiated, the velocity field
upstream of the flame changes to accommodate a propagating flame, thereby
enhancing the process. This interaction between the boundary layer (nomi-
nally turbulent) and the flame front is of fundamental importance in the design
and operation of syngas-based combustors.
1.3 Motivation and objectives
Based on the discussion in the previous section, it is clear that bound-
ary layer flashback (BLF) is an important process in syngas-based combustors.
To aid design, predictive computational tools are very helpful. However, the
3
Figure 1.1: Schematic of the BLF process.
development of these tools are hindered by two issues. First, although there
has been significant work in the simulation of flame propagation through tur-
bulent flows, the application to propagation in boundary layers is relatively
sparse. Second, gas turbine combustors involve very complex geometries (as
do most practical systems). Hence, even if computational models are devel-
oped for flame-wall interactions, their transition into useful simulation tools is
not straightforward. The objective of this work is to address both these issues
to a limited extent, within the scope of a master’s thesis.
After describing the mathematical formulation (Chapter 2) used for
the simulations described, the rest of the thesis is laid out following specific
objectives:
• Understand flame-boundary layer interaction (Chapter 3): To address
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this issue, a collaborative e↵ort with Sandia National Laboratories and
the group of Dr. Jackie Chen is pursued. By using a high-resolution direct
numerical simulation (DNS) database of flame flashback in a channel, the
specific modeling issues for this process are analyzed. In particular, a
large eddy simulation (LES) approach is followed. The predictive ca-
pability of LES is analyzed by simulating the DNS configuration with
conventional premixed flame models. The ability to capture near-wall
flame behavior is discussed.
• Low-Mach number solver for complex geometries(Chapter 4): In or-
der to develop general purpose computational tools, a robust numeri-
cal implementation is developed here. One of the activities pursued in
Prof. Raman’s research group is the use of OpenFOAM [25] open source
software to develop reliable computational tools for full scale simulation
of combustors. However, currently available numerical algorithms are
not consistent for reacting flows and do not provide robustness. Here,
a second-order projection-based solver for collocated schemes is imple-
mented and tested using method of manufactured solution (MMS).
5
Chapter 2
Mathematical Formulation
In this work, the turbulent flame propagation is described using the
large eddy simulation (LES) framework. In the following sections, the govern-
ing equations and the models used to close the system are described.
2.1 Governing equations
The fluid system is described using conservation equations for mass,
momentum, and energy. In addition, a set of species conservation equations are
used to describe the chemical transformation that generate the flame structure.
These governing equations are given by
@⇢
@t
+r · (⇢u) = 0, (2.1)
where ⇢(x, t) is the gas phase density and u(x, t) is the velocity vector.
⇢u
@t
+r · (⇢uu) =  rp+r · (2µ(S  1
3
Ir · u)), (2.2)
where p is the pressure, µ is the viscosity, and I is the Kronecker delta function
expressed as a vector. In addition, transport equations for a set of species that
describe the thermochemical composition vector need to be solved.
@⇢ 
@t
+r · (⇢u ) = r · (⇢Dr ) + !˙( ), (2.3)
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where D is the di↵usivity (assumed to be equal for all species for the
sake of simplicity here), and !˙ is the chemical source term vector that is a
function of the thermochemical composition vector. In general, it is common
to express enthalpy or temperature as part of this vector, in which case the
di↵usivity is changed to account for di↵erences in the enthalpy/temperature
transport equation. For our purposes, we will not provide this distinction.
Note that the LES model described below will dispense with the energy equa-
tion altogether due to the low-Mach number characteristic of the flow.
2.2 Filtered equations for LES
In general, the governing equations in the previous section cannot be
solved directly for high Reynolds number flows. This is due to the fact that
an Eulerian solution on a discrete grid will require grid-point separation com-
parable to the smallest flow features in the system, while the total dimension
of the grid will be that of the flow geometry itself. The ratio of the geo-
metrical size to the smallest required grid-separation scales as nearly a linear
function of Reynolds number (Re3/4) . Consequently, for realistic applications,
the computational cost will be intractable. Note that this does not consider
the added burden of evolving the species compositions, which will increase
the cost easily by one to two orders of magnitude. One way to overcome
this computational burden is through averaging [44]. There are two kinds of
averaging possible - ensemble averaging leading to Reynolds-averaged Navier
Stokes (RANS) approach or spatial averaging leading to the LES framework.
The RANS approach, although mathematically elegant, removes much of the
information about the turbulent flow and instead requires detailed models for
these processes based on lower-order statistical quantities. Consequently, this
7
approach is falling out of favor compared to the LES approach.
In the LES framework, the governing equations (Eq. 2.2 - Eq. 2.3) are
filtered using a spatial filtering operation defined as follows.
Q(x, t) =
Z
Q(y, t)G(x,y)dy, (2.4)
where Q is the filtered field corresponding to Q, and G is a spatial filtering
kernel. For variable density flows, the Favre-filtered field is defined as follows:
⇢(x, t) =
Z
⇢(y, t)G(x,y)dy, (2.5)
eQ = 1
⇢
Z
⇢QG(x,y)dy, (2.6)
wheref(·) denotes the Favre-filtered variable. This filtering operation is applied
directly to the governing equations to yield the filtered equations:
⇢eu
@t
+r · (⇢eueu) =  rp+r · (2µ(eS  1
3
Ir · eu)) + =u, (2.7)
@⇢e 
@t
+r · (⇢eue ) = r · (⇢ eDre ) + =  + !˙( ), (2.8)
where eS is the strain rate tensor written in terms of Favre-filtered veloc-
ities. Two closure terms are introduced in the momentum and scalar equation
to account for the subgrid scales. More precisely, =u = r · (⇢eueu) r · (⇢uu),
and =  = r · (⇢eue )   r · (⇢u ). These closure terms are respectively mod-
eled with an additional eddy viscosity and eddy di↵usivity using a dynamic
Smagorinsky procedure [17].
The last term in the filtered species equation is the chemical source term
which also appears filtered. In the spatial averaging context, this defines the
8
volume averaged chemical source term within a filter volume. It is important
to note that the chemical source term is highly non-linear and will be active
only in thin regions of the flow regardless of the nature of the system. In
premixed combustion, the thickness of this reaction zone will be compared to
the laminar flame thickness, while in di↵usion flames the thickness will be of
the order of the dissipation structures. Consequently, this term is dominated
by high values in thin filaments that are typically much smaller than the filter
volume. In addition, due to the high nonlinearity, the chemical source term
evaluated based on the filtered species concentration will not be close to the
filtered chemical source term. This disconnect is the essence of combustion
modeling. The close of the chemical source term constitutes the turbulence-
chemistry closure.
2.3 Combustion modeling
In general, the closure for the chemical source term could be based
on one of two approaches: 1) A flame structure approach where the spatial
structure of the flame is imposed to replicate a canonical flame configuration or
2) a statistical approach where the subfilter closure is treated as a probabilistic
formulation. The first approach leads to flamelet-based closures [15, 23, 24, 26,
27, 37, 42], while the latter approach is exemplified by the probability density
function [15, 43–45] and conditional moment closure [3, 16, 29]. In this work,
the flamelet approach is used. This is mainly for two reasons: 1) The flamelet
approach is computationally inexpensive and provides an excellent description
of the flame structure, which in certain flow regimes is an accurate reproduction
of flame behavior, and 2) the flamelet approach is widely used with LES and
an analysis of its usefulness in predicting flashback will be of interest to the
9
Figure 2.1: Premixed flame front structure from [38].
combustion modeling community.
For a premixed flame, the internal structure of the flame is represented
by two regions [38], as illustrated in Fig. 2.1 :
• Reaction layer, where the key chemical reactions occur leading to energy
release. This layer is usually an order of magnitude smaller than the
defined flame thickness that encompasses the entire spatial variation due
to the presence of the flame.
• Preheat zone, which is the region immediately upstream of the reaction
layer where the chain branching reactions are initialized.
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In the laminar flamelet approach, it is assumed that even in a turbu-
lent flame the underlying flame structure is similar to that found in a freely
propagating premixed flame under laminar flow conditions. This structure will
be identical to the illustration above. Moreover, the e↵ect of turbulence is to
merely wrinkle the flame front so that the flame surface area is increased. Since
the burning rate is directly proportional to this surface area, the combustion
process is accelerated by the presence of turbulence. However, the smallest
turbulence structures is still much larger than the preheat zone thickness so
that the spatial structure of the flame remains undisturbed. Of course, as the
Reynolds number increases (for a given geometry), the turbulence structures
become increasingly smaller and at some point the preheat zone and maybe
even the reaction zone is disturbed (stirred) by the flow field. In this case,
flame quenching is possible. The di↵erent regimes of combustion could then
be conveniently plotted in a regime diagram, as shown in Fig. 2.2 [6, 38].
As a closure model, the flamelet assumption then leads to the follow-
ing simplification. A freely propagating flame is first simulated to provide
the spatial structure of a one-dimensional flame. From this flame, the ther-
mochemical composition vector is mapped using a tracking variable, which is
termed progress variable for premixed flames. Essentially, given the progress
variable it is then possible to determine the entire thermochemical state of the
system. Under these assumptions, the entire set of species transport equations
in Eq. 2.3 could be replaced by the transport equation for progress variable,
which is given as follows:
@⇢ec
@t
+r · (⇢euec) = r · (⇢ eDrec) + =c + !˙c, (2.9)
where !˙c is the chemical source term for the progress variable. In prac-
11
Figure 2.2: Regime diagram for premixed turbulent combustion from [38].
tical applications, this progress variable is chosen to be a monotonic descriptor
that has the same spatial support as the flame itself. This ensures that the
mapping is not extremely skewed and minimize error in the description of
the thermochemical state. In this work, the fuel mass fraction is used as the
progress variable.
In conclusion, the LES equations to be solved are filtered momentum
transport equation (Eq. 2.7) and the filtered progress variable transport equa-
tion (Eq. 2.9). Following the low-Mach number approximation, the filtered
mass conservation equation is ensured through the value of the fluctuating
pressure which has no impact on the density. The density, viscosity and other
chemical variables will be determined only based on a precomputed chemistry
mapping relating them to the filtered progress variable value.
12
Chapter 3
Channel flashback
The goal of this chapter is to understand the capabilities of LES for
modeling boundary layer flashback. More precisely, the impact of flame front
resolution and combustion model on the boundary layer flashback process will
be studied. The analysis is based on both a priori and a posteriori analysis of a
direct numerical simulation (DNS) of channel flashback conducted by Gruber
et al. [18].
After describing brief background of studies carried on it, the DNS
results are presented. The LES simulations are then described, and the im-
plementation of the investigated combustion models is detailed. A baseline
combustion model is then used on several grid sizes to characterize the influ-
ence of flame front resolution. Local and macroscopic di↵erences between LES
and DNS are then analyzed to formulate modeling requirements for boundary
layer flashback with LES.
3.1 Modeling objectives
Theoretical studies in laminar flames [31–33] have identified a critical
near-wall velocity gradient necessary to arrest flashback. This relation corre-
lates the burning velocity at the leading edge of the flame, the distance of this
edge from the wall, and the velocity gradient at the wall. In general, a tur-
13
bulent boundary layer exhibits a higher critical velocity gradient as compared
to a laminar boundary layer, which could be the result of a reduced distance
to the wall or an increased burning velocity due to the core turbulent flow
[10]. Computational studies mainly focused on laminar boundary layer flash-
back [31–33], with increasing complexity of the underlying flow description.
Recently, Gruber et al. [18] conducted the first DNS of flame flashback in a
three-dimensional channel flow using detailed chemical kinetics. The simula-
tion indicates that density changes associated with the flame strongly influence
the propagation mechanism. Also, small reverse flow regions in front of the
flame actively accelerate it.
Predictive models that could capture the onset of flashback would be
indispensable in gas turbine design. Due to the inherent transient nature of
LES, it is seen as a promising tool for computationally describing flame flash-
back. The goal here is to assess the reliability of LES for such flows. In
particular, we want to understand the modeling requirements for predicting
flashback in confined geometries. Since LES resolves only the large scales, and
the flame/boundary layer interaction occurs exclusively at the small scales,
subfilter models should be able to handle the impact of density changes on
flame and fluid propagation. In the simulations of vortex breakdown based
flashback [48, 50, 51], it has been found that existing models reproduce flash-
back with reasonable accuracy, but unphysical near-wall flame propagation
could be introduced by the nature of the chemical source term closures used
[50]. In these studies, flashback occurs primarily in the core of the flow, away
from the walls, and subfilter closures based on the assumption of local equi-
librium [36, 47] could be invoked without introducing appreciable errors. In
boundary layer flashback, the balance of production and dissipation in the
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near wall region needs to be assessed in order to determine the accuracy of
equilibrium-based subfilter models.
This discussion leads to the following question: What are the features
of the flow that need to be reproduced for an LES-based model to predict
flashback? To understand this question, we utilize a posteriori simulations of
a high-fidelity DNS configuration studied by Gruber et al. [18]. The study
assesses the key physical characteristics that need to be represented in order
to reproduce flashback using LES computations. A suite of LES computations
is used to understand the key interactions between the flame and flow field.
Statistical quantities describing the structure of the flame front are used to
evaluate LES performances.
3.2 DNS flow configuration
Figure 3.1 shows a schematic of the flow configuration used in both
the DNS and LES computations. The domain measures 0.06m ⇥ 0.012m ⇥
0.036m in the streamwise, wall-normal, and spanwise directions, respectively.
In the DNS computation, a 2400 ⇥ 480 ⇥ 1440 point computational grid is
used. The grid is uniform in all directions, giving a spacing of  x = 2.5 ⇥
10 5m. Premixed hydrogen-air mixture was fed through the inlet with a bulk
velocity of 20m/s leading to a Reynolds number of 3200. The equivalence
ratio of the mixture was 0.55, and the inflow temperature was set at 750K.
The flow field was allowed to develop inside the channel for a finite time
before the flame front was initialized at X = 0.045m by superimposing a
1D laminar flame profile. The velocity field was adjusted to account for the
change in density. Hydrogen combustion was simulated using a 9-species 19-
step reaction mechanism [34]. The inflow to the DNS configuration was a
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Figure 3.1: Channel flow configuration, where X is the streamwise direction,
Y is the wall-normal direction, and Z is the spanwise direction. Also shown, is
the DNS instantaneous isocontour of ec = 0.7 filetered with a Gaussian filter of
size   = 8 x,DNS for t = 7.880e-04 s, measured from the time of initialization.
temporally evolving turbulent velocity field extracted from an auxiliary inert
DNS with a bulk velocity of 20m/s.
Figure 3.2 shows instantaneous flame front contours at di↵erent times.
As expected the flame progresses through the low velocity near-wall region,
with the higher velocity near the channel centerline pushing the flame down-
stream. Not shown here, in the initial stages the flame is pushed downstream
from the initialization point before flashback takes hold. The flame has a sinu-
soidal front near the walls (Fig. 3.1), indicating regions of positive curvature
that are accelerated as the flame propagates upstream. The DNS computa-
tion was run for a longer time but the data used in this work corresponds to
the leading edge of the flame being displaced only by about 5 mm. However,
flame propagation in this region is beyond the initial transient state and the
upstream propagation velocity is roughly uniform.
The stream wise velocity component (Fig. 3.2) shows the acceleration of
the flow behind the flame front. The flame front acts as a blockage for the flow
which diverts the near-wall fluid toward the centerline causing an acceleration
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Figure 3.2: Instantaneous DNS contour of streamwise velocity component at
t = 0.788ms. The solid line represents the flame front isocontour based on
c = 0.7 at that time instant, while the dashed line is the flame front at t =
1.44ms. The arrow indicates the direction of flashback.
before reaching the flame. The gas expansion causes a second acceleration that
make the velocity reach values close to 70m/s. Figure 3.2 also shows the flame
front at the earliest and latest time instances that encompass the entirety of the
DNS data used in this work. Note that in this duration, the flame front motion
is almost uniform allowing for temporal averaging in collecting statistics.
3.3 LES computations
The LES approach uses a grid-based filtering technique. As described in
Chapter 2, the flame evolution is described using a flamelet approach, where
a transport equation for the Favre-filtered progress variable is solved along
with the filtered continuity and momentum equations. A low-Mach number
technique based on a pressure-projection algorithm is used [1, 39]. In the
filtered progress variable equation given by Eq.2.9, it was required to access the
filtered di↵usivity of the progress variable. Since only the unfiltered di↵usivity
is accessible, the filtered transport equation for progress variable is written as
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@⇢ec
@t
+r · (⇢euec) = r · (↵(ec, LES)⇢Drec) + =c + !˙, (3.1)
where ↵ is a model for the correlation between the di↵usivity and the
scalar gradient,  LES is the LES filterwidth and !˙ is the filtered chemical
source term. The second term on the right hand side is the subfilter scalar
flux term. In general, there are many di↵erent models available for closing
these terms [5, 7, 14, 19, 49]. In this study, three di↵erent models will be tested
and are described in Section 3.3.2.
3.3.1 Flow field resolution
The mesh sizes used in the domain are uniform and equal. Grid sizes
ranging from 16 to 4 times the DNS resolution are used. This implies that the
largest mesh size used in the domain is 0.4 mm. An analysis of the DNS flow
also showed that the Kolmogorov length scale ⌘ in the core flow was equal
to 0.25 mm. As a consequence, the mesh size is su ciently small to consider
that the flame wrinkling fully resolved. As pointed out by [13], with increasing
computational power, this regime where turbulence is well resolved has become
the norm. Consequently, representing laminar flame propagation accurately
with minimal computational cost becomes the critical step. The flow equa-
tions contain unresolved stress terms, which are closed here using a dynamic
Smagorinksy model [17]. The LES equations are solved using a second-order
accurate time-stepping scheme [8, 40]. The convection terms in the momen-
tum equations are discretized using an energy conserving second order scheme,
while the scalar convection terms were solved using the B-QUICK scheme [20].
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3.3.2 Progress variable based combustion models
All models implemented with this configuration use the progress vari-
able approach introduced in Sec. 3.3. The evolution of the flame is described
by solving for the progress variable, but closures for the chemical source term,
the molecular di↵usivity term (due to the change in di↵usivity with tempera-
ture), and the subfilter scalar flux term are needed. In this work, the progress
variable is defined as
c =
YH2   YH2,u
YH2,b   YH2,u
, (3.2)
where YH2 is the local mass fraction of H2, YH2,u is the mass fraction of H2 is
the fresh gases and YH2,b is the mass fraction of H2 is the burnt gases (close
to zero for a lean mixture). With this definition, the progress variables takes
values between 0 and 1, with the null values on the unburnt side and 1 value
on the burnt side of the reaction.
3.3.2.1 Direct flamelet model (DF)
In the DF model, The 1-D laminar premixed solution is directly mapped
to filtered progress variable space, and no convolution rules are used to trans-
form the raw progress variable to a filtered value. All unclosed terms are
determined by first computing a mapping between the progress variable cho-
sen and the terms needed to be mapped. To compute this mapping, a steady
1D laminar premixed flamelet simulation with detailed chemistry is performed
using the Flamemaster code [41].This model represents the crudest approxi-
mation of the flame front. Here ↵ is set to 1, and the subfilter flux is modeled
using gradient-di↵usion hypothesis [12].
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3.3.2.2 Filtered tabulated chemistry for LES (F-TACLES)
In the F-TACLES approach, the 1D laminar flame solution is filtered
using an explicit Gaussian filter, which is di↵erent from the LES filter. The
resulting filtered progress variable is used as the mapping variable. In this
approach, ↵ is specifically constructed from the flame solution. As described
by [2], the three terms on the right hand side of Eq. 3.1 can be directly ob-
tained from this filtering procedure. The direct use of the flamelet solution or
the filtered solution faces a computational hurdle. In LES, the scales that are
resolved are comparable to the smallest grid size. However, numerical errors
scale with wavenumber, which implies that scales closest to the smallest re-
solved scales incur the largest error. Hence, the solution of progress variable,
which exhibits strong jumps at small scales near the flame front, is subject
to considerable numerical error. One solution to this problem is to artificially
thicken the flame when constructing the filtered mapping variable by filter-
ing the 1D flamelet solution with a filter width larger than the LES filter
width. Note that the DF model presents the other end of the spectrum where
the flame is under-resolved by the LES mesh. Figure 3.3 shows the di↵erent
closed terms plotted as a function of the filtered progress variable.
3.3.2.3 Algebraic flame surface density model (AFSD)
The AFSD model is based on a flame surface density approach, and
does not explicitly rely on the flamelet assumption. The di↵usion and chemical
source terms are modeled as
r · (↵(ec, )⇢Drec) + !˙ = ⇢uSl⌃, (3.3)
where ⇢u, Sl and ⌃ are the unburnt density, laminar burning velocity, respec-
tively. ⌃ is the flame surface density that needs to be specified. This quantity
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Figure 3.3: Filtered source terms obtained from the F-TACLES procedure for
filter width 8 x,DNS:
@
@xi
↵(ec, )⇢D @ec@xi (solid line),  r·⇢ (fuic  euiec) (solid line
with squares), and ⇢e˙! (solid line with crosses). Y-axis has units of kg.m 3s 1.
obtained with an algebraic model [5] that relates the subfilter variance of
progress variable to the flame surface density.
⌃ = 4 
c(1  c)
 
, (3.4)
with   being a tunable coe cient and   the LES filterwidth. Here, the
value of   is chosen such that certain properties of the DNS are reproduced.
This is further discussed in Sec. 3.5.3. The subfilter flux term is prescribed
using a gradient-di↵usion hypothesis.
3.4 Implementation of combustion models
As described in the previous sections, the numerical implementation
of the progress variable based models requires specific choices regarding fil-
ter width and model parameters. For the DF model, the implementation is
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entirely defined by the closures terms directly obtained from the steady 1D
laminar flame solution, and no more implementation considerations are re-
quired. However, for the F-TACLES model, the flamelet filterwidth needs to
be defined prior to any simulation. For the AFSD model, the tunable param-
eter   also needs to be determined a priori. Here, an a priori analysis is used
to determine these values. The F-TACLES filterwidth is chosen based on a
1D analysis of the flame propagation, while the AFSD tunable parameter   is
determined using integral analysis of the progress variable source term.
3.4.1 1D analysis for F-TACLES
A 1D simulation with the same mass flow rate as the channel flashback
case is performed. The goal is to use the F-TACLES approach to obtain
the correct laminar propagation speed. The 1D progress variable equation
(Eq. 3.1) is solved using the F-TACLES source terms are described before.
The main impact of filtering the flame front using a larger filter size than the
mesh size is to increase the flame thickness for an constant number of grid
points.This is shown in Fig. 3.4 and Fig. 3.5 .
Here, the laminar flame thickness is equal to 0.18 mm while the smallest
mesh size used is equal to 0.1 mm. It is expected that a higher resolution of the
flame front can have an impact on the laminar flame speed error retrieved form
the 1D analysis. It is also expected the the laminar flame speed is mainly driven
by the progress variable source term integral in the 1D domain. Figure 3.5
shows a comparison between discretized and the ideal progress variable source
term for two di↵erent  F and the same  x.
It is can be immediately seen that having a higher mesh resolution
of the progress variable source terms leads to better integrated value for the
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Figure 3.4: Influence of filtering on the progress variable spatial distribution
extracted from the 1D laminar solution.
progress variable source term profile in discretized space. As a result, the
observed flame speed in the 1D laminar simulation is closer to the theoretical
laminar flame speed. Figure 3.6 shows the evolution of the flame front position
in the domain. After a transient time, the slope of the curves reach a steady
value from which is extracted as the observed laminar flame speed.
When using  F = 25 x,DNS, the observed laminar flame speed is 5 
10% higher than the theoretical laminar flame speed. For  F = 8 x,DNS,
the observed laminar flame speed overestimated the theoretical value by up to
70%. Increasing even more the flamelet filtersize does not lead to appreciable
di↵erences in terms of observed flame speed (not shown here). All F-TACLES
and AFSD simulations were conducted with a filtersize  F = 25 x,DNS.
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Figure 3.5: Discretization error observed for the tabulated progress variable
source term with filter size  F = 8 x,DNS (Figure A) and  F = 25 x,DNS
(Figure B).
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Figure 3.6: 1D flame propagation using tabulated chemistry and filtered with
a Gaussian filter. (Blue line)  F = 8 x,DNS, (red line)  F = 25 x,DNS,
(dashed line) theoretical 1D flame propagation.
3.4.2 Integral analysis for AFSD
As explained before, the AFSD model uses an algebraic closure formula
for the di↵usion and chemical source terms of the progress variable transport
equation. This algebraic formula involves a tunable coe cient   that needs to
be determined prior to a simulation. To do so, a similar analysis as for the F-
TACLES model is performed to characterize the flame speed propagation with
the integrated value of the closed progress variable source term. The targeted
value for the integrated progress variable source term is the one obtained with
an unfiltered 1D steady laminar analysis. With an iterative process, a value
for   for each filter size  F can then found. In the LES simulations, for a
flamelet filter size  F = 25 x,DNS a model coe cient   = 0.827 is chosen for
the AFSD model based on this analysis.
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3.5 Results and discussion
Two di↵erent groups of LES calculations are carried out. First, the
e↵ect of the combustion models is tested using the three models described
in Sec. 3.3.2. Second, the e↵ect of filter width is discussed. A third set of
calculations where the LES is initialized using di↵erent initial conditions for
the flow field was also carried out. For these calculations, a LES filterwidth
 LES = 16 x,DNS along with the F-TACLES model was used. There was no
appreciable change in the flame front propagation for the di↵erent cases in this
set. This implies that flame front propagation is the accumulated interaction
with multiple eddies over resolved-scale time scale, and that variability in
initial conditions are washed out by the short length-scale associated with
eddies that a↵ect the flame front. Before discussing the two sets of calculations,
the baseline case is presented in detail to motivate the key parameters targeted
in the flashback computations.
3.5.1 Baseline LES computation of flashback
The baseline case is based on the F-TACLES model with F = 25 x,DNS.
Figure 3.7 shows the LES-based isosurface of ec = 0.7 at the earliest and latest
time for which corresponding DNS data is available.
Several qualitative similarities can be seen between the DNS and LES
computations. At comparable times, the flame structures in both DNS and
LES are very similar. The flow is diverted away from the walls by the flame-
induced blockage, which causes an acceleration of the flow along the center.
Gas expansion in the post-flame region further increases the flow rate. How-
ever, in the LES calculation at earlier time, the lack of a v-shaped flame pre-
vents the centerline acceleration. Consequently, the post-flame velocities are
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Figure 3.7: Instantaneous LES contour of streamwise velocity component at
t = 0.8ms. The solid line represents the flame front isocontour based on c =
0.7 at that time instant, while the dashed line is the flame front at t = 1.4ms.
The arrow indicates the direction of flashback.
much lower than that for DNS and are essentially the density-scaled turbulent
channel flow velocities. At later times, as the flame front becomes similar to
the DNS, the post-flame velocities are of the same order as DNS.
Figure 3.8 shows the three-dimensional isosurface of progress variable
at a time comparable to that of the DNS in Fig. 3.1. It is seen that the DNS
surface exhibits a wide range of scales (as expected) with smooth variations on
the surface interspersed with short-lengthscale fluctuations in the streamwise
location of the flame front. In addition, the positive curvature regions near
the wall that tend to accelerate the flame are more pronounced with deeper
troughs along the streamwise direction. Although the LES flame surface ex-
hibits similar troughs, the depth of these features is considerably smaller. As
a consequence, the spanwise variation in the flame front location in the near
wall region is smaller compared to the DNS case. Figure 3.11 shows the PDF
of the flame location in both DNS and LES computations, and illustrate the
fluctuation of the flame front location in the streamwise direction about the
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Figure 3.8: Instantaneous isocontour of c˜ = 0.7 obtained from LES using a
filterwidth of 8 x,DNS.
spanwise-averaged flame front location. It is seen that the LES-based PDF
roughly matches the near-Gaussian DNS-based PDF. However, the probabil-
ity of large fluctuations is marginally lower than the DNS probability.
3.5.2 Quantitative parameters
To further understand the LES results, two quantitative parameters are
introduced to describe the macroscopic flame structure and the flame propa-
gation. The evolution of the distance between the leading and trailing edges of
the flame is studied. For the purpose of this discussion, the leading edge is the
first point along the x-axis in a single z-plane that contains a non-zero progress
variable, while the trailing edge is the last grid point in the x-direction that
contains a zero progress variable. This quantity, termed flame depth here, in-
corporates the cumulative e↵ect of the core velocity on the propagation char-
acteristics. Note that in the boundary layers where the flow field is nearly
laminar, propagation is mainly at the laminar flame speed, while in the core
flow, turbulent flame wrinkling will lead to turbulent-velocity based propa-
gation. In the extreme case of the depth being zero, the di↵erence between
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Figure 3.9: Plot of spanwise averaged depth parameter as a function of time
for DNS (circles) and LES with F-TACLES (solid line), FSD with   = 0.2
(dash-dotted line), and FSD with   = 0.66 (dashed line) at  LES = 8 x,DNS.
the core velocity and the turbulent propagation speed matches the di↵erence
between the laminar burning velocity and the boundary layer mean velocity.
Figure 3.9 shows the spanwise-averaged depth as a function of time. It
is seen that for the baseline case (red line) this quantity increases with time
but ultimately reaches a slowly varying stage after 0.5ms. The depth in the
DNS is steady in this time interval at roughly 0.015m. The increase in LES
is expected as the flame is wrinkled from its initial flat condition. But the
continued growth indicates that a) the trailing edge of the flame is not able
to propagate strongly against the high velocity near the centerline, and b) the
streamwise velocity in the near-wall region ahead of the leading edge of flame
is weaker than in DNS leading to faster flame propagation, relative to the
center of the flame.The F-TACLES flame is the only solution that also seems
to reach a slowly varying stationary state.
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To analyze the flame propagation, a second quantitative parameter
denoted as flashback velocity is introduced. This parameter is computed based
on the evolution of the volume of burnt mixture in the domain. This is a global
parameter that does not take into account the di↵erence between walls and
core flow. The flashback velocity is quantified as
UFLBK(t) =
1
SChannel
ZZ
SChannel
sT (x, y, z, t)  U(x, y, z, t)ds (3.5)
which can be approximated as
UFLBK(t) =
SF lame(t)
SChannel
sL   uBULK (3.6)
This criteria is then a useful parameter to quantify how accurately is
represented the flame wrinkling.
Figure 3.10 shows the flashback velocity variation in time for the models
considered in this study. It can be seen that initially the flame is convected
downstream (negative velocity) before flashback takes hold. But even then,
the propagation velocity is lower than the DNS velocity. This explains the
observation hat both flame fronts are at similar locations for the time-intervals
considered even when starting from di↵erent initial locations. Note that for
the baseline case, the flame velocity remains constant after a transient time,
even though the flame depth increases. This means that while the flame is
being stretched globally, the local flame wrinkling is decreased such that the
global flame surface remains the same.
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Figure 3.10: Plot of spanwise averaged velocity as a function of time for DNS
(circles) and LES with F-TACLES (solid line), FSD with   = 0.2 (dash-dotted
line), and FSD with   = 0.66 (dashed line) at  LES = 8 x,DNS.
3.5.3 E↵ect of flame model on propagation
To understand the role of the model in predicting the parameters of
flashback defined in Sec. 3.5.2, the three di↵erent models described in Sec. 3.3.2
were used with  x = 8 x,DNS. The DF model produced very inaccurate
results. It was in fact found that the flame propagation was very dependent
on the scheme used for the scalar interpolation. The results for DF are shown
in this section to emphasize the role of the resolution of the filtered flame front.
The F-TACLES (Fig. 3.7) model is accurate in representing flame prop-
agation. Quantitatively, the depth parameter (Fig. 3.9) is accurately repre-
sented. However, it can be seen that the flame wrinkling is clearly underesti-
mated compared to the DNS data. The post-flame velocities are of the same
order as in the DNS. It can be also observed that the blockage e↵ect induced by
the flame (V-shape acceleration of the flow field) is underestimated compared
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to DNS.
The AFSD model fails to accurately represent the mean flame shape.
This is very likely due to the fact that di↵usion is taken into account in the
flame normal direction, but does not depend on the flame topology. As a re-
sult, the flame shape follows directly the velocity profile in the channel. The
post-flame velocity also underestimates the DNS data by around 30%. As the
flame propagates because the mean flow velocity peaks at the channel center-
line, the DNS flame shape is progressively recovered (Fig. 3.13). Note also
that as the flame shape is recovered, the post-flame velocity bridges the gap
with the DNS post-flame velocity. As a result, the depth parameter (Fig. 3.9)
is underestimated at the beginning but is predicted much better at later times.
As the flame stretches with time, the DNS-based flashback velocity parame-
ter gradually increases to nearly the value found from the F-TACLES model
(Fig. 3.10).
3.5.4 E↵ect of LES grid on propagation
Three di↵erent grid sizes of 4, 8, and 16 times the DNS grid spacing
were used. For all these computations, the F-TACLES model was used with a
constant flamelet filter size  F = 25 x,DNS. In addition, the computational
grid associated with each width was refined in the wall-normal direction to
add twice the number of points in the low-velocity region. Grid clustering did
not change the propagation speed nor the depth parameter as compared to the
uniform mesh case for both filterwidths. This was surprising as better near-
wall resolution should be expected to better represent the flashback process.
This suggests that a minimum resolution is needed to reproduce flashback but
additional resolution does not necessarily introduce any new physics capable of
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Figure 3.12: Instantaneous LES contour of streamwise velocity component at
t = 0.8ms for the AFSD model. The solid line represents the flame front
isocontour based on c = 0.7 at that time instant, while the dashed line is the
flame front at t = 1.4ms.
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Figure 3.13: Instantaneous LES contour of streamwise velocity component at
t = 3.0ms for the AFSD model. The solid line represents the flame front
isocontour based on c = 0.7 at that time instant.
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Figure 3.14: Plot of spanwise averaged depth parameter as a function of time
for DNS (circles) and LES with F-TACLES with  LES = 4 x,DNS (solid line),
 LES = 8 x,DNS (dashed line) and  LES = 16 x,DNS (solid line with dots).
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Figure 3.15: Plot of spanwise averaged velocity as a function of time for DNS
(circles) and LES with F-TACLES with  LES = 4 x,DNS (solid line),  LES =
8 x,DNS (dashed line) and  LES = 16 x,DNS (solid line with dots).
altering the flame dynamics. However, the change of filterwidth from 8 x,DNS
to 16 x,DNS had a large e↵ect on the transient flame evolution. Figure 3.14
shows the evolution of the depth parameter for the three filterwidths. It can be
seen that not much di↵erence can be observed between 4 x,DNS to 8 x,DNS.
For the coarsest mesh, the transient evolution of the flame depth is not accu-
rately represented. However, the flame reaches a final flame depth close from
the other reached by the finer simulations.
3.6 Conclusions
A suite of LES computations was used to understand the modeling
of boundary layer flashback in relatively low Reynolds number but turbulent
channel flow. The LES filterwidths were comparable to the smallest turbulence
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length scales, which would imply that the momentum description is reasonably
accurate in the LES calculations. The flame, on the other hand, was approxi-
mated as a thin front using di↵erent models. In this sense, the computations
were designed to test the interaction of this thin-flame assumption with the
near-fully resolved flow field. The computations found certain intriguing fea-
tures. The baseline case at  LES = 8 x,DNS produced a flame front that
is comparable in statistics to that in the DNS. Using quantities such as the
depth parameter and the PDF of front fluctuations, it was found that the LES
computations are very accurate in predicting the structure of the turbulent
flame front. However, there was a discrepancy in the propagation velocity of
the flame front. In other words, a slowly moving LES flame front was able to
produce the structures of a faster moving DNS front. The flamelet-based mod-
els produced lesser variability to simulation conditions, including the choice of
other subfilter models. This is expected, given that the chemical source term
is the predominant quantity in the progress variable transport equation as it
can be seen in Fig. 3.3. It was found for the AFSD model that representing
accurately the di↵usion term was crucial to observe the characteristic flame
blockage described by Gruber et. al. [18]. A similar behavior for the depth
and flashback velocity parameter was observed with coarse F-TACLES model.
Even for the lowest resolution grids, flashback was still predicted, indi-
cating that flame propagation through the boundary layers could be captured
with minimal resolution. Interestingly, additional variations on these basic
computations did not produce any changes to the flow. For instance, adding
more points to the near-wall region did not change the depth or the velocity
of propagation. Also, starting the calculation from di↵erent initial conditions
led to almost no perceptible di↵erence in these characteristics of the flame.
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Based on these results, the requirements to capture the flashback pro-
cess could be divided into three parts. First, there should be su cient resolu-
tion near the wall to represent the actual V-shape of the flame, and at least
approximately, the transition to a laminar flow. Combined with the density
change across the flame, this creates a blockage to divert the flow towards
the center. Second, the blockage-created centerline acceleration in the core
of the channel is necessary to maintain the V-shape of the flame. Third, the
combustion model should ensure that the core is not pushed downstream with
the flow. In other words, the transition from a fully laminar to, possibly un-
resolved, wrinkled flame needs to be captured. However, the requirements for
obtaining the correct propagation velocity seem to rely on additional physical
model characteristic of the configuration, such as wall heat loss, di↵erential
di↵usion or the impact of near-wall streaks.
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Chapter 4
Implementation of a low-Mach number solver
for complex geometries
In the previous chapter, the physics of boundary layer flashback was
analyzed using a canonical flow configuration. In practical gas turbine com-
bustors, the flame is stabilized using swirling inflow which requires complex
geometric features. Consequently, the simulation of a full gas turbine combus-
tor requires robust numerical techniques that could be applied to generalized
computational grids. To transition the lessons learnt in the modeling chapter,
we provide the second part of this work, which is the development of robust
temporally accurate numerical solver for variable density flows.
The motivation behind this study is to develop open source technology
that allows rapid transfer of research advances to industry. Based on our
collaboration with Siemens Inc. , the OpenFOAM open source package [25] was
selected as the simulation platform. The low-Mach number solver is developed
for this unstructured grid approach.
4.1 Solver development and reference solution
In our group, we have access to two di↵erent solvers: the OpenFOAM
package discussed above and an energy conserving structured solver, NGA,
developed at Stanford University by Prof. Pitsch and his graduate students [9].
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The structured flow solver is only capable of solving canonical flow geometries
and cannot handle complex features. However, the solver is highly accurate
for evolving LES equations and has been used widely by a number of research
groups on a variety of applications [4, 21, 22, 37]. Our objective in this work is
to implement the algorithm in the NGA solver into the OpenFOAM package.
OpenFOAM and NGA di↵er in their implementation in a fundamen-
tal way. NGA uses staggered grid representation illustrated in Fig. 4.1, while
the unstructured grid OpenFOAM solver uses a collocated mesh representa-
tion (Fig. 4.2). Similarly, the time-stepping in NGA also uses a staggered
scheme, where the velocity is advanced based on half-steps. OpenFOAM, on
the other hand, uses standard temporal discretizations based on previous time
steps. With this discussion, the focus of this chapter is the development of the
OpenFOAM based LES solver. The NGA code is referenced only to illustrate
the di↵erences between staggered and collocate mesh solvers, especially in the
context of pressure solution.
4.2 Collocated mesh low-Mach number solver
For the sake of this discussion and without loss of generality, a 1D simu-
lation domain is considered. Written with an implicit Euler time discretization,
written between the time n and n+1, the governing discrete equations are then
⇢n+1 n+1   ⇢n n
 t
+
1
Vcell
X
f
Sf⇢
n+1
f U
n+1
f  
n+1
f =
1
Vcell
X
f
Sf (⇢D)f
d 
dx f
+ !˙( n), (4.1)
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Figure 4.1: Illustration of the staggered grid used in NGA. p denotes pressure
and ⇢ denotes density.
Figure 4.2: Illustration of the collocated grid used in OpenFOAM. p denotes
pressure and ⇢ denotes density.
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+
1
Vcell
X
f
Sf (⇢
n+1
f U
n+1
f U
n+1
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  1
Vcell
Z
Vcell
dpn+1
dx
dV +
1
Vcell
X
f
Sfµf
dU
dx f
, (4.2)
⇢n+1   ⇢n
 t
+
1
Vcell
X
f
(⇢n+1f U
n+1
f ) = 0, (4.3)
where ⇢(x, t) is the gas phase density and u(x, t) is the velocity vector. where
p is the pressure, µ is the viscosity, and I is the Kronecker delta function
expressed as a vector. In addition, transport equations for a set of species
that describe the thermochemical composition vector need to be solved. Note
that the pressure term of the momentum equation is kept in the integral form
since the formulation of the pressure equation will not involve the pressure
itself, but only the pressure gradient.
In the low-Mach number solver, density is obtained form the species
equations. This is particularly useful with flamelet-based models, where the
progress variable is used to look-up density from the table. Consequently, the
continuity equation is solved only indirectly to enforce mass balance. Hence,
the main issue in low-Mach number solvers is the consistent implementation
of this external density input from a table. Here, we will start from the semi-
implicit fractional time-step method described in [40] and [28].
The algorithm is based on an uncoupled approach, where the transport
equations are solved sequentially and not simultaneously. To enforce consis-
tency at the next time-step, an inner iterative loop is executed. For reference,
superscript n refers to time-step and subscript m refers to solution at some
inner-iteration level. Note that in a collocated mesh, the values of the vari-
ables are stored at cell center. OpenFOAM computes the face values only for
41
temporary use. The subscript f refers to face values, which are computed us-
ing linear interpolation. Any interpolated variable is also denote by by ·. For
velocity, an intermediate time is also needed (in-between iterations), which is
denoted by ·⇤.
The time-stepping algorithm based on [40] and [28] is as follows:
1) Obtain  n+1m from the scalar transport equation
For the scalar equation the inlet boundary condition can usually be
fixed to a certain value and if the outlet is far enough from from any flow
variations, it can be assumed that the last cell center value for the scalar is
the same as the last face value (zero-gradient assumption).
1
Vcell
⇢n+1m 1 
n+1
m   ⇢n n
 t
+
X
Sf 
n+1
f,m 1 
n+1
f,m =X
Sf (⇢D)
n+1
f,m 1(r n+1m )f + !˙, (4.4)
where Vcell denotes the volume of the finite-volume cell, Sf is the surface area
of the face and   is the mass flux based on an interpolation of ⇢U at the cell
faces. Note that the equation solved for   and not ⇢ , since this allows the
di↵usion term to be treated implicitly.
2) Update density and thermophysical properties based on the updated
scalar field  n+1m
Dn+1m = f( 
n+1
m ), ⇢
n+1
m = f( 
n+1
m ) µ
n+1
m = f( 
n+1
m ) (4.5)
3) Update momentum equation and enforce continuity
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The boundary conditions for velocity can be the same as the scalar
equation. At the outflow, it is also common to use the convective boundary
condition that is useful in removing vortical elements [12].
@ 
@t
+ uc
@ 
@n
= 0, (4.6)
where  denotes the quantity which follows the transport equation solved for.
 can denote a transported scalar or di↵erent components of the transported
vector.
With the fractional timestep method, the velocity is first advanced from
the previous timestep to a fractional timestep writing the so-called fractional
momentum equation.
⇢n+1m 1U
⇤
m   ⇢nU⇤
 t
Vcell +
X
Sf 
n+1
f,m 1U
⇤
f,m =
X
SfD
n+1
f,m 1(rU⇤m)f (4.7)
Note here that instead, boundary conditions for the fractional velocity should
be provided, based on the previous description of the boundaries for the non-
fractional velocity. This approximation has been shown to be first order accu-
rate in time [28].
The fractional velocity U⇤ will have been computed at the cell center
such that the fractional momentum conservation equation is enforced. The
momentum transport equation is then completed by taking int account a fluc-
tuating pressure gradient. Because mass conservation also need to be enforced,
the pressure fluctuation is computed such that mass conservation equation is
enforced in each cell.
For the fluctuating pressure p, the boundary conditions are not straight-
forward, mainly because the pressure that is computed is a fluctuating pressure
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which has no physical meaning. Even though di↵erent equations can be spec-
ified for pressure, as we will see below, they are all elliptic equations. A fixed
gradient for pressure is specified at all boundaries that will bridge the gap
between the non-mass-conservative field U⇤ and the mass conservative field
U . Therefore, a null gradient is imposed where velocity does not need to be
corrected. Since the inlet velocity is usually known, an average outlet veloc-
ity can also be obtained based on a global mass conservation analysis. The
boundary conditions for U⇤ can then be specified such that its last face has
the mass conservative flux. Then fluctuating pressure field can be solved with
a null gradient at the inlet and outlet faces. This approach also allows to get a
prediction of the velocity at the last face which is useful for convective velocity
boundary conditions.
This pressure correction approach could be obtained in di↵erent ways
within OpenFOAM, which are discussed below. To simplify the notations,
we will denote the convection term as C and the di↵usion term as D. The
superscript and subscript associated with each of this term determines which
updated value of velocity is used in each of these terms.
3)a) Explicit Momentum method
Here the convection and di↵usion part of the momentum equation are
treated explicitly using the most recent update of the solver. More precisely,
the fractional momentum equation is written as
(⇢U)⇤   ⇢nUn
 t
+ Cn+1m 1 = D
n+1
m 1 (4.8)
Note that here there is no need to separate ⇢⇤ and U⇤. The pressure component
is added as follows.
(⇢U)n+1   (⇢U)⇤
 t
=  rp, (4.9)
44
where p is the fluctuating pressure. Taking the divergence of the above equa-
tion along with the following discrete version of the continuity equation
@⇢n+1
@t
+r · ((⇢U)n+1) = 0, (4.10)
leads to the elliptic equation for pressure:
r2p = 1
 t
(
@⇢n+1m
@t
+r · ((⇢U)⇤)). (4.11)
3)b) Implicit method with pressure accumulation
In the previous method, the pressure is updated each step and there
is no time-dependency to this quantity. In the second approach that follows,
pressure is accumulated over time iterations and outer iterations. Since pres-
sure is being accumulated, the correction between the non-mass-conservative
mass flux given by the interpolation of ⇢n+1m U
⇤ at the faces and the mass con-
servative mass flux  n+1m tends to zero. The convection and di↵usion part of
the fractional momentum equation which use the non-mass-conservative flux
⇢n+1m U
⇤ can be then be considered to be treated implicitly after enough outer
iterations. This leads to the following pressure-included version
(⇢U)⇤   ⇢nUn
 t
+ C⇤ =  rpn+1m 1 +D⇤. (4.12)
The iterative scheme then proceeds as follows:
(⇢U)n+1   ⇢nUn
 t
+ C⇤ = D⇤, (4.13)
(⇢U)n+1   ⇢nUn
 t
+ C⇤ = D⇤  r p, (4.14)
and
r2 p = 1
 t
(
@⇢n+1m
@t
+r · ((⇢U)⇤)) (4.15)
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The fluctuating pressure p is corrected as
pn+1m = p
n+1
m 1 +  p (4.16)
3)c) OpenFOAM’s Implicit method
In OpenFOAM two operators A andH have been implemented to treat
this problem (section 3.8.1 in [25]). The complete momentum equation is
written as follows:
AU  H =  rp, (4.17)
where U now refers to the vector of velocity values. A is the diagonal part of the
discretization operator, and H is the o↵-diagonal part of the same operator.
Based on this discrete version, the ractional time step method momentum
equation can be written as:
A⇤.U⇤ = H. (4.18)
A non-mass-conservative mass flux can be defined as  ⇤ = ⇢n+1m U⇤. The
complete momentum equation is then written as:
An+1.Un+1m = H  rpn+1m (4.19)
The most updated density is used for both equations, and since the spatial
schemes are kept identical
An+1 = A⇤ = A. (4.20)
This results in the following Poisson equation for the fluctuating pressure p
r · (⇢n+1m A 1rpn+1m ) =
@⇢n+1
@t
+r · ( ⇤) (4.21)
This method is the one selected for the current solver because it recognizes
that the fluctuating pressure has to correct not only  ⇤, but also C⇤ and D⇤.
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Using the operator A also allows more flexibility in the choice of time-stepping
scheme.
4) Update the velocity field
Based on the solution of the Poisson equation, the velocity is updated
as follows:
Un+1m = U
⇤  A 1.rpn+1m (4.22)
The pressure p obtained is such that mass conservation is enforced on each cell.
More precisely, the gradient of pressure at the cell faces has been calculated
to bridge the gap between cell faces values of ⇢n+1m U
⇤ and the mass conserving
cell faces values of  n+1m .
4.3 Impact of staggering for the correction of mass fluxes
It is important to discuss the di↵erence between staggered and col-
located meshes when applying the pressure correction to the fractional time
velocity field. When the gradients in velocity are small, it is expected that the
corrections will also be small and close to zero. For instance, if the outflow is
associated with very small gradients,.
r2pLastCell = 0 (4.23)
In a staggered code like NGA, the pressure is only specified at the cell centers.
As seen in Fig. 4.3, the Poisson equation solved imposes a local gradient of
pressure at the cell face i  12 , which is the correction necessary to ensure mass
conservation in the domain. Since the outflow velocity at the boundary has
already been corrected to ensure global mass conservation, no more correction
is required closer to the boundary.
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Figure 4.3: Illustration of the pressure correction process at the outflow bound-
ary for a staggered discretization scheme.
In a collocated code such as OpenFOAM, the pressure is specified at
the cell centers but also at the last face to express the boundary conditions. As
seen in Fig. 4.4, like in the previous case, the Poisson equation solved imposes a
local gradient of pressure at the cell face i  12 , which is the necessary correction
to ensure mass conservation in the domain. The velocity at the last face is also
kept identical for the same reason as the staggered case. However, since the
velocity is stored at the cell centers and not at the cell faces, an interpolation
of the pressure gradient to the cell centers has to be made. Inside the domain,
because the pressure gradients should be nearly continuous and smooth, the
interpolation error is small. At the outlet however, the interpolated pressure
gradient at the last cell center will always be averaged with the zero pressure
gradient prescribed at the boundary. It implies that the correction applied for
the velocity at the last cell center is underestimated compared to the neighbors
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Figure 4.4: Illustration of the pressure correction process at the outflow bound-
ary for a collocated discretization scheme.
which can create oscillations for the flow field. This will be illustrated with
the verification case in the Section 4.5.
4.4 Verification using a method of manufactured solu-
tions (MMS)
The code is tested using the 1-D MMS problem of [46]. The objec-
tive is to verify the solver implementation and to understand the convergence
properties of the algorithm described in the previous section. In the MMS
approach, source terms are added to the 1D equations such that an analytic
representation of the solutions is made possible. The analytic solutions for
the 1D case used here can be found in [46]. For the variable density case, a
density ratio of 10 is used as it is typical of combustion applications. The
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corresponding analytical solutions are shown as a function of time in Fig. 4.5.
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Figure 4.5: Analytical solutions of the 1D MMS problem. The arrows point
in the direction of increasing time from 0 to 1s.
A suite of simulations were run with di↵erent grid resolutions to test
convergence properties (Fig. 4.9 and Fig. 4.8) The grid sizes ranged from 64
to 2048 cells for a 2m domain. For the lowest resolution case (64 cells), sig-
nificant pressure oscillations were found inside the domain. This is related
to the pressure extrapolation problem discussed in Section 4.3. Due to the
low resolution, the oscillations are present far inside the domain, away from
the boundaries. This is essentially due to a large change in pressure gradients
across two neighboring cell faces. More precisely, when applying a pressure
correction for the conservation of mass, the gradient of pressure modifies the
velocity at the cell faces. For consistency between the cell face velocities and
the cell center velocities, this correction is also applied at the cell centers.
However, nothing guarantees that this operation will enforce the velocity at
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Figure 4.6: Error between the computed and the analytic velocity profiles at
di↵erent timesteps.
the cell centers to be the velocity interpolated from the cell faces. Fortunately,
this problem diminishes as the grid is refined.
There is also an interesting aspect of the transient evolution. It was
found that even if the computed solution exhibits significant errors after the
first few steps, this error was found to decrease with time. This may be due
to the fact that the analytical solution contains a di↵usive component that
decreases the gradients with time (Fig. 4.5. However, this does not imply that
accumulation of errors is not important in general.
In the scalar error profiles (Fig. 4.7, it can be noticed that the coarser
simulations exhibit a large error very close to the location where the scalar
source term is applied. This is mainly due to the discretization of the analytic
source term function, and problem becomes less important for more refined
meshes. Overall, the solver is reasonably accurate in capturing the analytic
solution, with peak errors less than 10% at all times and at all spatial locations
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Figure 4.7: Error between the computed and the analytic scalar profile at
di↵erent timesteps.
for adequately resolved meshes.
To further understand convergence, the L2 norm and L  1 norm of
the solution is plotted as a function of grid spacing in Fig. 4.8. For these
cases, the time-step is held very small in order to remove inaccuracies due to
the temporal scheme. The scalar field shows a second-order convergence while
the velocity field Fig. 4.9 shows a slightly lower order of convergence, probably
due to the projection algorithm being sensitive to the density gradients in the
flow.
Figure 4.10 shows the change in the order of convergence as a function
of time. It is seen that the accumulation of error a↵ects the velocity field more
than the scalar field, with a steeper drop in convergence order.
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Figure 4.9: Computed order of convergence for the velocity U field.
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Figure 4.10: Evolution as a function of time of the convergence order for U
field with 64 cells.
4.5 Illustration of the outflow problem
As mentioned before, with a collocated solver, the correction applied
at the outlet boundary is always underestimated. An inconsistency between
neighbors corrections then appears and can result in spurious oscillations in
the velocity field. This problem is illustrated with the 1D case studied for the
code verification. Figure 4.11 shows the error in the velocity field at the outlet
of the domain at the end of the first timestep. As expected, oscillations due to
the non-uniform pressure correction applied can be observed. Note that the
oscillations penetrate far into the domain due to the inner iterations. With
each inner iteration, the fluctuation at the boundary is carried further into the
domain. However, the amplitude of the oscillations are small compared to the
average error found near the outlet (roughly 1.3%).
Figure 4.12 shows the same phenomenon at time t = 1s. It is seen that
the oscillations persist and grow in magnitude relative to the average error.
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Figure 4.11: Error in the computed velocity field relative to the analytic solu-
tion at t=0.00125s plotted at the outflow boundary for the computation with
1024 cells.
While this might seem like a destabilizing component of the algorithm, it was
found that in complex geometries the outflow problem could be minimized by
using the convective boundary condition (Eq. 4.6). Hence, the current algo-
rithm, in spite of these issues, was found to be robust for practical applications.
4.6 Application to complex geometries
The solver described in this chapter has been successfully implemented
in the OpenFOAM package and used to simulate a number of complex flow
configurations. Here, two examples from related projects are shown to demon-
strate the applicability of this method. Figure 4.13 shows an LES computation
of a model gas turbine combustor with secondary oxidizing air being injected
downstream of the main reaction zone. This flow configuration consists of
swirling flow with density change, low aspect-ratio regions of computational
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Figure 4.12: Error in the computed velocity field relative to the analytic solu-
tion at t=1s plotted at the outflow boundary for the computation with 1024
cells.
mesh, multiple inlets and strong velocity changes close to the outflow. In spite
of these challenges, the algorithm is stable and converges within a few inner
iterations.
The second application is directly related to flashback application (Fig. 4.14.
Here, a model swirl flow flashback studied at UT Austin is reproduced using
the OpenFOAM solver. Similar to the gas turbine combustor application, this
geometry involves complex features and strong variations in the density and
velocity across di↵erent regions of the mesh. Similar to the previous case, the
low-Mach number algorithm was found to be stable.
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Figure 4.13: Isocontour of progress variable based on species mass fraction
in a multiple injection combustor, colored by axial velocity. Courtesy of
Dr.Heeseok Koo [30].
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Figure 4.14: Isocontour of progress variable based on species mass fraction,
with a colored field of axial velocity obtained during flashback of a premixed
swirling flame in a model combustor. Courtesy of Mr.Christopher Lietz [35].
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