Using a sample of 321 textile and clothing companies for the years 1992 to 2010, this paper analyses the effect of quota phase-outs on firm-level efficiency in Pakistan following the end of the Multi-Fibre Arrangement (MFA). It highlights sectoral heterogeneity within the manufacturing industry as a result of MFA expiration. The empirical methodology uses the structural techniques proposed by Olley and Pakes (1996) , and Levinsohn and Petrin (2003) in order to take care of endogeneity in the estimation of production functions. The results differ for the two industries: MFA expiration lead to an increase in the average productivity of textile producing firms but a significant reduction in the mean productivity of clothing producers. We offer a number of explanations for this outcome, such as a change in the input and product mix, entry by non-exporters in the clothing sector, and sectoral differences in quality ladders. A number of crucial policy lessons can be drawn from the findings of this study.
INTRODUCTION
The Multi-Fibre Arrangement (MFA) was the outcome of a decade-and-a-half of previous short-term agreements on the trade of textile and clothing (T&C) products amongst the developed and developing countries. Signed in 1974, the MFA enforced restrictions on exports by T&C exporters to developed countries by means of bilaterally negotiated quotas on textile products. Moreover, T&C products were excluded from multilateral trade negotiations under the General Agreement on Tariffs and Trade (GATT) and the World Trade Organisation (WTO). An important development of the Uruguay Round (1994) was signing of the Agreement on Textile and Clothing (ATC) which put to an end the MFA. The ATC commenced the practice of integrating T&C products into GATT/WTO. The integration occurred over a period of ten years and across four phases starting from 1 January 1995. Importing countries were to include a certain portion of all T&C products covered by the ATC in each phase. 1 The expiration of these quotas was expected to bring about a considerable reallocation of production and exports across countries. This paper evaluates the impact of the end of MFA on Pakistan's T &C industry under the ATC. More specifically, it evaluates the impact of quota relaxation and removal on firm productivity and total output in these industries. The goal of the study is to use the adjusted quota base within a given industry on the right-hand side of a regression with either firm productivity or firm output as the dependent variable. The paper argues that the quota changes can be seen as exogenous from the firm's perspective. Naturally, the topic is of general interest as well as from Pakistan's point of view. The T&C industries are important in many developing countries, including Pakistan, and the ATC was one of the most important negotiated trade reforms for developing countries in the past 30 years. The end of quota system, together with the mounting significance of the industry in its domestic market, leads us to analyse the efficiency issues related to Pakistan's textile industry.
What is of interest in the paper is the central issue of the relationship between these quota phase-outs and firm output and productivity. Unlike most other studies in the literature, this paper investigates the liberalisation episode in a developed country, i.e. the United States in our case, and its consequences for firms in Pakistan. Furthermore, it highlights sectoral heterogeneity within the manufacturing industry of a developing country as an effect of MFA expiration. The textile sector is an important industry in Pakistan in terms of output, export value, foreign exchange earnings and employment. 2 Tables 1 and 2 demonstrate the export value in millions of U.S. dollars of several cotton and cotton manufactures from 1993 to 2011. Pakistan is the fourth largest producer of cotton in the world and does not have to rely on other countries for its raw materials. Moreover, labour costs in Pakistan are among the lowest in the world.
3 T&C make up roughly 74 percent of total export value. Tables 3 and 4 show the production and export of yarn and cloth, respectively, from 1971 to 1991. Government had taken steps to ensure competitiveness of its product even prior to the MFA expiration. Source: All Pakistan Textile Mills Association (APTMA). Table 3 Production and Export of Yarn in Thousands of Kilograms (1971 -1991 Table 4 Production and Export of Cloth in Million Square Meters (1971 -1991 
Fig. 1. Mean Productivity of Textile and Clothing Firms-Levinsohn and
Petrin Productivity Measure Figure 1 shows the evolution of mean productivity of the sample of T&C firms used in the paper. It is computed using Levinsohn and Petrin productivity measure (which we explain later in the paper). For the time period under consideration, textile firms have a much higher mean productivity than clothing firms. Furthermore, we notice an upward trend in the mean productivity of both types of firms. The focus of this paper is on the exports of T&C products by Pakistan to the U.S. only. The reason why this is an interesting case to consider is because the United States is the most important trading partner of Pakistan for a sizeable majority of T&C products. In fact, for most of the clothing products exported, the U.S. captures more than 90 percent of total market share. Moreover, the fill rates for nearly all T&C products are very close to one hundred, indicating that quotas imposed by the U.S. were usually binding. Fill rate is defined in the literature as total imports as a percentage of adjusted base quota. Even though the adjusted base quotas can exceed base quotas, fill rates cannot exceed 100 since they are defined as imports over adjusted base. Evans and Harrigan (2005) define a binding quota as one in which the fill rate exceeds 90 percent. Source: US MFA/ATC Database [Brambilla, et al. (2007) ].
Let us look at two examples.
7 Figure 2 exhibits total imports into the U.S. from Pakistan and adjusted quota base from 1984 up to 2004 for two T&C products, one from the textile and clothing industries each. For Textile and Fabric Finishing as well as Men's and Boys' Cut and Sew Suit, Coat, and Overcoat, the actual number of imports closely followed the adjusted quota base. In the light of the phasing out of MFA, this evidence makes the case of Pakistan-U.S. trade in T&C industry all the more interesting for closer study.
The paper is organised as follows: in the next section, we present a brief literature review of the topic. In Section 3, we describe a methodology that can be used to measure the effect of liberalisation on firm efficiency, and the data used in our analysis. Empirical results are presented and discussed in Section 4. The main conclusions and policy implications are summarised in Section 5.
LITERATURE REVIEW
A variety of studies look into the efficiency of manufacturing industries as a result of trade liberalisation [Pavcnik (2002) ; Krueger and Baran (1982) ; Bernard, et al. (2006) ; Sasidaran and Shanmugam (2008) ]. Many developing countries have embarked on programmes of trade and financial liberalisation. In the old trade theory, welfare gains from trade are because of specialisation in line with the comparative advantage. On the other hand, in the new trade theory, these welfare gains accrue from economies of scale and expansion of product varieties [Bernard, et al. (2007)] . Empirical analyses at the firm level offer evidence for aggregate productivity growth driven by the contraction and exit of low-productivity firms and expansion and entry of high productivity firms. Pavcnik (2002) finds that approximately two-thirds of the 19 percent increase in aggregate productivity following Chile's trade liberalisation in the late 1970s is because of the relatively longer survival and growth of high-productivity plants. Another study by Krueger and Baran (1982) estimates the rates of total factor productivity (TFP) growth for two-digit manufacturing industries in Turkey during [1963] [1964] [1965] [1966] [1967] [1968] [1969] [1970] [1971] [1972] [1973] [1974] [1975] [1976] . The paper shows that periods of slower productivity growth coincided with periods of stringent trade 7 regimes. These findings are not confined to developing countries. The effects of a reduction in U.S. trade costs are examined by Bernard, et al. (2006) . These studies focus on liberalisation that primarily comprised reduction in tariff rates or a fall in trade costs. There is limited evidence, for example, on the effect of a liberalisation regime mainly featuring an increase in the amount of quota, as in the case of MFA expiration that a sizeable number of studies examine on the reallocation of production and exports across countries. Using a time series of product-level data from the U.S. on quotas and tariffs that comprise the MFA, Evans and Harrigan (2005) analyse how MFA affected sources and prices of U.S. apparel imports, with a particular focus on East Asian exporters during the 1990s. Brambilla, et al. (2007) examine China's experience under the U.S. apparel and textile quotas. These studies pertain to the macroeconomic outcomes of the end of MFA, and do not consider the impact on textile producing firms. Using Bangladeshi garment exporters' data, Demidova, et al. (2006) model and present evidence for the pattern of exports and performance of heterogeneous firms in response to variations in trade policy in diverse product and export destinations. A study by Sasidaran and Shanmugam (2008) attempts to empirically investigate the implications of the end of MFA on firm efficiency in Indian textile industry. By employing stochastic frontier analysis, they estimate the overall and input specific efficiency values for 215 sample firms during 1993 and 2006. The results of the analysis illustrate that average efficiency dropped over the years. However, their empirical methodology does not utilise the actual number of quotas imposed by the developed countries on the import of T&C products from India, and instead models the end of MFA by introducing a dummy variable for each of the four phases. Our paper, on the other hand, uses an exceptional database initially used by Brambilla, et al. (2007) , which traces U.S. trading partners' exports to the U.S. in addition to the actual amount of quota under the regimes determined by MFA (1974 MFA ( -1995 and the succeeding ATC (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) . This source of data is combined with a unique company-level data set which is a compilation of annual reports of a representative sample of T&C companies in Pakistan. Hence, the paper merges micro-level data of firms with the data on quotas at the industry level in order to answer an essential question which has been the centre of debate in the new trade theory.
A large number of papers that analyse the impact of trade liberalisation on firm performance are repeatedly criticised for endogeneity inherent in either the estimation of productivity or in the principal regression model used to regress the performance variable on a proxy for trade liberalisation, such as the tariff rate [Goldberg and Pavcnik (2005) ; Grossman and Helpman (1994) ; Mobarak and Purbasari (2006) ]. Hence, the relationship between openness and performance cannot be taken to imply causality. This is usually the case because liberalisation is more often a part of a broader package of reforms; and improvement in firm efficiency cannot be traced to trade reforms specifically. Moreover, even if trade reforms do not come as a part of a package of reforms, there is always a possibility of lobbying by firms in order to circumvent these reforms whenever these are feared to harm them. This is widespread in the case of developing countries. There is literature that argues that a selection of industries have political power to lobby governments for protection [Grossman and Helpman (1994) ]. Mobarak and Purbasari (2006) find that political connections do not affect tariff rates in Indonesia: it is hard for governments in developing countries to offer favours since they are under the close scrutiny of international organisations. 8 The potential bias is also diminished as the estimates include fixed effects. If time-varying industry characteristics could, at the same time, affect both productivity and tariffs, the bias may persist. Just like Goldberg and Pavcnik (2005) , they use the 1991 levels of tariffs as instruments for changes in tariffs.
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Because of the regression specification used in the paper, whereby we regress the change in firm productivity on the adjusted level of quotas at the six-digit NAICS industry level, we can rule out the possibility of lobbying by firms. This is because it is not viable for an individual firm to influence the amount of textile quota at the industry level. Consequently, the MFA expiration can be thought of as a 'natural experiment.' This methodology has been used in order to avoid the potential problem of endogeneity of the trade proxy that is used in the empirical estimation of the effect of elimination of import quotas. Even if the actual amount of quota, that is obtained by each individual firm, were available, including that in the basic regression as a control variable, it would have been problematic due to the endogeneity of the firm's ability to obtain the quota license in a regression where the firm's efficiency is the dependent variable. Due to the availability of a considerable amount of highly disaggregated NAICS industry level quota data, the employment of this methodology allows us not only to overcome the potential endogeneity, but also to introduce sufficient amount of variation in the control variable used.
Last but not least, we use the structural techniques proposed by Olley and Pakes, and Levinsohn and Petrin in order to take care of endogeneity in the estimation of production functions. We notice that the results vary across textile and clothing industries; MFA expiration lead to an increase in the average productivity of textile producing firms but a significant reduction in the mean productivity of clothing and garment producers. Finally, in order to measure the effect of quotas directly on firm's output, we regress output on the adjusted level of quotas and trade costs. In the textile sector, an increase in the adjusted level of quotas leads to a significant rise in the firm's output. Nevertheless, this result is not statistically significant for the clothing sector.
In short, the most important contribution of this paper is that it is one of the very few studies that investigate the effect of liberalisation in the form of phasing out of quotas on firm-level productivity in the textile and clothing industry. Unlike most other studies in the literature which mainly analyse the impact of trade liberalisation in a developing country, for example, in the form of a reduction in average tariff rates, this paper investigates the liberalisation episode initiated by the U.S. by means of eliminating import quotas on textile and clothing products exported by developing countries to the U.S. It underlines cross-sector disparity in the effect of MFA expiration in the developing country and that trade reforms may influence different sectors heterogeneously even within the manufacturing industry of Pakistan. The instruments that they use are: 1991 levels of output tariffs, 1991 levels of input tariffs, an interaction between the 1991 input tariffs and a firm-level indicator equal to one if the firm was an importer in all years, a dummy indicator for product codes that consisted of at least one nine-digit HS code that was barred from the commitment to cut bound tariffs to 40 percent, and the share of skilled workers at the five-digit industry level.
EMPIRICAL METHODOLOGY
In this section, we discuss the empirical methodology used to measure the impact of the end of MFA on firm performance in the textile and apparel industries of Pakistan from 1992 to 2010. We will then describe the data set used in the paper. To determine the effect of trade liberalisation on firm performance, we first need to find a measure of productivity for the firms in our sample. This measure is then related to an index of openness using a simple regression equation.
There are quite a few ways of measuring the productivity change in response to a change in policy. An econometric issue facing the estimation of production functions is the likelihood that some of these inputs are unobserved. If the observed inputs are chosen as a function of these unobserved inputs, then there is an endogeneity problem [Ackerberg, et al. (2005) ]. A second endogeneity problem appears because of sample selection. There is a group of contemporary techniques alongside the dynamic panel data literature and the methods introduced by Olley and Pakes (1996) , and Levinsohn and Petrin (2003) . The Olley and Pakes methodology (OP) is derived from dynamic optimisation of firms, whereby it is assumed that unobserved productivity follows a first order Markov process and capital is accumulated by means of a deterministic dynamic investment process. 10 Levinsohn and Petrin (LP) adopt a similar approach to solving the endogeneity problem. Instead of using an investment demand equation, they use an intermediate input demand function. In this section, we use structural techniques proposed by Levinsohn and Petrin. 11 Consider a firm with a Cobb-Douglas production function:
where output of firm i in six-digit industry j at time t, , is a function of labour, , capital, , and materials, . We want to test if productivity of firm i is a function of trade policy, denoted by . Taking natural logs, denoted by small letters, we get:
The output of firm i is computed using the firm's total revenue which is the only proxy for total production that is available in our data. Therefore, the total revenue of the firm is deflated by two-digit industry-level producer price indices to obtain . The real labour, , is taken to be the total number of employees, and the amount of material inputs, , is retrieved using total material expenditure. 12 Although domestic and 10 Profit maximisation generates an investment demand function that is determined by two state variables, capital and productivity. If the investment demand function is monotonically increasing in productivity, it is feasible to invert the investment function and get an expression for productivity as a function of capital and investment.
11
See Olley and Pakes (1996) , and Levinsohn and Petrin (2003) for a complete explanation of the method. A brief review is also given in Appendix B.
imported inputs should be adjusted by separate deflators, the balance sheet data does not provide information on the share of imported inputs. Hence, all material inputs are deflated with a two-digit producer price deflator.
13 Productivity is then computed using LP, and the change in firm productivity is regressed on the change in the adjusted level of quotas and trade costs: (3) where is the logarithm of adjusted level of quotas, and is the logarithm of industry trade costs at date t-1. and are time and industry fixed effects, respectively, and is the error term. Following Bernard, et al. (2006) , we define industry variable trade costs as the sum of ad valorem duty and ad valorem freight and insurance rates.
14 The inclusion of non-tariff barriers (NTBs) such as quotas in the regression equation, unlike Bernard, et al. (2006) , is an added advantage of this empirical methodology since NTBs are a vital source of trade distortions. includes other control variables: a dummy variable for the city in which the firm is located, size, age and capital intensity of the firm, whether or not the firm is ISO certified, whether or not the firm is multinational and, lastly, the Herfindahl index of the industry at the six-digit level. Size is measured by the number of workers; capital intensity is the ratio of capital to number of employees; firm age is the number of years since establishment; the Herfindahl index is an indicator of the amount of competition.
In order to quantify the impact of quotas directly on the firm's output, we regress output on the level of quotas:
13 Amiti and Konings (2007) show that domestic and imported input prices normally move together, provided they are substitutes. Their results are robust to deflating both domestic and imported material inputs by the same five-digit domestic materials deflators. 14 Bernard, et al. (2006) define variable trade costs ( ) for industry j in year t as the sum of ad valorem duty ( ) and ad valorem freight and insurance ( ) rates:
The ad valorem duty rate is duties collected ( ) corresponding to free-on-board customs value of imports ( ):
Likewise, the ad valorem freight rate is the markup of the cost-insurance-freight value ( ) over relative to :
The rate for industry j is the weighted average rate across products in j, using the import values from the source countries as weights. This measure of trade costs has several advantages. It includes information concerning both trade policy and transportation costs, and it varies across industries and time. For a complete discussion of the advantages and disadvantages of this measure, see Bernard, et al. (2006) . This paper uses Balance Sheet Data of Pakistani Listed and Non-Listed Companies (BSDPC) which is a survey of a representative sample of 321 T&C companies in Pakistan for the years 1992 to 2003. The surveys encompass a wide range of topics. 15 The data set is an unbalanced panel data and it covers almost all large and medium-sized formal manufacturing enterprises. However, the coverage of the industrial sector is not complete since informal enterprises are excluded, and small formal firms are under-represented. The core survey is organised into four parts: Balance Sheet, Profit & Loss Account, Cash Flow Statement, and Accounts Section. For each company and year, we observe the sales revenue, input use, investment, wage bill, and all other costs, as well as industry codes and firm identity codes that allow us to track establishments over time. However, several observations are either not available or are reported as missing for different variables, such as, wages and sales. We test whether these values are systematically missing for particular types of firms, industries, or years but find that this was not the case.
The literature talks about a sample selection problem stemming from the possible association between TFP and plant exit; the unbalanced nature of our panel deals with this potential challenge to some extent. Entering and exiting firms are detected in the data by comparing firm identity codes overtime. Whenever there were gaps in the time-series data for a firm, we interpolated one-and two-year gaps in employment and sales variables and excluded the firm altogether if there was a larger gap in the data. To estimate Equations (3) and (7) using a panel of firms, we needed data on real output, capital stock, labour, raw materials, and their respective shares in real output. Nominal output deflated by sectoral price deflators gave the real output. 16 Real labour was found by deflating the total wage bill by industry wage rate. 17 Materials were also deflated using two-digit sectoral price deflators. 18 The real capital stock was calculated by deflating net fixed assets by sectoral investment deflators. Table 5 provides summary statistics for the balance sheet data used.
15
They are carried out in cooperation with the Lahore University of Management Sciences (LUMS), Pakistan. The survey is completed by managing directors and accountants of the company. The data compiled by LUMS only covers the period 1992 to 2003. We updated the dataset to add seven more years of data on sales revenue, input use, investment, and so forth. The paper, therefore, uses data from 1992 to 2010. This was done in order to compute firms' productivity during the final phase of MFA expiration as well, since we know that the initial phases of ATC were not very severe for producers in developed countries.
16
The Economic Survey of Pakistan, which is published annually by the Ministry of Finance, Government of Pakistan, provides price indices at the two-digit industry level for output and intermediate inputs which are used as deflators.
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Real labour is taken to be the total number of employees, and not the number of hours worked, since the hourly wage rate is not known. Many firms list the number of employees directly so there is no need to deflate the wage bill by the industry wage rate. 18 Ideally, material inputs should be deflated by separate price indices for each different type of material used in the production of the final good. However, the balance sheet data only lists the total material expenditure. Harrison (1994) shows that the estimates based on deflating the material inputs using the InputOutput table for each sector are not very different from those computed using the two-digit sectoral price deflators. This paper is based on a panel of firms instead of industry data. Accordingly, we can be fairly specific about the sources of productivity change. It tracks a single firm through time, eliminating the obscuring firm-specific effects. The paper utilises the data initially used by Brambilla, et al. (2007) that traces U.S. trading partners' performance under the quota regimes determined by MFA and ATC. The database is assembled from U.S. trading partners' Expired Performance Reports, which were used by the U.S. Office of Textile and Apparel (OTEXA) to supervise trading partners' fulfilment with the MFA/ATC quotas. Provided by Ron Foote of the U.S. Census Bureau, they record imports, base quotas and quota adjustments by OTEXA category and the year for all countries with which the U.S. negotiated a bilateral quota arrangement. 19 The negotiated quota for any given category is stated in terms of square meter equivalents (SME) of fabric. 20 The data on trade costs is taken from Bernard, et al. (2006) which provides data on free-on-board customs value of imports, ad valorem duty and ad valorem freight and insurance rates for the underlying four-digit product-level U.S. import data. 21 The next section discusses the estimation results.
ESTIMATION RESULTS
To determine the effect of trade liberalisation on firm efficiency, we first need to find a measure of productivity for the firms in our sample. We estimate the production function coefficients for firms in each sector separately using a Cobb-Douglas production function and the structural techniques proposed by Levinsohn and Petrin. These estimates are used to work out the log of measured TFP of firm i at time t for each six-digit industry j. The change in firm productivity is then regressed on the change in adjusted level of quotas, allowing for time and industry fixed effects. Table 6 reports the production function estimates for T&C firms using LP. Robust standard errors corrected for clustering at the firm level are stated in parentheses. The regression results are illustrated in Tables 7 to 8. Notes: Robust standard errors corrected for clustering at the firm level in parentheses. *** Significant at, or below, 1 percent. ** Significant at, or below, 5 percent. * Significant at, or below, 10 percent.
19
The base quota is the initially negotiated quota level decided at the beginning of an agreement term. Adjusted base quotas indicate the use of 'flexibilities', which allowed countries to go over their base quota in a particular period by borrowing unexploited base quota, across categories within a year and across years within a category, up to a specified percentage of the receiving category.
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In addition, when the quotas are completely removed in Phase IV, the adjusted quota base is essentially equal to infinity. There are a number of possible ways of handling it. For example, we could assume a 'very large' value of the adjusted level of quotas, and vary that value to test if our results are sensitive to this hypothetical value of the adjusted level of quotas. Another possible way is to predict the adjusted quota level using the past values of the fill rates. A number of these methods were used in order to prove that the results are robust to functional form differences.
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The data on trade costs is available only for the years 1992-2004. Notes: Robust standard errors corrected for clustering at the firm level in parentheses. (-1) denotes lagged variables. *** Significant at, or below, 1 percent. ** Significant at, or below, 5 percent. * Significant at, or below, 10 percent.
Effect on Productivity
Tables 7 and 8 report the estimation results for the effect of elimination of quota restrictions on textile and clothing firm productivity, respectively. The results vary across the two types of industries: an increase in adjusted level of quotas, on average, brings about a significant increase in the productivity of firms in the textile industry (see Table  7 ) and a reduction in mean productivity in the clothing industry (refer to Table 8 ). These estimation results are derived after controlling for the firm's size, capital intensity, age, whether or not the firm is ISO certified, whether or not the firm is a multinational, Herfindahl index of the industry at the six-digit level, and lastly, the city in which the firm is located. Although trade costs do not seem to have a significant impact on textile firms, there is clearly a negative relationship between trade costs and the productivity of garment producers; the productivity of clothing firms goes up, on average, if trade costs go down, and the estimates are significantly different from zero in a number of cases as can be seen in Table 8 . As far as trade costs coefficient for textile firms is concerned, the estimates take both positive and negative values, and none of the values are statistically significant. The positive coefficient of trade cost for textile producers might be indicative of a selection effect for these types of firms, as is highlighted in the literature on the new trade theory [Pavcnik (2002) ]. This suggests that as a consequence of a rise in variable trade cost, coupled with exposure to international competition, only the most productive firms are able to survive. As a result, an upsurge in trade cost will cause the mean productivity of textile producers to go up.
Let us look at other control variables in Tables 7 and 8 . Again, as far as capital intensity of the firm is concerned, the two types of firms display disparate results. Higher capital intensity has a significantly positive impact on productivity of clothing firms but not on the productivity of textile producers. For most of the different specifications shown in Table 7 , the coefficient for size is negative for textile firms. However, the only case where it is significant is when it takes a positive value. On the other hand, it is always positive and significant for clothing firms (see Table 8 ).
Another intriguing point to be noted is that the sign of Herfindahl index coefficient is positive and significant for only textile firms; on the other hand, it is negative and highly significant for clothing firms, as can be seen in Tables 7 and 8 . This indicates that higher concentration in the industry results in lower productivity for clothing firms but not for textile firms. One would generally expect that greater degree of concentration in an industry leads to greater market power for firms in that industry and, hence, lowers their productivity growth. This is not the case for textile producers. One possible explanation for this result is that, although there might be a small number of firms with a lot of market power, there is an intense competition amongst them which forces them to become more productive in order to capture an even bigger market share. That is why higher concentration in the textile industry would imply that textile producers are, on average, more productive than if there were a large number of firms capturing an almost similar market share. While this explanation is plausible, another explanation could be related to returns to scale. The textile industry is dominated by a few capital intensive firms with higher returns to scale. With the expansion of quotas, these firms might be capable of ramping up their output, and productivity, rapidly because of their already large capital investment. Within the textile industry, sub-industries with more of these large firms (concentrated sub-industries) will be better able to ramp up output and productivity. On the contrary, the lower returns to scale and lower capital intensity of the clothing industry may restrict the output and productivity expansion.
Textile multinational firms, on average, tend to have higher productivity compared to non-multinational textile firms (see Table 7 ). This is not the case for clothing producers: the multinational clothing firms have a significantly lower mean productivity compared to non-multinational clothing firms (see Table 8 ). Older textile firms, which are also likely to be bigger in size, appear to be much more productive than their younger counterparts.
For most of the above-mentioned control variables, we have seen that the results are different across two types of firms. The only case where it is indistinguishable is in the case of ISO certified T&C firms. ISO certification affects firm efficiency positively: a firm certified for its quality management system has a higher productivity, on average, than a firm that is not certified (see Tables 7 and 8 ). These estimation results are arrived at after controlling for industry, time and city fixed effects. The city fixed effects take into account the fact that some firms are located in more developed areas compared to others. There may be differences in infrastructural facilities in different parts of the country which are taken care of by regional fixed effects.
Furthermore, we run this regression separately for the MFA period (1992-1994) and post-MFA period (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) , along with each of the four phases individually. 22 Table 9 demonstrates the estimation results for the four phases. In all the phases, an increase in the adjusted level of quotas brings about a significant reduction in the clothing firm's productivity and an increase in the productivity of firms in textile industry. This is also true for post-MFA period as a whole. Only in Phase IV do we observe that the productivity of clothing firms is positively related to the level of the quotas. Nevertheless, the positive coefficient is not statistically significant. For a majority of control variables described above, we do not observe a noticeable change in either the sign or the magnitude of coefficients (see Table 9 ).
Effect on Output
In order to measure the effect of quotas directly on the firm's output, we regress output on the adjusted level of quotas and trade costs. The results are shown in Table 10 . There are a number of interesting points to be examined here. First of all, the results vary for both types of industries. In the textile sector, an increase in the adjusted level of quotas leads to significant rise in the firm's output. For the clothing sector, however, this result is not statistically significant. Since quotas are measured by quantity and not value, under a given quota, producers try to manufacture high value products. Consequently, MFA expiration is expected to bring about a shift in the production of lower-value products. There is a significant reduction in output if trade costs go up in the textile sector. This, in contrast, is not true for clothing firms: an increase in trade costs, on average, results in an increase in output in clothing industry and the estimates are significantly different from zero in nearly all the cases (see Table 10 ).
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The estimation results for the MFA and post-MFA periods alone are not shown here but can be made available upon request. *** Significant at, or below, 1 percent. ** Significant at, or below, 5 percent. * Significant at, or below, 10 percent.
Another remarkable point is that a textile multinational firm has, on average, a significantly higher output compared to a textile firm that is not a multinational company, whereas, the corresponding coefficient for clothing firms is negative. On average, older textile firms produce lesser output, but this is not true for clothing firms. Both, the ISO certified textile as well as clothing firms have a higher output compared to a textile or clothing firm that is not ISO certified, and this finding is statistically significant. To sum up, MFA expiration led to an increase in output of T&C firms in Pakistan. However, for a majority of specifications that we consider, this result is statistically significant only for the textile firms (refer to Table 10).
Discussion and Limitations of Analysis
The above analysis highlights cross-sector variation in the effect of MFA expiration. As is frequently emphasised in the new trade theory literature, trade reforms often influence different sectors heterogeneously even within the manufacturing industry. However, what seems intriguing is that in our case the outcome differs within what is typically lumped together as the textile industry. A liberalisation episode such as phasing of quotas may generate divergent changes in productivity levels of different categories of products even within an industry. MFA expiration will potentially boost competition, both between and within countries, weakening tendencies toward oligopolies, thereby resulting in technological advancement and productivity growth. We see this happening in the textile sector. Pakistan has had a relatively better textile sector historically. The textile industry is labour intensive and the primary input is cotton. The country has a high production of cotton and a sizeable labour force that confirms its strong revealed comparative advantage in the production of textile goods. On the other hand, clothing industry still faces the challenge of obsolete machinery. Energy outages, workforce development, product standards, fabric finishing, styles and patterns, customs and port procedures, and security are other factors that shape productivity growth. One reason why TFP may decline after the end of MFA for garment firms is competition from foreign sellers of garments in the Pakistani market. Since TFP confounds the effect of efficiency if its market share declines, it may result in depressing its measure. Any form of liberalisation like this has two opposing effects: market stealing of imports lowers sales for domestic firms and leaves less money available to invest in productivity improvements, and higher competition spurs some lagging firms to work harder and improve productivity in order to survive. The balance of these two effects might work out differently in both sectors, for example, because the initial level of competition may differ. Some theory papers incorporate asymmetric effects of liberalisation in the productivity level of firms. If non-exporting firms become exporters, we may see a decline in mean industry productivity because new exporters may need time to adapt to the new environment.
The difference in results across textile and garment firms is related to the structure of production, namely, the type of raw materials used by garment firms after the end of MFA. However, the data does not provide information about types of raw materials used and it is, therefore, hard to determine if this was the case. Another possible explanation is a change in product mix, for instance, a shift to the most productive production lines in textiles, and expansion into new products for which there is still some learning to do in the garment industry. Since MFA expiration, Pakistan has been changing the composition of its textile exports, from a broader category that benefitted from the MFA without much weight of Rules of Origin (RoO), to a narrower category focused on specific markets that offer Pakistan preferential access through bilateral trade agreements with strict Rules of Origin. If this is the case, one would expect a fall in productivity as the mix of inputs utilised by firms would no longer be dictated by rationally choosing the optimal input-mix given market prices. If the composition of exports has changed in the stated way, one should attempt to decompose the TFP between RoO-affected and non-RoO-affected exports. Another aspect is that the country may have found it harder to compete with other countries in the garments sector because clothing is relatively more labour intensive than textiles; firms in Pakistan could have responded to, say, China's competition by upgrading the quality of Pakistani textiles but may not have done so in the garment sector because it is harder to upgrade quality in that sector. These cross-sector differences in quality ladders could play a crucial role under these circumstances.
Robustness Check: Alternative Measure of Productivity
This section provides an alternative measure of productivity to determine whether or not results derived so far are sensitive to empirical methodology used to estimate firm efficiency. The OP methodology can be used to account for simultaneity between input choices and productivity shocks, in addition to sample selection bias. Table 11 illustrates the estimation results when change in firm productivity is regressed on change in adjusted level of quotas using the OP productivity measure. We note that the results are not very different from LP regression estimates. As before, an increase in adjusted level of quotas brings about a significant reduction in the firm's mean productivity in clothing industry but not in the textile sector. Moreover, the sign and magnitude of most of the control variables' coefficients remain the same as under LP (see Table 11 ). *** Significant at, or below, 1 percent. ** Significant at, or below, 5 percent. * Significant at, or below, 10 percent.
CONCLUSION AND POLICY IMPLICATIONS
The elimination of quotas has been the most important event in the global textile and garment industry in the past two decades. The textile sector is a key industry in Pakistan in terms of output, export value, foreign exchange earnings and employment. Along with the cost advantage in terms of proximity to a raw material base in cotton and man-made fibres, as well as the availability of cheap labour, what appears to be a crucial determinant of competitiveness in this industry is the ability to respond to rapidly changing consumer demands. This, in turn, requires greater investment in research and development to ensure greater mobility and adaptability of the production process to changes in fashion trends. Although the need to invest in cost-saving production methods is vital for the textile industry as well, it plays a greater role in the clothing industry owing to the nature of the finished good and its global price sensitivity. The sectoral heterogeneity in the effect of MFA expiration further corroborates this notion. The finding that mean productivity fell for the clothing firms as a result of the phasing out of quotas, points to the inability of these firms to shift to a more efficient composition of inputs as well as the product range of output produced in response to a more competitive world market. For example, according to a report by the World Bank's Poverty Reduction and Economic Management Sector Unit, compared to its competitors, Pakistani garment industry labour is cheaper but the least productive: limited training in productivity, design, and other product related skills are the major constraints to raising productivity, and clothing firms have been unable to tailor products particularly for their customers, deliver fast and within multiple fashion cycles in one season [Pakistan Growth and Export Competitiveness (2006) ]. Even though several institutions for training and skills upgradation are present, in general, the country has an insufficient number of institutes that offer support services to garment firms. According to the report, higher efficiency at the firm level is necessary in order to compensate for the time costs associated with greater distance to the U.S. market. APTMA has been seeking duty-free access to the U.S. market for a large number of finished items. If the duty-free facility is provided, Pakistan can increase its export tremendously. More recently, the textile and clothing industry has faced an acute energy crisis. Energy shortages are forcing the textile industry to operate at almost half the capacity. If continuous gas and power supply are not guaranteed to the textile firms, exporters would not succeed to complete their orders on time, threatening total disintegration of Pakistani textile exports.
The most important contribution of this paper is that it is one of the few studies to empirically investigate the effect of liberalisation in the form of phasing out of quotas on firm-level productivity in the textile and clothing industry. The existing studies pertain to macroeconomic outcomes of the end of MFA, and do not consider the effect on textile firms. The studies that do attempt to evaluate the impact of lifting a quota at the firm level do not utilise the actual number of quotas imposed by developed countries on imports from developing countries. This paper, on the other hand, uses the database that traces U.S. trading partners' exports to the U.S. along with the actual amount of quota under the regimes determined by the MFA. Because of the nature of data and empirical methodology used, it effectively takes care of the endogeneity problem that is often challenging for analyses to estimate the effect of liberalisation on firm performance. We observe that MFA expiration led to an increase in average productivity of textile producing firms but a significant reduction in mean productivity of clothing and garment producers. The paper draws attention to cross-sector variation in the impact of MFA expiration and to trade reforms that often influence different sectors heterogeneously even within the manufacturing industry. It proposes various explanations for this outcome, for example, a change in product mix, entry by non-exporters in clothing sector, cross-sector differences in quality ladders, and so forth.
The competitiveness of T&C industry hinges on numerous factors: labour cost, production costs (energy, water, production inputs, for example, cotton, polyester and chemicals), transport and distribution, and macroeconomic environment (domestic interest rates, corporate taxes, exchange rate, property rights, and political stability). The private sector in Pakistan appears to benefit from domestic raw material base in cotton and synthetic fibres, low labour costs, and large-scale investment in the last number of years. Clearly, the T&C industry has benefited from complimentary trade agreements with the US and EU since 2001 in relation to the fight against terrorism. The government is promoting diversification in terms of input use and products to lessen the concentration in low value-added products. It has been promoting progress in the weaving sector through implementation of standards and loan programmes to upgrade to auto looms. On the other hand, the industry faces the challenge of obsolete machinery, energy shortages and export concentration in low value-added products. The declining efficiency of clothing firms points to the failure of these firms to fight competition. MFA expiration is a chance for them to trim down their input usage which can help reduce export prices in the world market, yielding the desired competitive edge over other exporters. [Brambilla, et al. (2007) ]. [Brambilla, et al. (2007) ]. Source: US MFA/ATC Database [Brambilla, et al. (2007) ]. also represent measurement error in the output variable. We will refer to as the 'productivity shock' of firm i in period t [Ackerberg, et al. (2005) ]. It is assumed that follows a first order Markov process and capital is accumulated by means of a deterministic dynamic investment process:
APPENDIX A
where is firm i's information set at t. Current and past realisations of , i.e. ( , ..., ) are assumed to be a part of . OP assumes that labour is a non-dynamic input. This investment adds to future capital stock deterministically:
In view of the fact that is decided at t−1, the above assumptions entail that it must be uncorrelated with the unexpected innovation in between t−1 and t. This orthogonality will be used to form a moment to spot . Unlike capital, is decided at t and, consequently, correlated with the innovation component of . Considering the firm's dynamic decision of investment level, , OP state conditions under which a firm's optimal investment level is strictly an increasing function of their current productivity, , i.e.
Profit maximisation generates an investment demand function that is determined by two state variables, capital and productivity. The reason f is indexed by t is the assumption that variables such as input prices, are allowed to vary across time but not across firms [Ackerberg, et al. (2006) ]. If the investment demand function is monotonically increasing in productivity, it is feasible to invert the investment function and get an expression for productivity as a function of capital and investment [Pakes (1994) ]:
3)
The heart of OP is to make use of this inverse function to control for in the production function:
The first stage of OP is to estimate this equation. f is the solution to a complex dynamic programming problem. To avoid the computationally demanding assumptions, OP treats non-parametrically [Ackerberg, et al. (2006) ]. Given this non-parametric treatment, direct estimation of (B.4) does not identify , as is collinear with the nonparametric function. Nevertheless, one does find an estimate of the labour coefficient , and of the composite term ( , ), which we denote by ̂ . By the timing assumptions regarding capital, we can write:
where is orthogonal to , i.e. [ | ] . This is the moment which OP uses to identify the capital coefficient. To operationalise this process by GMM, given a guess at the capital coefficient , one can 'invert' out the 's in all periods:
̂ .
Given these 's, one can compute 's in all periods by non-parametrically regressing 's on 's and taking the residual, i.e.
̂ , where ̂ are predicted values from the non-parametric regression. Treating the regression of on non-parametrically allows for to follow an arbitrary first-order Markov process. These 's can subsequently be used to establish:
∑ ∑
In a GMM procedure, would be estimated by setting this empirical analogue as close as possible to zero [Ackerberg, et al. (2005) ]. LP adopts a similar approach to solving the endogeneity problem. Instead of using an investment demand equation, they use an intermediate input demand function to invert out . In the real data, investment is often lumpy. This may not be in line with the strict monotonicity assumption regarding investment. Also, OP procedure can cause efficiency loss in a data with zero investment. Given that the intermediate input demands normally exhibit a lesser tendency to have zeros, the strict monotonicity condition is expected to hold in the LP methodology. LP considers the following production function: The first step of the LP estimates using the above equation, treating nonparametrically. Once more, and are not identified as and are collinear with the non-parametric term. One also obtains an estimate of the composite term, in this case ( , ). In the second stage, there is one more parameter to estimate, . LP uses the same moment condition as OP to identify the capital coefficient [Ackerberg, et al. (2005) ].
can be constructed as the residual from a non-parametric regression of ̂ on ( ̂ ) They include a further moment to identify , i.e. the condition that is orthogonal to . This results in the following moment condition:
is not orthogonal to because is observed at the time that is chosen, and should be uncorrelated with , as was chosen at t-1 [Ackerberg, et al. (2006) ].
