Ein Kriterium für den Nachweis der Totalnichtnegativität von Bandmatrizen  by Metelmann, Kurt
LINEAR ALGEBRA AND ITS APPLICATIONS 7, 163-171 (1973) 163 
Ein Kriterium fiir den Nachweis der 
Totalnichtnegativitiit von Bandmatrizen* 
KURT METELMANN 
Universitit Kdln 
Kdln, Germany 
Communicated by Lothar Collatz 
ABSTRACT 
Bestimmte totalnichtnegative Matrizen lassen sich durch ihre Zerlegbarkeit in 
ein Produkt bidiagonaler nichtnegativer Dreiecksmatrizen charakterisieren. Aus 
dieser Eigenschaft wird ein Kriterium ftir den Nachweis der Totalnichtnegativitgt 
van Matrizen - insbesondere van Bandmatrizen - abgeleitet, das bisher bekannte 
Kriterien wesentlich vereinfacht. 
1. EINLEITUNG 
Kriterien fur den Nachweis der Totalnichtnegativitat von Matrizen 
sind II. a. von Gantmacher und Krein [l], Karlin [2] und - insbesondere 
ftir Bandmatrizen - von Price [4] entwickelt worden. Matrizen, die den 
Bedingungen dieser Kriterien gentigen, lassen sich in ein Produkt bi- 
diagonaler nichtnegativer Dreiecksmatrizen zerlegen. Aus der Charak- 
terisierung dieser Zerlegbarkeitseigenschaft leiten wir ein Kriterium ftir 
den Nachweis der Totalnichtnegativitat einer Matrix ab, das die oben 
genannten Kriterien wesentlich vereinfacht. 
2. BEZEICHNUNGEN, DEFINITIONEN UND HILFSiWTTEL 
Es sei LA, die Menge der n-reihigen quadratischen Matrizen mit reellen 
Koeffizienten und M = (m,J E Ma. Wir bezeichnen die Determinante 
von M mit det &I, die Untermatrizen von M mit 
* Dieser Aufsatz enthglt Ergebnisse aus der Dissertation des Verfassers, die van 
Prof. Dr. J. SchrBder, Universitlt zu K61n, angeregt wurde. 
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und mit 
die entsprechenden Unterdeterminanten fur 1 < i, < * * * < i, < n, 
1 <jr (0.0 < ilc < 9% und 1 < k < n. 
Die Hauptdiagonalelemente einer Matrix A4 = (mij) E M, fassen wir 
in dem Vektor HD(M) : = (nail,. . . , mnJT E IJ!” zusammen. Mit I, be- 
zeichnen wir die Einheitsmatrix aus M,. 
Bedeutsam fur unsere Untersuchungen ist die Determinantenformel 
von Cauchy-Binet und die Charakterisierung der Zerlegbarkeit einer 
Matrix in ein Produkt von Dreiecksmatrizen. Wir definieren: 
Eine Matrix ME Mn heiRe LDU-zerlegbar, wenn M regular ist und 
eine Zerlegung von M in M = LDU existiert, wobei L E M, eine untere 
Dreiecksmatrix mit HD(L) = HD(I,), U E MI, eine obere Dreiecksmatrix 
mit HD(U) = HD(I,) und D E hd, eine regulare Diagonalmatrix ist. 
Bekannt ist : 
LEMMA 1. Fiir eine Matrix M E Rdn sind iiquivalent : 
(i) M ist LDU-zerlegbar. 
(ii) Es ist 
D. h. M ist LDU-zerlegbar, falls der GauBalgorithmus mit ,,diagonaler 
Pivotwahl“ durchgefiihrt werden kann. 
Eine Matrix M E m/o, heiBe totalnichtnegativ {totalpositiv}, wenn 
i,, ..) i, 
M ( 1 11,. . . > ik 3 0, {> 011 
ist fiir 1 < i, < . * * < i, < 12, 1 < iI< * -. < ik < n und 1 < k < n. 
M E Mn heiBe Oszillationsmatrix, wenn M eine totalnichtnegative Matrix 
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ist, ftir die eine natiirliche Zahl nz existiert, derart daB Mm totalpositiv 
ist. (Gantmacher und Krein [l, S. 86, 871). 
Wir notieren einige Eigenschaften totalnichtnegativer Matrizen, die 
wir im folgenden benutzen werden: 
LEMMA 2 (Gantmacher und Krein [l, S. 86, 87, 1081). 
(i) Das Produkt zweier totalnichtnegativer Matrizen ist eine totalnicht- 
negative Matrix. 
(ii) Ist M E LAI, totalnichtnegativ, so gilt fiir jedes k, 1 < k < n - 1: 
(2) 
m; : = (- 1y++Q, 1 < i, j < n, 
so ist M* totalnichtnegativ {Oszillationsmatrix} genau dann, wenn M-1 
totalnichtnegativ {Oszillationsmatrix} ist. 
Offenbar ist (M + A’)* = M* + IV*, (MN)* = M*N* und (M-l)* = 
(M*)-l. 
Abschlieflend wollen wir noch die Bandmatrizen, mit denen wir uns 
hier beschaftigen wollen, genauer beschreiben : 
Eine Matrix M = (mij) E M, heil3e {strikt} (Y, s)-diagonal, wenn 
rnii = 0 ist fiir r < i - j, j - i > s und 1 < i, i < n (und m,+,,i # 0 fiir 
1 < i < n - Y und n~,,~+~ # 0 fiir 1 < i < n - s ist}. Dabei seien r und 
s ganze Zahlen mit 0 < Y, s < n. 
3. BANDMATRIZEN MIT TOTALNICHTNEGATIVEN REGUL;iREN UNTERMATRIZEN 
Bei der Entwicklung von Kriterien fur den Nachweis der Totalnicht- 
negativitat einer Matrix kann man versuchen, durch starkere Forderungen 
die Anzahl der Determinantenbedingungen (1) zu verringern. So haben 
Karlin und Price hinreichende Bedingungen fur die Totalnichtnegativitat 
von Matrizen bzw. die Oszillitat von Bandmatrizen angegeben, in denen 
nur Forderungen an die Determinanten von Untermatrizen mit auf- 
einanderfolgenden Zeilen und Spalten auftreten : 
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so ist M totalpositiv. 
SATZ (Price). Ist ME M, (r, s)-diagonal, 2 < Y, s < n - 1, und ist 
(4 
fiir 1 - Y < k - i < s - 1, 1 < i, k < it - j mad 0 < i < n - 1, so ist 
M eine Oszillationsmatrix. 
In den Beweisen dieser Kriterien werden die die Totalnichtnegativitat 
bzw. die die Oszillitat einer Matrix definierenden Eigenschaften direkt 
nachgewiesen. 
Wir wollen die Kriterien von Karlin und Price vereinfachen. Die in 
den Satzen angegebenen Voraussetzungen (3) bzw. (4) weisen bereits 
darauf hin - vgl. Lemma 1 -, dal3 gewisse Untermatrizen einer Matrix 
M, die den Voraussetzungen geniigt, LDU-zerlegbar sind. Durch die 
genauere Beschreibung dieser Zerlegbarkeitseigenschaften kann man die 
Anzahl der hinreichenden Bedingungen in den obigen Satzen wesentlich 
verringern. 
Urn die Darstellung unserer Ergebnisse zu vereinfachen, ftihren wir 
noch folgende Bezeichnungen ein : 
Fur eine Matrix M E M, sei 
I i,. .) 
n 
Mi”:=M 1 
1 
l<i<?%, 
,. . .I n--i+1 ’ 
und 
n--i+1 
l<i<n. 
n 
Es sind gerade jene Untermatrizen von M, die die (i - 1)te untere bzw. 
(; - 1)te obere Nebendiagonale von M zur Hauptdiagonale haben. 2. B. 
ist M,” = Ml0 = M. 
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Wir betrachten Matrizen, die zu 
T(7, s) : = {ME iU,: MiU, 1 < i < 7, und MiO, 1 < i < s, 
sind regular und totalnichtnegativ} 
gehoren, 1 < 7, s < n. 
Man bemerkt : 
(a) 1st ME T(7, s), 2 < 7, s < n - 1, so sind MiU, 1 < i < 7 - 1, 
und Mio, 1 < i ,( s - 1, Oszillationsmatrizen. Insbesondere erftillt M 
die Voraussetzung (4) des Satzes von Price. 
(b) 1st Al E T(r,, sl) und NE T(r,, sg), so sind MN und NM aus 
T(7, s) mit 7 := min(r, + y2 - 1, S) und s := min(s, + ss - 1, n). 
Damit ist u. a. die Mijglichkeit gegeben, (7, s)-diagonale Matrizen aus 
T(7, s) fur beliebige 7, s < n in einfacher Weise, insbesondere als Produkt 
von (1, 0)- und (0, 1)-diagonalen Matrizen aus T(2, 1) bzw. T(l, 2) zu 
konstruieren. 
Umgekehrt la& sich jede (7, s)-diagonale Matrix aus T(7, s) in ein 
Produkt (1, 0)- bzw. (0, 1)diagonaler totalnichtnegativer Matrizen zer- 
legen : 
HAUPTSATZ. Es sei ME Wo, (7, s)-diagonal, 0 < 7, s < n - 1. Dan,n 
sind folgende Aussagen iiquivalent : 
(i) M ist aus T(7, s). 
(ii) Es ist 
M(i:::::i=;)>O, l<i<n-i, 1 <i<r, (5) 
M(?:;;;:)>O, l<i<n-i, l<i<s. (6) 
(iii) Es existiert eine Zerlegung von M in 
M xz &...t,.D. o,... o,, 
wobei 
ii := 
I,+ 0 
i ) 0 Li 
eine (1, O)-diagonale xichtnegative Matrix ist mit HD(&) = HD(I,) fiir 
1 < i < 7, Li strikt (1, O)-diagofaal ist fiir 2 < i < 7, 
O’i := 
IS-i 0 ( 1 0 ui 
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e&e (0, 1)-diagonale nichtnegative Matrix ist mit HD(oJ = HD(I,) ftir 
1 < i < s, Ui strikt (0, l)-diagonal ist ftir 2 < i < s und D e&e regulire 
Gchtnegative Diagonalmatrix ist. 
(Fur Y = 0 oder s = 0 sol1 die entsprechende Teilaussage von (i), (ii) 
oder (iii) leer sein.) 
Beujeis. Wir wollen den Beweis dieses Satzes nur skizzieren. Der 
vollstandige Beweis ist enthalten in Metelmann [3]. 
(i) 3 (ii): Die Aussage (ii) ergibt sich unmittelbar aus der Definition 
von T(r, s) und Lemma 2 (iii). 
(ii) * (iii): Der Beweis dieser Aussage wird induktiv gefiihrt. Er 
sttitzt sich im wesentlichen auf die spezielle Form der Zerlegungsfaktoren 
_& und oi, auf die in Lemma 1 beschriebene Charakterisierung der LDU- 
Zerlegbarkeit von Matrizen und auf einige einfache F’olgerungen aus der 
Determinantenformel von Cauchy-Binet. 1st z. B. L E M, eine untere, 
U E M, eine obere Dreiecksmatrix und M E M,, so gilt: 
fur 0 < i < n - k, 0 < k < 12 - 1. 
(iii) => (i) : Die bidiagonalen Matrizen &, 1 < i < I, D und o,, 
1 < i < s, der Zerlegung von M sind offenbar totalnichtnegativ. Daher 
ist nach Lemma 2 (i) such M totalnichtnegativ. Die Regularitat der 
totalnichtnegativen Untermatrizen Mp, 1 < i < Y, und hliDj 1 < i < s, 
folgt wiederum mit Hilfe der Determinantenformel von Cauchy-Binet. 
D. h. M ist aus T(r, s). q 
Die Aussage (ii) des Hauptsatzes liefert in Verbindung mit Lemma 1 
das angektindigte Kriterium : Fur den Nachweis der Totalnichtnegativitat 
einer (Y, s)-diagonalen Matrix - genauer fur den Nachweis der Zugehiirig- 
keit von M zu T(r, s) - hat man lediglich die in (iii) beschriebene Zerlegung 
von M - durch sukzessive Anwendung des GauBalgorithmus mit diagonaler 
Pivotwahl auf entsprechende Untermatrizen - zu konstruieren und 
zu prtifen, ob die so gewonnenen Zerlegungsfaktoren ii und oi die in 
(iii) angefiihrten Eigenschaften aufweisen. 
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1st z. B. M (2, 2)-diagonal und symmetrisch, so versucht man, zunachst 
M,u in M2u = LIDIU1 und dann i?,-rM in i_,-lM = i&U zu zerlegen, 
und erhalt so gegebenenfalls die Zerlegung von M in 
M = &i2Di2TilT. 
Die oben zitierten Kriterien von Karlin und Price enthalten also zahl- 
reiche tiberfliissige Forderungen. 
Die Bedingungen in (ii) sind von Karlin in [S, S. 851 fur s = 0 als ein 
Kriterium fur den Nachweis der Totalnichtnegativitat einer Dreiecks- 
matrix M angegeben worden. Allerdings weist Karlin die die Total- 
nichtnegativitat von M bestimmenden Determinantenbedingungen (1) 
unter Ausnutzung der speziellen Struktur der Dreiecksmatrix direkt nach. 
Bei den in den Anwendungen - insbesondere bei der endlichen 
Differenzenapproximation von Randwertproblemen gewiihnlicher Dif- 
ferentialgleichungen - auftretenden Bandmatrizen sind die in (ii) ange- 
gebenen Bedingungen nicht fiir M sondern fiir M* nachzuweisen. 1st 
M* aus T(r, s) und (r, s)-diagonal, so ist insbesondere die ,,Greensche 
(r, s)-Matrix“ M-l totalnichtnegativ. Die Zerlegungsfaktoren L,, 1 < 
i f Y, bzw. Ui, 1 < i < s, in (iii) sind dann nicht nichtnegativ sondern 
M-Matrizen (vgl. Metelmann 13, S. 1561). 
4. BEISPIEL 
Zur Erlauterung der Anwendung des Hauptsatzes betrachten wir eine 
O(F)-Differenzenapproximation des folgenden nichttrivialen Randwert- 
problems 
L[u](x) = - z.&(x) + [(l + x+“(x)]” 
- [x(1 - x)24’(x)]’ + sin 7cx u(x) = 0, 
fur 0 f x < 1 mit 
u(O) = u”(0) = &(O) = u(l) = d’(l) = z&“(l) = 0. 
Die tibliche O(h2)-Differenzenapproximation von 1; ist fur ?z = 17, h = l/n, 
p(x) : = 1 + x2, q(x) : = x(1 - x), Y(X) : = sin ?cx und ai := v(&) gegeben 
durch 
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- 115 + 2h2(Pi-l +PJl%-l + 20 + h2@_1 + 4p, +pi+,) 
1 
+ ; h-1 + 9i+d + @ri 
1 
uui - 115 + 2h2(Pi + P,,dl%,l 
+ 
t 
6 + ~"$Q+I - ;gi+l 
1 
%+2 - %+3, 
fur 1 < i < n - 1 und die dem Randwertproblem zugeordnete strikt 
(3, 3)-diagonale Matrix M E FU16 hat die Gestalt 
I 
14.02 -14.01 6.00 -1.00 0 
- 14.01 20.02 - 15.01 6.00 -1.00 
6.00 -15.01 20.02 -15.01 6.00 -1.00 
-1.00 
-1.00 
-1.00 6.01 - 15.02 20.03 - 15.02 6.01 
-1.00 6.01 -15.02 20.04 - 14.03 
0 -1.00 6.01 -14.03 14.03 
(Die Zahlen sind auf zwei Stellen nach dem Punkt gerundet. Die nicht 
notierten Koeffizienten der Matrix liegen monoton von links oben nach 
rechts unten zunehmend zwischen den angegebenen Diagonalelementen.) 
Die Matrix weicht also - aufgrund der Multiplikation von L, mit Iz6 - 
erst in der zweiten Dezimalstelle nach dem Punkt von der Matrix ab, die 
entsteht, wenn man @ = q = Y = 0 setzt. 
M ist aus T(r, s) ! 
Da A4 symmetrisch ist, hat man fur M nur die Bedingungen (5) nachzu- 
weisen. 
Wir wollen hier nur einen Eindruck vermitteln tiber die GriS3enordnung 
der bei der Durchftihrung des GauBalgorithmus auftretenden Zahlen : 
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Es ist - Bezeichnungen wie in Aussage (iii) des Hauptsatzes - 
L, = 
1 0 
- 0.17 1 
. 
0 - 0.72 1 
I 
L, = 
\ 
1 
- 1.00 1 
- 1.05 
0 
‘14.02 0 
6.01 
D= 
1.46 
I 0 0.01 J 
L2 = 
1 0 
- 0.43 1 
0 - 0.87 1 
0 
1 
- 0.36 lj 
(mit der gleichen Interpretation der nicht notierten Koeffizienten wie oben). 
Da Ui = LiT ist fiir 1 < i < 3, gehSrt M zu T(3,3). 
Man beachte, dal3 bei der Durchfiihrung des GauBalgorithmus mit 
diagonaler Pivotwahl zur Zerlegung einer (Y, s)-diagonalen Matrix M E M, 
in IV = LDU weniger als (Y + 1) . s * 1% Multiplikationen bzw. Divisionen 
und s . Y * n Additionen bzw. Subtraktionen auftreten. 
Beziiglich der Eigenschaften und Anwendungen von totalnicht- 
negativen Matrizen und von Oszillationsmatrizen verweisen wir auf die 
ausfiihrlichen Untersuchungen von Gantmacher und Krein [l], Karlin [Z] 
und - insbesondere bei Bandmatrizen - von Price [4]. 
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