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National Technical University of Athens
Abstract. Major controversy surrounds the use of Elliptic Curves in
finite fields as Random Number Generators. There is little information
however concerning the ”randomness” of different procedures on Elliptic
Curves defined over fields of characteristic 0. The aim of this paper is to
investigate the behaviour of the sequence ψm = [m]P and then generalize
to polynomial seuences of the form φm = [p(m)]P . We examine the
behaviour of this sequence in different domains and attempt to realize
for which points it is not equidistributed in C/Λ. We will first study the
sequence in the space of Elliptic Curves E(C) defined over the complex
numbers and then reconsider our approach to tackle real valued Elliptic
Curves. In the process we obtain the measure with respect to which the
sequence ψ is equidistributed in E(R). In Section 4 we prove that every
sequence of points Pn = (xn, yn, 1) equidistributed w.r.t. that measure is
not equidistributed mod (1) with the obvious map xn → {xn}. Finally
we propose a PRNG based on polynomial sequences which will be studied
in future work.
Keywords: Elliptic Curves · Equidistribution · Complex Lattice · PRNG
Notation
Q: The field of rational numbers
R: The field of real numbers
C: The field of complex numbers
Λ: A complex lattice Zω1 × Zω2
E(K): An Elliptic Curve defined over a subfield of the closed field K¯
C(X): The algebra of continuous functions X → R
R(X): The algebra of Riemann integrable functions X → R
g(Λ): The embedding of Λ in the real plane
∆: The discriminant of an Elliptic Curve
B: The Borel σ−algebra over a set X
µ: A Borel measure over the corresponding algebra
℘: The Weierstrass Elliptic Function on a lattice
1 Introduction
An elliptic curve is defined as a projective plane curve of genus 1. It is a straight-
forward application of the Riemann-Roch theorem to obtain an equivalent Weier-
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strass equation of the curve y2 = x3+Ax+B. The most important thing about
Elliptic Curves that makes them interesting is the group structure we can endow
them with. Thus performing the operation mP for a point of the curve P we
get a new point on the curve. It is then natural to ask: How are these points
distributed across the curve? Do we have an explosion towards infinity for ex-
ample, with greater and greater leaps being made? To answer this question we
will first examine the structure on an elliptic curve defined over C.
1.1 Elliptic Curves over C
An elliptic curve over C is actually isomorphic to a lattice over the complex num-
bers C/Λ where Λ = Zω1 × Zω2 with ω1,2 ∈ C. We also define the fundamental
parallelogram as D = {a+ x1ω1 + x2ω2, x1,2 < 1 and a ∈ Λ}. This isomorphism
is provided by the Weierstrass function ℘(z). The exact form of the isomorphism
is in fact: φ : C/Λ → E(C), z −→ (℘(z), ℘′(z), 1) and it is an isomorphism of
Riemann surfaces. In this context an isogeny between Elliptic Curves E1, E2 has
the form of a map φ : Λ1 → Λ2. The isogenies are actually exactly the maps of
the form φa(z) = az mod Λ2 where a ∈ C : aΛ1 ⊆ Λ2. In this context, an endo-
morphism of E has the form φ(z) = az, aΛ ⊆ Λ. Since each lattice corresponds
uniquely to an elliptic curve, we can associate the j−invariant of the curve with
the lattice as j(Λ). Two Elliptic Curves are isomorphic iff j(Λ1) = j(Λ2) or iff
aΛ1 = Λ2 for some a ∈ C.
Remark 1 Suppose that ω1,2 is a basis for the lattice Λ. Then nω1 + mω2 =
ω2(
ω1
ω2
n+m) and thus Λ = ω2Λτ where Λτ = [τ, 1], τ = ω1/ω2. Thus every lattice
can be written in the form Λτ , Im(τ) > 0
2 Distribution in E(C)
Since we will be studying functions that are periodic in a lattice it is essential
to identify these functions and their behaviour.
2.1 Fourier Series in Lattices
Remark 2 Let Λ be a real lattice Λ = [1, τ ] and let τx, τy be the projections of
τ on the canonical vectors of R2. Then every function f : R2/Λ → A is double
periodic in R2, or equivalently it can be identified with a function f : R2 → A
such that ∀(x, y) ∈ R2, f(x, y) = f(x+ 1, y) = f(x+ τx, y + τy).
Theorem 1. Every function f ∈ C(R2/Λ) with Λ = [1, τ ] admits a Fourier
series expansion of the form:
f(x, y) =
∑
n1,n2∈Z
an1,n2e
2πj(n1x+
n2−n1τx
τy
y)
(1)
Distribution of the sequence [m]P in Elliptic Curves 3
Lemma 1. Define the transformation A =
[
1 0
τx τy
]
. Then A maps R2/[0, 1] ×
[0, 1] to R2/Λ continuously. (By the same methods we can also prove the conti-
nuity of A−1 =
[
1 0
− τxτy 1τy
]
since they have the exact same form)
Proof. For every pair of points: |A[x1, y1] − A[x2, y2]| = |[(x1 − x2) + τx(y1 −
y2), τy(y1 − y2)]|, setting x1 − x2 = x′, y1 − y2 = y′ we obtain: |A[x1, y1] −
A[x2, y2]| = |[x′+ τxy′, τyy′]| = x′2+2τxy′x′+ τy2y′2+ τy2y′2 using the Cauchy-
Schwartz inequality: |A[x1, y1]−A[x2, y2]| ≤ max(x′2+y′2+y′2+τx2x′2, |τ |2(x′2+
y′
2
) + y′
2
+ τx
2x′
2
) if |τ |2 > 1 or |τ |2 ≤ 1. With the exact same logic for τx2
we get that |A[x1, y1] − A[x2, y2]| ≤ |[x1 − x2, y1 − y2]|(2 + |τ |2). We have thus
shown uniform continuity.
Theorem 2. f ∈ C(R2/[0, 1]× [0, 1]) iff f ◦A−1 ∈ C(R2/Λ).
Proof. Suppose f(x, y) = f(x + 1, y) = f(x, y + 1) then f ◦ A−1(x + 1, y) =
f(A−1[x + 1, y]) = f(x + 1 + τxτy y,
1
τy
y) = f(x + τxτy y,
1
τy
y) = f ◦ A−1(x, y) and
f ◦ A−1(x + τx, y + τy) = f(x + τx − τxτy y − τx, 1τy y + 1) = f(x + τxτy y, 1τy y) =
f ◦A−1(x, y). For the inverse it suffices to assume f ∈ C(R2/Λ) and then we have
f ◦A(x+1, y) = f(A[x+1, y]) = (x+τxy+1, τyy) = f(A[x, y]) = f ◦A(x, y) and
f ◦A(x, y + 1) = f(A[x, y + 1]) = f(x+ τxy + τx, τyy + τy) = f(x+ τxy, τyy) =
f(A[x, y]) = f ◦ A(x, y). The continuity of each of these composite functions
follows from Lemma 1.
Corollary 1. For each f ∈ C(R2/Λ) there is exactly one coresponding f ∈
C(R2/[0, 1]× [0, 1]).
We now finish the proof of theorem 1:
Proof. Suppose f ∈ C(R2/Λ) then we define A as before according to the
values of the lattice Λ. We now get a function f ◦ A ∈ C(R2/[0, 1] × [0, 1])
and thus f ◦ A admits a Fourier series expression of the form f(A[x, y]) =∑
n1,n2∈Z
e2πj[n1,n2][x,y]. The Fourier series expresion of f is then f(x, y) =∑
n1,n2∈Z
e2πj[n1,n2]A[x,y] =
∑
n1,n2∈Z
e
2πj[n1,n2][x−
τx
τy
y, 1
τy
y]
=∑
n1,n2∈Z
an1,n2e
2πj(n1x+
n2−n1τx
τy
y)
.
Remark 3 In this section we only worked with lattices of the form [τ, 1] but it
is possible to work with any two vectors [u, v] defining a lattice (which means lin-
early independend). Then the general form of the Fourier transform is f(x, y) =∑
n1,n2∈Z
e2πj[n1,n2]A
−1[x,y] where A =
[
ux uy
vx vy
]
.
This section aims to show one thing basically which is now immediate:
Theorem 3. The sub-algebra of trigonometric polynomials with variables of the
form e
2πj(n1x+
n2−n1τx
τy
y)
is dense in L(R2/Λ).
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Proof. Since C([a, b]) is dense in L2 (w.r.t. the sup metric) and trigonometric
polynomials are dense in C([a, b]) as a consequence of Theorem 1, the result is
immediate. For a proof of the density of C([a, b]) in Lp, p ≥ 1 see [2] page 153.
2.2 Equidistribution of [m]P in Λ
Throughout this section we will be working with the map g : C → R2 sending
zx + zyi→ (zx, zy). This map sends Λ to a real valued lattice in R2 and we can
then define equidistribution in the usual way for a compact metric space.
Definition 1. A sequence sn in a compact metric space X equiped with the Borel
probibility measure µ is equidistributed iff limn→∞
1
n
∑n−1
i=0 f(si) =
∫
X
fdµ for
every Riemann integrable f : X → C.
Remark 4 A sequence zn is equidistributed in C/Λ iff for every f ∈ R(R2/g(Λ)), f :
R2/g(Λ) → R we have limn→∞ 1n
∑n−1
i=0 f(g(zn)) =
1
µR(g(Λ))
∫
g(Λ)
f(x, y)dxdy.
The use of dxdy instead of dµ follows from the function being Riemann Inte-
grable.
Theorem 4. A sequence zn is equidistributed in C/Λ iff
lim
N→∞
1
N
N−1∑
n=0
e
2πj(n1znx+
n2−n1τx
τy
zny) = 0, ∀n1, n2 ∈ Z (2)
Proof. ( =⇒ ) This part is immediate since we just have to substitute f(x, y) =
e
2πj(n1x+
n2−n1τx
τy
y)
.
(⇐= ) From Theorem 3 we can see that trigonometric polynomials are dense in
R(R2/g(Λ)). A standard limit argument similar to the R case now implies the
result.
Theorem 5. For a point z, the sequence nz mod Λ = znx + znyi is equidis-
tributed in C/Λ iff n1znx+
n2−n1τx
τy
zny 6∈ Z for every choice of (n1, n2) 6= (0, 0).
Proof. Setting k(n1, n2) = n1zx +
n2−n1τx
τy
zy we get limN
1
N
∑N−1
n=0 e
2πjnu and
thus if k(n1, n2) ∈ Z for some (n1, n2) ∈ Z2/(0, 0) we have limN→∞ 1N
∑N−1
n=0 1 =
1 6= 0. Otherwise we have | 1N
∑N−1
n=0 e
2πjnu| ≤ 1N |e
2piju(N−1)−1|
|e2piju−1| ≤ 1N 2|e2piju−1| and
thus limN→∞
1
N
∑N−1
n=0 e
2πjnu| = 0.
A few obvious families of points where equidistribution fails are points parallel
to one of the lattice defining vectors:
1. ∀(x, y) : y = 0 =⇒ n1x = 0 and thus a solution for k(n1, n2) = 0 will
always be (0, n), ∀n ∈ Z.
2. ∀(x, y) : (x, y) = (aτx, aτy) we have k(n1, n2) = an1τx+n2a−n1aτx = 0 =⇒
n2 = 0 and thus we obtain a solution for k(n1, n2) which is (n, 0), ∀n ∈ Z.
3. all elements parallel to the diagonals: ∀(x, y) = (λτx + λ, λτy) we have
k(n1, n2) = λn1τx + λ(n1 + n2) − λn1τx = (n1 + n2)λ and thus an obvi-
ous solution is (n1, n2) = (n,−n), n ∈ Z.
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3 Real Elliptic Curves
So far we have studied the equidistribution in complex Elliptic Curves. We will
now shift our focus to Elliptic Curves E(R). Naturally we first study the values
z ∈ C/Λ for which ℘(z) ∈ R. A more detailed analysis with applications can be
found in [5].
3.1 The Real Part of ℘
Theorem 6. Let Λ correspond to the Elliptic Curve y2 = 4x3 + g2x+ g3 where
g2 = g2(Λ), g3 = g3(Λ) are the invariants of the lattice. Then g2, g3 ∈ R ⇐⇒ Λ
is invariant under complex conjugation.
Proof. ( ⇐= ) is obvious since g2(Λ) =
∑
ω∈Λ∗
1
ω4 and g3(Λ) =
∑
ω∈Λ∗
1
ω6 and
thus g2 = g¯2 and g3 = g¯3.
( =⇒ ) We know ℘(z) = 1z2 +
∑∞
n=1(2n + 1)G2n+2(Λ)z
2n where G2n+2(Λ) are
the Eisenstein series of weight 2n + 2 of the lattice. Setting a1 = g2/20, a2 =
g3/28 and (2n+ 1)G2n+2(Λ) = an in general we get: ℘(z) =
1
z2 +
∑∞
n=1 anz
2n.
By differentiating the Weierstrass equation we get ℘”(z) = 6℘(z)
2 − g22 . By
comparing the coefficients of z2n we have: an+1 =
6
(2n+1)(2n+2)−12
∑k
i=1 akan−k.
Thus inductively we get that an ∈ R, ∀n ∈ N and thus ¯℘(z) = ℘(z¯). This implies
1
z¯2 +
∑
ω∈Λ
1
(z¯+ω)2 − 1ω2 = 1z¯2 +
∑
ω∈Λ
1
(z¯+ω¯)2 − 1ω¯2 form which we finally have:
ω ∈ Λ ⇐⇒ ω¯ ∈ Λ.
Corollary 2. If x ∈ Z then the above theorem implies that for any Elliptic Curve
with g2, g3 ∈ R we have ¯℘(x) = ℘(x¯) = ℘(x) and ¯℘(jx) = ℘(−jx) = ℘(jx) and
thus all purely real and imaginary values are in R.
Let ℘′(z)
2
= 4(℘(z) − e1)(℘(z) − e2)(℘(z) − e3) and observe that ℘(z) =
ei ⇐⇒ ℘′(z) = 0 and this only happens in the half-periods of the lattice. Now
consider two cases:
– if ∆ = g2
3 − 27g32 > 0 then ei ∈ R and setting e1 > e2 > e3 we can write
℘(ωi2 ) = ei where ω2 = ω1 + ω3 and Λ = [ω1, ω3]. Taking into account the
fact that ℘ assumes every value in R exactly twice in [0, ω1], [0, ω3], [ω1, ω1+
2ω3], [ω3, ω3 + 2ω1] we have the full set of points where ℘ is real. Note that
we have a square lattice.
– if∆ = g2
3−27g32 < 0 then we have two complex roots e1, e3 and one real root
e2. Then we have ℘(
ω2
2 ) = e2 with every real value attained exactly twice on
the real and complex axis [−ω22 , ω22 ], [ω1−ω32 , ω3−ω12 ]. Note the rhombic shape
of the lattice.
Remark 5 Since we are only looking at real Elliptic Curves we only need to
consider the values x ∈ [e3, e2] ∪ [e1,+∞] for the case with three real roots case.
That is the intervals: [0, ω1] and [
ω3
2 ,
ω3
2 + ω1].
For the case of one real root we only need to consider the interval [ω22 ,
ω2
2 ]. Since
℘ is double periodic we can equivalently consider the set [0, ω2] so that we have
the same form in both cases.
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Fig. 1. The real part of ℘ when ∆ > 0 and ∆ < 0
Remark 6 Note that every single point where ℘ is real valued is either parallel
to the lattice vectors or on the diagonal. This means equidistribution fails for
those points and indeed it should! The set X = {z ∈ C/Λ : ℘(z) ∈ R} has
measure 0 in the probability space we defined previously. Also every sequence in
X will stay in the set (which has measure 0) and thus there is no way it will
exhibit the recurrence properties expected from equidistributed sequences.
3.2 Equidistribution in E(R)
Let us begin by noting that since it is more convenient to deal with points on
the real axis for ℘ we will keep the standard coordinates defined in the above
section Λ = [ω1, ω3]. We will thus not transform the rhomboid lattice as usual
by multiplying with 1/ω1. As noted in the previous section we also consider two
cases here:
– When ∆ > 0 we look at the set where y2 ≥ 0, that is: A1 = [0, ω1] ∪
[ω32 , ω1 +
ω3
2 ] in which every value of ℘(z) appears twice as (℘(z), ℘
′(z), 1)
and (℘(z),−℘′(z), 1) in symmetric values of z as ℘(z) = ℘(−z) = ℘(ω1 − z)
and ℘′(z) = −℘(−z) = −℘(ω1 − z).
– When ∆ < 0 we examine the set A2 = [0, ω2]. The same here is true for the
values of ℘.
Theorem 7. Define the probability space (A1,B1, µ+) where
µ+(X) =
µ(X∩[0,ω1])+µ(X∩[
ω3
2 ,ω1+
ω3
2 ])
2|ω1|
then the sequence sn = nz is equidis-
tributed when z ∈ R.
Proof. Let X = [0, ω1], then nz ∈ R and thus limN→∞ |{s1,...,sn}∩A1|N = µ(X) =
µ(A1)
2 .
The damage can be minimized by considering both of these probability spaces
seperately like so: B1 = [0, ω1] and Γ1 = [
ω3
2 , ω1 +
ω3
2 ] where both B1 and Γ1
are measure preserving systems under the transform T (z) = z + a, a ∈ R. The
first thing we observe is that in this case we have a space isomorphic to [0, 1]
and thus we can use Weyl’s Criterion.
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Definition 2. We say that a sequence sn ∈ [a, b] is equidistributed in [a, b] iff
limN→∞
|{s1,...,sn}∩[c,d]|
N =
d−c
b−a , for every [c, d] ⊆ [a, b].
Theorem 8. (Weyl’s Criterion)
Suppose we have a sequence sn ∈ R, then the following are equivalent:
1. s is equidistributed in [a, b]
2. for every f Riemann integrable in [0, 1] we have limN→∞
∑N−1
n=1 f(sn) =
1
b−a
∫ b
a
f(x)dx
3. ∀k ∈ Z∗ we have limN→∞ 1N
∑N
n=1 e
2pijksn
b−a = 0
For more details and applications on Weyls Criterion see [4].
Remark 7 If sn is equidistributed w.r.t. µ then sn + a is also equidistributed
w.r.t. µ for every a ∈ [0, ω]. This is immediate since limN→∞ 1N
∑N
n=1 e
2pijk(sn+a)
b−a =
e
2pijka
b−a limN→∞
1
N
∑N
n=1 e
2pijksn
b−a and thus it does not affect convergence to 0. In-
deed viewing [0, ω] as a topological group R/ωZ with addition, we get that µ is
the normalized Haar measure as it is shift invariant, regular and suported on the
whole [0, ω].
Lemma 2. For a point z ∈ C/Λ the sequence sn = nz is equidistributed in
(B1,B1, µ) (and (A2,B2, µ) equivalently) iff limN→∞ 1N
∑N−1
n=1 e
2pijksn
ω1 = 0 (or
limN→∞
1
N
∑N−1
n=1 e
2pijksn
ω2 = 0 equivalently).
Proof. Given a space [0, t] the Fourier expansion of fanctions f ∈ C([0, t]) is
given by f =
∑∞
n=1 e
2πjnx/t. The density of these trigonometric polynomials
now follows and from the exact same argument in the proof of Weyl’s Criterion
we obtain sn is equidistributed in [0, t] iff limN→∞
1
N
∑N−1
n=1 e
2pijksn
t = 0. Since
in both cases z, ω1, ω2 ∈ R the result immediately follows.
Theorem 9. For a point z ∈ C/Λ the sequence sn = nz is equidistributed in
(B1,B1, µ) (and (A2,B2, µ) equivalently) iff z 6∈ ω1Q (or equivalently z 6∈ ω2Q).
Then if P = (℘(z), ℘′(z)) and [n]P is equidistributed, we obtain that P is not
an element of the torsion subgroup of the curve ETor = {P ∈ E : [m]P =
0, for some m ∈ Z}.
Proof. By Lemma 2 we have that sn is equidistributed in (B1,B1, µ) iff
limN→∞
1
N
∑N−1
n=1 e
2pijknz
ω1 = 0 ⇐⇒ limN→∞ 1N (e
2pijkz
ω1 )N−1
e
2pijkz
ω1 −1
= 0, ∀k ∈ Z∗ where
the last expression can only occur when z 6∈ ω1Q. Indeed if z 6∈ ω1Q then we can
choose kZ∗ : kzω1 ∈ Z and thus limN→∞ 1N
∑N−1
n=1 e
2pijksn
ω1 = 1. If z 6∈ ω1Q then
(e
2pijkz
ω1 )N−1
e
2pijkz
ω1 −1
≤ 2
e
2pijkz
ω1 −1
and the result follows. The proof for (A2,B2, µ) is the
same.
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Remark 8 For every interval (xa, xb) with y > 0 or y < 0 we have a unique
interval ℘−1((xa, xb)) ∈ [0, ω] with µ(℘−1((xa, xb))) = |℘(xa) − ℘(xb)|. This
shows that if sn is equidistributed in [0, ω] it is also dense in [0, ω] which means
that ℘(sn) is dense in [e,∞) and thus (℘(sn), ℘′(sn)) is dense in E(R). In the
case of [n]P this means that either [m]P = O for some m ∈ Z or [m]P is dense
in E(R).
Let us refer to both ω1, ω2 as ω for simplicity, since both cases yield the same
result. However in the case of ω1 the real period of the associated Elliptic Curve
is actually 2ω1 since we have two connected components but we ommited the Γ1
so we proceed similarly. Basically we consider ω =
∫∞
e
dx
y where e is e1 or e2 in
each case. Then returning to Weyl’s Criterion we obtain the following result:
Corollary 3. Let z 6∈ ωQ then the sequence zn = nz is equidistributed in [0, ω]
and thus ∀f ∈ R([0, 1]) we have limN→∞
∑N
n=1 f(zn) =
1
ω
∫ ω
0 f(z)dz.
Remark 9 In the above corollary we are only considering Riemann Integrable
functions and so the use of the differential dz is equivalent to using Lebesgue
integreation w.r.t. µ. Notice that the 1ω term appears since we are using the
normalized measure µω = µ/ω.
Before moving to the main theorem we clarify the following:
Definition 3. We say that a function f : (a,∞) → R is improper Riemann
integrable and write f ∈ IR((a,∞)) iff lim ǫ→0
r→∞
∫ r
a+ǫ
f(x)dx = c ∈ R.
Corollary 3 enables us to shift to points on the real curve:
Theorem 10. Let z 6∈ ωQ, then the sequence zn = nz is equidistributed in [0, ω]
and for every f bounded in [e,∞) such that f(x,±y)y ∈ IR((e,∞)),
limN→∞
∑N
n=1 f(℘(zn), ℘
′(zn)) =
1
ω
∫∞
e
(f(x, y) + f(x,−y))dxy where e = e1 or
e = e2 depending on the case of ω1,2 and y ≥ 0.0
Proof. One obvious obstacle is that f(℘(ω), ℘′(ω)) is not defined since ℘(ω)
is not defined in R. We can fix that however by setting f(℘(ω), ℘′(ω)) equal
to any value or even better f(℘(ω), ℘′(ω)) = limz→ω f(℘(z), ℘
′(z)) if it ex-
ists. Then from Corollary 3 it follows that: limN→∞
∑N
n=1 f(℘(zn), ℘
′(zn)) =∫ ω
0 f(℘(z), ℘
′(z))dzω =
∫ ω/2
0 f(℘(z), ℘
′(z))dzω +
∫ ω
ω2/2
f(℘(z), ℘′(z))dzω . Since ℘(ω−
z) = ℘(−z) = ℘(z) and ℘′(ω − z) = ℘′(−z) = −℘′(z), by a change of varaibles
z → ω − z we obtain limN→∞
∑N−1
n=1 f(℘(zn), ℘
′(zn)) =
∫ ω
ω/2 f(℘(z), ℘
′(z))dzω +
f(℘(z),−℘′(z))dzω . Now since x = ℘(z) and ℘′(z) = y we have dx = ℘′(z)dz =⇒
dz = dxy and thus noting that ℘(ω/2) = e (e = e1 or e = e2 depending on the case
of ω1,2) and ℘(0) = O we get limN→∞
∑N
n=1 f(℘(zn), ℘
′(zn)) =
1
ω
∫∞
e (f(x, y) +
f(x,−y))dxy . The condition f(x,y)y ∈ IR((e,∞)) and f bounded is sufficient since
0 In this theorem y is treated as a function of x by seperating the parts y > 0 and
y < 0 and thus f is not a two variable function but rather a function of x only.
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f(℘, ℘′) is bounded in [0, ω] iff f is bounded in [e,∞) and for every for closed in-
terval [a, b] ⊂ (ω2 , ω) we have f(℘, ℘′) ∈ R([a, b]) ⇐⇒ f(x,y)y ∈ R([℘(a), ℘(b)]).
This leaves only the problematic bounds 0, ω where y or x is not bounded, where
improper integration is still well defined however.
Remark 10 Notice that f can naturally be a complex valued function f : [e,∞)→
C resulting in a complex integral over the real line.
Corollary 4. In the particular case of zn = nz we have
lim
N→∞
1
N
N∑
n=1
f(xnP , ynP ) =
1
ω
∫ ∞
e
(f(x, y) + f(x,−y))dx
y
, y ≥ 0 (3)
Setting f(x, y) = 1 [0,ω] we get 1 = limN→∞
1
N
∑N
n=1 1 =
1
ω
∫∞
e
dx
y =⇒
∫∞
e
dx
y =
ω (with y taking values in the whole R) which is a result that is immediate by
the Uniformization Theorem.
Remark 11 The sequence zn is equidistributed in [0, ω] iff azn is equidistributed
in [0, aω]. For an elliptic curve E1 with lattice Λ1 every isomorphic elliptic
curve is of the form Λ2 = aΛ1. The isomorphism is the map z mod Λ1 →
az mod Λ2 and so we get that: Pn is equidistributed in E1 w.r.t. the mea-
sure µ(X) = 1ω
∫
℘(X)
dx
y1
iff φ(Pn) is equidistributed in E2 w.r.t. the measure
µ(X) = 1|a|ω
∫
℘(X)
dx
y2
.
3.3 Equidistribution in the whole space E(R)
We will now analyze the space (A1,B1, µ+) as defined in Theorem 7.
Theorem 11. The sequence sn = nz is equidistributed in A1 iff z ∈ Γ1 and
z 6∈ ωQ.
Proof. ( =⇒ ) This direction is obvious from Theorem 7. ( ⇐= ) Suppose and
z ∈ Γ1 and z 6∈ ωQ. We observe that s2n ∈ B1 and s2n+1 ∈ Γ1 and s2n = 2sn,
s2n+1 = s2n + z. However sn equidistributed implies ksn is also equidistributed
for every k ∈ Z and thus s2n is equidistributed in B1 and s2n+1 is equidistributed
in Γ1.
We then get the following theorem:
Theorem 12. Let P ∈ E(R) : xP ∈ (e3, e2) and P 6∈ ETor, then
limN→∞
1
N
∑N
n=1 f(xnP , ynP ) =
1
2ω (
∫ e2
e3
(f(x, y) + f(x,−y))dxy +
∫∞
e
(f(x, y) +
f(x,−y))dxy ), y ≥ 0 for every bounded function f ∈ R((e3, e2) ∪ (e,∞)).
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3.4 Equidistribution in Curves
The primary problem that arises here is that a curve may not be a probabil-
ity space as it can be isomorphic to R in the topological sense with γ(t) =
(x1(t), .., xn(t)) and limt→1 xi(t) = ∞ or limt→0 xi(t) = ∞. We may define
curves on P2 in which case we have γ(0) = O or γ(1) = O as to be compliant
with the definition of a curve but we will study them as affine curves through the
natural map (x1(t), .., xn(t), 1) → (x1(t), .., xn(t)). We will bypass the problem
by defining equidistribution in a manner suitable for a non-compact space, like
one isomorphic to R for example, in a manner similar to Gerl [6].
Definition 4. (Gerl)
Let (X,B, µ) be a measure space where X is a locally compact Hausdorff space
with countable base and µ a Radon measure (possibly not finite). Then a sequence
sn is equidistributed in X w.r.t. µ iff for every pair of compact subsets A,B ⊆ X
with µ(∂A) = µ(∂B) = 0 we have
lim
n→∞
|{s1, . . . , sn} ∩B ∩ A|
|{s1, . . . , sn} ∩ A| = µ(B)/µ(A) (4)
Since we are only interested in topological spaces like R and only need a definition
for intervals of the form [a, b] which always have trivial boundary a, b, we can
use a more simple version. We can also drop the ”for every pair of subsets” in
favour of an increasing family of open intervals that covers the space since it will
eventually contain any two such intervals. Before stating this definition we will
define the problematic measure in the case of a curve:
Theorem 13. A continuous curve γ : [0, 1] → R2 equipped with the Borel
σ−algebra of open sets of the curve is a measure space with respect to the Radon
measure µγ(X) =
∫ 1
0 ||γ′(t)||1X(t)dt. We thus obtain a measure space (γ,B, µγ).
Proof. Obviously µγ(X) ≥ 0, ∀X ∈ B and µγ(∅) = 0. However for any countable
collection of sets {Ai}∞1 we have µγ(∪∞k=1Ak) =
∫ 1
0 ||γ′(t)||
∑∞
k=1 1Ak(t)dt =∑∞
k=1 µγ(Ak) where the interchange between the sum and the integral follows by
Tonelli’s Theorem since for the functions fn(t) = ||γ′(t)||1 An(t) we have fn ≥ 0.
The Radon property is obvious by the continuity of the curve.
Definition 5. A sequence of points un = γ(sn) defined on a curve γ given by a
sequence sn ∈ [0, 1] is equidistributed iff
lim
n→∞
|{s1, . . . , sn} ∩ [a, b] ∩ Ak|
|{s1, . . . , sn} ∩ Ak| = µγ([a, b] ∩ Ak)/µγ(Ak) (5)
for every [a, b] ⊆ [0, 1] and every family of intervals Ak = (ak, bk), ak 6= 0, bk 6= 1,
Ak ⊆ Ak+1 with ∪∞k=1Ak = (0, 1).
The information Definition 5 encodes is that every interval contains a pro-
portion of the sequence proportionate to ”how much” of the curve is over that
interval.
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Lemma 3. Definition 5 is not dependent on the set family Ak. More formaly if
sn is equidistributed w.r.t. µγ and a family of intervals Ak, then if Bk is another
family of intervals with the same properties, sn is also equidistributed w.r.t. µγ
and Bk.
Proof. Suppose Ak, Bk are two such families, then µ(Ak) < µ([0, 1]) = 1 and
limk→∞ µ(Ak) = µ(∪∞k=1Ak) = 1 which implies that ∀ǫ ∈ (0, 1), ∃k ∈ N :
µ(Ak) ∈ (1 − ǫ, 1). So for every Bi = (ai, bi) setting ǫ = min{ai − 0, 1 − bi}
there exists a k ∈ N : µ(Ak) ≥ 1 − ǫ/2 and thus if Ak = (ck, dk)) and ck ≥ ai
or dk ≤ bi we would have 1 − ǫ/2 ≤ µ(Ak) ≤ 1 − ǫ =⇒ e/2 ≤ 0 contradiction.
Thus Bi ⊂ Ak and so supposing Equation 5 holds for every Ak it also hold for
all Bi. The same argument for Bk completes the proof.
We would like to emphasize how this definition is a natural extension of the
definition of equidistribution for a compact space since in that case we obtain
the usual definition by setting Ak equal to our space. With the above lemma we
can choose symmetric Ak that will make integration easier on the real line. We
will thus only consider families of intervals Ak = (ω/2 − ak, ω/2 + ak) with ak
increasing and ak < ω/2 thus attaining limk→∞ ak = ω/2.
We now take a look at an example which showcases what happens a sequence
equidistributed in R/Z when projected on a circle. The following example is what
motivated the use of the µγ measure in our definition:
Example 1. Let γ(t) = (sin(2πt), cos(2πt)) g : [0, 1] → S1. Then for any se-
quence tn equidistributed in R/Z and f ∈ R([0, 1]) we have limN
∑N
n=1 f(tn) =∫ 1
0
f(γ(t))dt. Notice that setting sin(2πt) = x, cos(2πt) = y =⇒ dx/y =
dx/cos(2πt) = dt and thus the integral becomes (integrating along y > 0 and
y < 0 as before)
∫ 1
−1 f(x, y) + f(x,−y)dxy . We make the following observation:
||γ′(t)|| =
√
1 + ( dydx)
2 = 1y
√
x2 + y2 = 1y , y > 0. Indeed then we obtain the form
limN→∞
∑N
n=1 f(tn) =
∫ 1
0
fdµγ .
Theorem 14. A sequence of points un = γ(sn) defined on a curve γ given by
a sequence sn ∈ [0, 1] is equidistributed iff limN→∞
∑N−1
n=0 fk(sn)
|{s1,...,sn}∩Ak|
=
∫
Ak
fdµγ
µγ (Ak)
where fk = f1Ak with f Riemann integrable in every Ak.
Proof. We observe that setting E = µγ(Ak) we obtain a probability space
(Ak,B ∩ Ak, µ/E) and the result is then an immediate consequence of Weyl’s
Theorem.
3.5 Equidistribution in Real Elliptic Curves
In the case of an Elliptic Curve, Theorem 14 is phrased as:
Corollary 5. A sequence of points un = (℘(sn), ℘
′(sn)) defined on an Elliptic
Curve given by a sequence sn ∈ [0, ω] is equidistributed iff
lim
N→∞
∑N−1
n=0 fk(un)
|{s1, . . . , sn} ∩ Ak| =
∫ ℘(ak)
e
(f(x, y) + f(x,−y))
√
1 + ( dydx)
2dx
2
∫ ℘(ak)
e
√
1 + ( dydx)
2dx
(6)
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where y ≥ 0 and f ∈ IR((e, ℘(ak))) and bounded, ∀k ∈ N.
We then have from Equation (3) that
lim
N→∞
∑N−1
n=0 fk(un)
|{s1, . . . , sn} ∩ Ak| =
∫ ℘(ak)
e
f(x, y) + f(x,−y)dxy
2
∫ ℘(ak)
e
dx
y
, y ≥ 0 (7)
Theorem 15. The points of the sequence sn = [n]P where P ∈ E, E an Elliptic
Curve are not equidistributed on E with respect to the ”natural” measure µγ but
are instead equidistributed with respect to the measure µ(X) = 1ω
∫
℘(X)
dx
y .
Proof. The result follows from an immediate comparison of Equations 6, 7.
Choosing f as the indicator function of some interval [a, b] and taking the limit
limk→∞ ak in both cases we get 0 from Equation 6 and
µ(℘−1([a,b]))
ω > 0 from
Equation 7.
Indeed the points of [n]P are tightly concentrated around e and get thinner
and thinner as we approach infinity. However the sequence remains dense in
every set [a, b] ⊆ [e,∞).
A new question arises now: Can we possibly equip [0, ω] with a different
measure µ′ such that limN→∞
1
N
∑∞
n=1 fk(℘(nz)) =
∫
Ak
f◦℘dµ′
µ′(Ak)
for every k ∈ N?
In the case of probability measures the answer is negative since a sequence in
a compact space is equidistributed w.r.t. at most one probability measure. To
see this we note that µ((a, b)) = µ([a, b]) = µ′((a, b)) for every open set in
[0, ω] and open sets generate the Borel σ−algebra which is stable under finite
intersection. As a consequence of the monotone class theorem the measures µ, µ′
agree on every set of B. Observe that by the Riesz Representation Theorem,
changing the measure is equivalent to sampling by a different positive function
since
∫ ω
0
f ◦ gdµ = ∫ ω
0
dµg as a positive linear functional. Even in the case of a
Radon measure we get the following:
Theorem 16. Let Pn be equidistributed in E(R) w.r.t. µ(X) =
1
ω
∫
℘(X)
dx
y , then
there exists no function f with µ(∂f−1(A)) = 0 for all compact intervals A ⊂
[e,∞) taking xn → f(xn), such that f(xn) is equidistributed w.r.t. any non fnite,
Radon measure µR.
Proof. Suppose such a function exists. Then 1 f−1(A)/y is improper Riemann in-
tegrable in (e,∞) We first observe that for any closed intervals A ⊆ B ⊂ [e,∞)
we have: limN→∞
|{f(x1),...,f(xN)}∩A|
|{f(x1),...,f(xN )}∩B|
= limN→∞
1
N
∑N
n=1 1 A(f(xn))
1
N
∑
N
n=1 1 B(f(xn))
=
∫
f−1(A)
dx
y∫
f−1(B)
dx
y
.
Now by Definition 5 it must be the case that
∫
f−1(A)
dx
y∫
f−1(B)
dx
y
= µR(A)µR(B) . Taking a se-
quence Bn → [e,∞) we must then have that limn→∞
∫
f−1(A)
dx
y∫
f−1(Bn)
dx
y
= 0. However
f−1(Bn) ⊂ [e,∞) and thus
∫
f−1(Bn)
dx
y < ω contradicting our previous claim.
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A function that would contradict Theorem 16 would obviously satisfy µ(∂f−1(A)) >
0 for some closed interval A and thus since ∂f−1(A) ⊆ f−1(∂A) we must have
µ(f−1(∂A)) > 0. This implies that if A = [a1, a2], then the set U = {x > e :
f(x) = a1 or f(x) = a2} has positive measure. Thus f is clearly either discon-
tinuous in a positive measure subset of points or f changes monotonicity in a
positive measure subset of points or f is nowhere monotonic. This aims to show
that f is not trivial to find.
3.6 Distribution of Polynomial Maps on Elliptic Curves
All of our previous theorems are phrased for an equidistributed sequence in [0, ω]
in general. This enables our previous theorems to be restated for any polynomial
sequence on an elliptic curve:
Theorem 17. (Weyl’s Equidistribution Theorem)
Let p(x) be a monic polynomial in Z[x], then the sequence p(n)u is equidistributed
in [0, 1] iff u 6∈ Q.
Theorem 18. Let p(x) be a monic polynomial in Z[x], then the sequence p(n)z
is equidistributed in [0, ω] iff z 6∈ ωQ.
Proof. The proof is an immediate modification of the original proof in the case
of [0, 1]. For the full proof see Corollary 3 of [3].
This means that every for every monic polynomial in Z we have the following
corollary:
Corollary 6. Let p(x) be a monic polynomial in Z[x] then the sequence sn =
[p(n)]P is equidistributed w.r.t. µ(X) = 1ω
∫
℘(X)
dx
y iff ℘(P ) 6∈ ωQ.
3.7 Equidistribution of points in E(Q)
When working with computers there is an obvious limitation to the field of
rationals Q. This actually makes things easier since we can specifically state
which points will give equidistributed sequences in E(Q) with respect to the
measure µ(X) = 1ω
∫
X
dx
y . Let us make clear something ambiguous first:
Definition 6. We say that a sequence sn ∈ E(Q) is equidistributed in E(Q)
w.r.t. a measure µ iff sn is equidistributed in E(R) w.r.t. the measure µ.
Thus restricted to Q we use the dynamics of it’s extension R to define equidis-
tribution for our purposes. By the Mordell-Weil Theorem (page 220 of [1]) we
know that E(Q) = ETor ⊕ Zr, and so:
Theorem 19. A point P ∈ E(Q) is equidistributed w.r.t µ in E(R) iff P 6∈
E(Q)Tor. Thus ∀P ∈ E(Q) with yP 6= 0:
– xP , yP 6∈ Z or
– xP , yP ∈ Z but y2 ∤ ∆
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the sequence ψn = nP is equidistributed w.r.t µ.
Proof. By Theorem 9 we have that if P = ℘(z0) then ψn is equidistributed in
E(R) iff z0 6∈ ωQ. We now observe that z0 ∈ ωQ ⇐⇒ nz0 = 0 mod [0, ω] ⇐⇒
nP = O ⇐⇒ P ∈ E(Q)Tor. An immediate application of Nagell-Lutz now
completes the theorem.
4 Distribution in R/Z
Suppose xn = ℘
−1(sn) where sn is equidistributed in [0, ω]. We will investi-
gate if such a sequence could produce a sufficiently good PRNG mod (1).
Let us first examine the most simple case of a sequence taking E(R) → R/Z:
φn = {xn}. By Weyl’s Criterion for equidistribution we want to show that:
limN→∞
1
N
∑N
n=1 e
2πjkxn = 0, ∀k ∈ Z. By Equation 3 we then need to show
that
∫∞
e
e2pijkx
y dx = 0 ⇐⇒
∫∞
0
e2pijkx√
x(x+a)(x+b))
dx = 0 by a simple change of
variables x → x + e. We see that a, b < 0 since 0 is now the largest root of
y2 = 0. We observe however that this cannot happen when y > 0 is increasing
since integrating over a period ℑ(∫ n+1
n
e2pijkx√
x(x+a)(x+b)
dx) > 0, ∀n ∈ Z implying
ℑ(∫∞0 e2pijkx√x(x+a)(x+b)dx) = ℑ(
∑∞
n=1
∫ n+1
n
e2pijkx√
x(x+a)(x+b)
dx) > 0.
With this in mind we seperate two cases:
Lemma 4. Let y(x) =
√
(x− e)(x− e1)(x− e2), e > e1 > e2 or e > 0 and
e1, e2 6∈ R and y2 = x3 +Ax+B. Then:
– y is increasing iff A ≥ 0 or
√
|A|
3 < e when A < 0.
– y is increasing in [e,−
√
|A|
3 ) ∪ [
√
|A|
3 ,∞) and decreasing in (−
√
|A|
3 ,
√
|A|
3 )
otherwise
Proof. It is obvious that dydx =
3x2+A
2y and thus y is decreasing in [−
√
|A|
3 ,
√
|A|
3 ).
Thus for y is increasing iff [e,∞) ∩ [−
√
|A|
3 ,
√
|A|
3 ) = ∅. Next notice that e 6∈
[−
√
|A|
3 ,
√
|A|
3 ), otherwise y would be decreasing in [e,
√
|A|
3 ) and then ∀x ∈
[e,
√
|A|
3 ) we would have y(x) < 0. So the above are indeed the only two cases.
Lemma 5. Suppose sn = ℘
−1(Pn) (where Pn = (xn, yn, 1)) is equidistributed in
[0, ω] as defined by an elliptic curve y2 = x3 +Ax+B with A ≥ 0 or
√
|A|
3 < e,
then the sequence {xn} is not equidistributed in R/Z w.r.t the Lebesgue measure.
Proof. We basicaly restate what was written above in more general context. By
Lemma 4 we have that y is increasing in [e,∞).
By Weyl’s criterion xn is equidistributed iff limN→∞
1
N
∑N
n=1 e
2πjkxn = 0, ∀k ∈
Z. From Equation 3 however limN→∞
1
N |
∑N
n=1 e
2πjkxn | = 2ω |
∫∞
e
e2pijkx
y dx| > 0.
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Fig. 2. An elliptic curve where [e,∞) ∩ [−
√
|A|
3
,
√
|A|
3
) 6= ∅
It remains to prove that ℑ(∫ n+1
n
e2pijkx√
x(x+a)(x+b)
dx) > 0. This is equivalent to show-
ing that
∫ n+1
n
sin(2πkx)√
x(x+a)(x+b)
dx > 0. We observe that
∫ n+1
n
sin(2πkx)√
x(x+a)(x+b))
dx =
∫ n+ 12
n
sin(2πkx)√
x(x+a)(x+b)
dx+
∫ n+1
n+ 12
sin(2πkx)√
x(x+a)(x+b)
dx =
∫ n+ 12
n
sin(2πkx)( 1√
x(x+a)(x+b)
−
1√
(x+ 12 )(x+a+
1
2 )(x+b+
1
2 )
dx) > 0 since y(x) < y(x+ 12 ).
We can now pass to the case of three distinct real roots:
Theorem 20. Let sn = ℘
−1(Pn) (where Pn = (xn, yn, 1)) be equidistributed in
[0, ω] defined by an elliptic curve E : y2 = x3+Ax+B. Then if E has 3 distinct
real roots, the sequence {xn} is not equidistributed w.r.t. the Lebesque measure.
Proof. Considering the function f(x) = x3 + Ax + B the only way for it to
have three real roots e1 > e2 > e3 is iff e1 >
√
|A|
3 , e2 ∈ (−
√
|A|
3 ,
√
|A|
3 ) and
e3 < −
√
|A|
3 . The result is now obvious from Lemma 5.
An immediate indication of this result is the following:
Remark 12 Since limN→∞
1
N
∑N
n=1 1 [a,b]({xn}) = 1ω
∑∞
n=⌊e⌋
∫ n+b
n+a
dx
y . Defin-
ing the function Fn(t) =
∫ n+b+t
n+a+t
dx
y where t ∈ [b, 1] we have that Fn′(t) =
1
y(a+n+t)− 1y(b+n+t) < 0 since y is increasing. So Fn is decreasing. Then choosing
a = 0, b = 12 and t =
1
2 gives
∫ n+ 12
n
dx
y >
∫ n+1
n+ 12
dx
y which implies
limN→∞
1
N
∑N
n=1 1 [0,1/2]({xn}) > limN→∞ 1N
∑N
n=1 1 [1/2,1]({xn}).
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This still leaves us to deal with the case ∆ < 0. This situation is much
more complicated since we can’t use the monotonicity of y. We will attenmpt a
different approach.
Lemma 6. Suppose
∫∞
e
e2pijnx
y dx = 0 for every n ∈ Z. Then
∫∞
e
f(x)
y dx =
ω
2
∫ 1
0
f(x)dx, for every f ∈ L1([0, 1]).
Proof. Since trigonometric polynomials are dense in L1([0, 1]) we have that for
every ǫ > 0 there exists a trigonometric polynomial pN (x) =
∑N
n=−N dN,nx
n
such that |pN(e2πjx)−f(x)| < ǫ. By integrating we obtain |
∫ 1
0
f(x)dx−dN,0| < ǫ.
Dividing by y > 0 and integrating we get | ∫∞
e
f(x)
y dx− ω2 dN,0| < ω2 ǫ and finally
with the triangle inequality: | ∫∞
e
f(x)
y dx− ω2
∫ 1
0
f(x)dx| < | ∫∞
e
f(x)
y dx− ω2 dN,0|+
|ω2
∫ 1
0
f(x)dx − ω2 dN,0| < ωǫ and since ǫ is arbitary, the proof is complete.
Theorem 21. (General Version) Let sn = ℘
−1(Pn) (where Pn = (xn, yn, 1))
be equidistributed in [0, ω]. Then the sequence {xn} is not equidistributed in [0, 1]
w.r.t. the Lebesque measure.
Proof. The case where y is increasing is settled by Theorem 20. Otherwise sup-
pose Pn is equidistributed in E and {xn} is also equidistributed in [0, 1]. Define
the map E → E′ : φ(x, y) = (u2x, u3y), then φ is an isomorphism between E
and E′ : y2 = x3 + Au4 x+
B
u6 for every u > 0. Thus by Remark 11, the sequence
φ(Pn) is also equidistributed in E
′ w.r.t. the measure µ(X) = 1ω
∫
℘(X)
dx
y . Notice
that for u2 ∈ Z, if {xn} is equidistributed in [0, 1] we have that {u2xn} is also
equidistributed in [0, 1]. We thus focus our attention to equidistributed sequences
on E′. Then y is increasing in [e′,− 1u2
√
A
3 ],[
1
u2
√
A
3 ,+∞) and decreasing in
(− 1u2
√
|A|
3 ,
1
u2
√
|A|
3 ) where e
′ is the largest root of E′. After centering the curve
as before by setting x → x + e′ (since ∫∞e′ e2pijnxy dx = e2πjne′ ∫∞0 e2pijnxy(x+e′)dx),
we have that y is decreasing in (−e′ − 1u2
√
|A|
3 ,−e′ + 1u2
√
|A|
3 ). Now pick an
integer u large enough so that 2 1u2
√
|A|
3 <
1
3 . Partitioning [0, 1] into three
equal length intervals we obtain that there is at least one interval U such that
(−e′ − 1u2
√
|A|
3 ,−e′ + 1u2
√
|A|
3 ) ∩ U = ∅. However by Lemma 6 for any periodic
function f : [0, 1] → R with ∫ 1
0
f(x)dx = 0 we have
∫∞
e′
f(x)
y dx = 0. We define
the function f(x) = 1 U1(x) − 1 U2(x) where U1 = [a, a+c2 ) (the ”right half”),
U2 = (
a+c
2 , c] (the ”left half”) and U = [a, c]. We then expand f to a function
on R as fR(x) = 1 U1({x}) − 1 U2({x}). Now as before (centering the curve at
0 for convenience)
∫∞
0
fR(x)
y dx =
∑∞
n=0
∫ n+1
n
f(x)dx
y =
∑∞
n=0(
∫
U1
dx
y −
∫
U2
dx
y )
and since (−e′ − 1u2
√
|A|
3 ,−e′ + 1u2
√
|A|
3 ) ∩ (U1 ∪ U2) = ∅ we always have that∫
n+U1
dx
y −
∫
n+U2
dx
y ) > 0. This implies that {u2xn} is not equidistributed in
[0, 1] and thus neither is {xn}.
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Another possible question now is the following: Can we ”fix” this sequence by
taking the least significant digits that should exhibit more ”random” behaviour?
The answer to that question is ”no” since in that case we would essentialy require
limN→∞
1
N
∑N
n=1 e
2πjkxn10
m
= 0, ∀k ∈ Z which would then be equivalent to
showing that 103m
∫∞
10me
e2pijkx
x3+102mAx+103mBdx = 0 which is the same as proving
that an equidistributed sequence un w.r.t. µ(X) =
1
ω′
∫
X
dx
x3+102mAx+103mB is
equidistributed in R/Z.
5 Future Work and Open Problems
Proposing a Pseudo Random Number Generator
We begin this section with an observation from Equation 3:
Theorem 22. Let sn = ℘
−1(Pn) (where Pn = (xn, yn, 1)) be equidistributed
in [0, ω]. Then we have limN→∞
1
N
∑N
n=1 1 R+(yn) =
1
2 . This implies that the y
coordinate spends equal time in both the positive and negative part of the curve.
Proof. Setting f(x, y) = 1 R+(y) gives limN→∞
1
N
∑N
n=1 1 R+(yn) =
1
ω
∫∞
e
1
y +
0
ydx =
1
2 since we are integrating over y > 0.
The issue with sequences of the form φm = [m]P is that it’s behaviour is equiv-
alent to the behaviour of ℘−1(φm) in [0, ω] and thus it is easily observed that
points close to ω/2 will yield alternating bounded sequences of 0s and 1s when
1 R+ is applied. This makes us shift to quadratic sequences or generally polyno-
mial sequences of the form p(n)P . One could then propose the following PRNG
for a rational elliptic curve of known rank n:
P (i, s) = 1 y∈R+([p1(i)]P1 + · · ·+ [pn(i)]Pn) (8)
where Pj are the generators of the free abelian group of E(Q) and pj(x) =
ajx
2+ bjx+ cj with aj = H(s+ j), bj = H(aj), cj = H(bj) for any hash function
H used mod 10k. We can also revert from using a hash function if instead we
guarantee that aj 6= 0 and that the function we use will not be constant natually.
For example if we have a non zero random seed we can simply partition the
seed in 3n parts s = s1|s2| . . . |s3n and use a permutation of them such that
aj = sj 6= 0 for every j.
Computing the values φi = [p(i)]P is easy since if p(x) = ax
2 + bx + c we
can start at P0 = [a + b + c]P,Q0 = [2a]P and repeatidly add Pi+1 = Pi + Qi
where we compute Qi = Qi−1 + [3a+ b]P .
Theorem 23. For p ∈ Z[X ] with deg(p) > 1 the sequence ai = (p(i)z0, p(i +
1)z0) is equidstributed in [0, 1] w.r.t. the Lebesgue measure iff z0 6∈ Q.
Proof. By Weyl’s criterion ai is equidistributed in [0, 1] iff
limN→∞
1
N
∑N
n=1 e
(n1p(i)+n2p(i+1))z0 = 0 for every n1,2 ∈ Z∗. But p(i + 1) =
p(i) + p′(i) with deg(p′) = deg(p) − 1 and thus for every n1,2 ∈ Z∗ we have
deg(n1p(i+ 1)+ n2p(i)) ≥ deg(p′) = deg(p)− 1. Since polynomial sequences are
equidistributed in [0, 1] the result follows.
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Corollary 7. The above Theorem allows us to conclude that the restriction of
p(i)z0 in any interval [a, b] ⊆ [0, 1] does not restrict p(i + 1)z0 which can lie
in the whole [0, 1] and thus in some sense if we have no information of i, the
probability P(P (i+ 1, s) = x|P (i, s) = y) = 12 , where x, y ∈ {0, 1}.
Remark 13 The result of Theorem 23 can be extended for any set of polynomi-
als p1, p2 ∈ Z[X ] : deg(n1p1 + n2p2) ≥ 1 for every n1,2 ∈ Z∗.
Although the above evidence suggest a ”sufficiently good” PRNG we have
the following observesion:
Remark 14 For k = 3 we obtain 2p(i − 1) − p(i) − p(i + 1) ∈ Z and thus the
values of (p(i − 1)z0, p(i)z0, p(i + 1)z0) are not equidistributed in [0, 1]3. This
means some values in a specific interval of real triples are more common than
others. In general we can obtain k−dimensional equidistribution by using k + 1
degree polynomials. This does not allow us to conclude anything more about the
PRNG other than the fact we cannot prove the 3−dimensional equidistribution
in the same way. We are specifically interested in the distribution of (1 [ 12 ,1](p(i−
1)z0), 1 [ 12 ,1](p(i)z0), 1 [
1
2 ,1]
(p(i+ 1)z0)) in {0, 1}3 and in general for any k > 2.
Transforming the distribution
We know that for every sequence an that is equidistributed w.r.t. some Radon
measure µR in E(R) we can trivialy consider f : xn → an which ”fixes” the
distribution. Does there exist an implicit non trivial function f such that f(xn)
is equidistributed w.r.t. either the Lebesgue measure or the measure µγ(X) =∫
X
√
1 + ( dydx )
2dx on [e,∞)? As a weaker version is there an implicit non trivial
function f such that the fractional part {f(xn)} is equidistributed in [0, 1]? We
say weaker because naturally a function equidistributed in [e,∞) will satisfy
both cases.
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