We present an algorithm to determine the location of a fluorescent molecule with nanometer-scale accuracy. A Fourier domain localization scheme based on zero-padded fast Fourier transform and phase gradient operators is used to obtain a powerful mathematical model for localizing the molecule without numerical fitting. Compared with conventional algorithms, our position estimator does not require prior background information or initial parameter estimation. Numerical simulations indicate that the proposed method exhibits high localization precision and small bias while executing almost as fast as the fluoroBancroft algorithm.
Far-field fluorescence microscopy is widely used in modern biomedical research. However, traditional fluorescence microscopy is not ideal for ultrastructural imaging owing to the spatial resolution limited by the diffraction of light. In recent years, the limited resolution has been broken by several methods, such as RESOLFT and single-molecule localization microscopy (SMLM). In SMLM, including photoactivated localization microscopy (PALM) [1] , stochastic optical reconstruction microscopy (STORM) [2] , direct STORM [3] , and fluorescence PALM [4] , super-resolved images are reconstructed in a similar way that enable one to study the structure and dynamics of subcellular components [5] . Some common steps in these methods are imaging a large number of specific fluorophore subsets in which every molecule is precisely localized with nanometer resolution and combining the resulting locations to render a composite image at a finer scale. Now, the resolution is theoretically limited by localization accuracy rather than diffraction.
There are various numerical techniques by which the location of a single molecule can be estimated according to its intensity image, including the centroid method [6] , Gaussian fitting (GF) [7] , Gaussian mask [8] , the maximum likelihood method [9] and the "virtual widow" center-of-mass method [10] . Despite their successes to date, these methods suffer drawbacks arising from the numerical nature of the schemes. For example, GF is generally accepted to be the most accurate method in which centroid can be achieved by fitting the intensity distribution of the image to a two-dimensional Gaussian function. Unfortunately, the computational complexity of such an algorithm renders it quite slow and therefore unavailable for real-time or time critical applications. Moreover, an initial parameter set is required before the fitting, and these parameters strongly affect the convergence and accuracy. As to Gaussian mask method, a mask size and initial position guess are required. Recently, a fast and accurate algorithm called fluoroBancroft (FB) was developed by Andersson [11] . It is an analytic solution to the localization problem but the background noise level of the image should be known as a priori.
In this Letter, we report an algorithm for rapidly finding positions of single fluorescent molecules with nanometer-scale accuracy. The algorithm uses zeropadded fast Fourier transform (ZP-FFT) and phase gradient operators to create a powerful mathematical mode for determining the position of the molecule without numerical fitting, and it is named as Fourier-domain localization algorithm (FDLA). Numerical simulations indicate that, compared with GF, the proposed method can save computational time remarkably, but exhibits high localization precision and a small bias.
First, let us assume that there is only one fluorescent molecule in the computational image. The center of the image is defined as the original point and the molecule is located at x 0 ; y 0 . The point spread function (PSF) of the optical system is denoted as h. Apparently, intensity of the pixel m; n, Im; n consists of two parts, fluorescence signal from the fluorescent molecule, hm − x 0 ; n − y 0 , and background noise, which might arise from the detector and background fluorescence, bm; n: Im; n hm − x 0 ; n − y 0 bm; n: 1 Then, by taking the 2D discrete FT (DFT) of Eq. (1), we can obtain the emission intensity spectrum in pixel k; l of the fluorescent molecule as
where M, N are two array dimensions, H is the FT of h, means optical transfer function of the system, and B is the FT of b.
For an image with high single-to-noise ratio (SNR), background noise is considerably lower than the fluorescence signal, so the second term on the right side of Eq. (2) has a relatively smaller contribution to the FT of the image than the first one. So, in the following discussion, only the first term is considered.
Besides, Hk; l is real valued when the system is ideal, which means that no aberrations is introduced into the optics. Based on the discussion earlier, a rational conclusion can be drawn that, in the Fourier domain, the dominant phase shift can be derived from the first term of Eq. (2), i.e., exp−i2π
So the position of the fluorescent molecule, x 0 ; y 0 , can be calculated from this phase-shift term. Hence, the phase shift is approximately the phase of the intensity spectrum in the Fourier domain, as shown in Eq. (3):
where Re and Im denote real and imaginary parts of the variant, respectively. Here, the phase calculation by the inverse tangent function provides the principal values ranging from −π to π and has discontinuities with 2π phase jumps. However, the wrapped phase does not affect the gradient operation of the phase about spatial frequencies k and l. Note that some artificial gradient jump points appear at the phase jump points of the wrapped signal. From Eq. (2), we know that gradients of all phase points excluding the phase jump points are negative, while the phase jump points produce some positive gradients. So in the data processing, we can remove these jump points by setting the gradient threshold to be zero. Furthermore, the average gradient will be much closer to the actual gradient of the phase. Based on the discussion earlier, the position of the fluorescent molecule, x 0 ; y 0 , can be calculated by the average gradients as
where mean· denotes the mean value of all effective pixels (pixels excluding those jump points), ∂ϕ w =∂k and ∂ϕ w =∂l are mean phase gradients along the k and l directions, respectively. Here, we could calculate the derivatives using first-order differences. In the simulation below, MATLAB's gradient function was used to perform the gradient calculation. If SNR is so low that the second term in Eq. (2) cannot be ignored any longer, the localization accuracy of the position estimation algorithm above might drop down correspondingly. In practice, in order to guarantee the final localization accuracy, the molecule will not be taken into consideration in the subsequent processing if the SNR of its image is lower than a certain value set by the programmer. Furthermore, aberrations in illumination or imaging optics that might cause phase shift will also reduce the localization accuracy of the algorithm.
As we know, in localization-based super-resolution microscopy, many raw images should be acquired, analyzed, and reconstructed to form the final super-resolved image. Every raw image contains several molecules sparsely distributed. Before the position estimation operation, some preprocessing steps are necessary. First, a square subregion (the width is ∼3 times the FWHM of the measured PSF, e.g., 7 × 7 pixels) containing one single fluorescent molecule should be extracted from the image. However, the sampling frequency is too low for such small subregions, and, consequently, the phase estimation accuracy decreases correspondingly. To avoid such a problem, the number of data points in the phase function is increased with ZP [12] first. By padding the input image (e.g., 7 × 7 pixels) of DFT with zeros to create an N × N array, new spectrum values are being interpolated among the original values in the spectrum. In this way, the density of the frequency samples increases in the spectrum. In practice, N can be selected according to the formula, N 2 p , in which p is a positive integer. This is beneficial because DFT is usually implemented using an FFT algorithm, in which the input data length of 2 p is preferable to decrease the computing time. Therefore, the accuracy of position estimate could be improved by using ZP-FFT. Furthermore, the influence of background noise, especially those high-frequency components, can be eliminated here because we extract a subregion in the center of spectrum image.
Based on the analysis above, we developed the following method for localizing the positions of multiple molecules and reconstructing a final super-resolution image: (a) Extract subregions in the image with sparsely distributed fluorescent molecules image, (b) perform ZP-FFT for each extracted subregion, (c) calculate the wrapped phase using Eq. (3), (d) localize the each single molecule using Eq. (4), and (e) reconstruct a super-resolution image by plotting the positions of localized molecules.
To investigate the performance of the FDLA, simulation studies based on the concept described by Ober et al. [9] were carried out. All the simulations were performed in MATLAB R2008a (The MathWorks, Natick, Massachusetts). We simulated a series of 7 × 7 pixel images of a single fluorescent molecule emitting light with a wavelength of 670 nm. The numerical aperture of the objective was N:A: 1:4, the magnification of the imaging optics was M 100, and the pixel size of the detector was 16 μm × 16 μm. The PSF was modeled as an Airy profiles function [9] . There were three steps for creating a simulated image. First, the PSF was integrated over each pixel to get a noise-free image. Then, shot noise was introduced by replacing each pixel value in the noise-free image with a random variable drawn from a Poisson distribution with parameter given by the noisefree value in the pixel plus a background fluorescence noise level of 10 photons. Finally, CCD noise was introduced by adding a random variable drawn from the Gaussian distribution with a mean of 20 photons and standard deviation of 10 photons to each pixel value in the image with shot noise. The single-molecule image was centered within the pixel array. The SNR [11] of the image was defined as
where I 0 is the mean maximum signal intensity above the background noise, σ 2 b denotes the variance of the background noise, and σ 2 I 0 denotes the variance of the maximum intensities. To simulate different SNR, the maximum fluorescence intensity varied from 40 to 400 photons, and, correspondingly, SNRs varied from approximately 3.4 to 17. 8 . In order to analyze the performance of FDLA without loss of generality, for each intensity, up to 1000 images were created, processed, and analyzed statistically. In order to compare the performance of FDLA, GF, and FB, these position estimation methods were adopted to analyze the same series of images. GF was performed using the least-squares algorithm (using the built-in Matlab routine lsqcurvefit). Figure 1 (a) compares the localization accuracy of FDLA (N 64) with GF and FB as a function of SNR in terms of their standard deviations in the estimates. For high SNRs, localization precision of FDLA is comparable to the GF method but significantly higher than the FB method. However, at low SNRs, the performance of FDLA is worse than that of FB. The two algorithms' intrinsic performance difference relying noise will account for this. Besides, the lower localization precision of FDLA below GF comes from the intrinsic performance difference between algebraic and fitting algorithms. In addition, the FDLA exhibits a smaller bias than GF and FB [ Fig. 1(b) ]. As results in the y direction were similar to those in the x direction, only results in the x direction were shown in Fig. 1 . It should be noted that, in the discussion above, the position of the molecule is assumed to be at the center of the simulated images. But, in practice, situation might be worse. However, even if the position shift is as large as one pixel, bias is less than 15 nm at SNRs above 10, while the localization precision has almost no change.
Next, let us think about the computing time. Undoubtedly, FB algorithm is also a fast and efficient analytical method. The computation complexity of FDLA mostly comes from the ZP-FFT when computing the phase. In order to compare FDLA (N 64) and FB, their computing times for an entire localization routine with 1000 images were evaluated. All calculations were performed separately using the MATLAB R2008a software package (The MathWorks, Natick, Massachusetts, USA) on the same desktop computer (Intel Pentium 4 processor, 3:06 GHz, 64 bit Microsoft Windows XP Professional operating system, 1 Gbytes RAM). Because of the algorithmic nature of the FDLA and FB estimators, the computation times of the two algorithm solutions are both invariant to the number of photons. The total execution time is 12:52 s with the FDLA and 11:56 s with FB. The execution time itself has little meaning, but the relative computation time can provide a robust measure of the difference in computational efficiency between the two algorithms. The results above show that the ratio of the run time of FDLA (N 64) to that of the FB algorithm is about 1.08, which means that FDLA is almost as fast as FB. This small difference comes from the intrinsic difference between solving linear equation group in FDLA and the Fourier transforming in FB algorithm. Furthermore, FDLA parallelized with a graphics processing unit-based platform [13, 14] would further improve the computation speed and make it appropriate for real-time data processing.
In conclusion, FDLA is a fast algorithm with high localization accuracy. The algorithm uses ZP-FFT and phase gradient operators to create a mathematical model to determine the position of the molecule. Simulation results show that the proposed algorithm could save the computational time and, at the same time, exhibit high localization accuracy and a small bias. The time-saving performance of FDLA will be useful in real-time imageprocessing in single-molecule fluorescence localization microscopy methods, such as STORM and PALM. 
