Abstract. In this paper we consider the drift estimation problem for a general differential equation driven by an additive multidimensional fractional Brownian motion, under ergodic assumptions on the drift coefficient. Our estimation procedure is based on the identification of the invariant measure, and we provide consistency results as well as some information about the convergence rate. We also give some examples of coefficients for which the identifiability assumption for the invariant measure is satisfied.
6. Identifiability assumption 30
Introduction
Let B be a d-dimensional fractional Brownian motion with Hurst parameter H ∈ (0, 1) defined on a complete probability space (Ω, F, P). We recall that B is a centered Gaussian process. Its law is thus characterized by its covariance function, which is defined by
The variance of the increments of B is then given by 1) and this implies that almost surely the fBm paths are γ-Hölder continuous for any γ < H.
In this article, we will consider the following R d -valued stochastic differential equation driven by B:
Here y 0 ∈ R d is a given initial condition, B = (B 1 , . . . , B d ) is the aforementioned fractional Brownian motion (fBm), the unknown parameter ϑ 0 lies in a certain set Θ which will be specified later on, {b ϑ (·), ϑ ∈ Θ} is a known family of drift coefficients with b ϑ (·) : R d → R d , and σ is a d × d-matrix which is supposed to be known. More precisely, we do not discuss here the problem of estimation of the diffusion parameter σ and of the Hurst index H (on this topic, see e.g. [8] , [25] or [38] ). For the sake of simplicity, we also assume throughout the paper that σ is invertible (on this topic, see Remark 2.4). Our aim is to get an accurate estimation of ϑ 0 according to some discrete observations of Y .
The estimation problem for the drift term in equation (1.2) has received a lot of attention in the recent past (see e.g [3, 24, 27, 28, 33, 37] ). However, the following restrictions hold in all those contributions:
• The coefficient b ϑ 0 (Y s ) is of the form ϑ 0 b(Y s ) or even ϑ 0 Y s when Ornstein-Uhlenbeck processes are involved.
• The observation is either in continuous time or a discretized version of continuous observations.
• Rates of convergence of the estimators are not computed, a noticeable exception being the central limit theorems obtained in [24] .
Let us also mention the nonparametric method put forward in the interesting recent paper [13] . The context in [13] is much more general than in the aforementioned references, but the estimation procedure is based on the observation of several paths of (1.2) . This makes its practical implementation delicate.
With these considerations in mind, let us recall that the article [30] proposed an estimator valid for a wide class of functions b in (1.2), directly based on discrete observations of the process. This estimator is obtained through a least square procedure which is easily implemented. It is fairly general, but still exhibits some drawbacks:
• For all values of the parameter ϑ, the drift b ϑ (·) is assumed to be of the form ∇F (·; ϑ) for a real valued function F . This is obviously a restriction when d > 1.
• The result in [30] is obtained in a quite standard ergodic framework, but it is also supposed that for the stationary solutionȲ 0 to (1.2) we have
This identifiability condition is hard to verify in practice.
The current work proposes thus to improve on the two aspects mentioned above. It introduces a procedure which applies to non gradient drifts and is valid under less restrictive conditions than (1.3).
Main results
In this section we will first give some general notation which will be used throughout the paper. Then we will specify our assumptions on the coefficients of (1.2) and describe the estimator we are considering. Eventually we give our almost sure convergence result as well as the convergence rate we have been able to obtain. 2.1. Notation. We consider the set of parameters Θ as a subset of R q for q ≥ 1. Let f : R d × Θ → R be a C p 1 . Moreover, we will write ∂ x f (resp. ∂ ϑ f ) for the Jacobi-matrices (∂ x 1 f, . . . , ∂ x d f ) (resp. (∂ ϑ 1 f, . . . , ∂ ϑq f )).
Let M 1 (R d ) denotes the set of probability measures on R d . We say that d is a distance on M 1 (R d ) if it metrizes its usual topology, namely the weak convergence topology. Among those distances we will consider the p-Wasserstein distance, which is defined as follows: for every ν, µ ∈ M 1 (R d ), we introduce the set C(ν, µ) of couplings between ν and µ, that is
Then the p-Wasserstein distance is written as
Remark 2.1. The distance W 1 can also be represented as
We will denote by D p the set of distances on M 1 (R d ) dominated by the p-Wasserstein distance for a given p > 0. Namely, we set
In particular, a distance d that belongs to D p induces a weaker topology than the p-Wasserstein distance. When necessary in some of the next results (or in the numerical experimentations), we will introduce specific distances which belong to D p . is also easily seen to be an element of D 1 thanks to (2.3) . In this article we shall work with the distances d cf,p and d s introduced below in Section 2.5, which are trivially proved to sit in D 1 (due to relation (2.3)).
For a given function f defined on R + and with values in a Banach space E, we denote by δf s,t the increment between some positive s and t: δf s,t = f t − f s .
Assumptions.
Before we proceed to a specific statement of our estimator, let us describe the assumptions under which we shall work. We start by a standard hypothesis on the parameter set Θ, which is supposed to be a compact set.
(H 0 ) : The set Θ is compactly embedded in R q for a given q ≥ 1.
Next we recall that our drift estimators rely on the invariant measure for the solution of equation (1.2) . The existence and uniqueness of this invariant measure is usually obtained under some coercivity assumptions on the drift b. In the current paper we will distinguish between two notions of coercivity, respectively named weak and strong and denoted by (C w ) and (C s ). The weak assumption can be summarized as follows. (ii) For every x ∈ R d and ϑ ∈ Θ the following growth bound is satisfied:
The main part (2.5) of assumption (C w ) states that the coefficient b is inward looking, except maybe on a compact set which is a neighborhood of 0. We now state the strong assumption (C s ), which specifies that b should be inward looking everywhere, and can be expressed as a particular case of (C w ).
(C s ) : Assumption (C w ) holds with β = 0.
As mentioned above, Hypothesis (C w ) combined with the invertibility of σ (and therefore (C s )) classically involves (see e.g. [20] ) the existence of a unique stationary solution for the solution of the following equation for any ϑ ∈ Θ:
Notice that the system (2.7) is identical to our original equation (1.2) . However, let us notice that the fBm is unobserved. Moreover, the uniqueness of the stationary measure must be understood in a weak sense. Namely there exists a unique distribution P ϑ on C([0, ∞), R d ) such that if (Ȳ ϑ t ) denotes a process with distribution P ϑ , then (Ȳ ϑ t ) t≥0 is a stationary solution to (2.7), i.e. shift-invariant (when one considers its canonical version). We denote by ν ϑ the distribution of
Remark 2.3. Note that in this non-Markovian setting, ν ϑ is not exactly the invariant distribution. More precisely, owing to [20] , one can embed (2.7) into an infinite-dimensional Markovian structure which allows the construction of an adapted ergodic theory. An invariant distribution ν ϑ is then defined on this enlarged structure. Without going into the details, one can just say that in this theory, the probability ν ϑ can be retrieved as a marginal of the "true" invariant distribution. In the sequel, we will thus talk about marginal invariant distribution ν ϑ .
Remark 2.4. As mentioned before, the invertibility assumption on σ combined with (C w ) ensures uniqueness of the invariant distribution. However, even though this hypothesis is of first importance under (C w ) (in order to use irreducibility-type arguments), it could be entirely removed under (C s ). Actually, in this case, the contraction assumption implies that two solutions of (2.7) driven by the same fBm but starting from different initial conditions come together at ∞, a.s. and in L 2 , which classically involves uniqueness (see e.g. [9, Lemma 3(ii)] for details). This remark also holds for the Euler scheme (2.13) introduced in the next section but for sufficiently small step γ (see again [9, Lemma 3(ii)] for details).
As said previously, we shall obtain our drift estimators through the analysis of the marginal invariant distribution ν ϑ defined by (2.8). If we want this strategy to be successful, it is natural to assume that ν ϑ characterizes ϑ. We thus label this hypothesis as follows.
It is worth noticing that if d denotes a distance on M 1 (R d ), then one can recast (I w ) as:
We shall use this characterization in order to construct the estimatorθ (see (2.12) below). Also notice that (I w ) refers to a "weak" identifiability condition, which will be resorted to in order to derive the consistency of our estimatorθ. In contrast, the following "strong" identifiability assumption (I s ) defined for a given distance d on M 1 (R d ) will be used to get rates of convergence.
(I s ) There exists a constant C > 0 and a parameter ς ∈ (0, 1] such that ∀ϑ ∈ Θ,
Remark 2.5. We will construct a class of equations, basically obtained as perturbations of Langevin type equations, for which our assumptions (I w ) and (I s ) are satisfied. See Section 6 below.
2.3. Statistical setting and construction of the estimator. We wish to construct an estimator based on discrete observations. In this context, the simplest situation (which will mostly prevail in the paper) is to assume that the solution (Y t ) t≥0 of (2.7) is discretely observed at some instants {t k ; 0 ≤ k ≤ n}, with t k+1 − t k = κ for a given time step κ > 0. Under (C w ), it can be shown (see Proposition 3.3 below) that 11) where =⇒ stands for the weak convergence of probability measures in R d . With this convergence in mind, the heart of our estimation method is then the following observation: under the identifiability assumption (I w ), the most natural way to estimate ϑ 0 is to consider 12) where d is a given (arbitrary) distance on M 1 (R d ). However, in spite of the fact that our formula (2.12) is simple enough, it is also easily understood that ν ϑ is far from being explicitly known (except in some very particular cases such as the Ornstein-Uhlenbeck process). In this paper, we propose to circumvent this difficulty by considering some estimators based on numerical approximations of ν ϑ .
Specifically, the numerical approximations we will resort to are built through an Euler-type discretization of the stochastic process Y ϑ solution to (2.7). Namely, let (s k ) k≥0 be an increasing sequence of numbers such that s 0 = 0, and lim k→∞ s k = +∞. The Euler-Maruyama scheme Z ϑ is then recursively defined by Z ϑ 0 = z 0 ∈ R d and:
whereB is a (simulated) m-dimensional fractional Brownian motion which is a priori different from the driving process B in equation (2.7) (since B is unobserved). When s k = kγ for a given γ > 0, we say that the Euler scheme is a constant step sequence and we denote it by Z ϑ,γ . When
is a non-increasing sequence such that γ k → 0 as k → +∞, the Euler scheme will be called decreasing step Euler scheme. We will work with these two types of schemes in the sequel.
Remark 2.6. In practice it is natural to set Z ϑ 0 = Y 0 where Y 0 is the first observation of the process (Y t ) t≥0 . Let us also remark that in the sequel, for notational sake, one usually denotes by B the fBm related to the Euler scheme Z ϑ . However, the reader has to keep in mind that the fact that the fBms in (2.7) and in (2.13) are different. This certainly prevents us from any pathwise comparison between the observed process and the simulated one.
Remark 2.7. We refer to Section 7 for background on the simulation of the increments of the fBm.
Let us now give an explicit expression for the estimator we are considering in this article. We will focus on the constant step setting in (2.13) for sake of simplicity. Observe that under (C w ), it can be shown (see Proposition 3.4 below) that
(2.14)
where ν γ ϑ denotes the unique marginal invariant distribution of the Euler scheme Z ϑ . By marginal, we mean again that Z ϑ,γ can be endowed with a Feller infinite-dimensional Markov structure which admits a unique invariant distribution under (C w ) (see [40] for details). The first marginal of this invariant distribution is ν γ ϑ . Similarly to what we proposed in (2.12), such a result suggests to define our estimator for ϑ aŝ
where d is again a distance on M 1 (R d ). Note that in the decreasing step case analogous constructions may be carried out, and will be introduced later. Let us also remark that relation (2.15) only involves one Euler scheme path, which is relevant for numerical implementations.
We are now in a position to state our main results. We divide the presentation in two parts. In the next section, we focus on strong consistence results related to the family {θ N,n,γ ; N ≥ 1, n ≥ 1, γ > 0} defined by (2.15), as well as its decreasing step counterpart. Then Section 2.5 is dedicated to the rate of convergence of the estimatorθ N,n,γ . In particular, this second part will involve concentration results related to the SDE and to its Euler discretization.
Main consistency results.
We begin with a first result involving the weak assumption (C w ), which requires to discretize the set Θ in the following sense. According to our hypothesis (H 0 ), the set Θ is compact in R q . Therefore the Borel-Lebesgue property gives us the existence, for every ε > 0, of M ε ∈ N and (ϑ
Thanks to this property, we define the following discretization for all ε > 0 and ϑ ∈ Θ: 
where 
Let us remark that the discretization of Θ given by (2.16) is needed to get strong consistency, due to the fact that under (C w ) we loose uniformity with respect to ϑ in some of our convergence results. We now turn to our main estimator defined in (2.15). The proof of the theorem below is detailed in Section 4.3. We close this section with a result concerning the approximation of invariant measures by an Euler scheme with decreasing time step. Namely we consider an approximation scheme denoted also by Z ϑ , which is defined similarly to Z ϑ,γ in (2.13) except for the fact that the sequence (s k ) k≥0 satisfies:
where (γ k ) k≥1 is a non-increasing sequence of positive numbers such that The convergence theorem we obtain in the decreasing step case is the following. As for Theorem 2.9 , it is achieved under the strong coercivity assumption (C s ). Its proof is developped in Section 4.3. 
is true in a very large setting. For instance, it can be checked that this is satisfied for any polynomial step sequence : γ k = γk −ρ with ρ ∈ (0, 1] and γ ∈ R * + , but also for less decreasing sequences such as γ k = γ(log k) −1 . However, this is not true in full generality (the condition does not hold when γ k = (log(log k)) −1 for instance).
2.5. Rate of convergence. Under our strong identifiability condition (I s ), we will be able to get a rate of convergence for some of our estimators. In order to carry out this task, we shall assume that condition (I s ) is verified for some specific distances on probability measures called respectively d CF,p and d s . These distances are defined in the following way:
(ii) Let {f i ; i ≥ 1} be a family of C 1 b , supposed to be dense in the space C 0 b of continuous and bounded functions and decreasing to 0 at ∞. Consider two probability measures ν and µ in M 1 (R d ). Then the distance d s between ν and µ is defined as: 
Remark 2.14. This non-asymptotical bound theoretically enables to calibrate the "free parameters" γ and N in terms of the number of observations n, which is fixed by the statistical setting. For instance, when ς = 1 (i.e. when q = 2), the first term is of order n −(2−(2H∨1)) and hence, in order to to preserve this rate order, we have to fix γ ≤ n and ν ϑ 0 . Nevertheless, except some particular settings such as the Ornstein-Uhlenbeck process, this exponent ς is unfortunately difficult to compute in some general settings. Finally, let us remark that L p -bounds can be easily deduced from the proof for any p ≥ 2. However, since they do not modify significantly the results, we chose here to only state the quadratic one.
Preliminary Results
In this section we label some basic results about equation (2.7) and its invariant measure for further use. We first recall some ergodic properties of stochastic differential equations driven by a fBm, then we study the continuity of the invariant measure ν ϑ with respect to the parameter ϑ. Under the strong coercivity assumption (C s ), we quantify the distance between the empirical measures respectively related to the process Y ϑ and its Euler approximation Z ϑ . Eventually we give some convergence results for the quantities involved in the right hand side of (2.17).
3.1. Ergodic properties of the SDE and of the Euler scheme. In this section we review several ergodic properties for equation (2.7). These properties are at the heart of our estimation procedure. 
with an exponent α H given by
(ii) For any p > 0 and for any distance d ∈ D p , the following upper bound holds uniformly in ϑ ∈ Θ:
for a strictly positive constant C. In particular, for any p > 0, we have
Proof. We prove the two statements of our proposition separately.
Proof of item (i).
The only difference between our claim and [20, Theorems 1.2 and 1.3] is the uniformity with respect to ϑ ∈ Θ in the convergence in total variation result. However, following carefully the proof of [20] , it can be shown that the constants therein do not depend on ϑ if Hypothesis (C w ) is satisfied. Therefore the constant C ε in (3.1) is uniform in ϑ. 
Proof of item (ii
We now bound separately the two terms on the right hand side of (3.4). If we denote by
Therefore, owing to (3.1) we can choose a coupling (X 1 , X 2 ) ∈ C(Y ϑ t , ν ϑ ) and a constant C > 0 such that
In addition, according to (3.3) and a uniform integrability argument, we easily get the following inequality for the coupling (X 1 , X 2 ) we have chosen in (3.5):
We plug (3.5) and (3.6), applied to ε = α H /2, into (3.4). Going back to the definition (2.2) of the distance W p , we obtain that there exists a strictly positive constant C such that for any t ≥ 0 and any ϑ ∈ Θ we have
The result (3.2) follows.
Next we observe that whenever (C s ) is fulfilled, the polynomial convergence in (3.2) can be replaced by an exponential rate. This is summarized in the following proposition.
Proposition 3.2. Let {Y ϑ ; ϑ ∈ Θ} be the family of processes defined by (2.7). Suppose that Hypothesis (H 0 ) and Hypothesis
with c 2 = α/2 where α is the constant featured in equation (2.5) , and where
Proof. LetȲ ϑ be the stationary solution of equation (2.7). One can easily show, by means of the same arguments as in [18] , that
The result follows trivially. 
(ii) Some discrete versions of (3.8) and (3.9) are also available. Specifically, let η > 0 and set
In particular, the following uniform bound holds true:
Proof. Relations (3.9) and (3.10) are proved in Proposition A.1. As far as the identification of the limit is concerned, the proof follows the lines of [9] and is detailed in Section A.2. 
In particular, we get the following uniform bound for the p-th powers of Z ϑ,γ kγ : 
where C is a positive constant independent of M and γ. Hence, taking limits as M goes to ∞, this yields sup 
Proof. By monotonicity of the norms in L p (Ω), it is enough to consider the case p ≥ 2. Furthermore, it is readily seen from (2.7) that we have
Starting from (3.13), we easily get the following identity for the square of Y
We now invoke the fact that b is Lipschitz continuous under (C w ) plus inequality (2.6) on ∂ ϑ b ϑ in order to get
where c 1 and c 2 are two strictly positive constants. Now apply the elementary inequality |ab|
With relation (3.15) in hand, a standard application of Gronwall's Lemma yields
Let us now get some information about a generic p-th power of Y
To this aim, we resort to Jensen's inequality in relation (3.16) . This gives the existence of a constant c(T, p) such that for any t ∈ [0, T ] we have
Taking the expectation, we finally get
is another finite constant. Hence our result (3.12) follows from the bound (3.3).
We now state the announced continuity property for the family {ν ϑ ; ϑ ∈ Θ}. (2.4) .
Proof. Owing to the very definition (2.4) of D p , it is enough to prove the result for d = W p and for an arbitrary p ≥ 1. Next we apply the triangle inequality and the fact that W p is defined in (2.2) by an infimum over all couplings. This yields the following inequality, valid for any t ≥ 0:
We now bound the two terms in the right hand side of (3.17) . In order to handle the term
We will fix this value of t 0 in the right hand side of (3.17) . Then the difference Y
t 0 is handled thanks to Proposition 3.5. Namely consider δ > 0 such that (with the notations of Proposition 3.5) we have
We conclude by plugging (3.18) and (3.19) into (3.17) . This yields
Further controls under (C s ).
Up to now we have derived properties of the system (2.7) under the weak coercive assumption (C w ). In this section, we focus on possible additional bounds one can obtain under the stronger hypothesis (C s ). We will first see how (C s ) guarantees a uniform control on the distance between the Euler scheme and the SDE, for a general decreasing sequence of time steps. Then we will show that (C s ) ensures a some additional uniform continuity in ϑ for the occupation measures of Y ϑ .
We consider here Euler type approximations in continuous time, with time steps γ n satisfying (2.19) . In order to define this Euler approximation (Z ϑ t ) t≥0 , we set s 0 = 0 and s n = n i=1 γ i for all n ≥ 1. Then for any n ≥ 0, the process (Z ϑ t ) t≥0 is given recursively by
Notice that the fractional Brownian motion B in (3.21) is the same as the fBm driving equation (2.7). The control we get on Z ϑ is summarized in the following proposition. (i) For any p ≥ 2, there exist some positive constants ρ and C such that for any n ≥ 1 we have 22) where the function φ k,p is defined, for any k ≥ 0, by
(ii) Assume in addition that γ n → 0 as n → +∞. Then for any p ≥ 2, there exists n 0 ∈ N and some positive constants ρ and C such that for any n ≥ n 0 we have
Proof. Let n ≥ 0 and consider the dynamics of
Starting from this equation, we divide the proof in several steps.
Step 1: Contracting bound for ε t . Consider a parameter η > 0. We wish to use the coercivity assumption (C s )(i) in order to get an upper-bound on the following derivative:
To this aim, observe that thanks to (3.25) the quantity ε t , ε t can be expressed as:
Then we invoke (C s )(i) and the elementary inequality ab ≤ a 2 + b 2 , valid for all a, b ≥ 0. We obtain 27) where the second inequality is due to relation (2.5) and the definition (3.25) of ε t . We now plug relation (3.21) into this inequality in order to get
from which we easily end up with
Eventually we apply Young's inequality with parametersp = p/(p − 2) andq = p/2 and some appropriate weights to (3.28) . This yields the existence of a constant C = C p,L such that
We are now ready to give some information about expressions of the form e ηt |ε t | p . Namely we set η = pα/4, then we apply identity (3.26) and inequality (3.29) . This easily yields
Step 
which yields
, an elementary induction procedure yields the following relation for every n ≥ 1:
This proves our claim (3.22).
Step 3: Proof of (3.24). In order to obtain our second statement (3.24), one needs to go back to inequality (3.31). Then observe that hypothesis (2.5) yields
which leads for any p to the existence of a constant C such that
Since lim n→∞ γ n = 0, one checks easily that there exists a n 0 such that for any n ≥ n 0 we have the following inequality:
Plugging this information into (3.32), we end up with
Our assertion (3.24) then follows by an induction procedure exactly as for Step 2.
We now give a continuity results (with respect to the parameter ϑ) for some occupation measures related to our processes of interest. The proofs are postponed to Appendix B. 
Remark 3.9.
In the sequel we will analyze several quantities like (3.34), where we compare two discrete random measures on
. In this context we will always upper bound quantities of the form d(ν 1 , ν 2 ) for a distance d in D p . To this aim, resorting a trivial coupling between ν 1 and ν 2 , it is enough to prove an almost sure upper bound on
We will adopt this strategy throughout the paper, the typical outcome being an a.s. bound on d(ν 1 , ν 2 ). Straightforward extensions to a continuous time setting allow to handle quantities of the form (3.33).
Proof of the consistency theorems
The aim of this section is to achieve the proof of Theorems 2.8, 2.9 and 2.10. We first establish a general asymptotic result for a family of contrasts in Sections 4.1 and 4.2. Then we will combine this general proposition with our preliminary results of Section 3 in order to prove our main claims. 4.1. Uniform convergence of the contrast. In this section we state some uniform convergence results for the contrast, i.e for the function involved in the definition of estimators such as (2.15). We should notice at this point that our uniform convergence results hold only under the assumption (C s ). In case of a constant time step Euler scheme, we get the following result. 
In particular, we have lim
(ii) The occupation measure of the Euler scheme converges to the invariant measure ν γ ϑ as the number of steps goes to ∞, that is:
Proof. We prove the three items separately.
Proof of (i).
For sake of simplicity, we only detail the proof for p = 2. The extension to a general p does not generate particular difficulties and can be done as in Proposition 3.7. We start from the following inequality:
Let us consider the three terms of the right-hand side of (4.1) successively. First, without loss of generality, we can assume that
0 . Furthermore, we have that Z ϑ,γ nγ = Z ϑ nγ for all n ≥ 1, where Z ϑ is defined by (3.21) . Then, by Proposition 3.7 (i) applied with γ n = γ, we have
where we recall that φ k,p is defined by (3.23) . Using that b ϑ is sublinear (uniformly in ϑ) and the fact that the increments of B satisfy relation (1.1), one obtains 
whereZ ϑ,γ denotes a stationary Euler scheme built with the same noise process as for for Z ϑ,γ . Thus, thanks to the fact that
(k−1)γ ) a straightforward induction under assumption (C s ), similar to (3.27), leads to
We choose γ 0 = α/L 2 in such a way that 2α − γL 2 ≥ α for any γ ∈ (0, γ 0 ]. In addition, recall that Z ϑ,γ 0 = z 0 . Then, by possibly picking a smaller value of γ 0 , we deduce from Proposition A.2 that lim sup
Eventually, the last term in the right hand side of (4.1) tends to 0 uniformly in ϑ as N → +∞ by Proposition 3.1. This concludes the proof of (i).
Proof of (ii). By Proposition 3.4, the convergence of d(
, ν γ ϑ ) to 0 is true for the simple convergence. In order to extend this result to a uniform convergence in ϑ, we use Proposition 3.8(ii) to obtain that the family {ϑ → d(
, ν γ ϑ ); N ≥ 1, ϑ ∈ Θ} is equicontinuous for a fixed γ ∈ (0, γ 0 ]. Actually, for some given ϑ 1 and ϑ 2 ,
The second term goes to 0 as ϑ 1 − ϑ 2 → 0 by Proposition 3.8(ii). This is also the case for the first one by letting N go to ∞ in Proposition 3.8(ii) (for instance).
Proof of (iii)
. This is a simple consequence of the two previous statements and of Proposition 3.3(ii).
We now generalize Proposition 4.1 to the case of a decreasing time step for the Euler scheme (2.13). 
Then we have
Proof. For notational convenience, the proof will be detailed for the continuous-time Euler approximation (Z ϑ t ) t≥0 defined by (3.21), with step sequence (γ n ) n≥1 . An application of the triangular inequality allows us to bound the left hand side of (4.4) as follows:
Our claim can thus be reduced to prove that lim n→+∞ A 1,n = 0, and lim
Furthermore, the fact that lim n→+∞ A 1,n = 0 is a direct consequence of Proposition 3.3-(ii). We thus focus on the asymptotic behavior of A 2,N in the remainder of the proof.
In order to bound A 2,N , let us set s = max{s k , s k ≤ s}. Then we observe that
Therefore we can split A 2,N into
where the quantities A 2j,N (ϑ) for j = 1, 2, 3 are defined as follows:
We will now treat those three terms separately.
The term A 23,N is easily handled by applying Proposition 3.3 (i) (simple convergence) and Proposition 4.1 (i) (equicontinuity). We thus get We invoke the strategy outlined in Remark 3.9. This means that we are reduced to prove the following limit :
To this aim, we first note that 10) and thus there exists a constant c p ,σ such that
Next we upper bound the first term in the right hand side of (4.11) invoking successively Jensen's inequality and Fubini's theorem. We obtain that
where we have introduced the additional notations = min{s k , s k > s}. Taking into account the fact that |t − s| ≤ γ k+1 for any s, t ∈ [s k , s k+1 ), we end up with
Furthermore, since b ϑ is uniformly sublinear in ϑ and owing to (3.9) we know that 
from which it is easily seen that
We can conclude that the first term in the right hand side of (4.11) vanishes as N → +∞ due to our identity (4.12).
In order to prove that the second term in the right hand side of (4.11) converges to 0, we invoke Kronecker's lemma (in its continuous version, see [14, Theorem 2.1]). We get that it is sufficient to prove that:
However, due to the fact that (t − t) γ k+1 if t ∈ [s k , s k+1 ), we have,
where c is a positive constant and where the last inequality stems from hypothesis (4.3). Hence, Kronecker's lemma yields 1
Now inequality (4.11) combined with (4.14) and (4.15) easily yields (4.9). We conclude that lim
Going back to our decomposition (4.6), we still have to prove that lim N →+∞ sup ϑ∈Θ A 21,N (ϑ) = 0. To this end, let us write A 21,N (ϑ) in its discrete form:
Then invoking Remark 3.9 once more, we are reduced to prove
In order to achieve (4.17) consider the integer n 0 given by Proposition 3.7 (ii). 
We now bound the right hand side of (4.17) by means of (4.18) whenever k n 0 and invoking (3.24) when k n 0 + 1. This gives
The first term in the right-hand side of (4.19) is clearly evanescent as N → +∞. Let us focus on the second one. By a Fubini type transformation, we get
where the last inequality is due to the fact that (γ k ) is non increasing. Since x → e −ρx is a non-increasing function, we remark that for ∈ {0, . . . , N − 2},
Thus, in order to see that the right hand side of (4.19) vanishes as N → +∞, it remains to show that
where we recall that φ ,p is defined by (3.23) and thus 
Furthermore, since b ϑ is uniformly sublinear in ϑ and lim →+∞ γ p +1 = 0, it easily follows along the same lines as for (4.14) that:
We now turn to the term in (4.21) involving the fBm, for which we use the classical discrete Kronecker lemma. To this aim, we remark that
where the last inequality stems from assumption (4.3). From (4.23), it is easily seen that
We are thus in position to apply Kronecker's lemma to the sequence (
Let us summarize our computations so far. Gathering Eventually, plugging this information into (4.5) yields our claim (4.4).
4.2.
A general convergence result. The consistence of our estimators will rely on the following general proposition about convergence of minimizers for a sequence of random functions. Observe that our sequences below are indexed by a generic r which sits in an unspecified set. This simplifies the subsequent applications of the proposition to our indices N, n, γ in the remainder of the section.
Proposition 4.3. Let Θ be a compact set and (ϑ → L r (ϑ)) r denote a family of non-negative random functions. Assume that:
(1) With probability one,
) The function ϑ → L(ϑ) is non-random and continuous on Θ.
(3) For any r, the set argmin{L r (ϑ), ϑ ∈ Θ} is nonempty.
Then, for a fixed r, letθ r ∈ argmin{L r (ϑ), ϑ ∈ Θ}. Let A denote the limit points of (θ r ) r . Then we have
In particular, if L attains its minimum for a unique ϑ , then lim rθr = ϑ .
Proof. Let ϑ be an element of argmin{L(ϑ), ϑ ∈ Θ}. We consider a generic element ϑ ∞ ∈ A and its related convergent subsequence (θ rn ) n 0 . Then we can upper bound L(ϑ ∞ ) as follows:
We now bound the two terms in the right hand side of (4.25). On the one hand, by definition ofθ r ,
Hence, thanks to the fact that lim r L r (ϑ) = L(ϑ) for all ϑ ∈ Θ, we get lim sup
On the other hand, we also have
Therefore we can invoke the continuity of L to bound the first term in the right hand side of (4.27), plus the uniform convergence of L r to L in order to handle the second term. This yealds
Plugging (4.28) and (4.26) into (4.25), we obtain that L(ϑ ∞ ) ≤ L(ϑ ) and thus ϑ ∞ belongs to the set argmin{L(ϑ), ϑ ∈ Θ}. This finishes the proof.
Proofs of the convergence theorems.
With all our preliminary considerations in hand, we are now ready to prove the main convergence results for our estimators. This is briefly outlined below.
Proof of Theorem 2.9.
Recall that the family {θ N,n,γ , (N, n, γ) ∈ N 2 × R * + } is defined by (2.15). We wish to apply Proposition 4.3 with r = (N, n, γ 
(4.29)
In addition, owing to Proposition 3.6 and Assumption (I w ), L is continuous and ϑ 0 is the unique minimum of L. We have thus checked that the hypothesis of Proposition 4.3 are fulfilled, from which Theorem 2.9 is easily deduced.
Proof of Theorem 2.10 . The proof goes along the same lines as for Theorem 2.9. Namely we apply Proposition 4.3 to the sequence {θ N,n , (N, n) ∈ N 2 } defined by (2.20) . To this aim, we set
Then according to Proposition 4.2, the sequence (L N,n ) N,n converges uniformly to L defined by (4.29) when N, n → +∞. Furthermore, the continuity of L follows as in the proof of Theorem 2.9. Our claim is thus easily deduced.
Proof of Theorem 2.8 . We still wish to apply Proposition 4.3 to the family {θ (2.17) . However, since we only assume (C w ) instead of (C s ), one is only able to obtain simple convergence properties on Θ. In order to circumvent this problem, we have restricted our analysis to the discretized parameter set Θ (ε) introduced in (2.17). For a given ε > 0, Θ (ε) is finite and hence, one deduces from Propositions 3.3(ii) and 3.4, that
where L is defined by (4.29). Now, denote by A (ε) the set of limit points of (θ 
Furthermore, L is a continuous function such that L(ϑ 0 ) = 0. Thus, since dist(ϑ 0 , Θ (ε) ) → 0 as ε → 0, one deduces that min ϑ∈Θ (ε) L(ϑ) → 0 as ε → 0. Owing to (I w ), this implies that any sequence (ϑ (ε) ) ε of A (ε) converges to ϑ 0 . This concludes the proof.
Rate of convergence: proof of Theorem 2.13
All along this section, we assume (C s ) and (I s ). Our aim is to bound the quantity E[|θ N,n,γ − ϑ 0 | 2 ] whereθ N,n,γ is defined by (2.15). Owing to (I s ), we are reduced to study
where q := 2/ς and ς ∈ (0, 1] is given in (I s ). Our strategy of proof is based on the following decomposition Lemma 5.1. Letθ N,n,γ be the estimator defined by (2.15) and recall that ν ϑ is defined by (2.8)
where D
N,γ (ϑ), and D 
Proof. Let us writeθ forθ N,n,γ throughout the proof in order to ease notations. We first apply the triangular inequality, which yields
where (Y t ) t≥0 is the observation process given by (1.2). Next, we invoke the fact thatθ minimizes the quantity d
We further split the second term in the right hand side of (5.6) as follows:
and resort to a similar decomposition for the third term in the right hand side of (5.6). It is then readily checked that plugging (5.7) into (5.6) we end up with our claim (5.2).
In the remainder of the section, we shall handle the L q -moments of D (1) n , sup ϑ∈Θ |D n . We start this section by giving a notation concerning expectations of empirical measures. 
With this notation in mind, we can now deliver our L q estimate for D (1) n . 
Lemma 5.3. Let
Proof. We decompose D (1) n as follows:
For the term D (11) n , we can use the contractivity assumption (C s ) on the drift b which implies that two solutions of the SDE (1.2) with different initial conditions converge exponentially pathwise to each other as t → +∞ (see e.g. [18] ). More specifically, we have already seen in (3.7) that the arguments of [18] entail Y t −Ȳ t L p (Ω ≤ c 1 e −c 2 t for two positive constants c 1 , c 2 , where we recall thatȲ designates the stationary solution of (2.7). Hence for a Lipschitz function f : R d → R we easily get the existence of a constant C > 0 such that 
The term D (12) n is handled in Proposition 5.4 below and specifically in relation (5.12). Therefore, plugging (5.11) and (5.12) into (5.9), relation (5.8) is proved.
Proposition 5.4. Let d be one of the two distances d s and d CF,p with
The proof of the proposition is based on the following lemma:
Lemma 5.5. Recall that (Y t ) t≥0 is given by (1.2) . Then for all q 1 and for all Lipschitz function f :
Proof. We invoke a concentration result for large time borrowed from [39, Theorem 2.3] . This result asserts that: there exists C > 0 such that for all Lipschitz functions f : R d → R and for all r 0,
Lip r 2 n 2−(2H∨1) ).
(5.14)
Therefore, one can check that (5.13) holds true by plugging inequality (5.14) into the classical formula
which is valid for any positive random variable X.
Proof of Proposition 5.4.
We will only give details about d CF,p since d s can be treated exactly along the same lines. Furthermore, since our parameter q is greater than 2, by using Jensen inequality and the linearity of E into the definition (2.21) of d CF,p , we get:
where f ξ (x) = e i ξ,x . Since f ξ Lip ≤ |ξ|, we thus deduce from Lemma 5.5 that
The integral in the last inequality is finite owing to the fact that we chose p > (q + d)/2. Our claim thus follows.
L q bound on D
N,γ . Our aim in this section is to get an equivalent of relation (5.8) for the term D 
We thus deduce that
Recall that q ≥ 2. Hence a direct application of Jensen's inequality gives
Now according to Proposition 3.7 (i) and Proposition A.2 (ii) (see also the proof of Proposition 4.1 (i)), it is readily checked that
Gathering this information with (5.16), inequality (5.15) is easily deduced.
L q bound on D (3)
N,γ . The quantity (5.5) is the hardest to treat among the terms in our decomposition (5.2), due to the fact that we wish to achieve a uniform bound in ϑ. We summarize our analysis in the following lemma. 
Proof. We will further decompose the term D
N,γ and then divide our analysis in several steps. First, let us introduce some notations: denote by T the quantity N γ and for all t ∈ [0, T ], set t := inf{kγ | kγ t < (k + 1)γ} as we did in the proof of Proposition 4.2. With this notations in hand, we have D
dt) from which we deduce the following decomposition:
where
We will now handle those two terms separately:
Step 1:
We now proceed as in Section 5.2 in order to get the equivalent of (5.16) thanks to Jensen's inequality. We get
In order to bound the right hand side of (5.20), we start by recalling the bound (4.10) for
The drift term above is now bounded thanks to the sublinear growth of b ϑ given by (2.5) and the uniform bound on the L q moments of Y ϑ t given by Proposition A.1. As far as the term |B t − B t | is concerned , we obviously have thanks to (1.1) and the fact that |t − t| ≤ γ:
From here, it is readily checked that
Plugging this information into (5.20) we end up with
Step 2: Bound on D
N,γ (ϑ) for a fixed ϑ. For a fixed value of ϑ ∈ Θ, the term D
N,γ (ϑ) will be handled similarly to Section 5.1. Namely, along the same lines as for relation (5.9) we write
Then the first term in the right hand side of (5.22) is handled exactly as (5.10) in Section 5.1, which yields 1
The second term in the right hand side of (5.22) can be upper bounded thanks to a continuous time version of Lemma 5.5 (also based on [39, Theorem 2.3] and left to the reader for the sake of conciseness). We get
Therefore putting together (5.23) and (5.24) and arguing as in Section 5.1, we get that for
where C q is a positive constant which does not depend on ϑ.
Step 3: Bound on sup ϑ∈Θ D
N,γ (ϑ). In order to gor from (5.25) to a bound for the supremum over Θ, we proceed to a discretization of the parameter space Θ as in Section 2.4. Towards this aim, we will use the following notation: for any ϑ ∈ Θ, we set
Let ε > 0 and recall that Θ (ε) := {ϑ
where ϑ (ε) is defined by (2.16). Therefore
and finally
Owing to inequality (5.25) for a fixed ϑ ∈ Θ, we can deduce from (5.27) that
In the remainder of the step, we thus focus on the first right hand term in (5.28). Namely we will show the existence of an integrable random variable ζ T > 0 such that for all ϑ 1 , ϑ 2 ∈ Θ we have |ϕ(
For this purpose, let us split the quantity |ϕ(ϑ 1 ) − ϕ(ϑ 2 )| in two terms
Then, one can show the following inequalities for any
where r is given in assumption (C s ) and where equation ( 
and then if we choose ε := T −η for some η > 0, we finally get
It just remains to optimize in η to conclude that: (2H ∨ 1) ). By putting together (5.18) with both (5.21) and (5.34), this concludes the proof of (5.17).
Let us now conclude the section. Through inequality (5.2) and the control of the three right hand side terms, namely (5.8), (5.15) and (5.17), we are in position to conclude that Theorem 2.13 holds true.
Identifiability assumption
In this section we will provide some examples of equations of the form (1.2) for which the crucial assumptions (2.9) and (2.10) are satisfied. We first review briefly the diffusion case in Section 6.1, and then give a particular example in the fractional Brownian motion case in Section 6.2. 
where F is considered as a subspace of L 2 (ν ϑ 1 ). We assume that
If this condition is satisfied for all couples
where D 2 f denote the Hessian matrix of f . By a classical criterion, ν ϑ is invariant for (1.2) when H = 
The result follows.
In other words, this result says that in the diffusion setting, the identifiability assumption is true if Proj F (b ϑ − b ϑ 0 ) is not the null function for any ϑ = ϑ 0 . Notice that this is always true in the one-dimensional case or if b ϑ is a gradient. Unfortunately, the generalization of this simple characterization to SDEs driven by fBm is far from being straightforward.
6.2. Fractional Brownian motion case. In this section we wish to check (I s ) for some specific examples of equation (2.7) and for the distance d cf,p . Specifically, we shall consider a family Y ϑ,λ of real valued processes defined by
where B is a 1-dimensional fractional Brownian motion. In equation (6.1) the quantity λ is a small enough parameter, which is assumed to be known. The estimation procedure is still for ϑ only. The coefficient b ϑ is bounded together with its derivatives with respect to y and ϑ. The process Y ϑ,λ has to be seen as a small perturbation of a fractional Ornstein-Uhlenbeck process with parameter ϑ. We also assume that ϑ is a 1-dimensional parameter and:
Let us start our analysis by the case X ϑ ≡ Y 0,ϑ , that is the fractional Ornstein-Uhlenbeck process itself, solution of the following equation:
It is easily seen that X ϑ is a centered Gaussian process whose variance is given (see e.g. [20, p.724] ) by
In this case our assumption (I s ) is easily satisfied, as shown in the following lemma. 
Proof. It is well-known (see e.g [6] ) that for the fractional Ornstein-Uhlenbeck process we have
Taking expression (2.21) into account, this yields
from which our claim (6.5) is easily proved. Notice that the fact that ϑ is bounded away from 0 is crucial here in order to ensure the continuity of ϑ → σ ϑ in (6.6) on the interval [m, M ].
Let us also state an elementary bound on ordinary differential equations for further use. 
Then y is uniformly bounded in t and verifies
Proof. Equation (6.8) admits an explicit solution under the form
Plugging the bounds (6.7) into the above expression, we easily get
which is our claim.
We now wish to extend Lemma 6.2 to the model given by equation (6.1). Namely we wish to prove the following proposition. 
Proof. Owing to the definition (2.21) of the distance d CF,p , we have
We will decompose this quantity as follows: 10) where the quantities I 1j and I 3 are defined by
and where we recall that the Ornstein-Uhlenbeck process X ϑ is given by (6.3) . In equation (6.10), we also have
In the definitions above, t is an arbitrarily large time, to be determined later on. Our goal is now to lower bound I 3 and upper bound I 1,j and I 2 .
Lower bound for I 3 . In order to lower bound I 3 , we proceed as in Lemma 6.2. Indeed, Lemma 6.2 stems from a lower bound on
while we are interested here in a lower bound on
for a fixed t. However it is readily checked from (6.4) that there exists t 0 > 0 such that for all t ≥ t 0 we have
with a given constant c 1 > 0 depending on m, M .
Upper bound for I 1j . Recall that both b ϑ and ∂ y b ϑ are bounded by 1. We also assume that λ is small enough so that λ ≤ m(1 − ε) with ε > 0. Then it is readily checked that x → −ϑx + λb ϑ (x) satisfies the condition (C s ). Hence one can see as in (3.7) that
If we wish to have I 1j ≤ c 3 |ϑ 1 − ϑ 2 | 2 , with c 3 arbitrarily small, it is thus sufficient to pick t ≥ t 1 with t 1 = C log
In the sequel we choose this time t 1 such that
Upper bound for I 2 . We start by recalling that 13) where the rectangular increment ∆ R Y t is given by
(6.14)
Notice that I 2 can be expressed as 15) where ψ ξ is the oscillating function e iξx and ∆ R ψ ξ (Y t ) still denotes a rectangular increment as in (6.14) . Moreover, resorting to the path a introduced in (6.13) we get
and computing the differential ∂ 2 rτ [ψ ξ (a(r, τ ))] explicitely we get
Taking into account (6.16) and (6.15) , plus the fact that ψ and its derivatives ψ , ψ are bounded by |ξ| 2 and |ξ| 2 g p is integrable if p > 3/2, we get that
In order to bound the right hand side of (6.17), we are now reduced to the estimation of 
Plugging this inequality into (6.17), we end up with
We now choose λ such that λ ≤ 1 4
, where c 1 is defined by (6.11) and ε = 1/2. This yields
We now gather (6.19) and (6.12) into (6.10), which proves our claim with λ 0 = 1 4
Numerical Discussions and Illustrations
In this section, we provide several numerical examples in order to illustrate our main results. To this end, we first investigate several numerical questions which are related to our theoretical results.
Simulated data and Euler scheme:
In order to test our results, we have chosen to simulate our observations. Nevertheless, the fractional SDE (1.2) cannot be simulated exactly, except in some particular cases. Therefore we have opted for a discretization procedure thanks to a simple first order Euler scheme with very small step γ (namely γ = 10 −3 ) in order to get a sharp approximation of the true process.
Let us recall that in the additive setting of equation (1.2) the simple Euler scheme converges strongly to the true SDE, while this is not true in general in the multiplicative case (see e.g. [31] ). The convergence of the scheme can be checked for instance through Proposition 3.7(i), applied with constant step γ. Furthermore, taking the expectation in Proposition 3.7(i) leads to a marginal control of the L 2 -distance between the Euler scheme and the true SDE (with same fBm) of order γ H (independently of the horizon). This confirms that our approximation of the observations is reasonable when H is not too small (getting a control for the uniform distance is more involved).
Let us also recall that the increments of the fBm can be simulated through the Wood-Chan method (see [44] ), which is based on the embedding of the covariance matrix of the fractional increments in a symmetric circulant matrix (whose eigenvalues can be computed using the Fast Fourier Transform). Therefore up to the approximation of the true SDE detailed above, we now assume that we are given a sequence (Y kγ ) k≥0 , where (Y t ) t≥0 is a solution to (2.7) with a given θ 0 . Then we select from this path a subsequence of observations (Y t k ) n k=1 where t k = kγ, which means in particular that we assume γ to be of the form k 0 γ with k 0 ∈ N * .
Computation of the distance between empirical measures:
The theoretical construction of an estimator like (2.15) involves in practice the computation of the distance d between the empirical measures of the observed process and of the Euler scheme, for a distance d ∈ D p as defined in (2.4). We briefly describe how to compute this kind of distance.
Whenever d is the p-Wasserstein distance, an explicit computation of the distance d in (2.15) is possible if the observation Y is 1-dimensional. To this aim, one can use the following representation (see [36] ): if µ and ν are two one-dimensional probabilities with c.d.f F and G respectively, then for all p > 0 we have
where F − and G − denote the (left or right) pseudo-inverse of F and G. Moreover, when
j=1 q j δ y j , the computation of the right hand side above can be made explicit through a reordering (and using the fact that F −1 and G −1 are stepwise constant). In particular, when n 1 = n 2 = n and p i = q j = 1/n, the Wasserstein distance between µ and ν simply reads
We will use this representation in our simulations.
In higher dimension, the computation of the Wasserstein distance generally requires approximation/optimization methods which are out of the scope of this paper. In this context it seems to be numerically simpler to work with an approximation of the distance d CF,p (defined in (2.21)), which is also used for our analysis of the rate of convergence. Such an approximation can be obtained by a standard discretization of the integral which appears in the definition (2.21).
Minimization of the distance with respect to ϑ: Eventually the implementation of our estimation procedure relies on an optimization problem in order to compute the argmin in (2.15). More specifically, in case the estimator is built with a constant step Euler scheme, this consists in minimizing the function
In this paper, we only use the naive approach which consists in evaluating the function on a (finite) grid and then computing the minimum on this finite set. This minimization algorithm is clearly restricted to a low dimensional setting. A rigorous investigation of this question would involve more sophisticated optimization methods, such as gradient-type descents.
Observe that a gradient descent should be reasonably straightforward to implement on a distance like d CF,p , for which the computation of the gradient has an explicit expression. However, the additional workload in order to carry out this optimization method would clearly lead us too far. We have thus chosen to postpone this study to a future paper.
Numerical illustrations:
Let us now turn to some numerical tests, for which we consider two one-dimensional examples. We begin with the classical Ornstein-Uhlenbeck (OU) process: We consider the process X ϑ defined by (6.3) , where ϑ is assumed to sit in a compact interval of (0, +∞) like in (6.2). Let us recall that this case is a toy example since the Gaussian linear structure of the OU-process allows to develop specific estimation methods (on this topic, see [27] or more recently [42] and [5] ). The assumptions (H 0 ) and (C s ) are clearly satisfied, whereas (I s ) follows from Lemma 6.2. Using the strategy described in the first part of this section, we get a discretely observed path of Y with the following parameters:
and different values of H. In Figure 1 , we depict the function F d defined in (7.2) with d = d CF, 2 for H = 0.3 and H = 0.7 respectively. As in the next examples, the Euler scheme is computed with N = n and γ = 10 −2 as specified above. We remark that the function attains its minimum very close to the true value of ϑ. We also observe that the function F d is more flat when H is
small, which is consistent with the fact that H → σ 2 ϑ in (6.6) is an increasing function. Figure 2 below is devoted to a comparison between the different p-Weisserstein distances as p varies. Namely we fix H = 0.3 and we compute the function F d defined by (7.2) with d = W p for different values of p. Notice that in the 1-dimensional case we are considering we can resort to formula (7.1), since we have chosen N = n. The true parameter is still ϑ = 2. Our distances all perform correctly, although p = 4 seems to yields a slightly sharper contrast. We now consider a second example with a non linear dependence in ϑ, namely an equation of the form: dY
In this case, we only compute the Wasserstein distance for different values of p with the same choices of parameters. Once again, the minimum of the function F Wp is attained close to ϑ 0 = 2. One also observes that the local behavior in the neighborhood of ϑ 0 is similar to the linear case. A.1. Moment estimates. We start by bounding the moments of Y ϑ and its occupation measure.
Starting from (A.5), one can easily get a bound on |Y ϑ t − X t | 2p . Namely, due to the fact that Since Σ is a Gaussian process, the extension from a second order moment to a moment of order 2p is trivial. We thus omit details for sake of conciseness.
(ii) Let γ 0 ∈ (0, 1) and γ ∈ (0, γ 0 ). First note that by induction, we have for all k ≥ 1: (1 − γ)
Since the sequence (∆ i n ) n 1 is ergodic for every i ∈ {1, . . . , d}, we have
and our claim (A.13) follows. This finishes the proof.
With those preliminary considerations on Σ in hand, we can now prove our Proposition A.2.
Proof of Proposition A.2. As previously, we will prove the result for 2p instead of p. Moreover, for sake of simplicity, we write Z ϑ instead of Z ϑ,γ . According to the dynamics (A.8) for Σ and (2.13) for Z ϑ , we have for all k 1, In order to treat the second term in (A.14), we recast it as
Then, we invoke our condition (C w ) to bound the first term in the right hand side above and Young's inequality for the second term. Similar manipulations can be performed for the third term in (A.14). We let the patient reader check that for some arbitrary parameters ε, ε we get We now choose ε = We thus easily get that µ is stationary. Now, let us prove that µ is the law of a solution to (2.7). Without loss of generality, we can say that a process (x t ) t≥0 is a solution to (2. is the law of a fBM follows again from the ergodicity of the increments of the fBM. Summarizing our considerations, we have proved that µ is a stationary measure related to the system (2.7). Therefore we have µ = L((Ȳ ϑ t ) t≥0 ), which concludes the proof.
