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EQUATIONS OF SEMICONDUCTOR DEVICES II*
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Abstract. In part I of the paper (see Zlámal [13]) finite element solutions of the nonstation-
ary semiconductor equations were constructed. Two fully discrete schemes were proposed.
One was nonlinear, the other partly linear. In this part of the paper we justify the nonlinear
scheme. We consider the case of basic boundary conditions and of constant mobilities and
prove that the scheme is unconditionally stable. Further, we show that the approximate
solution, extended to the whole time interval as a piecewise linear function, converges in
a strong norm to the weak solution of the semiconductor equations. These results represent
an extended and corrected version of results announced without proof in Zlámal [14].
Keywords: semiconductor devices, finite element method, fully discrete approximate
solution, convergence
MSC 2000 : 65N30, 65N12
1. Introduction
We consider the case of constant mobilities,
µn = const > 0, µp = const > 0.
For simplicity, we restrict ourselves to two dimensions. After scaling introduced in
part I of the paper (see [13]), the nonstationary semi-conductor equations assume
*The manuscript of this paper was found in the inheritance of the late Prof. M. Zlámal
(1924–1997) in the form of a preprint edited by Department of Mathematics of EPFL
(Lausanne). It was submitted for publication by his co-workers with agreement of Mrs.
Zlámal, the widow of Prof. Zlámal. The paper is a continuation of Reference [13].
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the form (see I, (1.5)–(1.7))
−∆ψ = α(p− n+N(x)) in Ω ∀t ∈ (0, T ),(1.1)
∂n
∂t
= δn∇ · (∇n− n∇ψ)−R(n, p) in Q,(1.2)
∂p
∂t




, Q = Ω× (0, T ).
Here all quantities are dimensionless, δs = γsµs (s = n, p), γs are positive constants
introduced in part I, x = (x1, x2) and the boundary Γ of the bounded domain Ω
is a polygon, i.e. the union of a finite number of linear segments Γj , 1  j  J
(Γj+1 follows Γj according to the positive orientation). We also fix a partition of
the set {1, . . . , J} into two subsets D and N and denote Γ1 = ⋃
j∈D








































ν is the unit outward normal to Q and we assume
Γ1 = ∅.







= p0(x) in Ω, n0(x), p0(x) > 0 on Ω
and the requirement
(1.7) n(x, t) > 0, p(x, t) > 0 on Q.
The weak formulation of the problem reads as follows (it differs somewhat from that
introduced in part I, Remark 1.2):







0 and N measurable and bounded on Ω, n0, p0 ∈ H1,q(Ω), q > 2, n0 > 0 and
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p0 > 0 on Ω, find ψ, n, p such that ψ − ψ∗ ∈ L∞(0, T ;V ∩ H1,∞(Ω)), n − n∗,
p− p∗ ∈ L2(0, T ;V ) and
∀t ∈ (0, T ) d(ψ, v) = α(p− n+N(x), v) ∀v ∈ V,(1.8)
d
dt
(n, v) + δnν
2(ψ;n, v) + (R(n, p), v) = 0(1.9)
in D ′((0, T )) ∀v ∈ V,d
dt







= p0 in Ω,(1.11)
∀t ∈ [0, T ] n  0, p  0 a.e. in Ω.(1.12)




0} and the form d(ψ, v) has the same meaning as in part I, (1.18), whereas




∇ψ · ∇v dx, ν2(ψ;n, v) =
∫
Ω
(∇n− n∇ψ) · ∇v dx,(1.13)
π2(ψ; p, v) =
∫
Ω
(∇p+ p∇ψ) · ∇v dx.
We will prove later that if ψ, n, p, belonging to the spaces introduced above, satisfy
(1.8)–(1.10), then n, p ∈ C([0, T ];L2(Ω)), hence the initial condition (1.11) makes
sense. We also prove that under a condition on ∂Ω introduced later the problem P
has at most one solution.
In the sequel, we assume that all requirements concerning the data introduced in
the definition of the problem P are satisfied (if more assumptions are needed, they
will be explicitly introduced).
2. A fully discrete approximate solution
We consider a family {Th} of triangulations of Ω. If an element K belongs to Th,




In the paper we need the following assumption.
A0: The family {Th} fulfills the minimum angle condition, i.e. if θh is the minimum




Th is not greater than 12 .
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	 2.1. If J is the Jacobian matrix of the linear mapping which maps
a given triangle K on the reference triangle K̂, then




These bounds are very simple consequences of the minimum angle condition (see
Zlámal [15]). We will use them implicitly at several places.
By Wh we denote the space
Wh = {v : v ∈ C(Ω), v is a linear polynomial on each K ∈ Th},
Vh ⊂Wh is the space




Let Ψ, N , P , v belong to to Wh. By Ψj, . . . we denote the value of ψ, . . . at the










(JT )−1DKJT∇N · ∇vr dx−
∫
K












(JT )−1BKJT∇P · ∇vr dx+
∫
K
Pr∇Ψ · ∇vr dx
)
,
J is the Jacobian matrix of the mapping which maps K on K̂ in such a way that
the node xr is mapped to the vertex (0, 0) in the reference plane (see I, p. 33), vr is
the value v(xr), vr is the basis function associated with the node xr and BK , DK
are the matrices
(2.3)
BK = diag(B(Ψ1 −Ψ2), B(Ψ1 −Ψ3)),
B(ξ) = ξ(eξ − 1)−1
DK = diag(D(Ψ1 −Ψ2), D(Ψ1 −Ψ3)),




−∞ < ξ <∞.
Here Ψ1, Ψ2, Ψ3 stand for the local notation of the values of Ψ at the vertices xj ,
xk, xm such that Ψ1 = Ψj, Ψ2 = Ψk, Ψ3 = Ψm. All factors in the first terms on the
right-hand sides of (2.1), (2.2) depend on the mapping chosen and we have two such
mappings. Nevertheless, the integrands are the same, i.e. the forms are uniquely
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determined. (2.1) and (2.2) are definitions equivalent to those introduced in part I,
(2.18) and (2.19) (of course, we have to put µs = 1, s = n, p in these equations).
The L2(Ω)-scalar product (·, ·) will be approximated by (·, ·)h defined in part I,
(3.3) ((u, v)h =
q∑
j=1
mjujvj , mj > 0). We consider an equally spaced partition of the
interval [0, T ]: ti = i∆t, i = 0, . . . , r, r = T∆t . By fI we understand, as in part I, the
interpolate of a given function f .
Now, we can introduce the fully discrete approximate solution Ψi, N i, P i, i =
0, . . . , r. The defining equations are
d(Ψi, v) = α(P i −N i +NI , v)h,(2.4)
(∆N i, v)h + δn∆tν2h(Ψ
i;N i, v) + ∆t(Ri, v)h = 0(2.5)
}
∀v ∈ Vh, i = 1, . . . , r,
(∆P i, v)h + δp∆tπ2h(Ψ
i;P i, v) + ∆t(Ri, v)h = 0(2.6)
Ψij = ψ
∗(xj), N ij = n
∗(xj), P ij = p
∗(xj) ∀xj ∈ Γ1,(2.7)
N0 = n0I , P
0 = p0I ,(2.8)
N i > 0, P i > 0 on Ω, i = 1, . . . , r.(2.9)
Here ∆N i = N i −N i−1, ∆P i = P i − P i−1 and Ri = R(N i, P i).
3. Stability, existence, uniqueness
We introduce three more assumptions.
A1: The measure of the angles (lying inside Ω) of the polygonal boundary Γ is
smaller than   at vertices where two sides of Γ1 or Γ2 meet and smaller than
1
2  at vertices where a side of Γ
1 and a side of Γ2 meet,
A2: ψ∗ ∈ H2,q(Ω), N ∈ H1,q(Ω), q > 2,




H2,q(Γj) ∀j ∈ D.









= gj, j ∈ D, gj ∈ H2−1/q0,q0(Γj),





= gj, j ∈ N , gj ∈ H1−1/q0,q0(Γj).
Here σj is the vertex of Γ where Γj and Γj+1 meet. Then, if the condition A1












, j ∈ N
}






defined by the consistency condition (3.1) is an isomorphism (see Grisvald [7],
p. 209–210). Therefore T−10,q0 is bounded, i.e. we have











2  q0  2 + ε.
Theorem 3.1. If A0 is fulfilled, the scheme (2.4)–(2.8) with the requirement
(2.9) is unconditionally stable in the following sense: for an arbitrary h and for ∆t
sufficintly small, ∆t  ∆t0 where ∆t0 does not depend on h, we have
max
1ir








 C(‖N0‖L2(Ω) + ‖P 0‖L2(Ω) + 1).
In (3.3) and in the sequel, C denotes a positive constant, not necessarily the same
at any two places, which does not depend on hK , h, ∆t and on the index i. It is
also independent of the parameter θ introduced in the proof of Theorem 4.1, with
an exception mentioned later.
 
. a) We consider the first term in (2.1), i.e.








(JT )−1DKJT∇N · ∇vr dx.
In this paragraph, the coordinates are denoted by x, y. Let (xr , yr), r = j, k,m, be
the vertices of the element K ∈ Th. After elementary, though not short computation,




[αKj (Nm −Nk)(Bkmvm −Bmkvk)(3.5)
+ αKk (Nj −Nm)(Bmjvj −Bjmvm)


















[(xm − xj)(xm − xk) + (ym − yj)(ym − yk)],
(3.7) Brs = B(Ψr −Ψs), r, s = j, k,m.
The coefficients αKr can be expressed in a different form. Let us denote by θr the
measure of the angle of K lying at the vertex (xr, yr). The square brackets on the





cot θr, r = j, k,m.
From the acuteness and from the minimum angle condition it follows immediately
that
(3.9) 0  αKr 
1
2




The function B(ξ) has the property
B(−ξ) = B(ξ) + ξ ∀ξ ∈ (−∞,∞).
Cosequently,
Brsvs − Bsrvr = Brs(vs − vr) + (Ψs −Ψr)vr
and also
Brsvs − Bsrvr = Bsr(vs − vr) + (Ψs −Ψr)vs,
hence
Brsvs − Bsrvr =
1
2
(Brs +Bsr)(vs − vr) +
1
2
(Ψs −Ψr)(vr + vs).
Introducing coefficients













[αKj bmk(Nm −Nk)(vm − vk)(3.12)
+ αKk bmj(Nj −Nm)(vj − vm)




[αKj (Ψm −Ψk)(Nm −Nk)(vm + vk)(3.13)
+ αKk (Ψj −Ψm)(Nj −Nm)(vj + vm)
+ αKm(Ψk − Ψj)(Nk −Nj)(vk + vj)].
Evidently, the form a(Ψ;N, v) is symmetric with respect to N and v. Further
a(Ψ; v, v)  d(v, v),(3.14)





αKj (Ψm −Ψk)(vm − vk) + αKk (Ψj −Ψm)(vj − vm)
+ αKm(Ψk −Ψj)(vk − vj)
)
.
The equality follows from a(0;w, v) = A(0;w, v) = d(w, v) (set DK = I in (3.4)),
the inequality from (3.9) and from the properties of the function χ(ξ) = 12 (B(ξ) +
B(−ξ)) = 12 ξ e
ξ+1
eξ−1 . We have χ(0) = 1, χ(ξ) = χ(−ξ), χ(∞) = ∞ and χ′(ξ)  0
∀ξ ∈ [0,∞). Therefore,
χ(ξ)  1 ∀ξ ∈ (−∞,∞)
and hence brs  1.
In the sequel, by Nv (N, v ∈Wh) we always mean the function w ∈ Wh such that
w(xj) ≡ wj = N(xj)v(xj) ≡ Njvj














∇Ψ · ∇(Nv) = d(Ψ, Nv).
Hence, by (2.1), (3.4) and (3.11) we obtain
(3.16) ν2h(Ψ;N, v) = a(Ψ;N, v) +
1
2
b(Ψ;N, v)− d(Ψ, Nv).
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Denoting
(3.17) c(Ψ;N, v) = −1
2
b(Ψ;N, v) + d(Ψ, Nv)
and taking into account (3.14), we conclude that






[αKj (Ψm −Ψk)(Nm +Nk)(vm − vk)(3.19)
+ αKk (Ψj −Ψm)(Nj +Nm)(vj − vm)
+ αKm(Ψk −Ψj)(Nk +Nj)(vk − vj)].
In a similar way we derive






b) First, let us note that Theorem 3.1.6 of Ciarlet ([3], p. 124), and Sobolev’s
imbedding theorems yield
(3.22) ‖τI‖L∞(Ω)  C‖τ‖H1,q(Ω) ∀τ ∈ H1,q(Ω), q > 2.
We use the following notation: σ = ψ∗I , ω = n
∗
I ,  = p
∗
I , N
i = Ni − ω, P i = P i − ,
‖v‖2h = (v, v)h ∀v ∈Wh. Setting v = Ψi − ψ∗I in (2.4), we easily obtain
(3.23) ‖Ψi‖V  C(‖N i‖h + ‖P i‖h + 1), ‖v‖2V = d(v, v) ∀v ∈ V.
From (2.5) and (2.6) we obtain
δ−1n (∆N
i, N i)h +∆t a(Ψ
i;N i, N i)(3.24)
= ∆t
(




i, P i)h +∆t a(Ψi;P i, P i)(3.25)
= ∆t
(
a(Ψi;P i, )− c(Ψi;P i, P i)− c(Ψi; , P i)− δ−1p (Ri, P i)h
)
.
We have to estimate the terms on the right-hand sides of (3.24) and (3.25). Since




|ξ| < χ(ξ) < 1 + 1
2
|ξ| ∀ξ = 0,
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it follows from (3.12), (3.9) and (3.23) that
|a(Ψi;N i, ω)| 
∑
K∈Th




(αKj |Ψim −Ψik| |N im −N ik|+ . . .)
 ‖ω‖V ‖N i‖V + ‖ω‖L∞(Ω)‖Ψi‖V ‖N i‖V
 C‖N i‖V (1 + ‖Ψi‖V )  C‖N i‖V (‖N i‖h + ‖P i‖h + 1)
 1
4
‖N i‖2V + C(‖N i‖2h + ‖P i‖2h + 1).
Further, by (3.19),
|c(Ψi;ω,N i)|  C‖ω‖L∞(Ω)‖Ψi‖V ‖N i‖V
 C(‖N i‖h + ‖P i‖h + 1)‖N i‖V




By (3.21) and (2.4), we obtain
c(Ψi;N i, N i)− c(Ψi;P i, P i) = −1
2
d(Ψi, (P i)2 − (N i)2)
= − 1
2
α(P i −N i +NI , (P i)2 − (N i)2)h
= − 1
2
α(P i −N i, (P i)2 − (N i)2)h −
1
2
α(NI , (P i)2 − (N i)2)h
− 1
2












j −N ij)2(P ij +N ij)  0,
it follows easily that
(3.28) c(Ψi;N i, N i)− c(Ψi;P i, P i)  C(‖N i‖2h + ‖P i‖2h + 1).
Finally, by (3.13) from part I, we derive |Ri|  12 +N i + P i  C + |N i|+ |P i| and
|(Ri, N i)h|  C(‖N i‖2h + ‖P i‖2h + 1).
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Adding (3.24) and (3.25) and using the above estimates and the inequality
a(Ψ; v, v)  d(v, v)
(see (3.14)), we get
δ−1n (∆N




∆t(‖N i‖2V +‖P i‖2V )  C∆t(‖N i‖2h+‖P i‖2h+1).
Summing from i = 1 to i = m yields
δ−1n ‖Nm‖2h + δ−1p ‖Pm‖2h +∆t
m∑
i=1
(‖N i‖2V + ‖P i‖2V )(3.29)
 δ−1n ‖N0‖2h + δ−1p ‖P 0‖2h + C + C∆t
m∑
i=1
(‖N i‖2h + ‖P i‖2h).






p ) = ∆t0, we easily derive
δ−1n ‖Nm‖2h + δ−1p ‖Pm‖2h  C(‖N0‖2h + ‖P 0‖2h + 1) + C∆t
m−1∑
i=1
(‖N i‖2h + ‖P i‖2h)
and the discrete Gronwall inequality implies





(‖N i‖2v + ‖P i‖2v)  C(‖N0‖2h + ‖P 0‖2h + 1).
Since ‖v‖  ‖v‖h  C‖v‖ ∀v ∈ Wh (see Raviart [12]) and since we have proved
(3.23), the estimate (3.3) is proved. 
	 3.2. Here we use the letter K for “stiffness” matrices. Therefore, we
denote the element by e instead of by K. We derive easily for the general case of
nonconstant mobilities that











ve =(vj , vk, vm)T , Ψe = (Ψj ,Ψk,Ψm)T ,
















Here µes = µs(x
e, ‖∇Ψ‖), (s = n, p), xe is the center of gravity of e (see part I) and


















32 = −αejbkm, k133 = αejbmk + αekbjm,
k211 = α
e
k(Ψj −Ψm) + αem(Ψj −Ψk), k212 = −αem(Ψk −Ψj), k213 = αek(Ψj −Ψm),
k221 = −k212, k222 = αem(Ψk −Ψj) + αej(Ψk −Ψm), k223 = −αej(Ψm −Ψk),
k231 = −k213, k232 = −k223, k233 = αej(Ψm −Ψk) + αek(Ψm −Ψj).
The coefficients αer and brs are given by (3.6) or (3.8) and by (3.10), respectively.
For the forms ν1h(Ψ;W, v) and π
1






















e−Ψs − e−Ψr =
(∫ 1
0





eΨs − eΨr =
(∫ 1
0



























Ke3 = {k3rs}3r,s=1, k3rs = k3sr , Ke4 = {k4rs}3r,s=1, k4rs = k4sr(3.36)
262
and the formulas for k3rs and k
4
rs are the same as for k
1
rs with the exception that




rs, respectively. Lemma 3.1 from part I
follows directly from the expressions (3.32), (3.33) and from (3.9).
Formulas (3.30) and (3.35) show that the global “stiffness” matrices can be derived
from “element stiffness” matrices by the well known assembly procedure always used
in finite element computations.
Before passing to the next theorem we introduce some lemmas.
Lemma 3.1. Let the family {Th} satisfy the minimum angle condition, let A1
be satisfied and ψ∗ ∈ H2,q(Ω), F ∈Wh. If Ψ ∈ Wh is the solution of
Ψ(xj) = ψ∗(xj) ∀xj ∈ Γ1,
d(Ψ, v) = (F, v)h ∀v ∈ Vh,
then Ψ belongs to H1,p(Ω), 1  p <∞ if q = 2, p =∞ if q > 2, and
(3.37) ‖Ψ‖H1,p(Ω)  C(‖F‖Lq0(Ω) + ‖ψ∗‖H2,q0 (Ω)),
where q0 = 2 + ε, ε = 0 if q = 2 and ε is positive and sufficiently small if q > 2.
The proof of Lemma 3.1 requires two more lemmas.
Lemma 3.2. Let the family {Th} satisfy the minimum angle condition. If
F ∈Wh and 1 < q  ∞ then there exists G ∈ Lq(Ω) such that
(F, v)h = (G, v) ∀v ∈Wh,
‖G‖Lq(Ω)  C‖F‖Lq(Ω).
 




































Now, let w be the vector (wj , wk, wm)T and consider the functional Φ(w) =∫
K̂
|ŵ|q dξ (ŵ is the linear polynomial assuming the values wr (r = j, k,m) at the
263
nodes of the reference triangle K̂). Denoting by y the vector 1‖w‖qw we have
‖y‖q = 1 and
Φ(w)
‖w‖qq
= Φ(y)  min
‖y‖=1





h2K |Fr|q  Ch2K
∫
K̂









Now (F, v)h is a linear bounded functional on Wh ⊂ Lq
′
(Ω). Almost the same
argument proves this assertion for q = ∞. By the Hahn-Banach theorem, we can
extend this functional onto Lq
′
(Ω) and the norm is preserved. Hence, keeping the
same notation, we have ‖(F, ·)h‖∗  C‖F‖Lq(Ω). On the other hand, the extension
has a unique representation (G, v), where G ∈ Lq(Ω) and ‖G‖Lq(Ω) = ‖(F, ·)h‖∗ 
C‖F‖Lq(Ω) (see, e.g., Kufner, John, Fučík [8]). 
Lemma 3.3. Let the family {Th} satisfy the minimum angle condition. If
τ ∈ H2,q(Ω), 1 < q  ∞, then there exists g ∈ Lq(Ω) such that
















|d(τ − τI , v)|  C
∑
K∈Th
h−1K ‖∇(τ − τI)‖Lq(K)‖v‖Lq′(K).
Since ‖∇(τ − τI)‖Lq(K)  ChK‖τ‖H2,q(K) (see [3], Theorem 3.1.6) we get








 of Lemma 3.1. Let ϕ be the solution of the problem














We have ϕ ∈ V, d(ϕ, v) = (G + g, v) − d(ψ∗, v) ∀v ∈ V . On the other hand,
Ψ−Ψ∗I ∈ Vh and
d(Ψ − ψ∗I , v) = (F, v)h − d(ψ∗I , v)
= (G, v) + d(ψ∗ − ψ∗I , v)− d(ψ∗, v)
= (G+ g, v)− d(ψ∗, v) ∀v ∈ Vh.
Therefore Ψ−ψ∗I is the Ritz projection of ϕ. According to the theorem by Rannacher
and Scott ([11], p. 438), it follows that ‖Ψ−ψ∗I‖H1,p(Ω)  C‖ϕ‖H1,p(Ω) for 2  p  ∞
(the theorem is proved for the case Γ2 = ∅; however, under the condition A1 the
operator u → {−∆u ; ∂u∂ν
∣∣
Γj
, j ∈ N} from the space {u : u ∈ H2,q0(Ω), u|Γ1 = 0}
into the space Lq0(Ω)× ∏
j∈N
H1−1/q0,q0(Γj) is an isomorphism for q0 ∈ [2, 2 + ε] (see
Remark 3.1) and this is the reason why the proof is valid for the case Γ1 = ∅, Γ2 = ∅,
too). Sobolev imbedding theorems yield
‖Ψ− ψ∗I‖H1,p(Ω)  C‖ϕ‖H2,q0 (Ω), q0 = 2 + ε,













 C(‖F‖Lq0(Ω) + ‖ψ∗‖H2,q0 (Ω)).
Here we have used an inequality which holds for u ∈ H2,p(Ω), p > 1 and for each j,







(Concerning the proof, we consider Calderon’s extension ũ of u; see, e.g., Nečas [10],
Theorem 3.10 and Remark 3.5, p. 80–81). Then ‖ũ‖H2,p(E2)  C‖u‖H2,p(Ω). Let Ω1
















 C‖ũ‖H2,p(Ω1)  C‖ũ‖H2,p(E2)  C‖u‖H2,p(Ω).
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The second inequality follows from the theorem on traces; see, e.g., [10], Theorem 5.5,
p. 99. 
Theorem 3.2. Let A0 be fulfilled. Then there exist Ψi, N i, P i, i = 1, . . . , r,
satisfying (2.4)–(2.9). If, in addition, A1 and A2 are fulfilled and ∆t is suffi-
ciently small, ∆t  ∆t0 where ∆t0 does not depend on h, then these solutions are
unique.
 
. a) The existence of Ψi, N i, P i, i = 1, . . . , r, can be proved by elementary
degree theory in the same way as we proved the existence theorem in part I (see
Theorem 3.1). The proof makes use of two things: of the a priori estimate (3.1) and
of the maximum principle (Lemma 3.1 from part I).
b) As far as uniqueness concerns, we prove first another a priori estimate. To this
end we set v = (N i)3 − ω3 and v = (P i)3 − 3 in (2.5) and in (2.6), respectively (we




r ∈ Wh, m = 2, 3, . . .). We
get
δ−1n (∆N
i, (N i)3)h +∆tν2h(Ψ
i;N i, (N i)3)(3.39)
= δ−1n (∆N
i, ω3) + ∆t
(
ν2h(Ψ




i, (P i)3)h +∆tπ2h(Ψ





i;P i, 3)− δ−1p (Ri, (P i)3)h + δ−1p (Ri, 3)h
)
.
We estimate the second terms on the left-hand sides of the above equations. For














{αKj [2bmk(wm − wk)(w3m − w3k) + 2(Ψm −Ψk)(wm − wk)(w3m + w3k)





{αKj [|Ψm −Ψk|(wm − wk)2(w2m + wmwk + w2k)
+ (Ψm −Ψk)(wm − wk)2(w2m − w2k)] + . . .}.
If Ψm − Ψk  0, then |Ψm − Ψk|(w2m + wmwk + w2k) + (Ψm − Ψk)(w2m − w2k) =
(Ψm −Ψk)(2w2m + wmwk)  0.
If Ψm − Ψk < 0, then |Ψm − Ψk|(w2m + wmwk + w2k) + (Ψm − Ψk)(w2m − w2k) =

















d(Ψ, w4) ∀w ∈ Wh, w  0.







d(Ψ, w4) ∀w ∈ Wh, w  0.
From these inequalities we obtain, by adding (3.39) and (3.39′) and taking into
account (3.16) and (3.20), that
δ−1n (∆N
i, (N i)3)h + δ−1p (∆P
i, (P i)3)h +
1
2
∆t[a(Ψi;N i, (N i)3)(3.42)
+ a(Ψi;P i, (P i)3) +
3
2
d(Ψi, (P i)4 − 4 − (N i)4 + ω4)]
 δ−1n (∆N i, ω3)h + δ−1p (∆P i, 3)h +∆t(X i + Y i),
X i = a(Ψi;N i, ω3) +
1
2
b(Ψi;N i, ω3)− d(Ψi, N iω3 − ω4)
− 1
4
d(Ψi, ω4)− δ−1n (Ri, (N i)3)h + δ−1n (Ri, ω3)h,
Y i = a(Ψi;P i, 3)− 1
2




d(Ψi, 4)− δ−1p (Ri, (P i)3)h + δ−1p (Ri, 3)h.
Now, we estimate some terms in (3.42). Since a(Ψ;w,w3)  0 for w ∈ Wh, we get
from (2.4)
a(Ψi;N i, (N i)3) + a(Ψi;P i, (P i)3) +
3
2
d(Ψi, (P i)4 − 4 − (N i)4 + ω4)
 3
2
α(P i −N i, (P i)4 − (N i)4)h +
3
2




α(NI , (P i)4 − (N i)4)h +
3
2
α(NI ,−4 + ω4)h
 3
2




i)4 − (N i)4)h +
3
2
α(NI ,−4 + ω4)h







In the last estimate we have used the estimates (3.3), (3.22) and the fact that





j −N ij)2(P ij +N ij)((P ij )2 + (N ij)2)  0
for nonnegative N i and P i.
In the same way as before we find that, due to (3.3) and (3.23),
|a(Ψi;N i, ω3|  3‖ω‖2L∞(Ω)‖ω‖V ‖N i‖V + ‖ω‖3L∞(Ω)‖Ψi‖V ‖N i‖V
 C‖N i‖V  C(‖N i‖2V + 1),
|a(Ψi;P i, 3)|  C(‖P i‖2V + 1).
Further
|b(Ψi;N i, ω3)|  2‖ω‖3L∞(Ω)‖Ψi‖V ‖N i‖V  C(‖N i‖2V + 1),
|b(Ψi;P i, 3)|  C(‖P i‖2V + 1),
|d(Ψi, N iω3 − ω4)| = |α(P i −N i +NI , N iω3 − ω4)h|
 C(‖N i‖2 + ‖P i‖2 + 1)  C,
|d(Ψi, ω4)|  4‖ω‖3L∞(Ω)‖Ψi‖V ‖ω‖V  C,
|d(Ψi, P i3 − 4)|  C,
|d(Ψi, 4)|  C,
|(Ri, (N i)3)h|  C(‖N i‖44,h + ‖P i‖44,h + 1),
|(Ri, (P i)3)h|  C(‖N i‖44,h + ‖P i‖44,h + 1),
|(Ri, ω3)h|  C(1 + ‖N i‖h + ‖P i‖h)  C,
|(Ri, 3)h|  C.
All these estimates and (3.42) lead to
δ−1n (∆N
i, (N i)3)h + δ−1p (∆P
i, (P i)3)h
 δ−1n (∆N i, ω3)h + δ−1p (∆P i, 3)h + C∆t





∣∣∣∣ = |(Nm, ω3)h − (N0, ω3)h|  C,
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i, (N i)3)h + δ−1p (∆P
i, (P i)3)h]
 C + C∆t
m∑
i=1
(‖N i‖44,h + ‖P i‖44,h), m  r.
Young’s inequality ab  app +
ap
′
p′ for p = 4 gives (∆N
i, (N i)3)h = ‖N i‖44,h −
(N i−1, (N i)3)h  14 (‖N i‖44,h − ‖N i−1‖44,h) and again for ∆t  ∆t0 it follows from
the discrete Gronwall inequality that
max
1ir
{‖N i‖4,h, ‖P i‖4,h}  C(‖N0‖4,h + ‖P 0‖4,h + 1).
For v ∈ Wh, v  0, it is easy to show that the norms ‖·‖4,h and ‖·‖L4(Ω) are equivalent
uniformly with respect to h on the space Wh. Therefore
(3.43) max
1ir
{‖N i‖L4(Ω), ‖P i‖L4(Ω)}  C(‖N0‖L4(Ω) + ‖P 0‖L4(Ω) + 1).
	 3.3. Before proceeding to the next paragraph, notice that in the proof
of (3.43) we have not used the assumptions A1 and A2. An inequality for the ‖·‖Ln(Ω)-
norm of the form (3.43) is true for n = 3, 4, . . . However, we need just (3.43) for
proving another a priori estimate playing an important role in our proof of the next
theorem.
c) Now we use the assumptions A1 and A2. From (2.4), (3.37) and (3.43) it follows
(q0 = 2 + ε, ε > 0 and sufficiently small) that
max
1ir
‖Ψi‖H1,∞(Ω)  C max
1ir
(‖N i‖Lq0(Ω) + ‖P i‖Lq0(Ω) + 1)(3.44)
 C(‖N0‖L4(Ω) + ‖P 0‖L4(Ω) + 1).
d) Let Ψi, N i, P i and Ψi, N i, P i, i = 1, . . . , r, be two solutions of the problem
(2.4)–(2.7), (2.9) with initial values N0, P 0 and N0, P 0, respectively, such that
(3.45) ‖N0‖L4(Ω) + ‖P 0‖L4(Ω)  C, ‖N0‖L4(Ω) + ‖P 0‖L4(Ω)  C.
Hence, by (3.43) and (3.44), it follows that
max
1ir
(‖N i‖L4(Ω) + ‖P i‖L4(Ω) + ‖Ψi‖H1,∞(Ω))  C,(3.46)
max
1ir
(‖N i‖L4(Ω) + ‖P i‖L4(Ω) + ‖Ψi‖H1,∞(Ω))  C.
269
We set Ψ̃i = Ψi − Ψi, Ñ i = N i − N i, P̃ i = P i − P i, i = 0, . . . , r. We consider
the variational form (2.5) of the continuity equation for N i and N i, subtract these
equations and afterwards choose v = Ñ i. We do the same thing for (2.6) and add
the result to the preceding one, getting
δ−1n (∆Ñ
i, Ñ i)h + δ
−1
p (∆P̃
i, P̃ i)h +∆t
(





−a(Ψi;N i, Ñ i) + a(Ψi;N i, Ñ i) + c(Ψi; Ñ i, Ñ i) + c(Ψi;N i, Ñ i)
− c(Ψi;N i, Ñ i)− a(Ψi;P i, P̃ i) + a(Ψi;P i, P̃ i)− c(Ψi; P̃ i, P̃ i)
− c(Ψi;P i, P̃ i) + c(Ψi;P i, P̃ i)− (Ri −Ri, δ−1n Ñ i + δ−1p P̃ i)h
)
,
1  i  r.
The third term on the left-hand side of (3.47) is bounded from below, due to (3.14),
as follows:
a(Ψi; Ñ i, Ñ i) + a(Ψi; P̃ i, P̃ i)  ‖Ñ i‖2V + ‖P̃ i‖2V .
We estimate the terms on the right-hand side of (3.47). Since |χ′(ξ)|  12 for all
ξ ∈ (−∞,∞), we have













αKj |Ψ̃im − Ψ̃ik| |N im −N ik| |Ñ im − Ñ ik|+ . . .
)
.
Evidently, |Ψ̃is − Ψ̃ir|  ChK‖Ψ̃i‖H1,∞(K), r, s = j, k,m. Thus, using (3.9), the in-



















2 + (N ik)








m − Ñ ik)2 + . . .)
}1/2
 C‖Ψ̃i‖H1,∞(Ω)‖N i‖ ‖Ñ i‖V  C‖Ψ̃i‖H1,∞(Ω)‖Ñ i‖V .
Similarly,
|a(Ψi;P i, P̃ i)− a(Ψi;P i, P̃ i)|  C‖Ψ̃i‖H1,∞(Ω)‖P̃ i‖V .
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In the same way we find, with regard to (3.46),








|c(Ψi;N i, Ñ i)− c(Ψi;N i, Ñ i)|  C‖Ψ̃i‖H1,∞(Ω)‖Ñ i‖V ,
|c(Ψi;P i, P̃ i)− c(Ψi;P i, P̃ i)|  C‖Ψ̃i‖H1,∞(Ω)‖P̃ i‖V
and, due to (3.13) from part I,
|(Ri −Ri, δ−1n Ñ i + δ−1p P̃ i)h|  C(‖Ñ i‖2h + ‖P̃ i‖2h).
Thus, it follows from (3.47), that
δ−1n (∆Ñ
i, Ñ i)h + δ−1p (∆P̃
i, P̃ i)h +
3
4
∆t(‖Ñ i‖2V + ‖P̃ i‖2V )
 C∆t‖Ψ̃i‖H1,∞(Ω)(‖Ñ i‖V + ‖P̃ i‖V ) + C∆t(‖Ñ i‖2h + ‖P̃ i‖2h).
Consequently,
δ−1n (∆Ñ
i, Ñ i)h + δ−1p (∆P̃
i, P̃ i)h +
1
2
∆t(‖Ñ i‖2V + ‖P̃ i‖2V )(3.48)
 C∆t(‖Ψ̃i‖2H1,∞(Ω) + ‖Ñ i‖2h + ‖P̃ i‖2h).
Since Ψ̃i satisfies
(3.48′) d(Ψ̃i, v) = α(P̃ i − Ñ i, v)h ∀v ∈ Vh, Ψ̃i(xj) = 0 ∀xj ∈ Γ1,
we have by Lemma 3.1
‖Ψ̃i‖H1,∞(Ω)  C(‖Ñ i‖Lq0(Ω) + ‖P̃ i‖Lq0(Ω)), q0 = 2 + ε, ε > 0.
We apply the inequality (see, e.g., Gilbarg, Trudinger [5], p. 139)










for p = 2, q = q0, r = 2(q0− 1)⇒ λ = 1q0 . Hence by the Sobolev imbedding theorem
‖Ñ i‖Lq0(Ω)  ‖Ñ i‖λ‖Ñ i‖1−λL2(q0−1)(Ω)  C‖Ñ
i‖λ‖Ñ i‖1−λV .
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(‖Ñ i‖2V + ‖P̃ i‖2V ) + C(‖Ñ i‖2h + ‖P̃ i‖2h).
From (3.48) it follows that
δ−1n (∆Ñ
i, Ñ i)h + δ−1p (∆P̃
i, P̃ i)h +
1
4
∆t(‖Ñ i‖2V + ‖P̃ i‖2V )
 C∆t(‖Ñ i‖2h + ‖P̃ i‖2h), i = 1, . . . , r.
By summing up we obtain






(‖Ñ i‖2V + ‖P̃ i‖2V )
 δ−1n ‖Ñ0‖2h + δ−1p ‖P̃ 0‖2h + C∆t
m∑
i=1
(‖Ñ i‖2h + ‖P̃ i‖2h)
and for ∆t  ∆t0 = 12C min(δ−1n , δ−1p ) we have
δ−1n ‖Ñm‖2h + δ−1p ‖P̃m‖2h +∆t
m∑
i=1
(‖Ñ i‖2V + ‖P̃ i‖2V )
 C(‖Ñ0‖2h + ‖P̃ 0‖2h) + C∆t
m−1∑
i=1
(‖Ñ i‖2h + ‖P̃ i‖2h).
The discrete Gronwall inequality gives
max
1ir





(‖N i −N i‖2H1(Ω)(3.50)
+‖P i − P i‖2H1(Ω))
}1/2
 C(‖N0 −N0‖+ ‖P 0 − P 0‖).











 C(‖N0 −N0‖+ ‖P 0 − P 0‖), 1  q  ∞.
If N0 = N0, P 0 = P 0, then Ψi = Ψi, N i = N i, P i = P i for i = 1, . . . , r, which
proves the uniqueness. 
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We state the main result of this paragraph as
Lemma 3.4. Let A0, A1, A2 and (3.45) be fulfilled. If ∆t is sufficiently small,
∆t  ∆t0 where ∆t0 does not depend on h, then the differences N i − N i, P i − P i
and Ψi −Ψi satisfy the inequalities (3.50) and (3.51), respectively. Here Ψi, N i, P i
and Ψi, N i, P i satisfy (2.4)–(2.7) and (2.9).
4. Convergence
We extend the approximate solution piecewise linearly onto the interval [0,T]:








Ψδ = Ψi−1 +
t− ti−1
∆t
∆Ψi on [ti−1, ti], i = 1, . . . , r.
Here δ = (h,∆t) and Ψ0 is uniquely defined by d(Ψ0, v) = α(P 0−N0+NI , v)h ∀v ∈
Vh, Ψ0(xj) = ψ∗(xj) ∀xj ∈ Γ1.
Lemma 4.1. Let A0, A1 and A2 be fulfilled. If n0 and p0 satisfy the correspond-
ing boundary conditions (1.4) and (1.5), n0, p0 ∈ H2(Ω) and ∆t  ch2, then there
exists a triple n, p, ψ, ψ−ψ∗ ∈ C([0, T ]; V ∩H1,∞(Ω)), n−n∗, p−p∗ ∈ L∞(0, T ;V ),
n, p ∈ C([0, T ];Lq(Ω)) for any number q  1, such that for δ → 0 we have
‖ψ −Ψδ‖C([0,T ];H1,∞(Ω)) → 0,(4.1)
‖n−N δ‖C([0,T ];Lq(Ω)) → 0,
‖p− P δ‖C([0,T ];Lq(Ω)) → 0.
The triple n, p, ψ is the unique solution of the problem P (see Introduction).
	 4.1. The assumption that n0 and p0 satisfy the boundary conditions
is restrictive. It will be removed in Theorem 4.1 at the cost that the convergence
theorem will be weaker.
 
. a) We use the compactness method (see Lions [9] and the refer-
ences given there). We show that from any sequence {Ψδj, N δj , P δ,j} of the family
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{Ψδ, N δ, P δ} with δj → 0 one can choose a subsequence {Ψδj(ν), N δj(ν), P δj(ν)} such
that for any q, 1  q <∞,
‖ψ −Ψδj(ν)‖C([0,T ];H1,∞(Ω)) → 0
‖n−N δj(ν)‖C([0,T ];Lq(Ω)) → 0,
‖p− P δj(ν)‖C([0,T ];Lq(Ω)) → 0 if ν →∞,
and that ψ, n, p is a solution of the problem P. If this problem has a unique solution
then (4.1) follows.
b) We derive some more a priori estimates. In these estimates, i.e. in (4.5), (4.6)
and (4.11), the constantC may depend on a parameter θ to be introduced later. More
exactly, it will depend or not depend on θ according to whether n0 and p0 depend
or do not depend on θ. However, the result is the same: the convergence (4.1).




We set v = ∆N i in (2.5) which is legitimate even for i = 1. Introducing a form
a1(Ψ;N, v) = a(Ψ;N, v)− d(N, v), i.e.
(4.3) a1(Ψ;N, v) =
∑
K⊂Th
[αKj (bmk − 1)(Nm −Nk)(vm − vk) + . . .],
we get, due to (3.17) and (3.18),
δ−1n ‖∆N i‖2h +∆td(N i,∆N i) = −∆t
(
a1(Ψ




− d(Ψi;N i,∆N i) + δ−1n (Ri,∆N i)h
)
.
We estimate the terms on the right-hand side of (4.4). Since |χ′(ξ)|  12 , we have






















 C‖N i‖V ‖v‖h.
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Consequently,
|∆t a1(Ψi;N i,∆N i)| 
1
8
δ−1n ‖∆N i‖2h + C∆t2‖N i‖2V .
Similarly,
|∆t b(Ψi;N i,∆N i)|  C∆t‖Ψi‖H1,∞(Ω)‖N i‖V ‖∆N i‖h
 1
8
δ−1n ‖∆N i‖2h + C∆t2‖N i‖2V .
By (3.43), the third term is bounded by
|∆t d(Ψi;N i,∆N i)| = α|∆t(P i −N i +NI , N i∆N i)h|
 C∆t‖N i‖h‖∆N i‖h + C∆t(‖N i‖2h,4 + ‖P i‖2h,4)‖∆N i‖h






δ−1n ∆t|(Ri,∆N i)h|  C∆t(1 + ‖N i‖h + ‖P i‖h)‖∆N i‖h
 C∆t2 + 1
8
δ−1n ‖∆N i‖2h.














































‖N i‖H1(Ω)  C.











‖P i‖H1(Ω)  C.
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c) We subtract from (2.5) the equation corresponding to t = ti−1 and choose
v = ∆N i. We obtain
δ−1n (∆N
i −∆N i−1,∆N i)h +∆t d(∆N i,∆N i)(4.7)
= −∆t
(
a1(Ψi;N i,∆N i)− a1(Ψi−1;N i,∆N i)
+ a1(Ψi−1;N i,∆N i)− a1(Ψi−1, N i−1,∆N i)
− c(Ψi;N i,∆N i) + c(Ψi−1;N i,∆N i)




, 2  i  r.
We estimate the terms on the right-hand side of the above equations. First,
d(∆Ψi, v) = α(∆P i −∆N i, v)h ∀v ∈ Vh and ∆Ψi = 0 on Γ1. By (3.37),
(4.8) ‖∆Ψi‖H1,∞(Ω)  C(‖∆N i‖Lq0(Ω) + ‖∆P i‖Lq0(Ω)), q0 = 2 + ε, ε > 0.
From (4.2), (4,5), (4.8) and from the Sobolev imbedding theorem we conclude that












hK [αKj |N im −N ik| |∆N im −∆N ik|+ . . .]
 Ch‖∆Ψi‖H1,∞(Ω)‖N i‖V ‖∆N i‖V  Ch[‖∆N i‖2V + ‖∆P i‖2V ],
|a1(Ψi−1;N i,∆N i)− a1(Ψi−1;N i−1,∆N i)|
 Ch‖Ψi−1‖H1,∞(Ω)‖∆N i‖2V  Ch‖∆N i‖2V .
Further, by (4.8) and (3.49),
|c(Ψi;N i,∆N i)− c(Ψi−1;N i,∆N i)|  C‖∆Ψi‖H1,∞(Ω)‖N i‖ ‖∆N i‖V
 C(‖∆N i‖Lq0(Ω) + ‖∆P i‖Lq0(Ω)‖∆N i‖V  C(‖∆N i‖λ‖∆N i‖2−λV )




By Young’s inequality with p = 2λ and by Schwartz inequality and Young’s inequality
with p = 1λ , we get
|c(Ψi;N i,∆N i)− c(Ψi−1;N i,∆N i)|
 C(‖∆N i‖2 + ‖∆P i‖2) + 1
16
(‖∆N i‖2V + ‖∆P i‖2V ).
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Finally,




hK(αKj |∆N im +∆N ik| |∆N im −∆N ik|+ . . .)





|(Ri −Ri−1,∆N i)h|  C(‖∆N i‖2 + ‖∆P i‖2).
From all these estimates and from (4.7), summing up by parts, we obtain that
1
2













(‖∆N i‖2V + ‖∆P i‖2V ) + C∆t2.
An inequality of the same type can be derived for P i. Combining the two inequalities
we get for h sufficiently small, h  h0 where h0 does not depend on ∆t, that
δ−1n ‖∆N r‖2h + δ−1p ‖∆P r‖2h +∆t
r∑
i=1
(‖∆N i‖2V + ‖∆P i‖2V )(4.9)
 δ−1n ‖∆N1‖2h + δ−1p ‖∆P 1‖2h +∆t(‖∆N1‖2V + ‖∆P 1‖2V ) + C∆t2.
We will prove that
(4.10) δ−1n ‖∆N1‖2h + δ−1p ‖∆P 1‖2h +∆t(‖∆N1‖2V + ‖∆P 1‖2V )  C∆t2.



















Concerning (4.10) we choose i = 1 and v = ∆N1 in (2.5). We get










It follows easily as above that
|a1(Ψ1;N1,∆N1)|  C‖Ψ1‖H1,∞(Ω)‖N1‖V ‖∆N1‖  C‖∆N1‖h,
|b(Ψ1;N1,∆N1)|  C‖Ψ1‖H1,∞(Ω)‖N1‖V ‖∆N1‖  C‖∆N1‖h,
|d(Ψ1, N1,∆N1)|  |α(P 1 −N1 +NI , N1∆N1)h|
 C(‖N1‖24,h + ‖P 1‖24,h + ‖N1‖h)‖∆N1‖h  C‖∆N1‖h,
|(R1,∆N1)h|  C(1 + ‖N1‖h + ‖P 1‖h)‖∆N1‖h  C‖∆N1‖h.
Therefore,












|d(n0 −N0,∆N1)|  Ch‖n0‖H2(Ω) ‖∆N1‖V  Ch‖∆N1‖V ,
and thus
δ−1n ‖∆N1‖2h +∆t‖∆N1‖2V  C∆t‖∆N1‖h + C∆th‖∆N1‖V
 C∆t2 + 1
2




Consequently, δ−1n ‖∆N1‖2h +∆t‖∆N1‖2V  C∆t2.
d) In this paragraph we prove uniqueness. In fact, we prove inequalities from
which uniqueness follows immediately and which are counterparts to (3.50) and
(3.51). First, we write (1.9) and (1.10) in an operator form. For a given ψ ∈
L∞(0, T ;H1,∞(Ω)) and n, p ∈ L2(0, T ;H1(Ω)), n  0, p  0 a.e. in Ω, we define
operators A,B ∈ L2(0, T ;V ′) and R ∈ L2(0, T ;L2) by
(4.12)
{










Evidently, |ν2(ψ;n, z)|  (‖n‖V + ‖ψ‖H1,∞(Ω)‖n‖)‖z‖V , hence ‖A‖L2(0,T ;V ′) 
C(‖ψ‖L∞(0,T ;H1,∞(Ω))+1)‖n‖L2(0,T ;H1(Ω)) and, as |R(n, p)|  12 +n+ p for n, p  0,
we have ‖R‖L2(0,T ;L2(Ω))  C(‖n‖L2(0,T ;L2(Ω))+ ‖p‖L2(0,T ;L2(Ω))+1). V is a Hilbert
space which is dense in L2(Ω) with a continuous imbedding. We identify L2(Ω)
with its dual by means of the scalar product (·, ·). Then L2(Ω) can be identified
278
with a subspace of V ′ and the following dense and continuous inclusions hold:
V ⊂ L2(Ω) ⊂ V ′. Furthermore, the operation 〈·, ·〉V , expressing the duality between












〈v, n− n∗〉V ′ ∀v ∈ V in D ′((0, T )).
The same is true for p.
By a lemma of Temam (see Girault, Raviart [6], p. 149, (1.3)) n and p have weak
derivatives n′ and p′, respectively, which satisfy
(4.13) δ−1n n
′ = −A− δ−1n R δ−1p p′ = −B − δ−1p R.
Hence n′, p′ ∈ L2(0, T ;V ′) and consequently (see [6], Theorem 1.1, p. 151) n − n∗,
p − p∗ and also n, p belong to C([0, T ];L2(Ω)). We see that the initial condition
(1.11) makes sense.
Now, let (ψj , nj , pj), j = 1, 2, be two solutions of the problem P with the same







L2(Ω), j = 1, 2. We assume that
(4.14) ‖ψj‖L∞(0,T ;H1,∞(Ω))  C, ‖nj‖L∞(0,T ;L2(Ω)) + ‖pj‖L∞(0,T ;L2(Ω))  C
and recall that C is a constant which does not depend on any parameter. We set
ψ∗ = ψ2 − ψ1, n∗ = n2 − n1, p∗ = p2 − p1. We have ψ∗ ∈ L∞(0, T ;V ∩H1,∞(Ω)),
n∗, p∗ ∈ L2(0, T ;V ) and (4.13) implies
δ−1n 〈n′∗, z〉V = − 〈A2 −A1, z〉V − δ−1n (R2 −R1, z)
δ−1p 〈p′∗, z〉V = − 〈B2 −B1, z〉V − δ−1p (R2 −R1, z)
∀z ∈ L2(0, T ;V ).
Choosing z = n∗ and z = p∗, adding and applying Green’s formula (see [6], Theorem
1.1, p. 151) we get
1
2




(δ−1n ‖n0∗‖2 + δ−1p ‖p0∗‖2)−
∫ t
0




(R2 −R1, δ−1n n∗ + δ−1p p∗) dτ.
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We estimate the last two terms. We have, with regard to (4.14),
〈A2 −A1, n∗〉V = ‖n∗‖2V −
∫
Ω




n∗∇ψ2 · ∇n∗ dx−
∫
Ω
n1∇ψ∗ · ∇n∗ dx
 ‖n∗‖2V − (‖ψ2‖H1,∞(Ω)‖n∗‖+ ‖n1‖ ‖ψ∗‖H1,∞(Ω)) ‖n∗‖V
 3
4
‖n∗‖2V − C‖ψ∗‖2H1,∞(Ω) − C‖n∗‖2.
Since




it follows from (3.2) that ‖ψ∗‖H1,∞(Ω)  C(‖n∗‖Lq0(Ω) + ‖p∗‖Lq0(Ω)), q0 = 2 + ε,




(‖n∗‖2V + ‖p∗‖2V ) + C(‖n∗‖2 + ‖p∗‖2).
Hence






(‖n∗‖2V + ‖p∗‖2V )− C(‖n∗‖2 + ‖p∗‖2).
In the same way we obtain






(‖n∗‖2V + ‖p∗‖2V )− C(‖n∗‖2 + ‖p∗‖2)
and, moreover,
|(R2 −R1, δ−1n n∗ + δ−1p p∗)|  C(‖n∗‖2 + ‖p∗‖2).
Therefore
δ−1n ‖n∗(t)‖2 + δ−1p ‖p∗(t)‖2 +
∫ t
0
(‖n∗(τ)‖2V + ‖p∗(τ)‖2V ) dτ
 δ−1n ‖n0∗‖2 + δ−1p ‖p0∗‖2 + C
∫ t
0
(‖n∗(τ)‖2 + ‖p∗(τ)‖2) dτ
and the Gronwall inequality gives
‖n2 − n1‖C([0,T ];L2(Ω)) + ‖n2 − n1‖L2(0,T ;H1(Ω))(4.16)
+ ‖p2 − p1‖C([0,T ];L2(Ω)) + ‖p2 − p1‖L2(0,T ;H1(Ω))
 C(‖n02 − n01‖+ ‖p02 − p01‖).
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From (4.16) and (3.2) it follows that
‖ψ2 − ψ1‖C([0,T ];H2(Ω)) + ‖ψ2 − ψ1‖L2(0,T ;H1,∞(Ω))(4.17)
 C(‖n02 − n01‖+ ‖p02 − p01‖).






2 then (4.16) and (4.17) imply ψ1 = ψ2, n1 = n2, p1 = p2 on
Ω× (0, T ), which proves the uniqueness of the problem P provided A1 is satisfied.
	 4.2. If we say “uniqueness of the problem P”, we mean, of course, that
the data satisfy only the assumptions introduced in the definiton of problem P. In
particular, n0 and p0 need not satisfy the boundary conditions. We did not use this
assumption in deriving (4.16).
We state the result of this paragraph as
Lemma 4.2. Let A1 and (4.14) be fulfilled. Then the differences n2−n1, p2−p1
and ψ2 − ψ1 satisfy the inequalities (4.16) and (4.17), respectively. Here ψj , nj , pj ,
j = 1, 2, are two solutions of the problem P with the same boundary data and with
the initial data n0j , p
0
j .
e) We need one more lemma.
Lemma 4.3. Let the family {Th} satisfy the minimum angle condition. If
u ∈Wh and q  2 then there exists G ∈ Lq(Ω) such that
(4.18) (u, v)− (u, v)h = (G, v) ∀v ∈Wh, ‖G‖Lq(Ω)  Ch2/q‖∇u‖L2(Ω).
	 4.3. For q = 2 the result was proved by Ciavaldini ([4], p. 470).
 




f̂ dξ − I(f̂)
∣∣∣∣  C|f̂ |2,K̂











, m = 1, 2, . . .
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We make use of the inequality
a2 + b2 + c2  (aq′ + bq′ + cq′)2/q′ , a, b, c  0.








. Set a = αξ, b = αη,
c = αζ, α2 = a2+b2+c2. Then ξ2+η2+ζ2 = 1. Evidently, ξ2+η2+ζ2  ξq′+ηq′+ζq′ ,
hence F (ξ, η, ζ) is bounded from below by 1 and, as F (a, b, c) = α2F (ξ, η, ζ), the
above inequality follows.) We get




























Now, we chose w = ‖v‖−1
Lq′(Ω)
v. Since ‖w‖Lq′ (Ω) = 1, we have ‖w‖Lq′(K)  1
∀K ∈ ⋃
h













|(u, v)− (u, v)h|  Ch2/q‖∇u‖L2(Ω)‖v‖Lq′(Ω).
The proof can be completed in the same way as that of Lemma 3.2.
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f) From (4.5), (4.6) and (4.11) it follows that














We shall consider sequences of functions from the families {N δ} and {P δ}. We
leave out subscripts and use always the same notation {N δ} and {P δ} for these
subsequences, and δ is always such that δ → 0.
The family {N δ} is bounded in C([0, T ];H1(Ω)). It is also equicontinuous since









 C|t1 − t2|1/2
due to (4.19). As the imbedding of H1(Ω) into Lq(Ω) is compact for any 1  q <∞,
the set {N δ(t)} is relatively compact in Lq(Ω) for any t ∈ [0, T ]. The assumptions of
the Arzelà-Ascoli theorem for functions with values in a Banach space are satisfied
(see, e.g., [8], p. 42), therefore there exists a subsequence (still denoted by N δ) such
that
‖n−N δ‖C([0,T ];Lq(Ω)) → 0
where n ∈ C([0, T ];Lq(Ω)). The function n does not depend on q. If, namely, nj ,
j = 1, 2, correspond to qj , q1 < q2, then
‖n2 − n1‖C([0,T ];Lq1(Ω))
 ‖n2 −N δ‖C([0,T ];Lq1(Ω)) + ‖n1 −N δ‖C([0,T ];Lq1(Ω))
 C(‖n2 −N δ‖C([0,T ];Lq2(Ω)) + ‖n1 −N δ‖C([0,T ];Lq1(Ω)))→ 0.









d(N δ − n∗I , z) dt ∀z ∈ L1(0, T ;V ).
It is a bounded linear functional on L1(0, T ;V ). Consequently, there is a subsequence





→ 〈Φ, z〉L1(0,T ;V ) ∀z ∈ L1(0, T ;V ), Φ ∈ L∞(0, T ;V ′)
(see, e.g., Céa [2], p. 26). We have
〈Φ, z〉L1(0,T ;V ) =
∫ T
0
〈ϕ, z〉V dt, ϕ ∈ L∞(0, T ;V ′)
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(see, e.g., [8], p. 125). According to the Lax-Milgram theorem, there exists n ∈
L∞(0, T ;V ) such that
〈ϕ, v〉V = d(n, v) ∀v ∈ V.
If we define n = n+n∗, then n− n∗ ∈ L∞(0, T ;V ) and, since
∫ T
0 d(n
∗−n∗I , z) dt→ 0
if h→ 0, ∫ T
0
d(N δ, z) dt→
∫ T
0
d(n, z) dt ∀z ∈ L1(0, T ;V ).
We want to prove that n = n. The set {N δ−n∗I} is bounded in L2(0, T ;V ). Therefore
(see e.g. [2], p. 24) there exists a subsequence, denoted again in the same way,
such that N δ − n∗I converges weakly to a function ñ ∈ L2(0, T ;V ). We choose the
functional F (w) =
∫ T
o




δ − n∗I , z) dt →
∫ T
0 d(ñ, z) dt and
∫ T
0 d(N
δ, z) dt →
∫ T
0 d(ñ + n
∗, z) dt.
Hence n = ñ + n∗. Further, we consider the functional F (w) =
∫ T
0 (w, z) dt on the
same space. Again, F ∈ (L2(0, T ;V ))′ ⇒
∫ T
0 (N
δ − n∗I , z) dt →
∫ T
0 (ñ, z) dt. But∫ T
0 (N
δ −N∗I , z) dt→
∫ T
0 (n− n∗, z) dt, thus n− n∗ = ñ = n− n∗ and n = n.
Summing up, there exists a function n ∈ C([0, T ];Lq(Ω)) such that n − n∗ ∈
L∞(0, T ;V ) and
‖n−N δ‖C([0,T ];Lq(Ω)) → 0,(4.21)
∫ T
0
d(N δ, z) dt→
∫ T
0
d(n, z) dt ∀z ∈ L1(0, T ;V ).
Similarly, there exists p ∈ C([0, T ];Lq(Ω)) such that p− p∗ ∈ L∞(0, T ;V ) and
‖p− P δ‖C([0,T ];Lq(Ω)) → 0,(4.22)
∫ T
0
d(P δ, z) dt→
∫ T
0
d(p, z) dt ∀z ∈ L1(0, T ;V ).
As ‖n0−N0‖+‖p0−P 0‖ → 0 if h→ 0, we see that n and p satisfy the initial condition
(1.11). Let E(t) be the subset of Ω where n(t) < 0 and v∗(t) = n(t) on E(t), v∗(t) = 0
on Ω−E(t). Then v∗(t) ∈ L2(Ω), ((n(t)−N δ(t), v∗(t))→ 0 if δ → 0 for each t ∈ [0, T ]
and (n(t) − N δ(t), v∗(t)) = (‖n(t)‖2L2(E(t)) − N δ(t), n(t))L2(E(t)) > ‖n(t)‖2L2(E(t)).
Thus ‖n(t)‖L2(E(t)) = 0⇒ measE(t) = 0. The requirement (1.12) is fulfilled.
g) We define a function ψ by (1.8), where n and p are the functions from (4.21),
(4.22), and by the requirement ψ − ψ∗ ∈ V . Evidently, ψ − ψ∗ ∈ C([0, T ];V ∩
H1,∞(Ω)). We show that the first assertion of (4.1) is true. To this end, let us first
consider the function Gδ determined by
(Gδ, v) = (P δ, v)− (P δ, v)h − [(N δ, v)− (N δ, v)h] + (NI , v)− (NI , v)h ∀v ∈Wh.
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Due to Lemma 4.3, (4.19) and (4.20) we have
‖Gδ‖Lq0(Ω)  Ch2/q0 , q0 = 2 + ε, ε > 0.
Here and in the sequel, the constant C does not depend on t (nor on the parameters
mentioned at the beginning of the third section). Let F δ be defined by
(F δ, v) = (P δ −N δ +NI −Gδ, v) = (P δ −N δ +NI , v)h ∀v ∈Wh
and Z ∈ Wh by








Ψδ − Z ∈ Vh, d(Ψδ − Z, v) = α(F δ, v) ∀v ∈ Vh.
Let ϕδ be the solution of the problem









The equivalent variational formulation is
ϕδ ∈ V, d(ϕδ, v) = α(F δ, v) ∀v ∈ V.
Therefore Ψδ − Z is the Ritz projection of ϕδ, Ψδ − Z = R(ϕδ). To use this fact we
must bring ϕδ in connection with the function ψ. Let z be the function defined by






















hence by the Sobolev imbedding theorem and (3.2)
‖ψ − z − ϕδ‖C([0,T ];H1,∞(Ω))  C‖ψ − z − ϕδ‖C([0,T ];H2,q0 (Ω))
 C‖p− n+N − F δ‖C([0,T ];Lq0(Ω)) = o(1).
Now, ψ−Ψδ = ψ− z−ϕδ + z−Z +ϕδ −ϕδI −R(ϕδ −ϕδI), consequently, due to the
Rannacher-Scott theorem (see [11], p. 438),
‖ψ −Ψδ‖C([0,T ];H1,∞(Ω))  o(1) + ‖z − Z‖H1,∞(Ω) + C‖ϕδ − ϕδI‖C([0,T ];H1,∞(Ω))
 o(1) + ‖z − Z‖H1,∞(Ω) + Ch1−2/q0‖ϕδ‖C([0,T ];H2,q0(Ω))
 o(1) + ‖z − Z‖H1,∞(Ω) + Ch1−2/q0 ,
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i.e.
(4.22′) ‖ψ −Ψδ‖C([0,T ];H1,∞(Ω))  o(1) + ‖z − Z‖H1,∞(Ω).
Concerning the term ‖z − Z‖H1,∞(Ω), we define ζ by













ζ − ψ∗I ∈ V, d(ζ − ψ∗I , v) = −d(ψ∗I , v) ∀v ∈ V.
Further,
Z − ψ∗I ∈ Vh, d(Z − ψ∗I , v) = −d(ψ∗I , v) ∀v ∈ Vh
so that Z − ψ∗I = R(ζ − ψ∗I ). We have
ζ − Z = ζ − ψ∗I − (ζI − ψ∗I ) +R(ζI − ψ∗I )−R(ζ − ψ∗I ) = ζ − ζI −R(ζ − ζI),
consequently,
‖ζ − Z‖H1,∞(Ω)  C‖ζ − ζI‖H1,∞(Ω)  Ch1−2/q0‖ζ‖H2,q0 (Ω)  Ch1−2/q0
and, by (3.2),




‖ψ∗ − ψ∗I‖H2−1/q0,q0 (Γj) + o(1).
If we show that
(4.23) ‖ψ∗ − ψ∗I‖H2−1/q0,q0 (Γj) = o(1)
for all j ∈ D, the convergence of Ψδ to ψ in the C([0, T ];H1,∞(Ω))-norm will follow
from (4.22′).
Since Γj is a segment, it is sufficient to show that
‖f − fI‖H2−1/q0,q0 (Ω0) = o(1) if f ∈ H2,q0(Ω0),
where Ω0 = (0, 1) and the elements K covering Ω0 are subintervals of [0, 1].
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Now, we use the interpolation inequality
‖·‖Hs∗,p∗  C‖·‖1−θHs0,p0 ‖·‖θHs1,p1 , s0 = s1, 1 < p0, p1 <∞,









(see Berg and Löfström [1], p. 153, formula (7)), where we choose s∗ = 2 − 1q0 ,
































‖Dα(·)‖Lp , m = 1, 2, . . .
and
‖f − fI‖H2−1/q0,q0 (Ω0)  Ch1/q0 .
	 4.4. If ψ∗ ∈ H2,q(Ω), q > 2, then ψ∗
∣∣
Γj
∈ H2−1/q,q(Γj). We can
choose ε so small that q > q0 = 2+ε. One can expect that this is sufficient for (4.23)
to hold, i.e., the assumption ψ∗
∣∣
Γj
∈ H2,q0(Γj) for all j ∈ D is superfluous.
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h) It remains to prove that the functions n and p satisfy (1.9) and (1.10), re-
spectively. We restrict ourselves to (1.9). Consider a function ϕ(t) ∈ D((0, T )) and
define
ϕ∆t = ϕi in (ti−1, ti], i = 1, . . . , r.
For a given v ∈ V we choose {vh} such that vh ∈ Vh and
‖v − vh‖V → 0 if h→ 0.








i;N i, vh)ϕi +∆t
r∑
i=1
(Ri, vh)hϕi = 0.
Concerning the first term we have
r∑
i=1




























































(N δ, v)ϕdt = −
∫ T
0












(n, v)ϕ′ dt if δ → 0.





























































































































N δ∇Ψδ · ∇vϕdxdt.
Since |c(Ψ;N,w)|  C‖Ψ‖H1,∞(Ω)‖N‖V ‖w‖V for Ψ, n, w ∈ Wh, we find easily by
means of (4.2), (4.8) and (4.19) that the first three terms on the right-hand side
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converge to zero if δ → 0. Concerning the integrand of the fourth term we have (we































m −Ψδk)(vm − vk) + . . .],











































(Nm −Nj) + (Nk −Nj)
]







N δ∇Ψδ · ∇vh dx
∣∣∣∣  Ch‖Ψδ‖H1,∞(Ω)‖vh‖V ‖N δ‖V  Ch→ 0.


















(N δ − n)∇ψ · ∇v dxdt→ 0
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ν2(ψ;n, v)ϕdt if δ → 0.































































(R, v)ϕdt = 0
and the proof of Lemma 4.1 is complete. 
Theorem 4.1. Let A0, A1 and A3 be fulfilled and ∆t  ch2. If ψ, n, p is the
(unique) solution of the problem P, then
‖ψ −Ψδ‖C([0,T ];H1,q(Ω)) → 0, ‖ψ −Ψδ‖L2(0,T ;H1,∞(Ω)) → 0,(4.28)
‖n−N δ‖C([0,T ];L2(Ω)) → 0, ‖p− P δ‖C([0,T ];L2(Ω)) → 0(4.29)
for any 1  q <∞ as δ → 0.
 
. Let Ωθ be the polygon lying in Ω with sides parallel to the sides of Ω at
the distance θ, where θ > 0 is sufficiently small. One can construct easily a function
ω(x, θ) with the following properties:
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a) ω(x; θ) = 0 on Ω− Ω1/2θ,
b) ω(x; θ) = 1 on Ωθ,
c) ω ∈ C1(Ω) ∩H2(Ω), |Dαω|  Cθ−1, |α| = 1.
Let zj, j = 1, 2, be the solutions of the boundary value problems


















By virtue of Remark 3.1 and the inequality (3.38′) we have zj ∈ H2(Ω). Consider
the functions























s0(x; θ) = s0(x) on Ωθ, s = n, p.
Further,
‖s0(θ)‖C(Ω)  C, ‖s0 − s0(θ)‖  Cθ1/2, ‖s0(θ)‖H1,q(Ω)  Cθ−(1−1/q),(4.31)
s = n, p, q > 2.
(Of course, the constant C does not depend on θ.)
Denote by ψ(θ), n(θ), p(θ) the solution of the problem P with the initial val-
ues n0(θ), p0(θ) (the boundary conditions (1.4) and (1.5) remain) and by Ψδ(θ),
N δ(θ), P δ(θ) the corresponding fully discrete approximate solution. By (4.30) and
by Lemma 4.1, for each (sufficiently small) θ we have
‖ψ(θ)− Ψδ(θ)‖C([0,T ];H1,∞(Ω)) → 0,(4.32)
‖n(θ)−N δ(θ)‖C([0,T ];L2(Ω)) → 0,
‖p(θ)− P δ(θ)‖C([0,T ];L2(Ω)) → 0 as δ → 0.
It follows from (4.31) and from Lemmas 4.2 and 3.4 that
(4.33) ‖n− n(θ)‖C([0,T ];L2(Ω))  C(‖n0 − n0(θ)‖ + ‖p0 − p0(θ)‖)
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and
‖N δ(θ)−N δ‖C([0,T ];L2(Ω))  C
(
‖(n0 − n0(θ))I‖+ ‖(p0 − p0(θ))I‖
)
 C(‖n0 − n0(θ)‖ + ‖n0 − n0I‖+ ‖n0(θ) − n0(θ)I‖
+ ‖p0 − p0(θ)‖+ ‖n0 − p0I‖+ ‖p0(θ)− p0(θI)‖).
We have
‖s0 − s0I‖  Ch2‖s0‖H2(Ω)  Ch2,
‖s0(θ)− s0(θ)I‖  Ch‖s0(θ)‖H1,q(Ω)  Chθ−(1−1/q) for q > 2, s = n, p
(see [3], Theorem 3.1.6, p. 124). Hence, choosing e.g. q = 3 in the above estimates,
we see that
(4.34) ‖N δ(θ) −N δ‖C([0,T ];L2(Ω))  C
(
‖n0 − n0(θ)‖ + ‖p0 − p0(θ)‖+ Chθ−2/3
)
.
Now, due to (4.33) and (4.34) we have
‖n−N δ‖C([0,T ];L2(Ω))
 ‖n− n(θ)‖C([0,T ];L2(Ω)) + ‖n(θ)−N δ(θ)‖C([0,T ];L2(Ω))
+ ‖N δ(θ) −N δ‖C([0,T ];L2(Ω))
 C1(‖n− n0(θ)‖ + ‖p− p0(θ)‖)
+ C2hθ
−2/3 + ‖n(θ)−N δ(θ)‖C([0,T ];L2(Ω)).
To prove that ‖n − N δ‖C([0,T ];L2(Ω)) → 0, let ε0 be an arbitrary positive number.
The second inequality in (4.31) guarantees the existence of θ0 so small that C1(‖n−
n0(θ0)‖+‖p0−p(θ0)‖) < 12ε0. From (4.32) it follows that for |δ| ≡ h+∆t sufficiently
small, |δ| < δ0, we have C2hθ−2/30 + ‖n(θ0) − N δ(θ0)‖C([0,T ];L2(Ω)) < 12ε0. Hence
‖n−N δ‖C([0,T ];L2Ω)) < ε0 for |δ| < δ0. In the same way we prove the second part of
(4.29). (4.28) follows in a similar way by virtue of Lemmas 4.2, 4.1 and 3.4. 
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