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Geometric Surface-Based Tracking Control of a
Quadrotor UAV under Actuator Constraints
Michalis Ramp1 and Evangelos Papadopoulos2
Abstract—This paper presents contributions on nonlinear
tracking control systems for a quadrotor unmanned micro aerial
vehicle. New controllers are proposed based on nonlinear surfaces
composed by tracking errors that evolve directly on the nonlinear
configuration manifold thus inherently including in the control
design the nonlinear characteristics of the SE(3) configuration
space. In particular geometric surface-based controllers are
developed, and through rigorous stability proofs they are shown
to have desirable closed loop properties that are almost global.
A region of attraction, independent of the position error, is
produced and its effects are analyzed. A strategy allowing the
quadrotor to achieve precise attitude tracking while simultane-
ously following a desired position command and complying to
actuator constraints in a computationally inexpensive manner
is derived. This important contribution differentiates this work
from existing Geometric Nonlinear Control System solutions
(GNCSs) since the commanded thrusts can be realized by the
majority of quadrotors produced by the industry. The new
features of the proposed GNCSs are illustrated by numerical
simulations of aggressive maneuvers and a comparison with a
GNCSs from the bibliography.
Index Terms—Quadrotor, Geometric Control, Actuator Con-
straints.
I. INTRODUCTION
Q
UADROTOR unmanned aerial vehicles are characterized
by a simple mechanical structure comprised of two pairs
of counter rotating outrunner motors where each one is driving
a dedicated propeller, resulting to a platform with high thrust-
to-weight ratio, able to achieve vertical takeoff and landing
(VTOL) maneuvers and operate in a broad spectrum of flight
scenarios. Furthermore the quadrotor as a platform has been
identified to have good flight endurance characteristics and
acceptable payload transporting potential for a plethora of
applications [1]. Although the quadrotor UAV has six degrees
of freedom, it is underactuated since it has only four inputs.
As a result the quadrotor can only track four commands or
less. Even though the research of quadrotor unmanned aerial
vehicles is in a mature state, the platform’s current popularity
is at an all time high with the vehicle to be easily accessible
to the general public in a large variety of configurations and
features from a number of vendors.
A plethora of control systems, linear and nonlinear, have
been proposed for this platform. In [2] a linear controller
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was developed based on Lyapunov analysis, and experimental
results were presented demonstrating the vehicle performing
vertical takeoff, steady hover and landing, autonomously.
A back-flip aerobatic maneuver and a decentralized collision
avoidance algorithm for multiple quadrotors was designed
using hybrid decomposition and reachable set theory [3].
However this type of analysis only applies to a limited flight
envelope. The controller design and the trajectory generation
for a quadrotor maneuvering in a tightly constrained envi-
ronment was addressed using differential flatness, [4]. This
resulted in the development of an algorithm that enables real
time generation of optimal trajectories by the minimization of
cost functionals derived from the norm of the fourth derivative
of the position. The algorithm enables safe passage through
corridors while satisfying constraints on velocities, accelera-
tions, and inputs, although no stability proof was given.
A fuzzy controller was applied to control the position
and orientation of a quadrotor with acceptable performance
in simulation [5]. However, due to the interdependence of
variables, the tuning of the controller parameters presented
a considerable challenge and was done through trial and error.
A nonlinear dynamic model in a form suited for backstep-
ping control was presented in [6], followed by the design
of a backstepping control law based on Lyapunov stability
theory by means of decomposition of the system equations
into three interconnected subsystems. However the simulation
results involved only tracking of a basic step trajectory of a
smooth transition to a desired position and yaw angle.
In most of the aforementioned works, and in the majority
of those in the literature, the design of controllers is based
on minimum attitude representations such as the Euler angles,
i.e. on a local representation of attitude. Thus, they involve
convoluted, long and complicated expressions, they exhibit
singularities during large angle rotational maneuvers, and they
restrict significantly the quadrotors operational envelope.
A controller based on quaternions was developed in [7].
Although quaternions are singularity-free, the three-sphere
S3 quaternion space double-covers SO(3), meaning that a
quaternion control system entails convergence to either of the
two disconnected antipodal points of S3, both representing
the same global attitude [8]. As a result, if this ambiguity
is not dealt with during control design, the quadrotor becomes
sensitive to noise, the quaternion controller can become dis-
continuous and can give rise to unwinding phenomena where
the rigid body unnecessarily rotates even though its attitude is
extremely close to the desired orientation [9], [10].
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2The quadrotor as a dynamic system evolves on a nonlinear
manifold; Hence, it cannot be described globally with Eu-
clidean spaces. Recently, attitude control was studied within
a geometric framework where the dynamics of a rigid body
was globally expressed in SO(3) or S2. Control systems
developed in a geometric framework encompass the attributes
of the system nonlinear manifolds in the characterization of
the configuration manifold, an additional advantage, avoiding
ambiguities and singularities associated with minimal rep-
resentations of attitude. This approach was applied to fully
actuated and under-actuated dynamic systems on Lie groups
to achieve almost global asymptotic stability [10] - [19].
Towards this direction, the dynamics of a quadrotor UAV
was globally expressed on the special Euclidean group SE(3)
and nonlinear controllers, designed directly on the nonlinear
configuration manifold, were developed with flight maneuvers
defined by a concatenation of three flight modes, an attitude, a
velocity and a position flight mode [18]. The resulting Geomet-
ric Nonlinear Control System solutions (GNCSs) were shown
to have desirable properties that are almost global in each
mode illustrating the versatility and generality of the proposed
approach/solution. The aforementioned results were extended
by a robust GNCS proposed in [21], by adaptive GNCSs in
[22], [23], and by a nonlinear PID GNCS in [24]. However the
GNCS-generated thrusts become negative during aggressive
maneuvers in [18], [21], [24]. Consequently because negative
thrusts can be produced only by a nonstandard quadrotor
equipped with variable pitch propellers (or other additional
means), the performance assurances produced in [18], [21],
[24] are valid for a standard quadrotor only when the controller
generated thrusts are realizable by a typical outrunner motor.
In the same geometric context, the quadrotor as means
of load transportation was investigated. The dynamics and
control of quadrotor(s) with a payload that is connected via
flexible cable(s) was studied in [25] - [27]. The problem of the
stabilization of a rigid body payload with multiple cooperative
quadrotors was addressed, with the theoretical results to be
supported by an experimental implementation [28].
This paper follows the geometric framework. A GNCS
for a quadrotor UAV is developed directly on the special
Euclidean group thus inherently entailing in the control design
the characteristics of the nonlinear configuration manifold and
avoiding singularities and ambiguities associated with minimal
attitude representations. The key contributions of this work are:
(1) We propose controllers (an attitude and a position
controller) based on nonlinear surfaces composed by tracking
errors that evolve directly on the nonlinear configuration
manifold. These controllers allow for precision pose tracking
by tuning three gains per controller and are able to follow an
attitude tracking command and a position tracking command.
(2) In contrast to [18] - [24], we produce rigorous stability
proofs and regions of attraction both with and without restric-
tions on the initial position/velocity error. In both cases it is
shown that the position controller structure is characterized
by almost global exponential attractiveness. It is shown that
the basin of attraction that does not depend explicitly on the
initial position/velocity error is smaller with respect to other
basins, but in contrast to these it is a function of only the
control gains and the quadrotor mass, introducing simplicity
in trajectory design.
(3) A strategy allowing the quadrotor to achieve, (i) pre-
cise attitude tracking, while (ii) following a desired position
command, and (iii) complying to actuator constraints in a
computationally inexpensive manner is developed. As a result,
enhanced capabilities are achieved, while the generated thrusts
are realizable by the majority of existing quadrotors. Thus
the performance assurances that are extracted by the rigorous
mathematical proofs can be extended to an actual quadrotor.
This strategy in conjunction with the developed controllers
in (1) and the regions of attraction from (2) comprise our
GNCS. The proposed strategies are validated in simulation.
To the authors best knowledge, the above contributions are
completely novel and extend the quadrotor UAV nonlinear
control methodologies on SE(3).
II. QUADROTOR KINETICS MODEL
The quadrotor studied is comprised by two pairs of counter
rotating out-runner motors see Fig. 1. Each motor drives a
dedicated propeller and generates thrust and torque normal
to the plane produced by the centers of mass (CM) of the
four rotors. An inertial reference frame IR
{
E1,E2,E3
}
and a
body-fixed frame Ib
{
e1, e2, e3
}
are employed with the origin
of the latter to be located at the quadrotor CM. The first two
axes of Ib are co-linear with the two quadrotor legs as depicted
in Fig. 1 and lie on the same plane defined by the CM of the
four rotors and the CM of the quadrotor.
e1
e2
e3
x
E1
E2
E3
f1
f2
f3
f4
Fig. 1: Quadrotor with the coordinate frames, unit vectors that
define it and actuator forces.
The following apply throughout the paper. The thrust of
each propeller is considered to be the actual control input and
acts along the direction of the propeller axis which is co-
linear with the e3 body-fixed axis. The first and third propellers
generate positive thrust along the direction of e3 when rotating
clockwise, while the second and fourth propellers generate
positive thrust along the direction of e3 when rotating coun-
terclockwise. The magnitude of the total thrust is denoted by
f =
∑4
i=1 fi ∈ R and it is positive when it acts along e3
and negative when acts along the −e3 direction, where fi and
other system variables are defined in Table I.
3TABLE I: Definitions of variables
x ∈ R3 Quadrotor CM position wrt. IR in IR
v ∈ R3 Quadrotor CM velocity wrt. IR in IR
b
ω ∈ R3 Quadrotor angular velocity wrt IR in Ib
R ∈ SO (3) Rotation matrix from Ib to IR frame
bu ∈ R3 Controller generated torque bu=[bu1; bu2; bu3] in Ib
fi ∈ R Force produced by the i-th propeller along e3
bT ∈ R
+ Torque coefficient
g ∈ R Gravity constant
d ∈ R+ Distance between system CM and each motor axis
J ∈ R3×3 Inertial matrix (IM) of the quadrotor in Ib
m ∈ R Quadrotor total mass
λmin,max(.) Minimum, maximum eigenvalue of (.) respectively
The motor torques corresponding to each propeller are as-
sumed to be proportional to each propeller thrust. Specifically,
the motor torque of the i-th propeller, τ i, is,
τ i = (−1)
ibT fie3
where the (−1)i term connects each propeller with the cor-
rect rotation direction (clockwise and counterclockwise) [7].
The total thrust f and moment vector, bu, produced by the
propellers are given by,
[
f
b
u
]
=


1 1 1 1
0 d 0 −d
−d 0 d 0
−bT bT −bT bT

F,F =


f1
f2
f3
f4

 (1)
with F ∈ R4 the thrust vector, and the 4 × 4 matrix to be
always full rank for d, bT ∈ R
+. Thus the thrust magnitude f
and the moment bu will be considered as control inputs with
the thrust for each propeller to be calculated from (1).
The spatial configuration of the quadrotor UAV is described
by the quadrotor attitude with respect to the inertial frame and
the location of its center of mass, again with respect to the
same inertial frame. The configuration manifold is the special
Euclidean group SE(3)=R3×SO(3). The total thrust produced
by the propellers, in the inertial frame, is given by Rfe3. The
equations of motion of the quadrotor system are given by,
x˙ = v
mv˙ = −mgE3 +Rfe3 (2)
J
bω˙ = bu− bω × Jbω (3)
R˙ = RS(bω) (4)
where S(.) : R3 → so(3) the cross product map given by,
S(r)=[0,−r3, r2; r3, 0,−r1;−r2, r1, 0]
S−1(S(r))=r
(5)
with the definition of the inverse map, S−1(.) : so(3) → R3,
to be given above also. This identifies the Lie algebra so(3)
with R3 using the vector cross product in R3.
III. QUADROTOR TRACKING CONTROLS
Given the underactuated nature of quadrotors, in this paper
two flight modes are considered:
• Attitude controlled mode: The controller achieves track-
ing for the attitude of the quadrotor UAV.
• Position controlled mode: The controller achieves track-
ing for the position vector of the quadrotor CM and a
pointing attitude associated with the yaw orientation of
the quadrotor UAV.
Using these flight modes in suitable successions, a quadrotor
can perform a desired complex flight maneuver. Moreover it
will be shown that each mode has stability properties that allow
the safe switching between flight modes.
A. Attitude Controlled Mode
An attitude control system able to follow an arbitrary
smooth desired orientation Rd(t) ∈ SO(3) and its assosiated
angular velocity bωd(t) ∈ R
3 is developed next.
1) Attitude tracking errors: For a given tracking command
(Rd,
bωd) and the current attitude and angular velocity (R,
bω), an attitude error function Ψ : SO(3) × SO(3) → R, an
attitude error vector eR ∈ R
3, and an angular velocity error
vector eω ∈ R
3 are defined as follows [29]:
Ψ(R,Rd) =
1
2
tr[I−RTdR] ≥ 0 (6)
eR(R,Rd) =
1
2
S−1(RTdR−R
T
Rd) (7)
eω(R,
bω,Rd,
bωd) =
bω −RTRd
bωd (8)
where tr[.] is the trace function. Important properties regarding
(6), (7), (8), including the associated attitude error dynamics
used throughout this work are included in Proposition 1 and
Proposition 2 found in Appendix A.
2) Attitude tracking controller: A control system is defined
for the attitude dynamics (attitude controlled mode) of the
quadrotor UAV stabilizing eR, eω to zero exponentially.
Proposition 3. For η, kR, kω ∈ R
+, with initial conditions
satisfying,
Ψ(R(0),Rd(0)) < 2 (9)
‖eω(0)‖
2 < 2ηkR (2−Ψ(R(0),Rd(0))) (10)
and for a desired arbitrary smooth attitude Rd(t) ∈ SO(3) in,
L2 = {(R,Rd) ∈ SO(3)× SO(3)|Ψ(R,Rd) < 2} (11)
then, under the assumption of perfect parameter knowledge,
we propose the following nonlinear surface-based controller,
b
u = bω × Jbω − J
(
kR
kω
e˙R + ad + ηsR
)
(12)
where ad is defined in (54) and the nonlinear surface sR is
defined by,
sR = kReR + kωeω (13)
then the zero equilibrium of the quadrotor closed loop attitude
tracking error (eR, eω) = (0,0) is almost globally exponen-
tially stable. Moreover there exist constants µ, τ > 0 such
that
Ψ(R,Rd) < min{2, µe
−τt} (14)
Proof of Proposition 3. We employ a sliding methodology
in L2 by defining the nonlinear surface in terms of the attitude
configuration errors (7), (8) and apply Lyapunov analysis.
4(a) Lyapunov candidate: We define,
V =
1
2kω
s
T
RsR + 2ηkRkωΨ (15)
Differentiating (15) and substituting (12) we get,
V˙ = −ηzTRW3zR,W3 =
[
k2R 0
0 k2ω
]
(16)
where zR = [‖eR‖; ‖eω‖].
(b) Boundedness of Ψ: We define the Lyapunov function,
VΨ =
1
2
e
T
ωeω + ηkRΨ (17)
V˙Ψ ≤ −ηkω‖eω‖
2 ≤ 0 (18)
Equations (17-18) imply that VΨ(t) ≤ VΨ(0), ∀t ≥ 0.
Applying (10) we obtain,
ηkRΨ(R(t),Rd(t))≤VΨ(t)≤VΨ(0)<2ηkR (19)
Implying that the attitude error function is bounded by,
Ψ(R(t),Rd(t)) ≤ ψa < 2, ∀t ≥ 0 (20)
where ψa = V (0)/ηkR. Thus R(t) ∈ L2.
(c) Exponential Stability: Using (48), (49) it follows that V
is bounded,
z
T
RW1zR ≤ V ≤ z
T
RW2zR (21)
where W1, W2 are positive definite matrices given by,
W1 =
[
k2
R
2kω
+ ηkRkω −
kR
2
−kR2
kω
2
]
, (22)
W2 =
[
k2
R
2kω
+ 22−ψa ηkRkω
kR
2
kR
2
kω
2
]
(23)
Thus the following inequalities hold,
λmin(W1)‖zR‖
2 ≤ V ≤ λmax(W2)‖zR‖
2 (24)
V˙ ≤ −ηλmin(W3)‖zR‖
2 (25)
Then for τ = ηλmin(W3)λmax(W2) the following holds,
V˙ ≤ −τV (26)
Thus the zero equilibrium of the attitude tracking error
eR, eω is exponentially stable. Using (49) then,
(2 − ψa)λmin(W1)Ψ ≤ V (t) ≤ V (0)e
−τt
Thus Ψ exponentially decreases and from (20) we arrive
to (14). This completes the proof. 
The region of attraction given by (9)-(10) ensures that the
initial attitude error is less than 180o with respect to an axis-
angle rotation for a desired Rd (i.e., Rd(t) is not antipodal to
R(t)). This is the best that one can do since (7) vanishes at
the antipodal equilibrium. Consequently exponential stability
is guaranteed almost globally (everywhere except the antipodal
equilibrium). This was expected since in [19], it was shown
that the topology of SO(3) prohibits the design of a smooth
global controller. Since (12) is developed directly on SO(3),
it completely avoids singularities and ambiguities associated
with minimum attitude representations like Euler angles or
quaternions. Also the controller can be applied to the attitude
dynamics of any rigid body and not only on quadrotor systems.
Note that, tracking of the quadrotor attitude does not require
the definition of the thrust magnitude f . Therefore no explicit
regulation of the quadrotor position takes place. Thus the
attitude mode is better suited for short durations of time. In
[18], [20], [21], (1) is used in conjunction with a suitable
expression for f , to track a desired altitude command. A
different approach in regards to this matter is taken here and
is presented in Section IV.
B. Position Controlled Mode
1) Position tracking errors: For an arbitrary smooth posi-
tion tracking instruction xd ∈ R
3, the tracking errors for the
position and the velocity are taken as,
ex = x− xd, ev = v − x˙d (27)
For a, kx, kv∈R
+ the position nonlinear surface is defined as,
sx = kxex + kvev (28)
In this mode the attitude dynamics must be compatible
with the desired position tracking instruction. This results
in the definition of a position-induced attitude and using it
as a command for the attitude dynamics. Thus the attitude
dynamics are guided to follow the position related attitude
Rx(t) ∈ SO(3) and angular velocity
bωx(t) given by,
Rx=
[
e1h ,
e3x × e1h
‖e3x × e1h‖
, e3x
]
, bωx=S
−1(RTx R˙x) (29)
e3x=
mgE3 −m
kx
kv
ev − asx +mx¨d
‖mgE3 −m
kx
kv
ev − asx +mx¨d‖
∈ S2 (30)
and by trajectory design the denominator of (30) is non zero.
The vector e1h is chosen as in [20], by defining arbitrarily
a desired direction e1d ∈ S
2 of the first body fixed axis of the
quadrotor such that e1d ∦ e3x . The heading is then given by
e1h =
(e3x × e1d)× e3x
‖(e3x × e1d)× e3x‖
and e1h ⊥ e3x , thus Rx(t) ∈ SO(3).
2) Position tracking controller: A control system is devel-
oped for the position dynamics (position controlled mode)
of the quadrotor UAV achieving almost global asymptotic
stabilization of (ex, ev, eR, eω) to the zero equilibrium.
For a sufficiently smooth pointing direction e1d(t) ∈ S
2,
and position tracking instruction xd(t) ∈ R
3 the following
position controller is defined,
f(xd, x˙d, x¨d)=(mgE3−m
kx
kv
ev−asx+mx¨d)
T
Re3(30a)
b
u(Rx,
bωx)=
bω×Jbω−J
(
kR
kω
e˙Rx+adx+ηsRx
)
(30b)
where e˙Rx , adx , sRx are given by (51), (54), (13), through
the use of (29). The closed loop system is defined by (2)-(4)
under the action of (30a)-(30b). We proceed to state the result
of exponential stability of the quadrotor closed loop dynamics.
5Proposition 4. For initial conditions in the domain,
Dx = {(ex, ev, eR, eω) ∈ R
3 × R3 × R3 × R3|
Ψ(R(0),Rx(0)) < ψp < 1} (31)
a uniformly bounded desired acceleration,
‖mgE3 +mx¨d‖ ≤ B (32)
with B ∈ R+. We define Π1,Π2 ∈ R
2×2 as,
Π1=
[
ak2x(1−θ) −akxkvθ−
mk2
x
θ
2kv
−akxkvθ−
mk2
x
θ
2kv
ak2v−θ(mkx+ak
2
v)
]
,
Π2 =
[
Bkx 0
Bkv 0
]
(33)
where θ < θmax ∈ R
+. The attitude error bound, ψp, satisfies,
θmax =
√
ψp(2− ψp)
and θmax is given by,
θmax = min{
ak2v
ak2v+mkx
, δ1 + δ2}, (34)
δ1 = 2
k2v
√
4k4xk
4
va
4 + 4k5xk
2
va
3m+ 2k6xm
2a2
k4xm
2
δ2 = −4
a2k4v
m2k2x
−2
ak2v
mkx
In conjunction with suitable gains η, kR, kω ∈ R
+, such that,
λmin(W3) >
‖Π2‖
2
4ηλmin(Π1)
(35)
then the zero equilibrium of the closed loop errors
(ex, ev, eR, eω) is exponentially stable. A region of attraction
is identified by (31), and
‖eω(0)‖
2 < 2ηkR (ψp −Ψ(R(0),Rx(0))) (36)
Proof. See Appendix B.
Proposition 4 requires that the norm of the initial attitude
error is less than θmax to achieve exponential stability (the
upper bound of theta, (34), depends solely on the control
gains and the quadrotor mass) which corresponds to a slightly
reduced region of attraction in comparison to the regions in
[18] - [24]. This is because no restriction on the initial posi-
tion/velocity error was applied during the stability proof. This
approach is not only novel (wrt. the geometric literature) but it
also offers the advantage of simplifying the trajectory design
procedure, in regards to designer considerations. In contrast
to the proposed approach the region of attraction proposed
in other geometric treatments includes bounds on the initial
position or velocity (see [18] - [24]) meaning that the trajectory
designer should comply to the position/velocity bounds and
also to the attitude bound, a more involved/complicated task.
If a user prefers a larger basin of attraction, this can be
achieved by introducing bounds on the initial position/velocity.
Then two new regions of attraction are produced involving
larger initial attitude errors and are given by (32), (36) and,
Ψ(R(0),Rx(0)) < ψp < 1, ‖ex/v(0)‖ < ex/vmax (37)
θ < θmax = min{
ak2v
ak2v+mkx
} (38)
where the second inequality in (37) denotes either a bound
on the initial position error, exmax , or a bound on the initial
velocity error, evmax , but not on both (see Appendix B for
more details and expressions regarding Π1, Π2, that comply
with (35)). Depending on the user preference the trajectory
design procedure can be realized using either one of the three
regions of attraction guiding us to favorable conditions for
switching between flight modes. For completeness all three
regions of exponential stability were derived, but this work
focuses on the position/velocity free basin.
Finally, the proposition that follows shows that the structure
of the position controller is characterized by almost global ex-
ponential attractiveness. This compensates for the reduced po-
sition/velocity free region of attraction and introduces greater
freedom to the user in regards to control objectives since the
region of attraction does not depend explicitly on the initial
position/velocity error. If the quadrotor initial states are outside
ofDx in (31), Proposition 3 still applies. Thus the attitude state
enters in (31) at a finite time t∗ and the results of Proposition 4
take effect. The result regarding the position controlled mode
is stated next.
Proposition 5. For initial conditions satisfying (10), and
ψp ≤ Ψ(R(0),Rx(0)) < 2 (39)
and a uniformly bounded desired acceleration (32), the thrust
magnitude defined in (30a), in conjunction with the control
moment (30b), renders the zero equilibrium of (ex, ev, eR, eω)
almost globally exponentially attractive.
Proof of Proposition 5. See Proposition 4 in [20] but apply
the proposed thrust (30a), to arrive to the same conclusion.
In other words, Proposition 5 shows that during the finite
time that it takes for the attitude states to enter the region
of attraction for exponential stability (31), (36), the position
tracking error ‖zx‖ remains bounded. The calculated region
of exponential attractiveness given by (39) ensures that the
initial attitude error is less than 180o with respect to an axis-
angle rotation for a desired Rx (i.e., Rx(t) is not antipodal
to R(t)). Consequently the zero equilibrium of the tracking
errors is almost globally exponentially attractive.
IV. EXPLOITING OVERACTUATION
As mentioned earlier, during aggressive maneuvers, existing
geometric controllers produce negative thrusts [18], [20], [21],
[24], that are not realizable with standard quadrotors. When
the desired thrust is negative, in a standard quadrotor, the
controller drives the propeller speed to zero (a saturation
state) in an attempt to achieve the thrust. This action has
two adverse effects. Firstly and most obviously the tracking
error increases significantly since the desired control effort
is not available for the maneuver and secondly the out-
runner motors undergo an aggressive state change where they
need to come to a complete halt and again instantaneously
achieve a high RPM count. This is not only strenuous for
the motors and reduces their lifespan, it also is extremely
expensive energy-wise reducing the available flight time of
the UAV. Another important consideration is that the stability
proofs accompanying the controllers do not account for thrust
6saturations and this also holds for [18], [20], [21], [24] and the
majority of geometric controllers in the bibliography. Thus in
order for the stability proofs (regions of attraction) to hold the
desired control effort must be available, i.e., avoid saturation
or/and change of sign.
By studying the occurrence of negative thrusts through
extensive simulations, it was observed that thrusts remain
positive if the control task at hand is a position trajectory of a
relatively reasonable rate. On the other hand, if the control task
entails a large angle attitude maneuver the thrusts can certainly
become negative, even if the attitude maneuver is conducted at
very slow rates. Therefore, it is important to develop a method,
realizable in real time, to distribute the generated control effort
(12), to the four thrusters of the quadrotor without interfering
with the control objective while simultaneously complying
with the following constraint,
fmax > fi > fmin, i = 1, .., 4 (40)
This poses as a constrained optimization problem for which
many solutions exists [30]. However, to take advantage of the
dynamics of the system, in conjunction with the proposed
control strategy, an alternative solution is proposed that is
extremely simple, fast and complies with the conditions above.
The solution starts with the realization that even though
the quadrotor is underactuated in SE(3), it can be viewed as
an overactuated platform in SO(3), the configuration space of
its attitude dynamics. Resultantly it was identified that during
the Attitude Controlled Mode, this aforementioned actuation
redundancy allows to achieve (12) and additional constraints.
The moment vector, bu, to be produced by the propellers is
associated with the thrust vector, F ∈ R4, by,
F = A#(bu) , A =

 0 d 0 −d−d 0 d 0
−bT bT −bT bT

 (41)
A
# = AT (AAT )−1 ∈ R4×3 (42)
with A to always have full row rank when d, bT 6= 0 and A
#
is the Moore-Penrose pseudoinverse. The null space of (41) is
exploited to achieve additional tasks, [33],
F=A#bu+(I−A#A)ξ (43)
where ξ ∈ R4 is a suitable vector designed to achieve two
objectives. Namely avoiding saturations as a first priority and
secondly allow for the quadrotor during the attitude maneuver
to track a desired position. The designed vector ξ is given by,
ξ=
∫ t2
t1
∇FH(F)dτ+


1 1 1 1
0 d 0 −d
−d 0 d 0
−bT bT −bT bT


−1

fp
0
0
0

 (44)
fp=



ιx 0 00 ιy 0
0 0 ιz

(mgE3−mkx
kv
ev−kξsx+mx¨d)


T
Re3
The first component of (44) is responsible for applying
actuator constraints by keeping fi as close to fidl and between
fmin and fmax through the gradient of a suitable function,
H(F). The function H(F) =
∑4
i=1 h(fi) is chosen as in [31],
h(fi) =
{
kh1tan
2( pi(|fi|−fidl)2(fidl−fmin) ), fmin<|fi|≤fidl
kh2
2 (|fi| − fidl)
2 + (|fi|−fidl)
2
(|fi|−fmax)
, |fi| > fidl
as it performs exactly the action described in the last sen-
tence. The minimum, idle, and maximum thrusts are given
by fmin, fidl, fmax ∈ R
+ respectively and kh1 , kh2 ∈ R
+.
Through the definition of h(fi) the actuator constraints objec-
tive, implicitly has a higher priority than the position tracking
objective, because h(fi)→∞ if fi→fmin or fi→fmax. Con-
sequently the position tracking objective is realized only in the
margins allowed by the actuator constraints.
The second component of (44) projects to the null-space a
desired expression for the thrust magnitude fp, which tracks
a desired quadrotor position. The thrust magnitude, fp, has
a very similar structure to (30a). They differ only in that fp
is pre-multiplied by a gain matrix and also a different gain,
kξ, multiplies the position surface sx. The gain matrix assigns
different weights to each axis of fp so a user can penalize the
effect of the error-term of each individual axis depending on
the desired maneuver, while the gain, kξ , is needed to adjust
the influence of sx term because position tracking is performed
strictly in the margins allowed by the actuator constraints.
Hence it is advised that the desired position command should
be in the neighborhood of the quadrotors position at the
beginning of the attitude maneuver.
Controllers to track a desired altitude command only are
used in [18], [20], [21] enforcing equal priority between the
attitude tracking task and the altitude tracking task. Also no
considerations for thrust saturation is mentioned, a parameter
that affects both the attitude/altitude tracking tasks. Here,
because both the position and actuator constraint objectives are
projected through ξ to the null-space of A# it is ensured that
the attitude control objective is unobstructed assuring that the
guarantees, i.e., notions of stability and regions of attraction,
produced by the rigorous stability proofs hold.
In this way, for reasonable rate maneuvers, (40) always
holds. A desired maneuver is characterized as one of reason-
able rate if it is realizable in the margin of the quadrotor motor
thrusts. For example if the motor thrusts have a maximum
range of 20N, a reference maneuver should not exceed a de-
sired angular velocity in the neighborhood of 2pi rads . Moreover
the above solution is extremely fast to compute and implement
in real time because in contrast to other works that use
on-line constraint optimization algorithms (see for example
[4]) requiring powerful computational machinery here A#,
∇FH(F), and the inverse matrix in the second component of
(44) can be computed in an analytic form off-line. Thus during
implementation the microcontroler only needs to evaluate the
precomputed analytic expressions.
Summarizing, the strategy for avoiding thrust saturation,
(43) is used during the attitude controlled mode. Suitable
desired trajectories are defined during the position controlled
mode that will not require aggressive attitude deviations
through polynomials of appropriate order. Thus the thrusts
remain within bounds and simultaneously position tracking is
7implicitly achieved as a secondary objective. The effectiveness
of the proposed solution will be verified in the next section.
V. SIMULATIONS
The effectiveness of the developed GNCS in performing
aggressive maneuvers is verified through simulations and by a
comparison to the GNCS [18]. This GNCS was selected be-
cause it is the first quadrotor control system developed directly
on SE(3) and demonstrated remarkable results in aggressive
maneuvers. Finally [18] has similarities in structure to the
proposed GNCS and is easy to tune it for a comparison. Our
focus will not only be to showcase the ability of the proposed
controllers in performing aggressive maneuvers, but also to
underline the ability of the developed GNCS in producing
thrusts that are realizable by standard out-runner motors.
To analyze GNCSs consisting of different structure and
strategies a criterion is needed for a commensurate comparison
of their performance. To this end the Root-Mean-Square
(RMS) of the thrusts is used as a criterion by tuning the
controllers to produce the same control effort for a given goal.
fRMS(t) =
√√√√1
t
∫ t
0
4∑
1
[fi(t)]2dτ (45)
Then by comparing their performance, the controller with the
least error is deemed superior.
Two sets of results will be presented. In the first set a
clean comparison of the controllers without the influence of
saturations or any additional factors is conducted to conclude
the competence of the proposed controller. In the second
set a comparison of the GNCSs as complete solutions in
the presence of saturations during an aggressive maneuver is
done to evaluate the performance of the proposed GNCS. The
system parameters are:
J = [0.072, 0, 0; 0, 0.0734, 0; 0, 0, 0.1477] kgm2
m = 1.34 kg, d = 0.30m, bT = 9.001 · 10
−3 m
As mentioned above the gains were tuned using (45) in the
following manner. First the attitude gains were tuned for a
desired pitch command of 90o followed by tuning the position
gains for a desired xd = [1; 1; 1][cm]. By tuning the attitude
controllers first, it was ensured that during the position mode
both attitude controllers embedded in their respective position
control loops will produce similar/identical control efforts. The
proposed controller parameters are given by:
kω=150, kR=5625, η=0.809261, kh1=2, kh2=3
kv=60, kx=900, a=0.5540514, ιx=ιy=1, ιz=2.3, kξ=0.0028
The benchmark controller parameters for [18] used are:
kω = [8.6400, 0, 0; 0, 8.8080, 0; 0, 0, 17.7240]
kR = [259.2000, 0, 0; 0, 264.2400, 0; 0, 0, 531.7200]
kv = 51.871, kx = 501.977
The initial conditions (IC’s) are: x(0) = v(0) = bω(0) =
03×1,R(0) = I. The results are presented next.
The RMS force values, (45), are displayed in Fig. 2a during
the position maneuver where two overlapping horizontal lines
denote the value of (45) at the end of the maneuver and two
overlapping curved lines denote the RMS force values during
the simulation. Due to space limitations, Fig. 2a shows only
the RMS values during the position maneuver. The calculated
gains produce, at the end of the attitude simulation, RMS
control efforts equal to 12671.159 [N], thus equal attitude
control effort is exerted from both controllers. The RMS
effort, calculated at the end of the position simulation for both
controllers is 16828.54 [N], thus equal position control effort is
exerted, see Fig. 2a, the dashed line overlaps with the solid line
and both line indexes 1, 2, point to the same curve. The reason
that the RMS control efforts are extremely large is because the
control objective of precise trajectory tracking leads in the use
of relatively high gains and since the controller is fed with
step desired commands, extremely large control efforts are
observed. This poses no problem for an actual implementation
because during trajectory tracking the control efforts remain
in reasonable margins as it will demonstrated shortly.
Examining Fig. 2b, the effectiveness of (12) in regards to the
benchmark controller is demonstrated as Ψ converges to zero
faster (solid black line: 1, vs dashed blue line: 2). The quadro-
tor response for a position command to xd=[1; 1; 1][cm] is
shown in Fig (2c,2d). Examining Fig. (2d), it is clear that the
proposed position controller ((30b), (30a)) performs equally
well to the benchmark controller (solid line: 1, overlaps
the dashed line: 2). However the attitude error during the
position maneuver is negotiated better by the proposed position
controller as Ψ converges to zero faster and with a smaller
overall error, Ψ<0.0727 (solid black line: 1), vs Ψ<0.1115
(dashed line: 2), an important prevalence.
In view of the above the ability of the proposed position
controller to achieve the position command coequally to
[18] while simultaneously negotiate the attitude error more
efficiently makes it more effective/desirable.
Having assessed the capabilities of the developed controller,
a comparison between the proposed GNCS with [18] as a
whole is conducted. Thus the proposed strategy from Section
IV is now included. During the simulation, the following
actuator constraints are in effect:
fmin = 0[N], fmax = 20[N]
A complex flight maneuver is conducted, in which the
quadrotor is instructed to reach a desired waypoint/position
and in mid-flight perform a 360o flip around its e2 axis. This
maneuver was selected to be similar in spirit to the ones in
[18], [20], [24], and to showcase the ability of the developed
GNCS to perform aggressive maneuvers while simultaneously
respecting the constraints of the out-runner motors for positive
thrusts. The initial conditions are the same as before. This
complex trajectory is achieved through the concatenation of
the two flight modes in the following succession:
(a) (t < 6): Position Mode: At t = 0.5 the quadrotor translates
from the origin to xd = [2; 0; 5], e1d = [1; 0; 0] using
eighth degree smooth polynomials [32].
(b) (6 ≤ t < 7): Attitude Mode: The quadrotor performs
a 360o flip around its e2 axis. Rd(t) was designed by
defining the pitch angle using eighth degree polynomials.
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Fig. 2: Quadrotor response after the tuning procedure. (2a)
RMS control effort calculated through (45). (2b) Response
for a step command of 90o. (2c,2d) Response for a position
command to xd = [1; 1; 1][cm]. (2c) Attitude error given
by (6). (2d) Position error, ‖ex‖. Solid lines (1): Proposed,
Dashed lines (2): Benchmark.
(c) (7 ≤ t ≤ 10): Trajectory tracking using smooth polyno-
mials of the same order with IC’s equal to the values of
the states of the quadrotor at the end of the flip and final
waypoint given by xd = [2; 0; 5], e1d = [1; 0; 0].
Simulation results of the maneuver are illustrated in Fig.
3. Examining Fig. 3a, 3b, 3c it is observed that the attitude
error Ψ, the angular velocity error ‖eω‖, and the position error
‖ex‖, only increase during the attitude portion of the maneuver
(see Fig. 3a, 3b, 3c, 6≤t<7). Specifically the proposed GNCS,
during the 360o flip maneuver, demonstrates an increase only
in the position tracking error, ‖ex‖<0.8142 [m] (see Fig.
3c, 6≤t<7). The attitude error from the proposed controller
remains below Ψ<9.29·10−9 (8.36·10−7 [deg] with respect
to an axis-angle rotation) meaning that the attitude is tracked
exactly, (see magnified insert in Fig. 3a, thick black line),
while bωd(t) is tracked faithfully, with ‖eω‖ < 0.0171rad/s
(see magnified insert in Fig. 3b, thick black line).
During the same time period (6≤t<7) the benchmark GNCS
demonstrates higher tracking errors compared to the developed
one. In particular, the attitude error of the benchmark GNCS
remains below Ψ<5.16·10−4 (0.046 [deg] wrt., an axis-angle
rotation) denoting an error about 5·104 times worse compared
to the developed one. It is clear that the developed solution
outperforms by far the benchmark one. The same holds for
the angular velocity error where the benchmark is competent
with ‖eω‖<0.8337rad/s (see Fig. 3a,3b, thin blue line) but
exhibiting an error more than 48 times worse. During the 360o
flip, the benchmark position error is ‖ex‖<0.9284 [m] (see
dashed line on Fig. 3c) signifying an error 8.37% worse. Again
the developed GNCS performs better.
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Fig. 3: Complex trajectory tracking. (3a) Attitude error given
by (6). (3b) Angular velocity error, ‖eω‖. (3c) Position error,
‖ex‖. (3d) Trajectory response comparison with fp=0. (3e,3f)
Thrusts (Proposed). (3g,3h) Thrusts (Benchmark).
The above results are attributed to the developed GNCS
ability to produce thrusts that do not saturate the actuators,
and still serve the attitude control objective (see Fig. 3a,3e,3f).
Indeed, the lowest registered thrust is 0.3475 [N] while the
largest equals to 19.4759 [N] and complies with the actuator
constraints (see Fig. 3e,3f). In contrast to this, the benchmark
GNCS, during the attitude mode, is prone to thruster saturation
(see ‘sat’ in Fig. 3g,3h).
During the attitude maneuver, the proposed GNCS is also
able to track a desired position command, in the margins
9allowed by the actuator constraints, through the null-space
projection of fp (see (44)). To comprehend better the effects
of fp, the same simulation was performed but this time with
fp=0. The results can be seen in Fig. 3d, where the black solid
lines correspond to tracking error with active fp, while the blue
dashed lines correspond to fp=0. By comparing the responses
in Fig. 3d, it is clear that fp achieves its goal satisfactory well.
When fp is absent, the position deviation exceeds 1.2 [m] in
the x1 direction and 1.53 [m] in the x3 direction (see Fig. (3d),
6≤t<7). In contrast to this when fp is present, the position
deviation remains below 0.8 [m] in the x1 direction and has a
mean value of close to zero in the x3 direction (see Fig. (3d),
6≤t<7). It is emphasized that the position tracking objective
is achieved as a secondary task in the margins allowed by
the actuator constrains. As a result the proposed solution is
intended for short durations of time. Nevertheless the ability of
the devised GNCS, to briefly track a desired position command
while complying to actuator constraints, without interfering
with the attitude control objective is verified.
Also it is very important to emphasize that the guarantees
produced by the rigorous stability proofs hold and extend
to standard quadrotors since the controller-generated thrusts
produced by the GNCS are realizable through (43,44) and
comply to controller demands. This is a very important point
of this analysis, since the stability proof does not account
for thrust saturations. Through the simulations the proposed
solution showcased results of increased precision that could be
deemed redundant, nevertheless the results are supplemented
with guarantees on the system performance. Finally since
the generated thrusts are not negative, they are realizable
by standard outrunner motors and thus by the majority of
quadrotors produced by the industry.
VI. CONCLUSION
In this paper, new controllers for a quadrotor unmanned mi-
cro aerial vehicle were proposed based on nonlinear surfaces,
composed by tracking errors that evolve directly on the nonlin-
ear configuration manifold, inherently including in the control
design the nonlinear characteristics of the SE(3) configuration
space. In particular geometric surface-based control systems
were developed and through rigorous stability proofs, they
were shown to have desirable closed loop properties that are
almost global. Additionally a region of attraction, independent
of the position error was produced and analyzed. A strategy
allowing the quadrotor to achieve precise attitude tracking
while following a desired position command and comply to
actuator constraints in a computationally inexpensive manner
was introduced. This is a novel contribution differentiating
this work from existing GNCSs, since the controller-generated
thrusts can be realized by the majority of quadrotors available
in the market. The new features of this work were illustrated
by numerical simulations of aggressive maneuvers, validating
the effectiveness and the capabilities of the proposed GNCSs.
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APPENDIX A
The attitude tracking errors associated with the attitude error
function studied in [12], [17], [29], and related properties are
summarized next.
Proposition 1. In regards to (6), (7), (8), for a given tracking
command (Rd,
bωd) and the current attitude and angular
velocity (R, bω), the following statements hold:
(i) Ψ is locally positive-definite about R = Rd and,
‖eR(R,Rd)‖
2 = (2−Ψ(R,Rd))Ψ(R,Rd) (46)
(ii) The left-trivialized derivative of Ψ is given by,
T∗ILR(DRΨ(R,Rd)) = eR (47)
(iii) The critical points of Ψ, where eR = 0, are {Rd} ∩
{Rdexp(piS(s)), s ∈ S
2}.
(iv) A lower bound of Ψ is given as follows,
1
2
‖eR(R,Rd)‖
2 ≤ Ψ(R,Rd) (48)
(v) Let ψ ∈ R+. If Ψ(R,Rd) < ψ < 2, then the upper
bound of Ψ is given by,
Ψ(R,Rd) ≤
1
2− ψ
‖eR(R,Rd)‖
2 (49)
Proof of Proposition 1. See [29].
The associated attitude error dynamics of (6), (7) and (8)
to be used in the subsequent control design are given next.
Proposition 2. For the error dynamics of (6), (7) and (8)
the following hold
Ψ˙(R,Rd) = e
T
Reω (50)
e˙R = E(R,Rd)eω (51)
e˙ω =
bω˙ + ad
= J−1
(
b
u− bω × Jbω
)
+ ad (52)
where E(R,Rd) ∈ R
3×3 and ad ∈ R
3 are given next,
E(R,Rd) =
1
2
{tr[RTRd]I−R
T
Rd} (53)
ad = S(
bω)RTRd
bωd −R
T
Rd
bω˙d (54)
with the associated norm of the matrix E(R,Rd) to be,
‖E(R,Rd)‖ ≤ 1 (55)
Thus using (51) and (55) the following inequality is satisfied,
‖e˙R‖ ≤ ‖eω‖ (56)
Proof of Proposition 2. See [21], [29].
APPENDIX B
Proof of Proposition 4. A sliding methodology is utilized
through the definition of the surface in terms of the error
vectors defined in (27), followed by Lyapunov analysis.
(a) Boundedness of eR: The assumptions of Proposition 4
imply compliance to Proposition 3 thus the properties of
(12) still apply. Equation (36) in (17) results in,
ηkRΨ(R(t),Rx(t))≤VΨ(t)≤VΨ(0)<ηkRψp (57)
signifying that the attitude error function is bounded by,
Ψ(R(t),Rx(t)) ≤ ψp < 1, ∀t ≥ 0 (58)
(b) Position Error Dynamics: The analysis that follows is
developed in the following domain,
D = {(ex, ev, eR, eω) ∈ R
3 × R3 × R3 × R3|
Ψ(R,Rx) ≤ ψp < 1} (59)
Proposition A. For initial conditions in (59), the cosine
between Re3 and Rxe3 is given by (Rxe3)
T
Re3 and the
following holds,
(Rxe3)
T
Re3 ≥ 1−Ψ(R,Rx) > 0 (60)
The sine of the angle between Re3 and Rxe3 is given by
((Rxe3)
T
Re3)Re3 −Rxe3 and using (46),
‖((Rxe3)
T
Re3)Re3 −Rxe3‖ ≤ ‖eR‖ (61)
‖eR‖ =
√
Ψ(2−Ψ) ≤
√
ψp(2− ψp) = θ < 1 (62)
Proof of Proposition A. See [21], [29].
Equation (60) is used by adding and subtracting
fRxe3((Rxe3)
T
Re3)
−1 in (2) to obtain,
mv˙ = −m
kx
kv
ev − asx +X+mx¨d (63)
where f ∈ R, X ∈ R3 are given by,
f = ‖U‖(Rxe3)
T
Re3 (64)
X = ‖U‖
(
(Rxe3)
T
Re3)Re3 −Rxe3
)
(65)
U = mgE3 −m
kx
kv
ev − asx +mx¨d (66)
Then by taking the time derivative of (27), the error
dynamics of ev are given by,
me˙v = −m
kx
kv
ev − asx +X (67)
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(c) Translational dynamics Lyapunov candidate: We define,
Vx =
m
2kv
s
T
x sx + akxkve
T
x ex (68)
Differentiating (68) and substituting (67) we get,
V˙x = s
T
x (−asx +X) + 2akxkve
T
x ev (69)
Using (61-62), a bound of X is given by,
‖X‖ ≤ (B + (akv +
mkx
kv
)‖ev‖+ akx‖ex‖)‖eR‖
≤ (B + (akv +
mkx
kv
)‖ev‖+ akx‖ex‖)θ (70)
Defining zx=[‖ex‖; ‖ev‖], using (70) in (69) we arrive,
V˙x ≤ −z
T
xΠ1zx + z
T
xΠ2zR (71)
and by (34), Π1 is positive definite.
(d) Lyapunov candidate for the complete system: We define,
Vg = Vx + V (72)
and using (48-49), (72) is bounded as follows,
z
T
RW1zR+z
T
xΠ3zx≤Vg≤z
T
RW2zR+z
T
xΠ4zx (73)
Π3=
[
akxkv+
mk2
x
2kv
−mkx2
−mkx2
mkv
2
]
, Π4=
[
akxkv+
mk2
x
2kv
mkx
2
mkx
2
mkv
2
]
and bothΠ3,Π4 matrices are positive definite. Using (16)
and (71) the derivative of (72) is given by,
V˙g ≤ −z
T
xΠ1zx + z
T
xΠ2zR − ηz
T
RW3zR (74)
(e) Exponential Stability: Under the conditions (34-35) of
Proposition 4 all the matrices are positive definite and for
z = [‖zx‖; ‖zR‖] equation (74) is bounded by,
V˙g ≤ −z
T
Π5z,Π5=
[
λmin(Π1) −
1
2‖Π2‖2
− 12‖Π2‖2 ηλmin(W3)
]
(75)
Moreover (35) ensures that (75) is negative definite. Thus
the zero equilibrium of the tracking errors of the complete
system dynamics is exponentially stable. A region of
attraction is given by the domain (31), and (36). 
(f) Alternative regions of exponential stability: The Lyapunov
analysis above was developed in (31) without restrictions
on the initial position/velocity error. This resulted to a
complicated Lyapunov analysis and a reduced region of
exponential stability. Instead if we restrict our analysis to,
Dp = {(ex, ev, eR, eω) ∈ R
3 × R3 × R3 × R3|
Ψ(0)<ψp<1, ‖er‖ < θ, ‖ex(0)‖ < exmax}(76)
and bound the third order error terms that arise during the
analysis using exmax then (33), is given by
Π1=
[
ak2x(1−θ) 0
0 ak2v−θ(mkx+ak
2
v)
]
(77)
Π2 =
[
Bkx 0
Bkv + (2akxkv +
mk2
x
kv
)exmax 0
]
(78)
Alternatively a restriction on the initial velocity error
results to domain,
Dv = {(ex, ev, eR, eω) ∈ R
3 × R3 × R3 × R3|
Ψ(0)<ψp<1, ‖er‖ < θ, ‖ev(0)‖ < evmax}(79)
then similarly using evmax to bound the third order error
terms, Π1 is given by (77) and (78) changes to,
Π2 =
[
Bkx + (2akxkv +
mk2
x
kv
)evmax 0
Bkv 0
]
(80)
were in both cases (34) is given by
θ<min{
ak2v
ak2v+mkx
} (81)
Note that the Lyapunov analysis continues in the same
manner as in Appendix B with (77), (78), (81) (corre-
sponding to (76)) and (77), (80), (81) (corresponding to
(79)) being utilized instead of (33), (34). It should be noted
that (81) signifies a larger basin than (34) but a restriction
on the initial position/velocity error was introduced and
this might not be desirable in some instances. 
