We propose a new Iteratively Reweighted Least Squares (IRLS) algorithm for the problem of recovering a matrix X P R d 1ˆd2 of rank r ! minpd 1 , d 2 q from incomplete linear observations, solving a sequence of quadratic problems. The easily implementable algorithm, which we call Harmonic Mean Iteratively Reweighted Least Squares (HM-IRLS), is superior compared to state-of-the-art algorithms for the low-rank recovery problem in several performance aspects. More specifically, the strategy HM-IRLS uses to optimize a non-convex Schatten-p penalization to promote low-rankness carries three major strengths, in particular for the matrix completion setting.
I. INTRODUCTION
The problem of recovering a low-rank matrix from incomplete linear measurements has gained considerable attention in the last few years due to the omnipresence of low-rank models in different areas of science and applied mathematics [1] . The problem of identifying and reconstructing a low-rank matrix from only few given entries is called matrix completion and is a well-known instance of the lowrank matrix recovery problem.
Although the problem is NP-hard in general, several efficient algorithms have been proposed that allow for provable recovery in many important cases. The nuclear norm minimization (NNM) approach [2] , [3] , which solves a surrogate semidefinite program, is particularly well-understood. Recovery guarantees for NNM have been derived for various classes of random measurement models [3] and a number of measurements on the order of the information theoretic lower bound. More recently, comparable guarantees have also been derived for several non-convex algorithmic approaches [4] - [7] , which are often preferred in practice because of their higher empirical recovery rate and their more efficient implementation.
II. OUR APPROACH
In this spirit, we propose Harmonic Mean Iteratively Reweighted Least Squares (HM-IRLS), an enhanced variant of the Iteratively Reweighted Least Squares (IRLS) algorithm for the low-rank matrix recovery problem [8] , [9] : If pσipXqq minpd 1 ,d 2 q i"1 denote the singular values of a matrix X P R d 1ˆd2 , define the Schatten-p quasinorm for the parameter 0 ă p ď 8 as 
The overall strategy of HM-IRLS remains to mimic the minimization of non-convex Schatten-p quasi-norm
for 0 ă p ă 1 by a sequence of weighted least-squares problems, where Φ : R d 1ˆd2 Ñ R m denotes the linear measurement operator.
The important difference to [8] , [9] , however, is the use of weight matrices that use the information in both the column and the row space of the iterates. The weight matrices can be interpreted as the harmonic mean of of left-and right-sided weight matrices as introduced in [8] , [9] , which also gives rise to the name. We define the vectorization Xvec P R d 1 d 2 of a matrix X " pX1, . . . , X d 2 q P R d 1ˆd2 with columns Xj, j P rd2s as Xvec " pX T 1 , . . . , X T d 2 q T . The pseudo-code of HM-IRLS can be stated as follows.
Algorithm 1: Harmonic Mean IRLS (HM-IRLS)
n " n`1.
until stopping criterion is met. Set n0 " n.
In the definition of Ă W pn`1q in Algorithm 1, we use the notation A ' B " I d 2 b A`B b I d 1 with I d 2 and I d 1 being the identity matrices in the respective dimension and b denoting the tensor product in the standard bases. Also, U pnq P R d 1ˆd and V pnq P R d 2ˆd are the matrices with the left resp. right singular vectors of X pnq " U pnq Σ pnq V pnq˚i n their columns, and d " minpd1, d2q. Furthermore, s Σ pnq P R dˆd is a diagonal matrix containing the smoothed singular values s Σ pnq ii " pσipX pn2` pnq2 q 1 2 for i " 1, . . . , d with the smoothing parameter pnq from (4).
We claim that this choice of the weight matrices Ă W pnq has several favourable properties for non-convexity parameters p ă 1. This is the case as HM-IRLS achieves a better alignment of the left-singular and right-singular vectors of the iterates with the ones of the low-rank matrix to be recovered.
III. THEORETICAL RESULTS
We extend the theoretical guarantees of previous low-rank IRLS algorithms, both general ones and those based on a null space property of the measurement operator, to HM-IRLS.
As a tool for the convergence analysis, we introduce the following null space property [10] , [11] for the measurement operator Φ.
Definition 1 (Strong Schatten-p null space property). Let 0 ă p ď 1. We say that a linear map Φ : R d 1ˆd2 Ñ R m matrix fulfills the strong Schatten-p null space property (Schatten-p NSP) of order r with constant 0 ă γ ď 1 if
for all Z P N pΦqzt0u with the notation that Zr " ř r i"1 σipZquivi and Zc " ř d i"r`1 σipZquivi , where Z " ř d i"1 σipZquivi denotes the singular value decomposition with non-increasing singular values σipZq.
Measurement operators Φ : R d 1ˆd2 Ñ R m that fulfill the rank restricted isometry property [3, Definition 3.1] of order 2r also fulfill (6) . Indeed, it can be shown that for any 0 ă p ď 1, there exists a constant Cppq ă 1 such that a rank-RIP constant δ2r ă Cppq of Φ implies that the strong Schatten-p constant of order r fulfills γr ă 1, combining the arguments of [11] , [12] .
The rank restricted isometry property is fulfilled for random operators Φ with high probability if its entries are, e.g., i.i.d. Gaussians and m ě Crpd1`d2q for some constant C ą 1 [13] .
However, we note that a rank-RIP or Schatten-p NSP does not hold for the important case of matrix completion-type measurements, where we are given m sample entries
for some pi , j q P rd1sˆrd2s depending on , which means that the followings two theorems do not cover the matrix completion setting.
To state the first convergence result for HM-IRLS, define the smoothed Schatten-p functional g p such that
for a matrix X P R d 1ˆd2 .
Ñ R m and assume that there exists a matrix X0 P R d 1ˆd2 that has rank r and ΦpX0q " Y . Let pnq , X pnq be the quantities generated by Algorithm 1 for input parameters Φ, Y R ě r and 0 ă p ď 1, for n ě 1.
Let :" limnÑ8 pnq andZ be the set of accumulation points of the sequence pX n q nPN .
(i) If " 0, and if the matrix Φ fulfills the Schatten-p-NSP of order R with constant 0 ă γR ă 1 as defined in Definition 1, thenZ consists of one single point s X that has rank at most R andX is the unique solution to the minimization problem (2) , and in particular s X " X0.
(ii) If ą 0, then each pointX PZ is a stationary point of the -perturbed Schatten-p objective functional g p as defined in (8) .
Furthermore, we show that, unlike the related algorithms [8] , [9] , HM-IRLS exhibits a local superlinear convergence rate (of order 2´p) starting from an iterate X p s nq that is close enough to a lowrank matrix X0, as can be seen via the following theorem.
Theorem 2 (Locally Superlinear Convergence Rate). [14] Assume that the linear map Φ : R d 1ˆd2 Ñ R m fulfills the strong Schattenp NSP of order 2r with constant γ2r ă 1 and that there exists a matrix X0 P R d 1ˆd2 with rankpX0q " r ď minpd 1 ,d 2 q 2 such that ΦpX0q " Y , let Φ, Y, r and 0 ă p ď 1 be the input parameters of Algorithm 1. Assume that there exists an iteration s n P N and a constant 0 ă ρ ă 1 such that
with η pnq :" X pnq´X 0 and s n " σr`1pX s n q. If additionally ρ and the condition number κ :" κpX0q :" σ 1 pX 0 q σr pX 0 q of X0 are small enough, more precisely, if
where Cγ 2r ,p :" p1`γ2rq p´γ2r p3`γ 2r qp1`γ 2r q p1´γ 2r q¯2´p , then
for all n ě s n.
For small Schatten-p parameters p ą 0, this means that the convergence rate is almost quadratic.
We note that the related IRLS algorithms [8] , [9] do not exhibit superlinear convergence rates at all, even not for their versions optimizing a non-convex Schatten-p objective corresponding to p ă 1, also see Remark 1.
IV. PROOFS

A. Proof sketch for Theorem 1
For the theoretical analysis of HM-IRLS, we introduce the following auxiliary functional Jp, that can be used in a variational interpretation of the algorithm. We assume for simplicity of the presentation that d1 " d2 " d, but stress that all results are valid for d1 ‰ d2 as well.
be the harmonic mean matrix Ă W associated to W . We define the auxiliary functional Jp :
JppX, , W q :"
INTERNATIONAL CONFERENCE ON SAMPLING THEORY AND APPLICATIONS (SAMPTA)
With the help of the auxiliary functional Jp, we can interpret Algorithm 1 as an alternating minimization of the functional JppX, , W q with respect to its arguments X and W .
A major difference to the convergence analysis of other IRLS-type algorithms is the justification of the choice of Ă W pW q derived from the optimization problem arg min
Calculating the derivate of JppX, , W q with respect to W and setting it to zero is technically more demanding due to the complex structure of the weight matrix Ă W pW q. As a next step, we collect several observations about the behavior of Algorithm 1 with respect to the functional Jp in the following lemma.
Lemma 1. Let pX pnq , pnq , W pnnPN be the output sequence of Algorithm 1. Then the following properties hold:
(a) JppX pnq , pnq , W pn`1ě JppX pn`1q , pn`1q , W pn`2for all n ě 1,
The itertates X pnq , X pn`1q come arbitrarily close as n Ñ 8,
i.e., lim nÑ8 }X pnq´X pn`1q } 2 F " 0. Now we sketch the proof structure of Theorem 1 as follows: (i) Using Lemma 1(b), we show that the limit of a subsequence of iterates X pnq denoted byX fulfills ΦpXq " Y and rankpXq ď R. By means of Lemma 1(a), we deduce that the whole sequence fulfills
Then, an NSP argument allows us to conclude that X pnq ÑX. (ii) One first observes that X pnq Ñ X for n Ñ 8, with X being a stationary point of g p pXq. Then we use Lemma 1 (c) and a characterization of the minimizer of the smoothed Schatten-p functional g p to show thatX " X .
B. Proof sketch for Theorem 2
For the proof of the statement of Theorem 2, we note that Hölder's inequality for Schatten-quasinorms (e.g. [15, Theorem 11.2] ) and the definition of the harmonic mean matrix Ă W pn`1q of Algorithm 1 can be used to show the following lemma. Lemma 2. Let pX pnq qn be the output sequence of Algorithm 1 for parameters Φ, Y, r and 0 ă p ď 1 and assume that Φ fulfills the strong Schatten-p NSP (6) of order 2r with constant γ2r ă 1. If η pn`1q " X pn`1q´X 0 is the residual of the pn`1q-th iterate of Algorithm 1, then
In order to control the weighted norm }η pn`1q vec } 2 p Ă W pn`1, we use the following lemma. 
Furthermore, if X0 is a rank-r matrix, assuming that the n-th iteration fulfills (9), it holds that
where 0 ă ρ ă 1 is the constant from (9) and κ " σ 1 pX 0 q σr pX 0 q denotes the condition number of X0.
Proof sketch of Lemma 3. For the first statement, we use that (cf. [8, Lemma 5.1])
x Ă W pn`1q X pn`1q vec , pX pn`1q´X 0qvecy 2 " 0 as X pn`1q´X 0 is in the null space of Φ since X pn`1q is the solution of the quadratic problem (3), and use Cauchy-Schwarz.
For the second statement, we assume for notational simplicity that d1 " d2 " d. It can be seen by a short calculation that
if A˝B denotes the Hadamard product of the matrices A, B such that pA˝Bqij " AijBij for all i, j, The matrix H pnq Tc,Tc in the fourth summand has larger entries of order p pnp´2 , but the summand can still be controlled using a result due to Wedin (Lemma 4) about perturbations of the singular value decomposition, if X pnq is already close enough to the matrix X0, cf. assumption (9) .
Lemma 4 (Wedin's bound [16] , [17] ). Let Z andZ be two matrices of the same size and their singular value decompositions
where the submatrices have sizes of corresponding dimensions. Suppose that δ, α satisfying 0 ă δ ď α are such that α ď σminpΣ1q and σmaxpΣ2q ă α´δ. Then
To finish the proof of Theorem 2, we combine Lemma 2 and 3, and proceed by induction over n ě s n.
Remark 1. We note that a choice of weight matrices as in previous IRLS approaches [8] , [9] could be expressed in our notation as very similar to Ă W pn`1q " Fig. 1 : Recovery success rate with varying oversampling factor ρ for state-of-the-art algorithms
We consider low-rank matrices X 0 P R d 1ˆd2 , rankpX 0 q " r with d 1 " d 2 " 100, r " 8, and take matrix completion measurements, sampling m " ρ¨rpd 1`d2´r q entries of X 0 .We examine the recovery performance for various types of algorithms such as IRLS algorithms IRLS-FRW, IRLS-MF [8] , [9] , Riemannian optimization (Riemann_Opt [18] ), alternating minimization (p_MC_AltMin, ASD and BFGD as in [19] - [21] ), and iterative hard thresholding (MatrixALPSII, CGIHT_Matrix [6] , [22] ). We draw 150 instances of X 0 " U V˚, where U P R d 1ˆr and V P R rˆd 2 are random matrices with i.i.d. standard Gaussian entries, and matrix completion sampling operators Φ with oversampling factor ρ from 0.975 to 2.60, and define successful recovery as a relative Frobenius error of smaller than 10´3.
if the goal is the recovery of the transposed matrix X0 ). Let resp. V pnq T , be the space that can be considered as a generalized support of the best rank-r approximation of X pnq .
The fact that those weight matrices do not lead to algorithms with superlinear convergence rates for p ă 1 can be explained by noting that there are always parts of the space T pnq that are equipped with too large weights if X pnq " U pnq Σ pnq V pnq˚i s already approximately low-rank. In particular, either the second or the third summand in (14) would become too large.
V. COMPUTATIONAL ASPECTS
The algorithm HM-IRLS consists of basically of two computational steps per iteration: The computation of the SVD of the d1ˆd2matrix X pnq and the solution of the constrained least squares problem in (3). The first is of time complexity Opd1d2 minpd1, d2qq, the second depends also on the linear measurement operator Φ. For Φ corresponding to the matrix completion setting, i.e., for Φ as in (7), the time complexity for solving (3) is dominated by the inversion of a symmetric, mˆm sparse linear system, if m is the number of given entries. We note that the large matrix Ă W pn`1q P R d 1 d 2ˆd1 d 2 never has to be computed explicitly in Algorithm 1.
For the matrix completion case, this allows us to recover low-rank matrices up to e.g. d1 " d2 " 1000 on a single machine given very few entries.
VI. NUMERICAL EXPERIMENTS
We conduct extensive numerical experiments comparing the efficiency of HM-IRLS with related algorithms as well as with algorithms based on different concepts (cf. Fig. 1 ) in terms of needed number of measurements for reconstructing matrices of a given rank.
In the experiments, we focussed on the matrix completion setting due to the popularity of this model, even though our theoretical guarantees do not apply directly to this setting.
We observe that surprisingly, HM-IRLS needs fewer given entries to complete low rank matrices with high empirical probability than all the state-of-the-art algorithms we included in our experiments. We consider low-rank matrices X 0 P R d 1ˆd2 , rankpX 0 q " r with d 1 " d 2 " 40, r " 10, and take matrix completion measurements, sampling m " ρ¨rpd 1`d2´r q entries of X 0 . We run different variants of IRLS, namely HM-IRLS and IRLS-FRW [8] , to recover X 0 for different the choices for the paramter p " t0.0001, 0.05, 0.1, 0.25, 0.5, 0.65, 0.8, 1.0u, steering the non-convexity of the minimization problem (2) . Also, we verify the theoretically predicted superlinear convergence rate of order 2´p for the given non-convexity parameter 0 ă p ď 1 in our experiments accurately (cf. Fig. 2) . A consequence of this is that HM-IRLS often converges to approximations s X of the lowrank matrix X0 with Frobenius errors as small as 10´1 0 in 10 or 20 iterations, while other iterative algorithms need hundreds or thousands for comparable errors.
VII. CONCLUSION
In [23] , an IRLS algorithm for the related sparse recovery problem was designed to optimize the p-quasinorm for 0 ă p ď 1 and a convergence analysis was provided which included a locally superlinear convergence rate of order 2´p under the assumption of a null space property of the measurement operator.
In this paper, we formulate Harmonic Mean Iteratively Reweighted Least Squares (HM-IRLS), a new IRLS algorithm for the lowrank matrix recovery problem. We consider HM-IRLS to be the adaquate extension of [23] to this problem, as we acheive their local convergence rate, which is so far unprecedented for IRLS-type and other types of algorithms solving the Schatten-p minimization problem, both theoretically and practically. From a certain point of view, HM-IRLS exhibits even more favourable properties than [23] , as our experiments suggest that global convergence is not lost for small p ă 0.5, even not for p as small as p " 0.01.
The numerical experiments indicate that this behaviour of HM-IRLS is complemented by a superior performance in terms of the number of measurements needed for successful recovery compared to state-of-the-art methods.
