In this paper we present algorithms for simplifying ratios of trigonometric polynomials and algorithms for dividing, factoring and computing greatest common divisors of trigonometric polynomials, that is, polynomials in sin(x) and cos(x).
INTRODUCTION
Let s and c denote sin(x) and cos(x) respectively. We are interested in methods for simplifying ratios of trigonometric polynomials, that is, elements of the ring Q[s, c]/(s2+c 2-1}. For example, we would like to make the simplification (l+c) s+l--c 2 l+s+c s_ 2c2 +c4 +1 --~ (l_c=)s+ 1.
Such simplification problems occur naturally in engineering applications. They will also occur in any computation with trigonometric polynomials that assumes a field, for example, if Gaussian elimination were applied to a matrix of trigonometric polynomials.
One approach to this problem is to try to cancel out a greatest common divisor (GCD) from the numerator and denominator trigonometric polynomials. In the above example the simplified result was obtained by cancelling out the common divisor s. What makes this problem non-trivial is that the quotient ring Q[s, c]/(s ~ + c 2 -1) is not a unique factorization domain, thus GCDs are not unique in general. In our example the numerator trigonometric polynomial has the following two irreducible factorizations (1 +c)s+ 1-c a = s(1 +s+c) = (1 +c) (1 +s-c) and the denominator polynomial the following two Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage, and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. ISSAC2001, 7/01, Ontario, Canada (~)2001 ACM 1-58113-417-7/01/0007 $5.00
Thus we could also have cancelled out the common factor 1 + s + c or the common factor 1 + s -c.
The non-uniqueness of factorization in ~s, c]/ (s 2 + c 2 -1)
is pointed out by Trotter in [4] though no algorithms are given. In [3] , Roach studies this problem in the context of indefinite integration of trigonometric functions. Roach's approach applies to a subset of trigonometric polynomials, those which he terms "co-ordinated". We give some details of his method in section 4 and an implementation of it in REDUCE for comparison with our approach.
In this paper we will show how to compute greatest common divisors of trigonometric polynomials in all cases. To do this we must first understand factorization in the ring
Q~s, c]/(s 2 + c 2 -1). We study this in section 2. We show that Q[s, c]/(s ~ + c 2 -1) is an integral domain and how to do division in it.
This facilitates algorithms like fraction-free Gaussian elimination. Next we characterize irreducibles in Q[s, c]/(s ~ + c ~ -1) and show how to determine all distinct factorizations of an element of this ring. An application for factoring trigonometric polynomials would be solving equations involving trigonometric polynomials.
In section 3 we study how to simplify ratios of trigonometric polynomials, i.e. elements of the fraction field of Q[s, c]/(s2+ c ~ -1). We define and show how to compute greatest common divisors in Q[s, c]/(s 2 +c 2 -1) which gives one solution to the simplification problem, but, surprisingly, this does not always lead to the simplest result. We give a more direct approach which is easy to compute and always yields the simplest result. The ability to simplify ratios of trigonometric polynomials to lowest terms means that algorithms which work over a field can be applied to trigonometric polynomials without "blowing up". We claim that
DIVISION AND FACTORIZATION
This is easy to verify except for the case when ml = nl, ms = n~. To determine deg(¢(¢(p)¢(q))) in this case we argue as follows.
~=o a~c', and b(c) =
The leading coefficient in Ab + aB is A~ 1-1 b-~2 + a~2-1B,~a, and the leading coefficient of Bb+Aa-Aac 2 is Bm~ bma -An~-la~2-2. If the claim were false then both these coefficients must be zero. The former contradict the degree ofp and q respectively and the latter are not solutions in Q. Therefore deg(¢(¢(p)¢(q))) = nl + ms and the claim is true for this case.
•
Tan-half angle substitution
To simplify ratios of trigonometric polynomials, and to study factorization in the ring Q[s, c]/(s 2 + c 2 -1) we will use the tan-half angle substitution
For the rest of this paper we will denote tan(x/2) by t. This substitution converts trigonometric polynomials into polynomials in Q[t] divided by powers of (1 + t2). We employ the tan half-angle substitution instead of the complex exponential mapping simply because it avoids computing in Q(i) which is more expensive than computing over Q, but otherwise the complex exponential mapping could be used.
DEFINITION 4 (T-SUBSTITUTION).
Define
We recall the following well known results. 
2d and 1 T t2 ~ a(t).
To make use of this ring morphism we need to be able to invert the t-substitution. We now show how to do this and give some results about the inversion. The inverse t-substitution given by t = 1-..._e~ can be used to convert a rational polyno-8 mial in t of the correct form back into a trigonometric polynomial. Two questions arise: (i) What is the correct form? (ii) Does direct substitution of the formula for t always return a trigonometric polynomial? The second question is more involved than it seems. After making the t = 1-_. _e~ suba stitution we have a rational trigonometric polynomial and so to get a trigonometric polynomial we need to do trigonometric polynomial division. This is a problem in its own right. There are simple ways to do the division in this case but we will not consider them since we can answer both questions by cleverly making the inverse t-substitution using resultants. How we do this is illustrated in the following theorem and subsequent comments. However, first we must state the following useful lemma.
v2(n-i)-I then 1 + t 2 I a(t).
Proof: Consider b(t) The reader can verify that det(S) = p(s, c)X + q(s, c) where 
J/=0 i if i even and b~ = E~Z~)/2(-1)%~_2k if i odd We leave it to the reader to verify a(t) = (1 + t 2) • b(t). • LEMMA 6. Let n • N. For each polynomial a(t) with 1 + t 2 ~ a(t) and degt(a ) < 2n, the resultant
rest(a(t) --X(1 + t2) ", st + (c --1)) = p(s, c)X + q(s,¢(p(s, c)) = -2~(1-c) " and ¢(q(s, c)) = (1-c)"[~= 0 v2(,,-,) v,n-1 v "I c) "-i-1] (1 + c)i(1 -c) "-i + Z-~i=0 2(n-{)-18~ + c)i( 1 -
Division in Q[s, c]/<s ~ + c ~ -1)
The following theorem shows when one trigonometric polynomial divides another in (~s, c]/(s 2 + c ~ -1) and the proof shows how to compute the quotient. In what follows we denote by NU the numerator of a rational function, for example, NU(~) = a(t).
. By the trigonometric degree-sum formula, Lemma 2, TD(b) = TD(q) + TD(a). Moreover,
Expanding this equation we have
This proves (=~). For (¢=) suppose that the three conditions hold as stated in the theorem. Then NU(Ot(b)) = q(t).
we are guaranteed (by Theorem 1) that
.) (~s, cl/(s2 C2 q'=¢/-l((l+t2)~b_d.
• + --1)
Proof: Since Ct(c + 1) = 2 y~-z, then from the previous theorem we have
Since 
Factorization in Q[s, c]/<s 2 + c 2 -1)
In this subsection we will sketch, by way of examples, an algorithm for determining all factorizations of a trigonometric polynomial. We will not present an explicit algorithm for doing this because the details are many and messy. A Maple code for doing this is available from the authors. Theorem 3 characterizes the irreducible trigonometric polynomials in terms of their images under the f-substitution. So to find all factorizations of a trigonometric polynomial we need to factor the numerator and look at combinations of pairs of the odd degree factors, and also take into account the possibility of (1 + c) factors. 
= 1/2(c -8 + :)(8 -c + :). [] Example 3 (from the introduction): Let p ----(14-c)s+1-c 2.
Again, we first find the image ofp under Ct:
4t(1 + t) ¢t(p) = (1 + t2) ~"
Each factor of p, under Ct, must have denominator 1 + t 2 to some power, thus p can have at most two factors. A possible factorization of Ct(p) is t 14-t 414-t 2" 14-t 2.
However, there is still another factorization
. t(.4. t) 4--l+t 2 14-t 2 •
This factorization follows from Corollary 1. We can easily see that there are no other factorizations of Ct(p) in which each factor corresponds to a trigonometric polynomial. Therefore the two distinct factorizations of p are: 
4(1/2s)(1/2(c .4. s + 1)) = s(c .4. s -4-1),

4(1/2(14-c))(1/2(s--c+1))----(14-c)(s-c4-1). []
GCDS AND SIMPLIFICATION
In this section we define the trigonometric GCD of two trigonometric polynomials and give an algorithm for computing it. The classical definition of GCD for a commutative ring R, as stated, for example, by Hungerford in [2] , is
DEFINITION 6 (CLASSICAL GCD). Let R be a commutative ring and let a, b E R. An element g E R is a greatest common divisor of a and b if (i) g[a and glb, and (ii) if pla and plb then pig.
Example 4 below shows that under this definition a GCD may not exist even when common divisors exist. This is not useful for computational purposes so we are led to consider the following definition for a GCD. The two definitions are equivalent when we are in a UFD.
DEFINITION 7 (ALTERNATIVE GCD). Let R be a commutative ring and let a, b E R. An element g E R is a greatest common divisor of a and b if (i) g]a and g[b, and
(ii) if pl(alg ) and pl(b/g) then p is a unit. (1 4-t2) s
We cannot take the image of the GCD to be t(t+l)(t3+2) for if we did we cannot partition the three (1 + t 2) factors in the denominator of Ct (a) between t(t4-1)(t34-2) and the cofactor image (t 4-2) so that both are images of a trigonometric polynomials. We can split these images of trigonometric polynomials as follows:
Ct(a)----8 t(t +1) (t 3-4-2)(t+2) and
We can also split them as:
^t (t3+2 
1) is called a trigonometric greatest common divisor (trig GCD) of a and b if (i) gla and glb, and (ii) if pl(a/g ) and pl(b/g ) then p is a unit. (iii) if h satisfies (i) and (ii) then TD(g) > TD(h)
Following the method in the previous example we now present an algorithm for computing trigonometric greatest common divisors.
Algorithm [trig GCD]
Input: Two trigonometric polynomials a and b.
RETURN(g). $
In the algorithm there is an extra adjustment that has to be made if the degree of gt is too big. Example 5 illustrated this. Note that with condition (iii) the GCD is still nonunique as illustrated by example 4.
Note, in the algorithm we may need to remove from p E Q[t] a factor of least odd degree. This can be done by factoring p over Q but it makes the trigonometric GCD algorithm relatively expensive. In some applications it will be worthwhile computing any linear factors of p before attempting a full factorization of p.
Since we now know how to compute trigonometric GCDs, simplifying a ratio of trigonometric polynomials should be straight forward, namely, compute and divide out by a trigonometric GCD. However, it turns out that we may be able to simplify the ratio further than by dividing out by a trigonometric GCD. Consider the following example. Converting both the numerator and the denominator back to trigonometric polynomials we get a 2c+s+2 = 3c+s+3" So -~ can be simplified to a ratio of two degree I trigonometric polynomials. This suggests that a trigonometric polynomial of trigonometric degree 2 must have been cancelled out from both a and b. But the only trigonometric GCD of a and b is c + 3 which has trigonometric degree 1. There is no common divisor of a and b with trigonometric degree greater than 1. This implies that 2c + s + 2 does not divide a and 3c + s + 3 does not divide b. [] The previous example illustrates that simplifying rational trigonometric polynomials done via the t-substitution may produce a rational trigonometric polynomial where the trigonometric degrees of the numerator and denominator have dropped more than that of just cancelling the trigonometric GCD. In fact, simplifying this way we are guaranteed that we will not do any worse than if we had cancelled a trigonometric GCD. We prove this in the theorem following the statement of the algorithm. Notice also that we do not need to factor in Q[t] as we might have to if we attempt to cancel a trigonometric GCD. We now present the algorithm for simplifying rational trigonometric polynomials done via the t-substitution. Proof: Let dp = TD(p),dq = TD(q). Let pt = %bt(p)(1 + t2) ap and q, = %bt(q)(1 + t2) aq. We claim that the output of algorithm trig simplify satisfies GCD(pt,qt) = 1 and either 
Since 1 + t ~ is relatively prime to at, bt, pt, qt then dq -dp = db -da, that is, dq + da = db + dp.
Next we note that because GCD(pt, qt)=l and GCD(pt, 1 + t2)=l then Priam. In case (i) we have degpt > 2dp-2. Since pt[at then we have 2da > degat _> degpt > 2dp -2, hence da > dp, equivalently -da <_ -dp. Adding this to the above equation yields dq < db hence the theorem follows for this Case. A similar argument may be used for case (ii). •
OTHER APPROACHES
One of the approaches tried by Maple 6% simplify command when given a ratio of trigonometric polynomials is the following. We observe that the trigonometric degree of the numerator is 3 and that of the denominator is 5 which is greater than that of the input, thus this is not the simplest form even though it is a canonical form.
The approach taken by REDUCE 7's trigsimp command [1] when given an input involving sin z and cos x is to apply rewriting techniques similar to those used by the simplify and combine commands in Maple 6. The numerator and denominator of a ratio of trigonometric polynomials is put in a canonical form but there is no guarantee that a common factor of the numerator and denominator will be detected and cancelled out. REDUCE 7 succeeds on the example in the introduction but fails on example 5.
The approach taken by REDUCE 7% trigfactorize and triggcd commands [1] is to apply the method of Roach [3] . We give some details of this method here. Roach's method first converts inputs to complex exponentials. Let i = ~/L-y and e denote e '~. To factor a trigonometric polynomial Roach requires that it be co-ordinated. We remark that most trigonometric polynomials are not co-ordinated. Roach multiplies through by the least power of e so that the input is now in Q(i) [e] . Notice that the input will now be an even polynomial of c so the substitution e --~ Vq can be made. , it will be irreducible. Because Q(i)[e] is a UFD, these procedures will return unique results for any given input, however, this does not mean that the factorization and GCD is unique.
Example 8: To factor sc = ¼e -~ -¼e 2 Roach's algorithm factors the polynomial ¼ -¼e 2 = ¼ (e + 1)(e -1) from which one recovers the factorization s x c, not the two other factorizatons shown in example 2.
To deal with the non co-ordinated case, Roach suggests that one make the substitution x --* 2x to the input polynomials. This makes them co-ordinated. But, reversing the substitution results in outputs involving sin ~ and cos ~ of double the degree. The REDUCE 7 trigfactorize command, on input of trigonometric polynomials which are not co-ordinated returns the input polynomials unfactored. Similarly, the trigged command returns I for the GCD. The user may specify ~ as an option to either command to effect the x --. 2x substitution just described.
CONCLUSIONS AND FINAL REMARKS
The main result of our paper is a way to simplify ratios of trigonometric polynomials. We have also shown how to divide, factor and compute GCDs of trigonometric polynomials. Though we have not given the algorithmic details for dividing and factoring trigonometric polynomials in the paper, we have implemented all of these operations in Maple. Our Maple code is available from the authors or from our web site www. cecm. sfu. ca/CAG/products, html.
The theory for factorization of trigonometric polynomials which we developed over Q holds for any constant field k provided i = x/-Z1 ¢ k. If i E k then s + ic and s -ic axe units as (s + ic)(s -ic) = 1 and consequently the trigonometric degree sum formula that we gave no longer holds. We have not modified the theory for this case but we note that it will be simpler because Q(i) [s, c] /(s 2 + c 2 -1) is a UFD, thus GCDs are unique up to multiplication by units. Consequently simplification can be accomplished by cancelling a GCD.
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