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Abstract
En esta tesis se presenta un ana´lisis teo´rico de operadores que actua´n
sobre sistemas de qubits. Su finalidad es encontrar un me´todo para
descomponer un operador arbitrario que opera sobre cualquier nu´mero
de qubits como el producto de operadores elementales.
Para esto, primero introducimos el formalismo matema´tico con el que
se trabajo´ y la representacio´n gra´fica que se dio a los operadores.
Comenzamos estudiando operadores que actu´an sobre uno y dos qubits,
encontrando su descomposicio´n en compuertas cua´nticas elementales.
Para un nu´mero mayor de qubits establecemos un algoritmo que per-
mite encontrar la descomposicio´n de una tranformacio´n como el pro-
ducto reflexiones de Householder. Despues damos un me´todo para
obtener la representacio´n de las reflexiones como una serie de com-
puertas cua´nticas. El algoritmo de descomposicio´n y el me´todo de
representacio´n permiten sintetizar el circuito cua´ntico para cualquier
transformacio´n de qubits.
Observamos que, bajo un criterio especifico de seleccio´n de las reflex-
iones y de su representacio´n, es posible encontrar una forma reducida
del circuito cua´ntico resultante.
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Cap´ıtulo 1
Introduccio´n
En la f´ısica el concepto de informacio´n se refiere a las propiedades que caracteri-
zan a un sistema, en especial aquellas que lo hacen distinguible de otros sistemas.
Las propiedades f´ısicas de un sistema son, por ejemplo, su posicio´n, velocidad,
masa, taman˜o, etc.
La teor´ıa de informacio´n cua´ntica es el resultado de la aplicacio´n de la teor´ıa
de informacio´n a la meca´nica cua´ntica. En un principio el concepto de infor-
macio´n cua´ntica pudiera parecernos parado´jico; las leyes de la meca´nica cua´ntica
nos dictan que es imposible conocer de forma precisa ciertas propiedades si-
multa´neamente, como posicio´n y momento. La meca´nica cua´ntica tambie´n conll-
eva la limitante de que al obtener informacio´n de un sistema cua´ntico este se altera
debido al proceso de medicio´n, por lo que la informacio´n obtenida no representa
al sistema actual.
Si embargo, la teor´ıa de informacio´n cua´ntica ha logrado sobreponerse a las
aparentes limitaciones impuestas por la meca´nica cua´ntica, desarrollando una
descripcio´n formal y satisfactoria de la forma en que la informacio´n es manipulada
y transmitida en sistemas cua´nticos. En esta descripcio´n se introduce el concepto
de qubit.
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1.1 El qubit
En el lenguaje de la computacio´n cua´ntica, ”qubit” se refiere a la unidad funda-
mental de informacio´n cua´ntica.
El qubit es similar al bit, la unidad de informacio´n cla´sica. Un bit es una
variable con dos posibles valores que se representa nume´ricamente con un 0 o un
1. El qubit, a diferencia del bit, puede ser una combinacio´n lineal de los estados
0 y 1 debido a la superposicio´n que pueden presentar los sistemas cua´nticos.
Cualquier sistema cua´ntico de dos niveles pueden servir como qubit, por ejem-
plo un a´tomo con un estado base al cual se le asigna el 0 y un estado excitado
al cual se le asigna el 1, o un foto´n con dos direcciones perpendiculares de po-
larizacio´n, horizontal equivalente a 0 y vertical equivalente a 1. Un gran nu´mero
de sistemas ya han sido implementados experimentalmente para el estudio de la
manipulacio´n de la informacio´n [5; 6; 7; 8; 9; 10; 12; 13; 14; 15; 29].
1.2 Manipulacio´n de la informacio´n
Un feno´meno f´ısico que afecta a un sistema se puede entender como la alteracio´n
de la informacio´n contenida en el sistema. Tomemos por ejemplo que un a´tomo
absorbe un foto´n y uno de sus electrones pasa del estado base al estado excitado.
Si un qubit representa el estado en que se encuentra el electro´n, entonces el cambio
en el estado del a´tomo es equivalente al la transformacio´n del qubit.
El cambio en mu´ltiples propiedades, o el cambio de una propiedad en mu´ltiples
subsistemas, se representa como la manipulacio´n varios qubits.
Dado el estado inicial del sistema (antes de que ocurra el feno´meno f´ısico)
y el estado final (despue´s de ocurrido), podemos describir matema´ticamente el
cambio en la informacio´n a traves de una transformacio´n que es aplicada al estado
inicial tal que nos de como resultado el estado final. Nuestro intere´s se enfoca en
el estudio de estas transformaciones y sus diferentes representaciones.
A continuacio´n daremos el formalismo matema´tico de la informacio´n y de su
manipulacio´n, con el cual realizaremos nuestro ana´lisis.
2
Cap´ıtulo 2
Formalismo matema´tico y grafico
En este cap´ıtulo damos la representacio´n matema´tica y gra´fica de sistemas de
qubits y de los feno´menos que transforman la informacio´n. Estas representa-
ciones permitira´n la realizacio´n de los ca´lculos que se llevaran a cabo en cap´ıtulos
posteriores y permanecera´n consistentes a lo largo de todo este trabajo.
2.1 Vectores de estado de qubits
El conjuto de todas las propiedades que definen a un sistema cua´ntico se conoce
como estado cua´ntico. Las propiedades se enlistan en un tensor unitario, que
en la notacio´n de Bra-ket es |ψ〉 [1, pag. 109]. El tensor |ψ〉 contiene toda la
informacio´n del sistema aunque no la detone expl´ıcitamente.
El estado cua´ntico estara dado en funcio´n de vectores de base. Para sistemas
de qubits el nu´mero de vectores de base sera´ 2n, con n el nu´mero de qubits que
componen al sistema.
2.1.1 Estados de un qubit
Un qubit representa un sistema con dos posibles estados. Estos estados los rep-
resentamos matema´ticamente con los vectores de base |0〉 y |1〉, respectivamente,
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y por convencio´n les damos la forma matricial
|0〉 =
(
1
0
)
, |1〉 =
(
0
1
)
. (2.1)
De forma general, podemos representar un sistema de un qubit con un estado
arbitrario |ψ〉 como la combinacio´n lineal de los vectores de base,
|ψ〉 = α|0〉+ β|1〉, (2.2)
con la condicio´n de normalizacio´n |α|2 + |β|2 = 1. Como α y β son nu´meros
complejos, ser´ıa necesario tener cuatro factores (dos reales y dos imaginarios)
para caracterizar el estado, pero debido a la condicio´n de normalizacio´n solo se
necesitan tres. Bajo este argumento podemos reescribir la representacio´n (2.2)
como
|ψ〉 = eıγ(cosθ
2
|0〉+ eıϕsinθ
2
|1〉). (2.3)
El te´rmino eıγ es una fase global y no tiene efectos observables, por lo que
generalmente se ignora. De tal modo, la representacio´n efectiva resulta en
|ψ〉 = cosθ
2
|0〉+ eıϕsinθ
2
|1〉. (2.4)
Esta es la representacio´n de un estado sobre la esfera de Bloch. La esfera de
Bloch es una esfera unitaria cuyos puntos en su superficie representan todos las
posibles superposiciones de |0〉 y |1〉. Los estados |0〉 y |1〉 se colocan respectiva-
mente en polos opuestos de la esfera y los te´rminos θ y ϕ representan los angulos
que forma el vector |ψ〉 con respecto a los ejes de coordenadas (ver figura 2.1).
2.1.2 Estados de pares de qubits
Supongamos un sistema compuesto por dos qubits; cada uno de los qubits tiene
dos vectores de base, |0〉 y |1〉. El sistema total tendra´ un nu´mero de vectores
de base dado por las todas las posibles combinaciones de los vectores de base de
4
Figura 2.1: Esfera de Bloch. El estado |ψ〉 se encuentra en la superficie de la
esfera unitaria y esta caracterizado por los angulos ϕ y θ.
cada uno de los qubits. Los vectores de base para un sistema de dos qubits seran
|00〉 := |0〉1 ⊗ |0〉2 , |01〉 := |0〉1 ⊗ |1〉2 , |10〉 := |1〉1 ⊗ |0〉2 , |11〉 := |1〉1 ⊗ |1〉2,
(2.5)
donde los sub´ındices 1 y 2 nos sirven para etiquetar el estado del primer y se-
gundo qubit, respectivamente, y donde el s´ımbolo ⊗ denota el producto tensorial
[2, pag. 16].
Podemos representar un estado arbitrario |ψ〉 de un sistema de dos qubits
como la combinacio´n lineal de estos vectores, de la forma
|ψ〉 = a00|00〉+ a01|01〉+ a10|10〉+ a11|11〉, (2.6)
donde los factores a00, a01, a10 y a11 satisfacen la condicio´n de normalizacio´n
|a00|2 + |a01|2 + |a10|2 + |a11|2 = 1. La forma matricial de los vectores de base,
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segu´n la convencio´n adoptada, sera´:
|00〉 =

1
0
0
0
 , |01〉 =

0
1
0
0
 , |10〉 =

0
0
1
0
 , |11〉 =

0
0
0
1
 . (2.7)
A partir de los vectores de base y de la representacio´n de un estado en funcio´n
de estos vectores desarrollaremos el formalismo matema´tico para las transforma-
ciones de los estados cua´nticos.
2.2 Transformaciones de estados cua´nticos
Un feno´meno f´ısico que afecta a un sistema realiza una transformacio´n del estado
cua´ntico, lleva´ndolo de un estado inicial aa un estado final.
La representacio´n matema´tica de esta transformacio´n se realiza mediante un
elemento llamado operador y se representa graficamente utilizando un diagrama
nombrado circuito cua´ntico.
2.2.1 Operadores
Para representar una transformacio´n que llevan el estado inicial |ψ〉 al estado final
|ψ′〉 se aplica un operador, de la forma U , al estado inicial dando como resultado
el estado final,
U |ψ〉 = |ψ′〉. (2.8)
En meca´nica cua´ntica, los operadores son unitarios (UU † = U †U = I, donde
I es el operador identidad tal que I|ψ〉 = |ψ〉) y actuan linealmente sobre los
vectores [2, pag. 18], de modo que para un sitema |ψ〉 con vectores de base
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|ψ〉 |ψ′〉U
Figura 2.2: Circuito cua´ntico. El estado de entrada |ψ〉 es afectado por la com-
puerta U obteniendo el estado de salida |ψ′〉.
{|0〉, |1〉, |2〉, ...} un operador U actuara como
U |ψ〉 = U [a0|0〉+ a1|1〉+ a2|2〉+ ...
= a0U |0〉+ a1U |1〉+ a2U |2〉+ ...
= a0|0′〉+ a1|1′〉+ a2|2′〉+ ...
(2.9)
Nuestra atencio´n se enfocara´ en como el operador U modifica un vector de
base arbitrario |j〉, ya que podemos obtener la forma en que actua un operador
sobre un estado a partir del efecto que tiene en los vectores de base.
Para sistemas de qubits, los operadores son matrices de dimensiones 2n × 2n,
siendo n el numero de qubits del sistema.
Todo feno´meno f´ısico que afecta a los qubits se puede representar como un
operador, pero no siempre es posible obtener la relacio´n inversa para un oper-
ador arbitrario (encontrar el equivalente f´ısico de un cierto operador dado); en
muchos de los casos es necesario descomponer el operador como el producto de
otros operadores de los que se conoce su analogo f´ısico. Esta descomposicio´n la
representaremos en un circuito para facilitar su visualizacio´n.
2.2.2 Circuitos cua´nticos
A una serie de operadores la podemos representar en un diagrama que muestra
el estado individual de cada uno de los quibits al principio y al final del proceso,
e ilustra los operadores a partir de los qubits sobre los cuales actu´an. A este
diagrama se le denomina circuito cua´ntico y a la representacio´n de un operador
en el circuito se le llama compuerta cua´ntica. En la figura 2.2 se ejemplifica la
forma de un circuitos cua´ntico.
Los elementos que componen un circuito cua´ntico son:
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Qubits de Entrada: Corresponden al estado inicial del sistema y se colocan a
la izquierda del circuito.
Cables: Representan el transporte de la infromacio´n. Dirigen a los qubits hacia
las compuertas cua´nticas y fuera del circuito.
Compuertas Cua´nticas: Representan las operaciones realizadas sobre los qubits.
Qubits de Salida: Corresponden al estado final del sistema y se colocan a la
derecha del circuito.
Los circuitos cuanticos son utilizados para facilitar la implementacio´n f´ısica
de los procesos de manipulacio´n de la informacio´n. En los siguientes cap´ıtulos,
los circuitos cua´nticos nos ayudara´n a visualizar la forma en que se descomponen
y en que actu´an los operadores.
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Cap´ıtulo 3
Representaciones de operadores
cua´nticos
Una vez hecha la introduccio´n al tema de los qubits y de los operadores, ver-
emos como actua´n los operadores sobre sistemas de qubits. La forma en que
actuan determina su descomposicio´n como el producto de otros operadores y su
representacio´n en el circuito cua´ntico.
La importancia de establecer la representacio´n de los operadores en los cir-
cuitos cua´nticos a partir de la forma en que actua´n es que esto constituye un
puente entre el ana´lisis teo´rico y el desarrollo de arreglos experimentales.
Comenzaremos con el caso ma´s simple, el de sistemas de un qubit.
3.1 Preparacio´n de estados para un qubit
Estudiamos primero el caso de operadores no triviales que actu´an sobre un qubit.
Consideremos un proceso en el cual se cambia los estados |0〉 → |1〉 y |1〉 → |0〉.
Representaremos este proceso con el operador X. Si este operador se aplica a un
estado arbitrario α|0〉+ β|1〉 tendremos
X[α|0〉+ β|1〉] = αX|0〉+ βX|1〉 = α|1〉+ β|0〉. (3.1)
El circuito cua´ntico que representa este proceso se muestra en la figura 3.1.
Este operador corresponde a la compuerta llamada NOT y su forma matricial
9
|j〉 |1− j〉X
Figura 3.1: Compuerta NOT actuando sobre un qubit |j〉, invirtiendo su estado.
corresponde a la matiz de Pauli σx, por lo que tambie´n es llamada compuerta
Pauli-X. En la tabla 3.1 se muestran diversas compuertas que seran usadas con
regularidad en este y otros capitulos.
Las compuertas presentadas se conocen como compuertas logicas elementales
[16]; han sido ampliamente estudiadas y se conoce su ana´logo f´ısico para diversos
tipos de qubits [5; 10; 15; 17].
La finalidad de esta tesis es construir un operador arbitrario haciendo uso
solo de estas compuertas lo´gicas; esto permitir´ıa deducir con relativa facilidad el
arreglo experimental que reproduzca la accio´n del operador. En otros trabajos se
ha realizado la busqueda de la representacio´n de un operador como el producto
de operaciones sencillas [18; 19; 20; 21], lo que nos sirve de base y justificacio´n de
este trabajo.
Nuestro primer objetivo sera´ encontrar esta construccio´n para operadores que
actuan sobre un qubit: La forma ma´s general de una matriz unitaria de 2× 2 es
U = eıα
(
A B
−B∗ A∗
)
, (3.2)
donde A y B son dos nu´meros complejos que cumplen con la relacio´n |A|2 +
|B|2 = AA∗ + BB∗ = 1 para matrices unitarias. El te´rmino eıα es solo una fase
global que se ignora en la mayoria de los casos. Los dos nu´meros complejos los
podemos expresar como
A ≡ e−ıϑ cosϕ , B ≡ e−ıε sinϕ, (3.3)
observando claramente que se satisface la condicio´n de normalizacio´n.
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Nombre Operador Matriz
Hadamard H 1√
2
(
1 1
1 −1
)
Pauli-X X
(
0 1
1 0
)
Pauli-Y Y
(
0 −ı
ı 0
)
Pauli-Z Z
(
1 0
0 −1
)
Fase S
(
1 0
0 ı
)
pi/8 T
(
1 0
0 eıpi/4
)
Desfase Rθ
(
1 0
0 eıθ
)
Tabla 3.1: Lista de las compuertas cua´nticas fundamentales que actu´an sobre un
qubit con su respectiva representacio´n como operador y matriz.
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Esto nos permite encontrar una expresio´n general para matrices unitarias
U =
(
e−ıϑ cosϕ −eıε sinϕ
e−ıε sinϕ eıϑ cosϕ
)
, (3.4)
en donde se ha omitido la fase global eıα ya que no tiene una manifestacio´n
observable.
Siguiendo nuestro objetivo, observamos que las matrices X, Y y Z dan origen
a una serie de matrices unitarias llamadas operadores de rotacio´n, que son
RX(θ) ≡ e−ı θ2X = cos(θ
2
)I− ı sin(θ
2
)X =
(
cos( θ
2
) −ı sin( θ
2
)
−ı sin( θ
2
) cos( θ
2
)
)
, (3.5)
RY (θ) ≡ e−ı θ2Y = cos(θ
2
)I− ı sin(θ
2
)Y =
(
cos( θ
2
) − sin( θ
2
)
sin( θ
2
) cos( θ
2
)
)
, (3.6)
RZ(θ) ≡ e−ı θ2Z = cos(θ
2
)I− ı sin(θ
2
)Z =
(
e−ı
θ
2 0
0 eı
θ
2
)
. (3.7)
Los operadores RX , RY y RZ corresponden a rotaciones sobre la esfera de
Bloch (ver figura 2.1) al rededor de los ejes xˆ, yˆ y zˆ, respectivamente, y tienen la
propiedad
XRY (θ)X = RY (−θ) , XRZ(θ)X = RZ(−θ), (3.8)
la cual nos sera´ u´til ma´s adelante. Las transformaciones unitarias pueden verse
como rotaciones que transladan un vector de un punto a otro sobre la superficie
de la esfera de Bloch, por lo cual ser´ıa lo´gico pensar que podemos expresar las
transformaciones en funcio´n de los operadores de rotacio´n.
Si realizamos el producto de tres matrices RZ(β), RY (γ) y RZ(δ) encontramos
que tiene la forma
RZ(β)RY (γ)RZ(δ) =
(
e−ı
δ+β
2 cos γ
2
−eı δ−β2 sin γ
2
e−ı
δ−β
2 sin γ
2
eı
δ+β
2 cos γ
2
)
(3.9)
Esta matriz es equivalente a la identidad (3.4), que es la forma matricial de un
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operador unitario arbitrario, si sustituimos los valores ϕ = γ
2
, ϑ = δ+β
2
y ε = δ−β
2
.
Esto nos indica que es posible encontrar tres nu´meros reales β, γ y δ que den la
representacio´n de cualquier operador como el producto de matrices RY y RZ de
la forma
U = RZ(β)RY (γ)RZ(δ). (3.10)
Los operadores RY y RZ , de acuerdo con las ecuaciones (3.6) y (3.7), son
funciones de los operadores Y y Z, por lo que la ecuacio´n (3.10) de U nos da la
representacio´n de un operador arbitrario como el producto de compuertas Pauli-Y
y Pauli-Z.
Otra representacio´n de un operador unitario arbitrario que sera escencial es
U = AXBXC, (3.11)
donde A B y C cumplen con la relacion ABC = I y donde X es la compuerta
NOT. Para demostrar esta identidad primero proponemos tres operadores
A ≡ RZ(β)RY (γ
2
), (3.12)
B ≡ RY (−γ
2
)RZ(
−(δ + β)
2
), (3.13)
C ≡ RZ(δ − β
2
), (3.14)
cuyo producto resulta en la identidad,
ABC = RZ(β)RY (
γ
2
)RY (
−γ
2
)RZ(
−(δ + β)
2
)RZ(
δ − β
2
) = I, (3.15)
Multiplicando el operador B en ambos extremos por el operador X (teniendo
en cuenta la propiedad (3.8) y que XX = I) obtenemos que
XBX = XRY (
−γ
2
)XXRZ(
−(δ + β)
2
)X = RY (
γ
2
)RZ(
δ + β
2
). (3.16)
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Ahora multiplicamos el resultado por los operadores A y C por la izquierda
y por la derecha, respectivamente, y obtenemos
AXBXC = RZ(β)RY (
γ
2
)RY (
γ
2
)RZ(
δ + β
2
)RZ(
δ − β
2
) = RZ(β)RY (γ)RZ(δ).
(3.17)
El te´rmino a la derecha de la identidad es la representacio´n (3.10) de una
matriz unitaria U en funcio´n de los operadores de rotacio´n, por lo tanto se verifica
la relacio´n (3.11).
La ecuacio´n (3.11) afirma que cualquier transformacio´n unitaria U que actua
en el espacio de un qubit puede ser desarrollada como el producto compuertas
NOT y tres compuertas cuyo producto es la identidad. Esta relacio´n nos ayudara
a encontrar la representacio´n en compuertas fundamentales de operadores que
actu´an sobre dos qubits.
3.2 Representacio´n de operadores que actu´an
sobre dos qubits
Supongamos un proceso que cambia individualmente dos qubits, siendo U (1) y
U (2) matices de dimensio´n 2× 2 que representan la modificacio´n al primer qubit
|j1〉 U
(1)−−→ |j1′〉 y al segundo qubit |j2〉 U
(2)−−→ |j2′〉, de modo tal que la transformacio´n
efectiva sobre el sistema sera
U |j1〉|j2〉 = U (1)|j1〉U (2)|j2〉 ≡ [U (1)|j1〉]⊗ [U (2)|j2〉]
= (U (1) ⊗ U (2))|j1〉|j2〉.
(3.18)
La formula anterior muestra que la matriz U de dimensio´n 4 × 4 que actua
sobre todo el sistema esta dada por el producto tensorial de las matrices U (1) y
U (2) que actuan indidualmente sobre cada uno de los qubits, U = U (1) ⊗ U (2).
Aunque es claro que el producto tensorial de operadores que actu´an en el
espacio de un solo qubit se puede representar como un solo operador que actua
sobre el espacio de todos los qubits (U (1) ⊗ U (2) ⊗ U (3) ⊗ ... = U), la relacio´n
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|c〉
|t〉
v
U
Figura 3.2: Compuerta controlada U . El qubit |c〉 es el qubit de control y el qubit
|t〉 es el qubit objetivo.
inversa no se cumple para un operador U arbitrario (U 6= U (1)⊗U (2)⊗U (3)⊗ ...),
es decir, no siempre podremos descomponer una matriz n× n como el producto
tensorial de matrices 2× 2, lo cual mostraremos a continuacio´n.
3.2.1 Compuertas controladas
Dado un operador U que actu´a en el espacio de dos qubits, no siempre es posible
representar este operador como el producto tensorial de operadores que actu´an en
el espacio de un solo qubit. Para ilustrar este argumento tomaremos un operador
UC , el cual estara dado como
UC =

1 0 0 0
0 1 0 0
0 0 0 −1
0 0 −1 0
 . (3.19)
No es posible encontrar dos matrices de dimensio´n 2× 2 tales que al realizar
el producto tensorial entre ellas puedan reproducir la matiz UC ,
UC 6=
(
a b
c d
)
⊗
(
e f
g h
)
. (3.20)
Esta clase de operadores que no pueden descomponerse como el producto
tensorial de operadores que actu´an en el espacio de un solo qubit se les denomina
compuertas controladas. En la figura 3.2 se muestra el diagrama de una compuerta
cua´ntica controlada.
En una compuerta cua´ntica controlada los qubits de entrada se dividen en dos
grupos, los qubits de control, que determinan la forma en que actu´a la compuerta
segun su estado, y los qubits objetivo, los cuales son afectados por la compuerta en
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U
=
v
U
X X
Figura 3.3: Compuerta controlada que requiere que el qubit de control sea |0〉.
Es equivalente a una compuerta que requiere que el qubit de control sea |1〉 si se
invierte el qubit de control antes y despues de la compuerta U .
funcio´n del estado de los qubits de control. En el caso del operador UC definido
en (3.19), si el primer qubit esta en el estado estado |1〉 entonces se modifica el
segundo qubit, de otro forma el segundo qubit permanece inalterado; para esta
compuerta el primer qubit es el de control y el segundo qubit es el objetivo.
Si para un operador U|1〉 se requiere que el qubit de control este en el estado
|1〉 para que tenga un efecto no tribial sobre el qubit de control, entoces podemos
decir que el operador U|1〉 actu´a como
U|1〉|c〉|t〉 = |c〉U c|t〉, (3.21)
donde c puede adoptar los valores 0 o 1. En este caso c es un exponente para
el operador U tal que U0 = I es el operador identidad.
Supongamos ahora una compuerta controlada U|0〉 que actu´a de manera no
trivial solo si el qubit de control es |0〉 a modo que
U|0〉|c〉|t〉 = |c〉U1−c|t〉. (3.22)
Podemos expresar este operador como un operador que requiere que el qubit
de control sea |1〉 para actuar, si invertiremos el estado del qubit de control antes
y despue´s de aplicar la compuerta controlada,
U|0〉|c〉|t〉 = X(c)U|1〉X(c)|c〉|t〉, (3.23)
dode X(c) es la compuerta NOT que actu´a en el espacio del qubit de control
y donde U|0〉 y U|1〉 representan compuertas que requieren que el qubit de control
sea |0〉 y |1〉, respectivamente, para actuar de forma no trivial. Este argumento
se ilustra en la figura 3.3.
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Figura 3.4: Diagrama de la compuerta CNOT (UCN). El qubit |t〉 invertira´ su
estado si |c〉 = |1〉 o permanecera´ igual si |c〉 = |0〉.
Continuamos con el ana´lisis de las compuertas controladas introduciendo la
compuerta CNOT , la cual es de suma importancia para este trabajo.
3.3 Compuerta CNOT
Sea el operador UCN una compuerta controlada que actu´a sobre dos qubits y cuya
forma matricial es
UCN =

1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0
 . (3.24)
Si aplicamos el operador UCN a los estados de base de un sistema de dos qubits
obtenemos
UCN |00〉 = |00〉 , UCN |01〉 = |01〉 , UCN |10〉 = |11〉 , UCN |11〉 = |10〉. (3.25)
Se observa que el segundo qubit cambiara´ |0〉 → |1〉 y |1〉 → |0〉, similar al
efecto del operador X, si el primer qubits es |1〉 o permanecera´ igual si el primer
qubit es |0〉. Debido a la forma en que actu´a esta compuerta, invirtiendo el
estado del segundo qubit en funcio´n del estado del primero, se le conoce como
compuerta NOT controlada o compuerta CNOT. El diagrama de la compuerta
UCN se muestra en la figura 3.4.
El operador UCN es la compuerta CNOT con el primer qubit como control y
el segundo qubit como objetivo. Para el caso en que la compuerta CNOT tenga
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como control el segundo y como objetivo el primero, definiremos el operador UNC
el cual tiene la forma matricial
UNC =

1 0 0 0
0 0 0 1
0 0 1 0
0 1 0 0
 . (3.26)
La compuerta CNOT es de gran importancia en la preparacio´n de estados de
dos qubits y en la descomposicio´n de compuertas arbitrarias con un solo qubit de
control.
3.3.1 Circuito de una compuerta con un qubit de control
Sea una compuerta controlada U(2) que actu´a sobre un sistema de dos qubits,
uno de control |c〉 y uno objetivo |t〉 tal que
U(2)|c〉|t〉 = |c〉U c|t〉. (3.27)
Se desea encontrar un circuito cuantico que utiliza solo compuertas elemen-
tales tal que reproduzca la accio´n de la compuerta U(2). La compuerta U actu´a
solo sobre un qubit, por lo que se puede sustituir por la relacio´n (3.11) obteniendo
U |c〉|t〉 = |c〉U c|t〉 = |c〉(eıαAXBXC)c|t〉
= |c〉eıαcAcXcBcXcCc|t〉.
(3.28)
La forma en que actu´a termino Xc es igual a la compuerta CNOT ,
Xc ≡ UCN . (3.29)
El te´rmino eıαc es una fase global que estara´ presente solo si c = 1 y que es
equivalente a
eıαc ≡ Rα(c) =
(
1 0
0 eıα
)
. (3.30)
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|c〉
|t〉
v
=
eıα
Rα
Figura 3.5: La fase controlada eıα es equivalente a aplicar la compuerta Rα sobre
el qubit de control.
v
U
=
C B A
Rα
f
v
f
v
Figura 3.6: Representacio´n de una compuerta controlada como una serie de com-
puertas que actu´an sobre un qubit y compuertas CNOT .
donde Rα
(c) es un operador de desfasamiento que actu´a en el espacio del qubit
de control. Esta equivalencia se ilustra en la figura 3.5.
Cuando el parametro de control es c = 0, el operador Xc es la identidad,
dejando el producto (ABC)c, el cual se requiere que sea la identidad independi-
entemente del valor de c. Por tal motivo, el conjunto de las compuertas Ac, Bc
y Cc actu´a de forma equivalente a las compuertas no controladas A B y C que
actu´an sobre el qubit objetivo.
Ac ≡ A(t) , Bc ≡ B(t) , Cc ≡ C(t). (3.31)
Reuniendo las equivalencias en las ecuaciones (3.29), (3.30) y (3.31) se llega
finalmente a la ecuacio´n
U(2)|c〉|t〉 = Rα(c)A(t)UCNB(t)UCNC(t)|c〉|t〉, (3.32)
refirie´ndose la notacio´n U(2) a una compuerta que actua sobre dos qubits y
donde los super´ındices (c) y (t) indican que el operador actu´a sobre el espacio del
qubit de control |c〉 y del qubit objetivo |t〉, respectivamente. El circuito cua´ntico
que representa esta equivalencia se muestra en la figura 3.6.
La ecuacio´n (3.32) indica que podemos descomponer cualquier compuerta
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controlada con un qubit de control y un qubit objetivo en funcio´n de compuertas
CNOT y compuertas que actu´an sobre un solo qubit, mostrando que la compuerta
CNOT es una compuerta fundamental.
La compuerta CNOT tambie´n es indispensable para crea entrelazamiento
cua´ntico entre dos qubits. El entrelazamiento cua´ntico forma parte de la preparacio´n
de estados de dos qubits y se explica a continuacio´n.
3.4 Preparacio´n de entrelazamiento cua´ntico
Nos interesa estudiar los estados de qubits entrelazados y la preparacio´n de estos
estados debido a que esto formara´ parte de la preparacio´n de estados arbitrarios
y debido a sus posibles aplicaciones en computacio´n cua´ntica [22].
El entrelazamiento cua´ntico es un feno´meno de la meca´nica cua´ntica sin
ana´logo cla´sico en el que dos o ma´s part´ıculas comparten un estado indivisible,
es decir, que el estado total del sistema no puede expresarse como el producto de
los estados individuales de las part´ıculas que lo componen.
Supongamos un sistema de dos qubits en un estado |Φ〉 tal que
|Φ〉 = 1√
2
[|0〉1|1〉2 + |1〉1|0〉2]. (3.33)
Para este estado no es posible encontrar su descomposicio´n como el producto
tensorial del estado individual de dos qubits,
|Φ〉 6= [a|1〉1 + b|0〉1]⊗ [c|1〉2 + d|0〉2]. (3.34)
A este tipo de estados no factorizables se les conoce como estados entrelazados.
Si para un sistema en el estado |Φ〉 realizamos una medicio´n en la cual se
determina el estado del primer qubit, tendremos como resultado |φ1〉 = |0〉 o
|φ1〉 = |1〉 (con igula probabilidad para este caso). La medicio´n tendra´ el efecto
de colapsar el estado total del sistema segun el resultado obtenido,
|φ1〉1 → |0〉1 =⇒ |Φ〉 → |0〉1|1〉2, (3.35)
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|φ1〉1 → |1〉1 =⇒ |Φ〉 → |1〉1|0〉2. (3.36)
Si conocemos el resultado de la medicio´n |φ1〉 , es decir el estado del primer
quibit despue´s de la medicio´n, podemos determinar el estado |Φ〉 en el que colapso
el sistema total y por lo tanto sabremos inmediatamente el estado del segundo
qubit: |1〉2 si el primer qubit se mide |0〉1, o |0〉2 si el primer qubit se mide |1〉1.
En resumen, para dos qubits en un estado entrelazado el estado de uno de los
qubits quedara´ determinado a partir del estado del otro.
A continuacio´n mostraremos el proceso para crear estados estrelazados a partir
de los estados base y el papel que juega la compuerta CNOT en este proceso.
3.4.1 Circuito para entrelazamiento ma´ximo
Se desea encontrar un circuito que permita crear estados entrelazados a partir
de estados factorizables. Comenzaremos con un caso particular, el de estados
maximamente entrelazados, y luego extenderemos el ana´lisis al caso general.
Para un sistema de dos qubits el operador UEM realiza la transformacio´n
|0〉|0〉 UEM−−−→ 1√
2
[|0〉|0〉+ |1〉|1〉], (3.37)
|0〉|1〉 UEM−−−→ 1√
2
[|0〉|1〉+ |1〉|0〉], (3.38)
|1〉|0〉 UEM−−−→ 1√
2
[|0〉|0〉 − |1〉|1〉], (3.39)
|1〉|1〉 UEM−−−→ 1√
2
[|0〉|1〉 − |1〉|0〉], (3.40)
en donde los estados despue´s de la transformacio´n son estados de ma´ximo en-
trelazamiento, tambien llamados estados de Bell. El operador UEM que entrelaza
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maximamente dos qubits tiene la forma matricial
UEM =
1√
2

1 0 1 0
0 1 0 1
0 1 0 −1
1 0 −1 0
 . (3.41)
Para encontrar el circuito que produce estados de Bell, buscamos la descom-
posicio´n del operador UEM como el producto de operadores elementales.
Primero observamos que si se aplica el operador UEM a un vector de la forma
|0〉|j〉 este lo transformara´ de la forma
UEM |0〉|j〉 = |0〉|a〉+ |1〉|b〉, (3.42)
donde a = 0 y b = 1 para j = 0, o a = 1 y b = 0 para j = 1. Si se aplica a un
estado de la forma |1〉|j〉 lo transformara´ a
UEM |1〉|j〉 = |0〉|a〉 − |1〉|b〉. (3.43)
Para el primer qubit esta transformacio´n es similar a la forma en que actu´a
la compuerta Hadamard (ver tabla 3.1) sobre un qubit,
H|0〉 = |0〉+ |1〉 , H|1〉 = |0〉 − |1〉. (3.44)
Bajo esta observacio´n se propone la factorizacio´n de la compuerta Hadamard
actuando sobre el primer qubit (H(1) = H ⊗ I) en el operador UEM ,
UEM =
1√
2

1 0 1 0
0 1 0 1
0 1 0 −1
1 0 −1 0
 = 1√2

1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0


1 0 1 0
0 1 0 1
1 0 −1 0
0 1 0 −1
 , (3.45)
donde la matriz de la derecha multiplicada por el inverso de la ra´ız cuadrada
de dos es la compuerta Hadamard que actu´a sobre el primer qubit. De la fac-
torizacio´n se observa que la matriz de la izquierda en la ecuacio´n (3.45) es la
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Figura 3.7: Circuito cua´ntico que prepara un estado maximamente entrelazado
de dos qubits a partir de un estado separable |i〉|j〉.
compuerta controlada CNOT, por tanto podemos expresar el operador de etre-
lazamiento ma´ximo como
UEM = UCNH
(1) ≡ UCN(H ⊗ I), (3.46)
con UCN la compuerta CNOT, H
(1) la compuerta Hadamard que actu´a en
el espacio del primer qubit e I el operador identidad. De esta representacion
obtenemos el circuito cua´ntico que realiza el entrelazamiento ma´ximo de dos
qubits utilizando solo compuertas elementales, que se muestra en la figura 3.7.
Los estados de Bell son casos particulares de estados entrelazados. Buscaremos
ahora un circuito para el caso general de entrelazamiento.
3.4.2 Circuito para entrelazamiento arbitrario
Una forma general estados entrelazados es
|φ+α〉 = cosα|0〉|0〉+ sinα|1〉|1〉, (3.47)
|ψ+β〉 = cos β|0〉|1〉+ sin β|1〉|0〉, (3.48)
|φ−α〉 = sinα|0〉|0〉 − cosα|1〉|1〉, (3.49)
|ψ−β〉 = sin β|0〉|1〉 − cos β|1〉|0〉, (3.50)
donde α y β determinan el grado de entrelazamiento, que es ma´ximo para
α = β = pi
2
(estados de Bell). Nuestro objetivo ahora es encontrar un operador
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UE que transforme los vectores de base |i〉|j〉 a los estados con entrelazamiento
arbitrario |φ±〉 y |ψ±〉.
Si aplicamos el operador UCN sobre uno de los estados entrelazados, digamos
|φ+α〉, obtenemos
UCN |φ+α〉 = cosαUCN |0〉|0〉+ sinαUCN |1〉|1〉 = cosα|0〉|0〉+ sinα|1〉|0〉. (3.51)
El estado a la derecha de la igualdad es factorizable como [cosα|0〉+sinα|1〉]|0〉.
Aplicando nuevamente el operador UCN (que tiene la propiedad UCNUCN = I)
recuperamos el estado entrelazado,
UCNUCN |φ+α〉 = UCN [cosα|0〉+ sinα|1〉]|0〉. (3.52)
|φ+α〉 = UCN [cosα|0〉+ sinα|1〉]|0〉. (3.53)
Procediendo de igual forma para el resto de los estados entrelazados llegamos
a las relaciones
|ψ+β〉 = UCN [cos β|0〉+ sin β|1〉]|1〉, (3.54)
|φ−α〉 = UCN [sinα|0〉 − cosα|1〉]|0〉, (3.55)
|ψ−β〉 = UCN [sin β|0〉 − cos β|1〉]|1〉, (3.56)
donde se observa que el operador UCN esta actuando sobre estados separables.
Esto nos indica que la compuerta CNOT es la que realiza el entrelazamiento entre
dos qubits.
Continuando con la bu´squeda de la descomposicio´n del operador UE, a partir
de las ecuaciones (3.53) - (3.56) requeriremos solo encontrar un operador Uαβ que
realice la transformacio´n
|0〉|0〉 Uαβ−−→ [cosα|0〉+ sinα|1〉]|0〉, (3.57)
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|0〉|1〉 Uαβ−−→ [cos β|0〉+ sin β|1〉]|1〉, (3.58)
|1〉|0〉 Uαβ−−→ [sinα|0〉 − cosα|1〉]|0〉, (3.59)
|1〉|1〉 Uαβ−−→ [sin β|0〉 − cos β|1〉]|1〉, (3.60)
para que al multiplicarlo por el operador UCN nos de el operador UE,
UE = UCNUαβ (3.61)
El operador Uαβ que realiza las transformaciones (3.57) - (3.60) tiene la forma
matricial
Uαβ =

cosα 0 sinα 0
0 cos β 0 sin β
sinα 0 − cosα 0
0 sin β 0 − cos β
 . (3.62)
Como primera observacio´n tenemos que el operador no altera el estado del
segundo qubit. Tambien tenemos que el operador transforma el primer qubit en
funcio´n de α si el segundo qubit esta´ en el estado |0〉, o en funcio´n de β si esta´ en
el estado |1〉. El hecho de que actue diferente dependiendo del estado del segundo
qubit indica que Uαβ es una compuerta controlada. Este operador es equivalente
a aplicar sobre el primer qubit el operador
Uγ =
(
cos γ sin γ
sin γ − cos γ
)
, (3.63)
donde γ es α si el segundo qubit es |0〉, o es β si es |1〉. Proponemos entonces
que el operador Uαβ es equivalente a aplicar sobre el primer qubit una compuerta
controlada Uα
(1), que actua solo si el qubit de control esta en el estado |0〉, y
aplicar una compuerta controlada Uβ
(1), que actua si el qubit de control esta en
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el estado |1〉,
Uαβ = Uα
(1)
|0〉Uβ
(1)
|1〉 . (3.64)
Una compuerta controlada que depende de que el qubit de control sea |0〉 para
actuar es equivalente a una compuerta que depende que el qubit de control sea |1〉
si se invierte el estado del qubit de control antes y despue´s de que actu´e la com-
puerta, como se indica en la ecuacio´n (3.22). Por lo tanto podemos representar
el operador Uαβ como
Uαβ = UβX
(2)UαX
(2), (3.65)
donde X(2) es al compuerta NOT que actu´a sobre el segundo qubit y los
operadores Uα y Uβ tienen la forma matricial
Uα =

1 0 0 0
0 cosα 0 sinα
0 0 1 0
0 sinα 0 − cosα
 , Uβ =

1 0 0 0
0 cos β 0 sin β
0 0 1 0
0 sin β 0 − cos β
 . (3.66)
Por u´ltimo realizamos el producto del operador UCN por operador Uαβ, con lo
que obtenemos que el operador UE para entrelazamiento arbitrario de dos qubits
se puede representar como
UE(α, β)|i〉|j〉 = UCNUαβ|i〉|j〉 = UCNUβX(2)UαX(2)|i〉|j〉. (3.67)
El operador UE tiene la forma matricial
UE(α, β) =

cosα 0 sinα 0
0 cos β 0 sin β
0 sin β 0 − cos β
sinα 0 − cosα 0
 . (3.68)
El circuito de entrelazamiento arbitrario se muestra en la figura 3.8.
En la seccio´n 3.2 demostramos que una compuerta controlada con un qubit de
26
X X
Uα Uβ
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Figura 3.8: Circuito cua´ntico que prepara estados de dos qubits con entrelaza-
miento arbitrario a partir de estados factorizables. El grado de entrelazamiento
depende del valor de α y β.
control y uno objetivo puede ser representada como el producto de compuertas
que actu´an en el espacio de un qubit y compuertas CNOT exclusivamente, segu´n
la ecuacio´n (3.32). Daremos esta representacio´n para las compuertas controladas
Uα y Uβ, con lo que obtendremos el circuito de entrelazamiento arbitrario que
utiliza solo compuertas que actu´an sobre un qubit y compuertas CNOT.
Para Uα tenemos la representacio´n
Uα|i〉|j〉 = Ra(2)A(1)α UNCB(1)α UNCC(1)α |i〉|j〉, (3.69)
donde la compuerta UNC es la compuerta CNOT que actu´a sobre el primer
qubit teniendo como control el segundo qubit. La compuerta Uα tiene como
objetivo el primer qubit, de aqu´ı la diferencia con la descomposicio´n hecha para
U(2) en la ecuacio´n (3.32), que tiene como objetivo el segundo qubit.
Desarrollamos el producto (I⊗Ra)(A⊗I)UNC(B⊗I)UNC(C⊗I) y lo igualamos
con la matriz Uα para encontrar que los operadores en los que se descompone Uα
tienen la forma matricial
Rα =
(
1 0
0 e−ı
pi
2
)
. (3.70)
Aα =
(
cos(α
2
) − sin(α
2
)
sin(α
2
) cos(α
2
)
)
, (3.71)
Bα =
(
e−ı
pi
4 cos(α
2
) eı
pi
4 sin(α
2
)
−e−ıpi4 sin(α
2
) eı
pi
4 cos(α
2
)
)
, (3.72)
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Figura 3.9: Circuito de entrelazamiento arbitrario que utiliza unicamente com-
puertas CNOT y compuertas que actu´an sobre solo un qubit.
Cα =
(
eı
pi
4 0
0 e−ı
pi
4
)
. (3.73)
Estas ecuaciones nos dan el valor de los operadores Aα, Bα y Cα en funcio´n
del parametro α.
El operador Uβ tendra´ una representacio´n similar a la de Uα ya que sus formas
matriciales son equivalentes. Por lo tanto
Uβ|i〉|j〉 = R(2)β Aβ(1)UNCBβ(1)UNCCβ(1)|i〉|j〉, (3.74)
donde las matrices Aβ, Bβ y Cβ son iguales a las matrices Aα, Bα, y Cα,
respectivamente, excepto que se cambia el valor del parametro α por el valor del
parametro β en las ecuaciones (3.71) - (3.73).
Finalmente tenemos que el operador de entrelazamiento arbitrario UE se puede
representar como
UE(α, β) = UCNRβ
(2)Aβ
(1)UNCBβ
(1)UNCCβ
(1)X(2)Rα
(2)Aα
(1)UNCBα
(1)UNCCα
(1)X(2).
(3.75)
El circuito cua´ntico correspondiente a esta representacio´n se muestra en la
figura 3.9.
Para el caso especial en que α = β el operador Uαβ se puede factorizar como
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|i〉
|j〉
Uγ v
f
Figura 3.10: Circuito cua´ntico que prepara estados entrelazados con un grado ar-
bitrario de entrelazamiento. El entrelazamiento es ma´ximo para γ igual a valores
semienteros de pi y desaparece para γ igual a valores enteros de pi.
el producto tensorial
Uα,β=α =

cosα 0 sinα 0
0 cosα 0 sinα
sinα 0 − cosα 0
0 sinα 0 − cosα
 =
(
cosα sinα
sinα − cosα
)
⊗
(
1 0
0 1
)
,
(3.76)
que tiene la misma forma que el operador Uγ (ver ecuacio´n (3.63)) que actu´a
sobre el primer qubit, independientemente del estado del segundo qubit; en este
caso no hay compuertas controladas. El operador de entrelazamiento cuando los
angulos α y β son iguales sera entonces
UE(α)|i〉|j〉 = UCNUγ=α(1)|i〉|j〉. (3.77)
El circuito cua´ntico correspondiente se muestra en la figura 3.10. Se puede
apreciar que resulta ma´s simple que el circuito en la figura 3.9, el cual prepara
estados con diversos grados de entrelazamiento, por lo que es ma´s fa´cil de imple-
mentar experimentalmente.
Para el caso en que α = β = pi
2
los estados |φ±〉 y |ψ±〉 que se preparan son
estados de Bell. En este caso la matriz Uγ resulta en la compuerta Hadamard,
UE(
pi
2
)|i〉|j〉 = UCNH(1)|i〉|j〉. (3.78)
Esta relacio´n verifica el ana´lisis hecho en la subseccio´n 3.4.1.
Utilizando las herramientas vistas y los resultados obtenidos a lo largo del
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cap´ıtulo seremos capaces de prepara estados arbitrarios para sistemas de pares
de qubits, que es en lo que se enfoca el siguiente cap´ıtulo.
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Cap´ıtulo 4
Preparacion de estados de dos
qubits
En este cap´ıtulo nos enfocaremos en la preparacio´n de estados arbitrarios para
sistemas de dos qubits. Con este fin se introduce la descomposicio´n de Schmidt de
un tensor que, para un estado dado, nos identifica su cara´cter de entrelazamiento.
Esta representacio´n nos permitira´ sintetizar el circuito que prepara estados arbi-
trario de dos qubits.
4.1 Valores singulares y descomposicio´n de Schmidt
Dada una matriz M de dimensio´n m× n, podemos expresar esta matriz como el
producto
Mmn = AmmDmnBnn
†, (4.1)
donde A y B son matrices unitarias (AA† = BB† = I). En el caso de que M
sea una matriz cuadrada, la matriz D sera´ una matriz diagonal (Dij = 0 para
i 6= j) cuyos elementos de la diagonal corresponden a los valores singulares de la
matriz M .
Los valores singulares son la ra´ız positiva de los valores propios de MM † [3,
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pag. 156],
det(MM † − λI) = 0, (4.2)
donde det(U) es el determinante de U y M † es el hermı´tico conjugado de M .
Los elementos de la diagonal de la matriz D sera´n entonces
D =

√
λ1 0 0 · · ·
0
√
λ2 0 · · ·
0 0
√
λ3 . . .
...
...
...
. . .
 . (4.3)
Primero se calcula la matriz D a partir de las ecuaciones (4.2) y (4.3), y luego
se determinan las matrices A y B a partir de la matriz D: Multiplicando la matriz
M por su hermı´tico conjugado M † = (ADB†)† = BDA† obtenemos el producto
MM † = (ADB†)(BDA†) = AD2A†. (4.4)
Esta es la descomposicio´n de valores propios de la matriz resultado del pro-
ducto MM †. La descomposicio´n de valores propios de una matriz nos dice que
una matriz µ puede representarse como
µ = EΛE−1, (4.5)
donde la matriz Λ es una matriz diagonal cuyos elementos son los valores
propios de µ, y donde las columnas de la matriz E son los vectores propios de µ
[4, pag. 288]. Por tanto, la ecuacio´n (4.4) nos dice que la matriz A se forma al
colocar como columnas los vectores propios de la matriz (MM †).
Si ahora realizamos el producto M †M obtenemos la ecuacio´n
M †M = BD2B†. (4.6)
que, bajo el mismo argumento hecho para la matriz A, nos indica que los
vectores propios de la matriz (M †M) son las columnas de la matriz B. Calculando
las matrices A, B y D es como definimos la descomposicio´n de valores singulares
para una matriz M dada.
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La descomposicio´n de valores singulares de una matriz nos permitira´ encontrar
la descomposicio´n de Schmidt de los estados cua´nticos.
4.1.1 Descomposicio´n de Schmidt
Pasamos a encontrar la descomposicio´n de Schmidt par un estado arbitrario uti-
lizando la descomposicio´n de valores singulares.
Dado un estado |Ψ〉 para un sistema de dos qubits, podemos expresar este
estado como
|Ψ〉 =
∑
i
∑
j
cij|i〉|j〉, (4.7)
donde los coeficientes cij satisfacen la condicio´n de normalizacio´n. Podemos
interpretar el coeficiente cij como el te´rmino (i, j) de una matriz C. Como los
indices i y j corren ambos de 0 a 1 para el caso de qubits, la matriz C sera´ una
matriz cuadrada de dimensio´n 2 × 2. Utilizando la descomposicio´n de valores
singulares (4.1) para la matriz C tendremos que
|Ψ〉 =
∑
i
∑
j
(ADB†)ij|i〉|j〉
=
∑
i
∑
j
∑
k
AikDkkB
†
kj|i〉|j〉
=
∑
k
Dkk(
∑
i
Aik|i〉)(
∑
j
B†kj|j〉).
(4.8)
Definimos los te´rminos
χk ≡ Dkk , |Ak〉 ≡
∑
i
Aik|i〉 , |Bk〉 ≡
∑
j
B†kj|j〉, (4.9)
con lo que llegamos finalmente a la expresio´n
|Ψ〉 =
∑
k
χk|Ak〉|Bk〉. (4.10)
Esta representacio´n es conocida como la descomposicio´n de Schmidt y los
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te´rminos χk se conocen como coeficientes de Schmidt.
La descomposicio´n de Schmidt nos permitira´ encontrar el circuito cua´ntico
para preparacio´n de estados arbitrarios de dos qubits.
4.1.2 Descomposicio´n de Schmidt para estados de dos qubits
Buscaremos ahora la descomposicio´n de Schmidt de un estado arbitrario para
sistemas de dos qubits. Esta representacio´n nos dara´ el circuito cua´ntico para
preparacio´n de estados arbitrarios.
Podemos expresar un estado |Ψ〉 en la base |i〉|j〉 de los qubits como
|Ψ〉 = c00|0〉|0〉+ c01|0〉|1〉+ c10|1〉|0〉+ c11|1〉|1〉, (4.11)
con la condicio´n de normalizacio´n |c00|2 + |c01|2 + |c10|2 + |c11|2 = 1. Definimos
los coeficientes cij como las componentes (i, j) de una matriz CS de dimensio´n
2× 2, tal que esta matriz resulta como
CS =
(
c00 c01
c10 c11
)
. (4.12)
Obtenemos la descomposicio´n de valores singulares de la matriz CS
CS = ASDBS
†, (4.13)
donde AS y BS son matrices unitarias y D es una matriz diagonal. Las
componentes de la matriz D, segu´n lo visto en la seccio´n 4.1, seran la ra´ız positiva
de los valores propios λ dados por
det(CSCS
† − λI) = 0. (4.14)
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El determinante de CSCS
† es
det(CSCS
† − λI) =
∣∣∣∣∣|c00|2 + |c01|2 − λ c00c10∗ + c01c11∗c00∗c10 + c01∗c11 |c10|2 + |c11|2 − λ
∣∣∣∣∣
= (|c00|2 + |c01|2 − λ)(|c10|2 + |c11|2 − λ)− (c00c10∗ + c01c11∗)(c00∗c10 + c01∗c11)
= λ2 − λ+ (c00c11 − c01c10)(c00∗c11∗ − c01∗c10∗).
(4.15)
Igualando este determinante a 0 y utilizando la formula general, obtenemos
los valores propios
λ± =
1
2
±
√
1
4
− |c00c11 − c01c10|2, (4.16)
que nos definen la matriz D
D =
(√
λ− 0
0
√
λ+
)
. (4.17)
Para definir la matriz AS es necesario encontrar los vectores propios de CSCS
†,
CSCS
†
(
x1
x2
)
= λ
(
x1
x2
)
. (4.18)
Dada la matriz CS tenemos que(
|c00|2 + |c01|2 − λ± c00c10∗ + c01c11∗
c00
∗c10 + c01∗c11 |c10|2 + |c11|2 − λ±
)(
x1
x2
)
= 0, (4.19)
(
x1(|c00|2 + |c01|2 − λ±) + x2(c00c10∗ + c01c11∗)
x1(c00
∗c10 + c01∗c11) + x2(|c10|2 + |c11|2 − λ±)
)
= 0. (4.20)
De esta ecuacio´n despejamos uno de los valores indeterminados para obtener
x2 =
x1(λ± − |c00|2 − |c01|2)
c00c10∗ + c01c11∗
, (4.21)
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con lo que los vectores propios resultan en(
x1
x2
)
= x1
(
1
λ±−|c00|2−|c01|2
c00c10∗+c01c11∗
)
. (4.22)
El segundo valor se determina a partir de la normalizacio´n del vector propio
|x1|2 + |x2|2 = 1, (4.23)
obteniendo
x1 =
(
1 +
(λ± − |c00|2 − |c01|2)2
|c00c11 + c01c10|2 + (|c00|2 − |c01|2)(|c10|2 − |c11|2)
)−1/2
(4.24)
Utilizando los vectores propios como las columnas de la matriz AS, obtenemos
finalmente que
AS =
(
x1(λ−) x1(λ+)
x2(λ−) x2(λ+)
)
, (4.25)
donde las entradas (AS)ij estan dadas por los valores x1 y x2 utilizando los
dos valores propios.
Para definir la matriz BS se utiliza un me´todo similar al utilizado para definir
la matriz AS. Se buscan los valores y vectores propios de CS
†CS,
CS
†CS =
(
|c00|2 + |c01|2 c00∗c10 + c01∗c11
c00c10
∗ + c01c11∗ |c10|2 + |c11|2
)
. (4.26)
Primero, los valores propios de CS
†CS estan dados por
det(CS
†CS − λ′I) =
∣∣∣∣∣|c00|2 + |c01|2 − λ′ c00∗c10 + c01∗c11c00c10∗ + c01c11∗ |c10|2 + |c11|2 − λ′
∣∣∣∣∣
= (|c00|2 + |c01|2 − λ)(|c10|2 + |c11|2 − λ)− (c00∗c10 + c01∗c11)(c00c10∗ + c01c11∗)
= λ2 − λ+ (c00c11 − c01c10)(c00∗c11∗ − c01∗c10∗).
(4.27)
36
Se observa que el determinante es igual al de la ecuacio´n (4.15), por lo tanto
los valores propios de CS
†CS sera´n los valores λ± encontrados anteriormente. Los
vectores propios se calculan al resolver(
|c00|2 + |c01|2 − λ± c00∗c10 + c01∗c11
c00c10
∗ + c01c11∗ |c10|2 + |c11|2 − λ±
)(
x′1
x′2
)
= 0, (4.28)
(
x′1(|c00|2 + |c01|2 − λ±) + x′2(c00∗c10 + c01∗c11)
x′1(c00c10
∗ + c01c11∗) + x′2(|c10|2 + |c11|2 − λ±)
)
= 0. (4.29)
De aqu´ı podemos despejar uno de los valores indeterminados como
x′2 =
x′1(λ± − |c00|2 − |c01|2)
c00∗c10 + c01∗c11
, (4.30)
y a partir de la condicio´n de normalizacio´n se obtiene
x′1 =
(
1 +
(λ± − |c00|2 − |c01|2)2
|c00c11 + c01c10|2 + (|c00|2 − |c01|2)(|c10|2 − |c11|2)
)−1/2
(4.31)
Comparando los te´rminos x′1 y x
′
2 con x1 y x2 en las ecuaciones (4.24) y (4.21),
respectivamente, se observa que podemos expresar los te´rminos como
x′1 = x1
∗ , x′2 = x2
∗, (4.32)
por lo que la matriz BS estara dada como
BS =
(
x1
∗(λ−) x1∗(λ+)
x2
∗(λ−) x2∗(λ+)
)
, (4.33)
Reuniendo los resultados de esta seccio´n encontramos finalmente que la matriz
CS, cuyos entradas cij son los coeficientes de los vectores |i〉|j〉 para el estado
arbitrario de un sistema de dos qubits, puede expresarse como
CS = ASDBS
† =
(
a1 a2
a3 a4
)(√
λ− 0
0
√
λ+
)(
a1 a3
a2 a4
)
, (4.34)
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donde los valores ak estan definidos como
a1 =
(
1 +
(λ− − |c00|2 − |c01|2)2
|c00c11 + c01c10|2 + (|c00|2 − |c01|2)(|c10|2 − |c11|2)
)−1/2
, (4.35)
a2 =
(
1 +
(λ+ − |c00|2 − |c01|2)2
|c00c11 + c01c10|2 + (|c00|2 − |c01|2)(|c10|2 − |c11|2)
)−1/2
, (4.36)
a3 =
λ− − |c00|2 − |c01|2
c00c10∗ + c01c11∗
(
1 +
(λ+ − |c00|2 − |c01|2)2
|c00c11 + c01c10|2 + (|c00|2 − |c01|2)(|c10|2 − |c11|2)
)−1/2
,
(4.37)
a4 =
λ+ − |c00|2 − |c01|2
c00c10∗ + c01c11∗
(
1 +
(λ+ − |c00|2 − |c01|2)2
|c00c11 + c01c10|2 + (|c00|2 − |c01|2)(|c10|2 − |c11|2)
)−1/2
.
(4.38)
Los valores λ± sera´n
λ± =
1
2
±
√
1
4
− |c00c11 − c01c10|2. (4.39)
Esta representacio´n nos permite encontrar la descomposicio´n de Schmidt de
un estado arbitrario |Ψ〉 para un sistema de dos qubits,
|Ψ〉 = χ0|A0〉|B0〉+ χ1|A1〉|B1〉, (4.40)
donde estan definidos los estados
|Ai〉 = AS|i〉 =
(
a1 a2
a3 a4
)(
i
1− i
)
, (4.41)
|Bj〉 = BS†|j〉 =
(
a1 a3
a2 a4
)(
j
1− j
)
, (4.42)
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y donde los coeficientes de Schmidt χk esta´n dados por
χ0
2 =
1
2
−
√
1
4
− |c00c11 − c01c10|2 , χ12 = 1
2
+
√
1
4
− |c00c11 − c01c10|2. (4.43)
La descomposicio´n de Schmidt nos servira´ para sintetizar un circuito que
permita preparar cualquier estado para un sistema de dos qubits.
4.2 Circuito para preparacio´n de un estado ar-
bitrario de dos qubits
Dada la descomposicio´n de Schmidt para un sistema de dos qubits,
|Ψ〉 = χ0|A0〉|B0〉+ χ1|A1〉|B1〉, (4.44)
nos interesa encontrar un circuito que transforme los estados en la base de los
qubits |i〉|j〉 a la base de Schmidt. Este circuito sera´ capaz de preparar cualquier
estado de dos qubits.
Buscamos el operador US que realiza la transformacio´n
|0〉|0〉 US−→ χ0|A0〉|B0〉+ χ1|A1〉|B1〉, (4.45)
donde los te´rminos χ0 y χ1 son los coeficientes de Schmidt (4.43) definidos
entre 0 y 1, que cumplen con la condicio´n de normalizacio´n χ0
2 + χ1
2 = 1. El
lado derecho de la ecuacio´n (4.45) es la descomposicio´n de Schmidt de un estado
arbitrario, por lo que el operador US que realiza esta transformacio´n nos permite
preparar cualquier estado a partir del estado |0〉|0〉.
Los estados |Ai〉 y |Bj〉 pueden representarse a partir de los operadores AS y
BS y los estados |0〉 y |1〉,
χ0|A0〉|B0〉+ χ1|A1〉|B1〉 = χ0A|0〉B†|0〉+ χ1A|1〉B†|1〉
= AS
(1)BS
†(2)[χ0|0〉|0〉+ χ1|1〉|1〉],
(4.46)
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donde factorizamos los operadores AS y BS
† que actu´an sobre el primer y
segundo qubit, respectivamente. A partir de aqu´ı solo es necesario buscar un
operador S que realice la transformacio´n
|0〉|0〉 S−→ χ0|0〉|0〉+ χ1|1〉|1〉, (4.47)
tal que al multiplicarlo por los operadores AS y BS resulte en el operador US,
US = AS
(1)BS
(2)S. (4.48)
Si al estado que se desea prepara le aplicamos dos compuertas CNOT contin-
uas (recordadndo que UCNUCN = I), obtenemos
UCNUCN [χ0|0〉|0〉+ χ1|1〉|1〉] = UCN [χ0|0〉|0〉+ χ1|1〉|0〉]. (4.49)
El estado a la derecha de la identidad es un estado separable, que podemos
obtener si aplicamos el operador Uχ
(1) al estado |0〉|0〉, siendo este operador
Uχ =
(
χ0 χ1
χ1 −χ0
)
. (4.50)
El operador S es igual al producto S = UCNUχ. Por lo tanto, el operador US
que permite preparar cualquier estado a partir del estado |0〉|0〉,
|Ψ〉 = US|0〉|0〉, (4.51)
esta dado por
US = AS
(1)BS
†(2)UCNUχ(1), (4.52)
donde los operadores AS y BS
† tienen la forma matricial
AS =
(
a1 a2
a3 a4
)
, BS
† =
(
a1 a3
a2 a4
)
, (4.53)
cuyas entradas ai se relacionan con el estado a preparar |Ψ〉 como lo indican las
ecuaciones (4.35) - (4.38). El circuito cua´ntico que prepara un estado arbitrario
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|0〉
Uχ v
f
AS
BS
†
|Ψ〉1
|Ψ〉2
Figura 4.1: Circuito cua´ntico que prepara un estado arbitrario |Ψ〉 de dos qubits
a partir del estado |0〉|0〉.
a partir del estado |0〉|0〉 se muestra en la figura 4.1.
Cabe destacar que las dos primeras compuertas del circuito que prepara un
estado arbitrario son iguales al circuito de entrelazamiento arbitrario (ver figura
3.10). Esto nos indica que para preparar un estado arbitrario primero se prepara
el entrelazamiento del estado, s´ı es que tiene algun grado de entrelazamiento, y
luego se actu´a individualmente sobre los qubits.
Una vez vista la preparacio´n de estado de dos qubits, pasamos a extender
nuestro ana´lisis a sistemas de mu´ltiples qubits.
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Cap´ıtulo 5
Mu´ltiples qubits
Extenderemos el estudio hecho para pares de qubits y qubits individuales a sis-
temas de mu´ltiples qubits, con el objetivo de encontrar el circuito cua´nticos que
prepara estados arbitrarios para estos sistemas.
Primero daremos los vectores de estado y la forma en que etiquetaremos estos
vectores en el caso de sistemas de multi-qubits, lo que nos permitira´ realizar el
desarrollo matema´tico en el resto de este trabajo.
5.1 Vectores de estado para sistemas de mu´ltiples
qubits
Utilizando el mismo razonamiento que para el caso de dos qubits (seccion 2.1.2),
podemos establecer los vectores de estado para un sistema de mu´ltiples qubits.
Los vectores de base esta´n dados por el producto tensorial de todas las combina-
ciones de los estados de los qubits individuales, por lo que para un sistema de n
qubits tendremos 2n vectores de base. Para n qubits los vectores de base sera´n
|00...00〉 ≡ |0〉1 ⊗ |0〉2 ⊗ ...⊗ |0〉n−1 ⊗ |0〉n , |00...01〉 ≡ |0〉1 ⊗ |0〉2 ⊗ ...⊗ |0〉n−1 ⊗ |1〉n,
|00...10〉 ≡ |0〉1 ⊗ |0〉2 ⊗ ...⊗ |1〉n−1 ⊗ |0〉n , |00...01〉 ≡ |0〉1 ⊗ |0〉2 ⊗ ...⊗ |1〉n−1 ⊗ |1〉n . . .
(5.1)
Segu´n nuestra convecio´n adoptada, los vectores de base tendra´n la forma
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matricial
|00...00〉 =

1
0
...
0
0

, |00...01〉 =

0
1
...
0
0

, · · · , |11...10〉 =

0
0
...
1
0

, |11...11〉 =

0
0
...
0
1

.
(5.2)
Par un sistema con un gran numero de qubits es conveniente etiquetar los
vectores de estado de una forma simplificada; utilizaremos los nu´meros naturales
para remplazar la secuencia de ceros y unos segu´n su equivalente en numeracio´n
binaria, de tal forma que
|0〉 ≡ |00...00〉 , |1〉 ≡ |00...01〉, . . . , |2n − 2〉 ≡ |11...10〉 , |2n − 1〉 ≡ |11...11〉.
(5.3)
Una vez establecida la convencio´n para los vectores estado, continuamos con
el ana´lisis de las compuertas cua´nticas controladas por mu´ltiples qubits y la con-
vencio´n que adoptaremos para denotar la forma en que actu´an.
5.2 Compuertas con dos qubits de control
Primero estableceremos la convencio´n para las compuertas controladas en funcio´n
de los qubits de control y los qubits objetivo. Supongamos un operador U que
actu´a en un sistema de tres qubits |c〉1|i〉2|t〉3, tal que el primer qubit |c〉1 es
el qubit de control y el tercer qubit |t〉3 sera´ el qubit objetivo. Utilizaremos
la notacio´n U (c,t) para denotar que la compuerta U actu´a en el espacio de los
qubits |c〉1 y |t〉3, teniendo |c〉 como control y |t〉 como objetivo. En el caso en el
que se requiera que el estado del qubit de control sea |1〉 para que la compuerta
controlada U actu´e, se tendra´ la ecuacio´n
U (c,t)|c〉|i〉|t〉 = |c〉|i〉U c|t〉, (5.4)
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Figura 5.1: Representacio´n de una compuerta U controlada por dos qubits como
compuertas V controladas por un qubit y compuertas CNOT con V 2 = U .
donde el te´rmino c en la parte derecha de la ecuacio´n es el exponente del
operador U , actuando de igual forma como que se vio en la subseccio´n 3.2.1 para
sistemas de dos qubits.
Para una compuerta U con dos qubits de control |c1〉 y |c2〉, utilizaremos la
notacio´n U (c1c2,t), y en el caso de que requiera el estado |1〉 en ambos qubits de
control para actuar tendremos la ecuacio´n
U (c1c2,t)|c1〉|c2〉|t〉 = |c1〉|c2〉U c1·c2|t〉, (5.5)
donde el te´rmino c1 · c2 en el exponente de U denota el producto del valor
nume´rico de c1 y c2.
Una compuerta con dos qubits de control puede descomponerse como el pro-
ducto de compuertas con un qubit de control y compuertas CNOT, segun la
ecuacio´n
U (c1c2,t)|c1〉|c2〉|t〉 = V (c1,t)UCN (c1,c2)V †(c2,t)UCN (c1,c2)V (c2,t)|c1〉|c2〉|t〉, (5.6)
con V 2 = U . La demostracio´n de esta identidad se da en el Apendice A.1 y
su representacio´n como circuito cua´ntico se encuentra en la figura 5.1.
Las compuertas controladas V pueden a su vez descomponerse en funcio´n
de compuertas que actu´an sobre un solo qubit y compuertas CNOT, visto en
la seccio´n 3.3.1. De esta forma podemos encontrar la representacio´n de una
compuerta arbitraria con dos qubits de control como el producto compuertas que
actuan sobre un qubit y compuertas CNOT.
Una compuerta con dos qubits de control de gran importancia es la compuerta
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Figura 5.2: Diagrama de la compuerta UCCN (Toffoli). El qubit |t〉 invertira su
estado si |c1〉 = |1〉 y |c2〉 = |1〉, de otra forma no sera´ alterado.
Toffoli, la cual introduciremos a continuacio´n. Esta compuerta nos ayudara a
ilustrar la forma en que actu´an compuertas con dos qubits de control y la notacio´n
adoptada.
5.2.1 Compuerta Toffoli
Para un sistema de tres qubits existe un ana´logo a la compuerta CNOT, que es
la compuerta Toffoli, tambie´n llamada compuerta CCNOT, que representaremos
con el operador UCCN . Cuando los dos primeros qubits son los qubits de control
y el tercero es el qubit objetivo, la compuerta Toffoli tiene forma matricial
UCCN =

1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1
0 0 0 0 0 0 1 0

, (5.7)
y su representacio´n como elemento de un circuito cua´ntico se muestra en la
figura 5.2.
La compuerta Toffoli actu´a invirtiendo el estado del qubit objetivo si el estado
de los dos qubits de control es |1〉. Esto es equivalente a la expresio´n
UCCN |c1〉|c2〉|t〉 = |c1〉|c2〉Xc1·c2|t〉. (5.8)
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Figura 5.3: Compuerta Toffoli en funcio´n de las compuertas H (Hadamard), S
(Fase), T (pi/8) que actu´an sobre un qubit y compuertas controladas CNOT.
donde X es la compuerta NOT. Esta equivalencia nos ayudara a encontrar la
descomposicio´n de la compuerta Toffoli.
Primero encontramos la descomposicio´n de la compuerta Toffoli como el pro-
ducto de compuertas con un solo qubit de control. Dada la forma en que actu´a
el operador UCCN en la ecuacio´n (5.8), necesitamos de un operador VX tal que
VX
2 = X. Este operador tiene la forma matricial
VX =
1− ı
2
(
1 ı
ı 1
)
, (5.9)
Con este operador, segu´n la ecuacio´n (5.6), obtenemos la representacio´n
UCCN |c1〉|c2〉|t〉 = VX (c1,t)UCN (c1,c2)VX†(c2,t)UCN (c1,c2)VX (c2,t)|c1〉|c2〉|t〉. (5.10)
Las compuertas controladas VX pueden representarse en funcio´n de compuer-
tas que actu´an sobre un solo qubit y compuertas CNOT. Remplazando esta de-
scomposicio´n y tras manipulacio´n algebraica [2, pag. 182] llegamos a la expresio´n
UCCN |c1〉|c2〉|t〉 =T (c1)S(c2)UCN (c1,c2)T †(c2)UCN (c1,c2)T †(c2)T (t)UCN (c1,t)⊗
T †(t)UCN (c2,t)T (t)UCN (c1,t)T †(t)UCN (c2,t)H(t)|c1〉|c2〉|t〉,
(5.11)
donde T es la compuerta pi/8, S es la compuerta Fase, H es la compuerta
Hadamard (ver la tabla 3.1) y UCN es la compuerta CNOT. El diagrama de esta
descomposicio´n se muestra en la figura 5.3.
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Nos interesa extender el ana´lisis hecho para la compuerta Toffoli a compuertas
que estan controladas por un nu´mero arbitrario de qubits, siempre con la meta de
encontrar su descomposicio´n en compuertas fundamentales y por tanto su circuito
cua´ntico.
5.3 Compuertas controladas para mu´ltiples qubits
Estudiaremos ahora las compuertas controladas por un nu´mero arbitrario de
qubits, teniendo siempre como meta el econtrar una representacio´n en compuertas
elementales.
Para una operacio´n controlada U(n) que actua en n qubits y que realiza
una transformacio´n U sobre k qubits objetivos dados l qubits de control (con
k + l = n), definimos la ecuacio´n
U(n)|c1c2...cl〉|t1t2...tk〉 = |c1c2...cl〉U c1·c2·...·cl |t1t2...tk〉, (5.12)
donde el exponente c1 · c2 · ... · cl del operador U significa el producto de valor
nu´merico de c1, c2, ..., cl y donde U
0 = I es el operador identidad. Esta expresio´n
indica que la compuerta actu´e diferente de la identidad s´ı y solo s´ı el estado de
todos los qubits de control es |1〉.
Nos interesa encontrar la descomposicio´n de U(n) en funcio´n de compuertas
cada vez ma´s simples hasta obtener su descomposicion en compuertas fundamen-
tales. Para esto, analizaremos primero el caso de una compuerta con un solo
qubit objetivo que requiere que todos los qubits de control este´n en el estado |1〉
para actua´r no trivialmente.
5.3.1 Compuertas con palabra de control arbitraria
A la secuencia de estados |0〉 y |1〉 de los qubits de control requerida para que la
compuerta actu´e diferente de la identidad se llama palabra de control. Tomemos
por ejemplo una compuerta controlada U|11...1〉 que actu´a sobre n qubits con l
qubits de control y un solo qubit objetivo. Esta compuerta requiere que todos
los qubits de control este´n en el estado |1〉 para actuar diferente de la identidad,
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entonces su palabra de control seria |11...1〉. La compuerta U|11...1〉 actuara´ como
U|11...1〉|c1c2...cl〉|t1〉 = |c1c2...cl〉U c1·c2·...·cl |t〉. (5.13)
donde el exponente c1 · c2 · ... · cl indica el producto del valor nu´merico de c1,
c2, c3, etc.
La ecuacio´n (3.11) nos dice que podemos expresar una compuerta que actu´a
sobre un solo qubit como el producto de compuertas cuyo producto es la identidad
y compuertas CNOT tal que al hacer la substitucio´n en la ecuacio´n anterior
obtenemos
U c1·c2·...·cl = (eıαAXBXC)c1·c2·...·cl
= eıα(c1·c2·...·cl)Ac1·c2·...·clXc1·c2·...·clBc1·c2·...·clXc1·c2·...·clCc1·c2·...·cl .
(5.14)
Expandemos el te´rmino exponencial
eıα(c1·c2·...·cl) = eıαc1eıαc2 ...eıαcl . (5.15)
Los exponentes eıαci son equivalentes al operador Rα
(ci) que actu´a sobre el
qubit |ci〉, como lo indica la ecuacio´n (3.30). Bajo los mismos argumento uti-
lizados en la subseccio´n 3.3.1 remplazamos los te´rminos Ac1·c2·...·cl , Bc1·c2·...·cl y
Cc1·c2·...·cl por los operadores A(t), B(t) y C(t), respectivamente, que actu´an solo
sobre el qubit objetivo, con lo que llegamos a la identidad
U|11...1〉|c1c2...cl〉|t〉 = |c1c2...cl〉Rα(c1)Rα(c2)...Rα(cl)A(t)Xc1·c2·...·clB(t)Xc1·c2·...·clC(t)|t〉,
(5.16)
donde el super´ındice (ci) indica que el operador actu´a en el espacio del qubit
|ci〉 y donde X es la compuerta NOT. La ecuacio´n (5.16) indica la descomposicio´n
de una compuerta con palabra de control |11...1〉 como el producto de compuertas
que actu´an solo un qubit y compuertas NOT controladas por mu´ltiples qubits.
Es posible representar una compuerta con una palabra de control arbitraria
como una compuerta con palabra de control |11...1〉 si invertimos el estado de los
qubits que se requiere que esten en el estado |0〉 antes y despue´s de la compuerta.
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Figura 5.4: La compuerta U con palabra de control |1010〉 es equivalente a una
compuerta U con palabra de control |1111〉 y compuertas NOT.
Para ejemplificar esto, supongamos ahora una compuerta U|1010〉 que tiene como
palabra de control el estado |1010〉. Esta compuerta sera´ equivalente a una com-
puerta con palabra de control |1111〉 si invertimos el estado del segundo y cuarto
qubit antes y despue´s de aplicar el operador, similar a la ecuacion (3.22),
U|1010〉|c1c2c3c4〉|t〉 = X(c2)X(c4)U|1111〉X(c2)X(c4)|c1c2c3c4〉|t〉, (5.17)
donde U|1111〉 es una compuerta con palabra de control |1111〉 y X(ci) es la
compuerta NOT que actu´a sobre el qubit |ci〉. Esta equivalencia se ilustra en la
figura 5.4.
Con esta consideracio´n y la ecuacio´n (5.16) concluimos que un operador con
un solo qubit objetivo puede representarse como el producto de operadores que
actuan sobre en el espacio de un qubit y operadores de la forma Xc1·c2·...·cn . Pro-
cederemos a simplificar aun ma´s esta representacio´n.
5.3.2 Circuito de una compuerta con palabra de control
|111...11〉
Demostraremos a continuacio´n que un compuerta con un solo qubit objetivo y
una palabra de control |111...11〉 se puede descomponer como el producto de
compuertas fundamentales.
Existe al menos un algoritmo que permite representar una compuerta contro-
lada por un nu´mero arbitrario de qubits como el producto de compuertas Toffoli
y una compuerta controlada por un solo qubit. Para una compuerta U|111...11〉 con
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|c1c2...cl〉 qubits de control y un qubit objetivo |t〉 utilizaremos (l − 1) qubits de
trabajo, todos ellos en un estado inicial |wi〉 = |0〉. El estado del sistema total |φ〉
estara dado por
|φ〉 = |c1c2...cl〉|w1 = 0〉|w2 = 0〉...|wl−1 = 0〉|t1t2...tk〉 ≡ |c1c2...cl〉|00...0〉|t〉.
(5.18)
La compuerta U|111...11〉 esta controlada solo por los qubits |ci〉 y tiene como
objetivo solo el qubit |t〉 ,por lo que la inclusio´n de los qubits de trabajo no
afectara la forma en que actu´a,
U (c1c2...cl,t)|c1c2...cl〉|00...0〉|t〉 = |c1c2...cl〉|00...0〉U c1·c2·...·cl |t〉. (5.19)
La idea general del algoritmo consiste en utilizar compuertas Toffoli para
transformar el estado del primer qubit de trabajo al estado |c1 ·c2〉, el del segundo
qubit de trabajo al estado |c1 · c2 · c3〉 y asi sucesivamente hasta que el u´ltimo
qubit de trabajo sea transformado al estado |c1 · c2 · ... · cl〉. El estado del u´ltimo
de trabajo contendra´ la informacio´n del estado de todos los qubits de control,
resultando |wl−1〉 = |1〉 solo s´ı todos los qubits de control estan en el estado en
el estado |1〉, o resultara´ |wl−1〉 = |0〉 en cualquier otro caso. Por lo tanto, la
compuerta controlada U|111...11〉 que requiere que todos los qubits de control esten
en el estado |1〉 sera´ equivalente a la compuerta controlada U que requiere que el
u´ltimo qubit de trabajo este´ en el estado |wl−1 = 1〉.
La forma en que procede el algoritmo es la siguiente: Primero aplicamos una
compuerta Toffoli con |c1〉 y |c2〉 como qubits de control y el primer qubit de
trabajo como el objetivo. Con esto se cambiara´ el estado del qubit de trabajo al
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estado |c1 · c2〉, refiriendose c1 · c2 al producto del valor nu´merico de c1 y c2,
UCCN
(c1c2,w1)|c1c2...cl〉|00...0〉|t〉 = |c1c2...cl〉(X(w1))c1·c2|00...0〉|t〉
= |c1c2...cl〉|w1 = c1 · c2〉|0〉|0〉...|wl−1 = 0〉|t〉
≡ |c1c2...cl〉|c1 · c2〉|00...0〉|t〉.
(5.20)
donde el super´ındice (c1c2, w1) indica que la compuerta Toffoli tiene como
control los qubits |c1〉 y |c2〉 y como objetivo el qubit |w1〉. El siguiente paso
consiste en aplicar otra compuerta Toffoli, esta vez utilizando el qubit |c3〉 y el
primer qubit de trabajo en el estado |w1 = c1 · c2〉 como qubits de control y el
segundo qubit de trabajo como qubit objetivo. Despues de aplicar la compuerta
Toffoli, el estado del segundo qubit de trabajo resultara´ en |w2〉 = |c1 · c2 · c3〉,
UCCN
(c3w1,w2)|c1c2...cl〉|c1 · c2〉|00...0〉|t〉 = |c1c2...cl〉|c1 · c2〉(X(w2))c1·c2·c3|00...0〉|t〉
= |c1c2...cl〉|c1 · c2〉|c1 · c2 · c3〉|0...0〉|t〉.
(5.21)
Repetimos este procedimiento para todos los qubits de control hasta obtener
que el u´ltimo qubit de trabajo tendra´ el estado |c1 · c2 · ... · cl〉.
UCCN
(w1w2...wl−2cl,wl−1)UCCN
(w1w2..wl−3cl−1,wl−2)...UCCN
(c1c2,w1)|c1c2...cl〉|00...0〉|t〉
= |c1c2...cl〉|c1 · c2〉|c1 · c2 · c3〉...|c1 · c2 · ... · cl〉|t〉.
(5.22)
Ahora aplicamos la compuerta controlada U que tiene como control el u´ltimo
qubit de control |wl−1 = c1 · c2 · ... · cn〉 y como objetivo el qubit objetivo original
de la compuerta U|111...11〉,
U (wl−1,t)|c1c2...cl〉|c1 · c2〉|c1 · c2 · c3〉...|c1 · c2 · ... · cl〉|t〉
= |c1c2...cl〉|c1 · c2〉|c1 · c2 · c3〉...|c1 · c2 · ... · cl〉U c1·c2·...·cl |t〉.
(5.23)
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Comparando esta ecuacio´n con la ecuacio´n (5.19) podemos observar que la
compuerta U (wl−1,t) actua igual que la compuerta U|111...11〉, que es la compuerta
que se desea expresar en te´rminos de compuertas fundamentales.
Por u´ltimo regresamos los qubits de trabajo a su estado original utilizando las
mismas compuertas Toffoli en orden inverso.
UCCN
(c1c2,w1)...UCCN
(w1w2..wl−3cl−1,wl−2)UCCN
(w1w2...wl−2cl,wl−1)⊗
|c1c2...cl〉|c1 · c2〉|c1 · c2 · c3〉...|c1 · c2 · ... · cl〉U c1·c2·...·cl |t〉
= |c1c2...cl〉|00...0〉U c1·c2·...·cl |t〉.
(5.24)
El estado al final de la ecuacio´n es el mismo que aquel en la identidad (5.19),
por lo que podemos afirmar que una compuerta con palabra de control |111...11〉,
con l qubits de trabajo y con un solo qubit objetivo se puede representar como
U (c1c2...cl,t)|c1c2...cl〉|00...0〉|t〉 =
UCCN
(c1c2,w1)...UCCN
(w1w2..wl−3cl−1,wl−2)UCCN
(w1w2...wl−2cl,wl−1)U (wl−1,t)⊗
UCCN
(w1w2...wl−2cl,wl−1)UCCN
(w1w2..wl−3cl−1,wl−2)...UCCN
(c1c2,w1)|c1c2...cl〉|00...0〉|t〉
(5.25)
La figura 5.5 muestra el diagrama del algoritmo propuesto, para el caso de
una compuerta con 5 qubits de control; el circuito es fac´ıl de interpretar y de
extender para un nu´mero arbitrario de qubits.
La compuerta Toffoli puede descomponerse a su vez como compuertas que
actu´an sobre un solo qubit y compuertas CNOT (ver ecuacio´n (5.11)).
Resumiendo lo visto en el cap´ıtulo, podemos encontrar la descomposicio´n de
una compuerta cua´ntica arbitraria con un solo qubit objetivo como el producto
de compuertas fundamentales: Primero cambiamos su representacio´n al de una
compuerta con palabra de control |111...11〉, luego aplicamos el algoritmo para
la compuerta con palabra de control |111...11〉 en funcio´n de compuertas Toffoli
y por u´ltimo representamos las compuertas Toffoli y la compuerta con un solo
qubit de control como el producto de compuertas que actu´an sobre un qubit y
compuertas CNOT. En algunos casos se puede implementar la compuerta Toffoli
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Figura 5.5: Representacio´n de una compuerta con n = 5 qubits de control uti-
lizando compuertas Toffoli y una compuerta con un solo qubit objetivo. Se uti-
lizan (n− 1) qubits de trabajo en el estado |0〉.
directamente [23; 24; 25], por lo que no sera´ necesario realizar la descomposicio´n
en compuertas fundamentales de las compuertas Toffoli para la implementacio´n
f´ısica del circuito.
Se desea extender el ana´lisis a compuertas que tiene como control y objetivo
un nu´mero arbitrario de qubits. Con el estudio hecho hasta el momento, se puede
observar que la descomposicio´n de los operadores en compuertas elementales es-
cala en complejidad ra´pidamente conforme se aumenta el nu´mero de qubits sobre
los que actu´a el operador. Para compuertas con ma´s de dos qubits objetivo nece-
sitamos desarrollar un algoritmo que permita encontrar la descomposicio´n del
operador.
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Cap´ıtulo 6
Algoritmo para la s´ıntesis de
circuitos cua´nticos
El objetivo de este trabajo es encontrar un algoritmo que permita encontrar la
representacio´n en compuertas elementales de un operador arbitrario. Para esto,
representaremos los operadores como una serie de operaciones que intercambian
el vector en diferentes espacios hasta llevarlo al estado final.
6.1 Intercambio de vectores
Utilizaremos una sucecio´n de intercambios de vectores para llevar el sistema de un
estado inicial al estado final, reproduciendo la accio´n de la transformacio´n origi-
nal. El intercambio de vectores sera´ realizado utilizando los operadores conocidos
como reflexiones de Householder, los cuales introduciremos a continuacio´n.
6.1.1 Reflexiones de Householder
Definimos un operador [~x] que actu´a sobre un vector ~x de la forma
[~x]~x = −~x. (6.1)
S´ı aplicamos el operador [~x] a un vector ~x⊥, ortogonal al vector ~x, este actuara´
54
como la identidad,
[~x]~x⊥ = ~x⊥. (6.2)
El operador [~x] es un ”operador de reflexio´n”, tambie´n llamado reflexio´n de
Householder. Las reflexiones de Householder son hermitianas ([~x] = [~x]†) y uni-
tarias ([~x]†[~x] = [~x][~x]† = [~x]2 = I) [26].
Cada reflexio´n puede ser escrita como
[~x] = I− 2 ~x~x
∗
‖~x‖2 , (6.3)
donde I es el operador identidad, ~x∗ es el conjugado de ~x y ‖~x‖ = √(~x∗~x)
es la norma de ~x. En el caso especial de que ~x sea el vector nulo tomamos la
reflexio´n como la identidad ([~x = 0] = I).
A continuacio´n mostraremos como sera´n utilizados estas reflexiones para re-
alizar el intercambio entre vectores.
6.1.2 Intercambio de dos vectores por reflexio´n
Tomaremos como lema que existe una y solo una reflexio´n [~r] que permite la
transformacio´n de un vector ~x a otro vector ~y tal que
[~r]~x = z∗
‖~x‖
‖~y‖~y, (6.4)
donde z es un numero complejo y el vector ~r = z‖~y‖~x − ‖~x‖~y es el vector
perpendicular al vector sobre el cual se realiza la reflexio´n. Este intercambio de
vectores se ilustra en la figura 6.1.
Nuestro intere´s reside en aplicar este lema a la factorizacio´n de operadores
unitarios. El operador de reflexio´n [~r] se tomara´ como una transformacio´n unitaria
que al aplicarse dos veces en sucesio´n nos da el vector original ([~r][~r] = I).
Dada la representacio´n (6.3), el operador [~r] ser escrito como
[~r] = I− 2 ~r~r
∗
‖~r‖2 . (6.5)
Para encontrar el valor de z dados dos vectores ~x y ~y, sustituimos el valor de
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Figura 6.1: Intercambio o ”reflexio´n” de dos vectores ~x y ~y a trave´s del operador
de reflexio´n [~r].
~r en la definicio´n (6.5) de [~r] con lo que obtenemos
[~r] = I− 2 ~r~r
∗
‖~r‖2 = I− 2
(z‖~y‖~x− ‖~x‖~y)(z‖~y‖~x− ‖~x‖~y)∗
(z‖~y‖~x− ‖~x‖~y)∗(z‖~y‖~x− ‖~x‖~y)
= I− 2 |z|
2‖~y‖2~x~x∗ − z‖~x‖‖~y‖~x~y∗ − z∗‖~x‖‖~y‖~y~x∗ + ‖~x‖2~y~y∗
|z|2‖~x‖2‖~y‖2 − z∗‖~x‖‖~y‖(~x∗~y)− z‖~x‖‖~y‖(~y∗~x) + ‖~x‖2‖~y‖2 ,
(6.6)
recordando que (~ı ∗~) denota el producto interno entre los vectores ~ı y ~.
Aplicamos ahora el operador de reflexio´n al vector ~x, lo que nos da
[~r]~x = ~x− 2 |z|
2‖~y‖2~x(~x∗~x)− z‖~x‖‖~y‖~x(~y∗~x)− z∗‖~x‖‖~y‖~y(~x∗~x) + ‖~x‖2~y(~y∗~x)
|z|2‖~x‖2‖~y‖2 − z∗‖~x‖‖~y‖(~x∗~y)− z‖~x‖‖~y‖(~y∗~x) + ‖~x‖2‖~y‖2
= ~x− 2 |z|
2‖~x‖2‖~y‖2~x− z‖~x‖‖~y‖(~y∗~x)~x− z∗‖~x‖3‖~y‖~y + ‖~x‖2(~y∗~x)~y
|z|2‖~x‖2‖~y‖2 − z∗‖~x‖‖~y‖(~x∗~y)− z‖~x‖‖~y‖(~y∗~x) + ‖~x‖2‖~y‖2
(6.7)
Igualamos esta ecuacio´n con la ecuacio´n (6.4) y comparamos los te´rminos
dependientes de ~x y de ~y en ambos lados de la ecuacio´n. Con los te´rminos
dependientes de ~x obtenemos las ecuaciones
1− 2 |z|
2‖~x‖2‖~y‖2 − z‖~x‖‖~y‖(~y∗~x)
|z|2‖~x‖2‖~y‖2 − z∗‖~x‖‖~y‖(~x∗~y)− z‖~x‖‖~y‖(~y∗~x) + ‖~x‖2‖~y‖2 = 0, (6.8)
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|z|2‖~x‖‖~y‖ − z∗(~x∗~y) + z(~y∗~x)− ‖~x‖2‖~y‖2 = 0. (6.9)
La solucio´n a esta u´ltima ecuacio´n nos da el valor
z =
(~x∗~y)1/2
(~y∗~x)1/2
, (6.10)
el cual reescribiremos para obtener finalmente que
z =
(~x∗~y)
|~y∗~x| , z
∗ =
(~y∗~x)
|~y∗~x| . (6.11)
Sustituimos estos valores de z y z∗ en nuestras ecuaciones originales con lo
que obtenemos que, dados los vectores ~x y ~y , la reflexio´n [~r] que produce el
intercambio entre estos vectores sera´
[~r]~x =
(~y∗~x)
|~x∗~y|
‖~x‖
‖~y‖~y, (6.12)
donde el operador [~r] en funcio´n de los vectores ~x y ~y es
[~r] = I−
~x~x∗ − (~x∗~y)|~x∗~y| ‖~x‖‖~y‖~x~y∗ − (~y
∗~x)
|~y∗~x|
‖~x‖
‖~y‖~y~x
∗ + ‖~x‖
2
‖~y‖2~y~y
∗
‖~x‖2 − ‖~x‖‖~y‖ |~y∗~x|
. (6.13)
El operador [~r] es la reflexio´n del vector ~r que, en funcio´n de los vectores ~x y
~y, es
~r =
(~x∗~y)
|~y∗~x| ‖~y‖~x− ‖~x‖~y. (6.14)
Una vez comprendido el intercambio de vectores a trave´s de las reflexiones de
Householder, aplicaremos las reflexiones a estados de sistemas cua´nticos.
6.1.3 Intercambio de estados cua´nticos
Utilizaremos los conceptos de reflexio´n e intercambio de vectores aplicados a
estados cua´nticos para luego enfocarnos en sistemas de qubits.
Dado el estado inicial |x〉 y el estado final |y〉, con |x〉 6= |y〉, el operador de
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reflexio´n [r] que produce el intercambio de estos dos estados,
[r]|x〉 = 〈y|x〉|〈x|y〉|
〈x|x〉1/2
〈y|y〉1/2 |y〉, (6.15)
estara´ dado, en analog´ıa con la ecuacio´n (6.13), por
[r] = I−
|x〉〈x| − 〈x|y〉|〈x|y〉| 〈x|x〉
1/2
〈y|y〉1/2 |x〉〈y| − 〈y|x〉|〈x|y〉| 〈x|x〉
1/2
〈y|y〉1/2 |y〉〈x|+ 〈x|x〉〈y|y〉 |y〉〈y|
〈x|x〉 − 〈x|x〉1/2〈y|y〉1/2 |〈x|y〉|
. (6.16)
El vector |r〉 que es reflejado por el operador [r],
[r]|r〉 = −|r〉, (6.17)
quedara´ en funcio´n de los vectores |x〉 y |y〉 como
|r〉 = 〈x|y〉|〈x|y〉|〈y|y〉
1/2|x〉 − 〈x|x〉1/2|y〉. (6.18)
Se puede verificar esta identidad aplicando el operador [r] dado en (6.16) sobre
la ecuacio´n (6.18), con lo que se reproduce la ecuacio´n (6.17). Tambie´n se puede
verificar aplicando el operador [r] a un vector |r⊥〉 perpendicular al vector |r〉
(〈r|r⊥〉 = 0) observando que se respeta la definicio´n de reflexio´n, segu´n lo visto
en la seccio´n 6.1.1,
[r]|r⊥〉 = |r〉. (6.19)
Para el caso en que el vector |y〉 sea paralelo al vector |x〉 (|y〉 = α|x〉), el
operador [r] sera´ el operador identidad I.
Si los vectores |x〉 y |y〉 fueran perpendiculares, el te´rmino del producto interno
de estos vectores sobre el valor absoluto del producto interno resultara´
〈x|y〉
|〈x|y〉| =
〈y|x〉
|〈x|y〉| = 1 ∀ |x〉 ⊥ |y〉. (6.20)
La fo´rmula (6.16) nos permite encontrar el operador de reflexio´n [r] dados los
dos vectores de estado |x〉 y |y〉, que se desean intercambiar. Este es el principal
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componente del algoritmo que nos permitira´ encontrar la descomposicio´n de los
operadores en funcio´n de reflexiones de Householder.
6.2 Algoritmo principal de factorizacio´n
Utilizaremos las identidades vistas en la seccio´n anterior para encontrar la de-
scomposicio´n de un operador arbitrario como el producto de operadores de re-
flexio´n. Esta representacion´ no sera´ u´nica, por lo que sera´ necesario establecer
un criterio de cual representacio´n es la ma´s eficiente.
Para un sistema de n qubits con vectores de base {|0〉, |1〉, |2〉, ..., |2n − 1〉}
tenemos que un operador U actuara´ sobre los vectores de base como
U |0〉 = |U0〉 , U |1〉 = |U1〉 , U |2〉 = |U2〉 , ... , U |2n − 1〉 = |U2n−1〉. (6.21)
Nos concentraremos primero en uno solo de los vectores de estados, el vector
|U0〉. Utilizaremos el operador de reflexio´n [r(0)1 ] para intercambiar el estado |j1〉
por el vector |Ij1,k1〉, que es la proyeccio´n del vector |U0〉 sobre el plano donde
habitan los vectores |j1〉 y |k1〉. La reflexio´n, dada por la ecuacio´n (6.15), sera´ tal
que
[r
(0)
1 ]|Ij1,k1〉 =
〈j1|Ij1,k1〉
|〈j1|Ij1,k1〉|
〈Ij1,k1|Ij1,k1〉1/2
〈j1|j1〉1/2 |j1〉, (6.22)
con
|Ij1,k1〉 = (|j1〉〈j1|+ |k1〉〈k1|)|U0〉. (6.23)
El vector de proyeccio´n |Ij1,k1〉 no esta´ necesariamente normalizado, pero los
vectores de base |j1〉 si lo esta´n (〈j1|j1〉 = 1), por lo que tendremos
[r
(0)
1 ]|Ij1,k1〉 =
〈j1|Ij1,k1〉
|〈j1|Ij1,k1〉|〈Ij1,k1|Ij1,k1〉
1/2|j1〉, (6.24)
El operador que realiza esta reflexio´n, segu´n la ecuacio´n (6.16) y dada la
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normalizacio´n de los vectores |j1〉, sera´
[r
(0)
1 ] = I−
〈Ij1,k1|Ij1,k1〉|j1〉〈j1| − 〈j1|Ij1,k1〉|〈j1|Ij1,k1〉|〈Ij1,k1|Ij1,k1〉1/2|j1〉〈Ij1,k1|
〈Ij1,k1|Ij1,k1〉 − 〈Ij1,k1|Ij1,k1〉1/2|〈j1|Ij1,k1〉|
+
〈Ij1,k1|j1〉
|〈Ij1,k1|j1〉|〈Ij1,k1|Ij1,k1〉1/2|Ij1,k1〉〈j1| − |Ij1,k1〉〈Ij1,k1|
〈Ij1,k1|Ij1,k1〉 − 〈Ij1,k1|Ij1,k1〉1/2|〈j1|Ij1,k1〉| .
(6.25)
Ahora aplicamos el operador de reflexio´n [r
(0)
2 ] para intercambiar el vector
|j1〉 por el vector |Ij1,k2〉, definido como la proyeccio´n del vector [r(0)1 ]|U0〉 sobre el
plano donde habitan los vectores |j1〉 y |k2〉 , de forma que
[r
(0)
2 ]|Ij1,k2〉 =
〈j1|Ij1,k2〉
|〈j1|Ij1,k2〉|〈Ij1,k2|Ij1,k2〉
1/2|j1〉, (6.26)
con
|Ij1,k2〉 = (|j1〉〈j1|+ |k2〉〈k2|)[r(0)1 ]|U0〉. (6.27)
El operador que realiza´ la reflexio´n sera´
[r
(0)
2 ] = I−
〈Ij1,k2|Ij1,k2〉|j1〉〈j1| − 〈j1|Ij1,k2〉|〈j1|Ij1,k2〉|〈Ij1,k2|Ij1,k2〉1/2|j1〉〈Ij1,k2|
〈Ij1,k2|Ij1,k2〉 − 〈Ij1,k2|Ij1,k2〉1/2|〈j1|Ij1,k2〉|
+
〈Ij1,k2|j1〉
|〈Ij1,k2|j1〉|〈Ij1,k2|Ij1,k2〉1/2|Ij1,k2〉〈j1| − |Ij1,k2〉〈Ij1,k2|
〈Ij1,k2|Ij1,k2〉 − 〈Ij1,k2|Ij1,k2〉1/2|〈j1|Ij1,k2〉| .
(6.28)
Proseguimos aplicando el operador [r
(0)
3 ] para intercambiar el vector |j1〉 por
el vector |Ij1,k3〉 ≡ (|j1〉〈j1| + |k3〉〈k3|)[r(0)2 ][r(0)1 ]|U0〉 y as´ı sucesivamente hasta
aplicar el operador de reflexio´n [r
(0)
2n−1] para intercambiar el vector |j1〉 por el
vector |Ij1,k2n−1〉 ≡ (|j1〉〈j1| + |k2n−1〉〈k2n−1|)[r(0)2n−2]...[r(0)2 ][r(0)1 ]|U0〉. Utilizaremos
el operador [r(0)] para denotar el producto de los operadores de reflexio´n,
[r(0)] = [r
(0)
2n−1][r
(0)
2n−2]...[r
(0)
2 ][r
(0)
1 ]. (6.29)
Repetimos este proceso para el resto de los vectores |Ui 6=1〉: Aplicamos el
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operador de reflexio´n [r
(1)
1 ] sobre el estado |j2〉, tal que
[r
(1)
1 ]|Ij2,k2〉 =
〈j2|Ij2,k2〉
|〈j2|Ij1,k2〉|〈Ij2,k2|Ij2,k2〉
1/2|j2〉, (6.30)
con
|Ij2,k2〉 = (|j2〉〈j2|+ |k2〉〈k2|)|U1〉. (6.31)
[r
(1)
1 ] = I−
〈Ij2,k2|Ij2,k2〉|j2〉〈j2| − 〈j2|Ij2,k2〉|〈j2|Ij2,k2〉|〈Ij2,k2|Ij2,k2〉1/2|j2〉〈Ij2,k2|
〈Ij2,k2|Ij2,k2〉 − 〈Ij2,k2|Ij2,k2〉1/2|〈j2|Ij2,k2〉|
+
〈Ij2,k2|j2〉
|〈Ij2,k2|j2〉|〈Ij2,k2|Ij2,k2〉1/2|Ij2,k2〉〈j2| − |Ij2,k2〉〈Ij2,k2|
〈Ij2,k2|Ij2,k2〉 − 〈Ij2,k2|Ij2,k2〉1/2|〈j2|Ij2,k2〉| .
(6.32)
La eleccio´n de los vectores |j2〉 y |k2〉 es arbitraria con la u´nica restriccio´n de
que no pueden ser iguales entre ellos o iguales al vector |j1〉.
Continuamos aplicando operadores de reflexio´n, siguiendo el mismo proced-
imiento que para el caso de |U0〉, hasta obtener el operador [r(1)], definido como
[r(1)] = [r
(1)
2n−2][r
(1)
2n−3]...[r
(1)
2 ][r
(1)
1 ], (6.33)
Esto se repite para todos los vectores restantes |Ui 6=1,2〉, obteniendo los oper-
adores [r(3)], [r(4)], ... , [r(2
n−2)]. Al aplicar todos los operadores [r(i)] a los vectores
transformados recuperamos los estados originales {|0〉, |1〉, |2〉, ..., |2n− 1〉}, hasta
un cierto coeficiente de proporcionalidad [26],
[r(2
n−2)][r(2
n−3)]...[r(1)][r(0)]|Uk〉 = dk|k〉. (6.34)
1
dk
[r(2
n−2)]1[r(2
n−3)]2[r(2
n−3)]1 . . . [r(2)]2n−3...[r(2)]1⊗
[r(1)]2n−2...[r(1)]2[r(1)]1[r(0)]2n−1...[r(0)]2[r(0)]1U |k〉 = |k〉.
(6.35)
Las reflexiones de Householder son su propio operador inverso ([r][r] = I), lo
que nos permite despejar las reflexiones en la u´ltima ecuacio´n obteniendo que un
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operador U arbitrario se puede representar como
U =[r
(0)
1 ][r
(0)
2 ]...[r
(0)
2n−1][r
(1)
1 ][r
(1)
2 ]...[r
(1)
2n−2]⊗
[r
(2)
1 ]...[r
(2)
2n−3] . . . [r
(2n−3)
1 ][r
(2n−3)
2 ][r
(2n−2)
1 ]D,
(6.36)
donde D es una matriz diagonal (D(i,j) = 0 para i 6= j) cuyas entradas en
la diagonal principal son D(k,k) = dk. La ecuacio´n anterior afirma que toda
transformacio´n unitaria puede representares como el producto de reflexiones de
Householder y una matriz diagonal, lo cual sera´ nuestro lema principal.
Dentro del algoritmo para encontrar la descomposicio´n de la matriz como
reflexiones de Householder, podemos seleccionar cualquiera de los vectores de base
como los vectores |j〉 y |k〉. Una seleccio´n diferente de los vectores de proyeccio´n
dara´ como resultado diferentes reflexiones, por lo que existe un gran nu´mero
de posibles representaciones de un operador como el producto de reflexiones de
Householder.
A continuacio´n aplicaremos el algoritmo de factorizacio´n a operadores que
afectan un solo de qubit. Esto nos servira´ para ejemplificar la forma en que se
implementa el algoritmo y nos permitira´ identificar ciertas compuertas a partir
de las reflexiones obtenidas.
6.2.1 Identificacio´n de compuertas que actu´an sobre un
solo qubit
Sea el operador U (1) un operador que actu´a en un sistema de dos qubits modif-
icando el primer qubit y dejando el segundo qubit sin alterar. La forma general
de la transformacio´n de este tipo de operadores es
U (1)|00〉 = [u0|0〉+ u1|1〉]|0〉 ≡ |U0〉, (6.37)
U (1)|01〉 = [u0|0〉+ u1|1〉]|1〉 ≡ |U1〉, (6.38)
U (1)|10〉 = [u1∗|0〉 − u0∗|1〉]|0〉 ≡ |U2〉, (6.39)
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U (1)|11〉 = [u1∗|0〉 − u0∗|1〉]|1〉 ≡ |U3〉. (6.40)
Utilizaremos el algoritmo descrito en la seccio´n 6.2 para encontrar la desco-
mosicio´n del operador U (1) como el producto de reflexiones de Householder.
Primero intercambiamos el vector |00〉 por el vector |I0,1〉 a trave´s de la re-
flexio´n [r
(0)
1 ] tal que
[r
(0)
1 ]|I0,1〉 =
〈00|I0,1〉
|〈00|I0,1〉|〈I0,1|I0,1〉
1/2|00〉, (6.41)
con
|I0,1〉 = [|00〉〈00|+ |01〉〈01|]|U0〉
= [|00〉〈00|+ |01〉〈01|][u0|00〉+ u1|10〉]
= u0|00〉
(6.42)
Como los vectores |00〉 y |I0,1〉 son paralelos, el operador [r(0)1 ] sera´ simplemente
la identidad,
[r
(0)
1 ] = I. (6.43)
Ahora intercambiamos los vectores |00〉 y |I0,2〉 con la reflexio´n [r(0)2 ],
[r
(0)
2 ]|I0,2〉 =
〈00|I0,2〉
|〈00|I0,2〉|〈I0,2|I0,2〉
1/2|00〉, (6.44)
donde el vector |I0,2〉 es
|I0,2〉 = [|00〉〈00|+ |10〉〈10|][r(0)1 ]|U0〉
= u0|00〉+ u1|10〉.
(6.45)
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La reflexio´n [r
(0)
2 ] estara´ dada entonces como
[r
(0)
2 ] = I−
〈I0,2|I0,2〉|00〉〈00| − 〈00|I0,2〉|〈00|I0,2〉|〈I0,2|I0,2〉1/2|00〉〈I0,2|
〈I0,2|I0,2〉 − 〈I0,2|I0,2〉1/2|〈00|I0,2〉|
+
〈I0,2|00〉
|〈I0,2|00〉|〈I0,2|I0,2〉1/2|I0,2〉〈00| − |I0,2〉〈I0,2|
〈I0,2|I0,2〉 − 〈I0,2|I0,2〉1/2|〈00|I0,2〉| ,
(6.46)
[r
(0)
2 ] = I− (1− |u0|)|00〉〈00|+
u0u1
∗
|u0| |00〉〈10|+
u0
∗u1
|u0| |10〉〈00| − (1 + |u0|)|10〉〈10|.
(6.47)
Utilizamos la reflexio´n [r
(0)
3 ] para intercambiar los vectores |00〉 y |I0,3〉,
[r
(0)
3 ]|I0,3〉 =
〈00|I0,3〉
|〈00|I0,3〉|〈I0,3|I0,3〉
1/2|00〉. (6.48)
El vector |I0,3〉 esta´ dado por
|I0,3〉 = [|00〉〈00|+ |11〉〈11|][r(0)2 ][r(0)1 ]|U0〉
= [|00〉〈00|+ |11〉〈11|][u0|00〉]
= u0|00〉.
(6.49)
Como los vectores |00〉 y |I0,3〉 son paralelos tenemos que
[r
(0)
3 ] = I. (6.50)
Pasamos ahora a intercambiar el vector |01〉 por el vector |I1,2〉 a trave´s de la
reflexio´n [r
(1)
1 ],
[r
(1)
1 ]|I1,2〉 =
〈01|I1,2〉
|〈01|I1,2〉|〈I1,2|I1,2〉
1/2|01〉, (6.51)
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donde el vector |I1,2〉
|I1,2〉 = [|01〉〈01|+ |10〉〈10|]|U1〉
= [|01〉〈01|+ |10〉〈10|][u0|01〉+ u1|11〉]
= u0|01〉,
(6.52)
Nuevamente tenemos que los vectores a intercambiar, |01〉 y |I1,2〉, son parale-
los por lo que
[r
(1)
1 ] = I. (6.53)
Ahora buscamos la reflexio´n de los vectores |01〉 y |I1,3〉 tal que
[r
(1)
2 ]|I1,3〉 =
〈01|I1,3〉
|〈01|I1,3〉|〈I1,3|I1,3〉
1/2|01〉, (6.54)
Tendremos que
|I1,3〉 = [|01〉〈01|+ |11〉〈11|][r(1)1 ]|U1〉
= [|01〉〈01|+ |11〉〈11|][u0|01〉+ u1|11〉]
= u0|01〉+ u1|11〉,
(6.55)
por lo que la reflexio´n quedara como
[r
(1)
2 ] = I−
〈I1,2|I1,2〉|01〉〈01| − 〈01|I1,2〉|〈01|I1,2〉|〈I1,2|I1,2〉1/2|01〉〈I1,2|
〈I1,2|I1,2〉 − 〈I1,2|I1,2〉1/2|〈01|I1,2〉|
+
〈I1,2|01〉
|〈I1,2|01〉|〈I1,2|I1,2〉1/2|I1,2〉〈01| − |I1,2〉〈I1,2|
〈I1,2|I1,2〉 − 〈I1,2|I1,2〉1/2|〈01|I1,2〉| ,
(6.56)
[r
(1)
2 ] = I− (1− |u0|)|01〉〈01|+
u0u1
∗
|u0| |01〉〈11|+
u0
∗u1
|u0| |11〉〈01| − (1 + |u0|)|11〉〈11|.
(6.57)
Finalmente tenemos el intercambio de los vectores |10〉 y |I2,3〉 a trave´s de la
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reflexio´n [r(2)]1,
[r
(2)
1 ]|I2,3〉 =
〈10|I2,3〉
|〈10|I2,3〉|〈I2,3|I2,3〉
1/2|10〉. (6.58)
con
|I2,3〉 = [|10〉〈10|+ |11〉〈11|]|U2〉
= [|10〉〈10|+ |11〉〈11|][u1∗|00〉 − u0∗|10〉]
= −u0∗|10〉,
(6.59)
Identificando que los vectores |11〉 y |I2,3〉 son paralelos concluimos que
[r
(2)
1 ] = I. (6.60)
Una vez que hemos obtenido todas las reflexiones, solo requerimos encontrar
los valores de las entradas de la matriz diagonal D. Al aplicar la matriz D sobre
los vectores de base, debido a que es diagonal, obtendremos
D|00〉 = d0|00〉 , D|01〉 = d1|01〉 , D|10〉 = d2|10〉 , D|11〉 = d3|11〉, (6.61)
donde los factores di corresponden a las entradas de la matriz D. Tendremos
entonces que
U (1)|00〉 = [r(0)2 ][r(1)2 ]D|00〉 = d0[r(1)]2[r(0)]2|00〉
= d0|u0||00〉+ d0u0
∗u1
|u0| |10〉.
(6.62)
Igualando esta ecuacio´n con la transformacio´n establecida en la ecuacio´n
(6.37) obtenemos que el factor d0 es
d0 =
u0
|u0| . (6.63)
Repetimos este procedimiento para el resto de los vectores de base, con lo que
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encontramos el valor de todos los factores di, obteniendo finalmente que la matriz
D es
D =
1
|u0|

u0 0 0 0
0 u0 0 0
0 0 u0
∗ 0
0 0 0 u0
∗
 , (6.64)
la cual podemos reescribir como
D =
1
|u0|
(
u0 0
0 u0
∗
)
⊗
(
1 0
0 1
)
. (6.65)
Tenemos entonces que la matriz D se identifica como la compuerta D(1),
D(1) =
1
|u0|
(
u0 0
0 u0
∗
)
, (6.66)
que actu´a sobre el primer qubit.
Las reflexiones [r
(0)
2 ] y [r
(1)
2 ], que son las reflexiones diferentes de la identidad,
pueden ser representadas cada una en funcio´n de un vector |r(i)〉, como lo indica
la ecuacio´n (6.5). Estos vectores sera´n
|r(0)2 〉 = (|u0| − 1)|00〉+
u0
∗u1
|u0| |10〉 = [(|u0| − 1)|0〉+
u0
∗u1
|u0| |1〉]|0〉, (6.67)
|r(1)2 〉 = (|u0| − 1)|10〉+
u0
∗u1
|u0| |11〉 = [(|u0| − 1)|0〉+
u0
∗u1
|u0| |1〉]|1〉. (6.68)
Observamos que los vectores reflejados son factorizables. Es razonable suponer
que si los estado despue´s de la transformacio´n son factorizables, debido a que
el operador actua solo sobre un qubit, entonces los vectores de reflexio´n seran
tambie´n factorizables. Para un sistema de n qubits, tendremos que la descom-
posicio´n de un operador U que altera un solo qubit estara´ dada por operadores
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de reflexio´n [r
(i)
j ], con
[r
(i)
j ] = I− 2
|r(i)j 〉〈r(i)j |
〈r(i)j |r(i)j 〉
, (6.69)
donde el vector |r(i)j 〉 es el producto tensorial del vector de reflexion de un solo
qubit |r(1)〉 multiplicado por alguna combinacio´n del resto de los estados,
|r(i)j 〉 = |r(1)〉|j1j2j3...jn−1〉. (6.70)
La demostracio´n de esta identidad se muestra en el Ape´ndice A.2.
Para poder encontrar la representacio´n en compuertas cua´nticas de una re-
flexio´n arbitraria es necesario encontrar la forma anal´ıtica del algoritmo de fac-
torizacio´n.
6.2.2 Forma anal´ıtica del algoritmo de factorizacio´n
Para un sistema de n qubits tenemos 2n vectores de base, dados por todas las
combinaciones posibles de los estados de los qubits individuales. Para simplificar
las ecuaciones utilizaremos la notacio´n
|0〉 ≡ |000...00〉 , |1〉 ≡ |000...01〉 , |2〉 ≡ |000...10〉 , ... , |2n − 1〉 ≡ |111...11〉.
(6.71)
Un operador U arbitrario actuar´a de forma general como
U |0〉 = u0,0|0〉+ u0,1|1〉+ u0,2|2〉+ ...+ u0,2n−1|2n − 1〉 ≡ |U0〉,
U |1〉 = u1,0|0〉+ u1,1|1〉+ u1,2|2〉+ ...+ u1,2n−1|2n − 1〉 ≡ |U1〉,
U |2〉 = u2,0|0〉+ u2,1|1〉+ u2,2|2〉+ ...+ u2,2n−1|2n − 1〉 ≡ |U2〉,
...
...
...
U |2n − 1〉 = u2n−1,0|0〉+ u2n−1,1|1〉+ u2n−1,2|2〉+ ...+ u2n−1,2n−1|2n − 1〉 ≡ |U2n−1〉,
(6.72)
donde los factores ui,j son nu´meros complejos que cumplen con la condicio´n
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de normalizacio´n
|ui,0|2 + |ui,1|2 + |ui,2|2 + ...+ |ui,2n−1|2 = 1. (6.73)
Utilizamos el algoritmo descrito en la seccio´n 6.2 para encontrar la descom-
posicio´n del operador U como el producto de reflexiones de Householder.
Primero intercambiamos los vectores |0〉 y |I0,1〉 con el operador de relfexio´n
[r
(0)
1 ], con
|I0,1〉 = [|0〉〈0|+ |1〉〈1|]|U0〉
= u0,0|0〉+ u0,1|1〉.
(6.74)
El operador de reflexio´n resultante es
[r
(0)
1 ] = I−
(
1− |u0,0|
(|u0,0|2 + |u0,1|2)1/2
)
|0〉〈0|+ u0,0u0,1
∗
|u0,0|(|u0,0|2 + |u0,1|2)1/2 |0〉〈1|
+
u0,0
∗u0,1
|u0,0|(|u0,0|2 + |u0,1|2)1/2 |1〉〈0| −
(
1 +
|u0,0|
(|u0,0|2 + |u0,1|2)1/2
)
|1〉〈1|.
(6.75)
Ahora utilizamos el operador [r
(0)
2 ] para intercambiar los vectores |0〉 y |I0,2〉,
donde
|I0,2〉 = [|0〉〈0|+ |2〉〈2|][r(0)1 ]|U0〉
=
u0,0
|u0,0|(|u0,0|
2 + |u0,1|2)1/2|0〉+ u0,2|2〉.
(6.76)
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El operador de reflexio´n se calcula como
[r
(0)
2 ] = I−
(
1− (|u0,0|
2 + |u0,1|2)1/2
(|u0,0|2 + |u0,1|2 + |u0,2|2)1/2
)
|0〉〈0|
+
u0,0u0,2
∗
|u0,0|(|u0,0|2 + |u0,1|2 + |u0,2|2)1/2 |0〉〈2|
+
u0,0
∗u0,2
|u0,0|(|u0,0|2 + |u0,1|2 + |u0,2|2)1/2 |2〉〈0|
−
(
1 +
(|u0,0|2 + |u0,1|2)1/2
(|u0,0|2 + |u0,1|2 + |u0,2|2)1/2
)
|2〉〈2|.
(6.77)
Continuamos aplicando el operador [r
(0)
3 ] para realizar el intercambio entre los
vectores |0〉 y |I0,3〉, definiendo
|I0,3〉 = [|0〉〈0|+ |3〉〈3|][r(0)2 ][r(0)1 ]|U0〉
=
u0,0
|u0,0|(|u0,0|
2 + |u0,1|2 + |u0,2|2)1/2|0〉+ u0,2|2〉.
(6.78)
El operador que realiza este intercambio es
[r
(0)
3 ] = I−
(
1− (|u0,0|
2 + |u0,1|2 + |u0,2|2)1/2
(|u0,0|2 + |u0,1|2 + |u0,2|2 + |u0,3|2)1/2
)
|0〉〈0|
+
u0,0u0,3
∗
|u0,0|(|u0,0|2 + |u0,1|2 + |u0,2|2 + |u0,3|2)1/2 |0〉〈3|
+
u0,0
∗u0,3
|u0,0|(|u0,0|2 + |u0,1|2 + |u0,2|2 + |u0,3|2)1/2 |3〉〈0|
−
(
1 +
(|u0,0|2 + |u0,1|2 + |u0,2|2)1/2
(|u0,0|2 + |u0,1|2 + |u0,2|2 + |u0,3|2)1/2
)
|3〉〈3|.
(6.79)
Analizando la sucesio´n de los vectores de reflexio´n, se puede deducir la forma
en que se calculan los factores que acompan˜an a los operadores |i〉〈j|. Encon-
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tramos que los operadores de reflexio´n esta´n dados como
[r
(i)
j ] = I− (1− ri,i)|i〉〈i|+ r∗i,j|i〉〈j|+ ri,j|j〉〈i| − (1 + ri,i)|j〉〈j|, (6.80)
con
ri,i =
(∑j−1
i |ui,j|2∑j
i |ui,j|2
)1/2
,
ri,j =
ui,i
∗ui,j
|ui,i|
(
j∑
i
|ui,j|2
)−1/2
,
(6.81)
Utilizando esta expresio´n, tenemos que un operador arbitrario U actuando
sobre un sistema de n qubits se puede representar como el producto de reflexiones
de Householder tal que
U =
(
n∏
i=0
[r(i)]
)
D, (6.82)
donde D es una matriz diagonal y donde
[r(i)] =
n∏
j=i
[r
(i)
j ]. (6.83)
Las ecuaciones (6.80) - (6.83) nos dan la forma anal´ıtica en que se puede
descomponer un operador arbitrario como el producto de reflexiones de House-
holder. Ahora daremos la representacio´n de las reflexiones como compuertas
cua´nticas elementales.
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6.3 Representacio´n en compuertas cua´nticas de
las reflexiones de Householder
Tenemos que una reflexion de Householder arbitraria
[r
(i)
j ] = I− (1− ri,i)|i〉〈i|+ ri,j ∗ |i〉〈j|+ ri,j|j〉〈i| − (1 + ri,i)|j〉〈j|, (6.84)
actua sobre los vectores |i〉 y |j〉 como
[r
(i)
j ]|i〉 = ri,i|i〉+ ri,j|j〉,
[r
(i)
j ]|j〉 = r∗i,j|i〉 − ri,i|j〉,
(6.85)
y como la identidad para el resto de los vectores
[r
(i)
j ]|k 6= i, j〉 = |k〉. (6.86)
Nuestro objetivo es encontrar una serie de compuertas con un solo qubit ob-
jetivo que en conjunto actuen igual que la reflexio´n [r
(i)
j ]. Para esto es necesario
expander los vectores que son reflejados en funcion del estado de los qubits que
los componen,
|i〉 = |i1i2i3...in−1in〉,
|j〉 = |j1j2i3...jn−1jn〉.
(6.87)
Como primer paso, identificamos los qubits que tienen el mismo estado en los
vectores |i〉 y |j〉. Representamos la reflexio´n [r(i)j ] como una compuerta controlada
que tiene los qubits en estados iguales como qubits de control, los qubits en estados
diferentes como qubit objetivo y como palabra de control el estado de los qubits
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iguales. Tenemos por ejemplo el caso en que la compuerta [r(a)] refleja los estados
|i〉 = |a1a2a3i4i5...in−1in〉,
|j〉 = |a1a2a3j4j5...jn−1jn〉.
(6.88)
donde los qubits al son iguales en ambos vectores y los qubits im estan en
un estado diferente a los qubits jm. En este caso representaremos la reflexio´n
[r(a)] como la compuerta controlada Ra que utiliza los tres primeros qubits como
control y que tiene como palabra de control el estado |a1a2a3〉,
[r(a)]|a1a2a3i4i5...in−1in〉 = Ra(123,45...n)|a1a2a3〉 |a1a2a3i4i5...in−1in〉. (6.89)
A partir de aqu´ı nos concentraremos unicamente en descomponer el operador
Ra y las compuertas en las que se encuentre su descomposicio´n sera´n controladas
por los tres primeros qubits, con palabra de control |a1a2a3〉.
El segundo paso consiste en encontrar una compuerta con un solo qubit ob-
jetivo que actu´e solo sobre los estados formados por los qubits que son diferentes
en los vectores |i〉 y |j〉. En nuestro ejemplo, el operador Ra actua diferente
de la identidad sobre los estados |i4i5...in−1in〉 y |j4j5...jn−1jn〉, cuyos qubits se
encuentran en estados opuestos,
jl = 1− il. (6.90)
por lo que podemos expresar el estado |j4j5...jn−1jn〉 como
|j4j5...jn−1jn〉 = |(1− i4)(1− i5)...(1− in−1)(1− in)〉. (6.91)
Realizamos la observacio´n de que s´ı aplicamos una compuerta CNOT entre
dos quibits de los vectores con estados contrarios obtendremos el mismo resultado.
En nuestro ejemplo s´ı aplicamos a los vectores |i4i5...in−1in〉 y |j4j5...jn−1jn〉 la
compuerta CNOT U
(l,m)
CN la cual tiene el qubit l como control y el qubit m como
objetivo,
U
(l,m)
CN |i4j5...il...im...in−1in〉 = |i4j5...il...(im − il)2...in−1in〉. (6.92)
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U
(l,m)
CN |j4j5...jl...jm...jn−1jn〉 = |j4j5...jl...(jm − jl)2...jn−1jn〉
= |j4j5...jl...((1− im)− (1− il))2...jn−1jn〉
= |j4j5...jl...(im − il)2...jn−1jn〉.
(6.93)
Observamos que el qubit m tiene el mismo estado en ambos casos.
Si aplicamos compuertas CNOT controladas por el ultimo qubit para todos
qubits restantes obtenemos
U
(4,n)
CN U
(5,n)
CN ...U
(n−1,n)
CN |i4j5...in−1in〉 = |(i4 − in)2(i5 − in)2...(in−1 − in)2in〉, (6.94)
U
(4,n)
CN U
(5,n)
CN ...U
(n−1,n)
CN |j4j5...jn−1jn〉 = |(i4 − in)2(i5 − in)2...(in−1 − in)2(1− in)〉,
(6.95)
en donde los qubits tienen el mismo estado en ambos casos, excepto el u´ltimo
qubit. Proponemos entonces que la compuerta Ra actu´a sobre el u´ltimo qubit de
la forma
Ra(n)|in〉 = ri,i|in〉+ rj,i|jn〉,
Ra(n)|jn〉 = ri,j|in〉 − rj,j|jn〉,
(6.96)
teniendo como palabra de control el estado |(i4− in)2(i5− in)2...(in−1− in)2〉.
Luego de aplicar la compuerta Ra(n) es necesario aplicar nuevamente las com-
puertas CNOT para regresar los qubits alterados a su estado original. Por lo
tanto podemos representar el operador Ra como
Ra = U
(n−1,n)
CN ...U
(5,n)
CN U
(4,n)
CN Ra
(n)
|(i4−in)2(i5−in)2...(in−1−in)2〉U
(4,n)
CN U
(5,n)
CN ...U
(n−1,n)
CN .
(6.97)
Por u´ltimo, agregamos a la palabra de control el estado de los qubits iguales
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en los vectores |i〉 y |j〉. Para nuestro ejemplo, y de acuerdo a la ecuacio´n (6.89),
tenemos que la reflexio´n [r(a)] es la compuerta controlada Ra con palabra de
control |a1a2a3〉, por lo tanto tendremos que esta reflexio´n se puede representar
como
[r(a)] = U
(n−1,n)
CN ...U
(5,n)
CN U
(4,n)
CN Ra
(n)
|a1a2a3(i4−in)2(i5−in)2...(in−1−in)2〉U
(4,n)
CN U
(5,n)
CN ...U
(n−1,n)
CN ,
(6.98)
donde la compuerta Ra es simplemente
Ra =
(
ri,i ri,j
r∗i,j ri,i
)
. (6.99)
Resumiendo, el me´todo para encontrar la representacio´n de una reflexio´n ar-
bitraria [r
(i)
j ] como el producto de compuertas con un solo qubit de objetivo es
1. Identificar en los vectores |i〉 y |j〉, que son los vectores en los que la reflexio´n
actu´a diferente de la identidad, los qubits que en ambos vectores esta´n en
el mismo estado (estados iguales) y los qubits en el vector |i〉 esta´n en un
estado diferente al mismo qubit en el vector |j〉 (estados opuestos).
2. Aplicar compuertas CNOT que tienen como control uno de los qubits con
estado opuesto y como objetivo cada uno del resto de los qubits con estado
opuesto.
3. Aplicar sobre el qubit de control una compuerta controlada RH , cuya pal-
abra de control sera´ los estados iguales y los estados que resulten despue´s
de aplicar las compuertas CNOT a los estados opuestos.
4. Aplicar las mismas compuertas CNOT que se aplicaron en el segundo paso
despue´s de la compuerta RH .
La compuerta RH dependera´ de la reflexio´n original, y tendra´ la forma ma-
tricial
RH =
(
ri,i ri,j
r∗i,j ri,i
)
. (6.100)
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A continuacio´n daremos un ejemplo ma´s especifico: Supongamos la reflexio´n
[r(37)] tal que
[r(37)] = I− (1− r37,37)|100101〉〈100101|+ r∗37,43|100101〉〈101011|
+ r37,43|101011〉〈100101| − (1 + r37,37)|101011〉〈101011|,
(6.101)
donde se refleja los estados |100101〉 y |101011〉.
Siguiendo nuestro me´todo, observamos que en los estados reflejados el primero,
segundo y ultimo qubit tienen el mismo estado, por lo que la reflexio´n [r(37)] se
puede representar en primeras instancias como la compuerta Rh controlada por
el primer, segundo y u´ltimo qubit,
[r(37)] = Rh
(126,345)
|1〉1|0〉2|1〉6 . (6.102)
Como el siguiente paso, aplicamos compuertas CNOT a los qubits que en los
estados reflejados tienen estados diferentes. Aplicaremos una compuerta CNOT
que tiene como control el quinto qubit y como objetivo el tercer qubit, y tambie´n
una compuerta CNOT que tiene como control el quinto qubit y como objetivo
el cuarto qubit. De esta forma, la compuerta Rh se podra´ representar como
una compuerta controlada con palabra de control |01〉, controlada por el ter-
cer y cuarto qubit y con objetivo el quinto quibit. Aplicando nuevamente las
compuertas CNOT, para regresar los qubits a su estado original, tendremos la
representacio´n
Rh = U
(5,4)
CN U
(5,3)
CN Rh
(34,5)
|01〉 U
(5,3)
CN U
(5,4)
CN . (6.103)
Debido a que la compuerta Rh esta controlada por el primer, segundo y
sexto qubit, agregamos a la palabra de control el estado |1〉1|0〉2|1〉6, obteniendo
finalmente que la reflexio´n [r(37)] se puede representar en compuertas cua´nticas
como
[r(37)] = U
(5,4)
CN U
(5,3)
CN Rh
(5)
|1〉1|0〉2|0〉3|1〉4|1〉6U
(5,3)
CN U
(5,4)
CN , (6.104)
donde la matriz Rh es de la forma que se muestra en la ecuacio´n (6.100) . El
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[r(37)] =
v
v v Rh v v
f v ff f f
fv
Figura 6.2: Representacio´n de la reflexio´n [r(37)] como compuertas CNOT y una
compuerta controlada Rh con un solo qubit objetivo.
circuito cua´ntico de esta representacio´n se muestra en la figura 6.2.
Para encontrar la representacio´n del operador D como compuertas cua´nticas,
primero observamos que esta matriz diagonal tiene la forma
D =

d1 0 0 0 · · · 0
0 d2 0 0 · · · 0
0 0 d3 0 · · · 0
0 0 0 d4 · · · 0
...
...
...
...
. . .
...
0 0 0 0 · · · d2n

, (6.105)
que podemos descomponer como el producto
D =

d1 0 0 0 · · ·
0 d2 0 0 · · ·
0 0 1 0 · · ·
0 0 0 1 · · ·
...
...
...
...
. . .


1 0 0 0 · · ·
0 1 0 0 · · ·
0 0 d3 0 · · ·
0 0 0 d4 · · ·
...
...
...
...
. . .

· · · , (6.106)
La primera matriz actu´a diferente de la identidad sobre estados de la forma
|000...00〉|i〉, la segunda matriz actu´a diferente de la identidad sobre estados del
tipo |000...01〉|i〉, y as´ı sucesivamente hasta tener que la u´ltima matriz del pro-
ducto actu´a diferente de la identidad sobre estados de la forma |111...11〉|i〉. Por
lo tanto, podemos representar la primera matriz como una compuerta que actu´a
sobre el u´ltimo qubit con palabra de control |000...00〉, el segundo qubit como
una compuerta que actu´a sobre el u´ltimo qubit con palabra de control |000...01〉,
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D =
d1 d2 d3 d4
f v f vf f v v
Figura 6.3: Representacio´n de la matriz diagonal D como compuertas con un solo
qubit objetivo, para el caso de tres qubits.
etce´tera, obteniendo que la matriz diagonal D se puede representar como
D = d1
(2n)
|000...00〉d2
(2n)
|000...01〉...dm
(2n)
|111...11〉. (6.107)
Un ejemplo de esta representacio´n se muestra en la figura 6.3.
En esta seccio´n se dio un me´todo para encontrar la representacio´n en com-
puertas cua´nticas de una reflexio´n de Householder arbitraria. Combinando este
metodo, el metodo de representacio´n de un operador con una palabra de con-
trol arbitraria (seccion 5.3) y el algoritmo que da la representacio´n de un oper-
ador arbitrario como el producto de reflexiones de Householder, es posible encon-
trar la representacion de un operador arbitrario como el producto de compuertas
cua´nticas fundamentales, dando el circuito cua´ntico que reproduce la accio´n de
dicho operador. En ciertas implementaciones f´ısicas no es necesario desarrol-
lar la compuerta con palabra arbitraria en funcio´n de compuertas ma´s simples
[27; 28; 29; 30], por lo que la representacio´n dada en este cap´ıtulo para las re-
flexiones sera´ suficiente para establecer el arreglo experimental que reproduzca la
accio´n del operador.
El procedimiento descrito no dan una representacio´n u´nica del operador como
reflexiones y de las reflexiones como compuertas, por lo que es importante es-
tablecer un criterio que optimice el circuito cua´ntico resultante.
6.4 Reduccio´n del circuito cua´ntico para reflex-
iones de Householder
Anteriormente se ha buscado la manera de optimizar la s´ıntesis de circuitos
cua´nticos debido a que el nu´mero de compuertas necesarias crece rapidamente
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conforme aumenta el nu´mero de qubits del sistema [32; 33]. Nuestro me´todo de
sintesis permite la reduccio´n del ciruito cua´ntico al utilizar una metodolog´ıa que
describiremos a continuacio´n.
Cuando se plantea el algoritmo para encontrar la represetacio´n de un operador
como el producto de reflexiones de Householder, en la seccio´n 6.2, se tiene que
solo existe una restriccio´n para la seleccio´n de los vectores sobre cuyo espacio
se realiza la reflexio´n: que la pareja de vectores no se haya utilizado para una
reflexio´n anterior. Esta restriccio´n es muy flexible y permite que exista un gran
nu´mero de representaciones equivalentes. Tenemos tambie´n que la representacio´n
en compuertas de cada reflexio´n no es u´nica (ver seccio´n 6.3).
Estas libertades de seleccio´n plantean la posibilidad de establecer algu´n cri-
terio que permita ”optimizar” el circuito fina´l; la definicio´n de ”o´ptimo” depen-
dera´ de la implementac´ıon que se le desee dar al circuito. Algunas compuertas
cua´nticas son ma´s faciles realizar experimentalmente que otras segu´n el tipo de
sistema que sirva como qubits, o se pudiera desear simplemente que el circuito
fuese el ma´s corto posible.
A continuacio´n mostraremos como una seleccio´n particular de los vectores, al
aplicar el algoritmo descrito en la seccio´n 6.2, as´ı como una seleccio´n especifica de
la representacio´n en compuertas cua´nticas de las reflexiones, dara´n como resultado
un circuito que es evidentemente ma´s reducido (compuesto por un nu´mero menor
de compuertas) que cualquier otra seleccio´n. La seleccio´n de los vectores y de
la representacio´n de las reflexiones la haremos tal que coloquemos continuas dos
compuertas CNOT iguales el mayor nu´mero de veces posible.
Comenzaremos reduciendo la serie de compuertas [r(0)], definida como
[r(0)] = [r
(0)
1 ][r
(0)
2 ][r
(0)
3 ]...[r
(0)
2n ]. (6.108)
La reduccio´n de esta representacio´n permitira´ intuir la forma en que se re-
ducira´n el resto de las series de reflexiones [r(1)], [r(2)], [r(3)], etc.
Tomaremos la primera reflexion [r
(0)
1 ],
[r
(0)
1 ] = I− (1− r0,0)|00...000〉〈00...000|+ r∗0,1|00...000〉〈00...001|
+ r0,1|00...001〉〈00...000| − (1 + r1,1)|00...001〉〈00...001|,
(6.109)
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que refleja los vectores |00...000〉 y |00...001〉. Utilizando la metodolog´ıa de-
scrita en la seccio´n 6.3 obtenemos que esta reflexio´n se puede representar como
[r
(0)
1 ] = R1
(n)
|0〉1|0〉2...|0〉n−1 , (6.110)
donde la compuerta R1 actu´a sobre el u´ltimo qubit, tiene palabra de control
|00...00〉 y tiene una forma matricial como se indica en la ecuacio´n (6.100).
Para la compuerta [r
(0)
2 ] seleccionaremos los vectores |00...000〉 y |00...011〉
como los vectores reflejados tal que
[r
(0)
2 ] = I− (1− r′0,0)|00...000〉〈00...000|+ r∗0,3|00...000〉〈00...011|
+ r0,3|00...011〉〈00...000| − (1 + r3,3)|00...011〉〈00...011|.
(6.111)
Para esta reflexio´n encontramos la representacio´n
[r
(0)
2 ] = U
(n,n−1)
CN R2
(n)
|0〉1|0〉2...|0〉n−1U
(n,n−1)
CN , (6.112)
similar a la representacio´n de la compuerta [r
(0)
1 ], excepto que se aplica una
compueta CNOT con el u´ltimo qubit como control y el penu´ltimo qubit como
objetivo, antes y despue´s de la compuerta controlada R2.
El siguiente paso es seleccionar los vectores |00...000〉 y |00...111〉 como los
vectores reflejados por [r
(0)
3 ],
[r
(0)
3 ] = I− (1− r′′0,0)|00...000〉〈00...000|+ r∗0,5|00...000〉〈00...111|
+ r0,5|00...111〉〈00...000| − (1 + r5,5)|00...111〉〈00...111|.
(6.113)
La representacio´n de esta reflexio´n en compuertas sera
[r
(0)
3 ] = U
(n,n−1)
CN U
(n,n−2)
CN R3
(n)
|0〉1|0〉2...|0〉n−1U
(n,n−2)
CN U
(n,n−1)
CN , (6.114)
Continuamos con este procedimiento para las reflexiones [r
(0)
4 ], [r
(0)
5 ], etce´tera,
hasta que seleccionemos los vectores |00...000〉 y |11...111〉 para la reflexio´n [r(0)n ],
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Figura 6.4: Circuito reducido del producto [r
(0)
1 ][r
(0)
2 ][r
(0)
3 ][r
(0)
4 ] bajo nuestro crite-
rio de seleccio´n, para el caso de cuatro qubits.
que representaremos como
[r(0)n ] = U
(n,n−1)
CN U
(n,n−2)
CN ...U
(n,2)
CN U
(n,1)
CN Rn
(n)
|0〉1|0〉2...|0〉n−1U
(n,1)
CN U
(n,2)
CN ...U
(n,n−2)
CN U
(n,n−1)
CN ,
(6.115)
Si realizamos el producto de las relfexiones bajo esta representacio´n tendremos
que las compuertas CNOT se ”eliminan” mutuamente (debido a la propiedad
UCNUCN = I), por lo que la representacio´n de la serie se reduce,
[r
(0)
1 ][r
(0)
2 ]...[r
(0)
n−1][r
(0)
n ] =R1
(n)
|00..00〉U
(n,n−1)
CN R2
(n)
|00..00〉U
(n,n−2)
CN R3
(n)
|00..00〉U
(n,n−3)
CN ⊗ ...
⊗ U (n,1)CN Rn(n)|00..00〉U (n,1)CN U (n,2)CN ...U (n,n−2)CN U (n,n−1)CN .
(6.116)
La representacio´n del producto de las refelxiones [r
(0)
i ] dado en la ecuacio´n
(6.116) utiliza solamente una compuerta con un qubit objetivo y dos compuer-
tas CNOT por cada reflexio´n en el producto, exepto para [r
(0)
1 ] que no utiliza
compuertas CNOT (ver figura 6.4). Esta representacio´n es evidentemente ma´s
reducida que cualquier otra representacio´n que pueda construirse seleccionando
otro orden de vectores y otra representacio´n para las reflexiones resultantes.
Para el resto de las reflexiones que componen a [r(0)] procederemos de forma
similar. Primero seleccionamos los vectores |00...000〉 y |00...010〉 como los vec-
tores reflejados por [r
(0)
n+1], por lo que su representacio´n sera simplemente
[r
(0)
n+1] = R(n+ 1)
(n−1)
|0〉1|0〉2...|0〉n−2|0〉n , (6.117)
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que es una compuerta que actua sobre el penu´ltimo qubit, con todos los qubits
de control requeridos en el estado |0〉.
Operando de forma similar al caso de las compuertas [r
(0)
1 ]-[r
(0)
n ], seleccionare-
mos los vectores |00...000〉 y |00...110〉 para la reflexio´n [r(0)n+2], la cual representare-
mos como
[r
(0)
n+2] = U
(n−1,n−2)
CN R(n+ 2)
(n−1)
|0〉1|0〉2...|0〉n−2|0〉nU
(n−1,n−2)
CN . (6.118)
El operador [r
(0)
n+3] reflejara´ los estados |0...0000〉 y |0...1110〉, y as´ı sucesiva-
mente hata tener que el operador [r
(0)
2n−1] refleja los vectores |00...000〉 y |11...110〉,
que estara´ representado como
[r
(0)
2n−1] =U
(n−1,n−2)
CN U
(n−1,n−3)
CN ...U
(n−1,2)
CN U
(n−1,1)
CN R(2n− 1)(n−1)|0〉1|0〉2...|0〉n−2|0〉n
⊗ U (n−1,n−2)CN U (n−1,1)CN U (n−1,2)CN ...U (n−1,n−3)CN U (n−1,n−2)CN .
(6.119)
Si realizamos el producto de las compuertas [r
(0)
n+i] encontraremos nuevamente
una reduccio´n en el nu´mero total de compuertas necesarias,
[r
(0)
n+1][r
(0)
n+2]...[r
(0)
2n−1] =R(n+ 1)
(n−1)
|0...00〉U
(n−1,n−2)
CN R(n+ 2)
(n−1)
|0...00〉U
(n−1,n−3)
CN R(n+ 3)
(n−1)
|0...00〉⊗
...⊗ U (n−1,1)CN R(2n− 1)(n−1)|0...00〉U
(n−1,1)
CN U
(n−1,2)
CN ...U
(n−1,n−2)
CN .
(6.120)
En este punto resulta claro la forma en que se requiere realizar la seleccio´n de
los vectores reflejados y la representacio´n de las reflexiones en compuertas para
lograr la reduccio´n del nu´mero de compuertas necesarias. Este razonamiento sera´
aplicado para el resto de los productos [r(1)], [r(2)], etce´tera, con lo que se obtendra´
la reduccio´n del circuito final.
En esta seccio´n se describe una metodolog´ıa para la seleccio´n de las reflex-
iones de Householder en las que se descompone un operador arbitrario y de la
representacio´n de estas reflexiones que permite la reduccio´n del circuito cua´ntico
que representa al operador arbitrario.
Nuestro algoritmo de s´ıntesis de circuitos cua´ticos ofrece la ventaja de ser
flexible, con lo que se puede obtener una representacio´n optima acorde a las
necesidades del usuario. Adema´s, utilizando el criterio de seleccio´n propuesto se
82
logra la reduccio´n del circuito al momento de la s´ıntesis para el caso general, en
comparacio´n con otros me´todos que reducen el circuito una vez dada la repre-
sentacio´n, actuando diferente para cada caso en particular [32; 33].
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Cap´ıtulo 7
Conclusiones y Perspectivas
Se logro´ desarrollar un algoritmo mediante el cual es posible encontrar la repre-
sentacio´n de un operador arbitrario que actu´a sobre cualquier nu´mero de qubits
como el producto de compuertas cua´nticas elementales. El algoritmo opera
primero encontrando la descomposicio´n del operador como el producto de re-
flexiones de Householder y segundo dando la representacio´n de cada reflexion
en compuertas cua´nticas. Por u´ltimo, se representan las compuertas obtenidas
en funcio´n de compuertas cada vez ma´s simples hasta que solo se utilicen las
compuertas definidas como elmentales.
El algoritmo permite encontrar diferentes representaciones para un mismo
operador, lo cual puede ser explotado en la bu´squeda del circuito ma´s eficiente,
segu´n sea su implementacio´n f´ısica. Tambie´n se tiene la ventaja de que, mediante
un criterio de seleccio´n sencillo, se puede encontrar la representacio´n cuyo circuito
equivalente contiene el menor nu´mero de compuertas cua´nticas.
Como trabajo a futuro se pretende ampliar el algoritmo de busqueda para que
obtenga el circuito cua´ntico ma´s eficiente: Al establecer la definicio´n de eficiencia,
se impondran condiciones en el criterio de seleccio´n durante el desarrollo del
algoritmo lo que resultara´ en la representacio´n o´ptima del operador, facilitando
su implementacio´n experimental.
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Apendice A
.1 Descomposicio´n de compuertas controladas
por dos qubits
Dado un operador U que actu´a en el espacio de tres qubits |c1〉|c2〉|t〉 donde los
qubits |c1〉 y |c2〉 son los qubits de control que requieren estar en el estado |1〉
para que el operador actu´e diferente de la identidad sobre el qubit objetivo |t〉,
se tiene la ecuacio´n
U (c1c2,t)|c1〉|c2〉|t〉 = |c1〉|c2〉U c1·c2|t〉, (1)
donde el superindice (c1c2, t) indica que la compuerta esta controlada por los
qubits |c1〉|c2〉 y tiene como objetivo el qubit |t〉, y donde el exponente c1 · c2 es
el producto del valor nume´rico de c1 y c2, con U
0 = I el operador identidad.
Proponemos un operador V tal que V 2 = U de forma que
U (c1c2,t)|c1〉|c2〉|t〉 = |c1〉|c2〉U c1·c2|t〉
= |c1〉|c2〉(V 2)c1·c2|t〉
= |c1〉|c2〉V 2c1·c2|t〉.
(2)
Colocamos dentro de la ecuacio´n el producto V c1V −c1 el cual es igual al op-
erador identidad para cualquier valor de c1, lo que no altera la ecuacio´n, con lo
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que obtenemos
U (c1c2,t)|c1〉|c2〉|t〉 = |c1〉|c2〉V c1V −c1V 2c1·c2|t〉. (3)
El te´rmino V c1 es la forma en que actua un operador V que tiene como control
el qubit |c1〉, por lo que podemos reescribir la ecuacio´n como
U (c1c2,t)|c1〉|c2〉|t〉 = |c1〉|c2〉V c1V −c1V 2c1·c2|t〉
= V (c1,t)|c1〉|c2〉V −c1V 2c1·c2|t〉.
(4)
Procediendo de igual manera introducimos el producto UCN
c1UCN
c1 , recor-
dando que UCNUCN = I, de tal manera que
U (c1c2,t)|c1〉|c2〉|t〉 = V (c1,t)|c1〉UCNc1UCNc1|c2〉V −c1V 2c1·c2|t〉. (5)
El operadro UCN
c1 actu´a sobre el qubit |c2〉, modificandolo como UCNc1 |c2〉 =
|c2 + c1 − 2c1 · c2〉, y es equivalente al operador UCN que tiene como control el
qubit |c1〉 y como objetivo el qubit |c2〉. De tal forma se obtiene la ecuacio´n
U (c1c2,t)|c1〉|c2〉|t〉 = V (c1,t)|c1〉UCNc1UCNc1|c2〉V −c1V 2c1·c2|t〉
= V (c1,t)UCN
(c1,c2)|c1〉|c2 + c1 − 2c1 · c2〉V −c1V 2c1·c2|t〉.
(6)
Ahora introducimos el producto V −c2−c1+2c1V c2+c1−2c1 , tal que
V (c1,t)UCN
(c1,c2)|c1〉|c2 + c1 − 2c1 · c2〉V −c2−c1+2c1V c2+c1−2c1V −c1V 2c1·c2 |t〉
= V (c1,t)UCN
(c1,c2)|c1〉|c2 + c1 − 2c1 · c2〉V −c2−c1+2c1V c2|t〉.
(7)
El te´rmino V −c2−c1+2c1 = (V −1)c2+c1−2c1 es la forma en que actua un operador
V −1 que tiene como control el segundo qubit (que esta en el estado |c2 + c1−2c1 ·
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c2〉), con lo que llegamos a
V (c1,t)UCN
(c1,c2)|c1〉|c2 + c1 − 2c1 · c2〉V −c2−c1+2c1V c2|t〉
= V (c1,t)UCN
(c1,c2)(V −1)(c2,t)|c1〉|c2 + c1 − 2c1 · c2〉V c2|t〉.
(8)
Volvemos a introducir el producto UCN
c1UCN
c1 , para que el segundo qubit
vuelva a su estado original UCN
c1 |c2 + c1 − 2c1 · c2〉 = |c2〉,
V (c1,t)UCN
(c1,c2)|c1〉UCNc1UCNc1 |c2 + c1 − 2c1 · c2〉V −c2−c1+2c1V c2 |t〉
= V (c1,t)UCN
(c1,c2)(V −1)(c2,t)UCN (c1,c2)|c1〉|c2〉V c2|t〉.
(9)
El te´rmino V c2 es equivalente a la forma en que actu´a un operado V que tiene
como control el qubit |c2〉, con notacio´n V (c2,t). Por ultimo tenemos que para un
operador unitario, el operador inverso es el hermı´tico conjugado V −1 = V †, con
lo que llegamos finalmente a la ecuacio´n
U (c1c2,t)|c1〉|c2〉|t〉 = V (c1,t)UCN (c1,c2)V †(c2,t)UCN (c1,c2)V (c2,t)|c1〉|c2〉|t〉. (10)
Esta ecuacio´n nos da la descomposicio´n de una compuerta con dos qubits de
control U como el producto de compuertas con un qubit de control V , tal que
V 2 = U , y compuertas CNOT.
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.2 Compuertas que actu´an sobre un solo qubit
como reflexiones de Householder
Sea un operador unitario U (0) que actu´a sobre un sistema de n qubits, tal que
realiza la transformacio´n
U (0)|0j1j2...jn−1〉 = [u0|0〉+ u1|1〉]|j1j2...jn−1〉, (11)
U (0)|1j1j2...jn−1〉 = [u1∗|0〉 − u0∗|1〉]|j1j2...jn−1〉. (12)
El operador U (0) altera solo el primer qubit.
Para encontrar la representacio´n de esta compuerta como el producto de re-
flexiones de Householder utilizamos el algoritmo descrito en la seccio´n 6.2. A
modo simplificar la ecuaciones, etiquetaremos los estados de base con la notacio´n
de los nu´meros naturales tal que
|0〉 ≡ |000...00〉 , |1〉 ≡ |000...01〉 , |2〉 ≡ |000...10〉 ... |2n− 1〉 ≡ |111...11〉. (13)
Primero intercambiamos el vector |I0,1〉 por el vector |0〉,
[r(0)]1|I0,1〉 = 〈0|I0,1〉|〈0|I0,1〉|〈I0,1|I0,1〉
1/2|0〉, (14)
con
|I0,1〉 = [|0〉〈0|+ |1〉〈1|]|U0〉
= [|0〉〈0|+ |1〉〈1|][u0|0〉+ u1|2n−1〉]
= u0|0〉.
(15)
Como los vectores |I0,1〉 y |0〉 son paralelos, el operador de reflexio´n sera´ igual
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a la identidad,
[r(0)]1 = I. (16)
acorde a la seccio´n 6.1.3. Ahora intercambiamos los vectores |I0,2〉 y |0〉,
[r(0)]2|I0,2〉 = 〈0|I0,2〉|〈0|I0,2〉|〈I0,2|I0,2〉
1/2|0〉, (17)
donde
|I0,2〉 = [|0〉〈0|+ |2〉〈2|][r(0)]1|U0〉
= [|0〉〈0|+ |2〉〈2|][u0|0〉+ u1|2n−1〉]
= u0|0〉.
(18)
De nuevo tenemos que los vectores |I0,2〉 y |0〉 son paralelos, por lo que
[r(0)]2 = I. (19)
Esto se repite al intercambiar el vector |0〉 con los vectores |I0,3〉, |I0,4〉, ... ,
|I0,2n−1−1〉. Al intercambiar los vectores |0〉 y |I0,2n−1〉,
[r(0)]2n−1|I0,2n−1〉 = 〈0|I0,2
n−1〉
|〈0|I0,2n−1〉|〈I0,2
n−1|I0,2n−1〉1/2|0〉, (20)
tendremos que el vector
|I0,2n−1〉 = [|0〉〈0|+ |2n−1〉〈2n−1|][r(0)]2n−1−1[r(0)]2n−1−2...[r(0)]2[r(0)]1|U0〉
= [|0〉〈0|+ |2n−1〉〈2n−1|][u0|0〉+ u1|2n−1〉]
= u0|0〉+ u1|2n−1〉,
(21)
no es paralelo al vector |0〉. En este caso el operador de reflexio´n, dada la
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ecuacio´n (6.5), sera´
[r(0)]2n−1 = I− 2
|r(0)2n−1〉〈r(0)2n−1 |
〈r(0)2n−1|r(0)2n−1〉
, (22)
donde el vector |r(0)2n−1〉 esta´ dado como
|r(0)2n−1〉 =
〈I0,2n−1|0〉
|〈I0,2n−1|0〉| |I0,2
n−1〉 − 〈I0,2n−1|I0,2n−1〉1/2|0〉
=
u0
∗
|u0| [u0|0〉+ u1|2
n−1〉]− |0〉
= (|u0| − 1)|0〉+ u0
∗u1
|u0| |2
n−1〉
= [(|u0| − 1)|0〉+ u0
∗u1
|u0| |1〉]|000...00〉.
(23)
Realizamos ahora el intercambio de los vectores |I1,i 6=1〉 con el vector |1〉. Al
proceder de igual forma que en el caso de los operadores [r(0)]j, obtenemos que
todos los operadores de reflexio´n son igual al operador identidad, excepto en el
caso en que se realiza el intercambio
[r(1)]|I1,2n−1+1〉 = 〈1|I1,2
n−1+1〉
|〈1|I1,2n−1+1〉|〈I1,2
n−1+1|I1,2n−1+1〉1/2|1〉, (24)
donde el vector |I1,2n−1+1〉 esta´ dado como
|I1,2n−1+1〉 = u0|1〉+ u1|2n−1 + 1〉. (25)
El operador de reflexio´n estara´ dado en funcio´n del vector de reflexio´n |r(1)〉,
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similar a la ecuacio´n (22),
|r(1)〉 = 〈I1,2n−1+1|1〉|〈I1,2n−1+1|1〉| |I1,2
n−1+1〉 − 〈I1,2n−1+1|I1,2n−1+1〉1/2|1〉
= (|u0| − 1)|1〉+ u0
∗u1
|u0| |2
n−1 + 1〉
= [(|u0| − 1)|0〉+ u0
∗u1
|u0| |1〉]|000...01〉.
(26)
Continuando con el ana´lisis para el resto de los vectores, tendremos que las
u´nicas reflexiones que no son equivalentes al operador identidad ocurren cuando
se realiza un intercambio de la forma
[r(k)]|Ik,2n−1+k〉 = 〈k|Ik,2
n−1+k〉
|〈1|I1,2n−1+k〉|〈I1,2
n−1+k|I1,2n−1+k〉1/2|k〉, (27)
donde el vector |Ik,2n−1+k〉 es
|Ik,2n−1+k〉 = u0|k〉+ u1|2n−1 + k〉. (28)
El operador de reflexio´n [r(k)] estara´ dado por el vector de reflexio´n
|r(k)〉 = (|u0| − 1)|k〉+ u0
∗u1
|u0| |2
n−1 + k〉
= [(|u0| − 1)|0〉+ u0
∗u1
|u0| |1〉]|k1k2k3...k2
n−2k2n−1〉.
(29)
Se observa que en todos los vectores de reflexio´n |r(k)〉 podemos factorizar el
te´rmino (|u0|− 1)|0〉+ u0∗u1|u0| |1〉 que es igual al vector de reflexio´n para operadores
que actu´an sobre un qubit. Podemos afirmar que para operadores que actu´an
sobre un nu´mero arbitrario de qubits, afectando solo uno de ellos, las reflexiones
de Householder en las que se descompone este operador esta´n dadas en funcio´n
de vectores de reflexio´n factorizables en el qubit sobre el cual actu´a el operador.
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