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LOCAL CLASSIFICATION OF CONFORMALLY-EINSTEIN
KA¨HLER METRICS IN HIGHER DIMENSIONS
A. Derdzinski and G. Maschler
Abstract. The requirement that a (non-Einstein) Ka¨hler metric in any given com-
plex dimension m > 2 be almost-everywhere conformally Einstein turns out to be
much more restrictive, even locally, than in the case of complex surfaces. The local
biholomorphic-isometry types of such metrics depend, for each m > 2, on three real
parameters along with an arbitrary Ka¨hler-Einstein metric h in complex dimension
m − 1. We provide an explicit description of all these local-isometry types, for any
given h. That result is derived from a more general local classification theorem for
metrics admitting functions we call special Ka¨hler-Ricci potentials.
§0. Introduction
This is the first of three papers dealing with local and global properties of
conformally-Einstein Ka¨hler metrics in higher dimensions. Specifically, we study
quadruples M, g,m, τι in which
(M, g) is a Ka¨hler manifold of complex dimension m and τι is
(0.1) a nonconstant C∞ function on M such that the conformally
related metric g˜ = g/τι 2, defined wherever τι 6= 0, is Einstein.
As shown in Proposition 6.4 below, if (0.1) holds with m ≥ 3, then also
(0.2) M, g,m, τι satisfy (0.1) and dτι ∧ d∆τι = 0 everywhere in M ,
so that locally, at points with dτι 6= 0, the Laplacian of τι is a function of τι. As a
result, (0.2) is of independent interest only for Ka¨hler surfaces (m = 2).
We obtain a complete local classification, at points in general position, of all
M, g,m, τι with (0.1) and m ≥ 3, or (0.2) and m = 2 (see Theorem 24.1), and
observe (in Remark 24.2) that, for each fixed m, their local biholomorphic-isometry
types depend on three real constants plus an additional “parameter” in the form
of an arbitrary local biholomorphic-isometry type of a Ka¨hler-Einstein metric in
complex dimension m− 1.
Our Theorem 24.1 follows from a more general local classification (Theorem 18.1)
of Ka¨hler manifolds with special Ka¨hler-Ricci potentials, that is, functions satisfy-
ing the second-order condition (7.1) in §7, which also involves the Ricci tensor.
A global classification of all M, g,m, τι with (0.1) and m ≥ 3, or (0.2) and
m = 2, for which M is compact, can similarly be derived from a global classi-
fication of compact Ka¨hler manifolds with special Ka¨hler-Ricci potentials. These
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classification theorems both require extensive additional arguments, based on two
different methods, and will therefore appear in separate papers [12], [13].
The simplest examples of quadruples M, g,m, τι with (0.1) for which M is
compact, m ≥ 2, and τι = 0 somewhere in M , are provided by some Riemannian
products that have apparently been known for decades; see §25 below. Another
family of compact examples with (0.1), representing all dimensions m > 2, and this
time having τι 6= 0 everywhere in M (so that g is globally conformally Einstein),
was constructed by Lionel Be´rard Bergery [2]; cf. also §26 below. More recent
extensions of the results of [2] can be found in [27].
Compact Ka¨hler surfaces (M, g) with (0.1) have been studied by many au-
thors. For instance, Page [20] found the only known example of an Einstein metric
on a compact complex surface (namely, on M = CP2# CP2) which is globally
conformally-Ka¨hler, but not Ka¨hler; its conformally-related Ka¨hler metric was in-
dependently discovered by Calabi ([6], [9]). Page’s manifold thus satisfies (0.1)
(and, in fact, (0.2)) with m = 2, and has τι 6= 0 everywhere in M . Examples of
(0.2) with m = 2 such that M is compact and τι vanishes somewhere are con-
structed, for minimal ruled surfaces M, in [15] and [26]. Other results concerning
(0.1) for compact Ka¨hler surfaces (M, g) include LeBrun’s structure theorem [19]
for Hermitian Einstein metrics on compact complex surfaces and the variational
characterization of such metrics in [24]. For noncompact examples, see [1], [11].
Condition (0.1) with m = 2 is much less restrictive than for m ≥ 3, as it
implies (0.2) in the latter case, but not in the former. This reflects the fact that, at
points where the scalar curvature s of a Ka¨hler-surface metric g is nonzero, the
metric g˜ = g/s2 already satisfies a consequence of the Einstein condition (namely,
vanishing of the divergence of the self-dual Weyl tensor), and is, up to a constant
factor, the only metric conformal to g with this property; see [10, top of p. 417].
§1. A summary of contents
This paper is organized as follows. Sections 2 – 5 contain preliminary material.
Basic facts on conformally Einstein metrics and the definition of special Ka¨hler-
Ricci potentials, along with their relation to each other and examples of the latter,
are presented in sections 6 – 9. Sections 10 and 11 deal with some ordinary dif-
ferential equations associated with the two italicized types of objects. In §12 we
establish “the φ alternative”, stating that a certain function φ naturally defined
by a special Ka¨hler-Ricci potential must be identically zero, or nonzero everywhere.
Next, in §13 we show that, essentially, φ = 0 if and only if the underlying Ka¨hler
metric is locally reducible. After some preparation in §14 we introduce in §15 a sim-
ple generalization of Riemannian submersions, needed to verify, in §16, the claims
we make about the examples constructed in §8, and then, in §18, to prove our first
classification result, Theorem 18.1, which also uses some lemmas from §17. Theo-
rem 18.1 asserts that locally, at points in general position, any Ka¨hler metric with
a special Ka¨hler-Ricci potential looks like one of the examples we describe in §8.
The remaining sections of the paper deal exclusively with conformally-Einstein
Ka¨hler metrics or, more precisely, with quadruples M, g,m, τι satisfying (0.1) for
m ≥ 3, or (0.2) for m = 2. First, in sections 19 – 21, we explicitly solve the
corresponding ordinary differential equations of §10. We use the resulting three
distinct families of solutions to introduce, in §22, three separate types of such
quadruples. In §23 we use them again to describe three families of examples, one
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for each type, obtained via a special case of the construction in §8. Then, in §24
we prove our main classification result, stating that (locally, at points in general
position) any quadruple M, g,m, τι with (0.1) for m ≥ 3 or (0.2) for m = 2
belongs to one of those three families. Finally, sections 25 – 27 are appendices,
in which we describe the well-known examples of compact product manifolds with
(0.1), explicitly realize Be´rard Bergery’s metrics [2] as a special case of one of our
three families, and discuss some geometrically relevant integrals of the differential
equations in §10.
§2. Preliminaries
For a C1 vector field v on a Riemannian manifold (M, g) we will write
(2.1) ∇v : TM → TM with (∇v)w = ∇wv ,
i.e., treat the covariant derivative ∇v as a vector-bundle morphism sending each
w ∈ TxM , x ∈M , to ∇wv ∈ TxM . Except for §3, the symbol ∇ will denote both
the Levi-Civita connection of a given Riemannian metric g on a manifold M , and
the g-gradient operator acting on C1 functions M → R (see (2.4)). Then
(2.2)
i) 2g(∇wv, u) = dw[g(v, u)] + dv[g(w, u)] − du[g(w, v)]
+ g(v, [u, w]) + g(u, [w, v]) − g(w, [v, u]) ,
ii) ∇vw − ∇wv = [v, w] , i.e., ∇ is torsion-free,
for C2 vector fields v, w, u. In fact, (2.2.i) follows from (2.2.ii) and the Leibniz
rule for the directional derivatives dw, dv, du (cf. [17, Proposition 2.3 on p. 160]).
Next, for a multiply-covariant tensor b and a vector (field) v, we set
(2.3) ıvb = b(v, · , . . . , · ).
We will apply ıv to 1-forms, twice-covariant tensors (such as the metric g, the Ricci
tensor r, or derivative ∇dτι, as in (2.5)), and differential 2-forms. For instance,
(2.4) ıvg = g(v, · ) = dτι , where v = ∇τι is the gradient of τι .
More generally, let ξ be a 1-form. Then ıvg = ξ whenever ξ = g(v, · ) is the
1-form corresponding to v via g, i.e., obtained from v by “lowering the index”.
The second covariant derivative ∇dτι of a C2 function τι on a Riemannian
manifold clearly has the property that, for any vector fields u, w,
(2.5) (∇dτι)(u, w) = g(u,∇wv) = g(∇uv, w) , where v = ∇τι .
Remark 2.1. By (2.5), for any C2 function τι on a Riemannian manifold, the
eigenvalues and eigenvectors of the symmetric 2-tensor ∇dτι at any point are the
same as those of ∇v with (2.1), where v = ∇τι.
Any C2 function τι in a Riemannian manifold (M, g) satisfies the relations
(2.6)
i) ıvdτι = dvτι = Q , with v = ∇τι and Q = g(∇τι,∇τι) ,
ii) 2 ıvb = dQ , where v = ∇τι, b = ∇dτι and Q = g(∇τι,∇τι) ,
iii) ıwb = ∇wdτι for b = ∇dτι and any vector field w .
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In fact, (2.6.i) is clear as dvτι = g(v,∇τι), (2.6.ii) is immediate from the local-
coordinate expression 2τι,kτι,jk = [τι
,kτι,k],j , and (2.6.iii) is obvious from (2.3), (2.5).
We denote 〈b, b ′〉 the natural inner product of twice-covariant tensors b, b ′ at
any point x of a Riemannian manifold (M, g), with
(2.7) 〈b, b ′〉 = bjkb ′jk = TraceB∗B′ ,
where the components bjk = gjpgkqbpq and b
′
jk refer to any local coordinate system,
while B : TxM → TxM is related to b via b(u, w) = g(Bu,w) for all u, w ∈ TxM
(and similarly for B′, b ′). In particular, we have the g-trace of a twice-covariant
tensor b, given by Traceg b = g
jkbjk, and so, for B related to b as above,
(2.8) Traceg b = 〈b, g〉 = TraceB.
For the tensor and exterior products and the exterior derivative of 1-forms ξ, ξ′,
and C1 tangent vector fields u, v on any manifold, we have
(2.9)
i) (ξ⊗ ξ′)(u, v) = ξ(u)ξ′(v) , ξ ∧ ξ′ = ξ⊗ ξ′ − ξ′⊗ ξ ,
ii) (dξ)(u, v) = du[ξ(v)] − dv[ξ(u)] − ξ([u, v]) .
In any Riemannian manifold, the divergence operator δ acts on multiply-covariant
C1 tensor fields b and C1 vector fields v by δb =
∑
u ıu(∇ub) and δv = Trace∇v,
cf. (2.3), (2.1), with summation over the vectors u of any orthonormal basis of
the tangent space at any given point; the two formulae are consistent, as δv = δξ
whenever ξ = g(v, · ) = ıvg. Thus, for C2 functions τι, C1 vector fields v, w, C1
1-forms ξ and twice-covariant C1 tensor fields b,
(2.10)
i) ∆τι = δ(dτι) = δv , where v = ∇τι and ∆ is the Laplacian,
ii) δ [τιw] = dwτι + τι δw , and δ [τιb] = ıvb + τι δb if v = ∇τι,
iii) ıw[(ıvg)⊗ ξ] = g(v, w)ξ and δ [(ıvg)⊗ ξ] = (δv)ξ + ∇vξ .
In fact, (2.10.i), (2.10.ii) are obvious, and the two equalities in (2.10.iii) follow
from (2.3), (2.4), (2.9.i) and, respectively, the obvious local-coordinate identity
(vkξj),k = v
k
,k ξj + v
kξj,k.
The symbols R, r and s = Traceg r (cf. (2.8)) usually stand for the curvature
tensor, Ricci tensor and scalar curvature of a given Riemannian metric g. Thus,
a) 2δr = ds ,
(2.11) b) ıvr = δb − dδv for any C2 vector field v, with b(u, w) = g(u,∇wv),
c) δb = ıvr + d∆τι if v = ∇τι and b = ∇dτι for any C2 function τι,
with δb, δv as above (for b = r in (2.11.a)) and ıv given by (2.3). The first
two equalities, known as the Bianchi identity for the Ricci tensor and the Bochner
formula read, in local coordinates, 2rkj,
k = s ,j and rjkv
k = vk,jk − vk,kj (see,
e.g., [3, Proposition 1.94 on p. 43] and [3, formula (2.51)]). The last equality in
(2.11.b), with arbitrary tangent vectors u, w, defines the twice-covariant tensor
field b appearing in the first equality. Finally, (2.11.c) is a special case of (2.11.b)
(cf. (2.10.i) and (2.5)).
Finally, a C1 vector field v on a Riemannian manifold (M, g) is locally a gra-
dient if and only if ∇v with (2.1) is self-adjoint at every point. This is clear from
(2.4), as (2.9.ii) for ξ = ıvg gives, by (2.2.ii), (dξ)(u, v) = g(∇uv, w)− g(u,∇wv).
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§3. Connections and curvature
In this section we depart from our usual conventions and let ∇ and R stand
for an arbitrary (linear) connection in any real/complex vector bundle E over a
manifold and, respectively, the curvature tensor of ∇, with the sign convention
(3.1) R(u, v)w = ∇v∇uw − ∇u∇vw + ∇[u,v]w
for C2 vector fields u, v tangent to the base and a C2 section w of E . Denoting m
the real/complex fibre dimension of E and choosing C∞ sections wa, a = 1, . . . , m,
which trivialize the bundle E over some open subset U of the base, we have
(3.2) ∇vwa = Γ ba (v)wb (summed over b = 1, . . . , m)
for any vector field v on U , with some real/complex valued 1-forms Γ ba . From
(3.1) and (2.9), we now obtain, with summation over c = 1, . . . , m,
(3.3) R(u, v)wa = R
c
a(u, v)wc , where R
b
a = −dΓ ba + Γ ca ∧ Γ bc .
Remark 3.1. Given a connection ∇ in a complex line bundle over any manifold, let
Ω denote the curvature form of ∇, that is, the 2-form characterized by R(u, v)w =
iΩ(u, v)w for u, v, w,R as in (3.1). Any local C∞ section w without zeros then
gives rise to the connection 1-form Γ defined by ∇vw = Γ (v)w, i.e., (3.2) with
m = 1. Thus, (3.3) with m = 1 yields Ω = idΓ .
For any vector bundle L over a manifold N , we will write
(3.4) L = {(y, z) : y ∈ N, z ∈ Ly} and N ⊂ L ,
using the same symbol L for its total space, and identifying N with the zero
section formed by all (y, 0) with y ∈ N . We similarly treat each fibre Ly as a
subset of L, identifying it with {y}×Ly. Thus, N and all Ly are submanifolds of
L with its obvious manifold structure. Being a vector space, every fibre Ly may
also be identified with a subspace of T(y,z)L, for any z ∈ Ly (namely, with the
tangent space of the submanifold {y} × Ly at (y, z)). The vertical distribution V
on the total space L is the subbundle of TL with the fibres V(y,z) = Ly ⊂ T(y,z)L.
In the case where L is a complex line bundle over N , using the notation of (3.4)
and a fixed real number a 6= 0, we may define two vertical vector fields (i.e., sections
of the vertical distribution V) on the total space L by
(3.5) v(y, z) = az , u(y, z) = iaz .
Remark 3.2. Any Hermitian fibre metric 〈 , 〉 in a complex line bundle L over
a manifold N is determined by its norm function r : L → [0,∞), assigning
|z| = 〈z, z〉1/2 to each (y, z) ∈ L. As V(y,z) = Ly (see above), 〈 , 〉 may also be
treated as a Hermitian fibre metric in the vertical subbundle V of TL, and then,
for v, u given by (3.5), 〈v, v〉 = 〈u, u〉 = a2r2 and Re〈v, u〉 = 0, while, on LrN ,
(3.6) dvr = ar and dur = dwr = 0 for all horizontal vectors w,
“horizontality” referring to any given connection in L that makes 〈 , 〉 parallel.
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Let Ω and H be the curvature form (Remark 3.1) and the horizontal distribu-
tion of a given connection in a complex line bundle L over a manifold N . If we
use an unnamed local trivializing section of L, defined on an open set N ′ ⊂ N , to
introduce the 1-form Γ as in Remark 3.1, and also to identify the portion L′ of
L lying over N ′ with N ′×C, then, for any (y, z) ∈ L′ and (w, ζ) ∈ T(y,z)L′,
(3.7) (w, ζ)vrt = (0, ζ + Γ (w)z) , (w, ζ)hrz = (w,−Γ (w)z) ,
with ...vrt, ...hrz standing for the V and H components relative to the decompo-
sition TL = H ⊕ V. (In fact, the formula for (w, ζ)hrz follows if one writes down
the parallel-transport equation using Γ .) Since Ω = idΓ (Remark 3.1), we have
(3.8) [w˜ , w˜′ ]vrt = iΩ(w,w′)z at any (y, z) ∈ L ,
cf. (3.4), w˜, w˜′ being the horizontal lifts to L of any C∞ vector fields w,w′ on
N . (This follows from (2.9.ii), as (3.7) gives w˜ = (w,−Γ (w)z) at (y, z).) Since
Ly ⊂ T(y,z)L, both sides of (3.8) may be treated as vectors tangent to L.
§4. Ka¨hler metrics and the Ricci form
Except in a few cases (such as Lemma 4.2), we deal with Ka¨hler manifolds in real
terms, using real-valued functions and differential forms, real vector fields (rather
than complexified ones), and components of tensors in real coordinate systems.
For any complex manifold M we denote J its complex-structure tensor, treated
either as a real vector-bundle morphism J : TM → TM with J2 = −1, or as the
multiplication by i in the complex vector bundle TM .
As usual, a Ka¨hler manifold (M, g) is a complex manifold M with a Riemannian
metric g that makes the complex-structure tensor J skew-adjoint and parallel. We
denote ω and ρ its Ka¨hler and Ricci forms, so that, if r is the Ricci tensor,
(4.1) ω(u, v) = g(Ju, v) , ρ(u, v) = r(Ju, v) for u, v ∈ TxM, x ∈M.
Skew-symmetry of ω and ρ reflects the fact that g and r are Hermitian, in the
sense that both b = g and b = r are symmetric twice-covariant tensors with
(4.2) b(Jw,w′) = −b(w, Jw′) for all w,w′ ∈ TxM and x ∈M.
In any (real) local coordinates, ρ(u, v) = ρjku
jvk, where, by (4.1) – (4.2),
(4.3) ρjk = − rjlJ lk .
The following well-known lemmas state that ρ is the curvature form (Remark 3.1)
of a natural connection in the highest complex exterior power of TM .
Lemma 4.1. Let u, v be C2 vector fields on a Ka¨hler manifold (M, g). Then
TraceC[R(u, v)] = iρ(u, v), where ρ is the Ricci form and R(u, v) : TM → TM
denotes the complex-linear bundle morphism w 7→ R(u, v)w satisfying (3.1).
Proof. Both J and the unique Hermitian fibre metric 〈 , 〉 in TM whose real part
is g are ∇-parallel. Thus, ∇ is a connection in the complex bundle TM , making
〈 , 〉 parallel, and so R(u, v) is complex-linear, i.e., the morphisms R(u, v) and J
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commute. Since they both are skew-adjoint relative to 〈 , 〉, their composite F , with
fixed vector fields u, v, is self-adjoint. Hence 2iTraceC[R(u, v)] = 2TraceCF =
TraceRF , the last equality being clear if one evaluates both traces using a complex
basis e1, . . . , em of any given tangent space which diagonalizes F and, respectively,
the real basis e1, ie1, . . . , em, iem.
In terms of components relative to any real local-coordinate system, self-adjoint-
ness of F (or, skew-adjointness of J) means that RjpkqJ
q
l is symmetric in k, l (or,
respectively, αjk = gjlJkl is skew-symmetric in j, k). The Bianchi identity thus
gives (Rjpkq − Rjkpq − Rjqkp)αpq = 0, i.e., 2Rjpkqαpq = Rjkpqαpq = −RjkqpJqp ,
while, by (4.3), Rjpkqα
pq = gplRjpkqJ
q
l = g
plRjplqJ
q
k = −rjqJqk = ρjk. Combin-
ing these equalities and summing against ujvk, we get 2ρ(u, v) = −TraceRF =
−2iTraceC[R(u, v)], which completes the proof. 
Lemma 4.2. Let ρ be the Ricci form of a Ka¨hler manifold (M, g) of complex
dimension m with C∞ vector fields wa, a = 1, . . . , m, on an open set U ⊂ M
which trivialize the tangent bundle TU treated as a complex vector bundle, and let
Γ ba be the complex-valued 1-forms with (3.2) for the Levi-Civita connection ∇ of
g. Then ρ = idΓ aa on U , with summation over a = 1, . . . , m.
In fact, the matrix [Rba(u, v)] (see (3.3)) represents the operator R(u, v) of
Lemma 4.1 in the complex basis wa(x) at any point x ∈ U . Now Lemma 4.1 and
(3.3) give iρ = Raa = −dΓ aa (with Γ ca ∧ Γ ac = 0 due to obvious cancellations). 
§5. Killing potentials
A real-valued C∞ function τι on a Ka¨hler manifold (M, g) is called a Killing
potential if u = J(∇τι) is a Killing vector field on (M, g).
Remark 5.1. As usual, a Killing field on a Riemannian manifold (M, g) is any C∞
vector field u such that ∇u is skew-adjoint at every point (cf. (2.1)). Then u is
uniquely determined by u(x) and (∇u)(x) at any given point x ∈M . In fact, u is
a Jacobi field along any geodesic, since its local flow, applied to a geodesic segment,
generates a variation of geodesics. This implies a unique continuation property : a
Killing field is uniquely determined by its restriction to any nonempty open set.
We call a (real) C∞ vector field v on a complex manifold holomorphic if LvJ =
0, where L is the Lie derivative. For a C∞ vector field v on a Ka¨hler manifold,
a) v is holomorphic if and only if [J,∇v] = 0,
(5.1) b) [v, u] = 0 and u is holomorphic if v is holomorphic and u = Jv,
c) ∇u = J ◦ (∇v), with the convention (2.1), if u = Jv.
In fact, (5.1.a) (or, [v, u] = 0 in (5.1.b)) follows if we apply the relation (LvJ)w =
Lv(Jw)− J(Lvw), valid for any C2 vector fields v, w, to any w, obtaining LvJ =
[J,∇v] due to (2.2.ii) and (2.1) with ∇J = 0 (or, to w = v, noting that Lvw =
[v, w]). Now (5.1.c) is clear as ∇wu = J(∇wv) for every tangent vector w (since
∇J = 0), while (5.1.a) and (5.1.c) yield the remainder of (5.1.b).
Lemma 5.2. For a C∞ function τι on a Ka¨hler manifold (M, g), the following
three conditions are equivalent : (i) τι is a Killing potential ; (ii) The gradient
v = ∇τι is a holomorphic vector field ; (iii) b = ∇dτι is Hermitian, as in (4.2).
In fact, let v = ∇τι and u = Jv. By (5.1.c), ∇u = J ◦ (∇v) and [∇v]∗ = ∇v,
that is, ∇v in (2.1) is self-adjoint at every point. Thus, ∇u+ [∇u]∗ = J ◦ (∇v) +
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[∇v]∗ ◦ J∗ = [J, ∇v] and, by (5.1.a), (i) is equivalent to (ii). Also, by (4.2) for
b = g and (2.5), (∇dτι)(Jw′, w) = g(Jw′,∇wv) = −g(w′,∇wu), so that Hermitian
symmetry of ∇dτι amounts to skew-adjointness of ∇u, i.e., to (i). 
Next, there is a well-known local one-to-one correspondence between Killing
potentials defined up to an additive constant, and holomorphic Killing vector fields:
Lemma 5.3. Let (M, g) be a Ka¨hler manifold. For every Killing potential τι on
(M, g), the Killing field J(∇τι) is holomorphic. Conversely, if H1(M,R) = {0},
then every holomorphic Killing vector field on (M, g) has the form J(∇τι) for a
Killing potential τι, which is unique up to an additive constant.
The first assertion is clear from Lemma 5.2(ii) and (5.1.b). Next, setting v =
−Ju for a holomorphic Killing field u, we get ∇v = −J ◦ (∇u) (by (5.1.c)). As
J and ∇u commute (cf. (5.1.a)) and are skew-adjoint, their composite ∇v is
self-adjoint, i.e., locally, v = ∇τι for some function τι (see end of §2). 
Remark 5.4. Let τι be a nonconstant Killing potential on a Ka¨hler manifold (M, g).
Then ∇dτι 6= 0 wherever dτι = 0 (and hence dτι 6= 0 on a dense open subset of
M , which also follows from Lemma 5.2(ii)). In fact, if ∇dτι and dτι both vanished
at some point, so would v = ∇τι and ∇v (by (2.5)), as well as u = Jv and ∇u
(since ∇u = J ◦ ∇v by (5.1.c)). The Killing field u = J(∇τι) thus would vanish
identically on M (see Remark 5.1), contradicting nonconstancy of τι.
Lemma 5.5. Let τι :M → R be a Killing potential on a Ka¨hler manifold (M, g).
If we set v = ∇τι, u = Jv = J(∇τι), b = ∇dτι and
(5.2) β(w,w′) = b(Jw,w′) for all w,w′ ∈ TxM and x ∈M ,
then β is a differential 2-form on M , and
(5.3) 2β = dξ , where ξ = ıvω = ıug .
In fact, ıvω = ıug by (2.3), (4.1), while Lemma 5.2(iii) implies skew-symmetry
of β(w,w′) in w,w′. Also, (2.1) and (2.9.ii) give (dξ)(w,w′) = g(Aw,w′) with
A = ∇u − [∇u]∗, for any C1 vector field u, w, w′ and ξ = ıug = g(u, · ) (cf.
(2.3)). As τι is a Killing potential, u = Jv, with v = ∇τι, is a Killing field, so that
A = 2∇u and (dξ)(w,w′) = 2g(∇wu, w′) = 2g(J∇wv, w′) = − 2g(∇wv, Jw′) =
− 2b(w, Jw′) = 2β(w,w′) in view of (2.5) with b = ∇dτι and (5.2). 
For any Killing potential τι on a Ka¨hler manifold (M, g), we have (see [6])
(5.4) 2ıvr = −dY , where v = ∇τι and Y = δv = ∆τι ,
r being the Ricci tensor. In fact, Jpku
k = −vp (i.e., Ju = −v) for the Killing
field u = Jv, while Jpl up = τι,l since w
lJpl up = g(Jw, u) = −g(w, Ju) = g(v, w) =
dwτι = w
lτι,l for any vector w. As ∇J = 0 and up,k + uk,p = 0 (see Remark 5.1),
we have uk,k = δu = 0 and τι,lk
k = (Jpl up),k
k = Jpl up,k
k = −Jpl uk,pk. This in
turn equals −Jpl rpkuk = ρkluk = −ρlkuk = rlpJpkuk = −rlpvp (cf. (4.3)), since the
coordinate form of identity (2.11.b), with uk,k = 0, gives rjku
k = uk,jk. Hence
δb = −ıvr, with v, b as in (2.11.c), which, by (2.11.c), yields (5.4).
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§6. Conformally-Einstein Ka¨hler metrics
Let r, r˜ and s, s˜, be the Ricci tensors and scalar curvatures of conformally
related Riemannian metrics g and g˜ = g/τι 2 in real dimension n. Then (see, e.g.,
[10, p. 411]), with ∇ and ∆ = gjk∇j∇k denoting the g-gradient and g-Laplacian,
(6.1)
r˜ = r + (n− 2) τι−1∇dτι + [τι−1∆τι − (n− 1)τι−2Q] g ,
s˜ = sτι 2 + 2(n− 1) τι∆τι − n(n− 1)Q , where Q = g(∇τι,∇τι).
Thus, for n ≥ 3, the metric g˜ = g/τι 2 is Einstein if and only if
(6.2) ∇dτι + (n− 2)−1τι r = σg , with nσ = ∆τι + (n− 2)−1sτι/n .
Lemma 6.1. Let τι be a C∞ function on a Ka¨hler manifold (M, g) such that,
denoting r the Ricci tensor, we have
(6.3) ∇dτι + χ r = σg for some C∞ functions χ, σ.
Then τι is a Killing potential, i.e., u = J(∇τι) is a Killing field on (M, g), and
(6.4)
i) dξ = 2 [σω − χρ] , where ξ = ıvω and v = ∇τι ,
ii) dσ ∧ ω = dχ ∧ ρ.
In fact, τι is a Killing potential in view of Lemma 5.2(iii), as Hermitian symmetry
of ∇dτι follows from that of g and r via (6.3) (cf. (4.1) – (4.2)); now (6.4.i) is
clear from (5.3) since, for b = ∇dτι, the 2-form β with (5.2) equals σω − χρ (by
(6.3) and (4.1)); and, applying d to (6.4.i), we obtain (6.4.ii), as dω = dρ = 0. 
According to Lemma 6.1, condition (6.3) imposed on a C∞ function τι on a
Ka¨hler manifold (M, g) guarantees that τι is a Killing potential. A few special
cases of (6.3) are of independent interest and have been studied extensively. First,
(6.3) holds if τι is a constant function on a Riemannian manifold (M, g) which
is Einstein or 2-dimensional; more generally, for any g, τι for which g˜ = g/τι 2
is Einstein, we have (6.3) in the form of (6.2); next, Ka¨hler metrics on compact
manifolds with functions τι satisfying (6.3) for constants χ, σ such that χσ > 0 are
known as Ka¨hler-Ricci solitons (see [21], [25], [8]); finally, Riemannian (or pseu-
do-Riemannian) manifolds (M, g) admitting nonconstant C∞ functions τι that
satisfy (6.3) with χ = 0 have been studied extensively, and their local structure is
completely understood (cf. [18] and the references therein). See also the comment
following (7.1) in §7.
Remark 6.2. Discussing conformally-Einstein metrics, we always assume, as in
(0.1), that τι is a C∞ function on a given Riemannian manifold (M, g) such that
the metric g˜ = g/τι 2, defined wherever τι 6= 0, is Einstein. Thus, τι may still vanish
somewhere in M . Although relation (6.2) and its consequences, Lemma 6.3 and
(6.5) below, are directly established only in the open set where τι 6= 0, they are
automatically valid at every point of M . In fact, the equalities in question hold
both in the set where τι 6= 0, and in the interior of the preimage τι−1(0), while the
union of these two open sets is clearly dense in M .
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Lemma 6.3. Let M, g,m, τι satisfy (0.1) with m ≥ 2. Then τι is a Killing
potential on (M, g), that is, u = J(∇τι) is a Killing field.
This is clear from Lemma 6.1, since (6.2) is a special case of (6.3). 
Assuming (0.1) with m ≥ 2 and setting Q = g(∇τι,∇τι), Y = ∆τι, we have
(6.5)
a) (2m− 1)(m− 2) dY + (m− 1)τιds − s dτι = 0,
b) τι 2ds + 2Y dτι + 2(m− 1)τιdY − 2mdQ = 0.
In fact, applying ıv for v = ∇τι (or, d) to (6.2) (or, to s˜ in (6.1)), with n = 2m,
and using (2.6.ii), (5.4) and (2.4) (or, constancy of s˜, which is the scalar curvature
the Einstein metric g˜), we obtain sτιdτι+2(m−1)Y dτι+mτιdY −2m(m−1)dQ = 0
or, respectively, 2sτιdτι + τι 2ds + 2(2m − 1)[Y dτι + τιdY ] − 2m(2m − 1)dQ = 0.
Adding 1−2m times the former equality to m−1 times the latter (or, subtracting
twice the former from the latter), we now get (6.5.a) (or, (6.5.b)). (To obtain (6.5.a),
we cancelled a τι factor; this is allowed as (6.5.a) still holds in the interior of the
preimage τι−1(0), cf. Remark 6.2.)
Proposition 6.4. Suppose that M, g,m, τι satisfy (0.1) with m ≥ 3. Then, locally
in the open set where dτι 6= 0, each of the three functions s, g(∇τι,∇τι), ∆τι is a
function of τι. Here s stands, as usual, for the scalar curvature of g.
In fact, d applied to (6.5.a) (or, (6.5.b)) gives dτι ∧ ds = 0 (or, dτι ∧ dY = 0,
as dτι ∧ ds = 0). Hence, applying dτι ∧ ... to (6.5.b) we get dτι ∧ dQ = 0. 
A weaker assertion for m = 2 is well-known (see [10, Proposition 3 on p. 416]):
Proposition 6.5. Let M, g,m, τι satisfy (0.1) with m = 2. Then the scalar
curvature s is a constant multiple of τι. Thus, either s is identically zero, or τι
is a constant multiple of s.
This is clear as (6.5.a) with m = 2 gives τιds− s dτι = 0, so that τι−1 s is constant
on each connected component U ′ of the open set U ⊂M on which τι 6= 0. Thus,
in view of Lemma 6.3 and denseness of U in M (immediate from Remark 5.4),
J(∇τι) and J(∇s) are Killing fields; due to their unique continuation property
(Remark 5.1), the proportionality relation J(∇s) = pJ(∇τι) with p = τι−1 s, valid
on U ′, must hold everywhere in M . Hence τι−1 s is constant on U . 
Using well-known analogues of (6.1) for δW (the divergence of the Weyl tensor
of a given metric g) and δ˜W˜ (its counterpart for g˜ = g/τι 2), one verifies that,
for a Ka¨hler metric g in complex dimension m, with the Ka¨hler form ω, we have
(δ˜W˜ )ω = 0 if and only if 2(2m − 1)(m − 2)ıvr = (m − 1)τιds − s dτι. This is
a generalization of equation (6.5.a): if g˜ is Einstein, δ˜W˜ must vanish, while, by
(5.4), 2(2m− 1)(m− 2)ıvr = −(2m− 1)(m− 2) dY .
§7. Special Ka¨hler-Ricci potentials
We call τι a special Ka¨hler-Ricci potential on a Ka¨hler manifold (M, g) if
τι is a nonconstant Killing potential on (M, g) (§5) such that, at every
(7.1) point with dτι 6= 0, all nonzero tangent vectors orthogonal to v = ∇τι
and u = Jv are eigenvectors of both ∇dτι and the Ricci tensor r.
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Examples are described in §8 and Corollary 9.3 below. Moreover, (7.1) is closely
related to (6.3): assuming (7.1) we get (6.3) on a suitable open set (Remark 7.4),
while (6.3) plus some strong additional conditions gives (7.1) (Corollary 9.2).
It is because of this relation with (6.3) that we use the phrase ‘Ka¨hler-Ricci po-
tential’, adding the word ‘special’ to indicate an extra assumption (the “eigenvector
clause”) made in (7.1). For more on special Ka¨hler-Ricci potentials, see [12].
Remark 7.1. For a distribution V on a Riemannian manifold (M, g) and a sym-
metric twice-covariant tensor b at a point x ∈M , consider the conditions
(7.2)
a) All nonzero vectors in Vx and Hx = V⊥x are eigenvectors of b.
b) All nonzero vectors in Hx = V⊥x are eigenvectors of b.
Let V now be a J-invariant distribution of complex dimension one on a Ka¨hler
manifold (M, g). For those symmetric twice-covariant tensors b at a point x ∈M
which are also Hermitian (see (4.2)), condition (7.2.b) then implies (7.2.a). In fact,
the operator B : TxM → TxM with b(w,w′) = g(Bw,w′) for all w,w′ ∈ TxM
is self-adjoint, commutes with J , and BV⊥x ⊂ V⊥x . Hence BVx ⊂ Vx. Choosing
v ∈ Vx r {0} and λ ∈ R with Bv = λv, we thus have Bu = λu for u = Jv (as
BJv = JBv), which yields (7.2.a) since dimRVx = 2.
Definition 7.2. Given a special Ka¨hler-Ricci potential τι : M → R on a Ka¨hler
manifold (M, g), as in (7.1), let M ′ ⊂ M be the open set on which dτι 6= 0, and
let the vector fields v, u on M and distributions H,V on M ′ be given by
(7.3) V = Span {v, u} and H = V⊥ , with v = ∇τι and u = Jv .
The septuple (Q, Y, s, φ, ψ, λ, µ) of functions on M ′ associated with τι consists of
Q = g(∇τι,∇τι), Y = ∆τι, the scalar curvature s, and the “eigenvalue functions”
φ, ψ, λ, µ with φ = λ = 0 when dimCM = 1, and, in general,
(7.4)
r = λg on H, r = µg on V ,
∇dτι = φg on H, ∇dτι = ψg on V ,
r(H,V) = (∇dτι)(H,V) = {0} for H,V as in (7.3).
The last line states that H,V are r-orthogonal and ∇dτι-orthogonal to each other
(cf. the eigenvector clause of (7.1)). The rest of (7.4) now follows, for some C∞
functions λ, µ, φ, ψ on M ′, as (7.2.b) gives (7.2.a) (Remark 7.1). Also, by (7.3),
(7.5) g(v, v) = g(u, u) = Q , g(v, u) = 0 everywhere in M.
Remark 7.3. Conversely, (7.1) obviously holds for any nonconstant Killing potential
τι on a Ka¨hler manifold which satisfies (7.4) on the open set where dτι 6= 0, with
V,H given by (7.3) and some φ, ψ, λ, µ.
Remark 7.4. Let τι be a C∞ function on a Riemannian manifold (M, g) such that
some distribution V on M satisfies (7.2.a) at every x ∈ M , both for b = ∇dτι
and the Ricci tensor b = r. Then (6.3) holds in the open set of all points at which
r is not a multiple of g (i.e., r 6= sg/n, with n = dimRM).
In fact, the space of all symmetric twice-covariant tensors b with (7.2.a) at a
fixed x is two-dimensional, with the eigenvalues serving as parameters. Hence ∇dτι
is a combination of r and g at points where they are linearly independent.
Thus, every special Ka¨hler-Ricci potential τι on a Ka¨hler manifold satisfies (6.3)
on the set where r 6= sg/n and dτι 6= 0 (by (7.1), as (7.4) then implies (7.2.a)).
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Lemma 7.5. Let (Q, Y, s, φ, ψ, λ, µ) be the septuple associated, as above, with a
special Ka¨hler-Ricci potential τι on a Ka¨hler manifold (M, g) of complex dimension
m ≥ 1. Then, in the open set M ′ where dτι 6= 0, we have dQ = 2ψ dτι, dY =
−2µ dτι and (m− 2)∇λ = −[∇λ]vrt + 2(m− 1)(µ− λ)φv/Q, where v = ∇τι and
...vrt stands for the V component relative to the decomposition TM ′ = H⊕ V, cf.
(7.3). Furthermore, if m 6= 2 then Qdλ = 2(µ− λ)φ dτι, while, for any m ≥ 1,
(i) s = 2µ + 2(m− 1)λ , Y = 2ψ + 2(m− 1)φ ,
(ii) ∇vv = −∇uu = ψv , ∇vu = ∇uv = ψu , with u = Jv.
Proof. As s = Traceg r and Y = ∆τι = Traceg(∇dτι) (cf. (2.8)), (7.4) gives
(i). Since v is a section of V, (7.4), (2.3) and (2.4) give ıvr = µ ıvg = µ dτι and
ıv(∇dτι) = ψdτι. Now, by (5.4) and (2.6.ii), dY = −2µ dτι and dQ = 2ψ dτι.
By (7.4) and Remark 2.1, ∇vv = ψv and ∇uv = ψu, As u = Jv and ∇J = 0,
this gives ∇uu = −ψv. Now (ii) follows since (5.1.b) and (2.2.ii) yield ∇vu = ∇uv.
Setting b = dτι⊗dτι+ξ⊗ξ on M ′, with ξ = ıug, we have δb = Y dτι, by (2.10.iii)
with ıvg = dτι (see (2.4)), or ξ = ıug, as δv = Y by (2.10.i), while δu = 0 since u
is a Killing field (cf. Remark 5.1) and, finally, ∇v(dτι) = −∇uξ = ψ dτι (due to the
first relation in (ii), with v, u replaced by the corresponding 1-forms dτι, ξ). Also,
by (2.10.iii) and (7.5), ıvb = Qdτι = Qıvg, ıub = Qξ = Qıug, and ıwb = 0 for
vectors w orthogonal to both v and u. Thus, r −λg = b ′, with b ′ = (µ−λ)b/Q
since, by (7.4), both sides have the same image under ıw for any tangent vector
w. Combined with (i), (2.10.ii) and the relations δb = Y dτι and dQ = 2ψ dτι, i.e.,
∇Q = 2ψv, the above expressions for ıvb, ıub and ıwb also show that δb ′ = ıwg
for the vector field w = [∇µ]vrt − [∇λ]vrt + 2(m − 1)(µ − λ)φv/Q. However,
ıwg = δb
′ = δ(r − λg) (since b ′ = r − λg) which, as 2δ(r − λg) = ds − 2dλ
(by (2.11.a), (2.10.ii) and (2.4)), gives ıwg = dµ + (m − 2)dλ (by (i)), and so
w = ∇µ+ (m− 2)∇λ (cf. (2.4)).
As dY = −2µ dτι, we have 0 = ddY = −2dµ∧dτι, so that ∇µ equals a function
times ∇τι and, in particular, [∇µ]vrt = ∇µ. Comparing the above two expressions
for w, we thus obtain the required formula for (m − 2)∇λ. When m > 2, this
shows that ∇λ is a section of V = Span {v, u}, i.e., [∇λ]vrt = ∇λ, and hence
∇λ = 2(µ − λ)φv/Q, that is, Qdλ = 2(µ − λ)φ dτι. Since both sides of the last
equality vanish when m = 1 (Definition 7.2), this completes the proof. 
§8. Examples
To describe examples of special Ka¨hler-Ricci potentials τι on Ka¨hler manifolds
(M ′, g) (see (7.1)), we assume that the following data are given:
(8.1) J , r, θ, τι, f ; a, ε, c; m,N, h; L, π,V ; H, 〈 , 〉,M ′.
Here J ⊂ (0,∞) is an open interval, r ∈ J is a real variable, a ∈ R r {0}
and ε ∈ {−1, 0, 1} are constants, while θ, τι, f : J → R are C∞ functions such
that θ > 0, f > 0, dτι/dr = arθ, and either ε = 0 and f = 1, or ε = ±1
and f = 2ε(τι − c) with a constant c. Furthermore, m ≥ 1 is an integer and
(N, h) is a Ka¨hler manifold of complex dimension m − 1, which we assume to be
Einstein unless m = 2. Also, L is a holomorphic line bundle with a Hermitian
fibre metric 〈 , 〉 over N , while π and V denote the bundle projection L → N
and the vertical distribution in L (§3). Next, H is the horizontal distribution of a
linear connection in L making 〈 , 〉 parallel, whose curvature form Ω (Remark 3.1)
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equals −2εa ω(h), where ω(h) is the Ka¨hler form of (N, h). We also assume that
H is J-invariant as a subbundle of TL, where J : TL → TL denotes the complex
structure tensor of L. (Cf. Remark 17.4.) Finally, M ′ is a connected open subset
of LrN contained in r−1(J ) (the r-preimage of J ), where the symbol r stands
for the norm function of 〈 , 〉 as well (see Remark 3.2), so that f, θ, τι and other
C∞ functions of r ∈ J may be treated as C∞ functions M ′ → R.
A metric g on M ′ now is defined by requiring that g(H,V) = {0}, i.e., H be
g-orthogonal to V, while g = f π∗h on H and g = θRe〈 , 〉 on V, where Re〈 , 〉
is the standard Euclidean metric on each fibre of L.
Our M ′, being an open submanifold of L, is a complex manifold of complex
dimension m ≥ 1. We will verify later, in §16, that g is a Ka¨hler metric on M ′,
and τι is a special Ka¨hler-Ricci potential on (M ′, g), as defined in (7.1).
§9. More on the conformally-Einstein case
Lemma 9.1. Let a nonconstant C∞ function τι : M → R on a Ka¨hler manifold
(M, g) of any complex dimension m ≥ 2 satisfy (6.3) with χ, σ : M → R such
that dσ ∧ dτι = dχ ∧ dτι = 0, i.e., any point with dτι 6= 0 has a neighborhood on
which both χ, σ are functions of τι. Also, let V,H be given by (7.3) on the open
set M ′ ⊂ M where dτι 6= 0. Then, in the open subset of M ′ on which dχ 6= 0,
we have (7.4) for some C∞ functions λ, µ, φ, ψ with dσ = λ dχ.
Proof. Let b = (dχ/dτι) r − (dσ/dτι)g on M ′, with ıw as in (2.3). (Note that b
is well-defined: dχ/dτι and dσ/dτι make sense as dσ ∧ dτι = dχ ∧ dτι = 0.) Then
Hx ⊂ {w ∈ TxM : ıwb = 0} at every x ∈M ′.
In fact, we may fix x ∈ M ′ and assume that b(x) 6= 0. For β = (dχ/dτι) ρ −
(dσ/dτι)ω , (6.4.ii) gives β ∧ dτι = 0, and so, locally, β = ξ ∧ dτι for some 1-form ξ.
As β and our b satisfy (5.2) (cf. (4.1)), ξ and dτι are linearly independent at x.
By (2.3) and (2.9.i), ıwβ = ξ(w)dτι− (dwτι)ξ for any vector w. Thus, the nullspace
Ker β(x) = {w ∈ TxM : ıwβ = 0} is the intersection of the kernels of ξ and dτι at
x, i.e., [Ker β(x)]⊥ = Span {v(x), u′(x)}, where v = ∇τι and u′ is the vector field
with ξ = g(u′, · ). However, (4.2) (which holds for our b, as it does for g, r), along
with (2.3) and (5.2), implies that Ker β(x) = Ker b(x) (the nullspace of b(x)). As
b is Hermitian (cf. (4.2)), both Ker b(x) and [Ker b(x)]⊥ are J-invariant. Since
v(x) ∈ [Ker b(x)]⊥ = Span {v(x), u′(x)}, we have [Ker b(x)]⊥ = Span {v(x), u(x)}
with u = Jv, as required.
As all nonzero vectors in H are eigenvectors of b = (dχ/dτι) r − (dσ/dτι)g for
the eigenvalue 0, at points x ∈ M ′ where dχ 6= 0 they are eigenvectors of r
for the eigenvalue λ(x), with λ = (dσ/dτι)/(dχ/dτι) = dσ/dχ (i.e., dσ = λ dχ).
Now (6.3) implies the same for ∇dτι (with some eigenvalue φ(x)) instead of r
and λ(x). Consequently, b = r and b = ∇dτι both satisfy (7.2.b), and hence (by
Remark 7.1) also (7.2.a), at every such x, which completes the proof. 
Corollary 9.2. Let a nonconstant C∞ function τι :M → R on a Ka¨hler manifold
(M, g) of complex dimension m ≥ 2 satisfy (6.3) with χ, σ : M → R such that
dσ ∧ dτι = dχ ∧ dτι = 0 and dχ 6= 0 wherever dτι 6= 0. Then τι is a special
Ka¨hler-Ricci potential on (M, g), i.e., satisfies (7.1) as well.
This is clear from Lemmas 6.1 and 9.1 along with Remark 7.3. 
Corollary 9.3. Condition (0.1) with m ≥ 3, or (0.2) with m = 2, implies (7.1).
In fact, (6.2) and Propositions 6.4, 6.5 yield the hypotheses of Corollary 9.2. 
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Remark 9.4. In terms of the septuple (Q, Y, s, φ, ψ, λ, µ) associated with a special
Ka¨hler-Ricci potential τι on a Ka¨hler manifold of complex dimension m ≥ 2 (Def-
inition 7.2), condition (10.3.iii) below is necessary and sufficient for M, g,m, τι to
satisfy (0.1). In fact, by (7.4), the first equality in (6.2), with n = 2m, is equivalent
to 2(m− 1)φ+ τιλ = (n− 2)σ = 2(m− 1)ψ + τιµ.
§10. Differential equations related to (7.1) and (0.1)
For a fixed integer m ≥ 2, let the system of ordinary differential equations
(10.1)
dQ = 2ψ dτι , dY = −2µ dτι , Q dφ = 2(ψ − φ)φ dτι ,
Q dψ = [2(m− 1)(φ− ψ)φ − µQ] dτι , Q dλ = 2(µ− λ)φ dτι ,
(10.2)
i) 2(m− 1)(ψ − φ)Qdµ
= (λ− µ) [λQ + (2m− 3)µQ + 4(m− 1)2(ψ − φ)φ] dτι ,
ii) (m− 1)(ψ − φ) ds = (λ− µ)[λ + (2m− 3)µ] dτι ,
be imposed on seven unknown C1 functions Q, Y, s, φ, ψ, λ, µ of the real variable
τι, defined on an unspecified interval. We will also require that, on this interval,
(10.3)
i) Q 6= 0 everywhere,
ii) Y = 2ψ + 2(m− 1)φ , s = 2µ + 2(m− 1)λ ,
iii) 2(m− 1)(ψ − φ) = (λ− µ)τι.
The constraints (10.3.ii), (10.3.iii) amount to vanishing of specific integrals of the
system (10.1) – (10.2); see Lemma 10.1 below.
Conditions (10.1) – (10.3) arise in our discussion of (7.1) and (0.1) (see Lemma
11.1 and Corollary 11.2). Certain particularly simple C∞ solutions to (10.1) –
(10.3) have φ = 0 identically (cf. Corollary 13.2(ii), (iii)). These special solutions
will be classified in §19, while in §20 – §21 we deal with the opposite case:
(10.4) φ 6= 0 everywhere in the interval.
Lemma 10.1. Let m ≥ 1 be a fixed integer. Then both 2c = 2τι − Q/φ and
2ψ + 2(m − 1)φ − Y are constant, as functions of τι, on any interval on which
Q, Y, s, φ, ψ, λ, µ are C1 functions satisfying (10.3.i), (10.4) and the first four equa-
tions in (10.1). Similarly, relations (10.1) – (10.3.i), with m ≥ 2, imply constancy
of 2µ+2(m− 1)λ− s on any interval on which φ 6= ψ, and constancy of Z − τι,
with Z = 2(m− 1)(ψ − φ)/(λ− µ), on any interval on which λ 6= µ.
In fact, the second assertion follows since (10.1) – (10.3.i) yield, for m ≥ 2,
(∗) Zd[µ+ (m− 1)λ]/dτι = λ + (2m− 3)µ and dZ/dτι = 1 wherever λ 6= µ,
while the first four equations in (10.1) with m ≥ 1 give d[Q/φ]/dτι = 2 wherever
φ 6= 0 and d[ψ + (m− 1)φ]/dτι = −µ wherever Q 6= 0, proving the first claim. 
For further integrals of the system (10.1) – (10.4), see §27.
Remark 10.2. For a septuple (Q, Y, s, φ, ψ, λ, µ) of C1 functions of a variable τι,
(10.1) and (10.3) with m ≥ 1 imply (10.2). In fact, applying d to (10.3.iii), then
multiplying by (λ−µ)Q and, finally, replacing: (λ−µ)τι with 2(m−1)(ψ−φ) (cf.
(10.3.iii)), and dλ, dφ, dψ with what is provided by (10.1), we obtain (10.2.i). Now
(10.2.ii) is clear from (10.2.i) and the formulae for dλ and s in (10.1), (10.3.ii).
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§11. Equations (10.1) for special Ka¨hler-Ricci potentials
Lemma 11.1. Let (Q, Y, s, φ, ψ, λ, µ) be the septuple associated with a special
Ka¨hler-Ricci potential τι on a Ka¨hler manifold (M, g) of complex dimension m ≥
1, as in Definition 7.2. Then, in the open set M ′ ⊂M where dτι 6= 0,
(a) Each of the five functions Q, Y, φ, ψ, µ is, locally, a C∞ function of τι.
(b) Q, Y, s, φ, ψ, λ, µ satisfy (10.1.i) – (10.1.iv), (10.3.i) and (10.3.ii),
where (10.1.i) – (10.1.v) are the five equations forming (10.1). If, in addition,
m 6= 2, then s, λ also are, locally in M ′, functions of τι, and (10.1.v) holds.
Proof. On M ′, Lemma 7.5 gives (10.1.i), (10.1.ii), which implies (a) for Q, Y , and
hence also for ψ, µ (as 2ψ = dQ/dτι, 2µ = −dY/dτι), and φ (cf. Lemma 7.5(i);
by Definition 7.2, φ = λ = 0 when m = 1.) This proves (a) for all five functions,
and (combined with Lemma 7.5) also the final clause.
Let us now set v = ∇τι and b = ∇dτι, As (2.11.c), (5.4) and (10.1.ii) give
δb = −µ dτι for b = ∇dτι, (2.6.i) yields ıv(δb) = −µıvdτι = −µQ, while, by (7.4),
〈b, b〉 = 2ψ2+2(m−1)φ2, with 〈 , 〉 as in (2.7). However, δ(∇vv) = ıv(δb) + 〈b, b〉
due to the obvious local-coordinate identity [τι,kτι,jk]
,j = τι,kτι,jk
j + τι,jkτι
,jk. Thus,
δ(∇vv) = −µQ + 2ψ2 + 2(m − 1)φ2 while, as Y = ∆τι and ∇vv = ψv (Lemma
7.5(ii)), δ(∇vv) = δ(ψv) = dvψ + ψY = dvψ + [2ψ + 2(m − 1)φ]ψ (by (2.10.ii),
(2.10.i) and Lemma 7.5(i)). Equating the two formulae for δ(∇vv), we obtain
dvψ = 2(m − 1)(φ − ψ)φ − µQ. Both sides of (10.1.iv) thus yield the same value
under ıv (cf. (2.6.i)) and, since they both are functional multiples of dτι (by (a)),
while ıvdτι = Q 6= 0 by (2.6.i), they must coincide. This proves (10.1.iv). Since
(1−m) dφ = dψ + µ dτι (as one sees evaluating dY from Lemma 7.5(i) and using
(10.1.ii)), (10.1.iii) now is immediate from (10.1.iv). Finally, (10.3.i) follows since
Q = g(∇τι,∇τι) > 0 on M ′, while (10.3.ii) is obvious from Lemma 7.5(i), which
completes the proof. 
Corollary 11.2. Let M, g,m, τι satisfy (0.1) with m ≥ 3, or (0.2) with m = 2,
and let (Q, Y, s, φ, ψ, λ, µ) be the septuple associated with τι, cf. Definition 7.2 and
Corollary 9.3. Then (10.1) – (10.3) hold in the open set on which dτι 6= 0.
In fact, τι satisfies (7.1) (Corollary 9.3). Now Lemma 11.1 and Remark 9.4 give
(10.1) and (10.3), except for the last formula in (10.1) when m = 2. That formula
then follows, however, from the expression for (m− 2)∇λ in Lemma 7.5, in which
we now have [∇λ]vrt = ∇λ, as λ is (locally, at points with dτι 6= 0) a function of τι,
since so are s (Proposition 6.5) and µ (Lemma 11.1), while 2(m− 1)λ = s − 2µ
by Lemma 7.5(i). Now Remark 10.2 yields (10.2). 
§12. The φ alternative
The following two lemmas are well-known.
Lemma 12.1. Let u be a Killing field on a Riemannian manifold (M, g), and let
y ∈M be a point such that u(y) = 0.
(i) For every sufficiently small d > 0, the flow of u restricted to the radius
d open ball U centered at y consists of “global” isometries U → U .
(ii) If d and U in (i) are chosen so that, in addition, the exponential map-
ping expy : U
′ → U is a diffeomorphism, where U ′ is the radius d open
ball in TyM centered at 0, then u restricted to U is the expy-image of
the linear vector field on U ′ given by w 7→ ∇wu.
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This is clear as the diffeomorphism expy : U
′ → U , for any small d, makes
every isometry Φ : U → U with Φ(y) = y correspond to the linear mapping
dΦy : U
′ → U ′. Now (ii) is immediate if we apply this to the isometries forming
the flow of u and note that their differentials at y form a one-parameter group of
linear isometries with the infinitesimal generator (∇u)(y). 
Lemma 12.2. For a Killing vector field u on a Riemannian manifold (M, g), let
N(u) = {y ∈ M : u(y) = 0} be the set of all zeros of u. If u 6= 0 somewhere in
M , then, for every connected component N of N(u), with ∇u as in (2.1),
(a) N is contained in an open set that does not intersect any other component.
(b) N ⊂M is a closed set and a submanifold with the subset topology.
(c) The submanifold N is totally geodesic in (M, g) and dimM−dimN ≥ 2.
(d) For any y ∈ N we have TyN = Ker [(∇u)(y)] = {w ∈ TyM : ∇wu = 0}.
Furthermore, the set M ′ =M rN(u) is connected, open and dense in M .
In fact, (a) – (d) (except for the inequality in (c)) are immediate from Lemma
12.1(ii). Now let us fix y ∈ M with u(y) = 0 and d, U ′, U with (i), (ii) of
Lemma 12.1. The space V = Ker [(∇u)(y)] ⊂ TyM has dimV < dimM , or else
u and ∇u would both be zero at y, i.e., u would vanish identically (Remark
5.1). Next, choosing w ∈ V ⊥ ⊂ TyM with w 6= 0, we have ∇wu ∈ V ⊥ ∩ w⊥
(as (∇u)(y) is skew-adjoint) and ∇wu 6= 0 (since w /∈ V ). Hence w,∇wu ∈ V ⊥
are nonzero and orthogonal to each other, which yields dimM − dimV ≥ 2. As
U∩N(u) = expy(U ′∩V ) (by Lemma 12.1(ii)), we thus obtain dimM−dimN ≥ 2,
which (along with (a)) gives connectedness and denseness of M ′ =M rN(u). 
Corollary 12.3. Let τι be a nonconstant Killing potential on a Ka¨hler manifold,
cf. §5. Then the open subset on which dτι 6= 0 is connected and dense in M .
This is obvious from Lemma 12.2, since u = J(∇τι) is a Killing field. 
Lemma 12.4. Let τι satisfy (7.1) on a Ka¨hler manifold (M, g) of complex dimen-
sion m ≥ 1, and let (0, L) ∋ s 7→ x(s) ∈M ′ be an integral curve of the vector field
±v/|v|, where ± is some sign, v = ∇τι and M ′ ⊂ M is the open set on which
dτι 6= 0. Then, for the eigenvalue function φ appearing in (7.4), either φ = 0 at
x(s) for all s ∈ (0, L), or φ 6= 0 at all x(s), s ∈ (0, L).
In fact, let I ′ be a maximal (nonempty) subinterval of (0, L) with φ 6= 0 at
all x(s), s ∈ I ′. By Lemmas 11.1(b) and 10.1, there exists a constant c such
that Q = 2(τι − c)φ at every x(s), s ∈ I ′, where Q = g(v, v). Hence, if such a
subinterval exists, it must coincide with (0, L), or else it would have an endpoint
L′ ∈ (0, L), with Q = φ = 0 at x(L′), contrary to our assumption that x(s) ∈M ′,
i.e., v 6= 0 at x(s), for all s ∈ (0, L). 
Lemma 12.5. Given τι with (7.1) on a Ka¨hler manifold (M, g) of complex di-
mension m ≥ 1, let (Q, Y, s, φ, ψ, λ, µ) be as in Definition 7.2, and let M ′ ⊂ M
be the open set on which dτι 6= 0. Then either φ = 0 identically on M ′, or φ 6= 0
everywhere in M ′. In the latter case, there exists a constant c such that relations
Q/φ = 2(τι − c) and τι 6= c hold everywhere in M ′.
In fact, given x ∈ M ′ with φ(x) = 0, let P be the connected component,
containing x, of the preimage of τι(x) under τι : M ′ → R. Thus, φ = 0 on P
since φ(x) = 0 and, by Lemma 11.1(a), φ restricted to P is constant. Lemma
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12.4(b) now implies that φ = 0 along every integral curve of v = ∇τι in M ′
which intersects P . As P is a submanifold of M ′, while v = ∇τι is normal to
P and nonzero everywhere in M ′, the union of these integral curves contains a
neighborhood of x in M ′. Thus, the set of all x ∈ M ′ with φ(x) = 0 is not
only (relatively) closed, but also open in M ′. Our either-or claim now follows from
connectedness of M ′ (Corollary 12.3). Finally, if φ 6= 0 everywhere in M ′, Lemmas
11.1(b) and 10.1 show that the required constant c exists, locally, in M ′. As M ′
is connected (Corollary 12.3), c has a unique value throughout M ′. 
§13. Special Ka¨hler-Ricci potentials and reducibility
Lemma 13.1. Suppose that (Q, Y, s, φ, ψ, λ, µ) is the septuple associated, as in
Definition 7.2, with a special Ka¨hler-Ricci potential τι on a Ka¨hler manifold (M, g)
of complex dimension m ≥ 2, and v, u,V,H are given by (7.3), while w,w′ are
C1 vector fields, defined in the open set M ′ on which dτι 6= 0 and orthogonal to
v and u. Denoting [∇ww′]vrt and [w,w′ ]vrt the V components of ∇ww′ and the
Lie bracket [w,w′] relative to the decomposition TM ′ = H⊕ V, we have
(13.1)
a) Q[∇ww′]vrt = −φ[g(w,w′)v + ω(w,w′)u] and
b) Q[w,w′ ]vrt = −2φω(w,w′)u, where ω is the Ka¨hler form of (M, g),
c) g(∇wv, w′) = φg(w,w′) , g(∇wu, w′) = φω(w,w′) .
If, in addition, w,w′ commute with v and u, then
(13.2)
i) ∇vw = ∇wv = φw , ∇uw = ∇wu = φJw ,
ii) dvΨ = duΨ = 0 for Ψ = φg(w,w
′)/Q .
Proof. By (2.5) and (7.4), g(∇wv, w′) = (∇dτι)(w,w′) = φg(w,w′), while (2.5),
(7.4) and (4.1) yield g(∇wu, w′) = g(∇w(Jv), w′) = g(J(∇wv), w′) = −g(∇wv, Jw′)
= −(∇dτι)(w, Jw′) = −φg(w, Jw′) = φω(w,w′), which proves (13.1.c).
Since (13.2.ii) is obvious when φ = 0 identically, let us assume (cf. Lemma
12.5) that φ 6= 0 everywhere in M ′. By (2.2.ii), g(∇vw,w′) = g(∇wv, w′) and
g(∇uw,w′) = g(∇wu, w′) whenever w,w′ commute with v and u, so that (13.1.c)
implies dvΥ = 2φΥ and duΥ = 0 for the function Υ = g(w,w
′). Also, by Lemma
12.5, d(φ/Q) = −(φ/Q)2d(Q/φ) = −2(φ/Q)2dτι, so that dv(φ/Q) = −2φ2/Q
and du(φ/Q) = 0 since dvτι = Q and duτι = g(u, v) = 0 (see (2.6.i), (7.5)). As
Ψ = (φ/Q)Υ in (13.2.ii), our formulae for dvΥ, duΥ give (13.2.ii).
Next, g(v,∇ww′) = −g(∇wv, w′) since g(v, w′) = 0 (and similarly for u instead
of v). This proves (13.1.a); in fact, (13.1.c) and (7.5) now show that both sides of
(13.1.a) have the same inner product with u and v, while V = Span {v, u}. Thus,
(13.1.b) is immediate from (13.1.a) and (2.2.ii).
Finally, for w,w′ orthogonal to v, u and commuting with them, ∇vw and ∇uw
are orthogonal to v and u (by the Leibniz rule, cf. the last paragraph, and Lemma
7.5(ii)), while ∇vw = ∇wv, ∇uw = ∇wu by (2.2.ii). Hence (13.2.i) follows, as one
sees taking the inner products of the quantities involved with any vector field w′
orthogonal to v and u and using (13.1.c). This completes the proof. 
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Corollary 13.2. Let τι satisfy (7.1) on a Ka¨hler manifold (M, g) of complex
dimension m ≥ 2, and let M ′ ⊂ M be the open set of points at which dτι 6= 0.
For the distributions V,H and the function φ on M ′ given by (7.3) – (7.4),
(i) φ = 0 identically on M ′ if and only if H is integrable.
(ii) If φ = 0 identically on M ′, then, locally, (M ′, g) is a Riemannian
product with H,V serving as the factor distributions.
(iii) Conversely, if there exists a nonempty open connected set U ⊂M ′ such
that (U, g) is a non-Einstein, Riemannian-and-Ka¨hler product of two
lower-dimensional Ka¨hler manifolds, then φ = 0 identically on M ′.
In fact, (13.1.b) implies (i). If φ = 0 on M ′, then V is parallel since, by Lemma
7.5(ii) and (13.2.i), the covariant derivatives of v = ∇τι and u = Jv in all directions
lie in V. This yields (ii). Finally, making U in (iii) smaller, we may assume (7.4)
with λ 6= µ everywhere in U (so that r is not a multiple of g at any point of
U). Then V restricted to U is an eigenspace distribution of complex dimension
one for r, and so V must be contained in one factor distribution of the product
decomposition in (iii). Now (13.1.a) with w = w′ 6= 0 tangent to the other factor
gives φ = 0 on U , and hence on M ′ (see Lemma 12.5). 
§14. Submersions and horizontal vectors
Given manifolds M,N and a C∞ submersion π : M → N , we will refer to
the subbundle V = Ker dπ of TM as the vertical distribution of π. A fixed
Riemannian metric g on M then gives rise to the horizontal distribution H = V⊥,
and we denote whrz, wvrt the H and V components of any vector (field) w tangent
to M relative to the decomposition TM = H⊕V. Also, the Levi-Civita connection
∇ of g induces connections ∇hrz,∇vrt in the vector bundles H, V over M , with
(14.1) ∇hrzw w′ = [∇ww′]hrz , ∇vrtw w′ = [∇ww′]vrt
for vector fields w and horizontal/vertical C1 vector fields w′ on M .
Remark 14.1. Given a Riemannian manifold (M, g) and a surjective submersion
π :M → N , we will use the horizontal-lift operation to identify vector fields on N
with those horizontal vector fields on M (i.e., sections of H) which are π-projecta-
ble. This does not usually lead to notational confusion, with one notable exception.
Namely, the Lie bracket of two π-projectable vector fields is π-projectable onto the
Lie bracket of their π-images (see [17, p. 10]), but Lie brackets of horizontal fields
need not be horizontal. Also, all vertical vector fields are π-projectable (onto 0).
Thus, if [w,w′ ] is the Lie bracket in M of any π-projectable horizontal C∞ vector
fields w,w′ on M , then, under our identification,
(14.2) [w,w′ ]hrz corresponds to the Lie bracket of w and w′ in N.
We will encounter cases in which (M, g) is a Riemannian manifold with a sub-
mersion π : M → N and, in addition, there are given objects u, β, Θ such that
(14.3)
a) u is a vertical vector field on M and β is a differential 2-form on M ,
b) Θ : H → H is a vector-bundle morphism, with H as above, while
c) [w,w′]vrt = β(w,w′)u for all horizontal C1 vector fields w,w′, and
d) [∇uw]hrz = Θw for all π-projectable horizontal C1 vector fields w.
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Conditions (14.3.c) – (14.3.d) are geometrically natural. In (14.3.c), the dependence
of [w,w′]vrt on w,w′ is pointwise, i.e., the value of [w,w′]vrt at any x ∈M depends
only on w(x) and w′(x), as one sees multiplying w or w′ by a function (cf. [17,
Proposition 3.1 on p. 26]). In (14.3.d), π-projectable horizontal vector fields form
a trivializing space of sections in the vector bundle H restricted to any of the
submanifolds π−1(y), y ∈ N , and this is why, for ∇hrz as in (14.1), ∇hrzu makes
sense as a bundle morphism. (For details, see Remark 14.2 below.)
Remark 14.2. Let V be a trivializing space of C∞ sections of a vector bundle E
over any base manifold, that is, a vector space of sections such that, for every point
y of the base and every w0 ∈ Ey, there exists a unique w ∈ V with w(y) = w0.
For any fixed connection ∇ in E and any vector field u on the base, we then may
treat ∇u as a vector-bundle morphism E → E , sending any w0 ∈ Ey to (∇uw)(y),
with w chosen as above for y and w0.
§15. Horizontally homothetic submersions
We say that a C∞ submersion π : M → N between Riemannian manifolds
(M, g), (N, h) is horizontally homothetic if, for some function f : M → (0,∞),
(15.1) π∗h = g/f on H and [∇f ]hrz = 0 ,
with ...hrz,H as in §14, i.e., if the pullback tensor π∗h agrees with g/f on the
horizontal distribution, and f has a vertical gradient.
A submersion π with (15.1) obviously becomes a Riemannian submersion if
one replaces g with the conformally related metric g˜ = g/f . Conversely, any
Riemannian submersion π :M → N between (M, g˜) and (N, h) is a horizontally
homothetic submersion between (M, g) and (N, h), where g = f g˜ for any fixed
C∞ function f : M → (0,∞) with [∇f ]hrz = 0. Further examples of (15.1) are
provided by projections π : M → S of a product manifold M = N × S endowed
with a warped product metric g, obtained from a metric h on N along with some
metric on S and a function S → (0,∞). See, e.g., [3, p. 237].
Lemma 15.1. Let π : M → N be a horizontally homothetic, surjective submer-
sion between Riemannian manifolds (M, g), (N, h), and let ∇, D stand for the
Levi-Civita connections of g and h, respectively. For any π-projectable horizon-
tal C∞ vector fields w,w′ on M treated as vector fields on N , cf. Remark 14.1,
(i) The vector field [∇ww′]hrz on M is π-projectable.
(ii) Dww
′ equals [∇ww′]hrz treated as a vector field on N .
Proof. Our g, ∇ and any π-projectable horizontal C∞ vector fields u, v, w in M
satisfy (2.2.i) and, since V and H are g-orthogonal, (2.2.i) will remain valid when
∇wv and all Lie brackets are replaced by their horizontal components. Since f
in (15.1) is constant along u, v and w, (2.2.i) will still hold if we further replace
every occurrence of g by g/f . Finally, using (14.2) and (15.1) we see that this last
modified version of (2.2.i) is also valid with Dwv instead of [∇wv]hrz (since (2.2.i)
holds for (N, h) as well). Both Dwv, [∇wv]hrz thus are horizontal vector fields on
M having the same inner product with every π-projectable horizontal field, and
hence must coincide. This in turn implies (i), and completes the proof. 
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Lemma 15.2. Let V,H be the vertical and horizontal distributions of a holomor-
phic, surjective, horizontally homothetic submersion π : M → N between Ka¨hler
manifolds (M, g) and (N, h), and let (14.3) hold for some u, β and a complex-
linear morphism Θ : H → H. Denoting ρ, ρ(h) and Ω the Ricci forms of g, h
and, respectively, the curvature form, cf. Remark 3.1, of the connection in the
highest complex exterior power of V, induced by ∇vrt with (14.1), and letting
TraceCΘ : M → C be the pointwise trace of Θ, we have
(15.2) ρ = Ω + π∗ρ(h) − i[TraceCΘ]β on H .
Proof. Let m, q be the complex dimensions of M and N , and let the ranges of
indices be: a, b ∈ {1, . . . , m}, j, k ∈ {1, . . . , q}, λ, µ ∈ {q + 1, . . . , m}. Locally, we
can choose π-projectable horizontal vector fields wj and vertical vector fields wλ,
which together trivialize the complex vector bundle TM on an open set U ⊂M .
Choosing the corresponding 1-forms Γ ba as in (3.2), we now have [∇vwj ]hrz =
Γ kj (v)wk and [∇vwλ]vrt = Γµλ (v)wµ for any vector field v on U (due to (3.2)
with [wj ]
vrt = [wλ]
hrz = 0). Now (14.1) gives ∇vrtv wλ = Γµλ (v)wµ, and so, for
wˆ = wq+1 ∧ . . . ∧ wm we have ∇vrtv wˆ = Γ (v)wˆ with Γ = Γλλ . Thus, Ω = idΓλλ ,
since Ω = idΓ (Remark 3.1). Note that we sum over repeated indices.
As [∇vwj ]hrz = Γ kj (v)wk, Lemma 15.1(i) shows that Γ kj (v) is π-projectable, i.e.,
descends to a function in N , whenever v is a π-projectable horizontal vector field
in M , so that the 1-forms Γ kj in M , restricted to H, may be viewed as 1-forms
in N (cf. Remark 14.1). Lemma 15.1(ii) then gives Dvwj = Γ
k
j (v)wk, with the
π-projectable horizontal vector fields v and wk in M treated, simultaneously, as
vector fields in N . Now, by Lemma 4.2 (for (N, h)), ρ(h) = i dNΓ
j
j , where dN is
the exterior derivative in N . Note that dN differs from d, the exterior derivative in
M , due to the Lie-bracket term in (2.9.ii), as the M and N Lie brackets in (14.2)
differ by [w,w′]vrt, i.e., by β(w,w′)u, cf. (14.3.c). Thus, dΓ jj = dNΓ
j
j −Γ jj (u)β on
H, while Γ jj (u) = TraceCΘ, since Θwj = [∇uwj ]hrz = Γ kj (u)wk. Consequently,
dΓ jj = dNΓ
j
j − [TraceCΘ]β. However, Lemma 4.2 for (M, g) gives ρ = idΓ aa =
idΓ jj + idΓ
λ
λ . Hence the last relation, along with Ω = idΓ
λ
λ and ρ
(h) = i dNΓ
j
j
(see above), yields (15.2). This completes the proof. 
Corollary 15.3. Suppose that a surjective holomorphic submersion π : M ′ → N
between Ka¨hler manifolds (M ′, g), (N, h) of complex dimensions m ≥ 2 and m−1
satisfies (15.1) for some f : M ′ → (0,∞). Also, let v be a C∞ vertical vector
field without zeros on M ′ such that, for all π-projectable horizontal C∞ vector
fields w,w′ on M ′,
(15.3) ∇vv = ψv, ∇uv = ψu, ∇wv = φw, ∇uw = φJw, with u = Jv,
with some functions φ, ψ : M ′ → R. Finally, let (14.3.c) hold for the 2-form
β = −2εω/f , where ε is a real constant, u = Jv, and ω is the Ka¨hler form of
(M ′, g), with ...vrt, ...hrz, V,H as in §14.
Denoting r and r(h) the Ricci tensors of g and h, we have
(i) If r(h) = κh for a function κ : N → R, then r = λg on H, with
λ = (κ− εY )/f and Y = 2ψ + 2(m− 1)φ.
(ii) If r = λg on H for a function λ : M ′ → R, then r(h) = κh with
κ : N → R given by κ = λf + εY , where Y = 2ψ + 2(m− 1)φ.
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Proof. Our v is a global trivializing section of the complex line bundle V over
M ′, while (14.1) and (15.3) give ∇vrtw v = Γ (w)v for all vectors w, where Γ is
the complex-valued 1-form with Γ (v) = ψ, Γ (u) = iψ, and Γ (w) = 0 if w
is horizontal. (Note that the dependence of ∇vrtw v on w is pointwise.) Using
(2.9.ii) for ξ = Γ and (14.3.c) we now get (dΓ )(w,w′) = 2εiψ ω(w,w′)/f for all
horizontal vectors w,w′. Also, verticality of v and J-invariance of H, along with
our assumptions (14.3.c) and (15.3) show that conditions (14.3) are satisfied by
by our β with u = Jv and Θ = φJ (so that Θ multiplies sections of H by the
function iφ). Lemma 15.2 now gives (15.2), which here reads ρ− π∗ρ(h) = −εY ω/f
on H, for Y = 2ψ + 2(m − 1)φ. In fact, Ω = idΓ (see Remark 3.1; the ‘highest
complex exterior power’ of V required in Lemma 15.2 now is V itself), so that Ω =
−2εψω/f on H (by the above formula for (dΓ )(w,w′)), while TraceCΘ = (m−
1)iφ, i.e., −i[TraceCΘ]β = −2(m − 1)εφω/f . Hence ρ − π∗ρ(h) = −εY π∗ω(h)
on H, where ω(h) is the Ka¨hler form of (N, h). (This is clear since π∗ω(h) = ω/f
on H, due to (4.1) and (15.1).)
Assertions (i), (ii) now follow from the two formulae for ρ − π∗ρ(h), as π∗ω(h) =
ω/f on H, while conditions r = λg (on H) and r(h) = κh are equivalent to
ρ = λω (on H) and, respectively, ρ(h) = κω(h). This completes the proof. 
§16. Proof of the claim made in §8
Let the data (8.1) satisfy the conditions listed in §8. Then g defined in §8 is
a Ka¨hler metric on the complex manifold M ′, and τι, as a function M ′ → R,
is a special Ka¨hler-Ricci potential on (M ′, g) (see (7.1)). Also, for the septuple
Q, Y, s, φ, ψ, λ, µ associated with τι as in Definition 7.2, and the Ricci tensor r(h)
of h,
(a) Q = a2r2θ, and dτι 6= 0 everywhere in M ′.
(b) λ = (κ− εY )/f , i.e., κ = λf + εY , with κ : N → R such that r(h) = κh.
(We identify κ with the composite κ◦π, i.e., view it as a function on M ′.)
(c) Either φ = 0 identically and ε = 0, or φ 6= 0 everywhere, ε = ±1 and c
in (7.1) is the same as in Lemma 12.5, so that Q/φ = 2(τι − c).
This can be verified as follows. We denote v, u the vector fields (3.5) on L, with
our fixed a 6= 0. Also, throughout this section, w,w′ stand for any two C∞ vector
fields in N and, simultaneously, for their horizontal lifts to L, while the symbol J
is used for the complex structure tensors of both N and L. As H is J-invariant
and π : L → N is holomorphic, Jw means the same, whether treated as a vector
field in N , or as a π-projectable horizontal field in L.
It follows now that v = ∇τι, i.e., v is the g-gradient of τι, and
(16.1)
∇vv = −∇uu = ψv , ∇vu = ∇uv = ψu , ∇vw = ∇wv = φw ,
∇uw = ∇wu = φJw , ∇ww′ = Dww′ − ε[h(w,w′)v + h(Jw,w′)u],
where ∇, D are the Levi-Civita connections of g and h, while ψ, φ : M ′ → R
are given by 2θψ/a = 2θ + rdθ/dr, 2fφ/a = rdf/dr. In fact, as dτι/dr = arθ
in §8, (3.6) gives dvτι = Q with Q = a2r2θ and duτι = dwτι = 0. Formulae
g(v, v) = g(u, u) = Q and g(w,w′) = fh(w,w′), g(v, u) = g(v, w) = g(u, w) = 0
(due to 〈v, v〉 = 〈u, u〉 = a2r2 and Re〈v, u〉 = 0 in Remark 3.2) now give v = ∇τι
(by showing that v −∇τι is g-orthogonal to v, u and all w), and hence assertion
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(a). As J is skew-adjoint and fφ = εQ (since df/dτι = 2ε and dτι/dr = arθ),
they also imply that the connection ∇ defined by (16.1) makes g parallel. Next,
(16.2) [w,w′]vrt = −2εω(h)(w,w′)u = −2εh(Jw,w′)u ,
ω(h) being the Ka¨hler form of h. (This is clear from (3.8), (3.5), the assumption
about the curvature form in §8, and (4.1).) Also, [v, u] = [v, w] = [u, w] = 0, since
v, u and all w are obviously invariant under fibrewise multiplications by complex
constants, which constitute the flows of v and u in L. Therefore, by (2.2.ii), (14.2)
and (16.2), ∇ defined by (16.1) is torsion-free and so, as ∇g = 0, it must coincide
with the Levi-Civita connection of g.
Furthermore, the complex structure tensor J in M ′ is ∇-parallel, i.e., commutes
with ∇v, ∇u and all ∇w, as one sees combining (16.1) with the relation u = Jv,
immediate from (3.5), and (4.2) for b = h. Hence g is a Ka¨hler metric on M ′.
Remark 2.1 and (16.1) now imply the part of (7.4) involving ∇dτι, with our V,H
and ψ, φ as in (16.1). The eigenspaces of ∇dτι at every point thus are J-invariant
and g-orthogonal to one another, so that ∇dτι is Hermitian, i.e., τι is a nonconstant
Killing potential on (M ′, g) (Lemma 5.2(iii)).
Since our v, u,V,H obviously satisfy (7.3), all that remains to be verified is the
part of (7.4) involving r (cf. Remark 7.3), that is, (7.2.a) for b = r, at every point
x ∈M ′, as well as relations (b), (c) at the beginning of this section.
First, setting Y = ∆τι we have Y = δv = Trace∇v (see (2.10.i)), and so,
by (16.1), Y = 2ψ + 2(m − 1)φ. Thus, Y is a function of r, i.e., of τι (as
dτι/dr = arθ 6= 0 in §8) and, by (5.4), ıvr = µ dτι = µ ıvg, with µ given by
2µ = −dY/dτι. Consequently, v(x) is, at every point x ∈ M ′, an eigenvector of
r(x) for the eigenvalue µ(x). Hermitian symmetry of r (cf. (4.2)) now implies
that u(x) = Jv(x) is also an eigenvector of r(x) for the same eigenvalue µ(x).
The hypotheses of Corollary 15.3 now are satisfied by f, φ, ψ defined above. In
fact, (15.3) (or, (15.1)) is a part of (16.1) (or, of the definition of g), ∇f being
vertical since so is ∇τι = v and f is a (linear) function of τι. Also, (14.3.c) with
β = −2εω/f is clear from (16.2), since relation g = f π∗h on H and (4.1) give
π∗ω(h) = ω/f on H. Moreover, the premise of Corollary 15.3(i) is satisfied (cf. §8),
and hence so is its conclusion, i.e., r = λg on H for λ = (κ− εY )/f . Combined
with the last paragraph, this yields (7.2.a) for b = r, as well as (b). Finally, by
Remark 2.1, φ in (7.4) coincides with φ in (16.1), so that (as df/dτι = 2ε and
dτι/dr = arθ) φ, ε are related as stated in (c), and the remainder of (c) follows
from (a) with fφ = εQ and f = 2ε(τι − c). 
Remark 16.1. The construction in §8 may be conveniently rewritten using a modi-
fied version of the data (8.1), in which the initial quintuple J , r, θ, τι, f is replaced
by a triple I, τι, Q formed by an open interval I, a variable τι ∈ I, and a positive
C∞ function Q of the variable τι. This triple is subject to just one condition,
reflecting positivity of f , and stating that ε(τι− c) > 0 for all τι ∈ I, unless ε = 0,
or, equivalently, either ε = 0, or c /∈ I and ε = sgn (τι − c) whenever τι ∈ I.
In addition, Q treated as a function M ′ → R is given by Q = g(∇τι,∇τι).
In fact, let us set Q = a2r2θ. As dτι/dr = arθ 6= 0 for all r ∈ J , the assignment
r 7→ τι constitutes a C∞ diffeomorphism of J onto some interval I, allowing us
to replace r by the new variable τι ∈ I and view Q as a function of τι. Now
Q = g(∇τι,∇τι), since 〈v, v〉 = a2r2 (Remark 3.2) and v = ∇τι (see above).
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Conversely, given I, Q, τι with ε(τι − c) > 0 for all τι ∈ I unless ε = 0, we
may choose a diffeomorphism τι 7→ r of I onto some interval J ⊂ (0,∞) such
that d[log r]/dτι = a/Q, and treat Q (originally, a function of τι ∈ I ), as well as
τι itself, as functions of the new variable r ∈ J . We then define θ, f : J → (0,∞)
by θ = Q/(ar)2 (so that dτι/dr = arθ), and f = 1 (when ε = 0) or f = 2ε(τι − c)
with our given constant c (when ε = ±1).
§17. Linearity of invariant connections
Lemma 17.1. Let there be given a holomorphic real vector field v on a complex
manifold M of complex dimension m ≥ 1, cf. §5, a point x ∈M with v(x) 6= 0,
and a real constant a 6= 0. Then there exists a biholomorphic identification of a
neighborhood U of x in M with an open set in L r N , for some holomorphic
line bundle L over a complex manifold N , which makes v and u = Jv appear
as the vector fields (3.5). Note that N ⊂ L according to the convention (3.4).
In fact, using the flow of v and the holomorphic inverse mapping theorem we
can find holomorphic local coordinates y1, . . . , ym for M at x for which v and
u are the coordinate vector fields for the real coordinate directions of Re ym and
Im ym. The new coordinates y1, . . . , ym−1, z with z = exp aym represent points
near x by pairs (y, z), where y = (y1, . . . , ym−1). We have thus biholomorphically
identified a neighborhood of x in M with N ×D for some open sets N ⊂ Cm−1
and D ⊂ Cr {0}. Treating N ×D as an open subset of the product line bundle
L = N ×C, we easily obtain (3.5) for our v, u (for instance, expressing their flows
first in terms of (y, ym), and then with the aid of (y, z)). 
For vector spaces V,W with dimV = 1, linearity of mappings V → W follows
from their homogeneity, which is the underlying principle of the next (well-known)
Lemma 17.2. Suppose that L is the total space, with (3.4), of a C∞ complex
line bundle over a manifold N , and M ′ ⊂ L is an open connected set having a
nonempty connected intersection with every fibre Ly, y ∈ N . Also, let v, u be
the vector fields (3.5) on M ′ with a fixed real constant a 6= 0. A C∞ distribution
H on M ′ is the restriction to M ′ of the horizontal distribution of a C∞ linear
connection in L admitting a parallel Hermitian fibre metric 〈 , 〉 if and only if
(a) H is invariant under the local flows of both v and u,
(b) TM ′ = H⊕ V for the vertical distribution V, cf. §3,
(c) The real span of H and u is an integrable distribution on M ′ rN .
Proof. Necessity of (a) – (c) is clear: the flows of v and u consist of multiplications
by complex scalars in L (which gives (a)), (b) is obvious, and, finally, the norm
function r of 〈 , 〉 is constant along both H and u (which yields (c)).
Conversely, for H with (a) – (c) and any x ∈M ′, let us use a local trivialization
of L to identify a neighborhood of x in M ′ with N ′ × D for some open sets
N ′ ⊂ N and D ⊂ C, and let Γ be the complex-valued 1-form on N ′ assigning,
to any vector w ∈ TyN , y ∈ N ′, the complex number Γ (w) such that the vector
(w, 0) ∈ T(y,z)(N ′ × D), for some (or any) z ∈ D r {0}, has the V component
(0, Γ (w)z) (or, equivalently, its H component is (w,−Γ (w)z)). Note that Γ is
well-defined, i.e., independent of the choice of z, since (a) implies invariance of H,
in addition to that of V, under multiplications by complex scalars in L.
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As (0, ζ)hrz = 0 whenever (0, ζ) ∈ T(y,z)(N ′ ×D), the second formula in (3.7)
now shows that H coincides, on N ′ × D, with the horizontal distribution of the
unique linear connection in L′ (the restriction of L to N ′) whose connection 1-
form in our fixed local trivialization (cf. Remark 3.1) is Γ . Since the intersections
M ′∩Ly are nonempty and connected, these “local” connections fit together to form
a single “global” linear connection in L with the horizontal distribution H.
Finally, by (c), locally in M ′ r N there exist C∞ functions ϕ with dvϕ > 0
and duϕ = dwϕ = 0 for all w in H. As [v, u] = 0, (a) implies constancy of dvϕ
along u and H as well. (For instance, dwdvϕ = 0 for all C∞ sections w of H,
since dvdwϕ = 0 and Lvw = [v, w] is, by (a), a section of H.) Thus, dvϕ = Υ(ϕ)
for some positive C∞ function Υ of a real variable. Choosing a positive function
r of the variable ϕ with Υ(ϕ) d[log r ]/dϕ = a, and treating it as a function on
an open subset of M ′ r N , we now get dvr = ar and dur = 0, so that, by (3.6),
r is the restriction to an open subset of L of the norm function of some Hermitian
fibre metric 〈 , 〉 in L (Remark 3.2). The linear connection we found makes 〈 , 〉
parallel (i.e., its parallel transport is norm-preserving), since r is constant along
the horizontal distribution H. This completes the proof. 
Remark 17.3. Given a special Ka¨hler-Ricci potential τι (see (7.1)) on a Ka¨hler
manifold (M, g) of complex dimension m ≥ 1, a point x ∈ M with (dτι)(x) 6= 0,
and a fixed real constant a 6= 0, let v, u,V,H be as in (7.3). Then there exists a
holomorphic line bundle L over a complex manifold N along with a biholomorphic
identification of a neighborhood of x in M with an open subset of LrN (notation
of (3.4)), under which v, u and V become the vector fields (3.5) and the vertical
distribution in L (§3), while H appears as the horizontal distribution of some C∞
linear connection in L that admits a parallel Hermitian fibre metric 〈 , 〉.
In fact, v is holomorphic (by (7.1) and Lemma 5.2(ii)). Applying Lemma 17.1 we
may choose N,L and a neighborhood U of x in M , biholomorphically identified
with an open set in L rN so that v, u are given by (3.5) (and V = Span {v, u}
is the vertical distribution). Our claim will now follow from Lemma 17.2, once we
have shown that conditions (a) – (c) in Lemma 17.2 are satisfied. (The “nonempty
connected intersections” property of U will hold once we make U smaller and
replace N by a suitable open submanifold.)
First, (b) is obvious. To establish (a), let us consider any vector field w com-
muting with v and u. Such fields w exist, locally, and realize all vectors at any
given point x, as one verifies by prescribing w along a submanifold with the tan-
gent space Hx at x, and then spreading it over a neighborhood of x using the
flows of v and u (which commute, cf. (5.1.b)). Setting ϑ = g(v, w), ϑ′ = g(u, w),
and using the Leibniz rule along with the equalities ∇vw = ∇wv, ∇uw = ∇wu (see
(2.2.ii)), the fact that ∇v is self-adjoint (as v = ∇τι, cf. end of §2), while ∇u
is skew-adjoint (as u is Killing; see (7.1) and Remark 5.1) and, finally, Lemma
7.5(ii), we obtain dvϑ = 2ψϑ, dvϑ
′ = 2ψϑ′, duϑ = duϑ
′ = 0. (For instance, dvϑ =
g(∇vv, w)+g(v,∇vw), while g(v,∇vw) = g(v,∇wv) = g(∇vv, w) = ψg(v, w) = ψϑ.)
Thus, if ϑ = ϑ′ = 0 at one point of a leaf of V = Span {v, u}, we have ϑ = ϑ′ = 0
everywhere in the leaf (due to uniqueness of solutions for ordinary differential equa-
tions), which proves (a). Finally, integrability of SpanR(H, u) (i.e., (c)) is clear as
SpanR(H, u) = v⊥ and v = ∇τι (by (7.5), (7.3)).
Remark 17.4. Let L be a holomorphic line bundle over a complex manifold N .
Every Hermitian fibre metric 〈 , 〉 in L then has a Chern connection ([5], [14]),
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i.e., a unique linear connection in L making 〈 , 〉 parallel and having a J-invariant
horizontal distribution, J being the complex structure tensor on the total space.
In fact, every real subspace V of real codimension one in a complex vector
space T with dim T < ∞ contains a unique complex subspace H of complex
codimension one (in T ), as one sees fixing a Hermitian inner product ( , ) in T
and a nonzero vector w which is Re( , )-orthogonal to V , and noting that all
complex subspaces Re( , )-orthogonal to w are also ( , )-orthogonal to w, so that,
for dimensional reasons, our H must be the ( , )-orthogonal complement of w.
Applying this, at any x ∈ L rN (cf. (3.4)), to T = TxL and V which is the
tangent space at x of the submanifold given by r = r(x), where r is the norm
function of 〈 , 〉 (Remark 3.2), we obtain a space H = Hx ⊂ V ⊂ TxL. Along with
Hy = TyN for y ∈ N ⊂ L, this defines the horizontal distribution L ∋ x 7→ Hx of
a linear connection making 〈 , 〉 parallel. In fact, assumptions (a) – (c) in Lemma
17.2 are satisfied: (a) due to uniqueness of each H = Hx, and (c) since r is constant
along SpanR(H, u).
§18. A local classification theorem
In §8 we constructed a family of special Ka¨hler-Ricci potentials τι on Ka¨hler
manifolds (M, g) of any complex dimension m ≥ 1. We now show that those
examples are, locally, the only ones possible. Although we establish this here just
at points in general position, a similar assertion holds at all points (see [12]).
Theorem 18.1. Let τι be a special Ka¨hler-Ricci potential, with (7.1), on a Ka¨hler
manifold (M, g) of complex dimension m ≥ 1, and let M ′ ⊂ M be the open set
where dτι 6= 0. Then M ′ is dense in M and every point of M ′ has a neighborhood
on which, up to a biholomorphic isometry, g and τι are obtained as in §8.
Proof. Denseness of M ′ is clear from Remark 5.4. Applying Remark 17.3 to M, g, τι
with any fixed constant a 6= 0 and a given point x ∈M ′, and then replacing M by
a sufficiently small neighborhood of x, we may assume that M =M ′ and identify
M ′ biholomorphically with an open connected subset of LrN , in such a way that
this identification and L, N, v, u,V,H, 〈 , 〉 have all the properties listed in Remark
17.3 plus the “nonempty connected intersections” property of Lemma 17.2. (For
the latter, it may be necessary to replace M ′, N by smaller open submanifolds.)
Depending on whether φ = 0 identically or φ 6= 0 everywhere in M ′ (see Lemma
12.5), let us define f : M ′ → (0,∞) by f = 1 or, respectively, f = Q/|φ| with
Q = g(∇τι,∇τι), and set, in both cases, ε = sgn φ ∈ {−1, 0, 1}, so that fφ = εQ.
Thus, in the latter case, f = 2|τι − c| = 2ε(τι − c), with c as in Lemma 12.5.
There exists a unique Riemannian metric h on N such that g = f π∗h on H,
where π : L → N is the bundle projection. In fact, as π(M ′) = N , we may define
h by h(w,w′) = g(w,w′)/f , with w,w′ standing for any two C∞ vector fields on
N , as well as for their horizontal lifts to M ′ ⊂ L. Namely, Corollary 13.2 (when
φ = 0) or (13.2.ii) (when φ 6= 0) shows that g(w,w′)/f : M ′ → R is constant in
the vertical directions, and hence it is well-defined as (i.e., descends to) a function
N → R. (Since the flows of v, u in L consist of fibrewise multiplications by
complex constants, the assumptions about w,w′ in (13.2.ii) mean that they are
the horizontal lifts of some vector fields in N .) Furthermore, denoting r the norm
function of 〈 , 〉, we have 〈v, v〉 = 〈u, u〉 = a2r2 and Re〈v, u〉 = 0 (see Remark
3.2), and so g = θRe〈 , 〉 on V, with θ = Q/(ar)2. Since g(H,V) = {0} (i.e.,
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H = V⊥, cf. (7.3)), our g thus is given by the same formulae as in §8, and all we
need to verify is that the data (8.1) just obtained (with J standing for the range
of r : M ′ → R) have all the properties required in §8.
First, making M ′, N even smaller if necessary, we may assume that τι is a
function of r : M ′ → R (as v = ∇τι and ∇r are both g-orthogonal to u and
H, cf. (7.5), (7.3), (3.6)); hence so are Q (see Lemma 11.1(a)) and θ, f . Also,
dτι/dr = dvτι/dvr = Q/(ar) = arθ by (2.6.i) and (3.6).
Next, π : M ′ → N is holomorphic and H is J-invariant (since so is V, cf.
(7.3)). Thus, if we use the same symbol J for the complex structure tensors of
both M ′ and N , no ambiguity will arise as to the meaning of Jw, where vectors
w tangent to N are identified with their horizontal lifts to M ′ ⊂ L. The metric
h on N now is clearly Hermitian, since so is g, on M ′. Applying Lemma 15.1 to
π : M ′ → N , we see that, for w as above, Dw commutes with J in N , as ∇w
and ...hrz both commute with J in M ′ (due to the fact that g is Ka¨hler, and J-
invariance of H). Consequently, J is D-parallel in N , i.e., h is a Ka¨hler metric on
the complex manifold N . Moreover, π : M ′ → N and our f, ε, v = ∇τι, along with
φ, ψ as in (7.4), satisfy the hypotheses of Corollary 15.3 (provided that m ≥ 2):
(15.1) is our definition of h (with [∇f ]hrz = 0 as v = ∇τι is vertical, cf. (7.3),
and f is a linear function of τι), while (15.3) and (14.3.c) (for β = −2εω/f , with
f, ε as above) follow from Lemma 7.5(ii), (13.2.i) and (13.1.b). Relation r = λg
on H in (7.4) now yields the premise of Corollary 15.3(ii), so that, by Corollary
15.3, (N, h) is an Einstein manifold unless m = 2. This is also trivially true when
m = 1, i.e., N consists of a single point.
Finally, as g = f π∗h on H, (4.1) gives ω = f π∗ω(h) on H for the Ka¨hler
forms ω(h) and ω of h and g. Since fφ = εQ (see above), combining (3.8),
(3.5) and (13.1.b) we conclude that our connection in L has the curvature form
Ω = −2εa ω(h). This completes the proof. 
§19. Solutions to (10.1) – (10.3) with φ = 0
Given an integer m ≥ 2, a septuple (Q, Y, s, φ, ψ, λ, µ) of C∞ functions of a
variable τι satisfies conditions (10.1) – (10.3) on some interval on which φ = 0
identically if and only if, for some constants K,α, η with |K|+ |α|+ |η| > 0,
(19.1) Q = −Kτι 2 + (2m− 1)−1 [ατι2m−1 − η/m] ,
while Y = −2Kτι + ατι2m−2, s = −(2m − 1)(2m − 4)K − 2(m − 1)ατι2m−3,
ψ = −Kτι + ατι2m−2/2, λ = (3− 2m)K, µ = K − (m− 1)ατι2m−3 and, of course,
φ = 0. Note that positivity of |K|+ |α|+ |η| amounts to (10.3.i) on some interval.
In fact, a septuple just defined is easily seen to satisfy (10.1) – (10.3) on a
suitable interval. Conversely, let us assume (10.1) – (10.3) with φ = 0 on an
interval I. By (10.1), λ then is constant, i.e., λ = (3− 2m)K for some K ∈ R.
If ψ = φ = 0 everywhere in I, (10.3.iii) gives λ = µ, while Y = 0 and µ = 0
identically by (10.3.ii) and (10.1), i.e. (cf. (10.1), (10.3.ii)), Q is constant and
Y = s = φ = ψ = λ = µ = 0 on I. (This is a special case of the above formulae,
with K = α = 0, η 6= 0.) On the other hand, if ψ 6= φ on a dense subset of I,
(10.3.ii) gives 2(2m − 3)µ = (2m − 3)[s + (2 − 2m)λ] and, by (10.2.ii), (10.3.iii),
τιds/dτι = (2m − 3)s − (2m − 1)(2m − 4)λ. Replacing λ in this equality with
(3− 2m)K and multiplying by τι2−2m, we obtain the required formula for s, with
α representing a constant of integration. As ψ − φ = ψ = Y/2 (due to (10.3.ii)
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with φ = 0) and 2(λ − µ) = 2mλ − s (by (10.3.ii)), with λ = (3 − 2m)K, we
may rewrite (10.3.iii) as (m− 1)Y = [m(3− 2m)K − s/2]τι which, combined with
the formula for s, gives the expressions for Y and ψ. The first two equations in
(10.2) now yield the formula for µ and (19.1) for some η ∈ R.
Finally, let ψ 6= φ somewhere in I, and let I ′ be a maximal subinterval such
that ψ 6= φ on a dense subset of I ′. If one of the endpoints of I ′ were an interior
point of I, our discussion of the case ψ = φ would imply vanishing, at that point,
of λ and all derivatives of µ, so that on I ′ we would have the above formulae with
K = α = 0, contradicting the assumption that ψ 6= φ = 0.
§20. A single equation, equivalent to (10.1) – (10.4)
As in Lemma 11.1, we will refer to individual equations in the multi-formula
expressions (10.1) and (20.1) by labelling them with lower-case Roman numerals:
(10.1.i) – (10.1.v), (20.1.i) – (20.1.v).
For a fixed integer m ≥ 1 and any solution (Q, Y, s, φ, ψ, λ, µ) to (10.1) – (10.4),
(20.1)
Q = 2(τι − c)φ , ψ = φ + (τι − c)φ′ , Y = 2mφ + 2(τι − c)φ′ ,
µ = −(m+ 1)φ′ − (τι − c)φ′′ , λ − µ = 2(m− 1)(τι − c)φ′/τι ,
where c is the constant in Lemma 10.1 and φ′ = dφ/dτι. In fact, (20.1.i) is obvious;
differentiating (20.1.i) and using (10.1.i), we obtain (20.1.ii); (20.1.iii) is clear from
(10.3.ii) and (20.1.ii); differentiating (20.1.iii) we get (20.1.iv) (cf. (10.1.ii)); while
(10.3.iii) gives (20.1.v), as ψ − φ = (τι − c)φ′ by (20.1.ii).
Remark 20.1. A solution (Q, Y, s, φ, ψ, λ, µ) to (10.1) – (10.4) with a fixed integer
m ≥ 1 is uniquely determined by its constituent function φ and the constant c
defined in Lemma 10.1. Explicitly, formulae for Q, Y, ψ, λ, µ (or, s) in terms of φ
and c are provided by (20.1) (or, by (10.3.ii) and (20.1.iv) – (20.1.v)).
Lemma 20.2. Given an integer m ≥ 2 and a C1 solution (Q, Y, s, φ, ψ, λ, µ) to
(10.1) – (10.4) on an interval, let c be the constant in Lemma 10.1. Then
(20.2) τι 2(τι − c) d
3φ
dτι3
= [(m− 4)τι 2 − 2(m− 1)cτι] d
2φ
dτι 2
+ 2(m− 1)(τι + c) dφ
dτι
.
Proof. We have (20.2) on every subinterval where φ′ = dφ/dτι vanishes identically,
and so we may restrict our consideration to a fixed subinterval in which φ′ 6= 0
everywhere and 0 6= τι 6= c. (The union of all subintervals of one or the other type
is dense in the original interval of the variable τι.) By (20.1.ii), ψ − φ = (τι − c)φ′,
and so, from (20.1.i), (ψ − φ)φ = Qφ′/2. Thus, if we replace 2(m − 1)(ψ − φ)
on the left-hand side of (10.2.i) with (λ − µ)τι (cf. (10.3.iii)) and then divide by
(λ− µ)Q, we obtain τιµ′ = λ− µ + 2(m− 1)µ + 2(m− 1)2φ′. (Note that λ 6= µ
everywhere, due to our choice of the subinterval and (20.1.v).) Replacing λ − µ
and then 2(m− 1)µ with the expressions provided by (20.1.iv) – (20.1.v), we now
have τιµ′ = −4(m− 1)φ′ − 2(m− 1)(τι − c)φ′′ + 2(m− 1)(τι − c)φ′/τι. On the other
hand, differentiating (20.1.iv) we get τιµ′ = − (m+ 2)τιφ′′ − (τι − c)τιφ′′′. Equating
the last two formulae for τιµ′ we arrive at (20.2), which completes the proof. 
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Proposition 20.3. Given an integer m ≥ 2, a real number c and an interval
of the variable τι, not containing 0 or c, there exists a bijective correspondence
between C1 solutions (Q, Y, s, φ, ψ, λ, µ) to (10.1) – (10.4) defined on our interval,
for which c is the constant in Lemma 10.1, and C3 functions φ on this interval
which are nonzero everywhere and satisfy equation (20.2). The correspondence in
question associates with (Q, Y, s, φ, ψ, λ, µ) the constituent function φ.
Proof. Any solution (Q, Y, s, φ, ψ, λ, µ) to (10.1) – (10.4) has φ 6= 0 everywhere, cf.
(10.4), and the assignment (Q, Y, s, φ, ψ, λ, µ) 7→ φ is injective (Remark 20.1). It is
also surjective since, whenever (20.2) and (10.4) hold, the functions Q, Y, φ, ψ, λ, µ
and s, determined by φ as in Remark 20.1, must satisfy (10.1) – (10.3). In fact,
(10.1.i) follows from (20.1.i) and (20.1.ii); (10.1.ii) from (20.1.iii) and (20.1.iv);
(10.1.iv) from (20.1.ii), (20.1.iv), (20.1.i) and, again, (20.1.ii); while (10.1.iii) is
clear since (20.1.i) and (20.1.ii) give Qφ′ = 2(τι− c)φφ′ = 2(ψ− φ)φ. Also, writing
both λ′ − µ′ and µ′ in terms of φ and its derivatives (via (20.1.iv), (20.1.v)),
then replacing φ′′′ with the expression provided by (20.2), and noting that the
occurrences of φ′′ in the resulting formula for λ′ = (λ′ − µ′) + µ′ cancel one
another, we easily obtain (10.1.v) from (20.1.i) and (20.1.v). Next, (10.3.i) follows
from our assumptions φ 6= 0 and τι 6= c, combined with (20.1.i); the first formula
in (10.3.ii) is immediate from (20.1.iii) and (20.1.ii), while the second one is the
equality defining s in Remark 20.1; and (10.3.iii) is clear from (20.1.ii) and (20.1.v).
As (10.1) and (10.3) now imply (10.2) (Remark 10.2), this completes the proof. 
Remark 20.4. A C3 function φ of the variable τι, defined on an interval I such
that 0 /∈ I, satisfies (20.2) (with a constant c and a fixed integer m ≥ 2) if and
only if the function
(20.3) mφ − (τι − c)2φ′′ − m(τι − c)φ′ + 2(m− 1)(τι − c)2φ′/τι ,
with φ′ = dφ/dτι, is constant on I. (To see this, just differentiate (20.3).)
Remark 20.5. Proposition 20.3 and Remark 20.1 lead to an explicit description of
those solutions (Q, Y, s, φ, ψ, λ, µ) to (10.1) – (10.4) for which c defined in Lemma
10.1 is zero. Namely, for a fixed integer m ≥ 2, (20.2) with c = 0 is an Euler
equation, and its solution space has a basis formed by the power functions 1, τιm
and 1/τι. As Q = 2φτι (cf. (20.1)), there exist constants K,α, η with
(20.4)
i) 2mφ = K + mατιm − 2(m+ 1)−1η/τι ,
ii) Q = m−1Kτι + ατιm+1 − 2(m+ 1)−1η/m .
§21. Solutions with c 6= 0
Lemma 21.1. For any fixed integer m ≥ 1, the rational functions
(21.1) F (t) =
(t− 2)t2m−1
(t− 1)m , E(t) = (t− 1)
m∑
k=1
k
m
(
2m− k − 1
m− 1
)
tk−1
of the real variable t and their derivatives F˙ , E˙ satisfy the equations
(21.2)
a) t(t− 2)F˙ (t) = Ξ(t)F (t) ,
b) t(t− 2)E˙(t) = Ξ(t)E(t) + 2(2m− 1)E(0) , where
c) Ξ(t) = m(t− 1) + m(t− 1)−1 − 2(m− 1) .
CONFORMALLY-EINSTEIN KA¨HLER METRICS 29
Proof. Relation (21.2.a) is immediate from (21.1). Using a subscript to mark the
dependence of F,E on m, we have (t−1)[Em(t)−Em(0)] = t2Em−1(t) for m ≥ 2
(as one sees expanding the difference into powers of t via (21.1)), while (21.1) gives
(t− 1)Fm(t) = t2Fm−1(t) and mEm(0) = 2(2m− 3)Em−1(0). Also,
(21.3)
i) [Em − Em(0)]/Fm = Em−1/Fm−1 for m ≥ 2 ,
ii) t(t− 2) d[E(t)/F (t)]/dt = 2(2m− 1)E(0)/F (t) for m ≥ 1 .
In fact, (21.3.i) is obvious from the preceding equalities, while (21.3.ii), easily veri-
fied for m = 1, can be established by induction: let (21.3.ii) hold when some given
m ≥ 2 is replaced by m−1. The above recursion formulae for F (t) and E(0) now
yield t(t − 2) d[Em−1/Fm−1 ]/dt = mt2Em(0)/[(t− 1)Fm]. Using this to evaluate
t(t− 2) d[Em/Fm ]/dt from (21.3.i) (where d[Em(0)/Fm ]/dt is computed with the
aid of (21.2.a)), and noting that mt2(t − 1)−1 − Ξ(t) = 2(2m − 1) for Ξ as in
(21.2.c), we obtain (21.3.ii) for the given m, as required. Now, as E = (E/F )F ,
(21.2.b) follows from (21.3.ii) and (21.2.a), which completes the proof. 
Note that applying d/dt to (21.2.a) and (21.2.b) we obtain
(21.4) t(t− 2)φ¨ + 2(t− 1)φ˙ = Ξ˙ φ + Ξφ˙ , both for φ = E and φ = F ,
where φ˙ = dφ/dt and φ, φ˙, Ξ, Ξ˙ stand for φ(t), φ˙(t), Ξ(t), Ξ˙(t).
Lemma 21.2. Given an integer m ≥ 1, a constant c ∈ Rr {0}, and an interval
I of the variable τι, not containing 0 or c, the vector space V of all C3 solutions
φ to the linear equation (20.2) on I has a basis consisting of the constant function
1 along with E(t) and F (t), defined by (21.1), and treated as functions of the
variable τι via the substitution t = τι/c.
In fact, d/dt applied to (21.4) yields a third-order linear differential equation
imposed on φ. Using (21.4) again to express φ through φ˙ and φ¨, and substituting
that expression for φ (but not its derivatives) in our third-order equation, we
obtain (20.2) with τι and c replaced everywhere by t and 1. (Note that Ξ˙ =
m−m/(t−1)2 = mt(t−2)/(t−1)2, Ξ¨ = 2m/(t−1)3, and Ξ¨/Ξ˙ = 2/[t(t−1)(t−2)].)
However, this modified version of (20.2), satisfied by both φ = E and φ = F , is
equivalent to (20.2) under the variable change τι = ct. 
Remark 21.3. Given an integer m ≥ 2, let (Q, Y, s, φ, ψ, λ, µ) be a C1 solution to
(10.1) – (10.4) on some given interval, for which c in Lemma 10.1 is nonzero. By
Lemmas 20.2 and 21.2, the constituent function φ is a linear combination of E(t),
F (t) and 1, treated as functions of τι = ct. Since Q is related to φ as in (20.1),
there exist constants A,B,C such that |A|+ |B|+ |C| > 0 (cf. (10.3.i)) and
(21.5) Q = (t− 1)[A + BE(t) + CF (t)] with t = τι/c and F,E as in (21.1).
(About notations, see Remark 21.4 below.) Conversely, let Q be a function of
the variable τι given by (21.5) with constants A,B,C, c such that c 6= 0 and
|A|+ |B|+ |C| > 0. Then Q, restricted to any interval I on which (τι− c)τιQ 6= 0,
arises in the manner just described from a unique C1 solution to (10.1) – (10.4) for
which c is the constant in Lemma 10.1; explicitly, Q, Y, s, φ, ψ, λ, µ are obtained
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as in Remark 20.1. In fact, by Lemma 21.2, φ = Q/[2(τι − c)] then satisfies (20.2),
and so such a solution exists and is unique in view of Proposition 20.3.
As φ = Q/[2(τι − c)] is a solution to (20.2) on I and 0 /∈ I, the expression
(20.3) is constant on I and has a simple expression in terms of A,B,C, c in
(21.5). Specifically, (20.3) equals mA/(2c). In fact, according to Remark 20.4,
by assigning (20.3) to φ we define a real-valued linear functional on the three-di-
mensional space V of solutions mentioned in Lemma 21.2. Similarly, mA/(2c)
is such a functional, assigning to φ the number m/(2c) times the coefficient A
in the expansion (21.5) of the function Q related to φ via the first formula in
(20.1). That these two functionals coincide is now clear since they agree on the
basis 1, E, F of the solution space: namely, the former functional yields m for
φ = 1 (which is obvious) and 0 for φ = E or φ = F (which is nothing else than
(21.4), with Ξ˙ = mt(t− 2)/(t− 1)2, rewritten in terms of the variable τι = ct).
Remark 21.4. Having run out of letters, we had to choose between using unortho-
dox notations and allowing different meanings of identical or similar symbols. We
decided to do the latter; as a result, B in (21.5) is not the same as in (2.8), C in
(21.5) is to be distinguished from the lower-case c, and the italic r, s for the norm
function and various curve parameters must not be confused with the roman r, s
for the Ricci tensor and scalar curvature.
§22. Three types of conformally-Einstein Ka¨hler manifolds
Proposition 22.1. Let M, g,m, τι satisfy (0.1) with m ≥ 3, or (0.2) with m = 2,
and let Q :M → R be given by Q = g(∇τι,∇τι). Then Q is a rational function of
τι. More precisely, the open set M ′ ⊂M on which dτι 6= 0 is connected and dense
in M and, for φ, c as in Lemma 12.5, one of the following three cases occurs :
(a) φ = 0 identically on M ′.
(b) φ 6= 0 everywhere in M ′ and c = 0.
(c) φ 6= 0 everywhere in M ′ and c 6= 0.
In case (a), (b), or (c), the functions τι, Q : M → R satisfy (19.1), or (20.4.ii)
or, respectively, (21.5), for some constants K,α, η, or A,B,C. In case (c), τι 6= c
everywhere in M unless C = 0 in (21.5).
Proof. Corollary 9.3 yields (7.1), so that M ′ is connected and dense (Corollary 12.3)
and, by Lemma 12.5, we have (a), (b), or (c). However, Corollary 11.2 gives (10.1)
– (10.3), everywhere in M ′, for the septuple (Q, Y, s, φ, ψ, λ, µ) associated with τι.
Therefore, in case (a) (or (b), or (c)), any given point of M ′ has a neighborhood in
which (19.1) (or (20.4.ii), or (21.5)) holds for some constants K,α, η or A,B,C.
(See §19 and Remarks 20.5, 21.3.) Consequently, this triple of constants forms a
locally constant function M ′ → R3 which (as M ′ is connected) must be constant.
Hence (19.1), or (20.4.ii), or (21.5) holds everywhere in M ′, with a single triple of
constants. Denseness of M ′ in M implies the same everywhere in M , while (21.5)
yields τι 6= c on M unless C = 0, since Q given by (21.5) with C 6= 0 has a pole
at t = 1. This completes the proof. 
§23. Examples of conformally-Einstein Ka¨hler metrics
Suppose that m ≥ 2 is an integer, I ⊂ R is an open interval of the variable τι,
while Q is a rational function of τι, analytic and positive everywhere in I, and
(i) Q is defined by (19.1) for some constants K,α, η, or
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(ii) Q has the form (20.4.ii) with some constants K,α, η, or, finally,
(iii) Q is given by (21.5) for some constants A,B,C, c with c 6= 0.
We further set c = 0 in case (ii); in case (i), we leave c undefined. Replacing
I with a subinterval, we also assume that c /∈ I in cases (ii), (iii), and define
ε ∈ {−1, 0, 1} by ε = 0 (case (i)) or ε = sgn (τι− c) for all τι ∈ I (cases (ii), (iii)).
Using our Q and a fixed real constant a 6= 0, let us now select a positive C∞
function r on I with Qdr/dτι = ar. Thus, τι 7→ r is a diffeomorphism of I onto
an open interval J ⊂ (0,∞). Replacing τι with r, we will treat functions of τι ∈ I,
including Q, as functions of r ∈ J . Further C∞ functions of r ∈ J , introduced in
this way, are θ = Q/(ar)2 and f , with f = 1 in case (i) and f = 2|τι−c| = 2ε(τι−c)
in cases (ii), (iii).
Let (N, h) be a Ka¨hler-Einstein manifold of complex dimension m−1 with the
Ricci tensor r(h) = κh, where the constant κ is defined by
(23.1) κ = (3− 2m)K in case (i), κ = εK in case (ii), κ = εmA/c in case (iii).
Also, let there be given a holomorphic line bundle L over N with a Hermitian fibre
metric 〈 , 〉, and a C∞ connection in L with a J-invariant horizontal distribution
H (cf. Remark 17.4), making 〈 , 〉 parallel and having the curvature form (Remark
3.1) equal to −2εa times the Ka¨hler form of (N, h) (see (4.1)). Using the symbol r
also for the norm function of 〈 , 〉 (Remark 3.2), we will treat f, θ, τι, Q as functions
M ′ → R, where M ′ ⊂ L r N is a fixed connected open subset of the preimage
r−1(J ) (notation of (3.4)). We now define a metric g on M ′ by declaring H to
be g-orthogonal to the vertical distribution V (§3) and setting g = f π∗h on H
and g = θRe〈 , 〉 on V. Here π : L → N is the bundle projection, and Re〈 , 〉 is
the standard Euclidean metric on each fibre of L.
Remark 23.1. The above construction is, obviously, a special case of that in §8,
with a description modified as in Remark 16.1. Thus (see §16), (M ′, g) is a Ka¨hler
manifold and τι is a special Ka¨hler-Ricci potential on (M ′, g). There are just three
additional assumptions on the data I, τι, Q, a, ε, . . . that distinguish the present
case from the general situation in §8: first, m ≥ 2 (while, in §8, m = 1 is also
allowed); next, Q is required to satisfy (i), (ii) or (iii) above (rather than being
just any positive C∞ function of the variable τι ∈ I ); and, finally, the function
κ : N → R with r(h) = κh is now assumed to be a specific constant with (23.1):
in §8 it need not be constant when m = 2, and can be any constant if m ≥ 3.
Remark 23.2. If we relax the third “additional assumption” in Remark 23.1 and
just require κ with r(h) = κh to be a function on N , constant unless m = 2, our
τι will still be a special Ka¨hler-Ricci potential on the Ka¨hler manifold (M ′, g) (cf.
§16). Condition (23.1) then holds if and only if the septuple (Q, Y, s, φ, ψ, λ, µ)
associated with τι (Definition 7.2) satisfies (10.3.iii).
In fact, by (c) in §16, φ = 0 identically in case (i) (as ε = 0), while, in cases
(ii), (iii), ε = ±1, and so 2φ = Q/(τι − c), with the constant c chosen above.
Since, in all cases, 2ψ = dQ/dτι, Y = 2ψ+2(m−1)φ and 2µ = −dY/dτι (Lemma
7.5), ψ, Y, µ are given either by the formulae following (19.1) (in case (i)), or by
those listed in (20.1), with φ′ = dφ/dτι (cases (ii), (iii)). Also, (b) in §16 provides
a formula for λ, with f as above. One now easily verifies that the difference
2(m − 1)(ψ − φ) − (λ − µ)τι (cf. (10.3.iii)) equals [(3 − 2m)K − κ]τι (in case (i),
proving our claim), or τι/(τι − c) times the difference between (20.3) and εκ/2 (in
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cases (ii), (iii)). Our claim now also follows in case (ii), since (20.3) with c = 0
equals K/2 (by (20.4.i)). Finally, in case (iii), (20.3) equals mA/(2c) (see Remark
21.3), so that (10.3.iii) is equivalent to κ = εmA/c, as required.
Proposition 23.3. Let (M ′, g) and τι, Q : M ′ → R be obtained as above, for
some integer m ≥ 2. Then (M ′, g) is a Ka¨hler manifold and the conformally
related metric g˜ = g/τι 2, defined wherever τι 6= 0, is Einstein, while Q = g(∇τι,∇τι)
and the Laplacian of τι is a function of τι.
In fact, according to Remark 23.1, (M ′, g) is a Ka¨hler manifold and τι is a special
Ka¨hler-Ricci potential on (M ′, g) (as in (7.1)), with g(∇τι,∇τι) = Q (see Remark
16.1). Since we assumed (23.1), Remark 23.2 gives (10.3.iii), and our assertion
follows from Remark 9.4, the claim about the Laplacian Y = ∆τι being obvious
since ψ and φ are functions of τι and Y = 2ψ+2(m−1)φ (see Remark 23.2). 
§24. Local structure of conformally-Einstein Ka¨hler metrics
We can now prove our main local result: locally, at points in general position,
and up to biholomorphic isometries, the only conformally-Einstein Ka¨hler metrics
in complex dimensions m > 2 are those described in Proposition 23.3.
Theorem 24.1. Let τι : M → R be a nonconstant C∞ function on a Ka¨hler
manifold (M, g) of complex dimension m ≥ 2 such that the conformally related
metric g˜ = g/τι 2, defined wherever τι 6= 0, is Einstein. If m = 2, let us also
assume that dτι ∧ d∆τι = 0 everywhere in M . Then the open set M ′ ⊂ M given
by dτι 6= 0 is dense in M , and every point of M ′ has a neighborhood on which
g and τι are, up to a biholomorphic isometry, obtained as in §23 with a rational
function Q of the form (19.1), or (20.4.ii), or (21.5).
More precisely, in cases (a), (b), (c) of Proposition 22.1, the function Q used
in the construction of g and τι satisfies, respectively, (i), (ii), or (iii) in §23. In
all cases Q equals g(∇τι,∇τι) if one uses its dependence on τι to treat it as a
function M → R.
In fact, Corollary 9.3 yields (7.1), so that, by Theorem 18.1, M ′ is dense in M
and, locally in M ′, our g, τι are obtained as in §8. Moreover, the objects (8.1) used
in §8 may be replaced by the data I, τι, Q, a, ε, . . . , with Q = g(∇τι,∇τι) : M → R
treated as a function of the variable τι ∈ I (see Remark 16.1). All we now need to
show is that the latter data satisfy the “three additional assumptions” in Remark
23.1. To this end, note that m ≥ 2, while Q has the form (i), (ii) or (iii) in §23 (by
Proposition 22.1). Finally, κ : N → R with r(h) = κh is given by (23.1) according
to Remark 23.2, as (10.3.iii) holds according to Remark 9.4. 
Remark 24.2. For any given integer m ≥ 2, the local biholomorphic-isometry types
of quadruples M, g,m, τι satisfying (0.1) (when m ≥ 3), or (0.2) (when m = 2),
depend on three real constants along with an arbitrary local biholomorphic-isometry
type of a Ka¨hler-Einstein metric h in complex dimension m− 1. In fact, Theorem
24.1 states that locally, at points with dτι 6= 0, some data analogous to (8.1) with
J , r, θ, τι, f replaced by I, τι, Q lead to g and τι via an explicit construction. Of
these data, a is not an invariant (as it may be arbitrarily chosen for any given
g, τι, cf. Remark 17.3), while ε ∈ {−1, 0, 1} is a discrete parameter and m is fixed,
which leaves, aside from h, just the parameters A,B,C, c or K,α, η, representing
Q in (i) – (iii) of §23). Formula (23.1) for the Einstein constant κ of h now reduces
CONFORMALLY-EINSTEIN KA¨HLER METRICS 33
the number of independent parameters by one, and, according to Remark 23.1, this
is the only constraint (cf. Remark 24.3 below).
The parameters A,B,C, c or K,α, η explicitly appear in the geometry of (M, g)
and τι, namely, through a functional relation between τι and Q = g(∇τι,∇τι)
(Proposition 22.1). Similarly, h may be explicitly constructed as a metric on a
local leaf space for the distribution V with (7.3) (see the proof of Theorem 18.1).
The concept of a local-isometry type in Remark 24.2 is the one traditionally used
in local differential geometry, where the restrictions of a real-analytic metric to two
disjoint open subsets of the underlying manifold are regarded as belonging to the
same type. The number of independent real parameters would, however, increase
by one (for m = 2) or by 2m − 1 (for m ≥ 3) if, instead, our “types” involved a
base point (at which dτι 6= 0) and base-point preserving isometries.
Remark 24.3. Neither the fibre metric 〈 , 〉 nor the connection in L, subject to
the conditions listed in §23, give rise to any additional parameters in Remark 24.2:
locally, they form a single equivalence class. In fact, let us fix a holomorphic local
trivializing section w of L, defined on a contractible open set N ′ ⊂ N , and use
this fixed w to represent connections in L through complex-valued 1-forms Γ ,
as in Remark 3.1. The conditions listed in §23: J-invariance of the horizontal
distribution H, and a specific choice of the curvature form Ω, now mean that Γ is
of type (1, 0) (i.e., Γ (y) : TyN → C is complex-linear for every y ∈ N ′, cf. (3.7)),
and dΓ = −iΩ for a prescribed real-valued closed 2-form Ω of type (1, 1).
That a (1, 0) form Γ with dΓ = −iΩ exists on N ′ is clear as we may choose
a function ϕ : N ′ → R with iΩ = ∂∂ϕ, and set Γ = ∂ϕ. Any other such form
Γ˜ obviously equals Γ − dΦ, where Φ : N ′ → C is holomorphic. The connections
represented by Γ and Γ˜ thus are holomorphically equivalent, as the latter is the
image of the former under the bundle automorphism (over N ′), sending the section
w (chosen above) to w˜ = eΦw. Finally, a connection with the curvature form Ω
admits a parallel fibre metric 〈 , 〉, unique up to a constant factor, since 〈w,w〉 is
a positive C∞ function subject to the sole requirement that d log〈w,w〉 = 2ReΓ ,
the form ReΓ being closed due to real-valuedness of idΓ = Ω. A holomorphic
bundle automorphism as above, multiplied by a suitable real scale factor, will not
only identify the two connections, but also send one fibre metric onto the other.
§25. Appendix: Compact product manifolds with (0.1)
The examples described next are well-known, at least for m = 2 (cf. [22, pages
343 and 345 – 350] and [11]), and have an immediate generalization (see [12]) to
the case where M = N × S2 is replaced by a suitable flat S2 bundle over N .
Given an integer m ≥ 2 and a real number K > 0, let (M, g) be a product
Ka¨hler manifold whose factors are an oriented 2-sphere S2 with a metric γ of
constant Gaussian curvature K, and any compact Ka¨hler-Einstein manifold (N, h)
of complex dimension m − 1 with the negative-definite Ricci tensor r(h) = κh,
where κ = (3 − 2m)K. Treating our S2 as the sphere of radius 1/√K about
0 in a Euclidean 3-space V , let us choose τι : S2 → R to be the restriction to
S2 of any nonzero linear homogeneous function V → R. In other words, τι is an
eigenfunction of the spherical Laplacian for the first nonzero eigenvalue −2K (see
below). The quadruple M, g,m, τι, with τι viewed as a function on M constant in
the direction of the N factor, then satisfies (0.2). Specifically, the tensor field b
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on M given by b = 2(m− 1)∇dτι + τι r equals (3− 2m)Kτιg, which implies (6.2)
with n = 2m (and hence (0.1)), while ∆τι = −2Kτι (which gives (0.2)).
In fact, let τ˙ι = d[τι(x(s))]/ds for a fixed C2 curve s 7→ x(s) in a Riemannian
manifold (M, g) and a C2 function τι :M → R. By (2.4), τ˙ι = g(v, x˙), where x˙ =
dx/ds and v = ∇τι. Applying d/ds again, we obtain τ¨ι = g(∇x˙v, x˙)+g(v,∇x˙x˙). If
the curve is a geodesic, i.e., ∇x˙x˙ = 0, this becomes τ¨ι = (∇dτι)(x˙, x˙), by (2.5) with
u = w = x˙. The last relation, applied to our linear function τι : S2 → R and all
great circles in S2 with standard sine/cosine parameterizations s 7→ x(s), yields
∇dτι = −Kτιγ in (S2, γ), and hence also in (M, g) (where γ is identified with its
pullback to M). Thus, ∆τι = −2Kτι in both (S2, γ) and (M, g).
Finally, to see that b = (3 − 2m)Kτιg, note that the factor distributions in
M are r-orthogonal and ∇dτι-orthogonal, and hence b-orthogonal to each other,
while, as ∇dτι = −Kτιγ, the restrictions of ∇dτι, r and b to the N (or, S2)
factor distribution are 0, r(h) = (3− 2m)Kh and (3− 2m)Kτιh (or, respectively,
−Kτιγ, Kγ and (3− 2m)Kτιγ), which proves our claim.
According to Corollaries 9.3 and 13.2(iii), the quadruples M, g,m, τι, just de-
scribed all satisfy condition (a) in Proposition 22.1, and so, by Theorem 24.1, they
arise (locally, at points with dτι 6= 0) from the construction of §23, with Q as in
(i) of §23. More precisely, Q = g(∇τι,∇τι) is given by (19.1) with K as above,
α = 0, and some η ∈ (−∞, 0) depending on the choice of the linear function
V → R. In fact, we also have Q = γ(∇τι,∇τι) (the γ-gradient in (S2, γ)) and,
since ∇dτι = −Kτιγ in (S2, γ), (2.6.ii) and (2.4) applied to (S2, γ) (rather than
(M, g)) give dQ = −2Kτιdτι, so that Q+Kτι 2 is a positive constant, as required.
§26. Appendix: Be´rard Bergery’s and Page’s examples
Section 8 of Lionel Be´rard Bergery’s 1982 paper [2] describes a family of non-
Ka¨hler, Einstein metrics on holomorphic CP1 bundle spaces M in all complex
dimensions m ≥ 2, which includes the Page metric (see [20]) with m = 2. Every
metric g˜ in that family is globally conformal to a Ka¨hler metric g (see [2]), i.e.,
g˜ = g/τι 2 for some nonconstant C∞ function τι : M → Rr{0}. Our Theorem 24.1
now implies that locally, at points with dτι 6= 0, those g, τι may be obtained via
the construction in §23 (also for m = 2, since the additional assumption in (0.2)
happens to hold as well).
Instead of using Theorem 24.1, we will now verify the last statement directly, by
explicitly showing that Be´rard Bergery’s construction is a special case of ours.
By saying ‘special case’ we do not claim that the existence of the compact
manifolds found by Be´rard Bergery easily follows from our results. Our local ap-
proach ignores the boundary conditions necessary for compactness which, in Be´rard
Bergery’s construction, amount to a very careful choice of the pair λ, x in the ta-
ble below; in the exposition that follows, λ = η/m is arbitrary, and x does not
appear at all. (Be´rard Bergery’s choice of λ, x leads, when N is compact, to a
compactified version (M, g˜) of the Einstein manifold (M ′, g˜) described below.) For
compact manifolds that generalize Be´rard Bergery’s examples, see [13].
Since the original paper [2] is difficult to obtain, our account of Be´rard Bergery’s
examples follows their presentation in [3, Section K of Chapter 9, pp. 273 – 275].
It is described there how an Einstein metric g is constructed using a real variable
t, functions f, h, ϕ of t, and P of ϕ, an integer n, a rational constant written as
s/q, real constants l, λ, x, a Ka¨hler-Einstein manifold (B, gˇ), and a U(1) bundle
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over B with the projection mapping p. The symbols just listed are literally quoted
from [3]; our outline of the discussion in [3] employs different notations, consistent
with the rest of the present paper, and related to those in [3] as follows:
in [3]: g t f h ϕ P n s/q l λ x B gˇ p
below: g˜ s Ψ (1− ϕ2)1/2 ϕ P 2m q ℓ η/m (not used) N h π
Specifically, given an integer m ≥ 2, let P (ϕ) be the unique even polynomial in
the real variable ϕ with P (0) = 1 and d2P/dϕ2 = 2m(1−ϕ2)m−1. It follows now
that, for E, F as in (21.1) and any t ∈ Rr {0, 1},
(26.1) 2(1− 2m)E(0)P (ϕ) = (1− ϕ2)m[2E(t)− F (t)], where ϕ = (2− t)/t.
Namely, (1 − ϕ2)mF (t) = −4mϕ, and so (26.1) amounts to 2(1 − ϕ2)mE(t) +
4mϕ = 2(1 − 2m)E(0)P (ϕ), which one easily verifies by induction on m ≥ 1. In
fact, for any m ≥ 2, marking the dependence of E, P on m with a subscript,
we have Em(t) = 4(1 − ϕ2)−1Em−1(t) + 2(2 − 3/m)Em−1(0) and mEm(0)/2 =
(2m−3)Em−1(0) (which are simply the recursion formulae preceding (21.3)), while
(1 − 2m)Pm(ϕ) = (1 − ϕ2)m − 2mPm−1(ϕ), which is immediate from the obvious
expansion Pm(ϕ) = 1 + 2m
∑m
k=1(−1)k−1
(
m−1
k−1
)
(2k)−1(2k − 1)−1ϕ2k.
Next, let us choose a complex line bundle L over a Ka¨hler-Einstein manifold
(N, h) of complex dimension m − 1, with the Ricci tensor r(h) = 2mh, and a
C∞ connection in L, with a horizontal distribution denoted H, which makes some
Hermitian fibre metric 〈 , 〉 parallel and has the curvature form (Remark 3.1) equal
to 2mq times the Ka¨hler form of (N, h) (see (4.1)), where q is a fixed rational
number with 0 < q < 1.
It follows that L admits a structure of a holomorphic line bundle for which H
is J-invariant, J being the complex structure tensor on the total space. In fact,
one defines an integrable almost complex structure J on L by requiring that H
be J-invariant, and the projection π : L → N as well as all the fibre inclusions
Ly → L, y ∈ N , be pseudoholomorphic in the sense that their differentials at all
points are complex-linear; cf. [3, Remark 9.126(b), p. 275].
Finally, let ϕ be a function (0, ℓ)→ (−1, 1) of the real variable s ∈ (0, ℓ), with
some ℓ > 0, for which, writing ϕ′ = dϕ/ds we have, for a suitable constant η,
(26.2) (1− ϕ2)m−1[ϕ′ ]2 = (1− ϕ2)m + (2m− 1− η/m)P (ϕ) > 0 .
We also fix a positive function r of the variable s such that log r is an antideriv-
ative of 1/Ψ or −1/Ψ , i.e., dr/ds = ±r/Ψ(s), where Ψ = ϕ′/(mq). Thus, s 7→ r
is a C∞ diffeomorphism of (0, ℓ) onto a subinterval of (0,∞), which allows us to
treat ϕ as a function of r. The symbol r also stands for the norm function of 〈 , 〉,
cf. Remark 3.2, so that ϕ now becomes a function M ′ → R on a suitable open
connected subset M ′ ⊂ LrN of the total space of L (cf. (3.4)).
Any of Be´rard Bergery’s Einstein metrics g˜ is defined, on this M ′, so that
g˜ = (1−ϕ2)π∗h on H while g˜ = [ϕ′/(mqr)]2Re〈 , 〉 on the vertical distribution V,
and g˜(H,V) = {0}. According to Remark 26.1 below, our description of g˜ on V is
equivalent to that in [3], where the restriction γ˜ of g˜ to any fibre of L is defined
as in Remark 26.1, with Ψ depending on s as above, that is, Ψ = ϕ′/(mq).
Using a metric g˜ on M ′ thus obtained, let us now define real constants a, ε, c, κ,
functions τι, Q : M ′ → R, and a metric g on M ′, by setting a = −mq, ε = 1,
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c = 1/2, κ = 2m, as well as Q = τι 2[ϕ′ ]2 and g = τι 2g˜, where τι = ct and
t : M ′ → R is related to ϕ by ϕ = (2− t)/t. Thus, 1 − ϕ2 = 2ε(τι − c)/τι 2, and
so (26.1), (26.2) give (21.5) for A = 1 and some specific B,C, namely
(26.3)
Q
t− 1 = 1 +
(2m− 1)−1m−1η − 1
2E(0)
[2E(t)− F (t)].
Be´rard Bergery’s Einstein metric now has the form g˜ = g/τι 2, with (M ′, g) and
τι, Q : M ′ → R constructed as in §23, cf. Proposition 23.3; the function Q of the
variable τι used here is of type (iii) in §23, with a, ε, c, κ defined above.
Remark 26.1. In [3] the restriction of the metric g˜ to any fibre of L appears as a
metric on a cylinder, while in this presentation we explicitly define it on an open
annulus in the fibre. Equivalence of the two approaches can be seen as follows.
Let S1 be the unit circle centered at 0 in a one-dimensional complex vector
space V with a Hermitian inner product 〈 , 〉. Any positive C∞ function Ψ of the
real variable s, defined on an interval of the form (0, ℓ), gives rise to a metric γ˜
on the cylinder (0, ℓ) × S1 such that for each s ∈ (0, ℓ) (or, z ∈ S1), s 7→ (s, z)
(or, z 7→ (s, z)) is a γ˜-isometric embedding (or, a closed curve of γ˜-length 2πΨ(s),
with γ˜-constant speed).
The Riemannian surface ((0, ℓ)× S1, γ˜) then admits a canonical conformal dif-
feomorphism onto an annulus V ′ ⊂ V r{0}, centered at 0. In fact, any fixed norm-
preserving isomorphic identification V = C gives rise to the polar coordinates r, θ
in V and the corresponding Cartesian coordinates x = r cos θ, y = r sin θ. (This
θ is not related to θ in the preceding sections.) The standard Euclidean metric
Re〈 , 〉 on V then equals dx2+dy2 = dr2+r2dθ2, while γ˜ = ds2+Ψ2dθ2, where θ,
restricted to S1, serves as a local coordinate for S1. If we now choose a diffeomor-
phism s 7→ r of (0, ℓ) onto a subinterval of (0,∞) such that dr/ds = ±r/Ψ(s),
then γ˜ = (Ψ/r)2[dr2 + r2dθ2]. In other words, the push-forward of γ˜ under the
diffeomorphism (0, ℓ)× S1 → V ′ given by (s, z) 7→ rz (with r depending on s as
above) equals Ψ2/r2 times the Euclidean metric.
§27. Appendix: Further integrals of the system (10.1) – (10.4)
The system (10.1) – (10.4) has further interesting integrals: κ = (λQ + φY )/|φ|
and η = [µ + (m − 1)λ]Z2 + 2(2m − 1)[ψ + (m − 1)φ]Z −m(2m − 1)Q (with Z
as in Lemma 10.1), in addition to those listed in Lemma 10.1. In fact, wherever
φ 6= 0, (10.1) gives d[Y + λQ/φ]/dτι = 0 (i.e., dκ/dτι = 0). Similarly, for m ≥ 2,
(10.1) – (10.3.i) yield dη/dτι = 0 wherever λ 6= µ, as one sees evaluating dη/dτι
from (∗) in §10 and (10.1), and then replacing Z with 2(m− 1)(ψ − φ)/(λ− µ).
Geometrically, constancy of κ and η is related to Schur’s theorem for the Ricci
curvature, since they are proportional to the scalar curvatures of some Einstein
metrics: for κ, it is the metric h defined in the proof of Theorem 18.1, under
the assumption that τι satisfies (7.1) on a Ka¨hler manifold of complex dimension
m ≥ 3 and φ 6= 0 everywhere in M ′ (see Lemma 12.5, with Q, Y, s, φ, ψ, λ, µ
as in Lemma 11.1); while, in the case of η, it is the Einstein metric g˜ = g/τι 2
for M, g,m, τι satisfying (0.1) with m ≥ 3, or (0.2) with m = 2, since the scalar
curvature s˜ of g˜ equals 2η by (6.1) for n = 2m combined with Lemma 7.5(i),
where Y = ∆τι, and the equality Z = τι (cf. (10.3.iii) and Corollary 11.2).
¿From now on we assume that Q, Y, s, φ, ψ, λ, µ are C1 functions on an interval
I of the variable τι, satisfying, except for one subcase in (d), conditions (10.1) –
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(10.4) with a fixed integer m ≥ 2. Aside from that subcase, we set ε = sgn φ on
I and let c be the constant defined in Lemma 10.1. Then, for κ, η as above,
(a) εκ/2 equals (20.3), as one sees writing εκ = Y +λQ/φ and then replacing
Y, λ,Q by the expressions in (20.1).
(b) If c = 0, (20.4.i) and (a) give κ = εK, with K appearing in (20.4).
(c) η/m = −τι 2(τι−c)φ′′+[(m−1)τι−2mc]τιφ′+2(2m−1)cφ, with φ′ = dφ/dτι,
as one sees replacing Z in η by τι (cf. (10.3.iii)), and then using (20.1)
to express µ, λ, ψ,Q through φ, φ′, φ′′.
(d) Under the assumptions (10.1) – (10.4) and c = 0 (or, (10.1) – (10.3) and
φ = 0), our η coincides with the constant η in (20.4) (or, (19.1)), which
is immediate from (c) with c = 0 (or, respectively, the relation Z = τι, cf.
(10.3.iii), and the expressions for µ, λ, ψ, φ,Q in §19).
(e) Let c 6= 0 and let A,B,C be as in (21.5). Then, by (a) and the final part of
Remark 21.3, κ = εmA/c. On the other hand, η = (2m−1)m[A+BE(0)],
with E as in (21.1). In fact, by (c), η/m = cP[φ], where φ is treated as
a C2 function of the variable t = τι/c and, for any such function φ, we set
φ˙ = dφ/dt = cφ′ and P[φ] = −t2(t−1)φ¨+[(m−1)t−2m]tφ˙+2(2m−1)φ.
What we need to show is cP[φ] = (2m − 1)[A + BE(0)] for every φ in
the three-dimensional solution space V mentioned in Remark 21.3, with
A,B corresponding as in (21.5) to Q = 2(τι−c)φ, or, equivalently, P[φ] =
2(2m − 1)φ(0) for all φ ∈ V . This amounts to equality between two
linear functionals on V , which we can establish using the basis 1, E, F .
The functionals obviously agree on φ = 1. Also, (21.2) with F (0) = 0
(see (21.1)) yields R[φ] = 0 both for φ = E and φ = F , where R[φ] =
t(t − 2)φ˙ − Ξφ − 2(2m − 1)φ(0). Multiplying the equality R[φ] = 0 by
t(t−1)(t−2)−1, then applying d/dt, and noting that t(t−1)(t−2)−1Ξ(t) =
mt2−2(m−1)t+2+4/(t−2) and t(t−1)(t−2)−1 = t+1+2/(t−2), we
obtain a formula expressing −t2(t− 1)φ¨ through φ and φ˙. That formula
alone now easily gives P[φ]−R[φ]− 2(2m− 1)φ(0) = [1− 2/(t− 2)2]R[φ],
so that P[φ] = 2(2m− 1)φ(0) if φ = E or φ = F , as required.
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