The property of ionizing radiation in inducing early and late biological effects can be ultimately traced back to physical energy depositions at the cellular and sub-cellular scale. Such energy depositions proceed through electronic interactions giving rise to ionizations, thus disrupting the atomic or molecular structure of the absorber and producing chemical and biological damage. This is equally true when the primary particle traversing the biological structure is neutral: indirectly ionizing radiations (such as photons or neutrons) interact in such a way that their energy is transmitted accelerating directly ionizing secondary charged species[@b1].

Neutrons in particular undergo a large variety of nuclear reactions in the biological target[@b2], thus producing a mixed field of secondary charged particles. Nuclear reaction cross sections are strongly dependent on neutron energy, and so is the secondary particle field. Furthermore, since neutrons can be moderated in their interactions within the material, losing only part of their energy in a collision, the geometry of the receptor plays an important role: new reaction channels open when neutron energy changes, and different secondary particles can be produced at different depths in the target. To interpret the outcome of a radiobiological measurement of neutron effectiveness, it is therefore essential to take into consideration the characteristics of the exposure, namely: (i) neutron energy spectrum; (ii) how such spectrum is eventually modulated when neutrons traverse the biological target for given target dimensions.

In order to compare the effectiveness of different radiation qualities, the so-called Relative Biological Effectiveness (RBE) is introduced, traditionally defined as the ratio of the absorbed dose of a reference low linear energy transfer photon beam (as *e*.*g*. ^60^Co or 250 keV photons) to the absorbed dose of the test radiation type required to cause the same level of biological effect. RBE values obtained in radiobiological measurements depend on a large variety of factors, such as dose, dose-rates, investigated endpoint, and chosen experimental setups (*e*.*g*. cell lines for *in vitro* studies)[@b1].

Pooling together RBE data from different experiments lay at the basis of the establishment of radiation protection standards, namely radiation weighting factors w~R~, which are then used to convert the physical absorbed dose (Gy) into an equivalent dose (Sv). Such weighting factors are given, for simplicity, irrespective of endpoint, tissue, dose rate, mode and heterogeneity of the exposure. Values for w~R~ are agreed upon by international regulatory commission as the International Commission on Radiological Protection - ICRP, based on maximum RBE values at low doses, which in turn depend on the assumptions about the low-dose shape of the dose-response curves for the test and reference radiations. Given the underlying simplifying assumptions, ICRP clearly states that the w~R~ formalism has to be adopted only for radiation protection purposes, and not for individual risk assessment[@b3].

The main source for the evaluation of neutron radiation weighting factors is experimental RBE data from *in vitro* cell-killing, chromosome aberration studies and animal experiments. A description of experimental data concerning neutron RBE can be found in BEIR VII[@b4] and references therein. As an obvious consequence of the fact that the secondary particle field induced by neutrons varies with neutron energy, also neutron RBE depends on neutron energy, and this has been an important ingredient of successive review and corrections of adopted radiation protection standards over time. The most significant change in neutron w~R~ from ICRP Publication 60[@b5] to its reevaluation in ICRP Publication 92[@b6] stemmed indeed from the disregard of the much higher photon component of the neutron dose when low energy neutrons interact in a larger size receptor. Caution is therefore needed, when trying to extrapolate results for small receptors as mice to humans. More in general, radiation protection recommendations from international commissions are liable to change over time, following the essential efforts of the commissions to revise and include newly produced data. As a further example, an additional reduction of w~R~ for high energy neutrons (above 1 GeV) has also been introduced, from ICRP Publication 92 to ICRP Publication 103[@b3].

Another interesting lesson can be drawn when comparing the currently adopted ICRP[@b3] and U.S.NRC standards[@b7] for neutron weighting factors (referred to as quality factors in the US standard): despite the agreement on the maximal effectiveness for 1 MeV neutrons, the magnitude of this enhancement is different (established values are differing by a factor of two), and an additional increase in effectiveness is considered at energies around 20 MeV by U.S.NRC only. The established radiation protection standards therefore depend on the dataset adopted for the evaluation[@b8].

New experimental and theoretical efforts have been recently undertaken in the framework of the European project ANDANTE[@b9], with the overarching objective of determining values of RBE for neutrons for specific tissues and neutron energies. The context of the project is specifically the possible role of secondary neutrons in the induction of second primary neoplasms following particle therapy, especially for pediatric patients. It is clear that this issue demands a renewed and great attention to unravel mechanisms behind neutron biological effectiveness and its energy dependence.

It is also worthwhile to notice that, reviewing the literature, non-targeted effects in cellular responses to neutrons are debated, and no conclusive evidence exists to support or refute their existence[@b10][@b11]. However, once again, the strong dependence of energy depositions in the target on neutron field characteristics and target geometry clearly implies that no results on biological effectiveness or neutron induced bystander effects can be given unambiguously without a full description of the radiation field at the point of interest.

In the light of all this, a theoretical effort to trace back neutron biological effectiveness to first principles (as much as this is possible) seems highly desirable. In this work we couple the potential of two different modeling approaches, namely radiation transport and track structure calculations, in order to evaluate the biological effects of neutron exposures of tissue targets at cellular/sub-cellular level. The Monte Carlo code PHITS[@b12] is used to properly characterize on a microscopic scale the secondary charged particle field emerging from neutron interactions as a function of neutron energy and position in the receptor. Gathered information on the secondary particles are condensed into the most relevant quantities to be fed into the Monte Carlo code PARTRAC[@b13][@b14], which finally delivers the pattern of radiation induced cellular damages to nuclear DNA associated to the neutron field. Albeit not exhaustive of cellular endpoints, DNA damage is here chosen as a good indicator of radiation clustering properties and therefore of radiation quality. In particular, clustered DNA lesions, *i*.*e*. clusters of two or more lesions within few helical turns of the DNA, are used to quantify neutron effectiveness, their biological importance being well recognized within the radiation research community[@b15][@b16][@b17].

When neutron effects are compared to a chosen reference radiation field, the established simulation framework allows the evaluation of different energy dependent neutron RBE models. To our knowledge few RBE models for neutrons exist all together, from older applications to neutron therapy[@b18][@b19] up to recent neutron RBE for DNA damage induction[@b20], and the one here presented for clustered DNA damage induction is the first fully based on *ab-initio* calculations starting from physical interactions.

Methods
=======

Neutron Transport Calculations with PHITS
-----------------------------------------

The PHITS (Particle and Heavy Ion Transport code System, v. 2.52) code has been used to simulate the exposure of an ICRU44 soft tissue[@b21] spherical phantom (ICRU sphere geometry) immersed in an isotropic field of monoenergetic neutrons. PHITS is a multi-purpose Monte Carlo code dealing with particle transport (via continuous energy loss), collisions and decays (via reaction models and cross section data libraries). For neutron induced reactions below 20 MeV, PHITS was run in the so-called Event Generator Mode, thus delivering information on an event-by-event basis using the cross sections from Evaluated Nuclear Data libraries. For high energy neutrons (and other particles), the JAM4 and JQMD5 models are implemented to simulate particle induced reactions up to 200 GeV and the nucleus-nucleus collisions, respectively. Full details on the code can be found elsewhere[@b12].

The spherical phantom has radius R = 15 cm, intended to roughly reproduce the size of a human trunk[@b22][@b23]. We consider three different inner scoring regions with spherical shape and with equal radii r = 1.5 cm, but with centers positioned at different distances d with respect to the phantom center along a common diameter: the most internal scoring region is concentric to the phantom (d = 0 cm), the mid-depth one is at d = 7.5 cm and the most external is at d = 13.5 cm, touching the surface of the phantom. All quantities extracted from transport calculations are always given as a function of primary neutron energy, irrespective of how such energy is modified during the interactions in the phantom.

A complete set of information on the mixed field of secondary particles generated by neutron interactions in the scoring regions can be obtained with PHITS, as *e*.*g*. their energy differential fluence spectra, energy deposition, relative abundances, Linear Energy Transfer (LET) spectra, *etc*. In transport calculation such quantities are typically obtained on a macroscopic scale: the linear dimension of the three scoring regions in our simulation setup is 3 cm, and the computational expense of the simulation necessarily increases when going to smaller scoring regions, because of the reduced probability of energy deposition per source particle in a smaller volume. For the purpose of this work, a characterization of the radiation field at the cellular (and sub-cellular) scale is necessary: our aim is to use results of the transport code as input to the track structure model, where a single cell model is implemented as target of radiation action (see the section on PARTRAC for details). With this aim, our strategy was to first understand if the wealth of simulated data on the secondary particle field could be condensed in such a way that only few quantities, the most relevant for biological effects, could be fed into the track structure code. This is also a potential advantage if we want to establish a calculation framework which can be easily extended to other works and/or Monte Carlo codes.

To achieve all these objectives, we propose an approach based on:the use of the microdosimetric functions implemented in PHITS[@b24][@b25], which output probability densities of microdosimetric quantities in macroscopic matter. Such functions allow for a proper characterization of the stochastic energy deposition by radiation at the cellular and sub-cellular scale of interest, without increasing the computational time. In particular, the frequency f(y) and dose distribution d(y) of the lineal energy y are used. The lineal energy is defined as the ratio of the deposited energy in a sensitive site to the mean chord length of the site[@b26][@b27]. Distributions f(y) and d(y) give respectively the probability to find or the dose deposited by particles with a lineal energy between y and y + dy in the sensitive site;the simplifying assumption that the whole amount of data on the mixed field generated by neutron interactions can be condensed in two representative pieces of information for each of the secondary charged species, namely: their relative contribution to the total neutron dose; and a single indicator of their clustering properties in terms of energy transfer per path length, which is known to be correlated to radiation induced cellular effects[@b1]. This latter (as it will be described later in detail) is the first moment of the d(y) distribution, referred to as the dose-mean lineal energy ȳ~D.~ The sensitive site is chosen to be a sphere with diameter 1 μm, roughly corresponding to the linear dimensions of chromosome domains. The dose-mean lineal energy in target sizes of 1 μm (or smaller) is assumed to be correlated to biological effectiveness for many cellular endpoints[@b28][@b29][@b30]. Only these two parameters per secondary species are needed from transport calculations to fully deduce neutron biological effectiveness as a function of their energy. Even if not explicitly taken into account, ȳ~D~ values for all species together with their dose contributions also enter in the definition of a single ȳ~D,n~ for the neutron field. This will also be given and used to quantify neutron effectiveness in a first reference calculation.

PHITS microdosimetric functions have been tested comparing results for ȳ~D~ to results for the dose average LET values calculated in the corresponding macroscopic regions: despite the difference in the definition of the two quantities, dose averaging yields compatible numerical values. This leads to the conclusion that the dose-mean lineal energy extracted from PHITS is representative of linear energy transfer averaged over the nuclear volume, which will be extracted from PARTRAC (see the following section).

PHITS simulations were run for primary neutron energies in the range 10^−5^--10^3 ^MeV, covering the typical energy range in which radiation protection factors are given. Going to even lower energies, down to thermal neutrons, we verified that no significant differences can be found in terms of the secondary charged particle induced field, both for the relative dose contributions of secondary charged species and for their linear energy transfer on a micrometric scale. Theoretical arguments supporting this finding are given in the Results section. This has also been verified by calculations not included in this work. Results are always obtained with a statistics of at least ten million neutrons per run (10^4^ neutrons per batch per 10^3^ simulation batches), and averaged over up to 5 runs when energy deposits are low (for E~n~ ≤ 0.1 MeV), in order to reduce statistical fluctuations. Calculations can be performed on a standard PC (2.2 GHz in our case), with a maximal duration of 48 hours per run. Errors on quantities from a single run are standard deviations among results for each batch, as given by the code. Errors in case of run repetitions are standard deviations among results for different runs. In this way, relative errors are always kept under few per cent (with errors up to tens of per cent only when the dose contribution of a specific type of particle is very low, *i*.*e*. the corresponding reaction channel has a very low cross section). Simulations for the reference photon field for the evaluation of neutron RBEs were run with the same setup, scoring field characteristics in the most external scoring region. The spectrum of X-rays generated by a Xstrahl-200 machine has been used (220 kV field, 2 mm Cu filter)[@b9].

Track Structure calculations with PARTRAC
-----------------------------------------

PARTRAC[@b13][@b14] is a well established biophysical Monte Carlo code allowing the simulation of radiation track structure up to the evaluation of different types of cellular damage as a function of radiation quality (photons and charged particles) and dose. In particular, physico-chemical processes leading to DNA damage (direct and indirect, through radicals) can be simulated when particles traverse the cell model implemented in the code, which contains a realistic description of the human genome. The PARTRAC code was recently upgraded in order to properly deal with interaction cross sections for full slowing down ions[@b31].

In this work, the sensitive target for secondary charged particles accelerated by neutrons is chosen to be the whole genome of a human fibroblast in its G~0~/G~1~ state, with levels of organization ranging from DNA double helix in atomic resolution up to chromosomes. The cellular nucleus is modeled as an ellipsoid with axes of 20, 10.6 and 5.4 μm respectively along the x, y and z axes. The cytoplasmic compartment is a rectangular box containing the nucleus. Simulations of single-cell irradiation were performed for secondary charged species found in the mixed field, in a wide range of initial energy (0.0625--64 MeV/u). Calculations were run with two different geometries: in the first case, when the initial energy is such that the particle can traverse the cell nucleus in all its thickness along z, the source region is a grid of (5 × 3) pixels, each of which has a surface of 16 μm^2^. The grid is positioned at a fixed distance of 0.3 μm along the z-axis below the nuclear surface. In each of the simulation run, a particle is emitted upwards from a random point in each of the pixel, so that the overall particle fluence is of 0.0625 particles/μm[@b2]. As for the estimator of linear energy, the linear energy transfer (LET) over the microscopic nuclear volume can be derived from the equation:where D is calculated from the scored energy deposit in the cell nucleus in the simulations. In the second case, when the energy is too low and the particles would stop in the nucleus on their path along z, we have calculated DNA damage resulting from particles emitted isotropically with starting points randomly distributed in the cellular volume (at a fixed starting point density of 0.008 μm^−3^). In this case [equation (1)](#eq1){ref-type="disp-formula"} does not provide a useful indicator of the linear energy transfer, and a better one is simply given by the initial energy of the particle divided by its track length. It is worth noting that linear energy transfer indicators obtained from track structure calculations are different in their definition from the dose-mean lineal energy derived for secondary species in transport calculations, even if the paths travelled in the nucleus are of few μm. However, as mentioned, dose averaging evens out such difference, and ȳ~D~ values from PHITS can be matched to LET values from PARTRAC.

Cell irradiations with the chosen reference photon field for the evaluation of neutron RBEs were also simulated. The spectrum of X-rays generated by a Xstrahl-200 machine has been used (220 kV field, 2 mm Cu filter)[@b9].

Results on DNA damage presented in this work are always obtained with a statistics of at least 64 runs and given as averages for a dose delivery of 1 Gy per cell nucleus and as a function of particle LET. Calculations were performed in parallel for 12 runs on our local 12 2.4 GHz CPU server, with a maximal duration of 72 hours per 12 runs, depending on input parameters for ion energy and starting points. We score both the overall yield of DNA fragments shorter than 30 bp (complex lesions[@b23]) and DSB clusters, namely the number of lesions containing at least two DSBs within a distance shorter than 25 bp[@b14][@b32]. Errors on the yields of short DNA fragments are calculated assuming a Poisson counting for the overall statistics. Errors on DSB cluster yields per run are obtained as standard deviations among results for different runs. The standard deviations among doses to the nucleus in different runs are also calculated, and error propagation is used to account for variations in the damage yield per Gy.

Results
=======

A phenomenological indicator of biological effectiveness for a mixed field
--------------------------------------------------------------------------

In this section we start using PHITS to quantify neutron effectiveness based on lineal energy without recurring to an explicit characterization of the neutron induced mixed field. This will serve as reference, once results on the secondary charged particle field are introduced. The value of the lineal energy for indirectly ionizing radiation is derived from energy depositions of the secondary charged products. Information carried by the dose distribution d(y) can be condensed in the first moment of the distribution, referred to as the dose-mean lineal energy ȳ~D~:

The ȳ~D~ quantity is the lineal energy with which, on average, the dose is delivered by radiation in the site of interest. If we forget about the variety of species accelerated in the mixed field, a single value of ȳ~D~ can be defined. Such value depends on the dose distributions of the lineal energy for all species in the field and on their relative contribution to the total dose. The global d(y) distribution necessarily possesses a complex structure, potentially with Bragg peaks at different y values arising from particles of different types stopping in the scoring volume. The first moment of d(y) loses therefore its power of condensing the information carried by the overall distribution. Results for neutron ȳ~D,n~ as a function of their initial energy in our modeling setup are shown in [Fig. 1a](#f1){ref-type="fig"} for the three scoring regions in the spherical phantom. For the most external region (*outer*), where the actual neutron energy is close to the nominal primary energy value, a double peaked structure is observed: ȳ~D,n~ reaches maximal values with respect to neighboring energies for neutrons of about 1 and 20 MeV. For deeper regions in the phantom (*intermediate* and *inner*), lower energy neutrons are easily moderated and the resulting lineal energy of the mixed field is decreased. In the higher neutron energy range, ȳ~D,n~ reaches values higher than 100 keV/μm ([Fig. 1a](#f1){ref-type="fig"}). Such high values can be reached only by low-energy ions with Z \> 2[@b33][@b34], which means that slow recoiling nuclei or nuclei produced in nuclear reactions have an important weight in determining the overall dose-mean lineal energy. However, at such high linear energy transfer, a decrease in biological effectiveness can be measured for survival-related endpoints: a lowest fraction of cells survives when hit by high LET radiation, and the risk per irradiated cell therefore decreases (overkill effect). Also, a smaller number of cells is affected by radiation per unit dose, since a larger energy is deposited to hit cells, and averaging across the whole cell population is misleading. This can be taken into account, at least phenomenologically, introducing the saturation-corrected dose-mean lineal energy y\*[@b28][@b35]:where the saturation parameter y~0~ can be fixed to a value equal or higher than 100 keV/μm, thus reducing the weight of higher y component in the field. The quantity y\* can be used as an indicator of biological effectiveness. Results for y\* as a function of neutron energy and position in the phantom are given in [Fig. 1b--d](#f1){ref-type="fig"}, for y~0~ = 100, 150 and 200 keV/μm. As a consequence of the saturation correction, the magnitude of the increase of lineal energy for neutron energies around 20 MeV is largely reduced, the more the higher is the chosen value for the saturation parameter. The position of the peak of maximal effectiveness is found at 1 MeV when such nominal neutron energy corresponds to the actual one in the scoring region (*outer*), and it is shifted to higher energies for deeper-seated targets.

Reaction mechanism interplay in determining secondary particle contributions to the neutron dose
------------------------------------------------------------------------------------------------

The first piece of information to be extracted from neutron transport calculations in order to fully characterize the secondary particle field is the relative contribution of accelerated species to the total neutron dose. In our calculations, only secondary charged species are considered: the photon component of the neutron dose is scored as energy depositions of the tertiary electrons accelerated by the photons. Results on the secondary particle contributions to the neutron dose are discussed in this section with explicit reference only to the dominant reaction mechanisms. A detailed discussion of the wealth of possible reactions is beyond the scope of this work.

For a given particle species, the total dose can be easily computed as the integral of the dose distribution of the lineal energy d(y~s~) over the explored lineal energy range. The relative contribution is obtained further normalizing such integral to the corresponding one for the overall neutron d(y~n~). In [Fig. 2](#f2){ref-type="fig"} this is shown as a function of neutron energy and position in the phantom for C, N, O nuclei, electrons, protons (H nuclei), deuterons and α particles. Not included in the analysis are species (tissue elements) with atomic number Z \> 8, whose contribution is very low: only for the highest neutron energies such species contribute up to few per cent to the total dose (*e*.*g*. \~3.5% for neutron energy of 100 MeV). The highest energy range for neutrons might deserve a dedicated investigation also for the possible induction of other reaction process (as π/EM cascades), when studying the effects of accelerated neutrons in the space radiation environment[@b36][@b37].

Over the whole neutron energy range the largest fraction of deposited dose is either due to electrons arising from photon interactions or due to secondary protons. When dominant, the electron component stems from the 2.2 MeV photons emerging from neutron capture processes on target H nuclei. A deuteron is formed as a result of the capture, and a photon is emitted carrying the energy gained in binding (p(n, γ)d in the common notation of nuclear reactions). Such photons further accelerate electrons, which are responsible of energy deposition to the target. Neutron capture cross section on target protons decreases with increasing neutron energy, as it is evident in the drop of the electron dose. The primary neutron energy at which this happens depends on the depth of the scoring region in the phantom, and it is lower for the most external scoring region (panel c), when only part of the neutrons has the chance to be moderated down to energies where the capture process is always dominant. Deuterons are the recoiling products of neutron capture reactions: their dose contribution is several orders of magnitude lower, and drops down in the same way as the electron component. After the drop, new reaction channels open with increasing neutron energy, either photons (electron dose) or deuterons can be newly produced, and the corresponding dose contributions rise again (see in the following for details on possible reaction mechanisms at higher neutron energies). Always at low neutron energies, when the electron component of the neutron dose is dominant, the small proton component is largely due to ^14^N(n,p)^14^C capture processes: the proton and the carbon nucleus are accelerated sharing the gain in energy of 626 keV. At neutron energies below 10^−5 ^MeV down to thermal neutrons, no significant differences are expected for the induced secondary charged particle field: no-threshold neutron capture reactions on target H and N nuclei are largely dominant, the cross sections for such reactions are evaluated to increase with decreasing neutron energy in such a way that their ratio is constant, and their relative dose contribution to the total neutron dose will also stay constant.

At higher neutron energies, recoiling protons largely dominate the neutron dose: out of nuclei present in the traversed tissue protons (H nuclei) can acquire the maximal energy in a single collision with a neutron, since the maximal energy transfer is given by:where E~n~ stands for the incoming neutron energy and m~n~ and m~t~ are the neutron mass and the target nucleus mass, respectively. Heavier tissue elements also contribute to energy deposition, their weight becoming higher as neutron energy increases. The importance of different heavier species is governed by several factors:their relative abundance in the tissue, since more abundant species are most likely to be hit by a neutron and acquire recoil energy;the cross sections for inelastic collisions with neutrons. An inelastic collision leaves the target in an excited state, and decay products will further deposit their energy;the onset of nuclear reactions at neutron energies higher than thresholds dictated by energy conservation for each possible target (*e*.*g*. approximately 10, 1 and 5 MeV for collisions with C, N, O targets[@b38]). As an example of such reactions, the neutron might be absorbed by the target nucleus, and the fused system will have enough energy available (from the kinetic energy of the neutron and from the gain in binding energy) to emit photons or particles. In alternative, the hit target might fragment without any intermediate fused system being formed. Generally speaking, the specific outcome of a nuclear reaction is determined by reaction channel branching ratios, obeying to conservation and statistical laws. As a result, fragments with charge different than the reaction target can be produced, as *e*.*g*. α particles. As can be seen from [Fig. 2](#f2){ref-type="fig"}, the α component of the dose appears only as the neutron energy increases in our calculations. The energy at which this happens is specifically determined by energy thresholds for possible (n, α) reactions on different tissue targets.

As mentioned, the actual energy dependence of neutron induced reactions is masked when scoring regions deep inside the phantom are considered (panels a and b in [Fig. 2](#f2){ref-type="fig"}), as neutrons reaching such targets might have lost part of their energy in a previous interaction. This is also dependent on neutron energy, and it is true in particular for those energies at which the neutron mean free path is shorter than the path neutrons have to travel in tissue to reach the scoring volume.

A detailed study of energy depositions of secondary species
-----------------------------------------------------------

The dose distribution of the lineal energy can be calculated for each of the secondary charged species present in the mixed field. The sum of such components, weighted by the relative dose contribution, gives the overall neutron d(y~n~). A dose-mean lineal energy can be attributed to each species s: the first moment ȳ~D,s~ is an excellent parameter to characterize a single peak lineal energy distribution d(y~s~). Results for ȳ~D,s~ are shown as a function of neutron energy and position in the phantom in [Fig. 3](#f3){ref-type="fig"} for all considered secondary species.

As it is evident at a first glance, for neutron energies below around E~n~ = 1 MeV, secondary protons are characterized by a high and almost constant value of ȳ~D~. Such value stays high up to around 1 MeV neutron energy, and then decreases as the neutron energy further increases. In the lower neutron energy range however, the dose contribution by protons is very low, hence such a high value of the proton lineal energy does not lead to a high overall ȳ~D,n~. When the proton dose contribution increases, ȳ~D,n~ also gets to a higher value, before starting to decrease again, this time because of the decrease in proton lineal energy itself (*i*.*e*. the acceleration of higher energy protons). This is the origin of the first peak of the overall neutron ȳ~D,n~ reported in [Fig. 1a](#f1){ref-type="fig"} as a function of neutron energy[@b23]. The second peak observable in the overall lineal energy of the mixed field can be attributed to the rapid increase of ȳ~D~ for heavier nuclei (C, N, O), together with their increasing weight in the neutron dose for neutron energies above 1 MeV. Electrons are always characterized by a constant and rather low dose-mean lineal energy, independently on their mechanism of production. Deuterons have a constant and low ȳ~D~ when they are the recoiling products of neutron capture reactions on H nuclei (for low neutron energies), while they can explore a wider range of lineal energies and reach higher ȳ~D~ values when produced via other reaction mechanisms, given the wider energy range in which they can be accelerated and possibly stopped in the target. The α component is present only for neutron energies above their production thresholds. Emitted α particles have, from their appearance on, a decreasing ȳ~D~, as more energy is available in the reaction when the neutron energy increases and they can be accelerated to higher kinetic energies (*i*.*e*. lower stopping power and hence lower lineal energy values).

DNA damage calculations as a function of linear energy transfer
---------------------------------------------------------------

Results of DNA damage obtained with PARTRAC for charged species are given as damage yield per unit Gy per cell as a function of linear energy transfer. Damage is scored both in terms of the yield of DNA fragments shorter than 30 bp and of DSB clusters (see Methods section for the definition).

In [Fig. 4a](#f4){ref-type="fig"} we show the yield of DNA fragments shorter than 30 bp. The number of fragments (a possible measure of the complexity of DNA damage) becomes higher as the LET increases (or, equivalently, the initial energy goes down). Different ions at the same LET induce damage of different complexity, which is related to the energy of secondary electrons: from the Z^2^/β^2^ dependence of LET (where β is the ratio of particle velocity to the speed of light), the same linear energy transfer for ions of different charge implies that the heavier one has a higher velocity. The velocity of secondary electrons is mainly determined by the velocity of the primary ions; faster ions produce secondary electrons of higher energies. Therefore, when comparing ions of different charge but at the same LET, the faster one undergoes fewer interactions per unit track length, but with a higher energy expense per interaction. This increase in the ion mean free path results in a reduced probability of damage clustering. After the maximum LET value, particle tracks become shorter enough to be fully contained in the cell nucleus and the corresponding damage is found to be lower. Despite having the same LET, two particles at the proximal and distal edge of the Bragg peak have different velocity, they might have different charge state (charge pick-up processes come at play for slow ions) and they therefore have very different track structures. Differences in radial dose distributions, mean free path of interactions and energy deposit per interaction again translate into different complexity of the DNA damage. As a consequence, lines connecting simulation points show hooks, and, at least for heavier ions (C,N,O), a fragment yield cannot be unambiguously associated to a given LET value. In principle, as it will be discussed later, this prevents the coupling to neutron transport based on a linear energy transfer indicator. However, analytic functions approximating the yield of fragments as a function of LET can be given for each species, even if this necessarily introduces an error associated to the neglected dependence of such yield on particle energy, in particular for the heavier nuclei. In this work, fragment yields have been fitted by:where a~p~ and n~p~ are fit parameters depending on particle type. Best fit curves are shown in [Fig. 4b](#f4){ref-type="fig"}.

In [Fig. 5a](#f5){ref-type="fig"} we show the yield of DSB clusters as a function of LET. At difference with the total number of fragments, the yield of clusters include the information on the spatial distribution of damage: following the definition, a cluster contains a minimum of two DSBs in a distance shorter than 25 bp, which gives a single DNA fragment shorter than 30 bp, up to many DSBs and a corresponding high number of fragments when it is induced by a densely ionizing ion track. For light ions results closely follow the trend of the fragment yield, with average cluster multiplicity (*i*.*e*. number of DSBs in the lesion) close to 2 for protons and α's. For heavier nuclei instead, the number of clusters starts decreasing before the maximum LET is reached. As we understand comparing [Figs 4a](#f4){ref-type="fig"} and [5a](#f5){ref-type="fig"}, when the energy becomes lower the damage becomes more spatially localized. The interesting feature we observe in DSB clusters vs. LET trends is that a damage can now be associated to a single LET value without (or, rather, with a reduced) ambiguity related to the particle energy under consideration. This means that differences in the complexity of damage induced by two particles with the same LET but at the proximal and distal sides of the Bragg peak are hidden. As a consequence, simulation points can be very well fitted with analytical functions, once a factor is introduced for heavy ions to take into account damage clustering:where A~p~, N~p~ and B~p~ are fit parameters depending on particle type, while the simple power law dependence of [equation (5)](#eq5){ref-type="disp-formula"} (two parameter fit) can still be used for proton and α induced damage. Best fit curves are shown in [Fig. 5b](#f5){ref-type="fig"}.

Coupling of transport and track structure calculations
------------------------------------------------------

In order to couple the results on the secondary charged particle field induced by neutrons to DNA damage evaluated by means of track structure calculations, we follow the calculation scheme of [Fig. 6](#f6){ref-type="fig"}: once that a dose-mean lineal energy ȳ~D\ s~ is associated to a given species *s* in the secondary field, the type of damage under investigation induced by *s* particles per unit dose per cell at the same linear energy transfer is scored using best fit analytical functions from [equation (5](#eq5){ref-type="disp-formula"}) or ([6](#eq6){ref-type="disp-formula"}). This damage is further weighted with the relative dose contribution of *s*: this converts the dose of 1 Gy into the corresponding fraction of the neutron dose delivered by secondary *s* particles. The damage is therefore now given as *s* - induced damage per unit neutron dose per cell. When this is done for all secondary species, damages can be summed up thus obtaining the overall neutron induced DNA damage per unit dose per cell. Deuteron induced damage as a function of LET is the same as for protons. Electron damage at their almost constant LET is also calculated with the proton curve at the same LET value (highest energy protons). Errors on final damage yields are obtained taking into account errors on relative dose contributions of secondary species as calculated by PHITS.

Neutron induced DNA fragment production and DSB cluster induction are given respectively in the two panels of [Fig. 7](#f7){ref-type="fig"} as a function of neutron energy and for the different scoring regions. Predictions on neutron induced DNA fragment yields are necessarily affected by the fact that [equation (5)](#eq5){ref-type="disp-formula"} does not offer a fully suitable replacement for simulated data of charged particle induced DNA fragment yields vs. LET, as shown in [Fig. 4](#f4){ref-type="fig"}. Conversely, looking at [Fig. 5](#f5){ref-type="fig"}, we can conclude that the approximation introduced by the use of [equation (6)](#eq6){ref-type="disp-formula"} does not have a significant impact on the predictions of neutron induced DSB cluster yields. In both cases, two regions of maximal effectiveness in damage induction are found, for neutron energies of about 1 and 20 MeV, respectively.

Slow secondary protons are mostly responsible for the maximal effectiveness of neutrons at energies around 1 MeV[@b23]. On the contrary, damage induction by heavy nuclei dominates the effectiveness in the second peak, for E~n~ \~ 20 MeV. When switching from fragment yield to DSB cluster as endpoint (hence when spatial clustering of damage comes at play), the height of the second peak is greatly reduced. This illustrates that the overall shape (peaks, heights) of neutron effectiveness depends on the type of damage under consideration, and how that evolves with LET.

The dependence on where the secondary field is evaluated (hence on the receptor geometry) also emerges clearly from the comparison of data for the three scoring regions. For the outer volume (low neutron moderation) neutron energy in the volume is closer to nominal neutron starting energy, which means that the corresponding damage can be associated to a local evaluation of neutron energy throughout an exposed target.

Evaluation of neutron RBE from saturation-corrected dose-mean lineal energies and DSB cluster induction
-------------------------------------------------------------------------------------------------------

As mentioned, for the radiation quality under investigation, a RBE (Relative Biological Effectiveness) value is conventionally defined as the ratio of the dose of a reference radiation to the dose of the test radiation inducing the same effect. RBE values are therefore a measure of effectiveness related to a specific biological endpoint.

In the simulation framework established in this work, neutron RBE values can be obtained with different sets of results. We present in this section neutron RBE values obtained from saturation-corrected dose-mean lineal energies and from DSB cluster induction. For the evaluation of RBE we always use quantities calculated for the most external scoring region of the tissue phantom, where neutron energy in the region is closer to nominal neutron starting energy for an external irradiation. Neutron RBE results for the most internal and mid-depth scoring regions as a function of primary neutron energy are included as [Supplementary Material](#S1){ref-type="supplementary-material"}. For the reference photon field we have used the X-ray spectrum generated by a Xstrahl-200 machine (220 kV field, 2 mm Cu filter)[@b9].

The saturation-corrected dose-mean lineal energy introduced with [equation (3)](#eq3){ref-type="disp-formula"} has been frequently used as an indicator of biological effectiveness. In this work, when using transport calculations only, the phenomenological saturation correction allows us to neglect explicit consideration of the neutron induced charged particle field. If we assume a correlation between such indicator for neutrons relative to photons and the corresponding enhancement in biological effect, the RBE is simply given by the ratio of neutron y\* to the corresponding saturation-corrected dose-mean lineal energy value for photon irradiation. This can be done at all neutron energies, then obtaining an energy dependent neutron RBE model. Results shown in [Fig. 8a](#f8){ref-type="fig"} are obtained dividing y\* of [Fig. 1](#f1){ref-type="fig"} (panels b, c and d for different choices of the y~0~ value) to the y\* value obtained in the photon irradiation of the phantom simulated with PHITS.

Thanks to the approach for coupling transport and track structure calculations proposed in this work, a neutron RBE model can also be obtained using DNA damage induction: PARTRAC easily allows the evaluation of photon induced DNA damage. Under the assumption of the linearity of the chosen DNA damage endpoint with dose, neutron RBE can be extracted from the evolution of the measured endpoint as a function of neutron energy, divided by a measure of the endpoint following exposure to the photon reference field. This is assumed to be true for the DSB cluster endpoint, since the probability of two particle tracks cooperating in inducing damage on such a short genomic length is very low, and the final yield of DSB clusters ultimately depend on the number of tracks traversing the cell nucleus, which is in turn linearly correlated to the dose. The energy dependent neutron RBE for DSB cluster induction can therefore be obtained as the ratio of the yield of clusters following neutron irradiation to the yield of clusters following photon irradiations. This is shown in [Fig. 8b](#f8){ref-type="fig"}.

The substantial agreement between the mechanistic model based on clustered DNA damage induction and the phenomenological model based on y\* (when an appropriate value for y~0~ is chosen) can be seen as offering a justification and independent validation of this latter. This is further discussed in the next section. For both approaches, obtained RBE values are plotted together with current standards for radiation weighting factors for a qualitative comparison, as also commented in detail in the Discussion section.

Discussion
==========

An *ab-initio* approach to trace back the origin of neutron biological effectiveness as a function of energy is presented in this paper. The coupling between neutron transport calculations performed with PHITS and track structure calculations up to DNA damage induction performed with PARTRAC delivers the pattern of neutron induced DNA damage as a function of energy and at different depths in an ICRU44 spherical tissue phantom immersed in an isotropic monoenergetic neutron field.

At first, the correlation between the evolution of neutron dose-mean lineal energy and their effectiveness as a function of energy is explored, without explicitly taking into account the mixed nature of the secondary particle field and without recurring to track structure modeling. Neutron ȳ~D,n~ has a maximum around 1 MeV, where we expect neutron maximal effectiveness from RBE data and weighting factor standards, but then it becomes even higher for higher neutron energies, because of the important contribution in dose and corresponding weight for lineal energy of heavy nuclei as C, N, O in the secondary field ([Fig. 1a](#f1){ref-type="fig"}). A phenomenological saturation correction with saturation parameter y~0~ in the range 100--200 keV/μm can be applied to lineal energy distributions in order to take into account the so-called overkilling effect in survival-related RBE, thus obtaining the so-called saturation-corrected dose-mean lineal energy ([Fig. 1b--d](#f1){ref-type="fig"}), which can be used as an indicator of biological effectiveness and which will be further used to extract a possible RBE model.

The secondary charged particle field induced by neutrons is then characterized in terms of relative dose contributions of different species to the total neutron dose ([Fig. 2](#f2){ref-type="fig"}) and their corresponding dose-mean lineal energies ([Fig. 3](#f3){ref-type="fig"}). We discuss in detail how such quantities vary as a function of neutron energy and location in the receptor, which can be traced back to the interplay of different reaction mechanism (neutron cross sections) and chances of neutron moderation in the target.

DNA damage evolution with linear energy transfer is predicted with PARTRAC and it is found to vary for different types of damages (as short DNA fragments or DSB clusters) and for different radiation qualities. For the considered species, the yield of short DNA fragments keeps increasing up the maximal LET and then it is decreased for particles below their maximal stopping power (see [Fig. 4](#f4){ref-type="fig"}). On the contrary, when spatial distribution of DNA damage is taken into account, the yield of DSB clusters induced by heavier ions as C, N, O starts decreasing as a function of LET before the maximal LET is reached ([Fig. 5](#f5){ref-type="fig"}). In both cases hooks in the curves connecting simulation points of damage vs. LET appear at the distal end of the Bragg peak. Analytical functions describing damage evolution as a function of LET can be introduced, at the price of ignoring the ambiguity of two different starting energies giving rise to energy depositions with the same LET. For DSB cluster induction, however, this ambiguity is negligible, and LET is a good indicator of damage over the full range of initial energies.

Within the proposed approach, the calculation scheme of [Fig. 6](#f6){ref-type="fig"} is finally adopted for the evaluation of neutron induced DNA damage using damage induction by secondary species (at LET values dependent on neutron energy), further weighted by their corresponding contribution to the total neutron dose. Evolution of neutron induced DNA damage endpoints with neutron energy necessarily depends on the evolution of the same endpoint as a function of LET for secondary charged particles ([Fig. 7](#f7){ref-type="fig"}). In particular, the DSB cluster yield for charged particles shows a rise and fall as a function of LET similar to what is observed in typical RBE vs. LET curves for cell survival and related endpoints, showing overkilling effects. The yield of DSB clusters therefore correlates with cell survival for irradiation with charged particles, and, as a consequence, this remains true when neutron induced DSB clusters are obtained as a result of the coupling.

In order to compare the results of the simple phenomenological approach using y\* as an indicator of effectiveness and of the full *ab-initio* approach for the evaluation of neutron induced DNA damage we finally give two possible RBE models.

A tentative neutron RBE is simply obtained dividing neutron y\* by the corresponding value for a photon exposure of the phantom, always simulated with PHITS. This RBE model is by construction phenomenological, since it needs as an input from the systematics the saturation parameter y~0~. Resulting RBE values depend on the choice of this saturation parameter and on the *a priori* knowledge of the dependence of survival related RBE on linear energy transfer. Possible values for three different choices of y~0~ = 100, 150 and 200 keV/μm are collected in [Fig. 8a](#f8){ref-type="fig"}. As the saturation parameter is increased, RBE values become higher and the second peak becomes more evident.

By the adoption of the approach proposed in this work instead, the neutron RBE model for DNA damage induction (damage yield by neutrons divided by damage yield by photons, obtained with PARTRAC) fully grounds on the results of this mechanistic study, starting from physical interactions. RBE values for DSB cluster induction are given in [Fig. 8b](#f8){ref-type="fig"}. To our knowledge, this is the first neutron RBE model for DNA damage induction with *ab-initio* calculations starting from physical interactions.

As it can be seen comparing the results of the two models, substantial agreement is found between the purely mechanistic and the phenomenological approach, when an appropriate choice for y~0~ is made. The RBE model based on clustered DNA damage induction therefore offers a justification of the phenomenological approach, besides offering information on neutron induced DNA damage. Such information can be useful *per se*, as input for further modeling and experimental benchmark of modeling results with measurements of radiobiological endpoints. Predictions of neutron RBE obtained with the two models presented in this work can indeed be tested against results of radiobiological measurements, once a software replica of the experimental setups is obtained, including the relevant information on the secondary charged particle fields induced in the exposed biological samples[@b39].

In both panels of [Fig. 8](#f8){ref-type="fig"} we also report for a qualitative comparison current standards for radiation weighting factors. Even if a quantitative comparison is not our aim, weighting factors are agreed upon by regulatory commissions on the basis (among other information, when available) of experimental studies on RBE. They provide therefore a useful term of comparison for RBE models proposed in this work. From the comparison we can conclude that simulated RBE values show rises and falls as a function of neutron energy in a coherent way with radiobiological datasets used for w~R~ evaluation. Absolute values are found to be close to ICRP and US.NRC standards, and generally intermediate between the two standards in the region of maximal effectiveness around 1 MeV. The importance of the second peak, for neutron energies around 20 MeV is also put in evidence: cells exposed to neutrons of similar energies would need to survive a highly complex DNA damage, which implies a relatively higher risk of misrepair and future transformation per surviving cell. The successful qualitative comparison of our RBE model predictions to neutron w~R~'s confirms the well-known important role for clustered DNA damage in driving the biological effectiveness[@b15][@b16][@b17], with the understanding that the overall response to the radiation insult depends on a variety of factors at the cellular/tissue/organ level, and that is hardly conceivable to model it with a purely mechanistic approach. Dedicated radiobiological measurements can be foreseen to highlight *e*.*g*. differences in how different tissues cope with the same initial damage following neutron exposures as predicted by our RBE models[@b39].

To conclude, the *ab-initio* approach presented in this work accomplishes the ambition of tracing back the origin of neutron biological effectiveness as a function of energy to physical interactions, choosing DNA damage as a representative endpoint of cellular effects. This work brings together the potential of transport calculations of neutrons through matter and of biophysical models predicting cellular damage with mechanistic approaches. Studies of this kind on early and late responses to different radiation types (but also doses, dose rates, *etc*.) starting from physical interactions are needed in the field[@b40], as they deliver a fundamental insight into mechanisms of cellular radiation response and allow for a correct interpretation of the results of radiobiological measurements and for their applications in radiation protection and radiation therapy.

In particular, understanding the mechanisms at the basis of damage induction by neutrons generated during particle therapy (and high-energy photon therapy) should help scientists reassess the safety of possible radiotherapy alternatives[@b8][@b9]. An example of a roadmap to be followed in this sense entails the need for predictions of neutron RBE at any location in patients treated with proton therapy: this is demonstrated to be feasible and the results presented in this work can serve as input for this purpose[@b41]. In perspective, when such information is coupled to predictions of out-of-field neutron doses in the treatment[@b42] and tissue-specific factors, a local quantification of the risk of second primary cancer occurrence can be achieved. A risk model of this kind has the potential to be tested and further improved thanks to prospective and retrospective epidemiological data from the follow-up of patients treated with proton therapy.
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![Variation with neutron energy and location in the phantom of neutron dose-mean lineal energy and saturation corrected dose mean lineal energy.\
Dose-mean lineal energy (**a**) and saturation-corrected dose-mean lineal energy for saturation parameter y~0~ = 100 (**b**), 150 (**c**) and 200 keV/μm (**d**) for neutrons as a function of their initial energy in the three scoring regions in the phantom. Error bars are standard deviations among different PHITS runs and are always within the symbols. Lines are drawn to guide the eye.](srep34033-f1){#f1}

![Variation with neutron energy and location in the phantom of the relative contribution of secondary charged species to the total neutron dose.\
Relative contributions of secondary charged species to the total neutron dose as a function of neutron initial energy: (**a**) inner; (**b**) intermediate; (**c**) outer scoring region. Error bars are standard deviations among results for batches in a single run as given by PHITS. Lines are drawn to guide the eye.](srep34033-f2){#f2}

![Variation with neutron energy and location in the phantom of the dose mean lineal energy of secondary charged species.\
Dose-mean lineal energy values for secondary charged species accelerated by neutrons as a function of neutron initial energy: (**a**) inner; (**b**) intermediate; (**c**) outer scoring region. Error bars are standard deviations among different PHITS runs and are in most cases within the symbols. Lines are drawn to guide the eye.](srep34033-f3){#f3}

![Charged particle induced DNA fragments as a function of LET.\
Yield of DNA fragments shorter than 30 bp per Gy per cell as a function of LET for different charged particle species. Lines are drawn to guide the eye in panel (**a**), while analytical fit functions ([equation (5)](#eq5){ref-type="disp-formula"}) are plotted in panel (**b**). Error bars are given according to a Poisson counting of the fragment yield for the whole statistics, taking into account propagation with the standard deviation of the dose to the nucleus among different PARTRAC runs.](srep34033-f4){#f4}

![Charged particle induced DSB clusters as a function of LET.\
Yield of DSB cluster (as defined in the text) per Gy per cell as a function of LET for different charged particle species. Lines are drawn to guide the eye in panel (**a**), while analytical best fit functions ([equation (6)](#eq6){ref-type="disp-formula"}) are plotted in panel (**b**). Error bars are given taking into account propagation of standard deviations among different PARTRAC runs for DSB cluster yield and dose to the nucleus.](srep34033-f5){#f5}

![Proposed coupling scheme for transport and track structure results.\
Calculation scheme followed for the coupling of transport (PHITS) and track structure calculations (PARTRAC) to obtain neutron induced DNA damage. Red boxes identify information from PHITS, green boxes information from PARTRAC. Details are given in the text.](srep34033-f6){#f6}

![Variation with neutron energy and location in the phantom of neutron induced DNA damage.\
Neutron induced DNA damage: (**a**) DNA fragments shorter than 30 bp; (**b**) DSB clusters; damage per Gy per cell as a function of neutron initial energy in the three scoring regions in the phantom. Lines are drawn to guide the eye. Error bars come from standard deviations among results on doses of secondary species for batches in a single run as given by PHITS.](srep34033-f7){#f7}

![Model results for neutron RBE as a function of their energy.\
Neutron RBE as a function of energy evaluated from: (**a**) ratio of saturation-corrected dose-mean lineal energies with y~0~ = 100 (yellow squares), 150 (brown asterisks) and 200 keV/μm (black crosses); (**b**) DSB cluster induction (black crosses). Lines are drawn to guide the eye. The reference photon field is the X-ray spectrum generated by a Xstrahl-200 machine (220 kV field, 2 mm Cu filter). Results are given for the more external scoring region of the phantom. For a qualitative comparison, ICRP (in red, continuous function) and U.S. NRC (blue points connected by lines) standards for weighting factors are also plotted in both panels. Error bars on RBE from saturation-corrected dose-mean lineal energies come from standard deviations among different PHITS runs for neutron and X-ray y\* values, and are within symbols. Error bars on RBE on from DSB cluster induction come from errors on the DSB cluster yields for neutrons and X-rays.](srep34033-f8){#f8}
