Design, administration and analysis of SSM multicast network by Žák, Jakub
VYSOKÉ UČENÍ TECHNICKÉ V BRNĚ
BRNO UNIVERSITY OF TECHNOLOGY
FAKULTA ELEKTROTECHNIKY A KOMUNIKAČNÍCH
TECHNOLOGIÍ
ÚSTAV TELEKOMUNIKACÍ
FACULTY OF ELECTRICAL ENGINEERING AND COMMUNICATION
DEPARTMENT OF TELECOMMUNICATIONS
NÁVRH, SPRÁVA A ANALÝZA SSM MULTICASTOVÉ
SÍTĚ
DESIGN, ADMINISTRATION AND ANALYSIS OF SSM MULTICAST NETWORK
DIPLOMOVÁ PRÁCE
MASTER'S THESIS
AUTOR PRÁCE Bc. JAKUB ŽÁK
AUTHOR




POSKYTOVANÁ K VÝKONU PRÁVA UŽÍT ŠKOLNÍ DÍLO
uzavřená mezi smluvními stranami:
1. Pan/paní
Jméno a příjmení: Bc. Jakub Žák
Bytem:
Narozen/a (datum a místo): 3.8.1983, Trutnov
(dále jen "autor")
a
2. Vysoké učení technické v Brně
Fakulta elektrotechniky a komunikačních technologií
se sídlem Údolní 244/53, 60200 Brno 2
jejímž jménem jedná na základě písemného pověření děkanem fakulty:








jiná práce, jejíž druh je specifikován jako .........................................................
(dále jen VŠKP nebo dílo)
Název VŠKP: Návrh, správa a analýza SSM multicastové sítě
Vedoucí/školitel VŠKP: Ing. Milan Šimek
Ústav: Ústav telekomunikací
Datum obhajoby VŠKP: .........................................................
VŠKP odevzdal autor nabyvateli v:
tištěné formě -  počet exemplářů 1
elektronické formě -  počet exemplářů 1
2. Autor prohlašuje, že vytvořil samostatnou vlastní tvůrčí činností dílo shora popsané 
a specifikované. Autor dále prohlašuje, že při zpracovávání díla se sám nedostal do rozporu 
s autorským zákonem a předpisy souvisejícími a že je dílo dílem původním.
3. Dílo je chráněno jako dílo dle autorského zákona v platném znění.
4. Autor potvrzuje, že listinná a elektronická verze díla je identická.
Článek 2
Udělení licenčního oprávnění
1. Autor touto smlouvou poskytuje nabyvateli oprávnění (licenci) k výkonu práva uvedené dílo
nevýdělečně užít, archivovat a zpřístupnit ke studijním, výukovým a výzkumným účelům včetně
pořizovaní výpisů, opisů a rozmnoženin.
2. Licence je poskytována celosvětově, pro celou dobu trvání autorských a majetkových práv 
k dílu.
3. Autor souhlasí se zveřejněním díla v databázi přístupné v mezinárodní síti
ihned po uzavření této smlouvy
1 rok po uzavření této smlouvy
3 roky po uzavření této smlouvy
5 let po uzavření této smlouvy
10 let po uzavření této smlouvy
(z důvodu utajení v něm obsažených informací)
4. Nevýdělečné zveřejňování díla nabyvatelem v souladu s ustanovením § 47b zákona 
č. 111/1998 Sb., v platném znění, nevyžaduje licenci a nabyvatel je k němu povinen 
a oprávněn ze zákona.
Článek 3
Závěrečná ustanovení
1. Smlouva je sepsána ve třech vyhotoveních s platností originálu, přičemž po jednom vyhotovení
obdrží autor a nabyvatel, další vyhotovení je vloženo do VŠKP.
2. Vztahy mezi smluvními stranami vzniklé a neupravené touto smlouvou se řídí autorským
zákonem, občanským zákoníkem, vysokoškolským zákonem, zákonem o archivnictví, 
v platném znění a popř. dalšími právními předpisy.
3. Licenční smlouva byla uzavřena na základě svobodné a pravé vůle smluvních stran, s plným
porozuměním jejímu textu i důsledkům, nikoliv v tísni a za nápadně nevýhodných podmínek.
4. Licenční smlouva nabývá platnosti a účinnosti dnem jejího podpisu oběma smluvními stranami.
V Brně dne: ............................................................
............................................................ ............................................................
Nabyvatel Autor
Vysoké učení technické v Brně 




Návrh, správa a analýza SSM multicastové sítě 
Diplomová práce 
 
Specialization of study: Telekomunikační a informační  
Autor:    Bc. Jakub Žák 
Supervisit:   Ing. Milan Šimek 
 
Anotace 
V diplomové práci na téma Návrh, správa a analýza SSM multicastové sítě, jsou 
zmapovány a podrobněji rozebrány technologie šíření paketů. Zvláštní pozornost je 
věnována multicastovým technologiím. V práci jsou rozebrány principy multicastu, 
včetně popisu adresného schématu, protokolů pro šíření multicastu, registraci v 
mutlicastových skupinách a jeho výhod a nevýhod.  
Dále je podrobně rozebrána technologie Source specific multicast (SSM), která 
vychází z multicastu. Je popsán způsob fungování této technologie, implementace v 
síťových zařízeních i na straně klienta, její výhody a nevýhody. Dále jsou popsány tzv. 
distribuční stromy, které se využívají při distribuování multicastu přes IP sítě, mezi něž 
patří i síť internet.  
Na základě znalostí technologie mulitcast, byla vybudována síť na šíření 
multimediálních dat s podporou technologie multicast a SSM. Síť je postavena na 
zařízeních firmy Cisco systems, konkrétně se jedná o tyto zařízení: Cisco Content 
Engine 566, Cisco IP/TV broadcast server a směrovače 1811 a 1812. Multimediální sít 
poskytuje mnoho služeb, včetně živého vysílání televizních a video programů. Na této 
síti, využívající multicastového šíření paketů, byla provedena analýza provozu pomocí 
protokolových analyzátorů Wireshark a Finisar. S jejich pomocí mohlo být provedeno 
srovnání efektivity přenosu multimediálních dat technologiemi ASM a SSM. 
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ABSTRACT 
My thesis deals with the Multicast transfer in IP networks and it describes 
distribution technology of packets with special focus on Multicast technology. The 
thesis is devoted to the principles of Multicast including the description of scheme, 
protocol Multicast distribution, registration in the Multicast groups and finally the 
advantages and disadvantages of the Multicast transfer. 
Further in the thesis is described in details the Source Specific Multicast technology 
(SSM) that comes from multicast. There is a description how this technology Works 
and its implementation in the network equipment including the user side. This part of 
the thesis also deals with so called Distribution Trees that are used as multicast 
distribution via the IP networks like for example Internet. 
Based on the knowledge of the Multicast was created the network to spread the 
multimedia data with support of Multicast and SSM. The network is designed based on 
the Cisco system equipment as is: Cisco Content Engine 566, Cisco IP/TV broadcast 
server and router 1812. 
This multimedia network provides many services including the live TV broadcast 
and video channels. In this network using the multicast distribution of packets was done 
an analysis by protocol analyzer unit Wireshark and Finisar. This protocol analyzer unit 
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Úvod 
Diplomová práce se zaměřuje na analýzu multicastových přenosů v IP sítích, 
zvláště pak srovnáváním SSM s ASM. Rozsahově se jedná o širokou problematiku 
s rozsáhlou teoretickou základnou.  
V první části své práce uvedu nezbytný teoretický základ a pojmy, na kterých je 
tato technologie založena a jsou tak nutné k pochopení celé problematiky. Obecně je 
multicast velmi perspektivní technologie. Přináší mnoho kladných vlastností, které 
umožňují uvést do praxe donedávna těžko realizovatelné služby. S rostoucí „silou“ 
internetu rostou i možnosti jím nabízené a touha zákazníků po kvalitnějších službách, 
jako je příjem televizního a rozhlasového vysílání ve vysoké kvalitě, videokonference 
mnoha účastníků apod.  
Bez použití multicastu lze tyto služby provozovat, ale za cenu nižší kvality přenosu 
nebo neúměrných prostředků investovaných do počítačového vybavení a internetového 
připojení. Multicast je nástroj, který může multimediální přenosy přinést k široké 
veřejnosti. Bohužel nic není bez vady a ani tato technologie není výjimkou. Vyžaduje 
podporu jak na straně hardwaru sítě, tak na straně uživatele. Problémy jsou i 
s některými protokoly, které slouží k distribuci multicastu mezi poskytovateli internetu 
(ISP), což vede k tomu, že se zatím multicast komerčně příliš neprosadil. Většina 
televizí, které poskytují živé streamování televize přes internet, vysílá stále unicastově. 
Dále rozeberu jednotlivé aspekty implementace multicastu do síťových prvků a 
systémů koncových uživatelů. S tím souvisejí protokoly pro distribuci multicastových 
dat a jejich směrování IP sítěmi. Provedu zhodnocení kladů a záporů technologií 
multicastu.  
Praktická část mé práce tkví ve vybudování experimentální testovací sítě založené 
na platformě IP/TV od firmy Cisco. Součástí vybudování sítě je vytvoření  
adresovacího schématu, konfigurace zařízení IP/TV server, Content engine a několika 
směrovačů.  Z důvodu nedostatku volných IP adres, jsem v experimentální sítí využil 
překlad adres (NAT).  
Platforma IP/TV umožňuje streamování audiovizuálních dat a jejich další distribuci 
za pomoci protokolu RTP a multicastových přenosů do IP sítí. Možnosti této platformy 
jsou široké, je možné streamovat jak data uložen na pevném disku, tak data přímo 
z videorekordéru a dalších vstupů. Umožňuje efektivně řídit, spravovat a vytvářet i 
rozsáhlejší struktury vysílaných aplikací. O možnostech této platformy by se dala 
vypracovat samostatná práce, pro naše účely však budou stačit zde zmíněné informace.   
Ve správně nakonfigurované síti IP/TV lze současně provozovat jak služby 
klasického unicastového přenosu, který využívá například služba Video on demand,  
tak Any source multicast a novější Source specific multicast. Multimediální provoz 
generovaný testovací sítí se mi podařilo, za pomoci počítačového správce laboratoře, 
rozšířit i mimo testovací síť. Tím je umožněno vytvořit větší zátěž a lépe simulovat 
reálné využití této sítě, což prospěje následné analýze provozu.   
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Hlavní náplní diplomové práce je provedení analýzy síťového provozu na vytvořené 
testovací síti. Analýza je provedena za pomocí protokolových analyzátorů Wireshark a 
Finisar Surveyor. Jedná se o softwarové nástroje, které umožňují analýzu jednotlivých 
paketů a tím i určení důležitých parametrů probíhajícího spojení. Dalším nástrojem pro 
analýzu je k speciálnímu hardwarový analyzátoru Finisar THg. Jedná se o hardwarový 
analyzátor, který umožňuje provádět dlouhodobé monitorování sítě a téměř všech 
používaných protokolů. S jejich pomocí porovnám QoS a QoE, které jsou technologie 
multicast a SSM schopné dosáhnout. Nakonec sem provedl  podobnou analýzu i pro 
bezdrátový přenos technologii Wi-Fi. Získané poznatky jsem shrnul a zhodnotil 
výsledky práce.  
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1 Technologie šíření paketů 
Nejprve si uvedeme základní principy šíření paketů v IP sítích. Možnosti jsou 
následující: 
Unicast  
Multicast (viz kapitola 3) 
Broadcast 
1.1  Unicast 
Jedná se o nejběžnější a nejjednodušší způsob komunikace jednoho zdroje a 
jednoho příjemce. Při této komunikaci se nemusí v síti řešit žádné složité problémy 
s adresováním vysílaných paketů. Každý paket má v sobě uloženu zdrojovou i cílovou 
adresu a samostatně putuje sítí. Na základě těchto adres doručí směrovače (popřípadě 








Obr.  1.1 Unicastová komunikace 
1.2  Broadcast 
Při broadcastové komunikaci vysílá jeden zdroj data pro všechny systémy na síti. 
Vysílání využívají některé protokoly pro mapování sítě. Broadcastové vysílání je 
bohužel lehce zneužitelné. Některé servery mohou tímto způsobem zahlcovat síť daty, 
které si nikdo nevyžádal, může se tedy jednat o paketový spam. Pro toto vysílání je 
vyhrazena speciální adresa. V ip sítích je to adresa 255.255.255.255. Ve formátu, který 
používá ethernet rámec je to v šestnáctkové soustavě ff:ff:ff:ff:ff 
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2 Multicast 
Jak již bylo nastíněno v úvodu, multicastová komunikace je vhodná pro přenosy, 
kdy jeden či více zdrojů posílá stejná data velkému počtu příjemců. Ideální příklad je 
internetové vysílání televize či rozhlasu. Klient, který chce vysílání přijímat, se přihlásí 
do tzv. multicastové skupiny (pomocí vhodného protokolu viz kap. 3.7), pro které byly 
vyhrazeny IP adresy třídy D. Na základě členství v této skupině může požadovaná data 
přijímat. Zdroj dat však vysílá data jen jednou, o duplikaci a distribuci dat po síti se 
starají směrovače (musí multicast podporovat). Nedochází tak ke zbytečnému 
zatěžování sítě, neboť data jsou duplikována jen tam, kde je to vhodné a nezbytné. Je 
zapotřebí sledovat a monitorovat, zda směrovače v síti  nereplikují data zbytečně, 
popřípadě je neposílají do sítě, kde o vysílání není zájem. Příklad multicastové 
komunikace je na obr. 2.1.   
Ovšem ani tato technologie nemá jen kladné vlastnosti. Nevýhodou je, že se jedná o 
nespolehlivý přenos založený většinou na protokolu UDP. Tudíž nemáme možnost, jak 
znovu získat ztracené pakety. U multimediálních dat, jako je video, není tento problém 
žádná katastrofa, ale ztráty paketů se projeví na kvalitě přijatých dat.  
Obr.  2.1 Multicastová komunikace 
2.1  Multicastové skupiny- adresové schéma 
Pro multicastové skupiny byly vyhrazeny IP adresy třídy D, což odpovídá rozsahu: 
224.0.0.0 – 239.255.255.255. Adresy z této skupiny jsou zvláštní tím, že nejsou 
přiřazeny konkrétním sítovým rozhraním, ale reprezentují početně nespecifikovanou 
skupinu uživatelů. Celkový počet dostupných skupin je  228. Některé adresy jsou však 
vyhrazeny  pro tzv. dobře známé skupiny [21]. Ty jsou určeny k jistým účelům a jejich 
IP adresy jsou „rezervované “,  i když zrovna nemají žádného člena. Ostatní adresy jsou 
určeny pro tzv. přechodné multicastové skupiny [21], které vzniknou, když se do nich 
přihlásí alespoň jeden klient a zaniknou v okamžiku, kdy se odhlásí poslední člen.  
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Permanentně přiřazené známé skupiny jsou například 224.0.0.0/23 pro směrování a 
údržbu skupin. Potom od 239.192.0.0 do 239.251.255.255 je privátní prostor adres pro 
jednu organizaci. A od 239.252.0.0 do 239.255.255.255 je privátní prostor adres pro 
jednu lokalitu. Jako speciální adresy můžeme uvést: 224.0.0.1 (všechny systémy na 
lokální síti) a  224.0.0.2 (všechny směrovače na lokální síti). Multicastová adresa je 
určena pouze pro cíl, proto se nesmí za žádné situace objevit ve zdrojové adrese paketu. 
Multicastový vysílací kanál je obecně specifikován notací ( *, G), kde G je IP adresa 
skupiny a hvězdička značí zdroj dat, jehož IP adresu neznáme. Notace se čte jako: „star 
koma G.“ Dále bude multicast využívající komunikační kanál (*, G) označován jako 
klasický nebo any source multicast (ASM). 
2.2  Mapování IP adres na Ethernetové adresy 
V IP paketu poznáme multicastovou adresu snadno, ale pro přenos po síti je potřeba 
ji přeložit na formát, který využívá linková vrstva referenčního modelu ISO/OSI, tedy 
na nejpoužívanější formát ethernet rámec. Složení ethernet rámce  [22] viz. obr. 2.1 Jak 
je na obrázku vidět, pro adresy je v ethernetovém rámci vyhrazeno 6 bytů čili 6 oktetů. 
Tato adresa se nazývá MAC (Medium access control).  
 
Obr. 2.1  Ethernet rámec 
Rozepišme si těch 6 bytů určených pro adresu, viz. Obr.2.2.  
Obr. 2.2 Adresa ethernet rámce 
Multicastový ethernet rámec se od klasického pozná lehce. Má nastavený nultý bit 
nultého oktetu na 1  viz. Obrázek 2.2. I u ethernetových rámců lze využít 
broadcastovou adresu ve formátu ff:ff:ff:ff:ff:ff ( v binární soustavě samé 1). Pokud se 
na ethernetové rámce namapuje  IP multicastová adresa, bude začínat 25 bitovým 
prefixem, viz. Obr.2.3. Prefix vyjádřený v šestnáctkové soustavě je 01:00:5E. 
Obr. 2.3 –Prefix ethernetového rámce pro IP multicasting 
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Jelikož se celá adresa skládá ze 48 bitů, 25 je  použito na prefix pro IP multicasting, 
na mapování tedy zbývá pouze 23 bitů. Všechny multicastové IP adresy začínají  
bitovým prefixem 1110, tudíž na přesné určení adresy je potřeba 32-4=28 bitů. Bohužel 
k dispozici je pouze zmíněných 23 bitů. Jednoduchými počty se lze vypočítat, že  5 bitů 
chybí. Proto se v praxi mapování provádí tak, že se prvních 5 bitů z 28 ořízne a zbytek 
se uloží do míst v ethernet rámci. To ale v důsledku způsobí, že do každé ethernetové 
adresy se mapuje 25= 32 IP adres. Vysvětlení tohoto problému se nalézá  v [21]. 
2.3  Problémy multicastové architektury 
Problému multicastu lze podle [15] shrnout do těchto bodů: 
• Alokování multicastových adres – bohužel není přesně definováno a 
standardizováno přidělování multicastových  adres. Tím může docházet ke 
kolizím, protože není zaručeno, že pokud nějaký zdroj začne vysílat na určitou 
adresu, nebude ta samá adresa přidělena ještě jinému zdroji. 
• Nedostatečné řízení přístupu – přijímač si nemůže určit, od kterých zdrojů 
chce především přijímat data. Může se tedy stát, že na stejnou adresu začne 
vysílat jiný zdroj, který je podle metriky sítě blíže a přijímači budou chodit jiná 
data, než chce přijímat- možné útoky na síť. 
• Neefektivní řízení zdrojů – v některých případech je nutné zachovat složitější 
cestu sítí viz [2]. 
2.4  Source specific multicasting (SSM) 
Zvláštní skupinou multicastových adres je rozsah 232.0.0.0 - 232.255.255.255. 
Tento rozsah se využívá pro Source specific multicasting (dále jen SSM), což je 
pokročilejší technologie vycházející z klasického multicastu, čili multicastu 
využívajícího komunikační kanál (*, G). Klient, který chce přijímat data s využitím 
SSM, musí zadat nejbližšímu směrovači nejen multicastovou adresu skupiny G, ale i 
unicastovou adresu zdroje S. Každé vysílání je tak jednoznačně určeno adresou zdroje a 
skupiny, čímž se vytvoří kanál (S, G). Data SSM nesmí být vysílána do sítí, kde není 
žádný příjemce. Klienti se do skupin SSM registrují pomocí protokolu IGMP v3 
(Internet Group Management Protocol).   
Díky tomu, že je každý přenos charakterizován dvojicí adres (S,G) je možné, aby 
různé zdroje vysílaly do jedné multicastové skupiny a přitom nedocházelo ke konfliktu. 
Tím je odstraněn problém s alokacemi adres a nedostatečným řízením přístupu.  
Vyhledávání multicastových skupin je závislé na aplikacích. Může se využít i odkaz na 
internetu. 
2.4.1 Požadavky na příjemce SSM 
Tyto požadavky lze dle [12] rozdělit na: 
• Rozšíření funkčnosti síťového rozhraní příjemce- Síťové rozhraní musí 
umožnit protokolům zažádat o příjem paketů, které jsou odeslány do příslušného 
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(S, G) kanálu. S tím samozřejmě souvisí i žádost o ukončení vysílání paketů 
tohoto (S, G) kanálu. Tyto úkony jsou specifikovány pomocí 4 parametrů. Těmi 
jsou socket (umožňuje rozlišovat různé služby žádající o vysílání), zdrojová IP 
adresa, multicastová IP adresa skupiny a síťové rozhraní příjemce. 
• Rozšíření funkčnosti IP modulu příjemce- Paket, který přijde na určité 
síťové rozhraní, musí být doručen těm socketům, kteří si o něj zažádali po 
registraci v  (S, G) kanálu. Ale nesmí být doručen těm, kteří si o něj nezažádaly. 
K registraci a odhlášení se používá protokol IGMPv3 viz kap. 3.6. Pokud je 
podporován síťovými prvky jen IGMP v1/v2 je možné využít řešení společnosti 
Cisco ve formě IGMP v3lite. 
2.4.2 Požadavky na směrovače 
Pokud jsou data vysílána pomocí multicastu, směrovače, přes které multicast 
prochází, musí jeho směrování podporovat. To znamená podporovat protokol PIM 
(protocol independent multicast) a jeho modifikaci pro SSM, podrobnější popis viz kap. 
2.5 Proto aby směrovač mohl provádět  přihlašování a odhlašování členů do skupin, 
musí podporovat IGMP v3 nebo v3lite pro SSM, pro klasický multicast stačí podpora 
verze 1 a 2.  
Dalším důležitým úkolem směrovače je zajistit, aby po vytvoření zdrojového 
stromu nedocházelo při směrování paketů  k nekonečným smyčkám. Za tímto účelem je 
ve směrovačích implementován mechanismus  RPF (reverse path forwarding), který je 
podrobněji rozepsán v kapitole 2.4.1. Na směrovačích lze najednou provozovat jak 
SSM, tak ASM. 
2.4.3 Shrnutí vlastností SSM 
Výhody: 
• Do stejné multicastové skupiny může klidně vysílat více zdrojů, každé 
vysílání si při tom bude udržovat svůj vlastní strom (viz kapitola 3.4.2), takže se 
komunikace mezi sebou nebudou plést. SSM také podporuje využít jednu 
multicastovou adresu pro více zdrojů, pokud jsou ovšem data posílána různým 
aplikacím. 
• Použitím SSM odpadá potřeba vzájemného řízení příjemců, neboť na rozdíl 
od klasického multicastu (využívajícího kanál (*, G)) je vždy specifikováno 
adresou zdroje dat. 
• Díky zdrojovému stromu (S, G), odpadá u SSM potřeba složitě komunikovat 
s jinými sítěmi, za účelem zajištění jednoznačnosti multicastové adresy.  
Výhodou také je, že nemusí být v síti žádný RP. 
• Jednodušší konfigurace na síťových prvcích. Administrátor nemusí 
konfigurovat RP a hlídat, zda data necestují neefektivními cestami, zdrojový 
strom totiž odesílá data „nejkratší cestou“. 
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Nevýhody: 
• Hlavní nevýhodou je, že pro přenosy nelze využít bezpečný přenos dat 
pomocí protokolu TCP. To ale bohužel s multicastem obecně skloubit nelze 
(nebo jen velmi složitě, což by zase zpomalovalo provoz a ještě více zatěžovalo 
síť). 
• Aplikace a operační systémy, které chtějí spolupracovat s SSM na to musí být 
připraveny, čili podporovat protokol IGMPv3 nebo alespoň spolupracovat 
s IGMPv3 lite. 
2.5  Důležité pojmy 
Pro lepší pochopení celé problematiky jsou zde uvedeny některé pojmy, se kterými 
se v textu pracuje: 
• Reverse path forwarding 
• Distribuční stromy 
2.5.1 Reverse path forwarding 
Reverse path forwarding (RPF) [2] je mechanismus, který zabraňuje paketům, aby 
v síti vytvářely nekonečné smyčky. Multicastový směrovač si drží v paměti 
unicastovou směrovací  tabulku vytvořenou některým dynamickým směrovacím 
protokolem ( nebo napevno nastavenou správcem). Když přijde směrovači multicastový 
paket, zjistí jeho zdrojovou IP adresu a rozhraní, na které přišel. Pak si ověří ve své 
směrovací tabulce, jestli by stejným směrem odeslal unicastový paket, jehož cílová 
adresa by byla shodná se zdrojovou adresou multicastového. Pokud jsou údaje rozdílné, 
paket nepřišel správnou cestou, tudíž se jedná o „zbloudilou“ kopii a směrovač jej dále 
nesměruje a zahodí. Tento princip si pro přehlednost ukážeme na příkladě. Na obr. 2.4 
můžete vidět příklad, kdy na rozhraní Ethernet3 přišel paket ze sítě 192.168.20.0 
určený multicastové skupině 225.1.1.1. Směrovač na základě RPF paket zahodí, 
protože v jeho směrovací tabulce je uložen záznam, že pakety ze sítě 192.168.20.0 













Obr.  2.4 Reverse path forwarding- neúspěch paketu 
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Na obr. 2.5 můžeme vidět stav, kdy paket přijde ze sítě, ze které je podle unicastové 
směrovací tabulky očekáván. V dalším kroku bude poslán dále podle příslušné 












Obr.  2.5 Reverse path forwarding- úspěch paketu 
2.5.2 Distribuční stromy 
Distribuční stromy jsou vlastně množiny cest od zdroje dat, přes multicastové 
směrovače ke všem členům určité skupiny. Podle mechanismu vytváření se stromy dělí 
na 2 druhy [17]: 
• Zdrojový strom 
• Sdílený strom 
Zdrojový strom 
Tomuto druhu stromu se také někdy říká strom nejkratších cest (Shortest Path Tree- 
SPT). Zdroj vysílání je kořen, směrovače po cestě jsou větve a listy příjemci dat. Pro 
označení takovéhoto stromu se používá notace (S, G), kde S je zdroj multicastových dat 
a G je adresa skupiny. Pro každý zdroj vysílání se tak vytvoří samostatný strom. Tento 
druh stromu využívá   SSM. Příklad stromu je vidět na obr. 2.6. 
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Obr.  2.6 Zdrojový strom 
Sdílený strom 
Na rozdíl od zdrojového stromu, je sdílený strom pro celou skupinu stejný. Může do 
něho patřit několik zdrojů. Jeho kořen je napevno umístěn do jednoho bodu sítě. 
Takovému místu se říká Randez-vous point ( dále jen RP) nebo Core (jádro). RP není 
žádné speciální zařízení, ale jedná se směrovač, který je takto nakonfigurován. Při 
komunikaci jde paket vždy nejdříve od zdroje k RP a teprve odtud putuje dále k 
přijímačům. Tento strom se značí (*, G), hvězdička znázorňuje, že strom není závislý 
na zdroji dat. Příklad takového stromu je na obr.2.7. 
 
Obr. 2.7 Sdílený strom 
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2.6  Směrovací protokoly pro multicast 
Směrování multicastu není jednoduchá záležitost a podílí se na něm několik 
protokolů. S jejich názvy jste se mohli setkat v předcházejícím textu, proto zde uvádím 
jejich přehled spolu s jejich účelem a využitím. Implementace protokolů pro multicast 
se může lišit na síťových prvcích různých firem, neboť některé protokoly jsou 
proprietární. Mnou uvedené informace jsou platné pro síťové prvky firmy Cisco. 
• IGMP (Internet Group Management Protokol) - se využívá mezi klienty na 
LAN a směrovačem, umožňuje klientům přihlásit se do multicastové skupiny. 
• PIM (Protocol Independent Multicast) – se využívá mezi směrovači 
k směrování multicastového provozu přes IP síť. 
• DVMRP (Distance Vector Multicast Routing Protocol) – se využívá v MBone 
(multicast bacbone of internet). Na směrovačích Cisco lze nakonfigurovat 
směrování z PIM do DVMRP. 
• CGMP (Cisco Group Management Protocol) – se využívá na směrovačích 
připojených k přepínačům Catalyst, kde poskytuje podobné služby jako IGMP 
Grafické znázornění použití protokolů je na obrázku 2.8. V naší experimentální síti 
nejsou protokoly DVMRP ani CGMP využity, proto se jimi nebudu nadále zabývat. 
Protokoly PIM a IGMP, jsou však velmi důležité, a jejich konfigurace je klíčová 
k zajištění funkčnosti multicastové sítě, proto jejich druhy a vlastnosti rozeberu 
podrobněji. 
 
Obr.  2.8 Směrovací protokoly multicastu 
2.7  Protocol independent multicast 
PIM je, jak název napovídá, protokolově nezávislý. To je myšleno tak, že tento 
protokol využívá pro své potřeby unicastové směrovací tabulky směrovače a nezáleží 
na tom, jaký dynamický směrovací protokol tyto tabulky vytvořil. 
Protokol lze nakonfigurovat do 4 režimů: 
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• Dense mode 
• Sparse mode 
• Sparse-dense mode 
• Bidirectional 
2.7.1 Dense mode 
Označuje se jako PIM-DM. Funguje na push principu. To znamená, že se provoz 
„tlačí“ do všech větví stromu, i když tam příjemce není.  Aby se zabránilo zbytečnému 
zabírání přenosového pásma, listy stromu, které nemají zájem o vysílání, pošlou 
směrem ke kořenu tzv. prune (anglicky ořezat) zprávu. Větev, ze které zpráva přišla je 
oříznuta. Tímto způsobem se pokračuje, dokud nezůstanou jen listy, které data chtějí 
přijímat. Zpráva prune má však jen omezenou platnost, takže pokud listy stále nechtějí 
přijímat data, musí vysílání zprávy opakovat, jinak nadřazený směrovač obnoví zasílání 
dat. Pokud nastane opačný jev, že se data do větve nevysílají, ale přihlásí se nový 
zájemce, směrovač pošle zprávu graft (anglicky připojit) a směrovač data do větve opět 
vysílá. Každý paket směrovač testuje mechanismem RPF, aby nedocházelo 
k nekonečným smyčkám. Dense mode je vhodný pro využití v rychlých lokálních 
sítích, kde je většina uživatelů členem nějaké multicastové skupiny. V jiném případě 
zbytečně zaplavuje síť nevyžádanými daty. 
2.7.2 Sparse mode 
Označuje se jako PIM-SM, pro distribuci dat využívá sdílený strom (alespoň na 
začátku) a tzv. pull model. Ten spočívá v tom, že se data neposílají do žádné části sítě, 
která si o ně sama nezažádala. Pokud se připojí zájemce o data, pošle nadřazený 
směrovač zprávu Join  ke kořenu. Tím se sestaví nová větev a následně mohou být data 
směrována k zájemci. Zpráva  Join má časově omezenou platnost, tudíž musí být 
obnovována, jinak je přenos dat ukončen. Pokud již ve větvi není žádný člen, směrovač 
sám pošle do kořene zprávu graft a větev se odřízne. Cíl modelu sparse je jasný, má 
ulehčit zátěž směrovačům [1], [2], [17]. 
Protože PIM-SM využívá sdílený strom, je nutné, aby v síti byl nakonfigurován 
alespoň jeden RP, který je kořenem stromu a udržuje informace o skupinách a zdrojích. 
Všechny Join zprávy jsou směrovány právě k RP, který o požadavku informuje i zdroj 
dat. Data putují po sdíleném stromu, to znamená, že jdou nejdříve k RP a odtamtud jsou 
dále směrovány k příjemcům. 
Směrovače firmy Cisco, mají defaultně nastavený mechanismus, který umožňuje, 
v případě že je směrování dat přes RP neefektivní, vytvořit zdrojový strom a posílat 
data nejkratší cestou. Mechanismus funguje tak, že směrovače se dozvídají o zdrojích 
dat ze sdíleného stromu přijímáním dat přes RP. Když směrovač vyšle Join message 
(S,G) směrem k jádru čili RP, každý směrovač na cestě k RP zkontroluje svou 
unicastovou směrovací metriku RP s metrikou zdroje dat. Pokud je metrika zdroje dat 
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lepší, vybuduje zdrojový strom a přestane vysílat data přes strom sdílený. Výhodou 
oproti modelu dense je, že směrovače nemusí počítat pro každý zdroj nový strom.  
Sparse modu se týká ještě jeden problém. Pokud si představíme masový provoz 
pomocí sparse mode, je nutné předpokládat, že každý poskytovatel multimediálních 
služeb bude mít svůj vlastní RP, tím vzniká problém komunikace mezi RP. To řeší 
například protokol MSDP. Jinak platí, že se SM dobře přizpůsobuje na sítě větších 
rozměrů a nezatěžuje síť odesíláním nevyžádaných dat. 
2.7.3 Sparse-dense mode 
Tento režim je pouze kombinací výše zmíněných. Využívá se v sítích, kde se 
zároveň využívají jak klasické multicastové přenosy tak novější SSM. Protokol se sám 
přepne do modu jaký je třeba pro přenos a to v závislosti na tom, o jakou se jedná 
multicastovou skupinu. Pro jeho funkci musí být nakonfigurován RP. 
2.7.4 Bidirectional 
Tento protokol je rozšířením protokolu PIM, je navrženo pro podporu komunikace 
many-to-many (těžko přeložitelné) v rámci jedné domény. Klasický sdílený strom je 
jednosměrný, to znamená, že na to aby šla data k RP je vybudován zdrojový strom a 
teprve potom jsou data odeslána dolů do větví k příjemcům. Data ze zdroje nemohou 
téct sdíleným stromem směrem k RP. Pokud je tato možnost povolena, jedná se o 
dvousměrný sdílený strom, který využívá bidir-PIM. 
2.8  Protocol IGMP (internet group management protocol) 
Výše popsané protokoly  byly jen protokoly směrovací. Zatím nebylo řečeno, jak 
probíhá přihlašování do skupin formálně. To má na starosti protokol IGMP. V současné 
době je již ve verzi 3(RFC- 3376). Verze 1, byla popsána již Deeringem v jeho 
diplomové práci a v dokumentu RFC-1112 [15].  
Zájemce o příjem dat zašle přesně definovanou zprávu IGMP membership report 
nejbližšímu směrovači.  Ten ho ve skupině zaregistruje, vytvoří kanál pro data a může 
probíhat přenos. Pro klasické multicastové přenosy se využívá IGMP verze 1 a 2. 
Pokud je ovšem využít SSM, musí být použit IGMP v3 nebo v3 lite. Starší verze 
neumějí specifikovat zdroj a umožnit tak vytvoření kanálu (S, G). 
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3 Překlad adres (Network address translation) 
Než bude popsána funkce překladu adres, je třeba si vysvětlit základní pojmy: 
• Privátní (soukromé) IP adresy – adresy, které jsou určeny k použití 
v lokálních sítích, jež nejsou připojeny k internetu. Mohou být v různých sítích 
použity opakovaně. Tyto adresy nejsou v internetu směrovatelné a nemohou tak 
být použity při přístupu na internet. 
• Veřejné IP adresy – adresy, které jsou běžně v internetu používány a mohou 
být směrovány. Každá taková adresa je jedinečná. 
Základní princip překladu adres, dále jen NAT, spočívá v tom, že mění privátní 
adresy v procházejících datagramech za veřejné. Tímto způsobem je umožněno privátní 
lokální síti komunikovat např. s internetem, aniž by museli přednastavit adresy celé 
sítě. I relativně velká lokální síť může být připojena k internetu jen přes jednu veřejnou 
IP adresu. 
 Překlad bývá realizován na směrovači, který připojuje lokální (privátní) síť k síti 
veřejné  (např. k poskytovateli internetu). 
3.1  Průběh překladu 
Komunikace počítače z privátní sítě probíhá následujícím způsobem: 
a) Počítač chce komunikovat např. s Program managerem, do zdrojové adresy 
paketu napíše svoji neveřejnou adresu.  
b) Při průchodu prvkem zajišťujícím NAT, je paket změněn. NAT přepíše 
adresu a port odesílatele, vloží  do nich svou vlastní veřejnou adresu a port, 
které má v databázi volných adres pro překlad.  
c) Zároveň si toto přiřazení poznamená do převodní tabulky, jež obsahuje 
informace o vzájemných převodech adres.  
d) Když přijde odpověď na odeslaný paket, NAT opět přepíše podle údajů 
v tabulce adresu a port, a paket zašle do lokální sítě, kde je již směrován 
k cíli.  
e) Odesílajícímu dorazí paket s jeho cílovou adresou, a tak vůbec nepozná, že 
cestou došlo k překladu adres.  
Záznamy v tabulce jsou samozřejmě jenom dočasné, ale při probíhající komunikaci 
se paketům přiděluje ta samá adresa  a port. 
3.2  Druhy NAT 
• Statický - přidělení vnitřních adres na globální probíhá vždy stejně podle 
tabulky. Záznamy jsou v tabulkách stálé. Na jednu privátní adresu náleží  jedna 
globální. 
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• Dynamický - přiděluje privátním adresám globální adresy náhodně z daného 
rozsahu. 
• Overloading - všechny počítače z vnitřní sítě jsou mapovány na jedno IP, ale 
na různé porty. 
3.3  Výhody a nevýhody 
Výhody: 
• Úspora globálních adres - i větší síť lze připojit do internetu přes jedinou 
globální adresu. Tento problém řeší do značné míry IPv6. 
• Bezpečnost – přestože NAT není bezpečnostní mechanizmus, tím že znemožní 
přístup uživatelům zvenčí, sníží bezpečnostní riziko. 
• Sledování uživatelů – NAT zařízení dokáže většinou zaznamenat komunikace 
a protokoly, dají se pak zpětně dohledat přenosy jednotlivých uživatelů. 
• Skrývání topologie vnitřní sítě – uživatel mimo privátní síť nezná vnitřní 
topologii, což také znesnadňuje útoky na síť. 
Nevýhoda:  
• Narušuje základní princip internetu - podle něhož může na základě IP adres 
komunikovat jakýkoli počítač na světě s jiným. Ovšem lokální sítě mají privátní 
adresy, které jsou v internetu nesměrovatelné, proto se systémy v těchto sítích 
nelze navázat spojení zvenčí. Komunikace může být zahájena jen zevnitř sítě, 
tím se vytvoří záznam v tabulce NATu s veřejnou adresou a systém bude 
dostupný i zvenčí. Ovšem jen do té doby, dokud je platný záznam v tabulce. 
3.4  Návrh adresného schématu 
Překlad adres je v experimentální síti nastaven na celkem 2 směrovačích, jimiž jsou 
R3 a R5 (viz schéma sítě). Pro každý směrovač jsem přidělil adresní prostor z privátní 
sítě 10.10.x.0 až 10.10.x.255. Místo x je číslo odpovídající označení směrovače. 
Rozdělení adres je znázorněno v tabulce 4.1.   
Tab. 4.1 – Rozsahy sítí 
Směrovač maska interval adres
R3 255.255.255.0 10.10.3.0 - 10.10.3.255
R5 255.255.255.0 10.10.5.0 - 10.10.5.255  
V každé podsíti může být maximálně 256 systémů, ale první a poslední adresy se 
nedají využít, neboť se jedná o tzv. zvláštní adresy. Jsou to vlastní adresa podsítě (dolní 
mez rozsahu) a všesměrová adresa. Proto se počet volných adres na podsít snižuje na 
254.  Bohužel z nedostatku volných IP adres je umožněno překládat jen několik 
požadavků. 
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4 QoS a QoE 
Moderní počítačové sítě jsou založeny na technologii přepínání paketů, což 
znamená, že při přenosu není sestaveno spojení, ale každá zpráva je rozdělena na menší 
části zvané pakety, které jsou samostatně směrovány sítí k cíli. Každý paket tak může 
být směrován k cíli různými cestami. Tento způsob je velmi dynamický a flexibilní, ale 
má i své nevýhody.  
Moderní trend v počítačových sítích spěje k tomu, že paketové sítě přebírají na svá 
bedra i provoz telefonní a multimediální. Ovšem klasický datový provoz má jiné 
nároky na zacházení a doručení k cíli než přenos telefonních hovorů či videa.U 
datového přenosu je důležitá především bezchybnost a spolehlivost přenosu a není 
důležité, v jakém pořadí pakety přijdou. U přenosu hlasu a videa je zase důležité, aby 
pakety přicházely pravidelně a ve správném pořadí, jinak se zhorší kvalita 
reprodukovaného zvuku či videa. U video přenosů je i možné tolerovat určitou 
chybovost, ale je nutné dodržovat konstantní datový tok. Původně se integrací těchto 
služeb do paketových sítí nepočítalo, tudíž nebyly implementovány mechanismy na 
rozdílné zacházení s pakety.  Paketová síť se snaží vyhovět stejně všem požadavkům, 
toto chování se nazývá „best effort“. V následujících  odstavcích uvedu základní 
princip QoS a některé základní parametry, které se v sítích poskytujících QoS dají 
měřit. V části diplomové práce zabývající se analýzou provozu budou některé zde 
zmíněné parametry měřeny. 
4.1  Quality of service (QoS) 
QoS (Quality of service) je technologie vyvinutá pro zlepšení kvality přenosu 
vybraných služeb prostřednictvím různých technologií jako je Ethernet, ATM, Frame 
Relay atd. Snaží se zvýšit prioritu přenosu vybraných datových toků včetně rezervace 
šířky pásma. K dosažení tohoto standardu QoS využívá různé způsoby značkování 
priority paketů a různé mechanismy vyprazdňování front. QoS je možné implementovat 
na různých vrstvách  referenčního modelu ISO/OSI. K zajištění potřebné kvality služeb 
je třeba, aby podpora QoS byla zaručena ve všech částech sítě, přes které přenos, 
například videa, probíhá. Pokud toto není dodrženo, může i jediný uzel, který 
nepodporuje QoS, způsobit výslednou zhoršenou kvalitu přenosu.  
Nejvýznamnější parametry, které definují QoS v počítačové síti jsou: 
• Ztrátovost paketů- jaké množství paketů nedorazí od vysílače k cíli. 
• Přenosová kapacita- objem přenesených dat za čas. 
• Zpoždění doručení paketů- je definováno dobou potřebnou k přenosu od 
odesílatele k adresátovi. 
• Proměnné zpoždění tzv. Jitter- je definováno změnou zpoždění jednotlivých 
paketů během přenosu. 
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Organizace ITU-T definuje ve svém doporučení E.800 kvalitu služby (QoS) jako 
souhrnný efekt výkonnosti služby, který určuje stupen uspokojení uživatele této služby.  
Tato definice musí však být pro praktické použití podložena kvantitativními parametry.  
Tyto kvantitativní parametry jsou definovány jako tzv. metriky QoS. Tyto metriky 
určuje doporučení ITU-T I.350. Hlavními složkami jsou: 
• Poměr zaměněných paketů (spurious packet rate) 
• Poměr chybovosti paketů (IPER- packet error ratio) 
• Zpoždění přenosu paketu (IPTD- packet transfer delay) 
• Poměr ztrátovosti paketu (IPLR- packet loss ratio) 
V současnosti existuje několik druhů přístupu k implementaci QoS do počítačových 
sítí, jsou to: 
• Integrované služby (Integrated services, IntServ) 
• Rozlišované služby (DIfferentiated Services, DiffServ) 
• Přepínání paketů podle návěstí (Multiprotocol label switching, MPLS) 
• Správa přenosové kapacity v podsítích (subnet bandwitch management, 
SBM) 
Ze zde jmenovaných modelů se jeví jako nejperspektivnější model DiffServ, 
podrobnější rozbor problematiky QoS lze nalézt v:[22] .  
4.2   Quality of experience (QoE) 
Quality of experience je mnohem méně známý pojem, přitom je s QoS úzce spojen.  
Jak již bylo zmíněno, QoS se zabývá podporou rozdílného zacházení s pakety určenými 
pro různé aplikace v paketových sítích. Vyjmenované parametry a služby, které jsou do 
sítí implementovány, ale lidem moc neříkají a těžko se odhaduje, jaký má konkrétní  
služba dopad na koncového uživatele. Právě tím se zabývá QoE, je to vlastně měřítko, 
jak vnímají koncoví zákazníci kvalitu poskytované služby. Je to tedy do značné míry 
subjektivní záležitost. Jak je tedy možné QoE měřit? V souvislosti s IP/TV je měření 
QoE složeno z několika součástí zahrnující kvalitu zařízení, lidské faktory a přepravní 
kvalitu.  
Protože kvalitu služby je třeba posuzovat průběžně, je třeba ji také měřit v poměru 
s časem. Je to míněno tak, že pokud sledujeme například utkání v basketbalu, tři 
čtvrtiny hry jsou přenášeny v pořádku, ale poslední nejdůležitější čtvrtina ve špatné 
kvalitě, je celkový dojem z poskytované služby negativní. Nestačí tedy určit průměrnou 
kvalitu za celkový čas, ale sledovat vše průběžně. Kvalita video a audio přenosu lze 
z pohledu QoE vyjádřit dle [27] následovně:  
Video/audio  přenos QoE=(Kvalita síťového přenosového systému + Kvalita 
kodérových komponentů na vstupu sítě+ Kvalita dekodérů na výstupu ze sítě + 
Lidské faktory) / jednotka času 
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Snaha nějakým způsobem kvantitativně určit lidskou zkušenost vedlo k zavedení 
MOS (Mean opinion score). To bylo původně určeno k posuzování kvality digitálních 
hovorů, ale rozšířilo se i do oblasti IP/TV. MOS je založeno na subjektivním 
známkování kvality, například hovoru n stupnici od 0 do 5, kde 5 je nejvyšší kvalita. 
Novější způsob hodnocení QoE je pomocí Media Delivery Index (MDI), který 
poskytuje uživateli vizuální indikátor kvality. MDI se často vyjadřuje jako faktor 
zpoždění (Delay factor) a poměr ztráty prostředků (media loss rate).  DF je čas, po 
který je třeba data ukládat do vyrovnávací paměti, aby vyrovnalo zpoždění mezi pakety 
a jejich zpracování kodéry. Media loss rate vyjadřuje ztracené prostředky (dá se říci i 
pakety) za sekundu. Měření MDI, je poměrně složitá a komplexní záležitost. 
Podrobnou specifikace MDI lze nalézt v dokumentu [27] . Problematikou měření se 
většinou zabývají velké společnosti, které nabízejí specializované zařízení na analýzu 
přenosu po síti. Přesné postupy a podrobnosti měření však neuvádějí. Zde uvádím 
několik základních parametrů měření QoE: 
• Channel zapping latency- čas, který síť potřebuje k tomu, aby přestala vysílat 
jeden kanál a začala vysílat jiný, tedy přepnutí programu. 
• Lost media packets- ztracené pakety 
• Minimum MDI delay factor 
• Maxmum MDI delay factor 
• Minimum media loss rate 
• Maximum media loss rate 
V analýze provozu budu některé tyto parametry měřit, metodika měření je 
rozebrána v kapitole o analýze. 
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5 Multicast na síťových prvcích Cisco 
Firma Cisco je jeden z největších výrobců síťových komponent na světě. Na naší 
universitě jsou zařízení této firmy také hojně zastoupena.  Celá naše testovací síť je 
vytvořena ze zařízení právě této firmy. Koncept cisco je velmi komplexní a umožňuje 
velkou flexibilitu, naše testovací síť nabízí jen zúženou paletu služeb a možností celého 
konceptu Cisco.  
5.1  Síť na distribuci multimediálních dat 
Firma Cisco nabízí komplexní a variabilní řešení distribuce multimediálních dat 
v IP sítích. Jejich koncept se dá aplikovat jak na malé lokální sítě, tak na rozsáhlé 
metropolitní sítě. Sortiment poskytovaných služeb je také velmi široký a variabilní, což 
umožňuje nalézt řešení téměř na každý požadavek. Je ovšem třeba si dávat pozor při 
volbě komponent, neboť tak široká nabídka služeb je vykoupena poněkud složitějším 
systémem jejich kombinace a snadno se můžete ocitnout v situaci, že vámi vybrané 
řešení nebude na zařízeních, které jste si zvolili, možné nakonfigurovat. Pro volbě 
komponent a požadovaných služeb je třeba být velmi pozorný a věnovat výběru čas.  
Firma Cisco nazývá své multimediální řešení  ACNS (Application and Content 
Networking System) [6], [7], [8]. Namátkou uvedu několik služeb, které nabízejí: 
cashing, pre-positioning (předzpracování), živé streamování videa, video na poptávku a 
mnoho dalších. Základním kamenem ACNS sítě jsou zařízení zvané Content engine. 
Toto zařízení jde z továrny pod označením Content engine, ale ve skutečnosti se dá 
nakonfigurovat jako 4 různá zařízení. Jednotlivé funkce rozebereme v další kapitole. 
Další zařízení patřící do ACNS sítě jsou: Content distribution manager, Content router 
a IP/TV program manager. 
Základní rozdělení ACNS je na: 
• Centrálně spravované rozmístění 
• Lokálně spravované rozmístění 
5.1.1 Centrálně spravované rozmístění 
Toto řešení je určeno pro velké firmy či sítě, všechna zařízení jsou dentálně 
spravována a řízena pomocí Content distribution manageru. Na každém zařízení se 
nejdříve provede nastavení základní parametrů, jako je jméno zařízení a základní 
nastavení sítě (IP adresa, maska, DNS server,…), aby se mohl zaregistrovat u 
Distribution manageru. Pak je již možné nastavovat potřebné služby a veškerá další 
nastavení pře webové rozhraní. Samozřejmě jsou přístupné i různé charakteristiky 
přenosu a další utility pro monitorování výkonu. Nevýhodou tohoto řešení je, že je 
potřeba navíc jedno zařízení (distribution manager) navíc. Pro naše laboratorní účely je 
tento model zbytečně složitý, a jelikož jsou zařízení umístěna na stejném místě, není 
potřeba je spravovat centrálně. [8] 
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5.1.2 Lokálně spravované rozmístění 
Tento způsob je samozřejmě vhodný pro menší sítě nebo alespoň firmy, kde jsou 
zařízení někde poblíž, aby se nemuselo při nastavování přecházet daleko. Samozřejmě 
při lokálně spravovaných zařízeních se počítá s tím, že je celé multimediální řešení 
jednodušší, a tak jsou některé služby v tomto modu nedostupné, nefungující. Jedná se 
například o Prepositioning. Při tomto způsobu zpravování, nemáme k dispozici 
centrální přehled o zařízeních, která vytvářejí naši síť. Pro monitorování každého z nich 
musíme využívat jen možnosti, které nám poskytuje jejich vlastní software. Naštěstí 
zařízení mají i grafické rozraní, které je uživatelsky přívětivější než příkazová řádka, 
jež nějaké nástroje pro monitorování poskytuje. [7] 
5.2  Popis zařízení IP/TV sítě 
Experimentální síť s podporou multicastových technologií využívá pro vysílání 
multimediálních dat platformu Cisco IP/TV, která se skládá ze zařízení  Cisco Content 
Engine 566 (v naší sítí je nakonfigurováno do modu Program Manager), Cisco IP/TV 
server 3442 a IP/TV Viewer. Zde uvádím stručný popis jednotlivých zařízení spolu 
s jejich základní funkcí.  
5.2.1 Content engine 566 
Toto zařízení je velmi zajímavé a universální. Universální je v tom, že fyzicky se 
jedná o jedno zařízení, ale díky software implementovanému uvnitř, se dá 
nakonfigurovat jako 4 zařízení! Celá ACNS síť (kromě broadcast serveru) se vlastně 
může skládat jen z jednoho druhu fyzického zařízení,  nichž každé pracuje jako 
formálně jiné zařízení. Bohužel CE, může v jednom okamžiku pracovat  pouze jako 
jedno zařízení. Režim práce se nastavuje v CLI (command line interface) pomocí 
určitého příkazu .  Zařízení je na obr. 5.1 a 5.2. 
 
Obr.  5.1 Content engine pohled zepředu 
 
Obr.  5.2 Content engine pohled zezadu 
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Jednoduchý popis a základní funkce jednotlivých modů je následující: 
Content engine v sítí funguje jako akcelerátor jakéhokoli doručitelného http nebo 
streamovaného obsahu. Může tedy fungovat jako Proxy server a ukládat do své paměti 
obsah internetových stránek a urychlovat jejich načítání. Hlavní význam je ovšem 
v poskytování služeb distribuce video obsahu. Zde jsou některé služby, které CE 
podporuje[7] [8]: 
• On-demand – tato služba se využívá a u videa na poptávku, klient vyšle 
požadavek na nějaká data na CE, pokud jsou uložena na disku, tak je vyšle 
žadateli, většinou za pomocí protokolu RTCP respektive RTP. 
• Preloading  - preloadovaná data jsou data, která jsou získána a uložena na CE. 
Může se jednat o jakýkoli HTTP obsah, URL a jiné. Data bývají pravidelně 
aktualizována. 
• Pre-positioning – tato služba může být provozována jen na centrálně 
zpravovaném rozmístění. Data jsou získána a distribuována dále do ACNS sítě, 
využívá se pro aplikace náročné na rychlost a šířku pásma, jako jsou například 
Java applets, Macromedia falsh animace. 
• Live streaming – dokáže v reálném čase streamovat a vysílat data . 
Content disribution manager- Jak již bylo řečeno výše, tento mod je potřeba při 
centrální správě viz 5.1.1. V naší síti toho zařízení není využíváno viz [8].  
Content router- Hlavním úkolem tohoto zařízení v ACNS síti je směrovat 
klientské požadavky na  nejbližší content engine. Uplatnění se tedy najde opět ve 
složitějších sítích, kde je větší počet CE.  Při své práci využívá DNS (domain name 
systém). Pro naše účely je tedy také nepotřebný. 
Program manager - Je to vlastně jen aplikace běžící na CE. Program manager 
(dále jen PM)je přístupný přes webové rozhraní a je využíván systémovými správci na 
nastavování a spravování IP/TV naplánovaných či vyžádaných programů, kanálů, 
nahrávek a datových přenosů mezi TV servery. Pozor, webové rozhraní používá javové 
aplety, proto musí být v nastavení prohlížeče povoleno stahovat takovýto obsah. Toto 
zařízení je v naší síti zastoupeno, v dalších kapitolách se s možnostmi, které nabízí, 
seznámíme podrobněji. 
5.2.2 IP/TV broadcast server 
Toto zařízení provádí streamování video a audio dat. Obsahuje v sobě Video kartu, 
Winnov Videum 4400 AV, která má 4 AV vstupy. Dokáže zpracovat signál 
z televizního vysílání, či z videokamer a videopřehrávačů. Tento server má v sobě 
nahrán operační systém Windows 2000. Je to IP/TV server je vlastně jenom aplikace 
nainstalovaná v systému.  IP/TV server můžete vidět na obr 5.3. Podrobnější informace 
v [12], [13] 
K IP/TV broadcast server se také dodává Ip/TV Viewer, který slouží k přehrávání 
obsahu vysílaného TV serverem. Instaluje se tedy zvlášť na každý počítač, na kterém 
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chceme sledovat vysílání. Pozor, IP/TV server a Viewer nemůže být nainstalován na 
stejném zařízení. Nastaví se v něm IP adresa Program manageru, ze kterého má přijímat 
informace o dostupných programech, a veškerém multimediálním obsahu dostupném 
na IP/TV serveru. 
 
Obr.  5.3 IP/TV Broadcast server 
 
5.2.3 Směrovače 1812 a 1811 
Směrovače série 1800 jsou přímými nástupci série 1700, jde o sérii s pevnou 
konfigurací (kromě modelu 1841). Série je určena pro bezpečné širokopásmové 
připojení i pro připojení přes Wi-fi (jen některé modely). Směrovače využité v naši síti 
mají integrovaný i 8-mi portový přepínač. Podrobné informace o směrovačích lze 
nalézt v [10]. 
5.3  IP/TV síť- princip  
IP/TV řešení pracuje na následujícím principu. IP/TV server zpracovává 
multimediální data, buď z karty na zachytávání videa, nebo z pevného disku. Data 
nastreamuje (převede do formátu vhodného k přenosu) a pomocí  protokolu RTP jsou 
data vysílána na pokyn Program manageru přes multicastové směrovače k příjemcům. 
Příjemci, kteří chtějí přijímat data, musí být zaregistrovaní v multicastové skupině a mít 
nainstalovaný IP/TV Viewer (přehrává distribuovaný obsah). Celý přenos řídí PM, ten 
má také funkci jako server, který přijímá, zpracovává a  vyřizuje žádosti na vysílání. 
Přes jeho webové rozhraní se vytváří a spravují programy. Koncový uživatel při výběru  
programu komunikuje s  Program managerem, který jeho požadavek obslouží a dá 
pokyn  TV serveru vyslat data novému příjemci. Přihlášení do multicastových skupin 
probíhá přes TV viewer, bez vědomí uživatele.  Příjemce předem neví, jaký TV server 
se stará o zasílání dat, což umožňuje v sítí využívat více TV serverů, aniž by uživatel 
musel předem znát jejich adresy. O vybrání a přiřazení vhodného TV serveru se stará 
opět PM. Funkce IP/TV  řešení je znázorněna na obr.5.4. Podrobnější popis a možnosti 











Obr.  5.4 Komunikace IP/TV sítě 
5.4  Konfigurace multicastu na směrovačích Cisco 
Nyní se již zaměřím na trochu konkrétnější věc a tou je samotná konfigurace 
multicastu na směrovačích firmy Cisco.V naší experimentální síti je celkem 5 
směrovačů, tři směrovače 1812 a dva 1811. Jeden z nich má i rozhraní 802.11 (Wi-Fi).  
Směrovače obsahují verzi IOS 12.3 a novější a všechny podporují jak ASM, tak 
SSM. Konfigurace ASM je složitější a firma cisco nabízí několik možností, jak tuto 
konfiguraci provézt. Uvedu jejich stručný přehled, jednoduchý popis a mnou zvolené 
řešení.  Hlavní úkol konfigurace s naší síti je v případě ASM nastavení protokolu PIM a 
s tím spojené nastavení RP. Konfigurace IGMP je snadná a spočívá pouze v zadání 
jednoho příkazu.  
Informace o jednotlivých způsobech konfigurace jsou stručné, podrobnější 
informace a postupy lze nalézt v [10]. 
5.4.1 Konfigurace ASM 
ASM lze nakonfigurovat několika způsoby: 
• PIM-SM a Auto RP 
• PIM-SM s Anycast RP 
• PIM-SM s Bootstrap router 
• PIM-SM se statickým RP 
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5.4.1.1 PIM-SM s Auto RP 
Jedná se o dynamické řešení vhodné pro větší sítě s několika RP. Aby mohlo auto 
RP fungovat, musí být jeden směrovač nakonfigurován jako RP mapovací agent, který 
přijímá zprávy od směrovačů, které mohou být RP, tzv. RP kandidáti, a rozhoduje, 
který z nich bude pro danou skupinu RP. Toto rozhodnutí odešle všem směrovačům 
v okolí (broadcastem).  
Tak se všechny směrovače dozvědí, jaký směrovač je přidělen pro multicastové 
skupiny, které mají směrovat ke klientům. Společnost IANA (Internet Assigned 
Numbers Authority) přidělila dvě multicastové adresy pro účely Auro-RP. Jedná se o 
adresy: 224.0.1.39 a 224.0.1.40. 
Výhody Auto-RP: 
• Pokud chceme provádět změny na RP, nemusíme zasahovat do další 
konfigurace sítě, a měnit nastavení směrovačů u uživatelů, o to se postará 
protokol sám.  
• Umožňuje omezit provoz v rámci domény, takže multicastové adresy můžou 
být znovu použité v jiné doméně. 
5.4.1.2  PIM-SM s Anycast RP 
Tento způsob konfigurace zajišťuje redundanci RP. Anycast RP jsou konfigurovány 
staticky, jejich rozhraní pracují v modu PIM-SM. Konfigurace probíhá tak, že 
minimálně dva RP jsou nakonfigurovány se stejnou IP adresou na svém loopback 
rozhraní. Tato konfigurace je jednoduchá a lehce se spravuje.  
Hlavním cílem tété konfigurace je možnost rozdělit zátěž provozu na několik 
směrovačů a navzájem si udržovat stejné multicastové tabulky. Tím se vlastně 
navzájem zálohují a v případě výpadu jednoho z nich se provoz nepřeruší. Pro správnou 
funkci Anycast RP je zapotřebí nakonfigurovat MSDP. Tím je možné pracovat rozšířit 
tuto síť na více domén, je tedy vhodný pro velké sítě. Podrobnější popis konfigurace a 
požadavků je v [10]. 
5.4.1.3 PIM-SM s Bootstrap router 
Tato konfigurace umožňuje automaticky a dynamicky vytvářet multicastové 
stromy. Směrovače se tak sami naučí, kam směrovat provoz pro určité skupiny. 
Základem konfigurace je tzv. Bootstrap směrovač (dále jen BSR), bootstap znamená 
v angličtině samozaváděcí. Administrátor nakonfiguruje kandidáty  na BSR. Každému 
kandidátovi se přidělí určitá priorita, BSR se zvolí automaticky podle nastavené 
priority. O tom, který směrovač je vítězem, se dozví všechny směrovače v PIM 
doméně. Dále se konfigurují kandidáti na RP, ty informují BSR o svém úmyslu stát se 
RP pomocí unicastového přenosu.  O tom, který směrovač bude RP, rozhodne opět 
BSR a odešle oznámení o vítězi na lokální multicastovou adresu 224.0.0.13.  Zprávy 
BSR se posílají pomocí protokolu PIM.  
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BSR funguje podobně jako Auto-RP, proto není povoleno, aby pracoval souběžně 
s Auto-RP. Protože se zprávy posílají na lokální multicastovou adresu, neumožňuje 
rozšíření mimo doménu.  
V naší experimentální síti jsme zvolili konfiguraci právě pomocí BSR, neboť je 
vhodná pro sítě v jedné doméně a umí se dynamicky adaptovat požadavky uživatelů při 
změně požadavků na vysílání. 
5.4.1.4  PIM-SM se statickým RP 
Nejjednodušším mechanismem je nakonfigurovat statický RP, to ale vyžaduje 
dobrou znalost topologie sítě a požadavků klientů, neboť špatné umístění RP může 
způsobit neefektivní směrování dat s síti. Pro síť naších rozměrů by to bylo dostačující, 
ale analýza dynamického protokolu je zajímavější a lze sledovat, jak se ve vhodném 
případě vytvoří, pro multicastovou skupinu místo stromu sdíleného, strom zdrojový.  
5.4.2 Konfigurace SSM 
Jak již bylo řečeno, konfigurace SSM je jednodušší, neboť se nemusí konfigurovat 
RP, ani globálně hlídat obsazení multicastových skupin. Pro konfiguraci je nutné 
nastavit pouze podporu protokolu PIM-SSM, který vychází z PIM-SM, a IGMP v3. 
Aktivování režimu SSM je doprovázeno zvolením rozsahu multicastových adres, na 
kterých bude SSM aktivní. Rozsah je zadán pomocí předem vytvořeného access-listu. 
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6 Experimentální síť 
Základní princip IP/TV sítě byl popsán v kap. 5.3, nyní již uvedu implementaci 
tohoto řešení do naší testovací sítě.  
Pro experimentální síť byl vyhrazen adresový prostor 147.229.151.224/27, což 
odpovídá 32 IP adresám. Vzhledem k tomu, že se síť skládá z 5 směrovačů a 2 serverů, 
bylo nutné tento prostor dále rozdělit na menší podsítě. Všechna zařízení jsou umístěna 
v laboratoři v budově Purkyňova 118 a jsou připojeny do universitní počítačové sítě a 
internetu. Schéma topologie sítě je na obrázku 6.1. a reálné zapojení schématu je vidět 
na obrázku 6.2 
 
Obrázek 6.1 – Schéma experimentální sítě 
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Obrázek 6.2- Experimentální testovací síť 
U každého síťového prvku je zobrazena jeho IP adresa a rozhraní ke kterému patří. 
Na směrovačích tři a pět je nakonfigurován překlad adres. K tomuto kroku jsem byl 
veden nedostatkem volných IP adres. Každá privátní síť umožňuje připojit 254 
systémů. Pro přístup do internetu se jejich požadavky překládají na veřejné IP adresy 
(viz obr 6.1).  
Pro lepší orientaci v síti jsem adresné schéma uvedl do tabulky 6.1. V tabulce jsou 
znázorněny všechny důležité informace o rozdělení IP adres.  
Tabulka 6.1: 
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Číslo podsítě Adresa podítě Rozsah adres Všesměrová adresa Síť/prefix
1 147.229.151.224 .225 - 230 .231 147.229.151.224/29
2 147.229.151.232 .233 - 234 .235 147.229.151.232/30
3 147.229.151.236 .237 - 238 .239 147.229.151.236/30
4 147.229.151.240 .241 - 246 .247 147.229.151.240/29
5 147.229.151.248 .249 - 250 .251 147.229.151.248/30
6 147.229.151.252 .253 - 254 .255 147.229.151.252/30
 
IP/TV server a PM je připojen do směrovače číslo1, který zároveň připojuje 
experimentální síť do sítě univerzitní přes bránu s IP adresou 147.229.151.129. 
Připojení do univerzitní sítě nám umožňuje rozšířit rozsah multicastového vysílání do 
celé učebny, což rozšíří i možnosti další analýzy sítě. Technicky je tato experimentální 
síť schopna rozšířit vysílání do dalších učeben, ale provoz by musel být povolen správci 
universitní sítě, neboť v současné době je blokován firewally.  
 V následujících kapitolách je uveden stručný postup konfigurace jednotlivých 
zařízení. Příkazy sloužící k těmto nastavením zde nejsou vypsány, neboť by značně 
navýšili rozsah práce. Budou uvedeny až v příloze na CD na konci diplomové práce. 
Uvedena jsou jen nejdůležitější nastavení týkající se provozu multicastu a testovací sítě, 
samozřejmě musely být nakonfigurovány i další služby, které zde nemusí být z důvodu 
zkrácení textu zmíněny, ale budou uvedeny v příloze na CD. 
6.1  Konfigurace směrovačů 
Veškerá konfigurace byla provedena v textovém režimu pomocí programu 
Hyperterminal. Směrovače podporují i konfiguraci v grafickém rozhraní pomocí 
programu SDM (security device manager), ale tím se v této práci nebudu zabývat. Na 
směrovačích jsem provedl následující nastavení: 
• Základní nastavení- sem patří v prvé řadě změna uživatelského jména a hesla, 
adresy DNS serverů a vlastního dns jména směrovače.  
• Síťová nastavení- provádí základní konfiguraci síťových rozhraní FE0 a FE1, 
popřípadě VLAN.   
• DHCP server- slouží pro přidělení adres zařízením, která jsou připojena do 
portů přepínače, ovšem kromě IP/TV serveru a Program manageru, ty mají IP 
adresy nastaveny staticky. 
• Omezení přístupu- z bezpečnostních důvodů byl na směrovač omezen přístup 
pomocí tzv. access listů. Tím se povolil přístup jen z rozsahu IP adres sítě VUT. 
• Nastavení směrování- nastaven protokol RIP v2 s kombinací statického 
směrování na bránu laboratoře PA-249.  
• Základní nastavení bezpečnosti- přímo služba směrovače implementována 
firmou CISCO 
• Nastavení překladu adres- nastavení překladu adres z privátní sítě na veřejné 
adresy.  
• Nastavení přístupu SSH- umožňuj vzdálenou správu přes bezpečný protokol 
SSH 
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• Nastavení multicastu- nastavení týkající se podpory multicastu na směrovači. 
Uvádím zde pouze kroky nastavení s popisem jednotlivých příkazů. Příklad je 
pro směrovač jedna. Podrobnější výpis bude opět uveden v příloze. 
• Nastavení Wi-fi- bezdrátová síť, i zde byla nakonfigurována podpora 
multicastu 
6.1.1 Nastaveni ASM s Bootstrap router 
1. enable – privilegovaný režim směrovače 
2. configure terminal – přechod do konfiguračního režimu 
3. ip multicast-routing – aktivuje směrování multicastu 
4. interface type number – konfigurační režim portu 
5. ip pim sparse-mode – aktivuje na rozhraní  PIM-SM 
6. end  - ukončí režim konfigurace 
Bod 1-6 se zopakuje na každém rozhraní, které podporuje multicast 
8. ip pim bsr-candidate fastEthenet1  - definuje kandidáta na BSR 
směrovač, tento příkaz se zopakuje na každém směrovači, který se může stát BSR. 
9. ip pim rp-candidate fasEthernet1 group-list  
asm_group – definuje kandidáta na RP spolu s rozsahem multicastových adres, 
pro které bude zastávat fci RP. Zopakuje se na všech RP.  
10. no ip pim dm-fallback – zakazuje funkce protokolu dense mode 
(záplavy paketů) 
11. interface fastEthernet 0 – konfigurační režim portu 
12. ip pim bsr-border – znemožní odesílání bootstrap zprav přes tuto 
interface, aby se nedostali z požadované sítě. 
13. end  - ukončí konfigurační režim 
6.1.2 Nastavení SSM 
1. enable  - privilegovaný režim směrovače 
2. configure terminal - přechod do konfiguračního režimu 
3. ip multicast-routing - aktivuje směrování multicastu
4. ip pim ssm range ssm_group – aktivuje protokol SSM, který 
umožňuje funkci SSM. Při použití slova range a access-listu umožní směrování 
pouze zadaného rozsahu multicastových skupin 
5. interface type number – konfigurační režim portu 
6. ip pim sparse-mode – aktibuje protokol PIM-SM 
7. Zopakovat kroky 1-6 na každém  rozhraní, které podporuje multicast.  
8. ip igmp version 3 – aktivuje protokol IGMP ve verzi3, který umožňuje 
se přihlásit do SSM skupiny. Nastavuje se na všech rozraních, která jsou připojena 
k uživatelům.  
9. end – ukončí konfigurační režim. 
Ověření konfigurace multicastu lze provézt přímo na směrovači pomocí 
následujících příkazů: 
show ip igmp groups [group-name | group-address | 
interface-type interface-number] [detail]  
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show ip mroute [group-address | group-name] [source-
address | source-name] [interface-type interface-number] 
[summary] [count] [active kbps]  
Praktickou ukázku výstupu těchto příkazů je možné vidět na obrázcích 6.3 a 6.4. Na 
výpisu IGMP groups jsou vidět pouze skupiny, které směrovač sám směruje nebo pro 
ně funguje jako RP. Výpis ip mroute, obsahoval mnohem více dat, pro každý datový 
tok jeden záznam. Vybral jsem položky, kde je jak ASM, tak SSM. U ASM není 
zobrazen zdroj ale jen hvězdička, jak bylo popsáno v teoretické části práce. 
 
Obrázek 6.3- Výpis show igmp groups na směrovači 1 
 
Obrázek 6.4- Výpis příkazu show ip mroute pro směrovač 1 
6.2  Nastavení PM 
Základní síťové nastavení se provádí přes konzoly a probíhá stejně ve všech 
modech. Přihlásíme se opět pomocí konzolového připojení a programu Hyperterminal.  
Po náběhu operačního systému se objeví požadavek na jméno a heslo, standardně je 
nastaveno username- admin, password –default –opět se toto doporučuje co nejdříve 
změnit, což bylo provedeno hned po náběhu systému. 
Základní nastavení 
K základním nastavením patří IP adresy pro síťová rozhraní, servery DNS,  DNS 
název PM a rozdělení pevného disku. PM disponuje dvěmi gigabitovými fast ethernet 
porty. V současné konfiguraci sítě je využit pouze jeden s IP adresou 147.229.151.227.  
Grafické rozhraní (GUI) 
Pokud je správně provedena konfigurace sítě, přístup do GUI (graphic user 
interface) je velmi jednoduchý. Do internetového prohlížeče zadáme adresu PM, což je 
v našem případě http://147.229.151.227. Poté se objeví přihlašovací obrazovka, zadáme 
jméno a heslo a vstoupíme do GUI PM [12] . Úvodní obrazovka GUI je na obr. 6.5. 
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Obr. 6.5 – Úvodní obrazovka grafického rozhraní 
PM umožňuje široké možnosti nastavení, popis všech funkcí a možností by byl 
značně dlouhý a do jisté míry i zbytečný. Důležité je nastavení položky Preferences 
(Vlastnosti), kde se definují důležité parametry týkajících se multicastových adres, 
druhu podporovaných souborů apod. Podrobný výpis nastavení vlastností je uveden 
v příloze. Grafické rozhraní je dobře provedené a intuitivní, takže se dá na většinu věcí 
přijít bez hlubších znalostí problematiky. Uvádím pouze postup při vytvoření 
programu. 
V PM lze vytvořit několik druhů programů, které lze vysílat. PM umožňuje i 
zachytávat data z videokarty a v reálném čase je vysílat nebo naplánovat jejich vysílání 
na přesně stanovenou dobu. Některé základní služby jsou zde jednoduše popsány, ale 
popis možností program manageru by vystačilo na samostatnou práci. 
• Naplánované programy (Scheduled programs)- jedná se o programy, kde si 
můžeme zvolit přesný čas začátku a délky vysílání. Při vytváření programu se 
volí druh programu. Na výběr je obraz zachytávaný kartou, základní program a 
pokročilý program. Nejlepší volbou je pokročilý program, neboť poskytuje 
nejširší možnosti nastavení. Programy se mohou sdružovat do kanálů, čehož se 
využívá pro označení programů s podobným tématem. Na obr. 6.6  je vidět 
několik naplánovaných programů. 
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Obr. 6.6 – Naplánované programy 
 
• Programy na vyžádání (On demand)- jsou vysílány unicastem. Lze je 
sdružovat do kategorií a vytvářet tak určitou hierarchii programů. Příklad je 
uveden na obr. 6.7 
 
Obr. 6.7 – Naplánované programy 
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6.3  Nastavení IP/Tv serveru 
Nastavení IP/TV serveru se provádí v prostředí operačního systému Windows 2000, 
proto není nastavení sítě problémové a postupuje se jako u jakéhokoli jiného počítače 
v síti. 
Pro konfiguraci serveru je nutné nastavit adresu program manageru a portu RTSP. 
Základní konfigurační okno je na obr. 6.8. Adresa program manageru je 
147.229.151.227. Po spojení s program managerem si server stáhne databázi programů, 
které má streamovat a odeslat do sítě. Databáze je v pravidelných intervalech 
aktualizována. Do ostatních nastavení se nemusí  téměř zasahovat, slouží spíše 
k upravení zobrazení a nebudou zde popsána.  
 
Obr. 6.8- nastavení IP/TV serveru 
Základní okno prostředí programu je jednoduché a orientace v něm není složitá. Lze 
si zobrazit programy buď podle časové souslednosti nebo podle druhu. Programy zde 
jdou  jednoduše spouštět, zastavit, zobrazit jejich podrobnosti atd. Prostředí spuštěného 
serveru je na obr. 6.9. 
 




Jako součást instalačního balíku s ovladači pro videokartu Winnov Videum 4400 je 
i program Videum Capture, který slouží k nahrávání zvuku či obrazu ze vstupů karty. 
Jako vstup lze využít širokou paletu podporovaných zařízení. Součástí balení této karty 
je veškerá potřebná kabeláž. Konfigurace programu není složitá a je intuitivní. Okno 
s konfigurací je na obrázku 6.10. Popisovat všechna pole nastavení je zbytečné a pro 
naše účely nepodstatné. Po připojení například videorekordéru stačí zvolit vstup, na 
který je připojen  a v hlavním oknu programu je možné spustit nahrávání obrazu nebo 
zvuku.  
 
Obr. 6.10 – Nastavení Videum capture 
Na obrázku 6.11 je okno Videum Capture, se zobrazeným vstupem 
z videorekordéru. Grafické okno je přehledné a dobře uspořádané, všechny potřebné 
funkce jsou uloženy jako ikonky na hlavním panelu.  
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Obr. 6.11 – Hlavní okno Videum Capture 
6.4  IP/TV Viewer 
Posledním krokem k dokončení konfigurace je nainstalovat na některém počítači 
IP/TV Viewer, abychom mohli vysílaná data sledovat. Protože se jedná o program pro 
platformu Windows, nejsou s instalací zádně problémy, stačí nastavit místo, kam se má 
nainstalovat a o zbytek se postará průvodce instalací.  
Po prvním spuštění se musí nastavit adresa program manageru, ze kterého bude 
prohlížeč přijímat seznam dostupných programů. Aktualizace nabídky se dá provézt 
manuálně, ale prohlížeč se na seznam programů táže v pravidelných intervalech bez 
přičinění uživatele. Časový interval dotazování lze nastavit. Okno Ip/TV Viewru je na 
obr. 6.12.  
 
Obr. 6.12 –obrazovka IP/TV vieweru 
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7 Analýza provozu sítě 
Testovací síť je v provozu a tedy může být podrobena analýze provozu, která 
umožní porovnání  multicastových technologií mezi sebou. Analýzu provozu jsem 
provedl pomocí protokolových analyzátorů Wireshark, hardwarového analyzátoru 
Finisar a softwaru Surveyor (k ovládání Finisaru). O těchto nástrojích je více napsáno 
v následujících kapitolách.  
 Díky rozšíření provozu do celé učebny PA-249, se rozšířily možnosti analýzy a 
hlavně se provoz přiblížil běžné zátěži, které jsou vystavovány multimediální sítě o 
komerčním provozu. Samozřejmě rozsah pořád není ideální, ale pro změření rozdílů 
mezi multicastovými technologiemi by měl stačit. 
V kapitole o QoE jsem zmiňoval některé parametry, které se dají měřit. Bohužel 
jsem nemohl všechny změřit. Pro měření QoE se totiž využívají specializovaná zařízení 
za nemalé sumy peněz. Žádné takové zařízení jsem k dispozici neměl. Výslednou 
kvalitu zobrazení jsem tedy nehodnotil podle Media delivery index, ale podle svého 
subjektivního dojmu, proto mé hodnocení obrazové a zvukové kvality berte jako 
orientační.  
Hlavní část kapitoly o analýze bude věnována vlastnímu porovnání technologií 
SSM a ASM. Síť jsem nejprve analyzoval jen při provozu streamovaných 
multimediálních dat, bez jakéhokoli dalšího provozu. Potom jsem testovací síť  zatížil 
přenosem FTP souborů, aby se provoz přiblížil reálnému nasazení. Analýzu jsem 
provedl i pomocí přenosného počítače s Wi-fi rozhraním, což nám umožní porovnat 
provoz v prostředí s menší šířkou přenosového pásma.  
7.1  Protokolové analyzátory  
Protokolové analyzátory nebo také paketové sniffery, jsou programy, které 
umožňují zachytávat pakety ze síťové karty a pak je zobrazovat. Dokáží zachytit nejen 
pakety, které jsou určeny pro cílový počítač, ale všechny pakety, které  k síťové kartě 
dorazí a normálně by byly zahozeny. Této vlastnosti je dosaženo přepnutím síťové 
karty do tzv. promiskuitního režimu. Obecně tyto analyzátory slouží k řešení problémů 
v sítí nebo podrobnější analýzám provozu, které se využívají například k plánování 
rozšíření sítě apod. Bohužel je lze také zneužít k případným útokům na počítačové sítě 
nebo nezabezpečené systémy v síti. Každý paket je totiž možné zobrazit a zjistit tak, 
jaká data jsou v něm přenášena. Pokud nejsou zabezpečena například šifrováním, může 
zjištění některých informací vézt například k finančním ztrátám.  
Dostupných analyzátorů je celá řada. Liší se jak nabízenými možnostmi analýzy, 
tak hlavně cenou. Podrobnější rozbor problematiky by vystačil na samostatnou práci, 
uvedu tedy jen základní informace. Na internetu jsou dostupné i analyzátory, které jsou 
volně ke stažení, nejsou zpoplatněny a nabízejí poměrně rozsáhlé možnosti nastavení a 
analýzy.  Obecně lze tyto nástroje na zachytávání paketů rozdělit na dvě hlavní 
kategorie, softwarové a hardwarové. Softwarové jsou obecně dostupnější a určeny 
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především k analýze koncových systémů, neposkytují tak rozsáhlé možnosti a funkce 
jako hardwarové, ale jsou zase levnější a není k nim potřeba žádný dodatečný 
hardware. Slouží například jako pomocník při řešení problému s sítích. Ale nehodí se 
pro dlouhodobou analýzu, protože se všechen provoz , který chceme analyzovat, musí 
nejdříve někam uložit. Paměťové nároky tak při zachytávání provozu vytížené lokální 
sítě mohou být nemalé, řádově stovky megabajtů za minutu. Dalším úskalím při 
používání softwarového analyzátoru je jeho náročnost na hardware, kde je 
nainstalován. Při práci s velkými objemy dat může zcela vytížit procesor a tím 
degradovat výkon celé stanice. Hardwarové analyzátory jsou samozřejmě dražší, ale 
poskytují větší možnosti analýzy a hlavně jsou vhodné pro dlouhodobé nasazení. 
Většinou jsou vybaveny jak potřebným pevným diskem pro ukládání zachycených dat, 
tak přímo obvody, které provádějí některé funkce analýzy, tím nezatěžují procesor 
koncového systému. Hardwarový analyzátor je většinou možné zapojit mezi aktivní 
prvky sítě a analyzovat tak průchozí provoz. Administrátor také může pomocí 
vzdáleného připojení ovládat několik analyzátorů najednou.  
7.1.1  Wireshark 
Jedná se o volně stažitelný a neplacený softwarový analyzátor. Jeho zdrojové kódy 
jsou volně přístupné, proto se těší veliké oblibě mezi širokým spektrem uživatelů a je 
jedním z nejvíce používaných analyzátorů. Dříve byl tento produkt vydáván pod 
jménem Ethereal. Většinu analýzy jsem  prováděl právě za pomocí tohoto programu, 
neboť umožňuje podrobnou analýzu RTP protokolu, kterým jsou posílána data 
v testovací IP/TV síti.  
Wireshark je dostupný jak pro platformu Windows, tak i mnoho distibucí Linuxu. 
Umožňuje pracovat s mnoha typy souborů, což umožňuje pracovat i s daty, která 
nebyla zachycena přímo tímto programem. Nabízí jednoduché, ale dobře funkčně 
zpracované grafické rozhraní a široké spektrum možností zobrazení statistik provozu. 
Samozřejmostí je možnost vytvářet filtry pro zachytávání i zobrazování paketů a 
mnoho dalšího.  
Základní grafické rozhraní programu je na obr. 7.1.  Základní rozhraní obsahuje 
menu, panel s nástroji a 3 pole. V horním poli jsou zobrazeny zachycené pakety 
s jednoduchým popisem, v prostředním jsou zobrazeny detaily paketu a ve spodním 
poli jsou zobrazeny přímo data paketu. Pro podrobnější  o grafickém rozhraní a 




Obr 7.1 – Grafické rozhraní programu Wireshark 
7.1.2 Finisar THG 
Finisar THG je hardwarový analyzátor určený pro dlouhodobé analýzy sítě, 
umožňuje sledovat síť 24 hodin denně a mít tak ucelený přehled o vytížení sítě. 
Podporuje přes 250 síťových protokolů, ovládací program nabízí intuitivní uživatelské 
rozhraní. Významným způsobem může pomoci při řešení problémů se sítí. Nabízí 
široké možnosti vytváření filtrů pro zachytávání paketů a následnou analýzu na všech 
sedmi vrstvách referenčního systému ISO/OSI. Dále nabízí mnoho nástrojů pro analýzu 
přenosu VoIP a mnoho dalších.  
Vlastní analyzátor se skládá z hardwarového zařízení, které se zapojí do sledovaní 
sítě a softwarového programu Surveyor, který slouží k zobrazování paketů, tvorbu 
filtrů, grafů, zkrátka k jeho ovládání. Hlavní výhodou tohoto systému je, že se pomocí 
programu Surveyor můžeme připojit na několik analyzátorů a sledovat tak různé 
segmenty sítě najednou.   
Vlastní analyzátor je vidět na obr. 7.2. Obsahuje 2 síťové moduly, které umožňují 
monitorovat jak 10/100Mbit ethernet, tak i GigabitEthernet, a volitelně i optické 
vlákna. V jeho příslušenství je dodáván i „odposlouchávací panel“ pomocí kterého lze 









Obr. 7.2 – Finisar THG 
Grafické rozhraní programu Surveyor je na obr. 7.3. Vlevo je panel s moduly, kde 
jsou zobrazeny dostupná zařízení, která je možné sledovat. V pravé části je okno, kde 
jsou zobrazeny informace o probíhajícím zachytávání provozu, umožňuje zobrazit 
několik připojených modulů najednou. Pro podrobnější informace o sledování sítě, jde 
přepnout zobrazení do detailního pohledu na jeden konkrétní modul a provádět 
podrobná nastavení a analýzy. 
 
Obr. 7. 3 – Grafické rozhraní programu Surveyor 
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7.2 Měřené parametry 
Pro porovnání a následné vyhodnocení efektivity přenosu jsem zvolil následující 
parametry: 
• Statistický rozptyl zpoždění (Jitter- ms) – znamená kolísání velikosti 
zpoždění paketů při průchodu sítí (vzniká např. na směrovačích) jako 
důsledek změn směrování,  chování interních front směrovače atd. Čím je 
hodnota menší, tím lépe pro přenos dat, neboť dorazí s menším zpožděním. 
• Průměr statistického rozptylu zpoždění (Mean jitter- ms)- průměrná 
hodnota rozptylu celého přenosu. 
• Rozdílová hodnota (delta- ms)- vyjadřuje rozdíl v milisekundách od 
příchodu předešlého paketu. Hodnota je závislá na rychlosti přenášených 
dat. Kvalitní multimediální přenos musí vykazovat konstantní a co nejmenší 
zpoždění mezi pakety. Přijatelná hodnota zpoždění, při které se neprojeví 
viditelné zhoršení kvality obrazu, se u audiovizuálních dat pohybuje okolo 
100-150 ms. 
• Ztracené pakety – počet ztracených paketů, neboli paketů, jež nedorazily 
na cílovou IP adresu.  
• Channel zapping latency- čas, který síť potřebuje k tomu, aby přestala 
vysílat jeden kanál a začala vysílat jiný, tedy  přepnutí programu. Měřen čas, 
od paketu přihlášení do multicastové skupiny po první doručený paket 
nového programu. 
• Kvalita obrazu- subjektivní zhodnocení výsledné kvality obrazu na 
cílových stanicích. 
7.3  Srovnání ASM a SSM 
Samotnou analýzu dat jsem prováděl tak, že hardwarový analyzátor jsem zapojil 
mezi směrovače jedna a dvě, abych měl přehled o toku dat mezi směrovači. Dále jsem 
zapojil jeden osobní počítač s Wiresharkem do směrovače číslo čtyři, svůj přenosný 
počítač do směrovače tři. V počítačové síti VUT v učebně jsem spustil 8 osobních 
počítačů, ale zachytával jsem data jen na jednom z nich. Celkově tedy bylo připojeno 
do testovací sítě deset osobních počítačů, v různých segmentech sítě, a jeden 
hardwarový analyzátor. Na všech počítačích jsem spustil IP/TV Viewer a sledoval 
shodné programy, konkrétně tři programy SSM a tři ASM.  
Provoz jsem zachytával po dobu přibližně 7 minut na všech systémech. Při prvním 
měření jsem nechal v sítí jenom provoz generovaný sledováním IP/TV programů, bez 
jakékoli jiné zátěže, což zabralo přenosové pásmo o šířce 8 Mbit/s. Ve druhém měření 
jsem síť zatížil provozem z FTP serveru, takže celkové zatížení sítě se vyšplhalo na  45- 
50 procent přenosové kapacity. Budu tedy porovnávat nejen technologie ASM a SSM, 
ale i vliv zvýšené zátěže sítě na jejich přenosovou kvalitu.  
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7.3.1 IP/TV programy bez dalšího provozu 
Jak již bylo zmíněno, na všech sledovaných systémech bylo spuštěno 6 programů, 
tedy dva ASM a dva SSM. Server streamuje zvlášť audio a video data, takže na každý 
sledovaný program připadají dva datové toky. Každý je vysílán na jinou multicastovou 
adresu a port. Jak zdroj  dat jsem zvolil vždy soubor typu mpg, vytvořený kodekem 
Mpeg1. Tento typ kodeku  jsem vybral z mnoha testovaných druhů. Důvodem jeho 
výběru byla skutečnost, že program Wireshark datový tok dobře klasifikoval jako 
provoz RTP. Bohužel videa mpeg nemají příliš velký datový tok, ale při testování 
jiných kodeků s větším datovým tokem bohužel Wireshark vykazoval nestabilitu a při 
RTP analýze vykazoval nesmyslné hodnoty a někdy ani nerozpoznal RTP datový tok.  
Protože jsem prováděl měření provozu nejen v testovací síti vytvořené pro analýzu 
multicastu, ale i části universitní sítě, která pro tento provoz určená není, uvedu 
v následující kapitole údaje jak z testovací sítě, tak sítě universitní. Je nutné 
podotknout, že pro tyto účely byl vytvořen a nakonfigurován virtuální stroj pro 
virtualinzační program VMplayer, na který byl nainstalován operační systém Windows 
XP Professional a nezbytný software pro příjem a přehrávání multicastových programů. 
Tyto systémy jsou připojeny do universitní sítě přes směrovač, který jejich privátní 
adresy překládá pomocí PAT (port address translation) na adresu veřejnou. Bude tedy 
zajímavé sledovat, zda to bude mít vliv na kvalitu příjmu IP/TV vysílání. Na obr.7.4 je 
přehled zastoupených protokolů v zachyceném provozu. Analyzovaný datový tok měl 
celkem 8,2 Mbit/s a protokol RTP zabral 98% přenesených paketů. Stejný obrázek je 
možné uvézt pro každé měření, ale to je zbytečné, neboť údaje jsou téměř stejné, liší se 
jen celkový počet paketů, který je závislý na délce zachytávaní dat. Zastoupení 
jednotlivých protokolů je téměř identické.  
  
Obr. 7.4 – Přehled zastoupení protokolů 
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 Program Wireshark umožňuje pomocí vstupně-výstupních grafů filtrovat některé 
druhy paketů a vynést jejich tok do grafu. Vstupně výstupní graf pro RTP datový tok je 
na obr. 7.5. Na x-ové souřadnici je vynesen čas, na y-ové počet paketů přenesených za 
sekundu. Černá čára zobrazuje celkový objem přenášených paketů, červená zobrazuje 
pakety obrazu a modrá zobrazuje zvukové pakety. Zelené impulzy vyjadřují, jak velká 
část objemu přenášených je protokol RTP. Jak již bylo zmíněno protokol RTP zabírá 
přibližně 98% přenesených dat, proto je impulzy „vyšrafován“ celý graf.   
 
Obr. 7.5 – Graf RTP toku 
Vedle celkového datového toku se zastoupením RTP protokolu lze zobrazit přehled 
multicastových přenosů. Takový přehled je na obr. 7.6. Zobrazuje, jaké přenosové 
pásmo zabírají jednotlivé datové toky, kolik je přeneseno paketů za sekundu a jak velký 
buffer je použit pro data. Obrazové toky zabírají přenosové pásmo 1,1 Mbit/s a zvuk 
pouze 0,1 Mbit/s. 
 
Obr. 7.6 – Přehled multicastových přenosů 
Na obr. 7.7 a 7.8 jsou již zobrazeny jednotlivé datové toky vysílaných programů pro 
testovací síť a počítač v síti VUT. Na každý program připadají dva toky, jeden pro 
obraz a druhý pro zvuk. Liší se jak multicastovou adresou, na kterou je server vysílá, 
tak číslem portu. Zvukový tok má adresu vždy o 1 větší než obraz (není to žádné 
 53
pravidlo, to jsem si zvolil pro přehlednost). Vedle adresy a čísla portu jsou zobrazeny 
další informace, jakou je počet vyslaných a ztracených paketů a druh provozu 
rozeznaný RTP protokolem. Pro analýzu provozu jsou  nejdůležitější hodnoty 
maximální rozdíl mezi pakety, maximální statistický rozdíl a průměrný statistický 
rozdíl.  
 
Obr. 7.7- RTP toky pro počítač v testovací síti 
 
Obr. 7.8- RTP toky pro počítač v univerzitní síti 
Pro lepší přehlednost uvádím důležité hodnoty v Tabulce 7.1 U uvedených hodnot 
je zřejmé, že na počítači v síti VUT došlo ke ztrátám paketů. Ztráty se pohybují okolo 
0,4 procent pro všechny datové toky. To může být způsobeno jak překladem adres na 
univerzitním směrovači, tak skutečností, že zachytávání probíhá na virtuálním stroji, 
což může zpožďovat zpracování paketů a jejich následné zahození. Chtěl bych 
podotknout, že na kvalitu obrazu tyto ztráty výrazný vliv neměly, projevovaly se 
občasným mírným „trhnutím“ obrazu. Neobjevovaly se ale viditelné artefakty nebo 
„kostičkování“ obrazu.  
Provoz vysílaný technologií ASM má multicastové adresy 224.3.50.X a SSM 
adresy 232.3.50.X. Z porovnání parametrů statistického rozptylu zpoždění a 
rozdílových hodnot paketů je vidět, že rozdíly mezi ASM a SSM jsou v nezatížené síti 
jen minimální. Dokonce můžeme říci, že průměrné hodnoty ASM jsou menší, rozdíl je 
ovšem v řádu procent, proto tento rozdíl nelze brát jako směrodatný.   
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Tabulka 7.1 – Hodnoty RTP toků pro testovací síť 
adresa skupiny druh dat pakety ztraceno [%] max delta (ms) max jitter (ms) mean jitter (ms)
224.3.50.60 video 75966 63 133.95 72.95 22.47
224.3.50.61 audio 19720 0 721.97 113,42 35,31
224.3.50.70 video 70630 0 119.08 36,40 24.33
224.3.50.71 audio 6476 0 179.15 72,72 70,42
224.3.50.80 video 62249 0 199.45 41.48 25.40
224.3.50.81 audio 6335 0 152.33 61,38 59,46
232.3.50.60 video 75570 0 133.95 77,28 22,38
232.3.50.61 audio 19529 0 757.80 117.66 35.60
232.3.50.70 video 69828 0 131.04 32.30 24,31
232.3.50.71 audio 6409 0 174.89 72.06 70,43
232.3.50.80 video 61310 0 199,52 41,48 25,40
232.3.50.81 audio 6241 0 152.58 61,74 59,46
Testovací síť
 
adresa skupiny druh dat pakety ztraceno [%] max delta (ms) max jitter (ms) mean jitter (ms)
224.3.50.60 video 82772 0,4 944,85 71,97 22,29
224.3.50.61 audio 21421 0,4 946,13 110,90 34,66
224.3.50.70 video 75936 0,4 862,.65 30,28 23,89
224.3.50.71 audio 6965 0,4 1072,16 75,74 69,32
224.3.50.80 video 66102 0,4 952,75 43,11 25,15
224.3.50.81 audio 6717 0,5 1061,96 66,02 58,63
232.3.50.60 video 81611 0,4 300,81 73,24 22,29
232.3.50.61 audio 21141 0,4 970,64 110,81 34,69
232.3.50.70 video 74957 0,4 964,13 33,30 23,94
232.3.50.71 audio 6871 0,4 939,25 76,46 69,37
232.3.50.80 video 64582 0,3 999,75 43,18 25,19
232.3.50.81 audio 6241 0,3 1079,90 64,81 58,69
Síť VUT
 
Na obr. 7.9 a, b jsou zobrazeny parametry rozdílová hodnota (červeně) a statistický 
rozptyl zpoždění (černě) pro ASM a SSM. Statistický rozptyl je téměř konstantní jak 
pro ASM, tak SSM a jeho průměrná hodnota je téměř stejná. U rozdílové hodnoty se 
vyskytují krátkodobé výkyvy až na dvojnásobek průměrné hodnoty. Uvedené grafy 
jsou pro obrazový tok na počítači v testovací síti. Průběhy těchto grafů potvrzují, jak již 
bylo řečeno, že pro provoz v neztížené síti jsou rozdíly mezi ASM a SSM jen 
minimální. 
Stejné grafy uvádím i pro provoz v univerzitní sítí, kde byly vykázány ztráty 
paketů. V tabulce 1 jsou vidět i velké maximální hodnoty zpoždění, tato hodnota se 
však objevila jen výjimečně a nemá tak na celkovou kvalitu velký vliv. Ztráty paketů se 
v přenosu opravdu vyskytli, což je krásně zřetelné z obr. 7.10 a), b). Z těchto obrázků je 
zřetelné i větší kolísání statistické odchylky kolem míst, kde se vyskytují ztráty paketů. 












Obr. 7.10 - Graf zpoždění a rozptylu zpoždění pro síť VUT  a) ASM b) SSM 
Posledním sledovaným parametrem je „channel zapping“ tedy přepínání programů. 
I tento parametr jsem měřil jak v testovací síti tak v síti univerzitní (jednotlivé změřené 
hodnoty jsou uvedeny v tabulce 7.2). Hodnoty jsem měřil tak, že jsem spočítal rozdíl 
mezi paketem přihlášení do multicastové skupiny a prvním RTP paketem s daty. Není 
to tedy hodnota, kdy se již objeví obraz nového programu, ale vyjadřuje čas, za který je 
schopna síť reagovat na změnu kanálu a přenášet požadovaná data. Zobrazení nového 
programu trvá samozřejmě déle, protože se musí naplnit zásobník a nashromáždit 
dostatek paketů k zobrazení celého snímku. Z uvedených hodnot je zřejmé, že zde se 
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projevuje výhoda SSM v tom, že registrace do multicastové skupiny a vytvoření 
přenosu neprobíhá přes RP, ale přímo se serverem. Proto je SSM až na výjimky 
rychlejší. Rozdíly nejsou sice nějak markantní a pro koncového uživatele těžko 
zřetelné,  alespoň pro tento případ nezatížené sítě.  
Tabulka 7.2 Hodnoty přepínání kanálu v nezatížení síti 
Channel zapping testovací síť 
Skupina ASM Přepnutí [ms] Skupina SSM Přepnutí [ms] 
224.3.50.60 70,4 232.3.50.60 9,2 
224.3.50.61 19,5 232.3.50.61 18,0 
224.3.50.70 77,8 232.3.50.70 32,7 
224.3.50.71 122,5 232.3.50.71 18,5 
224.3.50.80 89,8 232.3.50.80 84,1 
224.3.50.81 18,7 232.3.50.81 24,0 
  
Channel zapping síť VUT 
Skupina ASM Přepnutí [ms] Skupina SSM Přepnutí [ms] 
224.3.50.60 56,1 232.3.50.60 87,3 
224.3.50.61 117,2 232.3.50.61 54,1 
224.3.50.70 130,4 232.3.50.70 119,5 
224.3.50.71 122,9 232.3.50.71 111,3 
224.3.50.80 107,1 232.3.50.80 72,6 
224.3.50.81 123,6 232.3.50.81 125,1 
 
7.3.2 IP/TV programy s FTP provozem 
Pro analýzu provozu v zatížené sítí platí to samé, co jsem psal o kapitolu výše. 
Sledoval jsem stejné programy a zachytával pakety na stejných počítačích, jen jsem do 
sítě přidal provoz pomocí FTP serverů tak, že zátěž sítě byla dosáhla 50%  přenosové 
kapacity. Při zachytávání jsem využil paketový filtr a zachytával jen data, která jsem 
potřeboval k analýze, vyloučil jsem tedy FTP provoz. Pokud bych zachytával vše, 
velmi by se zvýšil objem dat a tím  ztížila se práce s analýzou. 
Obrázek 7.11 zobrazuje zastoupení protokolů v přenosu je zbytečné uvádět, neboť 
je stejný jako v předchozím případě. Uvedu až vstupně výstupní graf pro RTP datový 




Obr. 7.11- Graf RTP toku 
Přehled multicastových přenosů je téměř shodný jako v provozu bez zátěže, což je 
v pořádku, neboť sledujeme stále stejné programy se stejným datovým tokem.  Přehled 
je na obr. 7.12. Zobrazuje, jaké přenosové pásmo zabírají jednotlivé datové toky, kolik 
je přeneseno paketů za sekundu a jak velký vyrovnávací zásobník je použit pro data. 
Obrazové toky zabírají přenosové pásmo 1,1 Mbit/s a zvuk pouze okolo 0,1 Mbit/s.  
 
Obr. 7.12- Přehled multicastových přenosů 
Na obr. 7.13 a 7.14 jsou již zobrazeny přehledy RTP spojení pro testovací síť a 
počítač v síti VUT. Adresy a charakteristiky pro zobrazené spojení jsou shodné 
s kapitolou 7.2.1.  
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Obr. 7.13- Přehled RTP spojení testovací síť 
 
Obr. 7.14 - Přehled RTP spojení univerzitní síť 
 
Stejně jako v předchozí kapitole uvádím přepis hodnot z obr. 7.13 a 7.14 v tabulce 
7.3.  Z tabulky je zřejmé, že při provozu ze zátěží se již vyskytly ztráty paketů jak 
v testovací síti, tak síti univerzitní. Chtěl bych se pozastavit nad hodnotami ztrát 
v testovací síti, kde jsou u některých ASM spojení zobrazena velmi vysoká čísla ztrát 
paketů. Při zobrazení grafů ovšem tak velké ztráty vidět nejsou, došlo spíše k poškození 
informací a počtu paketů, které měli být přijaty. Zkoušel jsem měření provádět 
několikrát, ale vždy se něco podobného vyskytlo, proto bych řekl, že se jedná o 
náhodnou chybu. Z tohoto konkrétního údaje jsem nevyvodil žádné závěry při 
porovnávání ASM a SSM. Přesto je zvláštní, že se tato velká čísla vždy objevila u ASM 
přenosu, SSM přenos tímto problémem postižen nebyl.  
Ztráty se v univerzitní síti se pohybují okolo 12 procent pro všechny datové toky. O 
možných příčinách jsem se zmínil již v předchozí kapitole. Jelikož se ztráty vyskytují 
rovnoměrně u všech spojení a jsou i vidět na grafech, nejedná se o žádnou chybu.  Co 
se týká kvality zobrazení, zde se již dá říci, že se projevili občasné vady v obraze. 
Docházelo ke snížení počtu snímků za sekundu, což někdy způsobovalo trhání obrazu a 
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docházelo také ke „kostičkování“, to je typické pro situace, kdy jsou některé pakety 
příliš zpožděné nebo se úplně ztratí. 
 Průměrné hodnoty parametrů rozptylu zpoždění a rozdílu mezi pakety jsou opět 
velmi podobné. Maximální hodnoty rozdílu mezi pakety jsou velmi velké, okolo 4 
sekund, tyto hodnoty se vyskytly při zahajování spojení, než se ustálil datový tok, pak 
již byly hodnoty mnohem menší.  
Tabulka 7.3 Hodnoty přepínání kanálu v zatížené síti 
adresa skupiny druh dat pakety ztraceno [%] max delta (ms) max jitter (ms) mean jitter (ms)
224.3.50.60 video 71732 84,6 133,42 75,65 23,39
224.3.50.61 audio 18586 0 735,58 115,22 35,32
224.3.50.70 video 66483 0 133,88 28,30 25,23
224.3.50.71 audio 6103 0 171,33 74,36 70,57
224.3.50.80 video 58700 0 199,02 51,68 26,43
224.3.50.81 audio 5975 91,6 169,21 63,67 59,59
232.3.50.60 video 71220 0 142,75 70,85 23,19
232.3.50.61 audio 18410 0 693,49 108,43 35,16
232.3.50.70 video 65906 0 129,71 33.32 25,20
232.3.50.71 audio 6046 0 171,08 73,73 70,61
232.3.50.80 video 58186 0 204,92 42,91 26,23
232.3.50.81 audio 5922 0 164,61 63,84 59,65
Testovací síť
 
adresa skupiny druh dat pakety ztraceno [%] max delta (ms) max jitter (ms) mean jitter (ms)
224.3.50.60 video 80625 12,6 4166,63 72,46 22,32
224.3.50.61 audio 20877 12,7 4164,80 133,44 34,59
224.3.50.70 video 76219 12,6 4167,82 34,35 23,98
224.3.50.71 audio 6968 12,9 4296,86 76,18 69,21
224.3.50.80 video 68637 12,6 4204,92 44,64 25,12
224.3.50.81 audio 6975 12,8 4207,74 66,02 58,63
232.3.50.60 video 80664 12,7 4098,14 75,38 22,32
232.3.50.61 audio 20846 12,7 4241,70 115,42 34,68
232.3.50.70 video 75425 12,8 5046,60 31,90 23,98
232.3.50.71 audio 6916 12,8 4281.50 566,18 70,39
232.3.50.80 video 68481 12,7 4249,70 44,06 25,18
232.3.50.81 audio 6972 12,7 4188,21 66,74 58,70
Síť VUT
 
Hodnoty z tabulky se těžko představují, proto na následujících obrázcích jsou 
zobrazeny rozdíly mezi pakety a rozptyl zpoždění. Na obr. 7.15 a), b) jsou grafy pro 
testovací síť, ani v zatížené síti nejsou vidět markantní rozdíly pro deltu mezi pakety, 







Obr. 7.15 - Graf zpoždění a rozptylu zpoždění pro testovací síť a) ASM  b) SSM 
Na obrázku 7.16 jsou průběhy přenosu v univerzitní síti. Ztráty paketů jsou vidět 
v přenosu okolo 500 sekund a dále. Ztráty se projevují jako mezery v toku. Průměrné 
hodnoty přenosu ASM i SSM jsou opět téměř shodné, malý rozdíl je vidět na grafech, 






Obr. 7.16 - Graf zpoždění a rozptylu zpoždění pro univerzitní síť a) ASM  b) SSM 
Nyní přijde na řadu porovnání hodnot „přepínání paketů“. Je důležité, aby tato 
hodnota byla udržována na co nejmenším čísle i při zatížení sítě, neboť každý uživatel 
vyžaduje rychlou odezvu systému, v našem případě přehrávače, na jeho povely. 
Změřené hodnoty jsou uvedeny v tabulce 7.4 a na obr. 7.17 je výsek z programu 
Wireshark, kde jsou vidět jak pakety protokolu IGMP pro přihlášení do multicastové 
skupiny, tak i samotné datové pakety RTP. Na obrázku je konkrétně zobrazeno 
přihlášení do ASM skupiny 224.3.50.60 a  224.3.50.61.  
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Obr. 7.17 – Channel zapping pro ASM - Wireshark 
Tabulka 7.4 -  Přepínání kanálů 
Channel zapping testovací síť 
Skupina ASM Přepnutí [ms] Skupina SSM Přepnutí [ms] 
224.3.50.60 67,8 232.3.50.60 33,2 
224.3.50.61 117,2 232.3.50.61 54,1 
224.3.50.70 130,4 232.3.50.70 119,5 
224.3.50.71 122,9 232.3.50.71 111,3 
224.3.50.80 107,1 232.3.50.80 95,5 
224.3.50.81 123,6 232.3.50.81 101,3 
  
Channel zapping síť VUT 
Skupina ASM Přepnutí [ms] Skupina SSM Přepnutí [ms] 
224.3.50.60 51,8 232.3.50.60 40,1 
224.3.50.61 73,8 232.3.50.61 70,5 
224.3.50.70 110,5 232.3.50.70 66,7 
224.3.50.71 112,1 232.3.50.71 61,5 
224.3.50.80 83,1 232.3.50.80 75,7 
224.3.50.81 93,2 232.3.50.81 83,3 
Z tabulky 7.4 je patrné, že v přepínání kanálů je jasným vítězem technologie SSM. 
Ve všech měřeních  jsou hodnoty pro SSM lepší, ne vždy znatelně, ale přece jen lepší. 
Naopak v některých případech je doba odezvy ASM téměř dvojnásobná. V tomto 
měření se naplno projevila výhoda SSM v tom, že uživatel nemusí vézt spojení přes 
RP, ale spojit se přímo se zdrojem dat, což ušetří čas. Měření probíhala v rozsahem 
stále malé síti a lze očekávat, že čím by byla testovací síť složitější, tím by se rozdíl 
v přepínání paketů projevoval více. 
7.3.3 IP/TV programy přes Wi-Fi 
Poslední kapitola měření se týká bezdrátového rozhraní Wi-Fi, které je na 
směrovači pět. Mohu tak vyzkoušet multicastový přenos i v  prostředí, které na přenos 
multimediálních dat není navrženo a jeho maximální přenosová rychlost je 54Mbit/s. 
Pro měření jsem trochu upravil svůj postup z předchozích kapitol. Snížil jsem počet 
spuštěných programů ze třech na dva případně jeden. Je to z toho důvodu, že jsem 
měření prováděl pro tři různé přenosové rychlosti: 54, 36 a 18 Mbit/s.  
Jinak se můj postup měření nezměnil, měřil jsem stejné parametry a vzájemně je 
porovnal. 
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Přenosová rychlost 54 Mbit/s  
Pro největší možnou přenosovou rychlost, kterou tato technologie nabízí, je 
zobrazen průběh RTP toku dat na obrázku 7.18 a grafy průběhu zpoždění a rozptylu 
zpoždění na obrázku 7.19.  Na rozložení provozu se oproti síti LAN téměř nic nemění, 
poměr paketů pro zvuk i obraz je stále stejný. Je zde vidět, jak je nejprve spuštěn jeden 
program a až po 50 sekundách další. Musím poznamenat, že jsem tak dlouho na 
spuštění dalšího  programu  nečekal, ale odezva na moje povely byla velmi pomalá.  
 
Obr. 7.18 -  Graf  RTP toku 
Rychlost 54 Mbit je dostačující pro to, aby video bylo přehráváno v dobré kvalitě, 
došlo jen k malým „seknutím“ obrazu a to zejména v počáteční fázi zobrazování. 
Z obrázků 7.20 je vidět, že zpoždění i rozptyl mají celkem konstantní hodnotu a 
k velkým výchylkám dochází jen výjimečně. I v tomto případě nejsou vidět velké 
rozdíly v ASM a SSM provozu.  
Při přenosu došlo k menším ztrátám paketů okolo 0,6 %. Jelikož zde byl sledován 
jen jeden program, nebudu uvádět tabulku s podrobnostmi, ale jen přehled RTP spojení 
na obr. 7.19.  
 






Obr. 7.20 -  Graf  zpoždění a rozptylu zpoždění Wi-Fi 54Mbit/s    a) ASM  b) SSM 
Přenosová rychlost 36 Mbit/s  
Po tuto rychlost se již projevovala horší kvalita obrazu, docházelo k sekání a snížení 
počtů snímků za sekundu. Docházelo i k vypadávání pixelů, čili kostičkování. Podle 
mého subjektivního názoru byl obraz na hranici únosnosti a horší kvalita by mě už  
odradila od jeho sledování. Spuštění dalšího programu trvalo velmi dlouho. 
Ztráty paketů se pohybovali okolo hodnoty 2,5 % a u některých spojení dosáhla 
maximální hodnota zpoždění mezi pakety i několika sekund. Více je vidět na obr. 7.21. 
Grafy zpoždění a rozptylu zpoždění jsou na obr. 7.22. Zvolil jsem měřítko, na kterém 
jsou vidět detaily průběhu přenosu, pokud bych nechal měřítko,na kterém je vidět 
největší hodnota zpoždění u ASM přenosu, nebyl by výsledný graf přehledný. 
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Obr. 7.22 -  Graf  zpoždění a rozptylu zpoždění Wi-Fi 36 Mbit/s    a) ASM  b) SSM 
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Přenosová rychlost 18 Mbit/s  
Nejnižší měřená rychlost  byla 18 Mbit/s. Zde již byla kvalita obrazu na nízké 
úrovni, ztrácel se hlas, rozpadal se obraz a docházelo i k zatuhnutí na několik sekund. 
Tato rychlost je použitelná, jen když je spuštěn pouze jeden program. Reakce 
přehrávače na povely je velmi dlouhá a pro uživatele těžko akceptovatelná. Při zpuštění 
druhé programu došlo k zatuhnutí přehrávaného obrazu a nový kanál také nenaběhnul. 
To je zřejmé z grafu průběhu RTP přenosu, obr. 7.23. V času okolo 160 sekund od 
počátku sledování došlo k pokusu o spuštění dalšího programu, to ovšem způsobilo 
kolaps celého datového toku a zatuhnutí sledovaného programu.  
Grafy zpoždění a rozptylu uvádět nebudu, tam jsou hodnoty pro ASM i SSM 
srovnatelné, alespoň po dobu, než dojde ke kolapsu datového toku. Průměrné hodnoty 
ztrát paketů jsou 3% pro průběh, než došlo ke kolapsu, poté došlo ke ztrátám téměř sto 
procentním..  
 
Obr.  7.23 – Graf RTP toku WiFi- 18 Mbit/s 
Celkově dopadlo měření na  bezdrátovém rozhraní podobně jako v pevné sítí LAN, 
alespoň z pohledu porovnání hodnot zpoždění paketů a rozptylu zpoždění. Zde se 
neprokázaly žádné diametrální rozdíly. Došlo však k velkému zhoršení kvality obrazu, 
což lze sice při nižší rychlosti bezdrátové sítě do jisté míry čekat. Pokud však vezmeme 
v úvahu, že měření probíhalo na datovém toku okolo 4Mbit/s, tak se mi kvalita zhoršila 
více, než jsem očekával. Tento datový tok by síti neměl dělat větší problémy. Do sítě 
jsem byl připojen jen já a pokud vím, tak v okolí není jiná bezdrátová síť na stejném 
kanálu, která by mohla rušit signál. Špatné výsledky v kvalitě obrazu mohou být 




Posledním srovnáním provozu v bezdrátové síti je přepínání kanálů. Záměrně jsem 
neuváděl tyto hodnoty u jednotlivých podkapitol měření, chci totiž provézt srovnání pro 
bezdrátovou síť najednou pro všechny přenosové rychlosti.  
Přepínání programů jsem prováděl vždy pro dva programy, naměřené hodnoty pro 
jednotlivé rychlosti jsou v tabulce 7.5.  
Tabulka 7.5 – Přepínání kanálů v bezdrátové síti 
Channel zapping bezdrátová síť 
Multicastová skupina Rychlost 54 Mbit/s Rychlost 36 Mbit/s Rychlost 18 Mbit/s 
x Přepnutí [ms] Přepnutí [ms] Přepnutí [ms] 
224.3.50.60 35,4 42,5 210,3 
224.3.50.61 32,3 43,1 240,2 
232.3.50.60 15,0 39,5 18,5 
232.3.50.61 36,5 42,8 25,3 
224.3.50.80 75,6 88,6 123,6 
224.3.50.81 25,9 73,2 183,9 
232.3.50.80 61,7 10,3 84,3 
232.3.50.81 72,1 80,8 95,9 
Z naměřených hodnot je vidět, že v přepínání kanálů je úspěšnější technologie 
SSM. Až na několik výjimek jsou její hodnoty lepší, někdy až několikanásobně. Občas 
se však vyskytla situace, že ASM novější technologii předčilo, ale to bylo jen 
výjimečně.   
Pokud mám přepínání programů posoudit ne podle změřených hodnot, ale odezvy 
přehrávače na moje pokyny, je na tom ASM mnohem hůře, než je vidět z naměřených 
čísel. Zatímco čísla SSM se mi zdají reálná a správná, u ASM byla odezva na spuštění 
programu velmi dlouhá. Po kliknutí na program trvalo i desítky sekund, než se program 
spustil a někdy se nespustil vůbec. V tom případě bylo nutné obnovit spojení s Program 
managerem a spustit program znovu. Nic takového se při spouštění programu SSM 
nikdy nestalo. Jako koncový uživatel bych tedy jednoznačně volil programy, které jsou 
vysílány technologií SSM, neboť odezvy na ASM byly opravdu velmi špatné. 
V měřených hodnotách se tyto velké rozdíly neobjevily proto, že při onom zatuhnutí 
spojení se nevyslaly pakety IGMP pro přihlášení do multicastové skupiny. Regulérní 
přihlášení proběhlo až po obnovení spojení a načtení seznamu programů. Proto jsou 
hodnoty rozdílné jen o jednotky, maximálně desítky procent. V praxi se obraz a zvuk u 
SSM naběhl v řádu maximálně několika sekund i u nejpomalejšího připojení, zatímco 




Obsahově se jedná o velice rozsáhlý projekt, proto jsem v tomto dokumentu nemohl 
dopodrobna rozebrat veškeré aspekty spojené s multicastovou technologií. Pro běžného 
čtenáře se tedy můžou některé věci zdát složité a těžko pochopitelné.  
Řešení firmy Cisco je velmi univerzální, nabízí nepřeberné množství možností 
uspořádání a zapojení sítě. Od použití několika počítačů a serverů pro malé či domácí 
sítě, až po velké sítě mezinárodních společností. Proto je někdy těžké se v jejich 
dokumentaci vyznat,  zvolit správný  způsob řešení a vybrat služby, které mohou v dané 
síti pracovat.  
Vlastní technické provedení nastavení nebylo již tak náročné. Podařilo se mi  
nastavit všechny potřebné služby pro základní funkce sítě. Na směrovačích jsou 
nastaveny služby pro směrování multicastu, základní ochrana před nepovoleným 
přístupem, DHCP servery a jiné služby popsané v kapitole o konfiguraci směrovačů. Na 
konfiguraci všech zařízení se může dále pracovat a rozšířit sortiment nabízených 
služeb. Jedná se hlavně o rozsah služeb, které poskytuje IP/TV  server a program 
manager. Zatím naše síť vysílá naplánované programy a programy na vyžádání, dále je 
možné pomocí karty na zachytávání videa nahrávat video z externích vstupů. Ovšem 
k dispozici jsou jiné služby, například živé streamování videa přímo z videokamery, 
vytváření složitějších hierarchií programů, tvorba serverových skupin,  atd.  
V části o analýze jsem porovnával technologie SSM a ASM a to jak v naší testovací 
síti, tak v části univerzitní sítě, kde je povolen provoz multicastu. Tím se zvětšil rozsah 
sítě a mohl jsem tak provézt měření, která se více blíží reálnému provozu. Nejdříve 
jsem analyzoval síť, kde byl jen provoz multicastu, žádné jiné zatížení v síti nebylo. 
V tomto případě jsou rozdíly ve zpoždění paketů a rozptylu zpoždění jen minimální a 
dá se říci, že jsou na tom obě technologie stejně. Rozdíl se projevil při měření 
parametru „channel zapping “, čili přepínání kanálů. Zde již jsou rozdíly znatelné, 
pohybují se i v desítkách procent. Je to očekávaný výsledek, neboť ASM musí nezná 
zdroj dat a musí provoz vézt přes RP, což způsobuje zpoždění. Naše testovací síť je 
přitom rozsahem stále malá, pokud by se podobné měření provedlo v mnohem větší síti, 
výsledky by byly ještě více rozdílné a jasně by vyzněly pro SSM. V síti nedocházelo ke 
ztrátám paketů a obraz i zvuk byly v pořádku bez nějakých vad. Reakce na změnu 
programů byly, subjektivné řečeno, rychlé a uživatelsky příjemné.  
V dalším měření jsem testoval i část univerzitní sítě, kde jsem prováděl měření, 
zatížil přenosem FTP dat tak, že síť vykazovala zátěž 50% své maximální kapacity. Při 
této zátěži byla provedena stejná měření jako v nezatížené síti a opět provedl porovnání 
SSM a ASM. Výsledky byly podobné jako v předešlém případě. Hodnoty rozdílu mezi 
pakty a rozptylu zpoždění se lišili jen minimálně, ale opět se projevila větší rychlost 
SSM v přepínání kanálů. Obrazová kvalita se pod zátěží lehce zhoršila. Docházelo ke 
snížením počtu snímků za sekundu a občasnému „škubnutí“ obrazu, ale vše bylo pro 
koncového uživatele akceptovatelné a kvalitu přenosu lze ještě hodnotit jako  velmi 
dobrou.  
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V poslední části analýzy jsem provedl měření v bezdrátové síti Wi-Fi. Toto rozhraní 
podporuje jeden ze směrovačů, konkrétně směrovač pět. Postupně jsem se připojil do 
testovací sítě rychlostmi 54, 36 a 18 Mbits/s a provedl opět měření rozdílu mezi pakety 
a statického rozptylu. I zde musím konstatovat, že rozdíly v těchto parametrech nejsou 
nějak markantní, jen u ASM se častěji objevují výkyvy od průměrných hodnot. V síti 
docházelo k větším ztrátám paketů než v síti LAN, což je pochopitelné. Měření 
přepínání paketů dopadlo opět lépe pro SSM, ale změřené rozdíly neodpovídají 
koncové odezvě na povely uživatele. Přesto že jsou hodnoty rozdílné o maximálně 
desítky procent, při spouštění ASM programu jsem čekal na zobrazení videa i několik 
desítek sekund. Zatímco u SSM maximálně několik sekund. Celkově byly odezvy na 
povely uživatele pomalé, ale u ASM se při připojení rychlostí 18 Mbit/s se staly již 
těžce akceptovatelné pro koncového uživatele. Někdy došlo i situaci, že se program 
nespustil vůbec a musel jsem jej spouštět podruhé, než se korektně zobrazil. Kvalita 
obrazu byla u bezdrátové sítě srovnatelní se sítí LAN jen u rychlosti 54 Mbit/s, u 
nižších rychlostí se již projevovalo sekání obrazu, snížení počtu snímků za sekundu 
nebo úplné zatuhnutí obrazu i zvuku a ztráta spojení. Zde bych jako jasného vítěze 
srovnání zvolil SSM, které mnohem rychleji reagovalo na změny programů a 
nedocházelo k tak častému zatuhnutí obrazu. Celkově bych ale bezdrátové připojení 
pod 54 Mbit/s pro multimediální služby příliš nedoporučoval, neboť s rostoucím 
počtem uživatelů by se parametry spojení horšily velmi rychle, z důvodu soutěžení o 
přístup k médiu.  
Pokud bych měl volit mezi řešením ASM a SSM multimediální sítě, zvolil bych 
určitě sít SSM. Rozdíly v měřených parametrech nejsou sice velké, ale to je velmi 
závislé na architektuře sítě, použitých síťových prvcích a dalších faktorech. SSM 
umožňuje jednodušší registraci multicastových skupin, zabraňuje kolizím vysílání více 
zdrojů na stejnou adresu atd. Proti SSM je nutná podpora na straně hardware, ale to již 
v dnešní době není velká překážka, neboť většina současného hardwaru již tuto 
technologii podporuje. Volba SSM je tedy rozumná hlavně pro budoucnost, kdy může 
firma expandovat, SSM se lépe rozšiřuje, není nutné spravovat žádný RP a poskytuje 
rychlejší sestavení multicastového stromu a odezvy na změnu požadovaného kanálu.  
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