Smart district heating system (SDHS) is an important way to realize green energy saving and comfortable heating in the future, which is conducive to improving energy utilization efficiency and reducing pollution emissions. The accurate prediction algorithm of heating load plays an important role in on-demand heat supply, however, the heating load prediction is a complicated nonlinear optimization problem, and the prediction accuracy is limited due to the poor nonlinear expression ability of the traditional prediction algorithms. This paper proposes a heating load prediction model based on temporal convolutional neural network (TCN), which implements the rapid extraction of complex data features due to the integration of both the parallel feature processing of convolution neural network (CNN) and the time-domain modeling capability of recurrent neural network (RNN). The engineering data of four heat exchange stations located in Anyang, China in the 2018 heating season is used to evaluate and verify the performance of proposed prediction algorithm based on TCN, and the comprehensive comparisons with state-of-the-art algorithms, such as RFR, ETR, GBR, SVR, NuSVR, SGD, Bagging, Boosting, MLP, RNN, LSTM, etc., were analyzed carefully. The experimental results shown that the proposed heat load prediction algorithm based on TCN has performance superiority.
I. INTRODUCTION
Over the past two decades, China's energy consumption has grown very rapidly, which brings a heavy burden on environmental protection [1] . It is reported that the total CO 2 emission from China accounted for 25.3% of global carbon dioxide emissions in 2009, with energy consumption from district heating systems (DHS) in the winter contributing significantly [2] . Green heating is one of the main goals of DHS in future, which can help to deal with climate change and environmental pollution [3] , [4] . The smart DHS (SDHS) integrates the latest achievements of information technology development with the innovative application of traditional heating system, which is the main way to realize green heating [5] . The heat load prediction is one of the fundamental The associate editor coordinating the review of this manuscript and approving it for publication was Anandakumar Haldorai. algorithms of DHS, which has important guiding significance for the system to realize the optimal control objective of on-demand heating [6] .
The heat load prediction is a complicated nonlinear optimization problem, which has been widely studied by many scholars in recent years [7] . A great number of research papers and academic achievements have been published. The problem of heat load forecasting contains rich content and connotation, which can be analyzed from the following aspects, such as prediction objects, predictive duration and prediction algorithm, etc.
(1) The heating load prediction objects mainly include heat source, heat exchange station, building or household these four categories. Heat source is the prediction object of heat load on the supply side, buildings and households are the prediction object of heat load on the demand side, and heat exchange station is the bridge between the supply side and the demand side to realize the effective transmission of energy. Esen et al. [8] proposed a predict algorithm to evaluate the performance of a ground-source heat pump (GSHP) system. Gu et al. [9] developed a prediction algorithm for heat load of heat exchange station. Bacher et al. [10] introduced an adaptive linear time-series models for heat load prediction of a single family. Izadyar et al. [11] , [12] focused the residential heating demand forecasting. Protic et al. [13] forecasted the heat load of different users in DHS. Shamshirband et al. [14] constructed the heat load prediction model for individual consumers in DHS.
(2) According to the length of prediction period, it can be divided into two categories: short-term prediction and medium-term forecast. The short-term prediction mainly refers to hourly forecasting, which focuses on energy saving control in coordination with operation. The medium-term forecast is mainly based on the daily forecast, which focuses on the optimal scheduling and timely response of the required energy resources corresponding to the changing trend of heating load. Pococnik et al. [15] presented a short-term forecasting of heat load in a DHS. Al-Shammari et al. [7] proposed a predictive models of heat load for consumers in short-term ahead. Gu et al. [9] evaluated the medium-term heat load prediction problem.
(3) The heating load prediction algorithms have gone through two main stages. The early stage of regression analysis algorithm, such as multiple linear regression (MLR), autoregressive exogenous (ARX) and autoregressive integrated moving average (ARIMA), etc.; the following stages of traditional machine learning, such as artificial neural network (ANN), support vector machine (SVM), wavelet analysis, genetic algorithm (GA) and fuzzy control, etc. Sandberg et al. [16] predicted the heat load for different greenhouses based on recursive least squares (RLS) in an online manner. Fang and Lahdelma [17] proposed a seasonal ARIMA (SARIMA) model to forecast the heat demand with exogenous variables as a combination to take weather factors. Dong and Lam [18] proposed an approach for heating load prediction based on advanced machine learning methods. Powell et al. [19] proposed a nonlinear autoregressive model with exogenous inputs (NARX) model to forecast of heating, cooling, and electrical loads for large scale college campus.
The influencing factors of heating load have multidimensional nonlinear characteristics, and the performance of the regression analysis algorithm is difficult to be further improved. With the development of neural network technology, machine-learning algorithms have developed rapidly, which can realize data-driven nonlinear modeling and prediction. The supervised machine-learning (SML) model [20] , [21] was presented to predict heat load for buildings, such as SVM, regression tree, feed forward neural network (FFNN) and MLR. Sajjadi et al. [22] demonstrated a prediction model for heat load based on extreme learning machine (ELM). Sholahudin and Han [23] developed a method to predict the instantaneous energy load for buildings based on dynamic neural network. Simonovic et al. [24] presented a prediction model of heat consumption for 1 to 7 days ahead in small DHS based on improved artificial neural network(ANN) model. Dahl et al. [25] introduced ensemble weather into the heat load forecast of DHS with the consideration of specific living habits of residents. Three different prediction models based on machine learning are evaluated for forecasting the heat load of the large DHS [26] . Geysen et al. [27] created an expert system to predict heat load, which combines multiple forecasting methods. Kumar et al. [28] provided improvements in heat load assessment of the smart buildings based on ELM and its variants online sequential ELM (OSELM). Ahamd et al. [29] , [30] forecasted the energy demand in building environment based on data mining approaches.
However, the traditional neural network has a shallow network structure with only one hidden layer, which is difficult to accurately extract and express complex nonlinear features due to the shallow neural network has only one time of feature extraction process. Fortunately, Lecun et al. [31] proposed the deep neural network structure, which can be layered to extract complex features of different depths, so that the deep neural network can make more accurate prediction. It can solve the problem of insufficient nonlinear expression ability of shallow network, and deep neural network represented by deep learning algorithm has made great progress in image processing [32] , [33] , speech [34] , [35] and natural language process [36] . At present, deep learning algorithms has made some progress in power load [37] and cooling load [38] , however there are few researches on heating load prediction.
In this paper, the deep learning algorithm is introduced and applied into DHS, and a heating load prediction algorithm based on TCN is proposed. The TCN is a novel algorithm to solve the time series prediction problems [39] , [40] , which can realize accurate modeling of the complex nonlinear features of heating load, and automatically extract the nonlinear characteristics and obtain accurate feature representation of heating load.
The main contribution of this paper contains:
(1) A heat load prediction framework based on TCN is proposed for the first time in this paper, and the mathematical model of heat load prediction based on TCN is established. prediction algorithm has better prediction accuracy and generalization ability, and can adapt to different operation conditions. The remainder of this paper is organized as follows. Section II analyzes the correlation characteristics of the original data and feature representation. Section III demonstrates the architecture and mathematical model of the proposed prediction algorithm based on TCN in detail. Section IV represents the experimental analysis and evaluation of prediction performance. Section V presents the conclusion.
II. FEATURE REPRESENTATION
Heating system is a complex nonlinear system and the heat load is influenced by many factors with a nonlinear time-varying relationship. Therefore, the heat load prediction is a complex nonlinear optimization problem. By constructing a comprehensive intelligent heating monitoring system, real-time dynamic collection and historical storage of operating data from primary network, secondary network, buildings and households can be realized, which is helpful to build a data-driven heat load prediction model. For the sake of simplification, this paper mainly considers the key factors of pipeline operation conditions and meteorological parameters. The operating conditions of the pipe network include first supply temperature, first return temperature, second supply temperature, second return temperature and historical heating load, etc. The meteorological data mainly adopts the outdoor comprehensive temperature.
Pearson correlation coefficient is a statistic used to reflect the similarity between two variables. It can judge whether the extracted features are positively correlated, negatively correlated or no correlated. The Pearson's correlation coefficient is calculated by equation(1) and the coresponding classes is derived by equation (2):
Pearson's correlation coefficient is a measure of the degree of linear correlation, and one geometric interpretation of p is that it represents the cosine of the angle between the vectors formed by the mean set of two variables, which is shown in Figure 1 . The greater the absolute value of the correlation coefficient, the stronger the correlation: the closer the correlation coefficient is to 1 or −1, the stronger the correlation; the closer the correlation coefficient is to 0, the weaker the correlation. The Pearson correlation coefficients between the heating load and influencing factors was calculated and the results are shown in Figure 1 . As can be seen from the Figure 1 , the heating load has a higher positive correlation with first supply temperature, first return temperature, second supply temperature and second return temperature, and an obvious negative correlation with outdoor temperature. Thus, these factors were been selected for the features to train the deep learning models. This paper first analyzes the data characteristics between heating load and these several related factors, and the matrix diagram of each variable is shown in Figure 2 . The subfigures on the main diagonal correspond to the probability density distribution, while the other subfigures are scatter figures between the physical quantities on the horizontal axis and the physical quantities on the vertical axis.
III. METHODOLOGY A. THE ARCHITECTURE OF THE PROPOSED HEAT LOAD PREDICTION ALGORITHM BASED ON TCN
In recent years, in addition to regression analysis and traditional machine learning algorithms, recursive neural network (RNN) may be the preferred solution for time series modeling. However, Bai et al. [39] proved that the convolutional neural network architecture also showed excellent performance for the sequence prediction task. TCN integrates the parallel processing feature and sequence-modeling capabilities of recurrent neural network, which can be regarded as an alternative to time series features representation method. The TCN includes main components, such as one-dimensional convolution, causal convolution, dilated convolution and residual network. The dilated convolution is employed to adjust the size of receptive field. Compared with the traditional RNN-based algorithms, TCN demonstrated more advantages on time series prediction tasks: 1) TCN is good at capturing temporal dependencies, because convolution can capture local information; 2) The size of receptive field of TCN model can be adjusted flexibly to acquire more input features. The architecture of proposed heat load prediction based on TCN algorithm is shown in Figure 3 . As can be seen from the Figure 3 , the mainly components of the heating load prediction framework based on TCN are the linear stacks of 8 residual blocks. In addition, a one-dimensional convolution and a fully connected module are contained respectively, and finally an activation function of ReLU is added at the bottom of the architecture. Each residual block consists of two layers of dilated convolution, weight normalization and activation functions. To avoid overfitting, each residual block is added with a dropout component with a loss rate of 0.1.
The schematic diagram of dilated convolution is shown in Figure 4 , with filter size k=2 and expansion factor d ranging from 2 0 to 2 4 . It can be seen from the Figure 4 that we have two approaches to flexibly adjust the receptive field size of TCN algorithm: one is to increase the value of filter parameter k; the other is to increase the dilated factor d. So TCN can change the size of receptive field conveniently and dynamically, that is to say, it can choose the length of historical data information flexibly. TCN is an efficient feature extraction and expression algorithm, which can accurately model and estimate the complex multi features, multi-scale and non-linear of sequence data. The heating load forecasting algorithm based on TCN can accurately model the complex relationship between hourly heating load and its related features, and achieve high-precision prediction, which provides fundamental support for the subsequent dynamic control. Figure 5 describes the flowchart of the heating load prediction algorithm based on TCN. The hyperparameters have great influence on the prediction accuracy. Initialization is the first step of the algorithm. Then, we preprocess the data, transform all characteristic data into standard normal distribution random variables, and improve the convergence speed and prediction accuracy of the TCN algorithm. The inverse normalization should be used to restore corresponding prediction results within the reasonable range of feature data. The training process of the model needs to be iterated repeatedly until the given conditions are met or the training epochs are reached. Finally, the obtained optimal prediction model is used to predict the heating load for a given test dataset, and prediction performance indicators are calculated.
B. THE MATHEMATIC MODEL OF THE PROPOSED HEAT LOAD PREDICTION ALGORITHM BASED ON TCN
The convolution plays an important role in data feature extraction and one-dimensional discrete convolution is defined as follows:
where h represents the convolution kernel function and u represents the input, the output y sums of the product of corresponding shift terms of h and the convolved signal u. The convolutional layer tries to analyze each piece of the neural network deeply to obtain more abstract features, which lead to better performance than LSTM or RNN. The causal convolution is a combination of onedimensional convolution and the padding strategy, which ensures that future information is not used in the prediction process. In other words, the output at the time step t is only calculated by the convolution of t − 1 and the previous steps. In the training process, the convolution prediction of all past time steps can be parallelized, which has a big advantage over the recurrent network.
The increase in the number of convolutional layers will bring about gradient disappearance, overfitting and other problems. It requires adding levels or enlarging the size of convolution kernel to widen the receptive field, which is necessary for the construction of long-term memory. Therefore, the dilated convolution is introduced to solve these two problems, which has the ability of the extension of the receptive field.
For the 1-dimensional input sequence x ∈ R n and convolution kernel f : {0, ...k − 1} → R, the dilated convolution operation F can be defined as:
where d is the dilated coefficient, k is the size of the convolution kernel, and (s−d·i) determine the units is adopted in upper layer. The dilated coefficient controls how many zeroes are inserted between every two adjacent convolution kernals, and when d=1, the dilated convolution degenerates into a general convolution operation. The use of a large dilated coefficient allows the neurons at the output to represent a wider range of input sequences and effectively expanding the receptive field. In general, the dilated coefficient d increases exponentially as the network hierarchy increases, that is, d=O(2 i ), which ensures that the convolution kernel covers all valid historical inputs. There are two layers of dilated convolution and ReLU nonlinear functions in the residual module of TCN, and the weights of convolution kernels are all renormalized. In addition, dropout is added to TCN after convolution of every residual module to realize regularization. The residual network solves the training problem of deep network, so it has a good ability of feature expression. The deep model of the residual connection cannot be less accurate than the shallow network at least.
where the ReLU denotes the activation function, which is shown in equation (6).
and the derivatives can be calculated as:
Residual blocks effectively accelerate the learning and modification between different layers, and allow equivalent mapping instead of all information conversion. The receptive field of TCN depends on network depth n, convolution kernel size k and dilated coefficient d in dilated convolution.
The associational factors of hourly heat load include weather forecast and the historical data, such as heat load, the outdoor temperature, first supply temperature, first return temperature, second supply temperature and second return temperature. The calculation method is showed in Equation (8) .
where, Q h+p indicates the predicted heat consumption of (h+p)th hour;
T o h+p indicates the outdoor temperature of (h+p)th hour; Q h−i indicates the heat load of (h-i)th hour; T o,h−i indicates the outdoor temperature of (h-i)th hour; T s1,h−i indicates the primary supply temperature of (h-i)th hour;
T r1,h−i indicates the primary return temperature of (h-i)th hour;
T s2,h−i indicates the second supply temperature of (h-i)th hour;
T r2,h−i indicates the second return temperature of (h-i)th hour;
T in,h−i indicates the average indoor temperature of (h-i)th hour;
f indicates the predicting function, which is a dynamic nonlinear function mapping; h indicates hth hour; p indicates the prediction step size; i denotes the ith hours. For the convenient of analyzing the different features with various time scales, it is essential to convert the sampling frequency of different parameters to the same hourly time-scale for the prediction model based on TCN. Since the storage frequency of SCADA system is 10 minutes, there are 6 groups of sample data per hour. Hourly statistics can be calculated as follows: In order to solve the problem of comparability between different feature data, it is usually necessary to convert data into dimensionless feature values by data preprocessing algorithm, such as 'minimum -maximum' or 'standard deviation' method. So that the features of different dimensions with the same quantitative level can be compared numerically, which can improve the convergence speed and accuracy of the prediction algorithm. In this paper, the standard deviation method is adopted to carry out data standardization by the transformation function (10) based on the mean and standard deviation of original data. After preprocessing, the data with different characteristics meet the standard normal distribution of N (0, 1) .
where,
x represents the original feature data vector;
x represents the result feature data vector with normal distribution of N(0,1) ; µ represents the mean of original feature data vector; σ represents the standard deviation of original feature data vector.
D. EVALUATION CRITERIA
These evaluation criteria can be used to evaluate the performance of the proposed hourly heat load algorithm based on TCN, such as the mean absolute error (MAE), the mean absolute percentage error (MAPE) and the root mean square error (RMSE), etc. The mathematical definitions of evaluation criteria are as follows:
where, y i represents the measurement value of heat load; y i represents the average value of heat load; y i represents the predicted value of heat load; y i represents the predicted value of heat load; n represents the total number of data pairs.
IV. EXPERIMENT and DISCUSSION

A. SYSTEM BACKGROUND
A big district heating system has a total of 750 heat exchange stations and 960 control cabinets, located in Anyang, Henan province, China, which covers more than 110 communities and 60,000 households. Each heating period lasts for 120 days, and the corresponding average outdoor temperature is about 3.1 • C in winter. The geographical distribution of heating network and heat exchange station is shown in Figure 6 . In 2017, our team upgraded all the automatic control equipment of heat exchange stations to realize fully automated remote monitoring and intelligent regulation. Besides, a smart heating management software platform was established under the designed distributed software architecture and cloud deployment. This software platform can support effectively management of up to 1500 heat exchange stations with the powerful functional modules with features, such as the data acquisition, remote control with multi energy-saving strategies, geographic information system (GIS), heat load prediction, smart analysis and fault diagnosis, etc. The data acquisition module is completely developed based on multi-threading and socket programming technology independently, which supports the data collection period of the first heating network is 20 seconds and the persistent storage once every 10 minutes. The statistical data of hourly heat load were generated once per hour by a stored procedure of SQL database software. The architecture of proposed hourly heat load prediction algorithm shown in Figure 7 is used to realize the operation strategy of intelligently adjusting the heat exchange station according to the outdoor meteorological changes, which is help to reduce heating energy consumption and pollutant emissions.
B. EXPERIMENTAL DATA SAMPLE DIVISION
The monitoring data of four heat exchange stations in Anyang City from 2017 to 2018 are selected in this paper and the size of hourly heat consumption dataset is 120 days × 24 hours = 2880 for each heat exchange station. In order to verify the performance and generalization ability of the proposed heat load prediction algorithm based on TCN, the cross validation method is adopted to measure the ability of model generalization on independent dataset in this paper. Specifically, the whole dataset is divided into three parts: one is used to train the model (70%), one is used to verify and adjust the model hyperparameters (20%), and the other is used to test the prediction accuracy of the final model (10%).
C. PERFORMANCE EVALUATION
The heating load forecasting is of great significance to realize the development goal of green heating on demand and to formulate the optimal energy-saving control strategy. In this paper, the proposed heating load prediction algorithm based on TCN can effectively integrate the advantages of parallel computing of CNN and the timing processing ability of RNN. The TCN prediction algorithm includes one-dimensional causal convolution and dilate convolution, which realizes the modeling of any length sequence. In order to maximize the heat load prediction accuracy of the TCN model, the grid search algorithm is used to optimize the hyperparameters of this neural network, as are shown in Table 1 .
The goal of short-term heat load prediction with no more than 24 hours is mainly to assist in formulating the regulation strategy for heat exchange station in the next day; the goal of middle term heat load forecasting with 72 hours is used to provide basis to make energy plan and energy scheduling in advance. In this paper, a comparative analysis of hourly heating load forecasting experiments of 12 hours, 24 hours, 36 hours, 48 hours, 60 hours and 72 hours for several selected heat exchange station is carried out respectively. The results of comparative analysis of MAE, RMSE, MAPE and R 2 are shown in Figure 8 . It can be seen from Figure 8 that the RMSE index of 12-hours prediction is minimum of 0.033, that of 48 hours prediction is 0.067, and the 72 hours prediction accuracy is 0.039, slightly higher than the 12 hours prediction; the minimum MAE of 72 hours prediction is0.028; the minimum MAPE of 72 hour prediction is 0.19, and the corresponding R2 is 0.87. This shows that there is no significant correlation between the prediction accuracy and the prediction time length based on TCN, and the algorithm can be applied to the prediction for different time length with relative higher accuracy.
D. COMPARISON WITH THE STATE-OF-ART ALGORITHMS
In order to further evaluate the performance of the proposed heat load forecasting algorithm based TCN, the prediction results of four heat exchange stations are compared with the state of art algorithms. The comparisons of 72 hours heat load prediction curves of four heat exchange stations are shown from Figure 9∼ Figure 12 respectively, which shown that the TCN prediction algorithm has better generalization ability. The performance statistical indicators are shown in Table 2 ∼ Table 5 respectively, which demonstrated that the four evalation criterias of proposed prediction algorithm based TCN, such as MAE, RMSE, MAPE and accuracy, are superior to the traditional algorithms, such as RFR, ETR, GBR, SVR, NuSVR, SGD, Bagging, Boosting, MLP, RNN, LSTM, etc.
Specifically, the heating load prediction curve of heat exchange station s1 is shown in Figure 9 , which are the comparison results between the proposed prediction based on TCN and four different classes of prediction algorithms, such as regression like, SVR like, ensemble learning like and RNN like. It can be seen from the Figure 9 that as the periodical changes of outdoor temperature in winter days and nights, the hourly heating load curve also shows the characteristics of obvious periodic of about 24 hours. The result curve of prediction algorithm based on TCN is much closer to the real data curve than the results of these four classes of prediction algorithms. The performance evaluation criteria statistics of the experimental results are shown in Table 2 . It can be seen from the Table 2 that the prediction algorithm based on TCN outperforms the state-of-the-art algorithms, where the MAE accuracy is 0.031GJ, RMSE is 0.04GJ, and the MAPE and accuracy are 0.019 and 98.1%, respectively. These indexes are significantly better than other algorithms. In addition, the prediction accuracy of LSTM and RNN is slightly worse than TCN, while the Bagging is the worst performing and that of MAPE achieves 9.9%.
The performance comparisons between the proposed heat load prediction based on TCN and four different classes of prediction algorithms for heat exchange station s2 is shown in Figure 10 . The performance evaluation criteria statistics of the experimental results are shown in Table 3 . It can be seen from the Table 3 that the TCN prediction algorithm is the excellent, where the MAE accuracy is 0.030GJ, RMSE is 0.036GJ, and the MAPE and accuracy are 0.014 and 98.6%, respectively.
The Figure 11 demonstrated the performance comparison between the proposed heat load predictions based on TCN and four different classes of prediction algorithms for heat exchange station s3. The performance evaluation criteria statistics of the experimental results are shown in Table 4 , which illustrated that the TCN prediction algorithm is the outstanding, where the MAE accuracy is 0.078GJ, RMSE is 0.098GJ, and the MAPE and accuracy are 0.022 and 97.8%, respectively.
For the heat exchange station s4, the comparison results curve and the evaluation criteria statistics are shown in Figure 12 and Table 5 respectively. The Figure 12 shows that the TCN performs better than the other algorithms, such as RFR, ETR, GBR, SVR, NuSVR, SGD, Bagging, Boosting, MLP, RNN, LSTM, etc. It can be seen from the Table 5 that the MAE is 0.102GJ, RMSE is 0.129GJ, the MAPE and Accuracy are 0.021 and 97.9%, respectively, which illustrated that the prediction algorithm based on TCN outperforms excellent. In general, the accuracy of heating load prediction of four heat exchange stations is higher than 97%. The simulation results show that the algorithm based on TCN has good generalization ability, and it can adapt to many different operation conditions. The details are as follows: (1) The prediction accuracy of heat exchange station s2 is the highest, which indicates that the data fluctuation of heat load is small for heat exchange station s2;
(2) The prediction curve of heat exchange station s1 shows significant periodicity, however the periodicity characteristic of heat exchange station s2 is weaker than s1 because heat exchange station s1 has lower energy-saving level and smaller thermal inertia of the building, which makes the periodicity of heating load with the change of outdoor temperature obvious; on the contrary, the heat exchange station s2 has more energy-saving buildings with better maintenance structure, which results in the weak periodicity of the heat load changing with the outdoor temperature.
(3) The prediction algorithm based on TCN can adapt to the heat load prediction of different building characteristics and operation conditions of heat exchange stations.
V. CONCLUSION
Green district heating system needs to effectively balance the heat consumption on the demand side and the heat supply on the heat source side, so as to maximize the energy utilization efficiency. The heating load prediction algorithm accurately estimates heating load of the demand side based on historical data, which provides an important technical basis for energy-saving operation of the system. In this paper, a heating load prediction algorithm based on TCN is proposed, which effectively integrates the advantages of the parallel computing feature of CNN and the time series processing capability of RNN. We establish the mathematical model of heatingload forecasting algorithm based on TCN and designe the flow chart of forecasting algorithm. The causal convolution in TCN only uses the information before the current epoch, which means that there will be no information leakage from the future to the past, and the residual block and dilate convolution are used to build the long-term dependence of time series. Besides, the convolution operation is used by TCN to achieve faster feature extraction. The monitoring heating data of four heat exchange stations of Anyang in 2017-2018 was used to verify the performance of proposed hourly heating load prediction based on TCN algorithm, and conduct detailed comparisions with the state-of-state algorithms, such as RFR, ETR, GBR, SVR, NuSVR, SGD, Bagging, Boosting, MLP, RNN, LSTM, etc. The experimental results show that the proposed heat load prediction algorithm based on TCN in this paper has better prediction performance.
In the next step, we plan to use the parallel processing characteristics of convolution network to carry out the collaborative prediction of heat load among multiple heat exchange stations with topological related of pipe networks, which is more helpful to grasp the deeper dynamic rules of heat load for heat exchange stations.
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