Crown and stem rust are major diseases of perennial ryegrass (Lolium perenne L.). Plant breeders and pathologists often rate rust severity in the field using the modified Cobb scale, but this method is subjective and labor intensive. A novel, open-source system using ImageJ and R was developed to quantify pustule number and area using digital images collected from spaced plants in the field. The computer-processing pipeline included development of training data for prediction of pixel identity using random forest and noise reduction spatial processing. Raters and the computer scored rust severity on plant images of varying complexity including whole-plant (WP), five-leaf (FL), and single-leaf (SL) image series. Computer accuracy was determined using the SL, while the FL series gave insight into the true value of WP severity. Rater ability was assessed using a panel of nine scientists with varying levels of disease rating experience. Results showed rater perceptions of crown rust severity were very consistent across images, but agreement on severity values for a given image were low. Rater consistency for stem rust severity was low and FL scores were not strongly correlated with WP scores (r = 0.36, P = 0.03), indicating low rater accuracy. The computer-processing pipeline was able to accurately discriminate, count, and quantify crown and stem rust pustules on leaf samples. Correlations between computer and the median rater score for crown rust were excellent (r > 0.90, P < 0.001) for all image series. Similar to raters, there was a lack of correlation between WP and FL series (r = 0.20, not significant) indicating that this technique is limited to leaf or stem samples for stem rust and not applicable to WP. However, the computer-processing pipeline shows promise in replacing visual rating of WP for crown rust. P erennial ryegrass is used globally as a turfgrass and forage. Stem and crown rust, caused by Puccinia graminis ssp. graminicola and Puccinia coronata f. sp. lolii, have the ability to drastically reduce the value of perennial ryegrass stands. Crown rust infests leaf tissue and has been shown to reduce dry matter by 37% and green tissue by 94% in susceptible cultivars (Clarke and Eagling, 1994) . These losses negatively impact the forage and turfgrass industries by reducing the yield, nutritional quality, and aesthetics of stands. Stem rust is a major concern to US seed producers, who grow 160,000 ha of perennial ryegrass annually (National Agricultural Statistics Service, 2016) . Losses in seed yield as a result of stem rust can be as great as 92%, effectively rendering a whole seed crop valueless to the producer (Pfender, 2009) . Such losses drive the need for accurate quantification methods to help develop more resistant cultivars through breeding and better management practices.
Rust severity in the field is typically estimated visually as the proportion of plant tissue covered in rust pustules using the modified Cobb scale (Roelfs, 1992) . Both diseases have conspicuous macroscopic signs: crown rust pustules are circular and orange while stem rust manifests larger, dark red ovate pustules. The modified Cobb scale has 13 categories on a discrete quantitative scale, each with a pictograph of how the host tissue should look for that category. Breeding programs focused on rust resistance have made measurable gains using the modified Cobb scale (Díaz-Lago et al., 2002) . Diagrammatic scales are commonly used in plant breeding programs to increase rater accuracy and precision compared with rating without a scale (Godoy et al., 2006; Nuñez et al., 2017; Pedroso et al., 2011) . Although signs of these pathogens are distinct, evaluation of rust severity on adult plants is a difficult and time-consuming task. Overestimation of disease severity can be especially problematic when raters are inexperienced. Schwanck and Del Ponte (2014) described rater inaccuracy with reference to the human propensity to develop systematic bias from personal perceptions. They found that individual perceptions, although inaccurate, were generally applied consistently across experimental units. Visual cues, such as scoring cards, were found to improve consistency. However, absolute agreement between two raters is unlikely; thus it is preferable for a single rater to measure disease severity for an individual trial.
Disease progression is influenced by environmental conditions such as temperature and precipitation as well as the presence and abundance of a virulent pathogen. As a result, disease severity data need to be collected as a repeated measure, perhaps weekly for several months (Van der Plank, 1963) . This requires a single rater to effectively rate a trial weekly during the time of disease presence, which can be very difficult if breeding populations are large or management trials have many treatments or replicates across several locations.
An alternative approach to repeated visual evaluation in the field is to collect digital images of leaves or plants and utilize a trained image analysis pipeline to quantify and analyze disease severity. Image analysis has already been shown to be an effective method to evaluate disease severity of several foliar pathogens including crown rust of oat (Avena sativa L.) using Image Pro Plus software (Díaz-Lago et al., 2003) and rice brown spot (Bipolaris oryzae) of rice (Oryza sativa L.) using Assess software (Schwanck and Del Ponte, 2016) . The potential advantages of utilizing digital photography to phenotype plant traits include improved accuracy, increased precision, more efficient use of labor, and the preservation of digital information for future analyses.
Possible concerns with closed-source software include uncertainty surrounding system updates affecting results and the need for annual license renewal. Two open-source analysis tools that can be implemented to rate disease from digital images are ImageJ and R. ImageJ is an image analysis software program with both a graphical user interface and command-line features. The software has useful tools to allow users to select and classify image pixels, which is an important step for developing training data for models. Several image analysis packages have been created for R, and some statistical packages offer functional tools and methods to analyze images. One method is to use a machine learning algorithm to build decision trees for individual pixels based on training data. Random forest models accomplish this using a supervised learning method that can be used for classification and regression (Liaw and Wiener, 2002) . When a binomial variable is predicted, the proportion of the outcomes is calculated for each pixel in the image. The resulting masked image can be further improved based on the spatial patterns of the feature being extracted. Morphological operations, adaptive thresholding, and segmentation are a few tools that previously have been implemented for plant cell counting (Sankar et al., 2014) but may also help determine disease severity on leaf or plant images (Schwanck and Del Ponte, 2016) .
The objectives of this study were to: (i) develop three image series and an image analysis pipeline from which the effectiveness of both a human perceptions and computer based rust severity rating could be tested; and (ii) explore the strengths and weaknesses of using computer-based image scoring compared with visual rating.
Materials and Methods

Approach
Spaced plants in the field were photographed using a digital RGB camera to facilitate observation on whole plants. Subsets of leaves were collected from each plant and photographed in a light box to reduce image complexity and increase resolution. Rater accuracy was assessed by a panel of scientists (referred to as raters). An automated image analysis pipeline (referred to as the computer) was developed to assess the potential to replace visual rating. Both the raters and computer scored images of whole plants, five individual leaves from each plant, and an image of a single leaf from each plant. Computer accuracy was validated against both rater scores and manual pixel counting in ImageJ. 
Plant Material
Image Collection
Three image series (n = 50 each) were developed from the perennial ryegrass spaced plants, resulting in 150 total images. Whole-plant (WP) images were taken of whole spaced plants, fiveleaf (FL) images were sampled from each WP, and single-leaf (SL) images consisted of a single leaf from each plant ( Fig. 1-1 ). Series were designed to cover a range of complexity, with FL allowing us to make inferences on the WP scale. Images for all three series were taken between the 5 and 8 Aug. 2017 during peak rust severity.
Whole-plant images were taken of vegetative plants using a Nikon D300 digital SLR camera mounted on a fixed monopod 80 cm high positioned squarely above the plant. Camera settings included a shutter speed of 1/160 s, aperture setting of F8, white balance 5000K, and a focal length of 80 mm. Imaging was conducted between 1200 and 1400 h. Five-leaf and subsequent SL images were taken in a portable light box with the same camera. Camera light box settings were a shutter speed of 1/10 s, aperture setting of F8, and a focal length of 80 mm. Images were taken during the course of 2 d by mounting five leaves on a matte black board using badge clips and Elmer's tack and stick adhesive strips (Elmer's Co.) ( Fig. 1-1B) . Leaf sampling was conducted in a cross pattern from each plant to limit bias, and care was taken to avoid dead leaves ( Fig. 1-1A) . Leaf samples were imaged in the field immediately after placement on the imaging board. The imaging box was lit by 150 cm of a high color rendering index LED light strip with an output of 221 lumens per 0.09 m 2 and a 4000K color value (superbrightLED.com). The lights were powered by a rechargeable Talentcell 12-V lithium ion battery pack (talentcell.com). Single-leaf images were cropped randomly from the FL images ( Fig. 1-1C ). Images were saved in JPEG format with an image size of 4288 by 2848 pixels.
Visual Scoring of Images
Nine scientists representing several plant science laboratories at the University of Minnesota rated disease severity on the image series indoors. Of the nine raters, six were either trained plant pathologists who focus on Puccinia spp. or scientists who routinely scored rust as part of a research objective or project. The remaining three had no experience rating rust but had routinely applied visual scales to plants in the field. A review of the literature shows that rater panels vary greatly in size, from three to 12 (Karcher and Richardson, 2003; Godoy et al., 2006; Schwanck and Del Ponte, 2016; Nuñez et al., 2017; Pedroso et al., 2011) , thus we determined that nine would give an adequate representation of what could be commonly found within the plant sciences for rating rusts on a visual scale.
Before rating images, three calibration images were used to train raters a priori on rust rating using the modified Cobb training data points to demonstrate the categorization of leaf pixels (Data Points 1-3) and rust pixels (Data Points 4-6); (2) random forest models were fit using the numeric RGB values associated with selected pixels (shown in 1D); (3) foreground is separated from background: (3A) random forest was applied to a cropped image, (3B) high-probability foreground pixels are colored white, (3C) EBImage was used to fill any gaps within the predicted foreground space, and coordinates of probable pixels from image 3A were overlaid; (4) crown and stem rust were separated from the foreground (3C): (4A) masked image of high-probability crown rust pixels, (4B) adaptive thresholding was applied to find circular objects in the mask, (4C) masked image of high-probability stem rust pixels, (4D) adaptive thresholding was applied to fill holes in large objects in the mask. Watershed transformation was used in 4B and 4D to separate and tag pustules in close proximity with different colors for quality control analysis.
scale. Raters were allowed to use the diagrammatic scoring cards described by Roelfs (1992) during the rating process. The rating was conducted as a fully crossed design, where each rater scored each image once within each series after being trained on the calibration images. Raters were not permitted to discuss scores during the rating time period and recorded their own scores.
Inter-rater reliability was assessed using intraclass correlation (ICC) estimation. Because of the fully crossed design, a two-way model was used and rater ´ image interaction was incorporated into the model. Inter-rater reliability was determined for consistency of rankings. The R package 'irr' was used to measure ICC and obtain standard errors around the estimates (Gamer et al., 2012) . Reliability is discussed according to Cicchetti (1994) , who determined ICC values <0.40 to be poor, 0.40 to 0.59 fair, 0.60 to 0.74 good, and 0.75 to 1.0 excellent.
Image Analysis Pipeline
The image analysis pipeline ( Fig. 1) was developed using open-source programs and included four steps: (i) development of training data, (ii) application of training data to fit a random forest model, (iii) creation of masked images using the random forest model, and (iv) processing of the mask using several morphological and transformational techniques. ImageJ was used for its graphical user interface, which was useful in generating training data (Schindelin et al., 2012) . R was used for the rest of the image analysis pipeline (Version 3.5.0; R Core Team, 2018). Key packages within R included 'randomForest' and 'EBImage' (Liaw and Wiener, 2002; Pau et al., 2010) .
Developing Training Data
Training data were developed from a subset of four images from each series. The data consisted of groupings of individual pixel RGB values typifying categories within the image such as rust pustule or healthy leaf tissue ( Fig. 1-1D) . Red, green, and blue values were determined using the ImageJ function 'RGB measure,' which extracted and saved values as comma-separated value files ( Fig. 1-2) . Initially, all data generated in ImageJ were saved into a training palette directory. From this directory, "mixes" or combinations of RGB values used to detect and separate image features were combined into a "training palette." For example, a palette to detect stem rust may include more stem rust RGB mixes than a palette for crown rust detection. In this case, overloading the model with crown-rust-related mixes may reduce accuracy. This is to say that not all training mixes were needed for every training palette but were added as needed to optimize the model.
Fitting the Random Forest Model
Random forest models are collections of decision trees grown from the training data to classify a single feature ( Fig. 1-2 ). The number of trees and nodes from each branch can be selected to influence the explained variance and processing time. We found that growing 100 trees (ntree) and sampling one explanatory variable per node (mtry) on each tree reduced error. An analysis was conducted to quantify the optimal number of pixel measurements to explain the greatest amount of variation (R 2 ) in a training palette designed to separate foreground from background ( Fig. 1-3 ). Training data size was optimized by collecting 1200 biological (foreground) and 1200 non-biological (background) pixels across four representative images within each series. Random forest models were fit for a range of random sample sizes, n = 50 to n = 1200, and then bootstrapped for 100 iterations. The resulting median R 2 value from each model was regressed against sample size using a square root quadratic model. Two metrics determined the optimal sample size: (i) the sample size to attain an R 2 of 0.90, and (ii) the sample size that maximized R 2 .
Image Processing Using randomForest and EBImage
Images from each series were processed using trained random forest models. Each image was first cropped in R to both standardize the pixel number and reduce processing time. The image arrays were then vectorized and bound to a data frame containing the x and y coordinates of each pixel from the original matrices. The random forest model was applied to the data frame, where each row (pixel) was assigned a probability. A new random forest model was fitted for each feature of interest (foreground, crown rust, and stem rust). Global thresholding was set at a probability of 0.80 throughout all analyses to reduce the number of erroneous classifications ( Fig. 1-3 ).
Further image processing was then conducted in the R package 'EBImage' within the same script. A dilation of the image using a small kernel size, followed by adaptive thresholding of the images, filled gaps that the random forest model missed ( Fig. 1-3C ). The final product of this processing pipeline gives the user an image free of most background (soil, rocks, etc.) pixels, while retaining the foreground (plant and rust). Isolating pustules required both adaptive thresholding trained on disk shapes and a watershed transformation to separate objects in close proximity ( Fig. 1-4) . EBImage functions were used to count and quantify the area and shape of pustules.
Image Analysis Validation
Four tests were conducted to validate the computer-processing pipeline: (i) prediction of severity values on the published modified Cobb scale, (ii) estimation of foreground pixel area, (iii) ability to quantify stem and crown rust pustule number on SL, and (iv) measurement of crown and stem rust severity estimates on SL.
The computer was trained to predict rust severity on the same Cobb scoring cards used by the raters. Cobb scales were scanned as high quality JPEGs using 48-bit color with 800 dot per inch (dpi) resolution and opened in ImageJ. Both image rating styles (small and large pustules) were scanned for analysis. Training data were generated as described above and applied to a random forest model. The ratio of foreground (colored dots in this case) to total pixels was correlated with the actual percentage of "tissue" occupied by rust uredinia on the published scale.
Each image contained a foreground and a background, which needed to be separated to improve processing time and make accurate calculations of rust severity (Fig. 1-3) . Pixel areas were validated by taking manual measurements of each image. Wholeplant images were calculated using ImageJ and hue, saturation, and brightness (HSB) thresholds. When each image was appropriately thresholded, the number of pixels remaining was recorded. For FL and SL, polygons were drawn around each leaf and the number of pixels within each polygon was recorded. Simple linear regression determined the correlation coefficient between computer and manually collected values.
The computer's ability to accurately quantify crown and stem rust incidence per se was evaluated by training models for both diseases to quantify pustule number. Adaptive thresholding and a watershed transformation were used to increase pustule count accuracy on SL images (Fig. 1-4) . The count data generated from this process was correlated with the average value from manual counts collected by two scientists. Data were square root transformed to meet the assumptions of simple linear regression.
Image analysis of total rust severity was conducted in parallel with the pustule count on SL images. Crown and stem rust severities were summed for this test and compared with manual measurements. Total pustule area was manually quantified using ImageJ to draw polygons around all pustules on each of the SL images. Computer severity was then regressed against the average value from two manual calculations. Data were square root transformed to meet the assumptions of simple linear regression.
Comparing Rater and Computer Scores
Using optimized training data, the computer scored all images for both crown and stem rust severity. The median rater score for each image was compared with computer scores. Rater and computer scores for each series were correlated independently and against each other; data were square root transformed when necessary to meet statistical assumptions. Series compared within scoring methods (rater or computer) gave insight into the accuracy on a WP scale, meaning that correlation strength between FL and WP series and for stem and crown rust indicated accuracy on the WP scale. Series compared between the computer and rater gave insight into the agreement between the two methods.
A validation test was also conducted between visual estimates taken in the field and computer predictions for crown rust. Field ratings were conducted by a single rater in the summer of 2017 on all 560 plants in the nursery. Images were also taken of each plant at the time of visual rating. Severity measurements were compared for a single rating and ratings over time using area under the disease progress curve (AUDPC) method (Roelfs, 1992) .
Results
Assessment of Rater Variability and Accuracy
Intraclass correlation values approaching 1 indicate optimal inter-rater reliability or severity score consistency based on ranking across the images within a series. Crown rust scores across all image series had excellent ICC coefficients above 0.85, with only small increases as image complexity decreased. Stem rust scores for WP showed fair agreement, while FL and SL showed good agreement ( Fig. 2A) .
Single-leaf images were the least complex; however, rater scores showed high levels of variability. As severity approached 50% on the modified Cobb scale, the distribution of the rater scores was broadest (Fig. 2B) . However, variability dramatically decreased near the maximum (crown rust only) and minimum extremes of the scale (0 and 100% severity). There were low, but still visually detectable, levels of stem rust compared with crown rust. The median coefficient of variation (CV) of the 50 images within each series for both crown and stem rust was >50%, indicating large amounts of variability for both diseases. As image complexity increased (e.g., more leaves were observed at once), so did the median CV for stem rust (Fig. 2C) .
Whole-plant severity was estimated by the mean severity across the five leaves sampled from each plant. Correlation coefficients were high for both crown and stem rust between rater scores on FL and SL. The relationship between FL and WP was variable: crown rust scores showed a strong relationship, whereas stem rust had a very weak correlation (Table 1) .
Optimizing Training Data for Random Forest
The proportion of variance in the training data explained by the model after bootstrapping was described by the correlation of determination (R 2 ). Whole-plant models reached an R 2 of 0.90 with 500 samples, while FL and SL required 250 (Fig. 3) . The maximum sampling points for WP, FL, and SL were not statistically different and were maximized at about 875 data points. It is important to note that sampling to the maximal point increased R 2 by only about 5%, as all models plateaued near 0.95.
Validating the Analysis Pipeline
The image analysis pipeline was able to predict the modified Cobb scale with only small deviations in the exact area covered by rust pustules. This slight difference may have been due to variability introduced during scanning or slight errors in the scale itself. The correlation coefficient between the Cobb and computer severity values for both small and large pustules was nearly perfect (r = 0.99, P < 0.001).
Pixels of biological material in all series were separated from the background of each image and then compared against manually measured values. This validation step isolated the entire plant from the soil in WP images and leaves from the imaging plate in FL and SL. Correlation coefficients for estimating the proportion of biologically related pixels in all three image series were 0.97, 0.99, and 0.98 for WP, FL, and SL respectively (P < 0.001).
The analysis pipeline could quantify and distinguish crown and stem rust pustule numbers with a high level of accuracy (Fig.  4) ; for example, the pipeline capably predicted crown rust pustule number (r = 0.93, P < 0.001). The slope of the regression line for crown rust pustule number was nearly 1 (b = 1.01), meaning that the predicted count was very similar to that of the manual count. The computer did an adequate job predicting stem rust pustule number (r = 0.87, P < 0.001), with a slope also close to 1 (b = 0.91).
There was a high correlation between predicted total area and manually calculated infested area (r = 0.96, P < 0.001); the slope of the model was <1 (b = 0.80), which indicated that the estimates were larger than actual infestation (Fig. 4) . Median total rater proportions were very similar to the computer prediction (r = 0.94, P < 0.001). The correlation between computer FL and WP scores for crown rust was fair (0.84, P < 0.001). However, the correlation between stem rust severity scores was not significant (Table 1) .
Correlation and Consistency between Median Rater and Computer Severity Scores
Although there were high levels of rater variability for crown rust scores (CV » 50%), the ICC values strongly indicated excellent consistency and therefore the median rater score was used for analysis. Computer severity ratings were calculated based on the percentage of tissue infected with uredinia. These values were regressed against rater scores that were corrected to account for actual tissue infested with rust (100% severity = 37% actual tissue infested). Computer scores for all three image series were highly correlated with rater scores for crown rust (Table  2) . Slope estimates for FL and SL were both nearly 1:1 in nature (b = 0.91). The regression for WP had a slope of 1.25, meaning that rater scores generally were higher than that of the computer (Supplemental Fig. S1 ).
Overall, correlations between computer and rater scores for stem rust were lower than for crown rust. Single-leaf scores between the computer and the median rater score were superb for crown rust (0.89, P < 0.001) and fair for stem rust (0.79, P < 0.001). As the image series increased in complexity from SL to WP, correlations decreased, with no significant correlation found for WP (Table 2 ). Interactions were explored on an individual rater basis due to lower levels of rater reliability for all image series ( Fig. 2A) . Although correlations between the computer and individual raters differed, there was no one rater who rated better or worse than the rest for FL and SL (Table 3) . Furthermore, there also seemed to be no obvious trend between rater experience level and strength of correlation for any series.
Discussion
Diagrammatic rating scales have been used to measure rust severity since the mid 1900s. The modified Cobb scale, in particular, has been used in breeding Fig. 2 . Assessment of rater (n = 9) variability for crown and stem rust: (A) intraclass correlation coefficients (ICC) for both crown rust and stem rust across all three image series-whole plant (WP), five-leaf sample (FL), and single-leaf sample (SL)-where higher ICC values indicate greater inter-rater reliability or rust severity score consistency, bars surrounding the coefficient are equivalent to ±1 standard error, and red dotted lines represent cutoffs for poor, fair, good, and excellent values; (B) rater variability described using boxplots for SL images only, with images sorted by lowest to highest mean score; and (C) median coefficient of variation (CV) for each image series and disease.
programs as well as agronomic testing for efficacy of fungicides (Welty and Barker, 1993; Wanyera et al., 2009 ). More recently, image analysis has been tested as a substitute for visual rating. Typical digital images encompass three wavelengths (RGB) but also can be extended to hundreds of bands using hyperspectral imaging. A difficult question that often hampers the use of image analysis on a large scale is: "How comparable is computer rating to visual scoring?" Intuitively it would seem that a computer should be more capable of accurate and precise rating; however, proving this is a difficult task. The three image series used in this experiment investigated this question for crown and stem rust by (i) calculating the consistency and agreement of raters through ICC and variance measures, (ii) assessing the accuracy of rater and the computer scores by comparing FL and WP values, and (iii) exploring the relationship between rater and computer scores.
When observing vegetative grass plants, a single lamina is the smallest and most conspicuous unit of examination, and a sufficiently large sample estimates the mean severity of the whole plant for leaf diseases. Considering visual ratings in particular, a single leaf is the observational scale that allowed raters to best estimate the objective truth. However, heterogeneity of lesion distribution across the leaf surface probably influences rater accuracy (Bade and Carmona, 2011) . Images are complex due to both the number of possible RGB profiles and the spatial arrangement of profiles; these features may have provoked raters to differentially interpret signs of disease. Rating even single leaves for both crown rust and stem rust proved challenging; for instance, as severity approached 50%, rater scores became highly variable (Fig. 2B and 2C ). These findings imply that rating severity as a repeated measure should be done by as few raters as possible to reduce experimental error. Although agreement on precise values was low, consistency among raters was generally high, especially for crown rust ( Fig. 2A) . High consistency among rater scores indicated that the general perception of a heavily infected plant will remain consistent, but the exact value associated with infestation will probably change based on the rater.
Proof of computer accuracy was determined based on the following results: (i) the analysis pipeline itself was able to accurately assess the modified Cobb scale; (ii) computer-predicted tissue proportions were nearly identical to manually calculated values (the denominator for severity calculation); (iii) correlations between the manual and computer measures for pustule counts were substantial (r > 0.75, P < 0.001); and (iv) computer estimates for total rust severity explained 92% of the variance for manual predictions (Fig. 4) . Finally, correlations between computer and median rater severity scores were always strong for SL images (Table 2) . These findings are in contrast to those of Bade and Carmona (2011) , who used Assess 2.0 software to count pustules and quantify severity on maize (Zea mays L.) leaf samples infected with Puccinia sorghi. They found a low amount of variation explained between hand Table 1 . Correlations among all three image series: whole plant (WP), five-leaf sample (FL), and single-leaf sample (SL). Each experimental unit (plant) is represented in each series so that SL was a sample of FL and FL was a sample of a WP. Rater correlations were conducted with the median panel score for each image. and computer measurements for both pustule number (R 2 = 0.49) and severity (R 2 = 0.48).
The analysis method described here was based completely on open-source programs and can be implemented with minimal experience coding in the R environment.
Although not as rapid to analyze a single image or as user friendly as ImageJ, R allows the use of a random forest algorithm ('randomForest') and unique processing functionality ('EBImage') with immediate downstream data analysis potential (Pennekamp and Schtickzelle, 2013) , which can be used to easily analyze a large number of images. As a comparison with R, we used the built-in ImageJ manual threshold functionality to quantify total rust in relation to manual measurements on SL images. Results showed that ImageJ correlations were similar to R (r = 0.94 vs. 0.96, respectively). Although the correlation coefficients were nearly identical, ImageJ overestimated severity on SL more than R (b = 0.63 vs. 0.81) and took far longer on a large set of images (Supplemental Fig. S2 ).
Appropriate training data are essential for our system to work, and time must be taken to collect additional data to make accurate models for new image series. We found that WP images required larger training datasets than SL and FL images, and sufficient sampling achieved R 2 values near 0.95. We found that there were observable decreases in efficiency with higher amounts of sampling of the same profile. For example, increased sampling on the same plant had little effect on R 2 (Fig. 3) . However, it is important to note that a large R 2 does not necessarily mean that the model will separate background from foreground in practice, and adding additional profiles of interest will probably alter the training palette accuracy. For example, creating a new mix of crown rust pixels for different plants and adding them to a palette that already has an optimized R 2 may increase accuracy on a larger set of images.
These results clearly show that our automated analysis pipeline can replace human rating of vegetative grass plants for crown rust severity rating. Utilizing the median rater score allowed us to gain insight into general rater perception of rust on a standard Fig. 4 . Validation of computer accuracy for single-leaf sample (SL) images. Single-leaf images were used because metrics such as pustule number and area could be easily quantified manually. The x axes are the computer value and the y axes are the manually collected value: (A) crown rust pustule number; (B) stem rust pustule number; (C) proportion of leaf infested with rust (crown + stem). Shaded area represents a 95% confidence interval around the regression line. rating scale. Computer severity scores were strongly correlated with median rater scores across image series for crown rust (r > 0.90, P < 0.001). Computer crown rust severity scores for WP and FL were also highly correlated. This evidence, combined with the computer accuracy validation, supports the supposition that this system can replace human rating in the field. Computer scores for WP were generally lower in severity than that of the median rater scores (b = 1.25), meaning that computer scores for spaced plants may tend to be more conservative than the typical rater. This, of course, could possibly be corrected for by adjusting the global thresholding parameters in the script. Five-leaf and SL scores were very nearly 1:1, meaning the proportion of tissue infested with uredinia was nearly the same. Stem rust proved much more difficult to quantify for both the rater panel and the computer. Although disease severity could be quantified by the computer on leaf tissue (Fig. 4B) , correlations between WP and FL were insignificant for computer scores and low for rater scores (r = 0.36, P = 0.03). Furthermore, computer and rater scores for WP were not correlated. This implies that raters and the computer were both inaccurately quantifying stem rust but in different ways regardless of rater experience (Table 3 ). It is possible that stem rust is more difficult to rate on WP because of some leaves shading necrotic leaf tissue, which created an extensive range of RGB values similar to that of stem rust pustules. Based on the variation explained for pustule counts and strong correlations between SL and FL severities, FL samples were relatively unaffected by this issue, at least for computer scoring ( Fig. 4B ; Table 1 ). This may have been due to FL images being taken under consistent high-light conditions. The utility of this analysis pipeline for stem rust should not be completely dismissed due to economic importance in seed production systems. Measuring stem rust on stem samples collected from the field would be an effective way to utilize this system, especially if there were few experimental units in the study.
Efficiency of this system on a large scale for either WP or FL images compared with visual rating in the field is an important consideration for both breeders and agronomists. Speed of visual rust rating on WP was recorded in the nursery that was used in this study (n = 560). Visual scoring took about 6 s per plant compared with imaging the WP, which only took about 4 s per single plant. However, obtaining FL images, which required harvesting leaf samples, positioning them, and capturing the image, took 140 s per plant. Schwanck and Del Ponte (2016) noted that leaf sampling and lesion counting is labor intensive and that visual estimates of severity may be faster. This was certainly the case in our study; however, gains in precision and accuracy for diseases such as stem rust at the cost of up-front time expenses might be worthwhile for many researchers.
Visual scores taken on the 560 plants in the field were used as an additional validation for crown rust. The subset of 50 images scored by the panel was highly correlated with field ratings on the same 50 plants (r = 0.89, P < 0.001). Visual field ratings from the whole data set were compared against computer scores for crown rust and found a similar correlation coefficient (r = 0.87, P < 0.001). These findings are similar to those of Bai et al. (2018) , who found a strong correlation between field and indoor rating measures (r = 0.65-0.85, P < 0.001), as well as high accuracy between indoor measures and computer scores (56.3-93.1%) for iron deficiency of soybean [Glycine max (L.) Merr.]. We found the rater panel and computer scores to be more highly correlated with each other (r = 0.94, P < 0.001) than with field scores taken by a single individual, but in both cases, we found the computer generally had lower scores than the visual rater (Supplemental Fig. S1 and S3) .
Conclusion
An open-source, automated image analysis system was developed and accurately predicted crown rust across three levels of image complexity, with spaced WP being the most complex and important from a breeding and management standpoint. It is unlikely that this system in its current state can accurately quantify stem rust on a WP scale. However, leaves or stems collected from infested plants can be used to both quantify severity and count pustules.
Other open-source R packages, specifically the 'caret' package (Kuhn, 2008) , includes classification algorithms such as support vector machines and k-nearest neighbor functions that may offer similar or improved predictions depending on the application (Naik et al., 2017) . Also, future research should implement a light box for WP imaging, which may increase the ability to detect stem rust by increasing light intensity and reducing shadows.
Supplemental Material
Supplement 1 contains three supplemental figures. Figure S1 shows the linear regression between computer and median rater scores for crown rust on whole plants. Figure S2 shows the total rust severity as calculated in ImageJ and R on single leaves. Figure S3 shows the results from the validation experiment that included both a single crown rust severity rating and the area under the disease progress curve from five ratings. Supplement 2 contains a metadata file that can be used to reproduce the results of this study. All headers are described within the file itself. Note: this file does not in any way conduct or produce results of the image analysis technique described. For technical support please see https://github.com/GarettHeineck?tab=repositories. Supplement 3 contains an R script that will run off of the metadata file to produce the results of this study. Note: this file does not in any way conduct or produce results of the image analysis technique described. For technical support please see https://github.com/ GarettHeineck?tab=repositories.
In addition, the dataset for this study is available through Dryad (Heineck et al., 2019) .
