Rate adaptation is one of the most important issues in dynamic adaptive streaming over HTTP (DASH). Due to the frequent fluctuations of the network bandwidth and complex variations of video content, it is difficult to deal with the varying network conditions and video content perfectly by using a single rate adaptation method. In this paper, we propose an ensemble rate adaptation framework for DASH, which aims to leverage the advantages of multiple methods involved in the framework to improve the quality of experience (QoE) of users. The proposed framework is simple yet very effective. Specifically, the proposed framework is composed of two modules, i.e. the method pool and method controller. In the method pool, several rate adaptation methods are integrated. At each decision time, only the method that can achieve the best QoE is chosen to determine the bitrate of the requested video segment. Besides, we also propose two strategies for switching methods, i.e., InstAnt Method Switching, and InterMittent Method Switching, for the method controller to determine which method can provide the best QoEs. Simulation results demonstrate that, the proposed framework always achieves the highest QoE for the change of channel environment and video complexity, compared with stateof-the-art rate adaptation methods.
I. INTRODUCTION
I N the last few years, video streaming has become the dominant source of traffic over the Internet. To face this growing demand of media traffic, new efficient video streaming techniques have been developed, such as the popular Dynamic Adaptive Streaming over HTTP (DASH) [1] . In contrast to RTP/UDP, DASH is easy to configure and, in particular, can greatly simplify the traversal of firewalls and network address translators. In addition, it can be easily deployed with content delivery networks at a relatively low cost. Therefore, DASH has been widely adopted for providing uninterrupted video streaming services for users [2] .
The key concept of DASH is that each video is encoded into several representations with different bitrates. These representations are then divided into small segments or chunks (typically with display time of 1-10 seconds). As shown in Fig. 1 , at the beginning of a DASH connection, a manifest file (MPD file) that records the information of all the available chunks of a video, e.g., URL addresses, chunk lengths, quality levels, resolutions, etc., is first downloaded by the client. Then the client will download the MPD file and dynamically request video segments with various bitrates based on its rate adaptation logic. It is noteworthy that the rate adaptation logic of clients is not specified in the DASH protocol. Naive DASH adaptation logics usually suffer from large quality variations or playback buffer underflow [3] , which drastically deteriorates the quality of experience (QoE) of users [4] . Because the network bandwidth is highly dynamic, it is challenging to provide stable and high quality videos to ensure satisfactory user experience all the time. Therefore, how to design appropriate rate adaptation methods to improve user QoE is one of the most important research topics (see Section II for details) for DASH.
Different from the traditional quality of service (QoS)-based video streaming like RTP/UDP, DASH is designed as a QoEcompatible streaming protocol which can satisfy the greedy requirements of users by using appropriate rate adaptation methods. Arising from the characteristics of human visual system [5] , QoE is affected by lots of factors, e.g., the initial playback delay, the received video quality, smoothness, the number and duration of playback stalling events, the instantaneous interactions between playback stalling, video quality [6] [7] [8] [9] [10] [11] [12] .
Due to the complexity of network variations, it is difficult to utilize a single method to adapt to the network variations perfectly for all time. Therefore, to achieve the optimal QoE arXiv:1912.11822v1 [cs.CV] 26 Dec 2019 for users as much as possible, we propose an ensemble rate adaptation framework for DASH. Our contributions are as follows.
1) We propose an ensemble rate adaptation framework for DASH to adapt complex network variations in practice, such that the optimal QoE for users can be achieved. 2) We propose two control strategies to select the best method at different decision times to adapt to diverse network conditions. 3) To fit the proposed framework, we also propose a QoE model by taking the average video quality, the quality variation, re-buffering events, and the initial playout delay into account. The rest of the paper is organized as follows. Related work is discussed in Section II. The proposed framework is presented in detail in Section III. Simulation results and conclusions are given in Sections IV and V, respectively.
II. RELATED WORK
Existing rate adaptation methods for DASH can be roughly divided into two categories, i.e., content-dependent methods (usually for multi-view videos and 360-degree videos) [13] [14] [15] [16] and content-independent methods [6] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] . The contentindependent methods can be further classified into two categories, i.e. methods for a single server [6] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] and methods for multi-servers [18] [36] [37] . Since only content-independent methods with a single server are investigated in this paper, only those related works are discussed.
Dräler and Karl [3] introduced the quality-first-based method. In this method, users will always request the video segment whose bitrate best matches the estimated channel bandwidth. If there is not enough channel capacity, it tries to download segments with the next lowest video quality level, until there is no capacity or buffer space left. This algorithm favors downloading segments at higher video quality levels at the expense of having more buffering segments. On the contrary, Huang et al. [19] [20] proposed a buffer-first-based adaptation method. In this method, users will always consider filling a predefined buffer length (evaluated by the remaining playout time of the downloaded video segments). When the buffer length is larger than the predefined buffer length, video segments with higher bitrates will be requested. The buffer-first-based method avoids the challenge of estimating channel bandwidths, and stabilizes the buffer occupancy to ensure smooth video playback. However, such method usually requests video segments with lower quality than the qualityfirst-based method.
Meng et al. [21] proposed a proportional-integral-derivative (PID)-based rate adaption method for DASH. The performance of this method is overwhelming for channels with stable parameters, but it is difficult to determine the appropriate control parameters for the PID model when the channel state fluctuates. By considering the influence of the current requested video segment on the next requested video segment, Zhou et al. [22] and Bokani et al. [23] proposed a Markov decision process (MDP)-based rate adaptation methods, respectively, where the request process for a video segment is considered to be an MDP. To maximize the QoE, Martín et al. [24] proposed a Q-Learning-based rate adaptation method based on the Markov process assumption, in which the requested video segments can be dynamically adjusted based on the perceived network state. In spite of the pretty good performance of the Q-Learning based method, it needs a long time to converge. To overcome this limitation, Claeys et al. [25] proposed an HTTP Adaptive Streaming client based on Frequency Adjusted Q-Learning (FAQ). They simplified the MDP model and improved the learning rate of the process. However, this simplification leads to suboptimal streaming performance. In other words, there is a tradeoff between convergence speed and learning accuracy. Chiariotti et al. [17] proposed an online learning-based rate adaptation method. In this method, the developed learning process exploits a parallel learning technique that improves the learning rate and limits sub-optimal choices, leading to a fast and accurate learning process that converges to the best state rapidly. Unfortunately, it is hard to make the best request decision when the channel parameters frequently change.
All the methods are expected to achieve the optimal rate adaptation and guarantee the best user QoE by only using one model. Due to the uncertainty of network throughput/bandwidth requirements, a single model is unlikely to perform well at all times. Therefore, we propose an ensemble rate adaptation framework for DASH.
III. PROPOSED ENSEMBLE LEARNING-BASED FRAMEWORK A. Overview of the Proposed Framework
As shown in Fig. 2 , the proposed framework is composed of two modules: the method pool and the method controller. In the method pool, several rate adaptation methods are integrated. At each decision time, the method that can achieve the best QoE is chosen to determine the bitrate of the requested video segment. It is also worth pointing out the remaining unselected methods will also update their parameters based on the actual system information (e.g., estimated throughputs, current buffer level, video complexity, etc.) to simulate their request procedure and calculate their corresponding estimated QoEs. The method controller will finally decide which method is the best according to their QoEs. In the following sections, we will introduce the method pool, the method controller, and the proposed QoE model in detail.
For clear representation, a summary of notations is given in TABLE I. 
B. Method Pool
In this part, we introduce three methods as components of the method pool module of the proposed ensemble rate adaptation framework, i.e., a rate-based method [3] , a proportion differentiation (PD) controller-based method [18] , and an online learning-based method [17] . It is worth pointing out that we select these three methods as a typical implementation example, and other methods can also be integrated into the method pool.
(i) The rate-based method The rate-based method will request the video segment whose bitrate is closest to the estimated bandwidth [3] . As the rate-based method is simple yet effective to some extent, it has been extensively used in many adaptive streaming systems, e.g. Microsoft Smooth Streaming [38] [39] , Adobe HTTP Dynamic Streaming [40] and Apple's HTTP Live Streaming [41] . (ii) The PD controller-based adaptation method
In this method, two buffer thresholds, b k1 and b k2 , are defined to restrict fluctuations of the user buffer. First, the video segment with the lowest bitrate is downloaded. When the buffer length at time t (denoted by b t ) is larger than b k1 and smaller than b k2 , the requested bitrate will remain unchanged. When the b t is less than b k1 , the requested bitrate will be calculated as
whereas, when the b t is larger than b k2 , the requested bitrate will be calculated as
where r t−1 is the bitrate of the previous requested video segment; r t is the bitrate of the video segment that will be downloaded; D t−1 is the downloading time of the previous segment; β est t−1 is the estimated bandwidth; T is the playout time of a video segment, e.g., 2 seconds; k p and k d are the two parameters of the PD controller. Based on [18] , the two parameters k d and k p can be set as
(iii) The online learning-based adaptation method By assuming that the channel bandwidth experienced by the users as well as the video characteristic variation follows a Markov model, the online learning-based method [17] formulates the optimal action selection problem as a Markov Decision Process (MDP). The system dynamics in the MDP model are a priori unknown and thus learned through a Reinforcement Learning technique [17] , in which the QoE of users is dynamically maximized.
At each decision time, the method controller of our framework will select a method from the method pool to request a video segment so that the QoE of users can be maximized.
C. Method Controller
As aforementioned, there are multiple rate adaptation methods in the method pool. For the first several decision times (each decision time corresponds to a video segment), a default method is selected. Then, at the subsequent decision times, the method controller selects one method to request a video segment. At the same time, the remaining unselected methods will also perform a "virtual request" based on the estimated bandwidth and then update their "virtual buffers". The method controller will always check the states of all the rate adaptation methods and select the one that can achieve the highest QoE. In order to select an appropriate rate adaptation method, we also design two strategies to enable the controller to effectively switch from one method to another, i.e., InstAnt Method Switching (IAMS), and InterMittent Method Switching (IMMS).
For the IAMS strategy shown in Fig. 3 , the method controller will always check the average reward (denoted as R wd ) of the previous N decision times (segments) of all the methods in the method pool, and then select the method that can achieve the maximum average reward to request a video segment at the current decision time. Note that the reward of a method in the previous decision time may be "virtual" or "actual", which depends on whether the method was selected at that decision time or not.
The IAMS strategy may result in frequent method switching. Therefore, we also propose the IMMS strategy as shown in Fig. 4 . In this method, the method controller will intermittently check the product of the average reward of each method and the ratio that the reward of a method achieves the maximum in the previous N segments:
Previous N segments in a smoothing window nt at t at tim nt t time time t t Request the current segment where p arwd,i denotes the average reward of method i, and p ratio,i is the percentage that the reward of the method i achieves the maximum in the previous N segments. Then, the method controller will select the method that can achieve the maximum product to request a video segment for the next N segments.
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D. The proposed QoE Model
The user QoE must be considered and estimated well when designing rate adaptation methods. Typically, by taking the visual memory [42] into into account, the user QoE can be estimated based on four factors [6] [7] 
where Q and P QV denote the average quality and the quality variations of the received video segments, respectively; P IP D and P RB denote the initial playout delay and the re-buffering time, respectively; ω 0 , ω 1 , and ω 2 are the model parameters.
Based on Eq.(5), to estimate the user LT-QoE, the system state that can be derived from Q, P QV and P IP D must be available. In the proposed rate adaptation framework, the system state at time t is defined as S t = (q t−1 , β est t−1 , c t , b t ), where q t−1 is the quality of the previously received video segment, β est t−1 is the estimated bandwidth, c t is the content complexity of the video segment to be downloaded, and b t is the current buffer length. Based on the defined system state, the average quality Q is replaced with the quality of the video segment that may be downloaded at the decision time t, i.e. q t , while the quality variations P QV are simplified as |q t − q t−1 |. The re-buffering time P RB is represented with
is the estimated download time of the video segment requested at time t: The selected method is used for all the next N segments To stabilize the buffer length to a predefined value (b 0 ), we add another item (P B ) in the QoE model, which is expressed as
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where
is the estimated buffer length of time t + 1, and g(·) is a function defined as:
When b est t+1 is smaller than b 0 , the risk of playout interruption (re-buffering) is large. Thus, we use a large penalty coefficient of value −1 for |b est t+1 − b 0 | to select video segments with lower bitrates. When b est t+1 is larger than b 0 , the risk of playout interruption (re-buffering) is small, and we use a small penalty coefficient of value −0.25 for |b est t+1 − b 0 | to select video segments with higher bitrates. Since the start up delays are manually set as a fixed value (e.g. 2s, 5s, etc.), ω 0 is usually set to be zero. Finally, the user QoE (we also call it as the reward at time t, R t wd ) model used in the proposed rate adaptation framework is formulated as
where ω 1 , ω 2 , and ω 3 are the model parameters.
IV. SIMULATION RESULTS AND ANALYSIS

A. Simulation Settings
The experiments were conducted over the video sequences taken from the EvalVid CIF video trace reference database. The quality levels, complexity level, and the corresponding set of available bitrates are described in TABLE II. Note the complexity levels are predefined for all the video traces based on [17] . The Structural SIMilarity index (SSIM) [50] is used as the quality metric for video segments. The value of SSIM ranges from 0 to 1, and when the SSIM value is smaller than 0.9, we consider the quality to be poor.
The parameter ω 1 in Eq. (10) was set to 2 to get a good tradeoff between the average quality and the quality switches.
Parameters ω 2 , ω 3 , and b 0 are used to adjust the buffer penalty in Eq. (10). We then empirically set b 0 = 8s, ω 2 = 50, and ω 3 = 0.0001 to achieve a sufficiently low probability of rebuffering events and yet allow the framework to efficiently use the buffer in order to decrease quality variations. Because of the common choice of DASH controllers, we also limit the largest buffer length to be b max = 20s. Finally, the exponential discount factor γ was set as 0.9 to achieve a good tradeoff between the immediate and future rewards.
In simulation, four kinds of channel environments were considered: the constant channel, the short-term fluctuating channel, the long-term fluctuating channel, and the Markov channel (see Fig. 5 ). For the Markov channel [22] [51] [52], assuming that there are k states, the following k × k transition matrix P is set as
where p ij denotes the transition probability from state i to state j:
A large p corresponds to a highly dynamic channel. By varying p, we can simulate different dynamic channels. In the simulations, we set p to 0, 0.25 and 0.5 [17] . To verify the performance of the proposed ensemble rate adaptation framework, we have compared it with other methods using MATLAB simulation. 
B. Simulation Results
(i) Results of the proposed framework with IAMS First, we compared the methods in a static scenario in which both the channel capacity (β est t = 3M bps) and video complexity (c = 4) are constant. Then, we performed simulations on the other three channels: the short-term fluctuating channel, long-term fluctuating channel, and Markov channel, as shown in Figs. 5 (b) , (c), and (d), respectively. For the proposed framework (denoted by Proposed Framework with IAMS), the method controller will check the average reward denoted as (R wd ) of the previous N IAM S (that was empirically set to be 2) decision times (segments) of all the methods in the method pool. For the constant channel, the reward and buffer length of each method are compared in Figs. 6 and 7, respectively. As the proposed framework will select a rate adaptation method at each decision time from the method pool, the instant reward of the proposed framework would be similar with the selected method, especially at the beginning of the request. Note that Fig. 6 (a) shows the nine order polynomial fitting curves of the rewards of the four methods to show the comparison results clearly. Therefore, there is a gap between the proposed framework and the other methods at the beginning of the request. Fig. 13 . Buffer length comparison under the Markov channel (p = 0.5).
However, from the detailed rewards shown in Fig. 6(b) , we can see that the rewards of the proposed framework are similar to either the rate-based method or the PD controller based method at the beginning of the request. In the simulation, since the online learning-based method needs a very long time to converge, 500 episodes (each episode includes 400 segments) were requested to achieve a comprehensive comparison. To investigate the detailed reward variation of the four methods, Figs. 6 (b) and (c) compare the rewards of the first 2400s and the last 1600s. Since the channel bandwidth is constant (β est t = 3M bps), the reward of the rate-based method is very stable, as shown in Fig. 6 , whereas Fig. 7 shows that the buffer length of the rate-based method is small, because it always chooses the bitrate that matches the capacity exactly. For the online learning-based method, the reward is initially not convergent for the first 2400s in Fig. 6 (a) . Accordingly, the buffer length also fluctuates greatly. When the online learning method converges, the average rewards and buffer lengths become stable. For the PD controller-based method, both the rewards and the buffer lengths are very stable, but the rewards are smaller than those of the converged online learning method. The Proposed Framework with IAMS can make use of the advantages of all the three methods. We can see that the rewards of the Proposed Framework with IAMS is more stable than those of the online learning-based method, especially at the initial requesting. This means that the proposed Proposed Framework with IAMS is more suitable for today's popular short video applications than the online learning method. From Fig. 7 (b) , we can also observe that the buffer length of the Proposed Framework with IAMS fluctuates slowly, and is closer to the reference buffer length (b 0 = 8s) than the other three methods. Besides, the average rewards (denoted as LT-QoEs), i.e., 1 ttest ttest t=t0 R t wd , of the four methods are also compared in Fig. 6 . We can see that the LT-QoE of the Proposed Framework with IAMS is larger than each of the individual methods.
For the short-term fluctuating channel, long-term fluctuating channel, and the Markov channel (p = 0.5), similar results can also be observed in Figs. 8 to 13 . The LT-QoEs of the Proposed Framework with IAMS are always the largest. (ii) Results of the proposed framework with IMMS Similar to part (i), we also compared the performance under the four kinds of channels (as shown in Fig. 5) . The video complexity level is also set to be 4. For the proposed framework (denoted by Proposed Framework with IMMS), the method controller will check the product of the average reward (denoted as (R wd ) of each method and the ratio that the reward of a method achieves the maximum in the previous N IM M S segments (N IM M S = 400, corresponding to an episode). The comparison results are shown in Figs. 14 to 21 for different kinds of channels. Since the rate-based method will be selected at the beginning of Proposed Framework with IMMS, the rewards and the buffer lengths of the Proposed Framework with IMMS are the same with those of the ratebased method for the first episode. From those figures, we can observe that the LT-QoEs of the Proposed Framework with IMMS are still the largest.
(iii) Evaluation of the adaptation ability
In order to further verify the adaptation ability of the proposed frameworks (both IAMS and IMMS), we first considered the case that the channel environment changes abruptly. In this simulation, there are 24000 video segments (corresponding to 600 episodes) to be requested. For the first 300 episodes (video complexity level is 4), a stable channel with a bandwidth of 3000kbps is simulated, while for the last 300 episodes, the channel environment changes abruptly to a Markov channel with p = 0.5. Fig. 22 shows the fitted (also by a nine order polynomial fitting method) curves of the rewards for different rate adaptation methods. We can see that the rewards of the PD controller-based method decline more seriously than the other methods. This is because the model parameters of the PD controller-based method cannot adapt the suddenly changed channel environment. We can also observe that the rewards of the online learning-based method and the proposed frameworks also suffer from sharp changes. But the LT-QoE of the proposed framework with IMMS is a little larger than that of the online learning-based method. the instantaneous rewards clearly at the changing time, Fig. 23 compares the detailed instantaneous rewards of different rate adaptation methods at the changing time.
Besides, the adaptation ability is also investigated on the video complexity variation. In this simulation, there are also 600 episodes to be requested. A Markov channel with p = 0.5 is used. For the first 300 episodes, the complexity is 5, while for the last 300-th episode, the video complexity level randomly changes from 5 to 1. Fig. 24 shows the rewards of each episode for different methods. We see that the performance of the rate-based method is the worst since it cannot adapt to the Markov channel efficiently. Since the model parameters of the PD controller-based method are not suitable, the performance of this method is also not very good. We can also see that the performances of the proposed frameworks are a little better than the online learning-based method.
Moreover, we also tested the dynamic case that both the channel environment and the video complexity level are changed. In this case, the channel environment is changed from a static channel to a Markov channel with parameter p = 0.5 at the 300-th episode, while the video complexity is randomly changed for each segment after the 300-th episode, as shown in Fig. 25 . We can see that the performance of the rate-based method is the worst. The performance of the PD controllerbased method is also not good enough since it cannot adapt to the frequent fluctuations of channel environments. The online learning-based method can adapt to the complexity fluctuations to some extent, but the proposed frameworks (IMMS and IAMS) perform better. Also we should note that the LT-QoE of the online learning-based method is similar to that of the proposed frameworks as shown in Fig. 25 . The reason is that the long term simulation time is propitious to the online learning-based method. (iv) Comparison with state-of-the-art methods
In order to further validate the performance of the proposed frameworks (IMMS and IAMS), we have also compared them with a fuzzy logic-based rate adaptation method (denoted by method can also be integrated into the proposed frameworks, we should note that we only integrated the rate-based method, the PD controller-based method, and the online learningbased method into the IMMS and IAMS frameworks. For the constant channel, the rewards and LT-QoEs are compared in Fig. 26 , while the corresponding buffer lengths are compared in Fig. 27 . We can see that the buffer lengths of the FDASH are more stable than those of the proposed frameworks, but both the rewards and the LT-QoE of each of the proposed frameworks are larger than those of FDASH. Similar results can also be observed from Figs. 28-32, for the other channels.
(v) Evaluation with commonly used QoE models Lastly, we evaluate the performance of the rate-based method, the PD controller-based method, the online learningbased method, the FDASH, the proposed framework with IAMS, and the proposed framework with IMMS, by using two extensively used QoE models [43] and [45] , as shown in TABLE III. The QoE model proposed in [43] can be written as
where λ = 1 and µ = 6 are model parameters that are empirically defined in [43] , M is the number of received segments, r m is the bitrate of the m-th requested video The QoE model proposed in [45] can be written as QoE = 4.85 · Q norm − 4.95 · F − 1.57 · S + 0.5,
where Q norm is the normalized average quality of all the received video segments,
M is the number of requested video segments, Q max is the highest quality of all the received video segments, F is a factor to evaluate the negative gain of playout interruption,
f F and f T denote freeze frequency and average freeze duration respectively, S in Eq. (14) is used to evaluate the negative gain of video quality fluctuations, where sw number and sw depth represent the number and the average amplitude of bitrate switches, respectively. From TABLE III, we can see that the proposed frameworks always produce the highest QoEs with respect to different types of channel bandwidth variations, no matter what QoE model is used. It can also be observed that for more complex bandwidth conditions and video contents, the performance of the proposed framework with IMMS is better than that of the proposed framework with IAMS.
V. CONCLUSIONS AND FUTURE WORK
We proposed an ensemble rate adaptation framework for DASH clients by leveraging the advantages of multiple rate adaptation methods to improve the QoE of users. The proposed framework consists of two modules: a method pool and a method controller. At each method switching time, the method controller will select the best method that can achieve the best reward from the method pool. We also proposed two method switching strategies: IAMS and IMMS, to select an appropriate rate adaptation method. Three popular rate adaptation methods (rate-based method, PD controller-based method, and online learning-based method) are integrated into the proposed framework. Simulation results have shown that the proposed framework can fully use the advantages of the methods in the method pool, and always provide the largest QoE for users.
In the future, we will implement the algorithm in a more realistic scenario, based on a real test-bed which uses a realistic TCP transmission. The performance of the proposed ensemble learning-based rate adaptation framework largely depends on the integrated methods in the method pool. Therefore, we will add more advanced adaptation methods into the framework and improve the strategy of the method controller to adapt to more complex environments. Another future work is to cut down the system complexity and reduce the decision time as much as possible.
