Abstract-The range query referring to the Internet of Things is a tough challenge since the data information is fully distributed. In order to support efficient range query, most existing approaches focused on designing the data management mechanism, which ensures that the similar data are stored nearby within the network. However, it will introduce large extra overhead to each peer in the Internet of Things especially when the peers generate data frequently. In this paper, a distributed range query framework is proposed, which consists of three core modules, reporting and indexing module, along with a query executor. The reporting module learns the sensed data and predicts a data range in which the coming future data is likely to be. Only the abnormal data that exceeds the data range will be detected, which greatly reduces the frequency and quantity of data migration in these data management mechanism. The indexing module is responsible for collecting reported data information and establishing data index used for responding to query request. Based on the above two modules, the range query is processed by the query executor. The experimental results show that this proposal could support range query effectively and efficiently, with load balance among the peers at the same time.
I. INTRODUCTION
With the rapid development of information technology, increasing objects like mobile phones, cameras, even dogs, flowers could be networked within the Internet, which is always called Internet of Things (IoT) [1] . The applications referring to IoT applied in a vast variety of fields such as environmental monitoring, health care, military, biological research, factory, security, social contact, smart homes and so forth, and it makes people get closer to the real world. These IoT applications can provide customized and intelligent behavior to users by gathering information from sensors and affecting the context environment with actuators. This is not only widely used in industry, but also people's daily life.
In order to provide intelligent services, primarily IoT applications need to query some information that the users are interested in among the whole network. Range query is a comparably complex query method that is commonly used nowadays. The query condition in range query is not an exact value, but a range specific to an attribute. While the range query without any optimization may flood the query request among the entire network, which will lead to visiting an amount of unnecessary peers and burden the peers with limited resources and energy. Obviously, the simplest approach is to use a central server storing data information. At the same time, this server could reply user query requests. However, it leads to bottleneck problem. Even more, if the server crashed, the whole network is unable to support range queries. Therefore, a lot of methods have been proposed to deal with the range query problem in the distributed environment mainly including Peer-to-Peer (P2P) networks and Wireless Sensor Network (WSN). The efforts in P2P networks mainly focus on supporting range queries based on extending the Distributed Hash Table (DHT) logic [2] or building some data management structures. While in wireless sensor network, a data centric storage (DCS) method [3] is preferred. In this method, the sensed data are stored at some definite sensor nodes by some rules for supporting range query. The principle behind these methods is that data are not stored locally in the generating place. Then a data migration mechanism is designed to ensure that similar data are stored nearby within the network. Thus it could support range query effectively. However, such data migration methods always introduce extra overhead to the peers with limited resources and finite energy in the Internet of Things. So the cost of migration from source to destination is still heavy, especially when some peers generate data frequently.
Different from the previous works, in this paper a distributed range query framework is put forward for the Internet of Things. The framework is composed of three core modules, including reporting module, indexing module and one query executor. The reporting module learns the sensed data and predicts a data range that the object most probably might be in during a future period. Only the abnormal data that exceeds the data range will be detected and a new data range will be reported again, which greatly reduces the quantity of data transmission. The indexing module takes charge of collecting the reported data information and establishing data index used for replying query request. Based on the reporting and indexing modules, the range query is processed by the query executor. To evaluate the proposed range query framework, experiments are carried on based on the SensibleThings platform [4] , which is an IoT project developed by a research group in Mid Sweden University. The experimental results based on a real world data scenario shows that the proposed method can provide effective and efficient range query, with load balance in different kind of peers among the network.
The remainder of the paper is organized as follows. Section II discusses the related work including several range query techniques proposed in distributed system. Section III describes the proposed range query framework including the reporting module, indexing module and a query executor. Section IV evaluates the proposed approach based on the real world data scenario. Section V concludes the whole research work and puts forward the future directions.
II. RELATED WORK
Much research work has been done on range queries in the IoT area including Peer to Peer(P2P) networks and Wireless Sensor network(WSN). In these previous works, researchers consider that similar data should be logically or physically stored nearby within the network in order to support efficient range query.
In P2P networks, on the one hand, some mainly focus on supporting range queries based on extending Distributed Hash Table (DHT) [2] logic. Dan W et. al. [5] proposed an extension method of DHT, which combines DHT method with B+ tree. Chang Y I, Wu C C, Shen J H, et al. [6] proposed a structured segment tree method to support range query in P2P system, which has a better load balancing. The range query methods based on the DHT logic need to maintain the index of sensed data which extends the DHT logic. However, the cost of updating index is heavy especially when the peer generates data frequently. On the other hand, some researchers proposed schemes supporting range queries in P2P networks based on some other structures. Gu Y, Boukerche A, Ye X, et al. [7] proposed a HD tree method aiming at preserving the data locality information while assigning data to exact nodes and use the HD tree to organize the nodes. The HD methods consider splitting the data space and assigning the sensed data to some specific peers to ensure that similar data will be stored nearby. However, the cost of migrating data from source to destination is still heavy, especially when the node generates data frequently. The range query methods in P2P network mentioned above could support range query effectively by avoiding accessing lots of unnecessary nodes within the P2P network. While the cost of organizing the sensed data in DHT methods or HD tree structure are equally huge especially when the peer generates data frequently. The reason is that it needs to update the index or migrate the data item whenever the object senses a data item.
In wireless sensor network, a data centric storage (DCS) method is used for supporting range query. The sensed data are stored at definite sensor nodes according to some constraints instead of stored locally in the generating sensor. Distributed Index for Multi-dimensional data (DIM) [3] assigns events of similar values into physically adjacent sensor nodes. The scheme [8] establishes a locality-preserving hash to store events and efficiently perform range queries by using a bit code mapping technique, which is also an extended combination of data centric storage scheme and DIM scheme. The Dynamic Load Balancing (DLB) [9] divides the sensing filed into two-dimensional logical grids of equal size. It uses the gird-based approach to achieve load balancing and avoid hotspot of the storage. Load Balanced Data-Centric Storage (LB-DCS) [10] is another scheme that attempts to solve the unbalanced loading problems in the non-uniformly distributed sensor network. The range query schemas in WSN consider transferring the sensed data to guarantee that similar data are stored adjacently, thus it could avoid reckless flooding and support effective queries. However, if the amount of sensed data that have similar values is huge and produced frequently, it cannot guarantee the workload balancing, even more, the overloaded sensor node may explode.
Different from the data migration methods in P2P networks and WSN, this paper proposes a range query framework to support range query for IoT, which suggests a data range report approach instead of managing the sensed data by transferring the data from the local place to some definite places.
III. THE RANGE QUERY FRAMEWORK
Based on the feature of the real world data, a range query framework is proposed to solve the multi-dimensional range query problem. It also could be used for supporting more types of customized and intelligent services in the Internet of Things area. The framework is composed of three core modules including reporting module, indexing module and one query executor, as shown in figure 1. The reporting module learns the sensed data, predicts a data range in which the object is likely to be during the future period. New data range will be reported only when the sensed data exceeds the previous data range. The indexing module is responsible for collecting reported data information and establishing data index used for responding query request. Based on the reporting and indexing modules, the range query is performed by the query executor through several procedures. 
A. Report Mechanism
The real world data people commonly cares are temperature, humidity, noise, air pollution index and so forth. These kinds of weather data change continuously. Let's consider the temperature data as an example in the following part of this section. Figure 2 demonstrates the hourly temperature trend during three days in Sundsvall which is a central city in Sweden. The hourly data is downloaded from a Sweden meteorological observation website [11] . Figure 2 shows that the temperature is always in a growth trend or a decline trend during a period, therefore, the prediction of trend 2015 18th International Conference on Intelligence in Next Generation Networks is possible, with providing a data range in which the coming future data is likely to be. In this paper, a mechanism is suggested called reporting data range method instead of the data migration methods totally partitioning the data space and fully transferring the data from source to a specific place. Based on the above observations and analysis, the changing regulation of the data could be discovered and a data range could be predicted. Thus, the data range is taken into account in order to establish a fuzzy data index used for responding to query request. Therefore, each peer attached with sensors could only detect the abnormal data that exceeds the data range it reported last time, which could decrease the frequency and quantity of data transfer. Given a peer A, assume that v is the first sensed data value, the range Zr [min, max] represents the first data range to be reported, and the c is a relative small constant varies from the testing environment. Initially, assigning Zr [min, max] equals Zr [v-c, v+c] , and an queue Q storing the latest sensed data. After that, if the sensed data a exceeds max or below min, the new range will be reported. Then the reporting mechanism is shown in pseudo code form in figure 3. Besides that, there are various methods used for reporting the data range. The critical difference between these reporting methods is the interval size of the reported data range. The larger interval could greatly reduce the report times but increase the query cost, while the smaller interval could improve the query efficiency by paying the reporting costs. For instance, assume that the entire data space is ranging from 1 to 10. The largest interval should be [1, 10] . If a peer A sets the Zr with [1, 10] , then the peer could never detect the data which is out of the reported bounds and it has no report cost after the first report. But the query cost will be huge because each time the user starts a range query, the peer A will be considered and visited as A covers the whole range. On the other hand, if the interval is small and close to 0, the peer tends to report an exact data rather than a data range. In this case, the range query will be more efficient since the established data index is a more precise index than the fuzzy index. However, the report cost will be tremendous, since the peer needs to report data as soon as data changes. So finding the balance point is the most crucial part. It will be specified in the part E of section IV.
B. Index Mechanism
Based on the reporting mechanism, index mechanism is essential to complement the whole range query function. Indexing is responsible for collecting reported data range information and establishing data index used for responding to query request. In the range query framework, this paper suggests that some super peers chosen from those powerful peers such as servers or desktops could form a distributed database. Those are used for storing the established data indexes. The segment tree structure is a good approach to assist the distributed database peer in establishing the data index, because the data in both report mechanism and query request are referred to the segment format. Each time the super peer detects a new data type, it will construct a new index tree correspondingly. Every super peer takes responsibility of one kind of data information or a group of data information. So that all the super peers within the network build a global data index together used for supporting range query. The index mechanism is based on a segment tree structure, the inserting , searching and deleting are three basic operations of the index tree. However, inserting and searching are the core parts of this index mechanism. For instance, assume that range [1, 10] represents the entire space of the data attribute A, the corresponding index tree is established as shown in figure  4 . For the inserting operation, according to the established index tree the reported range Zr[min,max] will be partitioned into several sub-ranges, and each sub-range should exactly cover the non-leaf node or be contained in the leaf node. If a peer starts to sense the data of attribute A and the reported data range Zr is [1, 4] , therefore, the ID of the reporting peer will be stored at non-leaf node [1, 3] , leaf node [3, 4] and leaf node [4, 5] . For the searching operation part, when user application starts a range query, it will receive a peer list that might contain all the interested peers by executing the search operation. In order to guarantee the accuracy of the peer list, a greedy algorithm is used to search all the peers, not only the peers whose intervals contain the query range but also the peers whose intervals intersect a tiny bit with the query range. Assume that if a user desires a range [4, 6] on attribute A, all the nodes in the index tree surrounded by the red curve as shown in figure 4 should be accessed and all the peers' ID information stored in the besieged nodes should be added into the peer list.
C. Range Query Process
Based on the foundations of reporting mechanism and index mechanism, the range query process is carried out through several procedures by the query executor. This section will specify these procedures that used to accomplish one range query process. In this research work, peers within the network are logically classified into three categories, the sensing data peers, the querying peers and indexing peers, as shown in figure 5 . In fact, each peer could be these three simultaneously as long as it has sufficient resources and energy. Then, the range query is processed as follows. Firstly, the sensing data peers report the predicted data range to the indexing peers while they are sensing data. Secondly, the indexing peers should collect the report and build data index according to the data range included in the report. Powerful objects such as servers are selected as the indexing peers called super peers in the part B of section III. Thirdly, when the querying peer starts a range query, it will send a query index request to the indexing peers. Then the querying peer will receive a peer list. After that it will query all the peers in the peer list. Subsequently, it will get the relevant data results.
IV. EXPERIMENTAL RESULTS
To evaluate the proposed range query framework, experiments are conducted based on the SensibleThings platform [2] , which is an IoT project developed by a research group in Mid Sweden University. The experimental results based on a real world data scenario have shown that the proposed method could significantly reduce the workload in normal peers as well as efficiently support range query.
A. Scenario
To evaluate the range query system, a scenario was created at first. A large-scale emulated network with thousands of peers was established subsequently.
In this scenario, an emulation about the weather conditions in Sweden from the north area to the south is carried out, as we can see from figure 6 . The factors contained in this scenario are as follows. Firstly, four cities' weather data are downloaded from a Swedish meteorological observation website [11] including Kiruna, Sundsvall, Stockholm and Malmö. Four groups of peers are used to represent these four areas. Every peer in each group start sensing weather data at different time. Therefore, emulation of the weather conditions across a large region is created. Secondly, the weather data contains three dimensions, temperature, humidity and wind speed, which are organized hourly. Thus, each peer should sense one data item every hour to simulate the scenario. Thirdly, the downloaded data are the weather data of the year 2013. As the data are recorded every hour, one year equals 8,000 hours, hence, the data size of each peer is about 8,000 items. Based on this scenario, an application is established, which could be used to look for a comfortable city before travelling around Sweden by using range queries on these conditions: temperature, humidity, and wind speed.
B. Report efficiency
For the report module, message cost of reporting will be tested and will be compared with the data migration methods proposed in the reference. The test was based on the sum of reporting messages of 250 peers. Fig. 7 . Comparison between data migration and data report Figure 7 shows the difference between the data migration method and the data report method. The blue line represents the report messages of the data migration method. The red line and the green line represent the reporting data range method. It is true that all three lines grow as the data size in each peer increases, but the report method is growing slowly. While the data migration method grew rapidly, because each time it sense a data item, an migration to a specified place will be carried out.
Actually, in figure 7 both the red and the green line are the sum of the report messages and query messages. The red line stands for one queries' message cost, and the green line represents the message cost of 250 queries. It tells that even though the querying messages cost is added into the reporting data method, the cost of data report method is still lower than the data migration method.
C. Query efficiency
In the query module, the query cost of single dimensional range query and multi-dimensional range query are measured with the increasing of the range span. The range span means the interval size of the range in the user query request. It is increasing from the minimum unit of each data type in the testing.
To test the query efficiency, A definition of utility ratio is proposed to evaluate the query cost. The utility ratio (UR) is calculated by equation 1.
Equation 1: Utility Ratio
In the equation 1, UM and TM stand for the number of unnecessary messages and total messages respectively, when performing one range query. When one user starts a range query, firstly he will get a peer list from one of the super peers. However, the peer list is actually not the exact final peers the user expected. In fact, there are some peers that are not in the range that the user queried still in the peer list. Therefore, some useless query messages may be sent to these uninterested peers. These useless query messages are called unnecessary messages. Fig. 8 . The utility ratio in multi-dimensional range queries Figure 8 shows the utility ratio among multi-dimensional range queries. The blue line represents the one-dimensional temperature data. The red line reveals the UR of twodimensional data with temperature and humidity. The UR of a three-dimensional data is shown in green line, which contains temperature, humidity and wind speed. These three lines shown in the figure nearly have the same trend and the utility ratio is stable in the range [0. 6,0.8] . In this figure, the range span begins with 4 data units. As if using a short range,there will be no peers satisfying three dimensions in such a small interval size and strict query conditions.
D. Scalability
Scalability is the capability of the system to handle a growing amount of peers. In the scalability testing, 250 to 1,500 peers are used and tested with three kinds of range spans as the network size increases. The range span used in this testing is relatively moderate. Broad range or narrow range is rarely used and makes no sense in applications. As shown in figure 9 , the number of messages grows relatively slowly as the network size increases. The green color definitely takes most message counts, because it performs a larger range span. As shown in figure 10 , the utility ratio is still stable above 0.6.
E. Balance
The balance test in the proposed range query framework is to retrieve the balance point between reporting and querying as using different interval sizes(also called reported ranges). Thus, it can be used to control the whole network traffic. Fig. 11 . Difference between reporting cost and querying cost It was described in part A of section III that a larger interval could greatly reduce the report times but increase the query cost, while a smaller interval could improve the query efficiency by paying the reporting costs. Figure 11 compares the report cost with the query cost. The blue line represents the number of reporting messages of one peer and the red line represents the query messages it generates for performing one range query. As shown in figure 11 , the querying cost is far under the report cost, especially as the data size of each peer increases. Therefore, it provides a large room to reduce the report times by expanding the reported data range. However, if starting with a small reported range, it will take much time to detect the first point. Hence, an original reporting method is designed by reporting the maximum and minimum from the latest ten sensed data. Then, little adjustment is made by adding a tiny value to the maximum and subtracting the same amount to the minimum. Based on this reporting mechanism, the trade-off between the querying cost and reporting cost are shown in figure 12 . In this figure, the red line is the query messages as the reported range span increases. Other lines are reporting messages with different size of data. As the reported range span increases, with different size of data in each peer, the balancing point is changed. For the 2,000 data size, the 0.5 range increment is used for the reported data range. For ten thousand data, it is 2.5 range increment. Reaching these balance points is based on performing one range query, however, it is still very close with how frequently the user may want to start queries. The higher query frequency, the more query messages needed. In future work, an automatic adjustment of reported range could be studied according to the number of queries received during a current period.
V. CONCLUSION
According to the experimental results, it indicates that the framework proposed in this paper could save resources and energy in the normal peers like sensors, mobile phones. It not only reduces network traffic among all the peers within the network, but also provides efficient range query function. Comparing with the data migration method proposed in the references, the data transmitting quantity are reduced greatly. Consequently, it significantly diminish the network traffic.
However, in this research work, there still exists a lot of difficulties and challenges that need to be addressed, such as the maintenance of the super peers, the balance mechanism used for controlling the whole network traffic and so on. The future work will continue with exploring the issues concerning supporting range query in such a distributed environment and making certain improvements for the proposed framework.
