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TILTING OBJECTS ON TUBULAR WEIGHTED PROJECTIVE
LINES: A CLUSTER TILTING APPROACH
JIANMIN CHEN, YANAN LIN, PIN LIU, AND SHIQUAN RUAN†
Abstract. Using cluster tilting theory, we investigate tilting objects in the stable
category of vector bundles on a weighted projective line of weight type (2, 2, 2, 2).
More precisely, a tilting object consisting of rank-two bundles is constructed via cluster
tilting mutation. Moreover, the cluster tilting approach also provides a new method
to classify the endomorphism algebras of tilting objects in the category of coherent
sheaves and the associated bounded derived category.
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1. Introduction and main results
Weighted projective lines have been widely studied in representation theory since
their introduction by Geigle and Lenzing [7] in 1987. One of the important properties
of weighted projective lines is that they have ‘canonical’ tilting bundles, whose endo-
morphism algebras are the so-called canonical algebras in the sense of Ringel [16]. A
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higher dimensional analog of weighted projective line has been introduced by Herschend-
Iyama-Minamoto-Oppermann [10], who introduced the so-called Geigle-Lenzing com-
plete intersections. For a fixed positive integer d, the category of coherent sheaves on a
Geigle-Lenzing projective space, a Noetherian abelian category with global dimension d,
was proved to be derived equivalent to the category of finite dimensional modules over a
finite dimensional algebra called d-canonical algebra by showing that any Geigle-Lenzing
projective space has a tilting bundle. In doing so, two important subcategories were
introduced: one is the category of vector bundles and the other is its full subcategory of
direct sums of line bundles. The d-tilting bundles on a Geigle-Lenzing projective space
are certain objects in d-cluster tilting subcategories of vector bundles. In the present
paper, we try to use the rich structure of cluster categories (cf. [4, 2]) or more gen-
eral 2-Calabi-Yau triangulated categories (cf. [12]) to provide an explicit description of
tilting bundles. For this, we concentrate on the case that the Geigle-Lenzing complete
intersection is of Calabi-Yau type and d = 1 (i.e. a weighted projective line of tubular
type).
Now we describe the main results of the paper in more detail. The terminologies
mentioned here will be recalled later. Let X be a weighted projective line of tubular
type, i.e. X has weight type (2, 3, 6), (2, 4, 4), (3, 3, 3) or (2, 2, 2, 2). Let cohX be the
category of coherent sheaves on X. The Grothendieck group K0(cohX) was computed
by Geigle and Lenzing [7]. There are two important Z-linear forms, rank rk and degree
deg, on K0(cohX). Kussin-Lenzing-Meltzer [13] proved that the full subcategory vectX
of cohX formed by all vector bundles carries a distinguished exact structure such that
vectX becomes a Frobenius category, with the system L of all line bundles (rank-one
bundles) as the indecomposable projective-injective objects. Hence the attached stable
category vectX = vectX/[L] is a triangulated category. Moreover, there is an triangle
equivalence vectX ≃ Db(cohX). By definition of the stable category, indecomposable
vector bundles of rank two are destined to play an important role in the structural
theory of vectX. It was proved in [13] that when X has the weight triple (p1, p2, p3),
there is a tilting object of vectX consisting of rank-two bundles. As a complementarity,
we prove the following.
Theorem 1.1 (See Theorem 4.6). Let X be a weighted projective line of weight type
(2, 2, 2, 2). Then there is a basic tilting object in vectX satisfying that each indecompos-
able direct summand is a rank-two bundle.
For any non-zero object X ∈ cohX, the slope is defined as µX := degX/ rkX . It
was proved in [13] that the suspension functor [1] of the triangulated category vectX
induces a bijection α : Q→ Q on slopes, which is monotonically increasing, and satisfies
q < α(q) for each q ∈ Q. The interval category Dq is the full subcategory of vectX
defined as the additive closure of all indecomposables X satisfying q < µX ≤ α(q).
It was shown in [13] that the interval category Dq is abelian and equivalent to cohX.
Being different from other tubular types, the weighted projective line of weight type
(2, 2, 2, 2) has the following special feature, which is basically due to Meltzer [15, Cor.
10.1.1].
Proposition 1.2 (See Proposition 3.6). Let X be a weighted projective line of weight
type (2, 2, 2, 2) and T a tilting object in vectX. Then there exists some q ∈ Q such that
the slope of each indecomposable direct summand of T belongs to the interval [q, α(q)].
As mentioned already, our proof of Theorem 1.1 is based on cluster tilting theory in
a 2-Calabi-Yau triangulated category. The equivalence vectX ≃ Db(cohX) allows us to
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consider certain quotient category of vectX, the cluster category associated to X (cf. [2]).
Buan-Marsh-Reineke-Reiten-Todorov [4] showed that the cluster tilting theory of the
cluster category is more regular than the classical tilting theory. The recursive process of
mutation of cluster tilting objects is closely related to the notion of mutation of quivers
introduced by Fomin and Zelevinsky in the fundamental paper [6]. Our key observation
is that the mutation class of the quiver of the canonical algebra of type (2, 2, 2, 2) is
finite and it consists of only 4 quivers up to isomorphism. This encourages us to give a
classification of all the endomorphism algebras of tilting objects in Db(cohX) in terms
of quivers with relations, which goes back to Meltzer [15], but with a different approach.
Theorem 1.3. Let X be a weighted projective line with weight type (2, 2, 2, 2) and Λ a
finite dimensional k-algebra. Then Λ is an endomorphism algebra of a tilting object in
Db(cohX) if and only if Λ is isomorphic to one of the algebras in List A.1.
We also describe the endomorphism algebras of tilting sheaves in cohX.
Theorem 1.4. Let X be a weighted projective line with weight type (2, 2, 2, 2) and Λ′ a
finite dimensional k-algebra. Then Λ′ is an endomorphism algebra of a tilting sheaf in
cohX if and only if it is isomorphic to some Bij in List A.1.
The paper is organized as follows: In Section 2, we recall some basic results on the
category of coherent sheaves on a weighted projective line of weight type (2, 2, 2, 2). In
Section 3, we study the slopes of indecomposable direct summands of tilting objects in
the stable category of vector bundles and prove Proposition 1.2. Section 4 is devoted to
proving Theorem 1.1, i.e. we construct a tilting object in the stable category of vector
bundles whose indecomposable direct summands are all of rank two via cluster tilting
mutation. The classification theorems 1.3 and 1.4 are proved after we describe all the
tilting objects corresponding to a given cluster tilting object in Section 5.
Convention. Let k be an algebraically closed field. A triangulated category T is
always a k-linear Hom-finite triangulated category with suspension functor [1]. For
two objects X and Y , the morphism space from X to Y in T is denoted by T (X, Y ).
We write Ext1(X, Y ) for T (X, Y [1]). For an object X , denote by |X| the number of
non-isomorphic indecomposable direct summands of X . Denote by addX the subcate-
gory of T consisting of objects which are direct summands of finite direct sums of X .
Throughout the paper, we view isomorphism as equality for notational simplicity.
2. Preliminaries
2.1. Quiver mutation and cluster tilting mutation. Let us recall that a quiver is
an oriented graph. A loop in a quiver Q is an arrow whose source coincides with its
target. Let Q be a finite quiver without loops or oriented cycles of length 2 (2-cycles
for short). Let i be a vertex of Q. The mutation of the quiver Q at the vertex i is a
quiver denoted by Mi(Q) and obtained from Q as follows:
(M1) for any couple of arrows j → i→ k, add an arrow j → k;
(M2) reverse the arrows incident with i;
(M3) remove a maximal collection of 2-cycles.
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Example 2.1. Let Q be the following quiver:
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It is easy to compute that the mutation class (the set of all quivers obtained from Q by
iterated mutations) consists of the following 4 quivers up to isomorphism.
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Recall that for a triangulated category T , a Serre functor is an autoequivalence
Σ : T → T such that there is a bifunctorial isomorphism
T (X, Y ) = DT (Y,ΣX), ∀X, Y ∈ T ,
where D = Homk(−, k) is the usual duality over the ground field k. A triangulated
category T is 2-Calabi-Yau if it admits a Serre functor isomorphic as a triangle functor
to the 2nd power of its suspension functor. It follows that we have a bifunctorial
isomorphism
Ext1(X, Y ) = DExt1(Y,X), ∀X, Y ∈ T .
An object T in a 2-Calabi-Yau triangulated category T is cluster tilting if
(a) T is rigid, i.e. Ext1(T, T ) = 0 and
(b) for each object X of T , Ext1(T,X) = 0 implies that X ∈ addT .
It is well-known that from a cluster tilting object in a 2-Calabi-Yau triangulated
category T , it is possible to construct others by a recursive process resumed in the
following.
Theorem 2.2 ([4, 11]). Let T be a 2-Calabi-Yau triangulated category with a cluster
tilting object T . Let Ti be indecomposable and T = T¯ ⊕ Ti. Then there exists a unique
indecomposable T ∗i non-isomorphic to Ti such that MTi(T )=T¯ ⊕ T
∗
i is cluster tilting.
Moreover Ti and T
∗
i are linked by the existence of exchange triangles
Ti
u
−→ B
v
−→ T ∗i
w
−→ Ti[1] and T
∗
i
u′
−→ B′
v′
−→ Ti
w′
−→ T ∗i [1],
where u and u′ are minimal left add T¯ -approximations and v and v′ are minimal right
add T¯ -approximations.
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The recursive process of mutation of cluster tilting objects is closely related to the
notion of mutation of quivers in the following sense.
Theorem 2.3 ([3]). Let T be a 2-Calabi-Yau triangulated category with a cluster tilting
object T . Let Ti be an indecomposable direct summand of T , and denote by T
′ the cluster
tilting object MTi(T ). Denote by QT (resp. QT ′) the quiver of the endomorphism algebra
EndT (T ) (resp. EndT (T
′)). Assume that there are no loops and no 2-cycles at the vertex
i of QT (resp. QT ′) corresponding to the indecomposable Ti (resp. T
∗
i ). Then we have
QT ′ = Mi(QT ).
2.2. Coherent sheaves on a weighted projective line of weight type (2, 2, 2, 2).
We follow [7]. Let λ be a point in the projective line P1 over the ground field k.
We assume that λ 6= 0, 1,∞. Let L be the rank one abelian group with generators
~x1, ~x2, ~x3, ~x4 and defining relations
2~x1 = 2~x2 = 2~x3 = 2~x4 =: ~c.
The element ~c is called the canonical element of L, and each element ~x ∈ L can be
uniquely written in normal form
~x =
4∑
i=1
li~xi + l~c, where 0 ≤ li < 2 and l ∈ Z.
For any ~x ∈ L, define ~x ≥ 0 if l ≥ 0 in the normal form of ~x. Then L becomes a partial
order group, and each ~x ∈ L satisfies exactly one of the two possibilities:
~x ≥ 0 or ~x ≤ ~ω + ~c,
here ~ω = 2~c−
4∑
i=1
~xi is called the dualizing element of L. There is a group homomorphism
δ : L→ Z determined by δ(~xi) = 1 for 1 ≤ i ≤ 4.
Denote by S the commutative algebra
S = k[X1, X2, X3, X4]/I := k[x1, x2, x3, x4],
where I is the ideal generated by f1 = X
2
3 −X
2
2 +X
2
1 and f2 = X
2
4 −X
2
2 + λX
2
1 . Then
S is L-graded by setting deg(xi) = ~xi (i = 1, 2, 3, 4), and S carries a decomposition into
k-subspaces:
S =
⊕
~x∈L
S~x.
The category of coherent sheaves on X can be defined as the quotient of the category
of finitely generated L-graded S-modules over the Serre subcategory of finite length
modules as follows
cohX := modL(S)/modL0 (S).
The free module S gives the structure sheaf O, and each line bundle is given by the
grading shift O(~x) for a uniquely determined element ~x ∈ L. Moreover, there is a
natural isomorphism
Hom(O(~x),O(~y)) = S~y−~x.
Denote by vectX the full subcategory of cohX formed by all vector bundles, i.e.
locally free sheaves, and by coh0X the full subcategory formed by all sheaves of finite
length, i.e. torsion sheaves. Geigle and Lenzing [7] showed that each coherent sheaf
decomposes as a direct sum of a vector bundle and a torsion sheaf, and there are no
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non-zero morphisms from coh0X to vectX. Moreover, cohX is a hereditary abelian
category with Serre duality of the form
DExt1(X, Y ) = Hom(Y,X(~ω)),
which implies the existence of almost split sequences for cohX with the Auslander-
Reiten translation τ given by the grading shift with ~ω.
The Grothendieck group K0(X) of cohX was computed by Geigle and Lenzing [7],
and it was proved to be the vector space with basis indexed by elements O(~x) with
0 ≤ ~x ≤ ~c, where we still write X ∈ K0(X) for the class of an object X ∈ cohX. The
Euler form on K0(X) is defined as follows on classes of objects X, Y ∈ cohX:
〈X, Y 〉 = dimk Hom(X, Y )− dimk Ext
1(X, Y ).
There are some important Z-linear maps on K0(X), including determinant det, rank
rk and degree deg. The determinant map is the group homomorphism det : K0(X)→ L
given by det(O(~x)) = ~x. The degree function is the composition of δ and det, that is, it is
determined by deg(O(~x)) = δ(~x). The rank function rk : K0(X)→ Z is characterized by
rk(O(~x)) = 1. For each non-zero object X ∈ cohX, define the slope ofX as µX =
degX
rkX
.
Notice that the rank is strictly positive for a non-zero vector bundle and vanishes for
a torsion sheaf. The slope of a vector bundle belongs to Q, while it is infinity for a
torsion sheaf. By [7], for any two indecomposable objects X, Y in cohX,
(2.2) Hom(X, Y ) 6= 0 implies µX ≤ µY.
Moreover, we have the following result.
Theorem 2.4 (Riemann-Roch Formula, [14]). For each X, Y ∈ cohX, we have
(2.3) 〈X ⊕ τX, Y 〉 = rkX deg Y − degX rkY = rkX rkY (µY − µX).
2.3. Stable category of vector bundles and the associated cluster category.
Recall from [13] that a sequence
0→ X ′ → X → X ′′ → 0
in vectX is called distinguished exact if for each line bundle L the induced sequence
0→ Hom(L,X ′)→ Hom(L,X)→ Hom(L,X ′′)→ 0
is exact. Kussin, Lenzing and Meltzer [13] proved that the distinguished exact sequences
define a Frobenius exact structure on the category vectX, such that the system of all
line bundles is the system of all indecomposable projective-injectives. By a general
result of [8], the related stable category
vectX = vectX/[L]
is a triangulated category. The suspension functor [1] is given by the formation of
co-syzygies. It was proved in [13] that there is a triangle equivalence
(2.4) vectX ≃ Db(cohX).
For simplification of notations, in the rest of the paper we denote the stable category
vectX by D .
Theorem 2.5 ([13]). (1) D is Hom-finite, Krull-Schmidt and homologically finite.
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(2) D has Serre duality: For any two objects X and Y in D,
D Ext1(X, Y ) = D(Y,X(~ω)),
In particular, D has Auslander-Reiten triangles, and the grading shift by ~ω also
serves as the Auslander-Reiten translation τ for D.
As in [2], the cluster category C associated to X is defined to be the orbit category
D/GZ under the action of the cyclic group generated by the auto-equivalenceG = τ−1[1],
where τ denotes the Auslander-Reiten translation and [1] denotes the suspension functor
of D . More precisely, the cluster category C has the same objects as D , and for any
objects X, Y , morphism spaces are given by
C (X, Y ) =
⊕
n∈Z
D(X,GnY )
with the obvious composition. This orbit category is a 2-Calabi-Yau triangulated cate-
gory and the canonical functor π : D → C is a triangle functor. We still denote by [1]
the suspension functor of C .
Recall that a cluster tilting object T ′ is reachable from T if there is a sequence of
mutations
T = T (0)  T (1)  · · · T (N) = T ′
such that the quiver of the endomorphism algebra End(T (i)) has neither loops nor 2-
cycles for any 1 ≤ i ≤ N . Theorem 2.3 implies that if a cluster tilting object T ′
is reachable from T , then the quiver of the endomorphism algebra of T ′ is mutation-
equivalent to the quiver Q of the endomorphism algebra of T . In particular, in the
cluster category C concerned, all quivers mutation-equivalent to Q are obtained in this
way (cf. [2]).
3. The slope features
Let X be a weighted projective line of weight type (2, 2, 2, 2). In this section, we
present key features of indecomposable direct summands of tilting objects in the stable
category D = vectX with respect to the slope.
3.1. The interval category. It was proved that the suspension functor [1] of D induces
a bijection α : Q → Q on slopes, which is monotonically increasing, and satisfies
q < α(q) for each q ∈ Q. The following tubular factorization property is useful.
Lemma 3.1 ([13, Thm. A.4]). Let X and Y be indecomposable in vectX with slopes
µ(X) = q and µ(Y ) = q′. If q′ > α(q) then every morphism X → Y factors through a
direct sum of line bundles.
For any q ∈ Q, the interval category Dq is the full subcategory of D obtained as the
additive closure of all the indecomposable objects with slopes in the half-open interval
(q, α(q)]. It was proved in [13] that Dq is an abelian category and there is an equivalence
Φq : Dq
∼
−→ cohX.
We first show that Φq preserves the order of slopes.
Lemma 3.2. For any indecomposable objects F1, F2 ∈ Dq,
µF1 ≤ µF2 if and only if µ(Φq(F1)) ≤ µ(Φq(F2)).
Consequently,
µF1 = µF2 if and only if µ(Φq(F1)) = µ(Φq(F2)).
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Proof. We first show that Φq commutes with the Auslander-Reiten translations. Recall
that each connected component of the Auslander-Reiten quiver of Dq is a homogeneous
tube of rank one or two. Hence we only need to show that Φq(τE) = τΦq(E) for any
quasi-simple object E ∈ Dq. Obviously, as an equivalence Φq preserves the quasi-simple
objects, hence Φq(E) is quasi-simple. Observe that
Ext1(E, τE) 6= 0 6= Ext1(τE,E),
it follows that
Ext1(Φq(E),Φq(τE)) 6= 0 6= Ext
1(Φq(τE),Φq(E)),
hence Φq(E) and Φq(τE) belong to the same tube. Now using the following equivalences
E 6∼= τE ⇔ D(E, τE) = 0⇔ Hom(Φq(E),Φq(τE)) = 0⇔ Φq(E) 6∼= Φq(τE),
we conclude that Φq(τE) = τΦq(E). Consequently, Φq preserves rank-one tubes and
rank-two tubes respectively.
Now we prove µF1 ≤ µF2 if and only if µ(Φq(F1)) ≤ µ(Φq(F2)). Observe that if F1, F2
belong to the same tube, then so do Φq(F1) and Φq(F2), hence µ(Φq(F1)) = µ(Φq(F2)).
Without loss of generality, we assume F1, F2 belong to different tubes in the following.
Then by Riemann-Roch Formula (2.3), we have
µF1 ≤ µF2 ⇐⇒ D(F2, F1 ⊕ τF1) = 0
⇐⇒ Hom(Φq(F2),Φq(F1)⊕ τ(Φq(F1))) = 0
⇐⇒ µ(Φq(F1)) ≤ µ(Φq(F2)).
Consequently, we have µF1 = µF2 if and only if µ(Φq(F1)) = µ(Φq(F2)). 
The following is an easy consequence.
Corollary 3.3. Let F1, F2 be indecomposable objects in Dq. If µF1 < µF2, then
D(F1, F2 ⊕ τF2) 6= 0.
3.2. Slopes of indecomposable direct summands of tilting objects. Recall that
a sheaf T in cohX is called tilting, if
- T is rigid, i.e. Ext1(T, T ) = 0 and
- for any X ∈ cohX, the condition Ext1(T,X) = 0 = Hom(T,X) implies that
X = 0.
Similarly, in the stable categoryD , we say that an object T is extension-free if D(T, T [n]) =
0 for each non-zero integer n. An extension-free object T ∈ D is tilting if for each non-
zero object X , there exists some integer n such that D(T,X [n]) 6= 0. It was proved in
[5] that each basic tilting object T in D contains 6 indecomposable direct summands,
i.e. |T | = 6.
By using the equivalence Φq : Dq
∼
−→ cohX, we have the following results.
Lemma 3.4. Let X and Y be indecomposable objects in Dq. Then D(X, Y [n]) = 0
for any integer n 6= 0, 1. In particular, T ∈ Dq is extension-free in D if and only if
D(T, T [1]) = 0.
Lemma 3.5. Let T be an object in Dq. Then T is tilting in D if and only if Φq(T ) is
a tilting sheaf in cohX.
As mentioned before, being different from other tubular types, the direct summands
of a tilting object for weight type (2, 2, 2, 2) have the following slope feature, which is
basically due to Meltzer [15, Cor. 10.1.1].
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Proposition 3.6. Let X be a weighted projective line with weight type (2, 2, 2, 2) and
T =
6⊕
i=1
Ti a basic tilting object in vectX. For any i = 1, · · · , 6, the slope µTi belongs to
the closed interval [q, α(q)] for some q ∈ Q.
Proof. Assume that max{µTi | 1 ≤ i ≤ 6} = α(q) for some q. We need to show that
µTi ≥ q for each i. Under the equivalence Φq : Dq
∼
−→ cohX, we can identify the stable
category D with Db(cohX), where the extended-closed subcategory of D generated by
the indecomposable objects of slope α(q) (resp. q) corresponds to the torsion subcat-
egory coh0X (resp. coh0X[−1]). Then by Corollary 10.1.1 in [15], each summand Ti
corresponds to a coherent sheaf or a stalk complex V [−1] for some torsion sheaf V . It
follows that µTi ≥ q, we are done. 
4. Tilting object with rank-two indecomposable direct summands
Let X be a weighted projective line with weight type (2, 2, 2, 2). This section provides
an explicit tilting object in the stable category consisting of only rank-two bundles. We
still denote by D the stable category vectX of vector bundles and by C the associated
cluster category. By the definition of the cluster category, we use the same notation for
an object in D and its image in C under the canonical functor π : D → C .
Recall that cohX is a hereditary abelian category with Serre duality of the form
DExt1(X, Y ) = Hom(Y,X(~ω)),
which implies the existence of almost split sequences for cohX with the Auslander-
Reiten translation τ given by the grading shift with ~ω.
4.1. An initial cluster tilting object. Let E be the Auslander bundle determined
by the almost split sequence
0→ O(~ω)→ E → O → 0.
For each i = 1, · · · , 4, let Ei be the central term of the following non-split exact sequence
0→ O(~ω)→ Ei → O(~xi)→ 0.
We remind that such an exact sequence is unique up to isomorphism, and Ei is denoted
by E〈~xi〉 in [13]. Set
F = E(~w + ~c)[−1].
Then F has rank 3, which fits into the following exact sequence for each 1 ≤ i ≤ 4 (cf.
[5, Sec. 6]):
(4.1) 0→ O(~ω)→ F → E(~ω + ~xi)→ 0.
Moreover, by [5, Thm. 6.2], the object
Tcan = E ⊕ (
4⊕
i=1
Ei)⊕ F
is a tilting object in D and the endomorphism algebra EndD(Tcan) is a canonical algebra
of type (2,2,2,2).
Proposition 4.1. The image of the tilting object Tcan under the canonical functor π :
D → C is a cluster tilting object in C .
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Proof. Let X, Y be two indecomposable direct summands of Tcan. Note that the slopes
µ(X), µ(Y ) belong to the interval (α−1(1), 1]. By Lemma 3.5, Φα−1(1)(Tcan) is a tilting
sheaf in cohX. According to [2, Proposition 2.3], tilting sheaves in cohX coincide
with cluster tilting objects in the cluster category. Hence π(Tcan) is a cluster tilting
object. 
4.2. Exchange triangles. To apply cluster tilting mutation, we shall make frequent
use of the following results.
Lemma 4.2. For each i = 1, · · · , 4, there is a triangle in C
Ei → F → E(~ω + ~xi)→ Ei[1].
Proof. For any i, there is an almost split sequence in cohX
(4.2) 0→ O(~xi)
ιi−→ E(~ω + ~xi)→ O(~ω + ~xi)→ 0.
Applying the functor Hom(−,O(~ω)) to (4.2), we get
Ext1(E(~ω + ~xi),O(~ω)) = Ext
1(O(~xi),O(~ω)) = k.
Then by (4.1), there exists a commutative diagram induced by pullback of ιi and φ:
0 // O(~ω) // Ei
ai

//
	
O(~xi)
ιi

// 0
0 // O(~ω) // F
φ // E(~ω + ~xi) // 0 .
Moreover, we know that the right square is also a pushout. Hence ai : Ei → F is
injective and
Coker(ai) = Coker(ιi) = O(~ω + ~xi).
Then we obtain the following exact sequence:
(4.3) 0→ Ei
ai−→ F → O(~ω + ~xi)→ 0.
Denote by I(Ei) the injective hull of Ei. By [5],
I(Ei) = O(~xi)⊕ (
⊕
j 6=i
O(~ω + ~xj)).
Consider the following pushout commutative diagram
0 // Ei


// F

// O(~ω + ~xi) // 0
0 // I(Ei) // C // O(~ω + ~xi) // 0.
Notice that for any j 6= i,
Ext1(O(~ω + ~xi),O(~ω + ~xj)) = 0.
Combining with (4.2), we get
C = E(~ω + ~xi)⊕ (
⊕
j 6=i
O(~ω + ~xj)).
Hence, there exists a triangle in D
Ei → F → E(~ω + ~xi)→ Ei[1].
Since π : D → C is a triangle functor, we get what we want. 
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Lemma 4.3. The following is a triangle in C
F [−1]→ E(~x1 − ~x2)→ E3 ⊕E4 → F.
Proof. From (4.3), we obtain the following commutative diagram induced by the pull-
back of a3 and a4
0 // A
	b3

b4 // E4
a4

// B
b

// 0
0 // E3
a3 // F // O(~ω + ~x3) // 0,
where the induced maps b3, b4 and b are all injective. By the Snake Lemma we have an
surjection Coker(a4) = O(~ω + ~x4) ։ Coker(b). Observe that there are no morphisms
between O(~ω+~x3) and O(~ω+~x4). We obtain that rk(Coker(b)) = 0 and then rkB = 1.
Notice that µE4 =
1
2
and µ(O(~ω + ~x3)) = 1. We get B = O(~ω + ~x3). It follows that
the left square is also a pushout, and detA = ~x3 − ~x4 and rkA = 1, which ensures that
A = O(~x3 − ~x4). Thus there is an exact sequence in cohX
0→ O(~x3 − ~x4)→ E3 ⊕ E4 → F → 0.
Denote by P (F ) the projective cover of F . By [5],
P (F ) = O(~ω)2 ⊕ (
⊕
j 6=i
O(~xi − ~xj)).
Now consider the following pullback diagram
0 // O(~x3 − ~x4) // C
	

// P (F )

// 0
0 // O(~x3 − ~x4) // E3 ⊕ E4 // F // 0.
It is easy to see that for any ~x ∈ L with δ(~x) = 0,
Ext1(O(~x),O(~x3 − ~x4)) 6= 0 if and only if ~x = ~x1 − ~x2.
Thus in D ,
C = E(~x1 − ~x2).
Similar to the proof of Lemma 4.2, there exists the following triangle in C
F [−1]→ E(~x1 − ~x2)→ E3 ⊕E4 → F.

4.3. Tilting object with rank-two bundles via mutation. This subsection proves
Theorem 1.1.
Proposition 4.4. The object
Trk = E ⊕ E(~x1 − ~x2)⊕ (
4⊕
i=3
Ei)⊕ (
2⊕
j=1
E(~ω + ~xj))
is a cluster tilting object in C .
12 CHEN, LIN, LIU, AND RUAN
Proof. By Proposition 4.1,
Tcan = E ⊕ (
4⊕
i=1
Ei)⊕ F = E1 ⊕ T
is a cluster tilting object in C , and the quiver of the endomorphism algebra EndC (Tcan)
has the following shape
E1
a1
❀
❀❀
❀❀
❀❀
❀❀
❀❀
E2
a2 &&▲▲
▲▲
▲▲
▲▲
Q1 : E
AA☎☎☎☎☎☎☎☎☎☎☎
88rrrrrrrr
&&▲▲
▲▲
▲▲
▲▲
✿
✿✿
✿✿
✿✿
✿✿
✿✿
✿ F.
ks
E3
a3
88rrrrrrrr
E4
a4
AA✄✄✄✄✄✄✄✄✄✄✄✄
By Lemma 4.2, there exists a triangle in C
E1
a1−→ F → E(~ω + ~x1)→ E1[1],
where a1 : E1 → F is the minimal left addT -approximation easily known from the
above quiver. Then by Theorem 2.2,
T⋆ = E ⊕ (
4⊕
i=2
Ei)⊕ F ⊕E(~ω + ~x1)
is a cluster tilting object in C . And the quiver of EndC (T⋆) has the following shape
E(~ω + ~x1)
}}④④
④④
④④
④④
④④
④④
④④
E2
a2 ((❘❘
❘❘❘
❘❘❘
❘❘❘
Q2 : E
66♠♠♠♠♠♠♠♠♠♠♠
((◗◗
◗◗◗
◗◗◗
◗◗◗
!!❉
❉❉
❉❉
❉❉
❉❉
❉❉
❉❉
❉ F.
aa❉❉❉❉❉❉❉❉❉❉❉❉❉
oo
E3
a3
66❧❧❧❧❧❧❧❧❧❧❧
E4
a4
<<③③③③③③③③③③③③③③
Write T⋆ as T⋆ = E2 ⊕ T⋆. Similarly, we obtain that a2 : E2 → F is the minimal left
addT⋆-approximation in C and
T⋆⋆ = E ⊕ (
4⊕
i=3
Ei)⊕ F ⊕ (
2⊕
j=1
E(~ω + ~xj))
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is a cluster tilting object. The quiver of the endomorphism algebra EndC (T⋆⋆) has the
following shape
E(~ω + ~x1)
}}⑤⑤
⑤⑤
⑤⑤
⑤⑤
⑤⑤
⑤⑤
⑤⑤
E(~ω + ~x2)
vv♠♠♠
♠♠♠
♠♠♠
Q3 : E
((◗◗
◗◗◗
◗◗◗
◗◗◗
!!❉
❉❉
❉❉
❉❉
❉❉
❉❉
❉❉
❉ F.
aa❈❈❈❈❈❈❈❈❈❈❈❈❈❈
hh◗◗◗◗◗◗◗◗◗
E3
a3
66❧❧❧❧❧❧❧❧❧❧❧
E4
a4
<<③③③③③③③③③③③③③③
Write T⋆⋆ as F ⊕ T⋆⋆. By Lemma 4.3, there exists a triangle in C
F [−1]→ E(~x1 − ~x2)→ E3 ⊕ E4
(a3,a4)
−−−−→ F,
where (a3, a4) : E3 ⊕ E4 → F is the minimal right addT⋆⋆-approximation easily known
from the above quiver. Hence Trk is a cluster tilting object in C and the quiver of the
endomorphism algebra EndC (Trk) has the following shape
Q4 : E //
$$■
■■
■■
■■
■■
■■
■■
■ E3 //
$$■
■■
■■
■■
■■
■■
■ E(~ω + ~x1)
tt
ww
E(~x1 − ~x2) //
::✉✉✉✉✉✉✉✉✉✉✉✉
E4 //
::✉✉✉✉✉✉✉✉✉✉✉✉
E(~ω + ~x2).ll
ll

Remark 4.5. During the proof, we obtain three cluster tilting objects reachable from
Tcan: T⋆, T⋆⋆, and Trk. The quivers of the associated endomorphism algebras are mutation-
equivalent. In the cluster category C , all quivers mutation-equivalent to Q = Q1 are
obtained in this way. That is, for any cluster tilting object T in C , the quiver of the
endomorphism algebra EndC (T ) has been listed in Example 2.1.
Theorem 4.6. The object
Trk = E ⊕ E(~x1 − ~x2)⊕ (
4⊕
i=3
Ei)⊕ (
2⊕
j=1
E(~ω + ~xj))
is tilting in D, and the quiver of the endomorphism algebra EndD(Trk) has the shape
ΓD : E //
$$■
■■
■■
■■
■■
■■
■■
■ E3 //
$$■
■■
■■
■■
■■
■■
■ E(~ω + ~x1)
E(~x1 − ~x2) //
::✉✉✉✉✉✉✉✉✉✉✉✉
E4 //
::✉✉✉✉✉✉✉✉✉✉✉✉
E(~ω + ~x2).
Proof. Noting that Trk ∈ Dα−1(1), we have Φα−1(1)(Trk) ∈ cohX. According to [2, Propo-
sition 2.3], tilting sheaves in cohX coincide with cluster tilting objects in the cluster
category. It follows from Proposition 4.4 that Φα−1(1)(Trk) is a tilting sheaf. By Lemma
3.5, Trk is a tilting object in D . It is easy to see that the quiver of the endomorphism
algebra of Trk has the claimed shape. 
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5. Classification of endomorphism algebras
Let X be a weighted projective line with weight type (2, 2, 2, 2). This section is
devoted to classifications of endomorphism algebras of tilting objects in Db(cohX) and
endomorphism algebras of tilting sheaves in cohX.
5.1. Tilting objects corresponding to a given cluster tilting object. For a com-
plete classification of endomorphism algebras of tilting objects in Db(cohX), we use the
triangle equivalence (2.4)
vectX ≃ Db(cohX).
As before, we denote the stable category vectX by D . Recall that the cluster category
C is the orbit category C /GZ under the action of the cyclic group generated by the
autoequivalence G = τ−1[1]. The canonical projection π : D → C is a triangle functor.
Let T =
6⊕
j=1
Tj be a basic tilting object in D . Without loss of generality, from now
on we always assume µTi ≤ µTi+1 for 1 ≤ i ≤ 5. The next lemma shows that we can
obtain a series of tilting objects from T .
Lemma 5.1. For 1 ≤ i ≤ 5, the object
(
i⊕
j=1
GTj)⊕ (
6⊕
j=i+1
Tj)
is tilting in D.
Proof. We only prove the object
T ′ = GT1 ⊕ (
6⊕
i=2
Ti)
is tiling in D , the others are similar.
The following two equalities,
D(GT1, Ti[n]) = DD(Ti[n− 2], T1) = 0 for any n ∈ Z
and
D(Ti, GT1[n]) = DD(T1[n], Ti) = 0 for any n 6= 0,
imply that T ′ is extension-free. Note that
D(GT1, T1[2]) = DD(T1, T1) 6= 0,
T1 is in the thick subcategory generated by T
′. Then T ′ is tilting provided that T is
tilting in D . 
Proposition 5.2. The image of T under the projection π is cluster tilting in C .
Proof. Proposition 3.6 implies that
µT6 ≤ µ(T1[1]).
There are two cases to consider.
Case 1 : µT6 < µ(T1[1]). Then all the indecomposable direct summands are of slopes
in the interval (µ(T6[−1]), µ(T6)]. Hence π(T ) is a cluster tilting object in C .
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Case 2 : µT6 = µ(T1[1]). Let i be the largest index satisfying µT1 = µTi. Lemma 5.1
implies that
T ′′ = (
i⊕
j=1
GTj)⊕ (
6⊕
j=i+1
Tj)
is tilting in D . Clearly, the slope of each indecomposable direct summand of
T ′′ is in the interval (µT1, µ(T1[1])]. Then π(T
′′) is a cluster tilting object in C .
Note that T and T ′′ have the same image in C . We get what we want.

Next we describe all the tilting objects corresponding to a given cluster tilting object.
A lifting of π(T ) to D is an object X in D with π(X) = π(T ). Obviously, T is a lifting
of π(T ), and any other lifting has the form
6⊕
i=1
GkiTi, where ki ∈ Z.
Theorem 5.3. Let T ′ =
6⊕
i=1
GkiTi be a lifting of π(T ). Then T
′ is tilting in D if and
only if ki ≥ kj ≥ ki − 1 whence µTi < µTj.
Proof. Assume T ′ is tilting in D and µTi < µTj . Then Corollary 3.3 implies that
D(Ti, τTj ⊕ Tj) 6= 0.
Notice that
D(GkiTi, G
kjTj [ki − kj ]) = D(Ti, τ
ki−kjTj)
and
D(GkjTj, G
kiTi[kj − ki + 1]) = D(Tj , τ
kj−kiTi[1]) = DD(Ti, τ
ki−kj+1Tj).
Hence T ′ is extension-free implies that either ki − kj = 0 or kj − ki + 1 = 0, that is,
ki ≥ kj ≥ ki − 1.
Conversely, assume µTi < µTj implies ki ≥ kj ≥ ki−1. Arrange the indecomposables
Ti with the same slope to ensure
k1 ≥ k2 ≥ · · · ≥ k6 ≥ k1 − 1.
If k1 = k2 = · · · = k6, then T
′ = Gk6T is a tilting object in D . If else, there exists some
1 ≤ l ≤ 5, such that
k1 = · · · = kl > kl+1 = · · · = k6 = k1 − 1.
So
T ′ = Gk6(G(T1 ⊕ · · · ⊕ Tl)⊕ (Tl+1 ⊕ · · · ⊕ T6)).
By Lemma 5.1, T ′ is a tilting object in D . 
Corollary 5.4. Let T ′ =
6⊕
i=1
GkiTi be a lifting of π(T ). If T
′ is a tilting object in D, then
µ(GkiTi) ∈ (q, α(q)] for any i and some q ∈ Q if and only if ki = kj whence µTi = µTj.
Proof. Assume that all the slopes µ(GkiTi) belong to (q, α(q)] and µTi = µTj. If ki 6= kj,
we assume ki > kj without loss of generality. Then
µ(GkiTi) = µ(Ti[ki]) ≥ µ(Tj[kj + 1]) = α(µ(Tj[kj])) = α(µ(G
kjTj)),
which gives a contradiction.
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On the contrary, by Theorem 5.3, the tilting object T ′ has the form
T ′ = Gk6(G(T1 ⊕ · · · ⊕ Tl)⊕ (Tl+1 ⊕ · · · ⊕ T6)) for some l.
Since µTi = µTj implies ki = kj, we have µTl < µTl+1. Hence for any 1 ≤ i ≤ 6, we
have
µ(GkiTi) ∈ [µ(G
k6Tl+1), µ(G
k6+1Tl)] ⊆ (µ(G
k6Tl), µ(G
k6+1Tl)].
We are done. 
5.2. Endomorphism algebras of tilting objects in Db(cohX). In this subsection,
we prove Theorem 1.3. As before, let T =
6⊕
j=1
Tj be a basic tilting object in D where
Ti ∈ Dq for some q ∈ Q. Let ΓC be the quiver of the endomorphism algebra EndC (T )
and ΓD be the one of EndD(T ).
Lemma 5.5. For any i 6= j,
(1) D(Ti, Tj) 6= 0 if and only if µTi < µTj;
(2) C (Ti, Tj) = 0 if and only if µTi = µTj.
Proof. (1) By [5], the indecomposable direct summands of T lie in the bottom of tubes
of rank two, and they are orthogonal to each other if they have the same slope. Hence
D(Ti, Tj) 6= 0 implies µTi < µTj.
Conversely, by Corollary 3.3, µTi < µTj implies that
D(Ti, Tj ⊕ τTj) 6= 0.
But
D(Ti, τTj) = DD(Tj , Ti[1]) = 0.
Thus D(Ti, Tj) 6= 0.
(2) Let C (Ti, Tj) = 0. If µTi 6= µTj , without loss of generality we assume µTi < µTj.
Then D(Ti, Tj) 6= 0 by (1). It follows that C (Ti, Tj) 6= 0, which is a contradiction.
On the contrary, µTi = µTj implies that (Ti, Tj) is an orthogonal pair (cf. [5]). Hence
C (Ti, Tj) = D(Ti, Tj)⊕D(Ti, GTj) = D(Ti, Tj)⊕DD(Tj , Ti) = 0.

Let si : Ti → Ui be the minimal left add(T\Ti)-approximation of Ti in C .
Lemma 5.6. Assume ΓC has no 2-cycles. Let Tm, Tn be two indecomposable direct
summands of T satisfying the following two conditions:
(a) sm and sn map to the same object U ;
(b) for each indecomposable direct summand Ti of U ,
dimC (Tm, Ti) = 1 = dimC (Tn, Ti);
then µTm = µTn.
Proof. For contradiction, we assume µTm < µTn. Then D(Tm, Tn) 6= 0 by Lemma 5.5
(1). So there exists a path ρ from Tm to Tn in ΓD and then in ΓC . By condition (a), the
length of ρ is greater than one. Hence there exists at least one indecomposable direct
summand Ti of U , such that
µTm < µTi < µTn.
Furthermore, we claim that for any indecomposable summand Tj of U ,
(5.1) µTm < µTj < µTn.
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In fact, if µTj ≥ µTn for some j, according to condition (b), we get
dimD(Tm, Tj) = 1 = dimD(Tn, Tj).
Then by condition (a), the composition Tm → Tn → Tj vanishes, which induces an arrow
from Tj to Tm in ΓC since C (T, T ) can be explained as a trivial-extension and then a
relation-extension algebra of D(T, T ) (cf. [17, 1]). Hence a 2-cycle between Tm and Tj
appears in ΓC which is a contradiction. If µTj ≤ µTm for some j, then D(Tj , Ti) 6= 0 by
Lemma 5.5 (1). Moreover, according to condition (b),
dimD(G−1Tn, Tj) = 1 = dimD(G
−1Tn, Ti).
Similar arguments show that a 2-cycle between Tn and Ti appears in ΓC , which is a
contradiction. Thus the claim (5.1) holds. It follows that
C (Tn, U) = D(Tn, GU).
Hence the approximation sn : Tn → U in C lifts to a triangle in D
ε : Tn
sn−→ GU → T ∗n → Tn[1].
Applying D(Tm,−) to ε, we obtain
(5.2) D(Tm, T
∗
n [−1]) 6= 0.
On the other hand, π(ε) is the following triangle in C :
ε : Tn
sn−→ U → T ∗n → Tn[1].
That is, T ∗n is a complement of the almost complete cluster tilting object T\Tn. But
[2] = G2 in D ,
C (Tm, T
∗
n [−1]) = C (Tm, T
∗
n [1]) = 0,
which gives a contradiction to (5.2). This finishes the proof. 
We are now in the position to prove Theorem 1.3.
Proof of Theorem 1.3. Let Λ be a finite dimensional k-algebra. Assume Λ is the
endomorphism algebra of some tilting object Tc in D
b(cohX). We regard Tc as a tilting
object in D and Λ = EndD(Tc). By Proposition 5.2, π(Tc) is a cluster tilting object in
C . Hence the quiver Γ of the endomorphism algebra EndC (π(Tc)) belongs to list (2.1)
according to Remark 4.5. We then suppose π(Tc) = π(T ), where T =
6⊕
i=1
Ti ∈ Dq for
some q ∈ Q. As before, we assume µTi ≤ µTi+1 for 1 ≤ i ≤ 5.
If Γ = Q1, then by Lemmas 5.5 and 5.6, we can assume
µT1 < µT2 = µT3 = µT4 = µT5 < µT6.
By Theorem 5.3, Tc has the form(under the equivalence G
k6)
6⊕
i=1
Ti or GT1 ⊕ (
5⊕
i=2
GkiTi)⊕ T6,
where ki = 0 or 1 for 2 ≤ i ≤ 5. For some choice of the representatives for the arrows,
Λ is isomorphic to B11, B12, A13, A14, A15 or B13 in List A.1.
Similarly, one can prove that if Γ = Q2, then Λ is isomorphic to B21, B22, A23, A24,
B23 or B24; if Γ = Q3, then Σ is isomorphic to B31, B32, or A33; if Γ = Q4, then Λ is
isomorphic to B41 or A42 in List A.1.
Conversely, we claim that each algebra in List A.1 can be realized by a tilting object
in D . In fact, by [5, Theorem 6.2] we know that the tilting object Tcan gives a realization
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of the algebra B11. Combining with Theorem 5.3 and using the method similar to the
proof of [5, Theorem 6.2], it is easy to check that by replacing the summand E with
GE for Tcan, we get a realization of B12, i.e. the object GE ⊕ (
4⊕
i=1
Ei) ⊕ F is tilting
in D with endomorphism algebra B12. Similarly, for j = 1, 2, 3, 4, by replacing the
summand E⊕ (
⊕j
i=1Ei) of Tcan with its image under the functor G, we get realizations
of A13, A14, A15 and B13 respectively. Analogously, using the tilting objects T⋆, T⋆⋆ and
Trk appeared in Theorem 4.6 and combining with Theorem 5.3, we can get realizations
of all the other algebras in List A.1. This finishes the proof. 
Remark 5.7. In List A.1, we also provide another realization for each algebra by tilting
complexes in Db(cohX) with line bundles and simples sheaves (up to suspension shift).
5.3. Endomorphism algebras of tilting sheaves in cohX. This subsection is de-
voted to proving Theorem 1.4.
Proof of Theorem 1.4. Let Λ′ be a finite dimensional k-algebra. Assume Λ′ is the
endomorphism algebra of some tilting object in cohX. Since cohX is equivalent to
some interval category Dq, Λ
′ can be viewed as the endomorphism algebra of a tilting
object in Dq for some q, which corresponds to a cluster tilting object in C . Assume
T =
6⊕
i=1
Ti ∈ Dq is a tilting object with µTi ≤ µTi+1 for 1 ≤ i ≤ 5. The quiver Γ of
the endomorphism algebra EndC (π(T )) belongs to list (2.1). If Γ = Q1, by Lemmas 5.5
and 5.6, we assume
µT1 < µT2 = µT3 = µT4 = µT5 < µT6.
Then according to Corollary 5.4, a lifting of π(T ) in Dq′ (for some q
′) has one of the
following forms(under the equivalence Gk6):
6⊕
i=1
Ti, GT1 ⊕ (
6⊕
i=2
Ti), (
5⊕
i=1
GTi)⊕ T6.
For some choice of the representatives for the arrows, we obtain that the endomorphism
algebras Λ′ is isomorphic to B11, B12 or B13 in List A.1.
Similarly, one can prove that if Γ = Q2, then Λ
′ is isomorphic to B21, B22, B23 or
B24; if Γ = Q3, then Λ
′ is isomorphic to B31 or B32; if Γ = Q4, then Λ
′ is isomorphic to
B41.
Conversely, the tilting object corresponding to Bij appeared in the proof of Theorem
1.3 gives a tilting sheaf we need. 
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Appendix A.
In this appendix, we give a complete list of endomorphism algebras of tilting com-
plexes in Db(cohX) by quivers with relations, together with a realization by tilting
complexes with line bundles and simples sheaves (up to suspension shift).
List A.1. Endomorphism algebras of tilting complexes in Db(cohX)
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algebra quiver relations a realization by complex
B11
◦
b1
❂
❂❂
❂❂
❂❂
❂❂
❂
◦
b2 &&◆◆
◆◆◆
◆◆◆
◦
a3
&&◆◆
◆◆◆
◆◆◆
a4
❂
❂❂
❂❂
❂❂
❂❂
❂
a2
88♣♣♣♣♣♣♣♣
a1
@@✁✁✁✁✁✁✁✁✁✁
◦
◦
b3
88♣♣♣♣♣♣♣♣
◦
b4
@@✁✁✁✁✁✁✁✁✁✁
b3a3 = b2a2 − b1a1
b4a4 = b2a2 − λb1a1
O(~x1)
X1
  ❆
❆❆
❆❆
❆❆
❆❆
❆❆
❆
O(~x2)
X2 ((PP
PPP
PP
O
X3
''❖❖
❖❖
❖❖
❖
X4
❃
❃❃
❃❃
❃❃
❃❃
❃❃
❃
X2
77♦♦♦♦♦♦♦
X1
??            
O(~c)
O(~x3)
X3
66♥♥♥♥♥♥♥
O(~x4)
X4
>>⑥⑥⑥⑥⑥⑥⑥⑥⑥⑥⑥⑥
B12
◦
a1
❂
❂❂
❂❂
❂❂
❂❂
❂
◦
a2 &&◆◆
◆◆◆
◆◆◆
◦
v
u
+3 ◦
◦
a3
88♣♣♣♣♣♣♣♣
◦
a4
@@✁✁✁✁✁✁✁✁✁✁
va1 = 0
ua2 = 0
(u− v)a3 = 0
(u− λv)a4 = 0
S11[−1]
ε1
  ❅
❅❅
❅❅
❅❅
❅❅
❅❅
❅
S21[−1]
ε2 ''PP
PPP
PPP
O
X2
1
X2
2
+3 O(~c)
S31[−1]
ε3
77♦♦♦♦♦♦♦♦
S41[−1]
ε4
>>⑦⑦⑦⑦⑦⑦⑦⑦⑦⑦⑦⑦
A13
◦
a1
&&◆◆
◆◆◆
◆◆◆
◦
a2 // ◦
v
u
+3 ◦
b // ◦
◦
a3
88♣♣♣♣♣♣♣♣
bv = 0
ua1 = 0
(u− v)a2 = 0
(u− λv)a3 = 0
S21[−1]
ε2
''PP
PPP
PPP
S31[−1]
ε3 // O
X2
1
X2
2
+3 O(~c)
pi1 // S10
S41[−1]
ε4
77♦♦♦♦♦♦♦♦
A14
◦
a1
&&◆◆
◆◆◆
◆◆◆
◦
◦
v
u
+3 ◦
b1
88♣♣♣♣♣♣♣♣
b2 &&◆◆
◆◆◆
◆◆◆
◦
a2
88♣♣♣♣♣♣♣♣
◦
va1 = 0
ua2 = 0
b1(u− v) = 0
b2(u− λv) = 0
S11[−1]
ε1
''PP
PPP
PPP
S30
O
X2
1
X2
2
+3 O(~c)
pi3
77♦♦♦♦♦♦♦
pi4
''❖❖
❖❖
❖❖
❖
S21[−1]
ε2
77♦♦♦♦♦♦♦♦
S40
A15
◦
◦
a // ◦
v
u
+3 ◦
b1
88♣♣♣♣♣♣♣♣ b2 //
b3 &&◆◆
◆◆◆
◆◆◆
◦
◦
va = 0
b1u = 0
b2(u− v) = 0
b3(u− λv) = 0
S10
S41[−1]
ε4 // O
X2
1
X2
2
+3 O(~c)
pi1
77♦♦♦♦♦♦♦ pi2 //
pi3 ''❖❖
❖❖
❖❖
❖ S20
S30
B13
◦
◦
◦
v
u
+3 ◦
b1
@@✁✁✁✁✁✁✁✁✁✁ b2
88♣♣♣♣♣♣♣♣
b3
&&◆◆
◆◆◆
◆◆◆
b4
❂
❂❂
❂❂
❂❂
❂❂
❂
◦
◦
b1v = 0
b2u = 0
b3(u− v) = 0
b4(u− λv) = 0
S10
S20
O
X2
1
X2
2
+3 O(~c)
pi1
??⑦⑦⑦⑦⑦⑦⑦⑦⑦⑦⑦ pi2
77♦♦♦♦♦♦♦
pi3
''❖❖
❖❖
❖❖
❖
pi4
❅
❅❅
❅❅
❅❅
❅❅
❅❅
S30
S40
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B21
◦
b1
&&◆◆
◆◆◆
◆◆◆
◦
a1
88♣♣♣♣♣♣♣♣ a2 //
a3 &&◆◆
◆◆◆
◆◆◆
◦
b2 // ◦
u // ◦
◦
b3
88♣♣♣♣♣♣♣♣
b3a3 = b2a2 − b1a1
u(b2a2 − λb1a1) = 0
O(~x1)
X1
((PP
PP
PPP
O
X1 77♦♦♦♦♦♦♦ X2 //
X3
''❖❖
❖❖
❖❖
❖ O(~x2)
X2 // O(~c)
pi4 // S40
O(~x3)
X3
66♥♥♥♥♥♥♥
B22
◦
a1
&&◆◆
◆◆◆
◆◆◆
◦
u
&&◆◆
◆◆◆
◆◆◆
◦
a2 // ◦
w
//
v
88♣♣♣♣♣♣♣♣
◦
◦
a3
88♣♣♣♣♣♣♣♣
wa1 = 0
(w − uv)a2 = 0
(w − λuv)a3 = 0
S21[−1]
ε2
''PP
PPP
PPP
O(~x1)
X1
((PP
PPP
PP
S31[−1]
ε3 // O
X2
2
//
X1 77♦♦♦♦♦♦♦
O(~c)
S41[−1]
ε4
77♦♦♦♦♦♦♦♦
A23
◦ a1
&&▼▼
▼▼▼
◦
u
&&▼▼
▼▼▼
◦
w
//
v 88qqqqq
◦
b // ◦
◦
a2
88qqqqq
bw = 0
(w − uv)a1 = 0
(w − λuv)a2 = 0
S31[−1]
ε3
''PP
PPP
O(~x1)
X1
((PP
PPP
O
X2
2
//
X1 77♣♣♣♣♣
O(~c)
pi2 // S20
S41[−1]
ε4
77♥♥♥♥♥
A24
◦
u
&&▼▼
▼▼▼
◦
◦
a // ◦
v 88qqqqq
w
// ◦
b1 88qqqqq
b2
&&▼▼
▼▼▼
◦
wa = 0
b1(w − uv) = 0
b2(w − λuv) = 0
O(~x1)
X1
((PP
PPP
S30
S21[−1]
ε2 // O
X1 77♣♣♣♣♣
X2
2
// O(~c)
pi3 77♦♦♦♦♦
pi4 ''❖
❖❖❖
❖
S40
B23
◦
u
&&◆◆
◆◆◆
◆◆◆
◦
◦
w
//
v
88♣♣♣♣♣♣♣♣
◦
b1
88♣♣♣♣♣♣♣♣
b3 &&◆◆
◆◆◆
◆◆◆
b2 // ◦
◦
b1w = 0
b2(w − uv) = 0
b3(w − λuv) = 0
O(~x1)
X1
((PP
PP
PPP
S20
O
X2
2
//
X1 77♦♦♦♦♦♦♦
O(~c)
pi2
77♦♦♦♦♦♦♦
pi4 ''❖❖
❖❖
❖❖
❖
pi3 // S30
S40
B24
◦
b1
&&◆◆
◆◆◆
◆◆◆
◦
v // ◦
a1
88♣♣♣♣♣♣♣♣ a2 //
a3 &&◆◆
◆◆◆
◆◆◆
◦
b2 // ◦
◦
b3
88♣♣♣♣♣♣♣♣
b3a3 = b2a2 − b1a1
(b2a2 − λb1a1)v = 0
O(~x1)
X1
((PP
PP
PPP
S41[−1]
ε4 // O
X1 77♦♦♦♦♦♦♦ X2 //
X3
''❖❖
❖❖
❖❖
❖ O(~x2)
X2 // O(~c)
O(~x3)
X3
66♥♥♥♥♥♥♥
B31
◦
b1
&&◆◆
◆◆◆
◆◆
◆ ◦
◦
a1
88♣♣♣♣♣♣♣♣
a2 &&◆◆
◆◆◆
◆◆◆
◦
u1
88♣♣♣♣♣♣♣♣
u2 &&◆◆
◆◆◆
◆◆◆
◦
b2
88♣♣♣♣♣♣♣♣
◦
u1(b2a2 − b1a1) = 0
u2(b2a2 − λb1a1) = 0
O(~x1)
X1
((PP
PPP
PP
S30
O
X1 77♦♦♦♦♦♦♦
X2
''❖❖
❖❖
❖❖
❖ O(~c)
pi3
77♦♦♦♦♦♦♦
pi4 ''❖❖
❖❖
❖❖
❖
O(~x2)
X2
66♥♥♥♥♥♥♥
S40
B32
◦
v1
&&◆◆
◆◆◆
◆◆◆
◦
b1
&&◆◆
◆◆◆
◆◆◆
◦
a1
88♣♣♣♣♣♣♣♣
a2 &&◆◆
◆◆◆
◆◆◆
◦
◦
v2
88♣♣♣♣♣♣♣♣
◦
b2
88♣♣♣♣♣♣♣♣
(b2a2 − b1a1))v1 = 0
(b2a2 − λb1a1)v2 = 0
S31[−1]
ε3
''PP
PPP
PPP
O(~x1)
X1
((PP
PPP
PP
O
X1 77♦♦♦♦♦♦♦
X2
''❖❖
❖❖
❖❖
❖ O(~c)
S41[−1]
ε4
77♦♦♦♦♦♦♦♦
O(~x2)
X2
66♥♥♥♥♥♥♥
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A33
◦ b1
&&▼▼
▼▼▼
◦
v // ◦
a1 88qqqqq
a2 &&▼
▼▼▼
▼ ◦
u // ◦
◦ b2
88qqqqq
(b2a2 − b1a1)v = 0
u(b2a2 − λb1a1) = 0
O(~x1)
X1
((PP
PPP
S31[−1]
ε3 // O
X1 77♣♣♣♣♣
X2
''❖❖
❖❖❖
O(~c)
pi4 // S40
O(~x2)
X2
66♥♥♥♥♥
B41
◦
a1 //
a2
❄
❄❄
❄❄
❄❄
❄❄
◦
b1 //
b3
❄
❄❄
❄❄
❄❄
❄❄
◦
◦
a4
//
a3
??⑧⑧⑧⑧⑧⑧⑧⑧⑧
◦
b4
//
b2
??⑧⑧⑧⑧⑧⑧⑧⑧⑧
◦
b2a2 − b1a1 = 0
b4a4 − b3a3 = 0
b1a3 − b2a4 = 0
b4a2 − λb3a1 = 0
O
X1 //
X2
%%❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
O(~x1)
pi3X1 //
pi4X1
""❊
❊❊
❊❊
❊❊
❊❊
❊
S30
O(~x1 − ~x2)
X1
//
X2
99tttttttttttt
O(~x2)
pi4X2
//
pi3X2
<<②②②②②②②②②②
S40
A42
◦
w //
u
❂
❂❂
❂❂
❂❂
❂❂
❂ ◦ b1
&&◆◆
◆◆◆
◆◆
◆
◦
a1
88♣♣♣♣♣♣♣♣
a2 &&◆◆
◆◆◆
◆◆◆
◦
◦
y
//
v
@@✁✁✁✁✁✁✁✁✁✁
◦
b2
88♣♣♣♣♣♣♣♣
b2y − b1v = 0
ya2 − ua1 = 0
va2 − wa1 = 0
b2u− λb1w = 0
b2ya2 = 0
O
X1 //
X2
##❋
❋❋
❋❋
❋❋
❋❋
❋❋
❋❋
❋ O(~x1)
pi4X1
''PP
PP
PP
P
S31[−1]
ε3
55❦❦❦❦❦❦❦❦❦❦❦
X2ε
′
3
))❙❙❙
❙❙❙
❙❙
S40
O(~x1 − ~x2)
X1
//
X2
;;①①①①①①①①①①①①①
O(~x2)
pi4X2
77♦♦♦♦♦♦♦
In the above list, each algebra Aij or Bij on the first column is given by quiver with
relations in the second and third columns respectively. The last column is a realization
of each algebra by a tilting object in the bounded derived category Db(cohX) with line
bundles and simple sheaves (up to suspension shift). The algebras Aij ’s are realized by
tilting complexes while Bij ’s are realized by tilting sheaves.
Now we first explain the representatives of arrows (Xi, πi, εi for 1 ≤ i ≤ 4 and ε
′
3) in
the above realizations.
Recall that there is a natural projection from the category of L-graded S-modules to
the category of coherent sheaves: modL(S)→ cohX, where
S = k[X1, X2, X3, X4]/(X
2
3 −X
2
2 +X
2
1 , X
2
4 −X
2
2 + λX
2
1 ).
Under the projection, we use Xi’s to denote the obvious multiplication L → L(~xi) for
any line bundle L in cohX. It follows that X23 = X
2
2 −X
2
1 and X
2
4 = X
2
2 − λX
2
1 .
Note that Hom(O(~c), Si0) ∼= k for 1 ≤ i ≤ 4. We fix a nonzero element πi ∈
Hom(O(~c), Si0), which fits to the following exact sequence in cohX:
0 // O(~xi)
Xi // O(~c)
πi // Si0 // 0.
Meanwhile, by Serre duality we have Hom(Si1[−1],O) ∼= DHom(O, Si0), which then
has dimension one. Similarly, we fix a nonzero element εi ∈ Hom(Si1[−1],O), which fits
into the following triangle
Si1[−1]
εi // O
Xi // O(~xi) // Si1.
It follows that the compositions πiXi = 0 and Xiεi = 0 for any i.
Moreover, by using the functor Hom(S31[−1],−) to the exact sequence
0 // O(−~x1)
X1 // O // S10 // 0,
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the multiplication X1 : O(−~x1)→ O yields an isomorphism
Hom(S31[−1],O(−~x1)) ∼= Hom(S31[−1],O).
Hence, there exists an element ε′3 ∈ Hom(S31[−1],O(−~x1)) satisfying ε3 = X1ε
′
3 and
then X3ε
′
3 = 0.
In each case one proves that the listed complexes are tilting in Db(cohX) having the
corresponding algebras as endomorphism algebras. As a typical example, we consider
the realization for the algebra A42. Take the tilting complex
T = S31[−1]⊕O ⊕O(~x1 − ~x2)⊕O(~x1)⊕O(~x2)⊕ S41.
Our aim is to show that the endomorphism algebra Σ := End(T ) is isomorphic to A42
as described by quiver with relations in List A.1.
It is easy to see that the quiver of Σ has the shape as that of A42. We now show that
the following assignments (comparing the presentations for A42 and Σ in List A.1)
a1 7→ ε3; a2 7→ X2ε
′
3; w 7→ X1; y 7→ X1; v 7→ X2; u 7→ X2; b1 7→ π4X1; b2 7→ π4X2;
yield an isomorphism of algebras σ : A42 = kQ/I ∼= Σ, where I coincides with the ideal
generated by the relations of A42 as described in List A.1. In fact, by Hom(O(~x1 −
~x2),O(~c)) ∼= k we get the following commutative diagram, i.e. X1X2 = X2X1:
O(~x1) X1
((PP
PPP
O(~x1 − ~x2)
X2 55❦❦❦❦❦❦
X1
))❚❚❚
❚❚❚
O(~c).
O(~x2)
X2
66♥♥♥♥♥
It follows that (π4X1)X2 = (π4X2)X1, hence b2y−b1v ∈ I. Similarly, by the definition of
ε′3 we have ε3 = X1ε
′
3, it follows thatX1(X2ε
′
3) = X2(X1ε
′
3) = X2ε3, hence ya2−ua1 ∈ I.
Moreover, combining X23 = X
2
2 − X
2
1 with X3ε
′
3 = 0, we get X
2
2ε
′
3 − X1ε3 = (X
2
2 −
X21 )ε
′
3 = 0, hence va2 − wa1 ∈ I; and combining X
2
4 = X
2
2 − λX
2
1 with π4X4 = 0,
we get π4X
2
2 − λπ4X
2
1 = 0, hence b2u − λb1w ∈ I. Finally, Hom(S31[−1], S41) = 0
implies (π4X2)X1(X2ε
′
3) = 0, which yields b2ya2 ∈ I. Then σ is an isomorphism follows
immediately.
We emphasize again that the list of endomorphism algebras in List A.1 has already
been given by Meltzer [15, List 10.4], but with a totally different approach.
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