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Abstract
Nuclear magnetic resonance (NMR) of small samples and nuclei with a low
gyromagnetic ratio is intrinsically insensitive due to the received signal depen-
dence on Boltzmann’s statistics. This insensitivity can be partially overcome
through the application of hyper-polarisation techniques such as Dissolution
Dynamic Nuclear Polarisation (D-DNP). It is hoped that the hyper-polarised
13C signal received from labelled small molecules could facilitate imaging of
metabolic and transporter processes in biological systems. In order to realise
this, appropriate molecules and experimental hardware must be used.
A detailed description of the experimental set-up used for carrying out D-
DNP is given and the system is characterised. the advantageous use of a
dual iso-centre magnet system is elucidated with optimisation of acquisition
of fast relaxing molecules. such a system allows for interrogation of pro-
cesses with short relaxation times, not possible with traditional, stand-alone
polarisers.
To acquire the maximum amount of hyper-polarised 13C signal in an imaging
experiment, parallel acquisition techniques have been implemented and the
hardware designed with such goals in mind. Multiple coils have been used
to allow accelerated image acquisition. As such this work has validated the
SENSE algorithm for artefact free, image reconstruction on the micro-scale.
These techniques require an array of coils which add to the complexity of the
design of the probehead. Decoupling methods and array coil construction
must be considered the methods used to ensure well isolated coils, such as
geometric decoupling, are presented.
The novel fabrication and implementation of micro-coils for imaging and
spectroscopy of nL scale samples is presented this will help facilitate the
acquisition of images showing metabolic processes in active transport in cells.
By placing the coils close to the sample it is possible to gain sensitivity
relative to the mass of the sample in question. To achieve signal detection
on the order of nL a novel, flexible micro-coil array has been fabricated and
the results of NMR experiments carried out on both protons and 13C are
shown. This is the final stage before integrating the coils with the D-DNP
system. The acquisition of 13C signal with the micro-coils displays optimal
electronic characteristics when compared with other detectors presented in
the literature.
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The final goal of the work is to produce a system that is capable of micro
imaging in small biological samples such as the Xenopus Oocyte with a view
to monitoring metabolic processes and transportation without the need for
the use of the large fluorescing proteins (GFP’s) that have been used in
previous work (1). The need for GFP’s attached to metabolites results in
the measured data being non-physical as the fluorescing protein is often much
larger than the molecule being transported. It is hoped that the use of hyper-
polarised small molecules (such as pyruvic acid) may be able to remove this
need for GFP’s in the study of metabolite transportation.
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Chapter 1
Introduction
Nuclear magnetic resonance (NMR) spectroscopy and imaging provide a
unique, non-invasive approach to monitoring of systems ranging from medi-
cal applications to food stuffs. NMR is used to examine (for example) time
varying interactions like protein folding (2), moisture migration in pork pies
(3) and most significantly, in vivo clinical diagnostics (4). There are few
spectroscopic techniques that give the user such a high level of control over
the observed information as NMR spectroscopy. With NMR it is possible
to extract useful information about chemical structure, local environment
and molecular motion for a given experiment. However the technique suffers
from an intrinsic lack of sensitivity when compared with other spectroscopic
and imaging techniques meaning often many hours of averaging are required
which compromises the time resolution of the experiment (5). One of the
reasons that the poor sensitivity arises is because NMR relies on differences
in populations of energy levels that occur when nuclear spins experience a
magnetic field. These population differences are governed by Boltzmann
statistics giving rise to only very small population differences and as such,
low levels of detectable signal. Therefore, in order to conduct experiments
on small sample volumes techniques to maximise the sensitivity and available
signal need to be employed.
One such technique demonstrating the possibility of polarisation transfer,
known as dynamic nuclear polarisation (DNP) conducted by Overhauser in
the 1950s, in the solid state (6). Taking advantage of the electron polari-
sation a theoretical enhancement of 660 is achievable for 1H nuclear spins,
due to the ratio of the gyromagnetic ratio of the electron and proton. This
was later expanded into liquid state NMR with a technique known as dissolu-
tion dynamic nuclear polarisation (D-DNP) which was initially developed by
Ardenkjaer-Larsen et al and achieves reported signal enhancements of more
than 10000 (7). The limiting factor of this D-DNP is the nuclear relaxation
time, T1. Over time the spin system returns to the equilibrium state governed
by Boltzmann statistics. Therefore in order to optimise the data acquisition
in any hyper-polarised experiment it is important to limit the time required
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to carry out the dissolution and measurement.
Often the nature of the D-DNP experiment means that it is not possible
to acquire signal from nuclear spins with a short T1 relaxation time due
to the sample transfer time from solid to liquid state. However with the
dual iso-centre magnet D-DNP system at the University of Nottingham the
dissolution and sample transfer is carried out in under a second, which allows
the single scan measurement of fast relaxing molecules (8).
The large signal enhancement achieved in D-DNP experiments may open the
possibility of observation of small numbers of spins. To optimise the signal
acquisition in small samples it is important to place the detector as physically
close to the sample as possible. Hoult et al. demonstrated that this is the
case through the principal of reciprocity (9), showing that the strength of the
signal received is directly proportional to the time dependent field produced
by that coil. Therefore in order to observe nL sample volumes micro detector
coils are beneficial.
It is thought that a combination of micro detectors and hyper-polarisation
may elucidate NMR microscopy with a view to imaging of metabolic process
and molecular transport in cells. Experiments using other spectroscopic tech-
niques have been carried out to monitor such processes, however they require
the attachment of large green fluorescing proteins (GFP) to the metabolites
(1) which reduces the biological relevance of the result. By hyper-polarising
13C on spin labelled small molecules in the dual iso-centre magnet, and us-
ing micro-detectors, it is hoped that signal can be detected during these
biological processes.
Due to the nature of hyper-polarised signal, it is important that any imag-
ing sequence be optimised for a rapid acquisition. Therefore, sub-Nyquist
sampling of k-space is employed which requires multiple receivers in order
to allow artefact free reconstruction of the images. The hardware needed to
achieve has been developed and is presented in this document.
Chapter 2 presents the information required to understand the NMR and
imaging experiments presented in later chapters. The basic principals of
NMR are presented and some imaging methods are also shown, along with
a brief discussion of resolution in MRI.
Chapter 3 presents the basic concepts of hyper-polarisation and DNP and dis-
cusses the main polarisation transfer mechanisms in DNP. A general overview
of the traditional hardware required for conducting D-DNP experiments is
also presented. Chapter 4 shows how the dual iso-centre magnet at the Uni-
versity of Nottingham allows a rapid dissolution compared with traditional,
stand alone polariser systems. Experimental results for the characterisation
of the system in the solid and liquid state are shown. A series of 13C experi-
ments on biologically relevant small molecules were carried out and presented
in this chapter. This was done in order to determine the T1 relaxation time
and the achievable 13C polarisation of the molecule with a view of use in an
9
imaging experiment.
Chapter 5 presents parallel imaging and under-sampling such as sensitivity
encoding (SENSE) (10). The benefits of under-sampling of k-space in terms
of acquisition time are demonstrated and results of simulations that were
carried out to determine the optimum configuration for a coil array capable
of micro imaging are shown. It is demonstrated in this chapter that the
SENSE algorithm is not affected by the small FOV as long as the receiver coils
have an appropriate geometry. The results of the in chapter 5 simulations
were used to determine the design for the prototype micro imaging probe-
head. The building of a micro-imaging coil array, including the problems
encountered , are presented in chapter 6. This chapter contains the results
of imaging experiments carried out to characterise the probe-head and to
demonstrate that artefact free reconstruction of under-sampled micron scale
resolution images is achievable.
Chapter 7 explains why it is necessary to use small detectors to detect signal
from smaller sample volumes. A review of micro-fabricated NMR detectors in
current literature is presented. It was decided based on the information given
in this chapter that an array of planar micro-coils is the optimum configura-
tion for achieving parallel micro-image. The fabrication and characterisation
of the novel, flexible micro-coils designed to be wrapped around the topol-
ogy of any given sample, is presented in this chapter. The flexibility of the
coils maximises the filling factor and allows the coils to be easily positioned
about the sample. Experiments demonstrating that the coils are suitable for
multiple working frequencies (13C and 1H) are shown and an examination of
magnetic susceptibility effects on the detector is given.
Finally, in chapter 8 the conclusions reached in each of the chapters are
given. A brief outline of the potential outlook of the project along with
the further work to be done in order to achieve the original objectives of
micro-imaging of biological processes with hyper-polarised 13C labelled small
molecules.
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Chapter 2
NMR Theory
2.1 Introduction
In this chapter the basic concepts behind NMR will be discussed. Zeeman
splitting, the gyromagnetic ratio, population differences and the importance
of these to NMR will be explained. Presentation of some typical NMR
experiments and pulse sequences will be explained along with some of the
interactions that occur within a spin system. Knowledge of these interactions
will aid the better understanding of how molecules can be characterised with
NMR and how the spin system interacts in order to provide a mechanism of
polarisation transfer.
The fundamentals of MRI and acquisition methods, such as FLASH, RARE
and EPI will be presented and the feasibility for using these imaging se-
quences for micro-imaging and their benefits when acquiring hyper-polarised
signals will be discussed. The limits on the resolution in MRI will also be
presented.
This chapter should enable the reader to understand why the novel hardware
presented in the subsequent chapters has been developed as well as presenting
the required information to fully understand the physical limitations and
constraints upon any NMR microscopy equipment and experiment
2.2 Nuclear Spin
The concept of NMR (and MRI) relies entirely on the fact that many nuclei
posses an intrinsic property known as nuclear spin. This is the term describing
the angular momentum that is innate in many quantum particles. This was
first observed by Pauli when looking at emission spectra of alkali metal in
the 1920’s. However the first measurement of spin was in the Stern-Gerlach
experiment (11) which demonstrated how electron spin angular momentum is
11
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quantized and is split into (2I+1) energy levels in the presence of a magnetic
field gradient, where I is the spin angular momentum quantum number (11).
This splitting is known as Zeeman splitting and it is the manipulation of the
populations of these different energy levels that allows NMR signal to be
acquired.
The phenomena of quantization of the intrinsic angular momentum in atomic
particles occurs when there are odd numbers of protons, neutrons, or both.
The total spin angular momentum, given by the vector operator ~Jtot, is
described by
√
I[I + 1]~, where I denotes the spin quantum number and ~
is Plank’s constant divided by 2pi. The value of I that a given nucleus takes
is determined by its physical properties. There are three rules which can be
used to determine the value:
(1) Nuclei with an odd mass number will have half-integer spin.
(2) Nuclei with even mass number and charge will have zero spin.
(3) Nuclei with even mass number and an odd charge number have integer
spin values.
Analogous to angular momentum, spin can also be described with operators
which obey the commutation relations:
[
Iˆk, Iˆl
]
= iεklmIˆm, (2.1)
for k, l,m ∈ [x, y, z]. εklm is the Levi-Civita symbol and the components of
the single spin operator Iˆ are given by:
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Table 2.1: Typical interaction strengths at high (> 0.5T ) magnetic field strengths (12).
Interaction Typical frequency range (Hz)
Scalar coupling 100 − 102
Nuclear dipole coupling 100 − 103
hyperfine coupling1 103 − 108
Nuclear Zeeman interaction 108
Electron Zeeman Interaction 1010
Iˆm =
~
2
σm, (2.2)
where m ∈ [x, y, z]. When considering spin 1/2 nuclei the term σm represents
the Pauli matrices, which are split into the three matrices to describe the
orthogonal spin operators, these x, y and z Pauli matrices are shown in
Equation 2.3.
σx =
(
0 1
1 0
)
, σy =
(
0 −i
i 0
)
, σz =
(
1 0
0 −1
)
. (2.3)
Each one of these Hermitian matrices represents the observables in the space
which then allows the way that the spin interacts with its environment to be
expressed.
2.3 Spin Interactions
There are many different interactions that take place within the spin system,
which affect the nuclei, and the acquired NMR spectrum in different ways.
Table 2.1 gives an example of some of the interactions and the magnitude
of the effect they have in the spin system (12).
In order to be able to properly understand how the NMR spectrum is formed
and how hyper-polarisation is generated it is important to consider how spins
interact with each other as well as with applied magnetic fields.
2.3.1 Zeeman Interaction
A static magnetic field applied to the spin system causes a splitting in the
energy levels known as Zeeman splitting (13). The Hamiltonian describing
1This is highly nuclei dependent.
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the Zeeman interaction for a magnetic field (conventionally) applied along
the z-axis is given by:
Hˆ = −µ¯ · B¯. (2.4)
The term µ¯ denotes the magnetic moment of a quantum particle, which is
proportional to its spin,
µ¯ = γ~I, (2.5)
where γ is the proportionality constant, referred to as the gyromagnetic
ratio and ~I is the spin angular momentum. By substitution of Equation 2.5
into Equation 2.4 and considering a magnetic field acting only along z, the
Hamiltonian describing the Zeeman interaction is found.
Hˆz = −γB0Iˆz, (2.6)
where Iz is the z component of the spin angular momentum operator Iˆ
shown in Equation 2.2 and for a spin −1
2
nuclei the operator is given by the
Pauli matrix as shown above in Equation 2.3. B0 is the applied magnetic
field, which acts along the z-axis. The matrix representation of the Zeeman
Hamiltonian is,
Hˆz =
(−~
2
γB0 0
0 ~
2
γB0
)
, (2.7)
which shows how, from the diagonal elements of the matrix, a spin 1
2
nuclei
can occupy one of two different energy levels, whose energy scales with
magnetic field strength.
2.3.2 Chemical Shift
The chemical shift is the interaction that gives rise to nuclei having different,
distinguishable frequencies along the NMR spectrum and allows character-
isation of a molecule based on this information. The change in frequency
position is due to the interaction between the nuclei and its local environment
(i.e. the electron cloud of surrounding nuclei).
Nuclear or molecular electron clouds interact strongly with the magnetically
active nuclei being observed in the NMR experiment, which acts as a form of
shielding from the static B0 field and gives the nuclei a ”chemical fingerprint”
depending on its position in the molecule. This effect was discovered in the
1950’s and has been fundamental in characterising the structure of molecules
in chemistry ever since (14). Table 2.2 shows the chemical shift positions of
some common chemical groups.
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Table 2.2: List of 13C chemical shift values for different molecular environments (12).
Molecular Environment 13C Chemical Shift (ppm)
R− CH3 8− 35
R2− CH2 15− 50
R3CH 20− 60
R4C 30− 40
C −O 50− 80
C −N 40− 60
The difference between the methyl (CH3) group and the highly shifted car-
bonyl group (C −O) in Table 2.2 is due to the fact that the oxygen reduces
the electron density of the carbon site and causes a de-shielding of the 13C,
thus causing the peak from the isochromat to appear further to the left of
the spectrum as the frequency increases.
Chemical shift is denoted as a reference from a zero shift position in the spec-
trum. The zero chemical shift position is given by well shielded molecules
such as TMS (Tetramethylsilane). TMS has a high electron density which
allows it to be well shielded and causes it to have a chemical shift of δ = 0
ppm, where δ denotes the relative chemical shift. However TMS is not water
soluble so in water other molecules such as sodium salts are used. The chem-
ical shift is often expressed in ppm which is calculated using Equation 2.8.
Due to the field dependence it is convenient to measure this in ppm and rela-
tive to a fixed (0 ppm) position. This facilitates the comparison of molecular
structures that have been analysed at different field strengths.
Chemical shift in ppm =
δ(Hz)× 106
ω0/2pi
. (2.8)
The chemical shift is a two step process whereby the applied magnetic field
induces currents in the electron cloud of the molecules in the system and then
in turn these currents generate their own small magnetic fields (12). The
path of the electrons is governed by the shape of the molecule and therefore
the field induced by the current around the molecule is dependent on the
molecules orientation rather than the applied magnetic field. In liquids the
random motion and tumbling of the molecules means that the dependence
on molecular orientation is averaged out so only isotropic terms govern the
chemical shift position of a molecule in a liquid state NMR spectrum. The
fact that the chemical shift is caused by induced molecular currents creating
a slight perturbation in the magnetic field means that the chemical shift is
field dependent.
The Hamiltonian that describes the chemical shift is the Zeeman Hamil-
tonian, with a further term added for taking into account the electron’s
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shielding effect as shown in Equation 2.9.
Hˆ0 = Hˆstatic + Hˆcs, (2.9)
where Hˆstatic is the Zeeman Hamiltonian and Hˆcs is the term describing the
contribution of the induced magnetic field. This is given by:
Hˆcs = −σiω0Iˆz. (2.10)
Due to the motional averaging that the tumbling molecules of a liquid ex-
perience, the tensorial shielding effect of the electron cloud is reduced down
to only its isotropic components σi. This is found by taking the trace of the
diagonal components of the chemical shift tensor (15).
2.3.3 J-coupling
Scalar coupling, or J-coupling is known as an intra-molecular interaction
as it links the nuclear spins in the spin system via the local electrons. J-
coupling is a short range, intra-molecular interaction that generally only acts
through covalently bonded nuclei, it is therefore known as a through-bond
interaction.
Two uncoupled spins with different chemical shift values will give rise to
two separate peaks in an NMR spectrum. The two spin system will have
4 energy levels but 2 pairs of equivalent coherences, as represented by the
blue and orange arrows on the left hand side of Figure 2.2. When J-coupling
is introduced, it has the effect of shifting the energy levels so that there
are now individual distinguishable coherences, which leads to there being 4
individual peaks in the spectrum. This is known as J-splitting and is seen on
the right hand side of Figure 2.2.
The Hamiltonian that describes the effect of J-coupling on the spin system
is given by:
HˆJ = 2piJjkIˆj Iˆk (2.11)
Where Ij,k are the operators describing the interacting spins and Jjk is a
3× 3 real matrix containing the coupling values. The factor of 2pi is present
in Equation 2.11 because the coupling values are quoted in Hz. The energy
levels are shifted by the coupling which results in there being four different
coherences between the NMR transition instead of the two available in the
uncoupled system (12), as shown in Figure 2.2 and Table 2.3. Coherences
correspond to a change in the quantum state of the spin and, in NMR only
a change of ±1 is allowed due to the selection rules.
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Figure 2.2: The LHS shows the energy level diagram for a two, inequivalent, spin system
where there is no scalar coupling between the spins and the spectrum that is produced
from the spins. Thee RHS shows the energy level diagram from two inequivalent, coupled
spins. The blue and orange arrows represent the different coherences (transitions between
the states) and the black arrows represent the J-splitting.
Table 2.3: Energy levels for two coupled spins
Spin States Energy Energy Level Number
αα +ω0,1 + ω0,2 + 1/4J1,2 1
αβ +ω0,1 − ω0,2 − 1/4J1,2 2
βα −ω0,1 + ω0,2 − 1/4J1,2 3
ββ −ω0,1 − ω0,2 + 1/4J1,2 4
In the liquid state the random molecular tumbling causes motional averaging
in the system leading to only the isotropic part of the coupling matrix being
retained so that Jjk =
1
3
(
J jkxx + J
jk
yy + J
jk
zz
)
.
A key point that arises when looking at the energy level terms in Table 2.3
and the Hamiltonian in Equation 2.11, is that unlike the chemical shift, there
is no field dependence on the splitting of the energy levels due to the scalar
coupling.
2.3.4 Dipolar Interaction
The direct dipole-dipole interaction is the direct coupling as a result of the
magnetic fields produced by two spins located close to each other and it is
that which predominantly drives the spin lattice relaxation process. Dipole-
dipole coupling also facilitates the spin diffusion process that allows polarisa-
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tion transferred from electrons to the nuclear spins in DNP, to then be passed
to the bulk nuclei in the solid state (16). For this reason it is a highly impor-
tant term in the spin system when considering NMR and dynamic nuclear
polarisation.
In the solid state, the dipole-dipole interaction causes line broadening in the
NMR spectrum, however in the liquid state the motional averaging causes the
dipolar interaction to average to zero. For an isotropic liquid the Hamiltonian
describing the dipole-dipole interaction is given as HˆDD ∼= 0 and therefore
can be omitted.
Unlike the J-coupling the dipole-dipole interaction is a though-space inter-
action rather than though-bond and is described for the solid state by the
Hamiltonian:
HˆDD = djk(3Iˆz,j Iˆz,k − Iˆj Iˆk), (2.12)
and djk is the secular dipole-dipole coupling between spin j and k which is
given by:
djk = bjk
1
2
(
3 cos2 Θjk − 1
)
. (2.13)
The term bjk in Equation 2.13 contains the distance dependent terms in the
dipole-dipole coupling Hamiltonian, and is given by Equation 2.14,
bjk = −µ0
4pi
γjγk~
r3jk
. (2.14)
Equation 2.13 shows the dependence on the orientation in the dipole-dipole
interaction. Due to the random motion and tumbling of molecules in a
liquid, this term is averaged out so therefore has little effect on the spec-
trum. However in solids the motion is heavily restricted and therefore a much
broader spectral line arises. This broadening can be reduced significantly due
to spinning the sample at the ”Magic Angle”. This experimental procedure
takes advantage of the 3 cos2 Θjk− 1 term in the Hamiltonian, therefore, by
placing the sample at 54.7o to the magnetic field and spinning it, this term
is reduced.
Populations and Energy Levels
The signal in the NMR experiment is dependent upon the population differ-
ences between (for a spin 1
2
nuclei) the two energy states that arise due to
the Zeeman splitting. Given that one state is a higher energy level than the
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Figure 2.3: The circles represent the populations of the energy levels. For no applied
external magnetic field (left) there is no energy level splitting and no polarisation. When
a field is applied the levels split and there is a difference in the populations of the two
levels.
other, at thermal equilibrium there will be a slight difference in the popula-
tions of the states. The difference in the populations follows Boltzmann’s
formula shown in Equation 2.15. This equation defines the population of
any given state (m), where the number of states is m = 2I + 1.
Pm =
N
Z
exp
(
mγ~B0
KBT
)
, (2.15)
Z =
∑
m
exp
(−Em
KBT
)
, (2.16)
where N is the total number of spins in the system and Z is the partition
function, summing over all the states for normalising the numerator in Equa-
tion 2.15. The polarisation (P0) is the fractional difference in the populations
given, for a spin 1
2
, by:
P0 =
pα − pβ
pα + pβ
. (2.17)
When KBT >> E, Curie’s limit applies (where tanhx ' x) and the polari-
sation can be expressed as:
P0 ≈
γ~B0
2KBT
, (2.18)
this is known as the high temperature approximation.
The magnetisation in a non-zero, static magnetic field will give a value (M)
for the portion of the spins that are aligned with the field and will contribute
to the NMR signal. Before application of the high temperature approximation
the magnetisation is given by,
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M = Nγ~ tanh
(
γ~B0
2KBT
)
. (2.19)
Once again, due to the hyperbolic tangent in Equation 2.19, for high tem-
peratures it is feasible to simplify this equation,
M ≈
N (γ~)2B0
4KBT
. (2.20)
where N is the number of spins. The total magnetisation is directly propor-
tional to the SNR so therefore, if there are fewer spins in the system the total
amount of magnetisation is less and in turn the SNR is decreased. This has
profound consequences when attempting an NMR or MRI experiment on a
microscopic scale, as there may only be sample volumes on the order of nano
or pico litres, containing on the order of 1012 − 1016 spins.
2.3.5 Signal-to-Noise
There are many factors effecting SNR however for the purposes of MR-
microscopy a significant limiting factor is that the region of interest is greatly
reduced compared with macroscopic MRI and as such the sample volume is
also reduced. This is obstructive to the received signal level as the number
of spins contributing to the total magnetisation is fewer. One equation that
attempts to define the SNR was derived by Callaghan (14) for a solenoid is
given as:
SNR =
Nγ3~2B20
4KBTs
√
µ0Q
4KBTeff (BW )Vcoil
, (2.21)
where N is the total number of spins being measured in the system, Ts is the
temperature of the sample and Teff is an effective temperature that combines
the temperature of the sample with the equivalent noise temperature of the
coil and the pre-amplifier (17; 18; 19). Q is the Q factor of the coil, BW is
the bandwidth of the receiver and Vcoil is the volume of the coil. The equation
takes into account the operating frequency given the magnetic field and the
effect this has on both the received signal. The effect of reducing the volume
of the coil to improve the SNR as well as other hardware considerations that
need to be taken into account to achieve high resolution micro imaging is
described in more detail in Chapter 4.
From Equation 2.21 it is clear that the number of spins in the system and the
level of polarisation (due to the dependence of the applied magnetic field) will
partly determine the achievable resolution and the limit of detection. From
this it becomes clear that a method for increasing the level of polarisation
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to a higher than thermal state (i.e. DNP) may facilitate detection of small
(∼ 1015) numbers of spins.
2.4 Bloch Equations
The way in which the magnetisation behaves when in the presence of a mag-
netic field and when fields in other directions are applied can be described by
the Bloch equations. In the presence of a magnetic field a magnetic moment
µ will experience a torque ~T , given the analogous nature of spin angular mo-
mentum with classical angular momentum the rate of change magnetisation
is derived from the equations governing angular momentum:
d ~J
dt
= ~T = ~µ× ~B. (2.22)
The rate of change in angular momentum ~J , is given by the cross product
of the magnetic moment and the applied magnetic field vector.
Given Equation 2.5, and summing over all the individual magnetic moments
in order to consider the total magnetisation vector ~M , we see that the rate of
change in the magnetisation, and as such, the motion of the magnetisation
in a given applied field, is described by Equation 2.23,
d ~M
dt
= γ ~M × ~B. (2.23)
If the applied magnetic field is aligned with the z-axis, Equation 2.23 gives
the result:
M˙x = γ (MyBz)
M˙y = γ (−MxBz)
M˙z = 0. (2.24)
2.4.1 Ehrenfest Theorem
This same result can also be derived from the quantum mechanical perspec-
tive using Ehrenfest theorem (20). The time evolution of the expectation
values of the spin component operators shows how the classical mechanics
is contained within the quantum mechanical picture as a limiting case. Cal-
culating the time evolution of the expectation value of the Iˆx spin operator
gives:
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d
〈
Iˆx
〉
dt
=
1
i~
〈[
Hˆ, Iˆx
]〉
+
〈
δIˆx
δt
〉
. (2.25)
Hˆ is the Zeeman Hamiltonian as shown by Equation 2.6 and the term〈
δIˆx
δt
〉
= 0 so therefore can be neglected. After expansion of the com-
mutator brackets the result is given as,
d
〈
Iˆx
〉
dt
= γBz
〈
Iˆy
〉
, (2.26)
which yields the same result as shown in the solution to M˙x in Equation 2.24.
What the equation demonstrates is that in the presence of a homogeneous
magnetic field the magnetisation along the z-axis is constant, however the
magnetisation along x and y will precess in the transverse plane. The pre-
cession frequency is known as the Larmor frequency (ω0), given by:
ω0 = −γB0. (2.27)
It is the Larmor frequency that determines the resonant frequency of the
NMR experiment and it is also directly related to the frequency equivalent
to the energy difference between the spin +1
2
and −1
2
states, caused by the
Zeeman splitting.
It is possible to perturb the equilibrium magnetisation by the application of
an RF pulse. The processes in which the magnetisation returns to its equi-
librium state (as determined by the Boltzmann’s formula in Equation 2.18)
are collectively known as relaxation. One of which is known as longitudinal
relaxation, by which, after an initial excitation to equalise the energy levels,
the precessing magnetisation in the x,y plane returns to thermal equilibrium,
to become oriented back along the z-axis. The second is a de-phasing of
the magnetisation which is precessing in the x,y plane, known as transverse
relaxation. The Bloch equations that include the effect on the magnetisation
due to relaxation are given by:
M˙x = γ (MyBz −MzBy)− Mx/T2,
M˙y = γ (MzBx −MxBz)− My/T2,
M˙z = γ (MxBy −MyBx)−
(
Mz −M0
T1
)
, (2.28)
where T2 is the time constant that corresponds to the transverse relax-
ation rate and T1 is the equivalent time constant for the longitudinal re-
laxation (15). The process of relaxation is discussed in more detail in sec-
tion 2.5.
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2.4.2 RF Excitation
In NMR the spin system is perturbed by a transverse oscillating magnetic
field, or RF pulse. The Bloch equations shown in Equation 2.23 and 2.28
can be used to simulate the effect of such a field, applied in an arbitrary
direction, on the magnetisation. Hence it is possible to simulate the effect of
RF pulses on the magnetisation vector. In this circumstance ~B is now made
up of two orthogonal fields, one static (Bz) acting along the z-axis and one
time dependent oscillating field (B1(t)), rotating with a frequency ω1, which
is applied along either x or y. The equation describing the sum of the static
and time dependent field is given by,
~B = Bzk + ~B1(t)i, (2.29)
The circularly polarised component of the time dependent field, which is
oscillating at ω0, can be expressed as,
~B1(t) = B1 cosω0ti−B1 sinω0tj, (2.30)
where i, j and k are unit vectors acting along x, y and z respectively (21). In
order to be able to easily solve the Bloch equations for the time varying field
it is convenient to transform the frame of reference from the laboratory to
a rotating frame of reference, which is rotating with the time varying field.
This is achieved by application of a transformation matrix (T),
~Mrot = T ~M, (2.31)
T =
 cos (ωrf t) sin (ωrf t) 0− sin (ωrf t) cos (ωrf t) 0
0 0 1
 , (2.32)
where ωrf = γB1. The solution to the Bloch equations in the rotating frame
are,
M˙x = −My∆ω − Mx
T2
,
M˙y = Mx∆ω +Mzω1 − My
T2
,
M˙z = Myω1 −
(
Mz −M0
T1
)
, (2.33)
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zFigure 2.4: The effective field is a combination of the on and off resonance components of
the B1 field as represented in the rotating frame. When there is a significant off resonant
component the magnetisation precesses in a conical fashion about the effective field.
where ∆ω = ω0 − ω1 and ω1 = γB1, with B1 being the magnitude of the
oscillating magnetic field. The effective field observed by the magnetisation
is given by,
Beff =
√
B2z + |B1|2 (2.34)
If the applied pulse is on resonance then the magnetisation vector will rotate
about the direction of the pulse. However, an off resonance pulse (where
ω1 6= ω0) causes the effective field about which the the magnetisation rotates
to be off axis and therefore will precess about Beff , as demonstrated by
Figure 2.4 (14).
It has been shown through the Bloch equations that the two components
of the B1(t) field rotate clockwise and anticlockwise in the transverse plane
at the Larmor precession frequency which causes the magnetisation vector
to rotate into the transverse plane though a given angle. For a full rotation
of the magnetisation vector into the transverse plane a flip angle of pi/2
rad is required. The angle that the magnetization vector moves from the
longitudinal plane is known as the flip angle, and the size of the flip angle
(β) is determined by:
β = −γB1τ, (2.35)
where τ is the duration of the B1 field.
The B1 field effects the populations of the energy levels by inducing tran-
sitions between the energy levels. The populations of the energy levels will
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become equal after a given duration, which is a pi/2 pulse and further appli-
cation of the pulse past this point will eventually invert the populations (a pi
pulse).
2.5 Relaxation
The processes that cause the magnetization to return to its equilibrium values
are known collectively as relaxation. There are two types of relaxation to
consider, longitudinal, associated with the return of the magnetisation vector
to align with the applied static field and the transverse relaxation, a de-
phasing of the magnetisation as it precesses in the transverse plane.
2.5.1 Longitudinal Relaxation
Spin-lattice, or T1, relaxation is the process that occurs immediately after an
RF pulse and it is the process by which the population differences return to
equilibrium levels, reducing the magnetisation in the xy-plane and growing
the magnetisation vector along z. The effect of the T1 on the magnetisation
vector has been shown in Equation 2.33 and the component that contributes
to the longitudinal relaxation is given by,
dMz
dt
= −Mz −M0
T1
, (2.36)
which has the solution,
Mz(t) = M0 + (Mz(0)−M0) exp
(
− t
T1
)
. (2.37)
In Equation 2.37, T1 is the characteristic time constant that governs the rate
at which the magnetisation returns to equilibrium.
The mechanisms that cause this relaxation are usually due to dipolar or
quadrupolar interactions, however in the case of spin 1
2
nuclei, the interaction
is purely magnetic (12), meaning that there is no electronic driven relaxation
(i.e. quadrupolar). Relaxation occurs when there are fluctuations in the
local magnetic field on the order of the Larmor frequency which induce NMR
transitions. Local field fluctuations are caused by other nearby dipoles in the
lattice, thus giving rise to the term spin-lattice relaxation. However, these
fluctuations can be also caused by the field and other interactions, such as
the chemical shift anisotropy. It is worth considering how molecular motion
affects the relaxation times, as shown in Figure 2.5, where the effect of a
molecule with fast or slow motion in the liquid state, compared with the
Larmor frequency, is displayed in terms of its T1. The magnitude of the
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Figure 2.5: The schematic shows how the efficiency of the T1 and T2 relaxation (measured
in seconds) changes due to molecular motion(14). The correlation time is the correlation
between the Larmor frequency and the molecular motion. When the two are equivalent
the T1 relaxation is most efficient. The figure is adapted from Boembergen, Purcell and
Pound, 1948.
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Figure 2.6: The blue arrows represent the precessing magnetisation vector in the xy plane.
At A Mxy(t) = Mxy(0) and the strength of the signal is at its maximum. At B and C
the magnetisation is de-phasing.
though-space dipolar interaction (bjk) is given by Equation 2.14, and motion
of the molecules in liquid state NMR means that the dipolar interaction is
averaged out so the effect on the spectrum is negligible, however motion
on the order of the Larmor frequency still drives spin-lattice relaxation (14).
Most efficient relaxation happens when the molecular rotation and tumbling
is closest to the Larmor frequency.
2.5.2 Transverse Relaxation
Transverse relaxation acts on the magnetisation in the x,y plane and it is
this form of relaxation that determines the lifetime of the x,y magnetisation.
Over time the coherences between the individual magnetic moments breaks
down, thus leading to a decrease of the magnetisation vector (Mx,y). This
is caused by the small variations in the local magnetic field experienced by
the spins, which means that they no longer precess in phase. Transverse
relaxation is described in the Bloch equations as,
dMx,y
dt
= −Mx,y
T2
(2.38)
The solution provides a decay envelope that follows an exponential process
given by,
Mxy(t) = Mx,y(0) exp
(−t
T2
)
, (2.39)
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where T2 is the time constant that it takes the magnetisation to reduce by
1/e from the initial value. The longitudinal magnetisation remains invariant
to the transverse relaxation.
T2 relaxation is caused by the random motion of the spins in the system
causing local variation in the magnetic field. The measured value for the
transverse relaxation after a single 90o pulse is typically much shorter than
the theoretical value of T2. This is a result of imperfections in the mag-
netic field and magnetic susceptibility effects which cause a local shift in the
precession frequency, leading to a de-phasing faster than predicted due to
spin-spin interactions. The term describing the complete transverse relax-
ation is known as T ∗2 which contains both the effect on the magnetisation
due to the spin interactions and due to the hardware related field inhomo-
geneities such as the inhomogeneity in the polarising field due to the presence
of the RF coil. The T ∗2 is given by,
1
T ∗2
=
1
T2
+
1
T ′2
, (2.40)
where T ′2 is the time constant associated with the de-phasing to the inho-
mogeneity of the magnetic field.
2.6 The Free Induction Decay
Through the process of induction, when a coil of wire is placed orthogonally to
a rotating magnetic field a voltage will be induced across the coil. The nuclear
magnetisation can be thought of, in a semi-classical sense, as a magnetic
dipole which precesses about a given magnetic field and as such, will generate
a voltage in a coil placed orthogonally to it. In order for magnetisation to
be observed it needs to be precessing in an plane orthogonal to one of the
polarising field. The oscillating voltage that is generated in the coil, after
a 90o pulse, by the precessing spins is known as the Free Induction Decay
(FID) (22).
The FID (decaying sinusoid) shown in blue in the left hand side of Figure 2.7
has its length determined by the T ∗2 relaxation rate. The modulation, which
is given by Equation 2.27 and changes in the local magnetic field determines
the spectral position after carrying out a Fourier transform. As the magneti-
sation de-phases in the transverse plane, the strength of the oscillating signal
decreases. It will be shown later that the T2 and T
∗
2 have profound conse-
quences for the achievable resolution in both NMR and MRI. The length of
the decay envelope of the FID determines the linewidth of the spectrum after
the Fourier transform.
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Figure 2.7: LHS: A 13C time domain signal for Sodium Acetate after a 90 degree pulse,
carried out at 9.4 T. RHS: Frequency domain spectrum for sodium acetate following the
application of a Fourier transform to the time domain signal.
2.6.1 The Fourier transform
In order to the frequency components of the oscillating voltages that are de-
tected at the receiver a Fourier transform is applied to the FID. In essence,
the Fourier transform breaks the NMR signal down into individual frequency
components, giving a representation of the quantity of each of the different
frequencies. This is computationally laborious as it requires N2 multiplica-
tions which can be made more efficient if the number of points in the series is
on the order of N = 2n, where n is a small integer. In this circumstance, as
shown by Cooley and Tukey in 1965 (23) the discreet Fourier transform can
be broken down into smaller steps of NlogN multiplications, thus making it
faster. It is this trick that gives it the name Fast Fourier transform.
The digitization of the spectrum by the spectrometer must occur at a rate
that is twice that of the fastest oscillation in the received signal, obeying the
Nyquist sampling condition (24) where the sampling rate must be twice the
highest frequency to be sampled in order to correctly interpret the received
signal. In NMR the use of quadrature detection means that it is feasible
to sample at the same rate as the highest frequency. If under-sampling of
the FID occurs, the spectrum will not be a faithful representation of the
position of the peaks as frequencies that are not sampled correctly will cause
aliasing.
If the duration that the receiver gate is open for greatly extends past the
length of the FID then the SNR of the spectrum will deteriorate as only noise
is collected during this period. In order to maintain high digital resolution
and collect as little noise as possible the zero filling of the FID (padding
with zeros) allows the digital resolution to be increased without spoiling the
SNR.
Apodizatoin or smoothing filters can be applied to the FID to reduce the
noise in the spectrum. This is achieved by multiplying the raw data by an
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Figure 2.8: The oscillating signal is discretised by the digitizer in the spectrometer, con-
verting a continuous signal into discreet points. This is then transformed with an Fast
Fourier transform where the line-shape of the peaks are determined by the decay envelope
of the FID.
exponential function to accelerate the decay of the FID while also reducing
the noise. This has the effect on the frequency domain of broadening the
lines in the spectrum but reducing the noise. In high resolution imaging it is
important to ensure that the broadening being introduced by the filter is less
than the pixel spacing otherwise the resolution will deteriorate (25; 14).
2.7 The Spin Echo
In MR microscopy the resolution is determined partly by the duration over
which signal may be sampled and therefore it is beneficial for the transverse
relaxation rate to be as long as possible. This means that the increased
transverse relaxation observed in the FID due to field inhomogeneity (T ∗2 )
can severely hamper microscopic acquisition. Hahn was the first to under-
stand that by using multiple RF pulses it is possible to remove the spurious
relaxation effects caused by instrumentation and that the signal lost in the
FID to T ∗2 relaxation could be refocused in order to measure T2 (26). Initially
Hahn used a 90o pulse followed by another one after some delay to collect
what is known as a Hahn echo. However, Carr and Purcell used a 180o pulse
for the second excitation which inverts all of the isochromats which is shown
in Figure 2.9 (27).
The spin echo sequence is useful as the de-phasing that occurs due to the
inhomogeneity in the magnetic field is inverted so that the isochromats re-
phase to form an echo. This de-phasing and the re-phasing due to the
application of the 180o pulse is demonstrated in Figure 2.10, where the
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Figure 2.9: The spin echo sequence as used by Carr and Purcell. The magnetisation, as
viewed from the rotating frame, is tipped into the transverse plane where the FID decays
with a rate contestant of T ∗2 , after some time (T ) a refocussing pulse is applied and the
magnetisation vectors are inverted whereby they then refocus to form an echo at time 2T .
magnetisation vector is broken down into isochromats represented by the
different colours (28).
By varying the time between the initial 90o pulse and the refocussing 180o
pulse the magnitude of the echo will change and by collecting multiple exper-
iments, it is then possible to fit Equation 2.39 to extract the value for T2. It
was also realised that multiple refocussing pulses could be carried out in the
same experiment to produce a train of echoes which allow T2 to be extracted
in a single experiment. This pulse sequence was developed by Carr, Purcell,
Meiboom and Gill and as such is known as the CPMG sequence, it is shown
in Figure 2.11 (29). The initial FID decays with T ∗2 however the echo train
decays with T2. In MR-microscopy the high gradient strengths required to
achieve the small voxel sizes mean that the T ∗2 is very short and therefore
the spin echo plays a vital role.
2.8 Spatial Encoding
In NMR it is preferable to achieve the most homogeneous field possible,
this is in order to get high resolution spectra with well resolved lines. If
the field has significant inhomogeneity then the different isochromats of the
magnetisation across the sample will precess at different frequencies, and
therefore broaden the lines of the NMR spectrum. However this negative
effect in NMR can be harnessed and used to great effect when attempting
to generate images.
In order to carry out magnetic resonance imaging (MRI) Lauterbur showed
that it is necessary to intentionally apply a well defined field inhomogeneity
in the form of field gradients (30; 31). The well defined gradient means that
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Figure 2.10: Top: Vector diagram demonstrating how the magnetisation vector is broken
up into isochromats whereby they de-phase and are then refocussed by the 180o pulse.
Below this is the phase diagram for the evolution of the isochromats.
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Figure 2.11: The CPMG pulse sequence, which is a 90o pulse followed by a train of 180o
pulses. This sequence demonstrates how true T2 values can be extracted from the NMR
experiment by the use of the spin echo.
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Frequency 
Position 
Figure 2.12: Under the application of a field gradient the spins in the sample will precess
at varying frequencies which depend on the total field that they experience.
the Larmor frequency becomes spatially dependant across the sample, which
allows the magnetisation to be spatially encoded, as shown by Figure 2.12.
Therefore, when the Fourier transform is applied, instead of showing the
individual frequency components within a molecule as in NMR, the individual
frequency components that are created due to the gradient encoding are
shown. This is essentially a density map of the spins along the direction of
the applied gradient.
The effect of an applied gradient on the Larmor frequency is:
ω (r) = γB0 + γG.r. (2.41)
Equation 2.41 defines how the frequency of the spins changes with the po-
sition in relation to the gradient. G is the field gradient strength in units of
Tesla per metre, defined as the grad of the pulsed field parallel to the static
applied magnetic field (B0). The term r describes a position in the sample.
This linear relationship between frequency and position is the fundamental
relation that allows images to be constructed.
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Figure 2.13: Left: A slice selective RF pulse is applied which consists of a sinc pulse and
a gradient. The refocussing gradient (shown in blue) is to reverse the phase modulation
imparted by the gradient. Right: during the application of a linear gradient (purple) a RF
pulse with bandwidth ∆ω is applied which excites only a small portion of the magnetisation
(red dashed box).
2.8.1 Slice Selection
The technique to selectively excite a portion of the magnetisation is known
as slice selection and is done through the application of a linear gradient, typ-
ically along the z-axis, during the RF excitation pulse. The gradient enforces
a linear distribution of the Larmor frequency across the sample, meaning that
only a portion of the isochromats are tipped into the transverse plane leav-
ing the magnetisation outside of the chosen slice width unperturbed. The
thickness of the slice is determined by the gradient strength, Gz, and the
bandwidth of the RF pulse ∆ω, and is defined by,
∆z =
∆ω
γGz
. (2.42)
Therefore, from Equation 2.42, it is possible to reduce the slice thickness by
increasing the gradient strength or reducing the bandwidth of the RF pulse
(14). Figure 2.13 shows how the bandwidth of the RF pulse effects the slice
thickness for a given gradient strength. The gradient is applied during the RF
excitation and then reversed for half of the duration to ensure a re-phasing
of the spins, this is to counteract the de-phasing that is introduced by the
initial slice select gradient (32).
2.8.2 Phase-Frequency Encoding
A general mathematical expression for the spatially encoded signal, S (kx, ky),
can be derived given knowledge of the applied gradients and their durations.
The term kx,y are components of k-vector which describes the position in
34
reciprocal space (or k-space) introduced by Mansfield (31; 33; 34) and is
given by,
k =
γGt
2pi
, (2.43)
where G is the gradient strength and t is the duration the gradient is applied
for. This k-space data array can then be Fourier transformed along each
direction to give the frequency domain image.
In conventional MRI, using a single detection coil, every point in the k-space
array must be sampled to allow an artefact free reconstruction. Missing lines
of k-space results in the Nyquist limit not being achieved and therefore it is
not possible to accurately distinguish different frequencies. This results in
overlapping of features in the image, a problem which will be discussed in
more detail in chapter 5.
Position in k-space is navigated by either changing the gradient strength or
allow the spin system to evolve over a given time period while a static field
gradient is being applied. The k-space describes, in the time domain, the
number of wavelengths per unit distance or the rate of change in phase with
distance. The direction of sampling in k-space is determined by the direction
of the gradient, G.
The received spatially encoded signal due to the applied magnetic field gra-
dients is given by,
S (kx, ky) =
∫ a/2
−a/2
[∫∫ ∞
−∞
ρ (x, y, z) exp{i2pi (kxx+ kyy)}dxdy
]
dz.
(2.44)
The outer integral represents the averaging across the slice thickness (a) and
can be ignored when considering the spatially encoded signal within a slice
(14). ρ (x, y, z) is the spin density at a given position which is calculated
from the inverse Fourier transform of Equation 2.45 which gives,
ρ (x, y) =
∫∫ ∞
−∞
S (kx, ky) exp{−i2pi (kxx+ kyy)}dkxdky. (2.45)
The nature of the reciprocal space can be visualised in Figure 2.15.
A simple spin echo imaging pulse sequence is shown in Figure 2.14, which
shows how the magnetisation is manipulated to fill up lines of k-space. First
a gradient is applied during the RF excitation to select a slice, then a gradient
(Gphase) is applied along the y-axis to impose a sinusoidal modulation of the
phase of the magnetisation across the image, as shown in Figure 2.15. A
refocusing RF pulse is applied (this time not slice selective) and finally a
readout gradient along the x direction is applied during the echo in order to
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Figure 2.14: Spin echo pulse sequence for MRI Cartesian k-space acquisition with slice
selective excitation and non-slice selective refocussing pulse.
encode the spins in the read direction. Due to the nature of reciprocal space
the distance between points in k-space is equivalent to the size of the field
of view (FOV),
FOVx,y =
1
∆kx,y
=
1
γGx,y∆tx,y
. (2.46)
The term defining the time between sampled points during the application
of the gradient in Equation 2.46, tx,y, is associated with a spatial coordinate
to distinguish between the duration of the gradient along the x or y axis
respectively. Due to the reciprocal nature of the k-space the pixel spacing
in the image domain is given by,
pixelx,y =
1
Nx,y∆kx,y
, (2.47)
where Nx,y is the number of points collected in the x or y directions of the
k-space. Therefore, in the frequency encoding (read) direction, where the k-
space is traversed by application of a constant gradient and the magnetisation
is allowed to evolve, the resolution is determined by the duration of the echo
and the size of the FOV in the read direction is inversely proportional to the
time step between the sampled points (19). The maximum resolution in the
phase encoding direction is related to the gradient strength as this is only
applied to impart a phase modulation so that it is possible to distinguish
between the frequency encoded lines as shown in Figure 2.15.
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Figure 2.15: Phase modulation due to phase encoding gradient across k-space. The
strength of the phase encoding gradient is changed to impose different phase modulations
along this direction. The number of points collected in the read direction (kx) determines
the number of pixels and the FOV size along the x direction in the image domain.
Given that the the read out direction in k-space must be traversed by applying
a static gradient for a fixed time, each extra line requires further time. For
imaging of hyper-polarised samples this is time in which the signal is returning
to thermal equilibrium. Therefore removing lines of k-space without reducing
the FOV size is useful. This however requires specialised hardware to avoid
artefacts being generated. The techniques and the hardware required for
accelerated MRI will be discussed in chapter 5.
FLASH
In order to reduce the time required to sample the entire k-space, it is
preferable to limit the waiting time between acquisitions of each of the lines.
After a 90o pulse the repetition time between acquisitions (Tr) is governed by
the T1 of the sample, as the magnetisation must recover before another line
of k-space can be acquired. To speed up the repetition time the flip angle
can be reduced so that the recovery of the magnetisation is quicker.
Haase et al. showed that small flip angles (θ) could be used for selective
excitation and that the signal due to the small flip angle is proportional to
sin θ, with the remaining z magnetisation proportional to cos θ (35; 36). By
using a train of small flip angles it possible to reduce Tr and collect the
entirety of k-space in a much shorter time. The optimal flip angle for a
thermally polarised system is determined by the Ernst angle. This type of
imaging is known as FLASH or Fast Low Angle SHot imaging and uses a
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Figure 2.16: RARE pulse sequence with echo train of 4. The phase encoding is applied
before the echo allow distinction between echoes and applied after to rewind the phase.
The gradient lobes either side of the slice selective pulse are crusher gradients to de-phase
magnetisation excited outside of the selected slice. The gradients marked by red and
green lines correspond to lines showing how the k-space is navigated.
simple gradient echo for the read out of the signal.
Typically small flip angle pulse sequences are not preferable in MR microscopy
as the SNR reduction increases the acquisition time, however when consid-
ering microscopy with the application of a hyper-polarised sample, FLASH
becomes a more realistic possibility. Given that hyper-polarised samples are
in a higher than thermal equilibrium state there is a necessity to avoid sat-
uration of the magnetisation through large RF pulses in order to sample the
full k-space.
RARE
In order to improve acquisition time Mansfield showed that the echo train, as
displayed in the CPMG pulse sequence in Figure 2.11, can be encoded so that
each echo represents a different line in the k-space (37). This was developed
further by Hennig et al. to produce the Rapid Acquisition with Relaxation
Enhancement (RARE) sequence, shown in Figure 2.16 (38).
The RARE sequence is attractive for MR-microscopy as the spin echo se-
quence means an echo train is used and as such, the relaxation is determined
by T2 rather than T
∗
2 , making the acquisition less sensitive to inhomogeneity
in the magnetic field. Typically it is preferable to sample the central re-
gions of k-space first as these contain the low frequency values, with the
higher frequency values contributing more to the finer detail of the image.
The k-space trajectory and the RARE pulse sequence are presented in Fig-
ure 2.16. In this sequence the initial excitation pulse is followed by a train
of refocussing pulses, analogous to the CPMG sequence, however a phase
encoding gradient is applied to allow encoding in the phase direction of the
different echoes. A rewind phase encoding gradient is applied after the echo
so as to return to the centre of k-space before the next refocussing pulse is
applied.
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Figure 2.17: Echo Planar Imaging (EPI) pulse sequence where the read gradient is mod-
ulated to produce a gradient echo and a blip gradient is applied between gradient echoes
to move through the phase direction of k-space.
Echo Planar Imaging
Developed by Mansfield in the late 1970’s, Echo Planar Imaging (EPI) is
a technique for collecting an entire k-space in a single shot. The pulse
sequence, shown in Figure 2.17, is significantly faster than the sequences
simple spin echo sequence previously presented as it samples the entire k-
space with only a single RF excitation pulse (34; 37).
The GE-EPI sequence starts with an initial RF excitation pulse, followed by
the application of gradients in order start the acquisition at the ±kx,y,max
position in k-space. Following this, a series of gradient echoes are generated
by rapidly switching the readout gradient, where each fills a line in k-space.
After each echo a blip gradient is applied in the phase encoding direction to
move to another line in k-space. The EPI pulse sequence is illustrated in
Figure 2.17, where Gz is the slice selective gradient, Gy is the phase encoding
gradient and Gx is the frequency encoding gradient.
The EPI pulse sequence requires large bandwidths to allow sampling of the
entire k-space and as such the SNR suffers. It also has the problem that the
acquisition time is limited by T ∗2 which puts limitation to the resolution. The
rapid gradient switching and the very high gradients required for microscopy
means that EPI is difficult to use for this application as the vibrations caused
by the switching gradient could cause blurring in the image.
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2.9 Resolution
The resolution in MRI is related to the SNR as the signal is proportional to
the number of spins being measured, which means that as the volume of
the voxel reduces the number of spins does also. Hardware can be changed
to improve the detection for small numbers of spins, however there are still
diffusive and magnetic susceptibility effects, along with the relaxation time
which all limit the resolution (14). Ciobanu et. al. (39) have achieved a
voxel size of 3.7× 3.3× 3.3µm at 9 tesla with gradient strengths of 50 T/m,
with the use of micro coils (19; 39). However, these images are of protons
in free water, a much more favourable medium than a low concentration
low-gamma nuclei confined within biological tissue. The number of spins in
the 40µm voxel as presented by (19) is approximately ∼ 1012 and an SNR
of 1 is achieved for a single scan when there are approximately 5 × 1013
spins, this means that significant averaging is required to attain a suitable
SNR (19; 39). Smaller in-plane resolution has been achieved, with Lee et al.
producing a 1µm resolution image at 14.1T with 10 T/m gradients, however
the overall voxel volume was 75µm3 as the slice thickness was larger to
improve the SNR and shorten acquisition times (40).
In a homogeneous spin system, without translational motion of the molecules
between voxels, the resolution limit is defined by the T2 (or T
∗
2 ), due to the
fact that the pixel size is inversely proportional to the size of the k-space,
and it is the duration of the echo that governs the maximum length the
read gradient can be applied for. The optimum nearest next neighbour pixel
spacing (∆xopt) for the T2 broadening limit is given by,
∆xopt = (2/NpiT2) (2pi/γG) , (2.48)
where N is the number of points sampled along the read encoding direction
of the k-space. Therefore the optimal resolution for the T2 broadening limit
is when the acquisition time is piT2. However, in a system where there are
boundaries and the molecules are free to move and tumble, the resolution may
be considerably effected by the field variations due to magnetic susceptibility
and the motion of the molecules.
2.9.1 Susceptibility
The boundaries within a sample between areas of different magnetic suscep-
tibility (χm) are sources of local field variations (41). The field offset due to
the samples magnetic susceptibility adds to the applied magnetic field and
the field within a sample (Bs0) can be calculated as,
Bs0 = (1 + χm)B0. (2.49)
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This local field variation adds linearly with an applied magnetic field gradient
which gives a linear shift to the signal,
S(t) =
∫∫
ρ(x, y)exp
[
iγGtx
(
x+
∆B0(x, y)
Gx
)]
exp [iγGytyy] exp [iγ∆B0(x, y)ty] dxdy, (2.50)
where ∆B0(x, y) is the local field variation relative to the applied static
magnetic field, Gx is the the frequency encoding gradient and Gy is the
phase encoding gradient. tx,y pertains to the duration for which the different
gradients are applied.
For a typical imaging sequence such as the one presented in Figure 2.16,
the effect of the local field variation is to shift the image element (x,y) by
∆B0(r)/Gx along the read direction (x) (42). The effect on a given pixel along
the read direction is described by,
∆xshift =
∆B0(r)
Gx
, (2.51)
and the phase shift due to the local magnetic field (∆Φlocal) is given by,
∆Φlocal = exp [iγB0(x, y)ty] , (2.52)
although this only has an effect on the image for gradient echo based se-
quences as the spin echo refocusses the phase distortion. As the FOV is
reduced the imaging bandwidth is also reduced, where the bandwidth is
given by,
BW = γN∆xGx, (2.53)
and N∆x is the width of the FOV in the read direction. When the BW
becomes comparable to the frequency shift due to susceptibility variation,
γ∆B0, image distortions occur. Therefore to preserve an artefact free image
the field variation across a single pixel due to the applied magnetic field gradi-
ent must be larger than the field variation due to susceptibility effects.
2.9.2 Diffusion
Since the resolution in the read duration is dependent on the magnetisation
de-phasing and re-phasing in the presence of a field gradient, it is important
to understand how motion of the spins affects the final outcome.
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Translational motion in the form of molecular self diffusion of the molecules
in a liquid state sample gives rise to random fluctuation of the local Larmor
frequency and it is this motion that provides the limitation on resolution in
NMR microscopy (14; 42). The average distance travelled under random self
diffusion is given by
∆xdiff =
√
2Dt, (2.54)
where D is the self diffusion coefficient. During the image acquisition the
self diffusion becomes a limiting factor on the resolution when ∆xdiff is on
the order of the pixel spacing. Where the line broadening contribution in the
read gradient direction due to diffusion is given by (14)
∆fdiff = 0.6
(
γ2G2D/3
)1/3
. (2.55)
By comparing the diffusive broadening with the effect of T2 a resolution limit
for a fixed SNR can be obtained which is shown to be
∆x = C
[
∆xdiff∆x
2
opt
]
, (2.56)
where C is a constant equal to 1.34 (14; 25). An important feature of
diffusive attenuation and the resolution limit is that it is not solely the motion
of the molecule (i.e. the possibility of a given isochromat moving across
pixels on the time scale of the acquisition) that limits the resolution as the
line broadening due to phase evolution also contributes. The signal phase is
changed due to diffusion though a magnetic field gradient and this causes
attenuation in the signal between successive pulses (43). The motion of
the molecule during the presence of a gradient causes a phase shift in the
magnetisation which is given by,
φ = −2
3
γ2G2Dt3 (2.57)
This phase shift can be exploited by adding diffusion weighting gradients
either side of the refocussing pulse in the spin echo sequence to generate a
diffusion weighted image contrast and measure the diffusivity. Gradients are
applied in multiple directions in order to measure a mean diffusion direction.
The ratio of echo amplitudes with and without the presence of a gradient is
given by the Stejskal-Tanner equation (44),
S(G)/S(0) = exp
[−γ2G2δ2D (∆− δ/3)] , (2.58)
where G is the diffusion weighting gradient strength, δ is the duration that
each of the gradients are applied for and ∆ is the time between the start of
the first gradient and the start of the second gradient. Table 2.4 shows typical
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ranges of diffusion coefficients for various systems that are often observed in
NMR and MRI.
Table 2.4: Table showing typical range of diffusion coefficients (14)
System Diffusion Coefficient D (cm2/s)
small molecule in water 1− 1.5× 10−5
small protein in water 10−8
Protein in membrane 10−10
2.10 Summary
In this chapter the basic concepts behind NMR were introduced and it was
explained how the spin system interacts with itself and the surrounding en-
vironment. This is relevant for any further discussions of how (for example)
polarisation can be transferred between spins and what mechanisms affect
the lifetime of the polarisation.
An explanation of MRI and how different image acquisition sequences work
has been presented, and finally a discussion of the limits on resolution was
provided. This is essential to consider how micro imaging of hyper-polarised
might be carried out and what resolution is achievable.
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Chapter 3
Hyper-polarisation
3.1 Introduction
The aim of this chapter is to provide a general overview of the field of
hyper-polarisation and give an insight as to how dissolution dynamic nuclear
polarisation (D-DNP) works. Knowledge of these concepts will also prove
to be important for understanding many of the design constraints on the
hardware presented and will allow the reader to gain perspective on the
reasoning behind decisions regarding hardware development.
In this chapter a number of the different techniques for creating a hyper-
polarised NMR signal will be explained and the benefits and disadvantages
will be briefly discussed. The available methods for engendering a liquid state
hyper-polarised signal will be examined along with some reasons as to why
a dissolution system may be preferable to other rapid melting methods that
are available. The different mechanisms that drive the polarisation transfer
in dynamic nuclear polarisation (DNP) will also be presented. Finally, the
importance of the radical and the glassing agent will be explained.
3.2 Hyper-polarisation Methods
Hyper-polarisation is the term given to the technique of creating a spin sys-
tem that has a level of polarisation higher than that predicted by the Boltz-
mann equation, where the population differences are greater than the ex-
pected thermal equilibrium level. There are many ways in which non-thermal
polarisation can be generated, some of which will be explained here.
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3.2.1 Spin Exchange Optical Pumping
Spin exchange optical pumping (SEOP) is a commonly used technique to
produce hyper-polarised noble gas which can be used to image porous me-
dia, where the contrast arises from nuclear dependent relaxation properties.
This can be used to investigate problems ranging from the interactions be-
tween molecules in vapour form, to diagnosing different stages of Emphysema
(45).
SEOP involves polarising Rubidium (87Rb) nuclei, using circularly polarised
laser light which is applied parallel to the magnetic field, in order to transfer
angular momentum to the electron spin. Spin exchange occurs from the
Rubidium to a noble gas such as Xenon via Fermi contact collisions with
the Rubidium (46). The unpaired electron in the outer shell can be optically
excited on its D1 transition using either positively or negatively circularly
polarised laser light. This then has multiple relaxation pathways which it can
follow due to the hyperfine splitting caused by the interaction of the electron
with the 3
2
nuclear spin (47). This builds up polarisation on the nuclear spin
which is transferred to the noble gas via collisions.
3.2.2 Brute Force Polarisation
The main concept behind brute force polarisation is to cool a sample down
to very low temperatures (e.g. 50 mK) at very high magnetic field strength
(14 Tesla). Under these conditions a high level of polarisation is established
according to the Boltzmann distribution of the populations.
After some polarisation time, which has to be much greater than the solid
state nuclear T1, the sample is then rapidly heated up via dissolution, and
the enhanced liquid state NMR data can be collected. The dissolution has
to be fast compared to the nuclear T1 in the liquid state or the signal decays
before the measurement takes place.
An experimental set-up such as this potentially allows many samples to be
polarised at once, achieving polarisation enhancements in the liquid state on
the order of 1500, where detection is carried out at 1 Tesla (48). However,
this enhancement factor is significantly reduced when measurements are car-
ried out at higher fields. The system also lends itself to the transportation
of samples to different locations, provided there is no radical required to aid
the relaxation (49). The disadvantage of the brute force polarisation ap-
proach is that at low temperatures and high magnetic fields the nuclear T1
of many nuclei is extremely long. This means that the time taken for the
magnetisation to build up is often on the order of days. For polarisation of
nuclei that have typically long build up times, it is beneficial and more time
efficient to also carry out cross polarisation from the protons to the nuclei
of choice while in the solid state, as the proton T1 is usually much shorter
than for other, low gamma nuclei (50; 51).
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Figure 3.1: A log-log plot showing how the polarisation of the spin changes with temper-
ature for three different spin species at a field strength of 3.35T.
3.2.3 Dynamic Nuclear Polarisation
The main focus of this chapter will be DNP and the mechanisms that drive
the polarisation transfer. A very simplistic model will be presented before
examining the intricacies of the different mechanisms and sample prepara-
tion.
DNP is essentially a method for increasing the population differences in the
nuclear spin state by transferring polarisation from the electrons to the pro-
tons or other low gamma nuclei. This is advantageous as the electron’s
gyromagnetic ratio is much larger than that of any nuclear spin. The max-
imum theoretical enhancement achievable by transferring polarisation from
the electron to the nuclear spin of protons is given by Equation 3.1.
ε =
γe
γn
' 658. (3.1)
Due to the gyromagnetic ratio of 13C being a quarter of that of the proton,
the achievable enhancement is 4 times larger, as shown in Figure 3.1.
In high field DNP the frequencies at which the transitions that drive polarisa-
tion transfer take place are in the microwave regime of the electromagnetic
spectrum. The time that describes the polarisation increase is known as
the build up time and this is loosely related to the T1 of the nucleus being
polarised. However, depending on the mechanism of polarisation transfer,
other factors can affect this.
Figure 3.1 shows that in order to get the best enhancement from the polari-
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sation transfer, it is beneficial to go to low temperatures, as at approximately
1.8 K the electron Boltzmann polarisation is very close to unity (at a field
strength of 3.35T ) (52). The transfer from the electron to the nuclear spin is
mediated by the pseudo-secular part of the hyperfine interaction. To obtain a
sample in the liquid state a rapid temperature jump is performed. Frequently,
the sample is transferred to a different field. The overall enhancement after
sample transfer can be estimated by:
ε∗ =
γe
γn
Tliquid
TDNP
BDNP
Bliquid
× exp
(−t
T1
)
. (3.2)
Here Tliquid is the temperature of the sample during the liquid state mea-
surement, TDNP is the cryogenic temperature at which the solid state DNP
experiment was carried out. This ration of the temperatures accounts for
the Boltzmann factor that contributes to the overall enhancement. BDNP is
the field strength of the magnet used for the hyper-polarisation and Bliquid
is the field strength at which the liquid state signal is acquired.
It is vital that the temperature jump is fast in comparison to the T1 relaxation
time of the nucleus of interest. Otherwise the hyper-polarised signal will
decay before any liquid state measurement has been carried out. Several
methods for how the rapid temperature jump may be carried out have been
proposed and explored:
1. Laser heating
2. Hot gas
3. Microwave heating
4. Rapid dissolution
Laser Heating
This method has been explored to reasonable effect by Griffin et al. by
using a 10.6 µm infra-red laser and has shown promise at relatively high
temperatures (> 40K) (53). This system is advantageous if small sample
volumes are desirable (Griffin’s experiment uses 9µL in a 2.5mm tube) where
multiple experiments on the same sample need to be carried out. The benefit
of the laser melting system is that the sample can then be refrozen and
another experiment carried out. since it does not rely on the sample being
highly soluble, it lends itself to studies of complex proteins and polymers
that are expensive to buy in large quantities and poorly soluble (53; 54).
The enhancement factor for the temperature jump experiment described by
Griffin et al. is given by
εTJ = ε× Tliquid
Tµwave
, (3.3)
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where Tµwave is the temperature arising from the microwave irradiation. The
room temperature enhancements achieved by this system when heating the
sample from 90K are between 120 and 400 depending on the experiment
(53).
Hot Gas
The use of hot (usually nitrogen) gas has been employed in rapid tempera-
ture jump systems for varying sample sizes and starting temperatures. This
technique has been developed and built by van Bentum et al. In this system
small sample volumes, on the order of nL, have been hyper-polarised at liquid
nitrogen temperatures (55). Using DNP, the sample is polarised, after which
the entire capillary containing the sample is shifted up through a sliding seal
where the sample melting zone is located. At this point, hot nitrogen gas
(70oC) is passed across the capillary to melt the sample. A second shut-
tling stage moves the capillary into the detection zone, where a strip-line
resonator is located. This, like the laser heating, works best for small sample
volumes as otherwise the time required to melt larger samples becomes too
long compared to the nuclear T1. The enhancements achieved using this
experimental set up are on the order of 400, where the polarisation and the
liquid state measurement are both carried out within a single isocentre at a
field strength of 3.4T (56).
Microwave Heating
Yoon et. al. (57) have used the microwave source that drives the DNP as
a means to also melt the sample. The polarisation and liquid state mea-
surements are done in situ on a 50µL sample. The microwaves generated at
0.5 W by a 260 GHz gyrotron are used for polarisation. To melt the sample
the microwave power is ramped up to 100 W and applied for 1.5 seconds in
a typical 13C experiment (it is reduced for protons, as is the sample size).
Typical enhancements for 1H and 13C are shown to be on the order of 40 and
550 respectively. The limitation of this system is that the high microwave
power causes boil off of the sample during melting making repetition of the
experiment unreliable (57; 58).
Dissolution
Dissolution of the hyper-polarised sample is currently the most common
method for converting a solid state sample into the liquid state, with en-
hancement factors of > 10000 being achieved in some experimental set-ups
(7). It is this type of method that the Dissolution-DNP system presented in
this thesis is based upon.
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Initially Ardenkjaer-Larsen discovered that it is possible to retain the higher
than thermal solid state spin polarisation during a phase transition into the
liquid state if the melting process is on a time-scale much less than T1
(7).
The process is carried out by injecting a hot solvent at the frozen sample
which dissolves it and then transferring the liquid sample into the detection
area. This has been developed for both NMR and MRI in the form of the
Oxford instruments HyperSense for NMR and preclinical MRI and the GE
SpinLab for clinical applications which can achieve a liquid state polarisation
on the order of ≥ 40 percent (59). In a typical in vivo experiment, a hyper-
polarised solution is created which can be injected into a patient in order to
study (for example) metabolism of tumours.
The typical metabolites used in metabolism and cancer studies are required
to have long longitudinal relaxation times and therefore do not suffer signif-
icantly from the comparatively slow time between dissolution and measure-
ment. For spectroscopy however, the disadvantage of a stand-alone polariser
is that the sample shuttling times to a high field magnet are long (on the
order of 2 - 10 seconds) (60; 52) which make it difficult to observe fast
relaxing molecules.
Dissolution DNP has been employed to great effect by Frydman et. al. in
the analysis of metabolism of cancer cells (61). Here a Hypersense system
was used to create hyper-polarised samples of 13C1-pyruvate, which was then
injected below a cell culture inside an 11.7 T measurement magnet. Under
these conditions it is possible to observe how the pyruvate is converted to
lactate within cancerous cells. Other systems, developed by Hilty et. al. have
been designed in order to measure chemical reaction such as ligand binding
(62). In this system a rapid dissolution is carried out where the liquid state
sample is held at high pressure to ensure a short transfer time and to limit
the effect of micro-bubbles in the sample (63). The system also employs an
elegant rotary valve system to allow sample mixing.
Metabolic experiments In Vivo have been pioneered by Brindle et. al. where
hyper-polarised pyruvate is injected into rats and both spectroscopy and
imaging is carried out to assess the size of tumours as well as the stage of the
cancer (64; 65). These experiments were carried out using the Hypersense
and helped to push forward the development of the SpinLab for clinical use
(66; 67). Recently the Cunningham et. al. showed that the technique can
be used to study metabolism of the heart in animals and healthy volunteers
in order to understand heart failure (68).
These types of in vivo study rely on the long longitudinal relaxation time of
the metabolite to ensure that enough polarisation is retained during the sam-
ple transfer process. To overcome the problem of long sample transfer times
a dual iso-centre magnet is used at Nottingham (69). The dual iso-centre
system can deliver a liquid state in 300 ms and the dissolution procedure will
be explained in detail in chapter 4 (69).
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The drawback of using any dissolution system is that each experiment is
a single shot process in which each sample can only be used once. This is
because the sample is diluted by the hot solvent in the temperature jump pro-
cess. Therefore minimizing the time taken to dissolve and transfer the sample
and then measure the signal is of great importance in order to maximize the
amount of information that can be extracted from one experiment.
3.3 DNP Mechanisms
There are several mechanisms by which polarisation can be transferred from
electrons to nuclei. Each of which depends on slightly different experimental
conditions. Experimental parameters such as the microwave irradiation fre-
quency, the number of participating electrons and the ESR linewidth play a
role defining which of the different DNP mechanisms will dominate the po-
larisation transfer. Here the different mechanisms of DNP will be examined
and explained.
3.3.1 Overhauser Effect DNP
The first DNP pathway was proposed by Overhauser in 1953 (6) and then
verified experimentally in the early 1960’s by Carver and Slichter in NMR
experiments on metallic elements dissolved liquid ammonia (70). The first
experiment showing polarisation transfer in the liquid state, was carried out
by Abragam and Goldman (71). Recently, Can et. al.(72) have shown that
Overhauser DNP can also occur in insulating solids.
The Overhauser Effect is driven by saturating the electron transitions (WEPR).
Cross relaxation driven by the time dependent modulation of the hyperfine
interaction causes a higher than thermal distribution of the populations.
Fluctuations of the hyperfine interaction are on a time scale comparable
to the electron Larmor frequency. In metals this modulation occurs due
to the electron mobility, whereas in liquids it is due to molecular tumbling
(72).
The energy level diagram in Figure 3.2 shows a spin system for a coupled
electron and nuclear spin. The lowest energy state is given by |βα〉 because
the gyromagnetic ratio of the electron has the opposite sign to that of the
nuclear spin. The rates for the single, zero and double quantum transitions
are defined as WEPR,NMR, W0 and W2 respectively. They define the proba-
bility for transitions. To drive polarisation transfer microwaves are applied to
the WEPR transition, which equalises the populations of the electron spin.
Relaxation then takes place along the different pathways at the given jump
rates, causing the saturated electrons to return to the thermal equilibrium
value, while leading to a build up of polarisation for the nuclear spin due to
W0,2.
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The maximum enhancement achievable from polarisation transfer between
electrons and protons is ' γS/2γI ∼ 330 if only dipolar relaxation occurs (73).
The enhancement factor, the fractional increase in the intensity of 〈Iz〉 when
S is saturated compared with the thermal equilibrium I0 is given by
ε =
〈Iz〉
I0
= 1− ρfs |γS|
γI
, (3.4)
where ρ is the coupling factor, f is the leakage factor and s the saturation
factor. The saturation factor describes the portion of the electron spins that
are saturated by the microwave, which is defined as,
s =
〈S0〉 − 〈Sz〉
〈S0〉 . (3.5)
This gives a result between 0 and 1 depending on the level of electron satu-
ration, where a value of 1 represents a fully saturated system (58; 74). The
coupling factor is given by,
ρ =
W2 −W0
2W1 +W0 +W2
∈ [−1, 0.5] , (3.6)
where W2, W0 and W1 correspond to the double, zero and single quantum
transitions shown in Figure 3.2. ρ is 0.5 if the coupling is purely dipolar and
tends towards -1 as the coupling becomes dominated by the scalar interac-
tion.
The leakage factor f describes the amount of relaxation the nuclear spin
experiences that is not due to the presence of the electron spin. This is
verified experimentally by observation of the nuclear T1 with and without
the presence of the paramagnetic agent. The equation for the leakage factor
is given by
f = 1− T
+e
1
T−e1
, (3.7)
where T+e1 is the longitudinal relaxation time constant of the nuclear spin in
the presence on the electron and T−e1 is the relaxation time constant without
electrons. In the ideal case the leakage factor is 1, which occurs when the
relaxation does not depend on the electron (75).
Due to the distance dependent nature of the dipole-dipole interaction, the
Overhauser effect is often used for characterisation of molecules by measur-
ing distances between nuclei based on the amount of polarisation transfer
(73).
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Figure 3.2: Diagram of the energy level transitions for an electron-nuclear spin system.
WEPR and WNMR are the single quantum transitions that pertain to the electron and
nuclear respectively. W0 and W2 are the zero and double quantum transitions.
3.3.2 Solid Effect
The solid effect (SE) only requires consideration of the interaction between
one electron and one nuclear spin. It becomes the dominant polarisation
transfer mechanism when the EPR linewidth of the electron spins in the
solid state is smaller than the nuclear Larmor frequency (76).
Unlike the Overhauser Effect, the solid effect, as the name suggests, is a
mechanism that only works in the solid state. Polarisation transfer is driven
by exciting the ’forbidden’ W0 or W2 transitions (see Figure 3.2), which at
high field correspond to the microwave frequency range of the EM spectrum
(77).
In the solid state the pseudo-secular part of the hyperfine interaction causes
off-diagonal terms in the Hamiltonian, which lead to state mixing. The
hyperfine Hamiltonian is expressed as:
Hˆhfi = ASˆz Iˆz +
1
2
(
B+Sˆz Iˆ+ +B−Sˆz Iˆ−
)
, (3.8)
where Iˆ± are the raising and lowering operators. A represents the coupling
constant for the secular part of the hyperfine interaction and B± represent the
pseudo-secular coupling constants. In the liquid state these pseudo-secular
terms are averaged out due to molecular motion. However, in the solid state
the terms remain. This means that the pure electron-nuclear states shown in
Figure 3.2 become mixed by the SzI+ and SzI− terms of the Hamiltonian.
The Hamiltonian, including the Zeeman interaction terms is given by:
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𝐶𝛼|𝛼𝛽 + 𝑆𝛼|𝛼𝛼  
WEPR 
W0 
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WNMR 
𝐶𝛼|𝛼𝛼 − 𝑆𝛼|𝛼𝛽  
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𝐶𝛽|𝛽𝛽 − 𝑆𝛽|𝛽𝛼  
Figure 3.3: SE energy level diagram showing the single, zero and double quantum transi-
tions along with the state mixing that drives SE DNP.
Hˆ = ωeSˆz + ωnIˆz + ASˆz Iˆz +
1
2
(
B+Sˆz Iˆ+ +B−Sˆz Iˆ−
)
. (3.9)
In Equation 3.9 the first two terms represent the Zeeman interaction, the
third term (ASˆz Iˆz) represents the secular part of the hyperfine interaction,
which causes splitting of the energy levels (78). The final term determines
the pseudo-secular part of the hyperfine interaction. The Hamiltonian can
be represented in matrix form as,

+ωe
2
+ ωn
2
+ A
4
+B
4
0 0
+B
4
+ωe
2
− ωn
2
− A
4
0 0
0 0 −ωe
2
+ ωn
2
− A
4
−B
4
0 0 −B
4
−ωe
2
+ ωn
2
+ A
4
 .
(3.10)
By diagonalising the Hamiltonian shown in Equation 3.10, carried out using
Wolfram Mathematica (Wolfram, Oxford), the eigenvalues can be calculated
to determine the energy levels. The off diagonal terms in the Hamiltonian
cause the state mixing of the energy states which are now given as (|λ′1〉
represents the lowest energy level and the prime denotes that there is state
mixing)
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|λ′1〉 = Cβ|βeαn〉+ Sβ|βeβn〉
|λ′2〉 = Cβ|βeβn〉 − Sβ|βeαn〉
|λ′3〉 = Cα|αeαn〉 − Sα|αeβn〉
|λ′4〉 = Cα|αeβn〉+ Sα|αeαn〉
(3.11)
The previously forbidden transitions between levels |λ1〉 and |λ4〉, along with
|λ2〉 to |λ3〉 now have a finite probability due to the state mixing as demon-
strated by Equation 3.11.
The constants that determine the level of state mixing, Cα,β and Sα,β, are
defined by the hyperfine coupling constants, where Cα,β = cos
(ηα,β
2
)
, Sα,β =
sin
(ηα,β
2
)
and ηα,β = arctan
(
−B
A±2ωI
)
. This can be rewritten in terms of a
coupling coefficient q which relates the initial states to the coupled states
(e.g. |1′〉 = |1〉+ q|2〉), this is given as
q =
3
4
γSγI
ω0,I
1
r3
sin θ cos θ exp−iφ, (3.12)
where q is the level of state mixing determined from first order perturbation
theory (71). γI,S are the nuclear and electron gyromagnetic ratios respec-
tively, the terms r, θ and φ are the polar coordinates describing the electron-
nuclear vector and ω0,I is the nuclear Larmor frequency. The probability of a
double-quantum or zero-quantum transition is calculated from these mixed
states using second order perturbation theory which results in the probability
being proportional to 4q2 (79; 80). The jump rate for the double and zero
quantum transitions therefore becomes proportional to ω−2I (81; 78).
The microwave frequency required to drive these transitions is given by
ωMW = ωe ± ωn, (3.13)
corresponding to an irradiation of either the W0 or W2 transitions. The effect
of irradiating at the ωe ± ωn frequency for a narrow linewidth radical such
as Trityl is shown in Figure 3.5.
The effect of the off resonant microwave irradiation of the electron on the
nuclear polarisation is to equalise the populations of levels |λ′1〉 and |λ′4〉 or
|λ′2〉 and |λ′3〉, depending on the microwave frequency. The population differ-
ences are increased further by the system attempting to retain a Boltzmann
distribution by relaxation along the single quantum transitions (W1) by T1
relaxation. Due to the electron T1 being much faster than the nuclear T1
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Figure 3.4: SE energy level diagram showing effect of irradiation of the double quantum
transition and how the relaxation via the single quantum transitions adds to the population
differences.
the polarisation can be built up analogous to a pumping effect. This process
is highlighted in Figure 3.4.
Polarisation is transferred to the bulk nuclei from nuclei local to the electron
via the dipole-dipole interaction in a process known as spin diffusion, which
acts through coupled spin flip-flops (16; 82).
Due to the proportionality between the transition rates and the magnetic field
strength, the solid effect becomes less efficient at higher fields. As the field
is increased the energy difference between the levels also increases, therefore
there is a higher energy gap to cross at higher fields. The field dependence
required polarisation experiments to be carried out at lower fields than the
observation. This has become less of a problem since the introduction of
high power microwave sources at very high frequencies (83; 84; 85).
3.3.3 Cross Effect
The cross effect (CE) is a mechanism of polarisation transfer that involves
one nuclear spin and two coupled electron spins as shown on the left hand
side of Figure 3.6. The two coupled electrons must have different Larmor
frequencies in order to meet the criteria for polarisation transfer (86).
The presence of the second coupled electron spin causes, under certain condi-
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Figure 3.5: Schematic of a DNP sweep curve and EPR line of the electron in a two spin
system that is strongly obeying the Solid Effect condition.
tions, degeneracy of the energy levels. Therefore, transitions between |βαβ〉
and |αβα〉 become allowed (87) where the spin states are given in the form
of |e1, e2, N〉 (e1,2 are the electron spins and N is the nuclear spin). The de-
generacy means that the cross effect is driven by irradiation of the electron
along allowed transitions (). Three spin flip-flops between the degenerate
states mediate the polarisation transfer from the electron to the nuclear spin
and are caused by the dipolar fluctuations (88; 89). This can be visualised
in the energy level diagram shown in Figure 3.7. The condition that allows
this to occur is given by Equation 3.14, where polarisation transfer occurs
when the difference between the Larmor frequencies of the two electrons is
equal to the nuclear Larmor frequency (90; 91)
ωI = |ωS1 − ωS2|. (3.14)
When the inhomogeneous broadening of the electron linewidth is larger than
the nuclear Larmor frequency, the CE matching condition is met (89; 92).
This inhomogeneous broadening is caused by separate electron resonances
arising from electrons having a strong g-anisotropic interaction.
An on resonant single quantum transition, where microwave irradiation of
one electron mediates as a double or zero quantum transition of the second
electron and the nuclear spin. As with the solid effect case, T1 relaxation of
the electron towards a Boltzmann distribution of the populations increases
the nuclear population differences further. The achievable enhancement is
directly proportional to the difference in the polarisation of the two electrons
(94). This is expressed as
Pn =
Pa − Pb
1− PaPb . (3.15)
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Figure 3.6: Left: Diagram of interactions between electron and nuclear spins for the
cross effect. Right: Inhomogeneous line broadening of the EPR spectrum due to the two
electrons.
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Figure 3.7: Energy level diagram for a 3 spin system, showing the positive (∆ωS = +ωI)
and negative (∆ωS = −ωI) enhancement due to cross effect transitions. The relative
population is represented by the size of the circle. The spin states are given in the form of
|e1, e2, N〉 Polarisation is built up due to the flip-flops across degenerate levels between
the |βαβ〉 and the |αβα〉 states and relaxation of the electron. Recreated from (93).
57
En
er
gy
 
En
er
gy
 
Population Population 
90o pulse 
180o pulse 
a. 
c. d. 
b. 
Figure 3.8: Spin temperature diagram for 4 quantum states (solid lines) with equally
spaced energy levels. (a.) Thermal equilibrium where populations follow Boltzmann
distribution. (b.) Spin temperature is zero giving unity polarisation. (c.) populations
are evenly distributed, therefore the spin temperature is inf - equivalent to a perfect 90o
pulse. (d.) Populations are inverted where Ts = −Teq - equivalent to a perfect 180o
pulse.
Where Pn is the nuclear spin polarisation and Pa,b is the polarisation of
the two electron spins. The equation holds for electron Larmor frequencies
ωa > ωb (94). As the polarisation transfer is dependent on allowed transitions
and the difference between the electron Larmor frequencies, the efficiency of
the enhancement scales with the Zeeman splitting (B−1) , as opposed to the
SE enhancement which scales with B−2 (79). This makes the cross effect
more effective for polarisation transfer at high magnetic fields.
3.3.4 Thermal Mixing
Thermal Mixing (TM) describes polarisation transfer in a system of many
electron spins coupled to many nuclear spins. The model uses the high
temperature approximation, shown in Equation 2.18, to relate polarisation
to the concept of spin temperature (Ts) (95). Therefore, a non-thermal
polarisation is represented by an apparent temperature given the measured
polarisation level. Visualisation of how energy level populations and spin
temperature relate is in Figure 3.8.
TM is the dominant DNP mechanism when the EPR linewidth is greater than
the nuclear Larmor frequency and when the EPR line broadening is homo-
geneous (although it can also occur with some inhomogeneous broadening
(96; 86)), this means that the microwave irradiation at a frequency close to
ωS will saturate the entire EPR line.
In order to describe the TM process it is usual to divide the Hamiltonian into
three thermal reservoirs, the electron-Zeeman reservoir (EZR), the nuclear-
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Figure 3.9: Off resonant irradiation reduces the spin temperature of the dipolar reservoir.
The NZR is cooled by a three spin flip (between two electrons and one nuclear spin) due
to thermal contact with the EDR. Irradiation of forbidden transitions (equivalent to solid
effect transitions) also results in a cooling of the NZR.
Zeeman reservoir (NZR) and the electron dipole-dipole reservoir (EDR).
In the rotating frame of the electron-Zeeman interaction, the electron and
nuclear-Zeeman reservoirs are in contact, which means the off resonant mi-
crowave drives allowed transitions, cooling the NZR (97).
The EPR line saturating field ensures strong contact between the EZR and
the EDR. Thermal contact between the EDR and the NZR causes three
spin flips, providing a further cooling of the NZR (96; 98). The role of the
microwaves and the EDR in cooling the NZR is demonstrated in Figure 3.9
(97).
The typical radicals and the radical concentrations used in the experiments
presented in this document means that it is unlikely (but not impossible, see
(99; 96)) that TM plays a large role in the polarisation transfer given the
typical EPR line widths and radical concentrations used in the experiments
presented in the subsequent chapters.
3.4 Radical
DNP requires unpaired electrons to be present that act as a source of po-
larisation for the surrounding nuclei. Therefore, it is usual that the sample
is doped with a radical compound during preparation. The position of the
electron carrying nuclei in the radical is important for the DNP mechanism
as a well shielded electron, far away from any magnetically active nuclei, will
have a narrow EPR linewidth (100).
For SE-DNP a mono-radical that have a well shielded electron giving them a
narrow EPR linewidth, such as Trityl or BDPA is used (101). For CE-DNP a
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high concentration of a mono-radical such as TEMPO or a specially designed
bi-radical like TOTAPOL is preferable, as these have much larger EPR line
widths, due to the strong g-anisotropy and the strong hyperfine interaction
between the electron and the nitrogen nuclei. Examples of EPR spectra of
some of these radicals are shown in Figure 3.10 (101; 86; 102).
TEMPO TOTAPOL Trityl OX63 
49900            49940              49980 
Field (Gauss) Field (Gauss) Field (Gauss) 
Figure 3.10: Radicals for DNP and their typical EPR lines at 140 GHz. Left shows
the poorly shielded mono-radical tempo. The central radical is Trityl and has a narrow
linewidth due to the electron being shielded at the centre of the molecule from magnetically
active nuclei. Right shows a typical bi-radical (TOTAPOL) where there are two electrons
that are not well shielded, leading to large ESR lines. (93; 86)
The concentration of the radical in the sample will affect the polarisation
process as the paramagnetic agent will also cause an increase in the nuclear
longitudinal relaxation rate. Another consideration to take into account is
that as the concentration is increased, the proximity of the radicals in the
sample also increases. This changes the line-shape of the EPR spectrum
and, it is possible to activate the TM and CE-DNP mechanisms with a
high concentration (> 30 mM) of a narrow linewidth radical like Trityl
(103; 99; 96). Typically the concentration of this radical for SE DNP (at
3.34 T and < 4k) is 15 mM (102).
3.4.1 Radical Removal
Even though the concentration of the radical is low (¡ 1 mM) in the fi-
nal dissolved sample, for preclinical and clinical uses, such as monitoring
metabolic processes within tumours (66), it may be important to remove it
as it may be harmful and also has a negative effect on the liquid state nu-
clear T1. It is also beneficial for polarisation storage as at low temperatures
the strong dipolar interaction with the paramagnetic centre causes rapid T1
relaxation in low fields (104; 105; 49). Removing the radical for clinical and
preclinical uses means that it cannot harm the patient or animal into which
the hyper-polarised solution is being injected, it also means that the T1 of
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the hyper-polarised nuclei can be preserved in both solid and liquid state
(106).
A further possibility that has been presented by A. Comment et al., and is
currently under investigation by J. Ardenkjaer Larsen et al., is the use of UV
light induced free radicals in samples such as pyruvic acid (107; 108). Pyruvic
acid undergoes a photodecarboxylation when exposed to UV irradiation at
low temperatures. This process is capable of producing free electrons on
the 2nd carbon site in the molecule, at the concentrations required for DNP
(109). The radical can be easily removed by a ”thermalisation process”
which involves warming the sample to bring the free electron back into a
bound energy state. This temperature increase does not need to melt the
sample, which means that long T1 of the hyper-polarised nuclear spin in the
solid state can be utilised. This has potential applications for storing hyper-
polarised samples for long periods of time allowing them to be distributed to
scanners that are not located close to a polariser (107; 109).
3.5 Glassing Agents
A glassing agent is often added to the sample in conjunction with the radical
to create an amorphous solid that prevents the sample becoming a crystal
structure when subjected to cryogenic temperatures. The glassing agent can
also act as a cryo-protectant for biological samples (110).
In order to allow for an even distribution of the radical and to allow the
necessary interaction between the radical and the nuclei it is important that
the sample does not form a crystal structure. A typical DNP glassing agent
used by Griffin et al., colloquially referred to in the DNP community as ’DNP
juice’, is d8-glycerol/D2O/H2O with ratios of 60/30/10 (83). This is used
as it provides a flexible, partially deuterated sample that forms an amorphous
solid at cryogenic temperatures. Griffin used a partially deuterated sample in
order to retain a good level of spin diffusion while also increasing the nuclear
T1. However, there is some debate as to the necessity of the deuterium in
the glassing matrix (113). Although initially relevant to the topic of solid
state MAS DNP, the effect of deuteration is still relevant in D-DNP as it will
have a profound effect on the final achievable polarisation.
3.5.1 Glassing Solvent Deuteration
It has been shown that full deuteration of the glassing solvent leads to a
increase in the 13C signal enhancement when radicals with wide EPR line-
widths are used. However, when a narrow linewidth radical, such as Trityl is
used the presence of the deuterium has an adverse effect on the polarisation
(101), as shown in Figure 3.11.
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This effect is explained by examining the TM picture in a heteronuclear
system by associating each different nucleus with a Zeeman energy reservoir.
These have thermal contact with the electron dipolar reservoir of which the
strength is determined by an associated heat capacity (Cnz ) where C
n
z ' Nω2n
and N is the number of spins. Given this picture, it is clear that C1Hz > C
2H
z
and as such, when the EDR is in contact with both of these baths it will
preferentially cool the 1H-NZR. Therefore removal of the protons from the
system allows preferential cooling of the 13C NZR. For radicals with a narrow
EPR line, the 1H-NZR is no longer strongly coupled to the EDR. This means
that it is no longer preferentially cooled and that increasing the number of
deuterium spins in the system will cause the 2H-NZR to act as a heat sink,
thus reducing the cooling power to the 13C-NZR (101; 111; 113). This is
demonstrated in the schematic shown in Figure 3.12.
Some organic solvents of interest are known to be self-glassing, therefore
the addition of a glassing agent is not required. This is especially useful for
samples that are for in-vivo clinical studies as the glassing agent may well
have negative effects on subject. One such self-glassing molecule is the free
pyruvic acid (113). This is highly popular as it can be used as a bio-marker
for determining the metabolising pathways of a tumour.
Figure 3.11: Result of deuteration of the glassing matrix for Trityl and TEMPO radicals
as published by Long et al. in (111; 112). For the narrow linewidth radical Trityl, presence
of deuterium inhibits the polarisation. However for TEMPO where the line is broad, the
opposite is true. The Gd3+ does not effect the linewidth of the electron but is thought to
improve the enhancement by reducing the electron Zeeman relaxation time. The sample
followed Griffin’s typical DNP juice recipe (83).
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Figure 3.12: Diagram showing how the thermal contact causes the 1H-NZR to act as a
heat sink for the EDR, preventing efficient cooling of the 13C-NZR when the EPR line is
wide (left). The 2H-NZR acts as a heat sink when the EPR line is narrow and no longer
covers the proton frequency, meaning that there is no thermal contact with the 1H-NZR
(right). (111).
3.6 Summary
This chapter has presented the principal mechanisms driving DNP along with
a brief overview of some of the techniques used to create a hyper-polarised
spin system. The chapter has alluded to some of the hardware and sample
related challenges that are encountered when using DNP. This gave the
reader an insight into the complexity of working with DNP.
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Chapter 4
Dissolution DNP: Experimental
Set-up and Results
4.1 Introduction
Nuclei with short T1 relaxation time constants are very difficult to measure
with standard dissolution DNP systems as often, for a stand alone polariser,
there is a long transfer time between the polariser and the magnet used to
acquire the NMR signal (60). However with the use of the dual iso-centre
system presented in this chapter it is possible to measure hyper polarised
signal from molecules that process a T1 relaxation time on the order of 0.5 s
by limiting the transfer time and for nuclei with longer time constants more
polarisation is retained.
This chapter presents the hardware aspects behind carrying out D-DNP in a
dual iso-centre magnet as well as some of the challenges faced in finding a
experimental set-up that provides consistent levels of polarisation enhance-
ment.
Experiments are described using several biologically relevant molecules to de-
termine the level of enhancement and relaxation times. A hardware charac-
terisation is carried out using [1-13C] sodium acetate and then the achievable
enhancement and relaxation times of the hyper polarised signal for glucose,
pyruvic acid and aspartic acid are summarised. These model compounds
were used to demonstrate the advantage of the rapid dissolution achieved
by the dual iso-centre magnet. The results also provide a way of assessing
the limit of detection due to the average enhancement achieved in a single
experiment.
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Figure 4.1: D-DNP experimental set-up using the dual iso-centre magnet. The schematic
shows the field strength distribution across the height of the wide bore magnet. The
microwaves are passed though the quasi optic-bench before being delivered to the sample
by the actuator mounted wave guide. A PTFE sliding seal provides a vacuum tight seal
at the top of the cryostat whereas the bottom is sealed by the dissolution dock. Figure
reproduced with permission from the author (114).
4.2 Dual Iso-centre System
The purpose of the dual iso-centre magnet is to achieve high levels of po-
larisation enhancement while being able to minimise the time between po-
larisation, dissolution and measurement stages. The dual iso-centre magnet
consists of two magnets contained in a traditional magnet casing. The po-
larising field of 3.35 T is directly above the measurement field of 9.4 T. A
schematic of the dual iso-centre DNP magnet is shown in Figure 4.1 where
the field strength across the length of the magnet is also plotted (8). The
sample never experiences a magnetic field strength less than (approximately)
0.5 T during the shuttling and dissolution process. The vacuum is main-
tained during the shuttling through a PTFE sliding seal. Microwaves are
delivered to the sample through a Rexolite window at the top of the wave
guide.
4.2.1 Microwave Hardware
A 20 µL sample is initially contained in a small Rexolite cup (shown in Fig-
ure 4.2) situated at the end of the 1.96 m long stainless steel corrugated wave
guide which is moved by an actuator. The Rexolite cup allows microwave
to pass through while being able to maintain its strength at both low and
high temperatures and the open bottom allows the solid state sample to
be flushed out easily in the dissolution process. A copper ring is added to
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Figure 4.2: The sample cup is an open bottom Rexolite cup that is inset into a PEEK
base in order to allow it to be mounted to the end of the wave guide. There is a copper
ring around the Rexolite cup to guide the microwaves. the cup is attached to the end of
the wave guide with 4 brass screws.Figure reproduced from (114).
the dissolution cup with the aim of restricting the loss of microwave power
outside the sample space. The ring and Rexolite cup are secured in a PEEK
base plate to allow the sample to be attached to the wave guide.
Two different microwave sources have been used in conjunction with the
experimental set-up presented in this chapter. The original source (Virginia
diodes - Charlottesville, VA, USA) outputs a frequency of 11.75 GHz with a
power of 180 mW and the source is tunable to ±0.1 GHz of this frequency.
The microwaves were fed through three frequency doublers which achieve
a final frequency of 94.0±0.8 GHz. The system also requires a separate
microwave counter to lock the source to the correct frequency and a voltage
controlled attenuator. All of the characterisation experiments presented in
this chapter were carried out with this microwave source.
Current experiments are carried out with a simplified system that does not
require the use of a microwave frequency counter or any frequency multipliers.
The microwave source is an ELVA VCOM-10 (ELVA-1 - Furulund, Sweden)
which operates at a central frequency of 94.0±0.5 GHz with an output
power of up to 200 mW. In both cases a Gaussian horn is used to feed the
microwaves into the quasi-optic (QO) bench. The role of the QO-bench is
to allow through air transmission of the Gaussian microwave beam into the
top of the wave guide. The reason for this is to enable the wave guide to be
free to move and not require a physical connection to the microwave source.
A Rexolite window allows the vacuum within the cryostat to be maintained
while providing a transparent path for the microwaves to enter the wave
guide.
Figure 4.3 shows how the power of the microwaves changes with frequency for
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Figure 4.3: Graph showing the frequency dependence of the microwave power produced
by the Virginia diodes microwave source. The peak power is 111 mW, which is 69 mW
less than the stated maximum power.
the Virginia diodes microwave source, whereas no such frequency dependence
on power dependence has been measured for the ELVA source. The power
of the microwaves when set to the positive enhancement peak is a maximum
of 73 mW measured from the reflected power using a zero bias detector.
This means that in reality there is likely to be significantly higher microwave
power delivered to the sample than that which is measured as the loss of
the microwave optics and wave guide is reported to be approximately 9 dB
attenuation (8).
4.2.2 Variable Temperature Insert
The sample is cooled in a variable temperature insert (VTI) produced by
IceOxford (Abingdon, UK) which allows the sample to be cooled to temper-
atures less than 2 K. The cryostat is designed with an open bore to allow
movement of the sample for dissolution. This differs from typical cryostats
used by (115) where there is a bath of liquid He that cools the sample. This
means that in the open bore VTI the sample is cooled by the continuous
expansion of a small flow of liquid He.
A steel disk at the lower end of the cryostat provides a sturdy base to support
the outer shield and the sample space wall. This produces a tight vacuum
seal between these two walls which forms the outer vacuum jacket, which is
maintained though the use of an Indium seal. The top of the cryostat uses a
rubber O-ring seal between the outer wall and the head of the cryostat. The
reason for this is to allow for the contraction of the VTI during cooling. As
the cryostat cools the inside will contract much more than the outer shields
due to the large temperature gradient, therefore the rubber seal is used to
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Figure 4.4: Schematic of the VTI. Pumping lines that allow pumping on both the top and
bottom of the cryostat are shown and the position of the temperature sensors is shown.
allow some vertical movement of the outer wall, reducing internal stresses.
This contraction in fact causes the top of the airlock to become miss-aligned
with the wave guide and applies unwanted lateral force to the wave guide
which can compromise the PTFE sliding seal. The VTI is supported by a
stainless steel flange welded to the top of the outer shield of the cryostat
which has six holes to allow guiding pins to keep it secured to the top of
the magnet. A PTFE spacer at is attached to the bottom of the cryostat
to ensure a snug fit with the bore of the magnet. This has to be replaced
after a number of experiments as it becomes stretched with the expansion
and contraction of the VTI.
The liquid He is delivered to the sample from a separate He dewar via the
inlet shown in Figure 4.1. An intermediate stage called the 4 K pot acts as an
internal reservoir of liquid He. During the initial cooling period only a small
flow of cold He gas is allowed though the VTI as the 4 K pot is filled and
the temperature of the entire VTI is brought down. A needle valve is used
to regulate the He flow between the 4 K pot and the sample space.
Two pumps (Pfeiffer DUO 65 M - Asslar, Germany and Leybold RUVAC -
Cologne, Germany) are used to provide the vacuum required to allow the
Joule-Kelvin expansion of the He required for cooling. Speedy valves control
the pumping lines directed to the top or bottom of the open bore cryostat
which allows even pumping on the sample space.
Multiple carbon ceramic temperature sensors are used to monitor the progress
of the cooling in conjunction with return He flow meters for the bore and
transfer line. Observation of the pressure and flow are vital in achieving
the lowest and most stable temperatures. The temperature sensors require
a constant current source of 10 µA and a temperature dependent voltage
is measured by a Labview program using a voltage/temperature calibration
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Table 4.1: Temperature sensor labels and the position they monitor in the cryostat
Sensor Position
T1 50 K heat shield (top)
T2 4 K pot
T3 sample space1
T4 50 K heat shield (bottom)
T5 Room temperature resistor2
curve. The five sensors are labelled from T1 to T5 and the positions are
given in Table 4.1 and are visualised in the schematic of the cryostat shown
in Figure 4.4.
In the initial cooling stage the VTI is kept between 200-800 mbar by applying
a slight vacuum to the bottom pumping port of the cryostat, using only one
of the two pumps. This draws a small flow of cold He gas through the VTI
and allows an even cooling of the entire cryostat. Once 15 - 30 K is reached
on T3, the pressure is reduced and the He flow is also reduced to lower the
temperature further.
Once the temperature falls below 4 K the needle valve is adjusted to reduce
the flow of He to the sample space and lower the temperature to approx-
imately 1.7 k. Finally the second pump can be introduced to reach the
minimum temperature. The lowest temperature that has been achieved is
1.4 K. However, it is preferable to maintain a higher temperature of (for
example) 1.6 K for polarising to reduce the chances of sudden temperature
fluctuations.
4.2.3 Sample insertion
The sample is introduced when the temperature of the cryostat (T3) falls
below 100 K. The sample, fixed to the end of the wave guide, is frozen in
a bath of liquid nitrogen outside of the VTI. An airlock is over-pressured
with He gas while the actuator is moved down and a sliding seal secures the
vacuum at the top of the airlock.
The actuator is torque rated to avoid damaging the inside of the cryostat
in the event of a build up of ice. In the early stages of the development
of the system the sample was rapidly shuttled between locations at 1000
mm/s which caused many problems with the cryostat and wave guide. In
the current experimental configuration the shuttling process is carried out at
50 mm/s to avoid damage to the system.
1Temperature close to the sample, not the actual sample temperature.
2This is required to ensure the accuracy of the other sensor measurements by providing
electrical continuity.
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The sample is positioned at the centre of the polarising field where the
microwave table is then rolled along a rail into position above the wave
guide to allow the DNP experiment to be carried out. During this stage a
”press” is carried out periodically as a precaution to ensure that the wave
guide is not freezing in position. This is a very small movement downwards
with a low torque rating that ensures no ice has built up. After polarisation
the sample is moved to the dissolution dock (approximately 1 m).
4.2.4 Dissolution
Upon firing of the dissolution process the vacuum is released and the bore of
the cryostat filled with an overpressure of He to prevent dissolution solvent
escaping into the sample space of the cryostat. The sample cup, shown in
Figure 4.2 is designed to form a seal with the dissolution dock to create a
small mixing chamber where the hot solvent is stored before being pushed
though to the waiting NMR tube.
Figure 4.5 shows the main components involved in the dissolution process.
The solvent is injected into the pressurising tube via a manual three way port,
typically between 5 and 10 ml of solvent is injected at this stage, although
the amount that is used for the dissolution is significantly less.
The solvent is passed into a coaxial tube whereby it is heated with hot silicon
oil pumped through the outer compartment. The oil is heated in an oil bath
that maintains a temperature of 99 degrees in the bath, with the oil in the
coaxial measuring between 85 to 95 degrees.
The progression of the solvent to the dissolution dock and then on to
the NMR tube is controlled by two pneumatically driven Takasago valves
(Takasago Fluidic Systems - Nagoya, Japan) before and after the dock. The
pressurised air is supplied to the Takasago valves through solenoid valves
away from the magnet which are controlled by the Labview program. The
timing of the firing of the valves determines the final volume of the dissolution
solvent in the NMR tube.
A slight vacuum can be applied to the NMR tube in order to ensure the sol-
vent fills the tube without any air gaps. The vacuum also helps to improve the
settling time as micro bubbles post dissolution settle quicker (8; 116).
The total time taken to transfer the hyper polarised solid state sample into
the liquid state is 300 ms. However, as shown by Figure 4.6, there is a period
of turbulence within the sample which causes line broadening in the NMR
spectrum. The data was collected by observing the proton linewidth of 600
µL of water when it is flushed through the dissolution system. The exper-
iment was carried out at room temperature and no sample was dissolved,
The magnet was pre shimmed before the experiment using a 600 µL water
sample. This indicates that an extra delay of at least 300 ms is required to
allow for the sample settling.
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Figure 4.5: Schematic showing the experimental set-up of the dissolution system. the
solvent is supplied to the system through a manual 3-way valve, it is pressurised with
5 psi of nitrogen gas and heated by being passed though the centre of a coaxial tube
containing hot oil. Pneumatically controlled valves (Takasago) are used to allow the
solvent to move to the sample space and then on to the waiting NMR tube.
A B
Proton linewidth post dissolution 1H Z-projection post dissolution
Figure 4.6: A: Graph showing the change in 1H linewidth as a function of time. The
linewidth is measured as the full width half maximum of the water peak. The sample
volume was 600 µL and the experiments were carried out at room temperature without
a solute. The linewidth changes due to the settling of the turbulent system. B: Z-
projection of protons during and post dissolution with no hyperpolarised sample present.
The experiment was carried out with a series of small flip angle pulses and the solvent was
at room temperature. The figure shows magnetization increasing as the solvent smends
more time in the high magnetic field. Bubbles and agregates can be seen to move out
of the sample. Data collected by A. Gaunt and B. McGeorge Henderson, the figure has
been reproduced from (114).
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Figure 4.7: The Figure shows how long it takes the system to cool down before and after a
dissolution is carried out. The arrow denoting position (1) shows the stable period which
would be used for polarising, the temperature is typically 1.8 k at this point. Position
(2) is the point of dissolution, the need to overpressure the cryostat causes rapid heating.
Position (3) shows the point at which the sample and wave guide are inserted.
The system is capable of doing multiple D-DNP experiments in one day due
to the relatively rapid recycle time, as demonstrated by Figure 4.7. The
figure shows how the temperature can be lowered fast enough to mean that
the a dissolution can be carried out and a new sample is ready to be polarised
within 60 minutes.
4.3 DNP experiments
Both solid state and liquid state experiments are presented in order to assess
the capabilities of the dual iso-centre magnet. Biologically relevant molecules
have also been tested to characterise potential metabolites for future imaging
experiments.
4.3.1 Solid state experiments
Before considering different metabolites the DNP system itself must be
tested. Initially, many of the experiments to test the repeatability of the
D-DNP system were carried out on [1-13C] sodium acetate due to the fact
that at 9.4 T the carbonyl 13C has a liquid state T1 of 22±2 s. Solid state
microwave sweeps and build up experiments were carried out to assess the
required microwave frequency and duration for polarisation of 13C.
The results of the build up experiments are shown in Figure 4.8, where
a microwave frequency sweep is also shown. This demonstrates that the
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Figure 4.8: Solid state polarisation experiments using [1-13C] sodium acetate. (A) Polari-
sation build-up curve of 13C labelled [1-13C] sodium acetate for varying levels of attenua-
tion. A higher voltage equates to a bigger attenuation. The curve shows that the fastest
build-ups are achieved for the lower attenuation however the highest final polarisation is
achieved for the 0.4 V and 0.6 V attenuation. This may well be partly due to microwave
heating. (B) Microwave sweep for [1-13C] sodium acetate. The double quantum transi-
tion gives the positive enhancement peak at 93.86 GHz and the zero quantum transition
give the negative enhancement at 93.935 GHz. This data was collected by A. Gaunt and
B. McGeorge Henderson and is also presented in (114).
Table 4.2: Solid state [1-13C] sodium acetate build up times for varying levels of microwave
attenuation.
Attenuation (V) Attenuation (dB) Build up time (min)
0.2 3 64
0.4 6 66
0.6 9 80
0.8 12 197
optimum frequency for the microwaves, to achieve a positive enhancement,
is at 93.86 GHz. The build-up curves were carried out at different microwave
powers in order to assess the effect on the build-up times. It was found that
the optimum build-up time, while retaining a high level of 13C polarisation
was achieved for an attenuation between 0.2 V and 0.6 V (approximately
-3 and -9 dB). Table 4.2 shows the various build up times for each of the
attenuation voltages. As a consequence of the solid state experiments, the
dissolution experiments presented are all carried out with 0.2 V attenuation
for the fastest build-up.
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4.3.2 Dissolution Experiments
After the dissolution, longitudinal relaxation is typically measured with a
train of small flip angle pulses and the T1 of the resonance line is extracted
by fitting an exponential. The equation that is used to fit the decay of the
hyper polarised signal in order to extract T1 is given by
S(t) = S0 exp
(−t
T1
)
cos (θ)(n−1) , (4.1)
where S0 is the initial signal, θ is the flip angle of the applied pulse and T1
is the longitudinal relaxation rate constant (117). The equation takes into
account the loss of longitudinal magnetisation due to the application of RF
pulses. For small flip angles (∼ 1o) and small values of n this factor becomes
close to 1 and therefore can be neglected so that only the exponential term
remains.
The enhancement is calculated by comparison of the first spectrum after
dissolution with an equivalent spectrum scan of the sample at thermal equi-
librium. It is important to consider the effect of the addition of noise if
multiple scans are required to obtain a thermally polarised spectrum. The
enhancement when comparing SNR is given by
εSNR =
SNRDNP
SNRtherm/√n
, (4.2)
where n is the number of averages used for the thermal acquisition.
1-13C Sodium Acetate
Sodium acetate plays an important role in controlling uptake of liquids in
the body as well as affecting metabolism and may be of interest in the
future for monitoring biological processes (118). It has a simple molecular
structure, good levels of polarisation enhancement and long T1 relaxation
times (118; 119).
Dissolution experiments were carried out on [1-13C] sodium acetate to test
the achievable enhancement. 20 µL of 1 M [1-13C] sodium acetate in 50:50
water/glycerol solution, with 15 mM trityl was polarised for 90 minutes with
a microwave attenuation of 0.2 V. This is, according to the build up curve,
approximately 80 percent of the achievable polarisation enhancement in the
solid state. The recorded spectrum and the relaxation curve is shown in
Figure 4.9. The spectral width is not wide enough to observe the methyl
group of the [1-13C] sodium acetate or the peaks that arise due to the natural
abundance 13C in glycerol.
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Figure 4.9: Dissolution DNP data for [1-13C] sodium acetate. (A) First peak in the DNP
decay curve. (B) Relaxation curve for [1-13C] sodium acetate polarised for 90 minutes.
(C) The inset figure shows the fitting of the decay curve to extract the T1 relaxation time.
Table 4.3: Table showing the maximum measured enhancement for various relevant
molecules as well as the T1 measured in the liquid state.
molecule Maximum enhancement T1 (s)
[1-13C] sodium acetate 4700 22±2
Glucose (2H) 5000 22±1
Aspartic acid 5500 4.9±0.5
[113C] pyruvic acid 7000 70±2
The measured T1 and polarisation enhancement is given in Table 4.3 along
with other biologically relevant molecules that have been tested.
The average enhancement achieved using the dual iso-centre system to po-
larise the carbonyl peak of labelled [1-13C] sodium acetate is 4700 with a
standard deviation of 400. The variation is observed over 8 different experi-
ments however there are many factors affecting the error in the measurement,
such as temperature, concentration and solvent volume. The results show
that high levels of polarisation are achieved consistently and that T1 infor-
mation can be efficiently extracted from the data which was measured to be
22 (at 9.4 T) at the post dissolution sample temperature.
Glucose
Glucose is a mono carbohydrate molecule that is made up of a chain of 6
carbon atoms and is present in many metabolic processes (120; 121). It
is readily transported across cell membranes by the GLUT1 and GLUT4
transporters which can be expressed in cells such as the Xenopus oocyte
(122; 123). Therefore, in terms of characterising potential metabolites for
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Table 4.4: Table showing the measured T1 of both deuterated and non-deuterated 13C
labelled glucose.
Glucose T1 (s)
Peak number Non-Deuterated Deuterated (s)
1 0.70±0.05 22.2±0.2
2 0.80 21.0
3,4 0.80 18.1
5 0.90 16.2
6,7,8 1.10 20.6
9 0.80 20.1
10 0.40 15.1
imaging of molecular transport and metabolism it is of great interest.
Two samples were made containing 1 M of both fully protonated and fully
deuterated glucose dissolved in a 50:50 water/glycerol solution. The sam-
ples were polarised for approximately 60 minutes at 3±1 K due to unusual
fluctuations in the temperature of the VTI. This was due to the OVC seal
being broken during maintenance to the cryostat prior to the experiments,
resulting in the vacuum being too weak to allow sub 2 K temperatures. As
a consequence the measured enhancement is lower than expected.
The spectra for the two experiments is presented in Figure 4.10 where the
position of nuclear spin in the molecule and the associated peak position is
given. The molecule is 13C labelled on all carbon sites in both cases. Due to
the very short T1 relaxation time of the non-deuterated glucose only a single
acquisition with a 90o pulse was acquired.
The T1 relaxation time constant was measured for each of the peaks and
presented in Table 4.4. The T1 of the fully deuterated molecule was ex-
tracted from the DNP decay curve shown in Figure 4.10 and calculated
by fitting Equation 4.1, whereas the T1 of the non-deuterated glucose was
measured using an inversion recovery experiment on the thermally polarised
sample.
The enhancement achieved on the peak with the longest relaxation time for
the fully deuterated glucose molecule is 5000. However, it is important to
remember that the polarisation was not optimised due to the build up time
being unknown and the temperature of the VTI being higher than normal.
The enhancement achieved for the non-dueterated glucose was not measured.
However it is promising that single excitation acquisition of a molecule with
such short T1 can be achieved and the result demonstrates the power and
capability of the dual iso-centre magnet system.
The high level of polarisation achieved for the deuterated glucose despite
sub-optimal conditions makes it an acceptable candidate for metabolism and
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Figure 4.10: D-DNP NMR results for deuterated and non-deuterated glucose. (A) Single
excitation acquisition of non-deuterated, fully 13C labelled glucose. The numbers relate
to the position of the carbon spin in the molecule shown at the top of the figure. Green
numbers are peaks from the α anomer of glucose, red numbers are from the β anomer of
glucose and purple numbers are peaks common to both anomers. (B) Relaxation decay
for deuterated glucose acquired with multiple small flip angle pulses in order to extract
the T1.
molecular transport experiments in biological systems (124).
Pyruvic acid
Pyruvic acid is a common metabolite in biological systems and is the molecule
of choice for in vivo hyper polarisation experiments (125). It has a favourable
long liquid state T1 and well a shielded carbonyl group that is relatively re-
laxation insensitive to field strength changes (126; 127). This means that
in the liquid state, it retains the polarisation even when moved though very
low fields . Pyruvic acid is preferentially taken up and metabolised by can-
cerous cells in an anaerobic pathway to lactate. This makes the molecule
iontersting for cancer diagnostics. It is the primary choice for use with the
standalone clinical polariser system, the GE SpinLab, designed for in vivo
human experiments (128; 129).
Pyruvic acid is transported across the cell membrane by the MCT (Mono-
carboxylate) transporter (130). This could provide a potential model for
observation of molecular transport as the pyruvic acid molecule has a long
T1 without the need for deuteration.
An experiment was carried out to measure the enhancement and T1 relaxation
time of the pyruvic acid in the dual iso-centre magnet system. The DNP
relaxation decay curves were collected using the same pulse sequence as that
for the glucose and [1-13C] sodium acetate and the results are shown in
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Figure 4.11: Dissolution DNP decay curve for pyruvic acid measured with a train of < 1o
pulses. The schematic on the right shows the position of the spin label in the pyruvic acid
molecule. The T1 was measured from the decay curve to be 70 s.
Figure 4.12: Fit of the T1 decay of hyper polarised pyruvic acid.
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Figure 4.11. The peak shows the hyper polarised signal from the [1-13C]
pyruvic acid where the position of the label is shown by the red dot.
The sample was pure pyruvic acid and 15 mM of the trityl radical. No glass-
ing agent was required as pyruvic acid is self glassing (131; 111). This is a
further reason as to why it has become the main focus of in vivo experiments
as there is no concern over the effect of the glassing agent on the subject.
The polarisation was carried out at approximately 1.6 k however small fluc-
tuations in the temperature meant that it was as low as 1.4 k at points.
The total polarisation time was 150 minutes at low temperature, however
the microwaves were activated as soon as the sample was in the polarising
position (from approximately 100 K).
The fit of the exponential decay to calculate the T1 is shown in Figure 4.12
and was calculated to be 69 s.
The long T1 of pyruvic acid means that it is ideal for imaging metabolic
processes. However, the T1 observed in the above experiment is for pyruvic
acid where there are very few paramagnetic relaxation agents present. When
placed in oxygenated blood Marco-Rius et al. (127) have observed T1’s on
the order of 45 seconds. Therefore it can be expected that the T1 of the
pyruvic acid would likely fall to levels comparable to that shown in (127) when
taken up by a small biological object such as the Xenopus oocyte.
N-Acetyl-L-Aspartic Acid
N-Acetyl-L-Aspartic acid (NAA) is the second most abundant, naturally oc-
curring molecule in the human brain and acts as a neuronal osmolyte (132).
It is key to aiding diffusion of liquid and controlling fluid balance in the brain
and also plays a part in myelin synthesis. The levels of NAA in the brain
have been measured by MRI and are shown to vary due to the effect of dis-
eases such as Alzheimer’s and brain injuries or strokes. The molecule has six
carbon sites and therefore gives interesting structure to the spectra to allow
assessment of the enhancement (133; 134; 135).
For a D-DNP NMR experiment a sample containing 1 M NAA in a 50:50
water/glycerol solution was used and 15 mM of trityl radical was added to
this. The sample was polarised at 1.7 k for 150 minutes and this was done
on the assumption that the 13C build up is similar to that of [1-13C] sodium
acetate. The temperature of the cryostat remained stable for the duration
of the polarisation (within ±1o). After the dissolution the NAA concentra-
tion in the dissolved sample was 3 mM and the glycerol concentration is
estimated to be 10 mM. Only natural abundance 13C was detected in this
experiment.
The experiment consisted of a single 90o pulse and the full amount of hyper
polarised signal was collected in a single shot. Proton decoupling in the form
of a Waltz-16 decoupling sequence was applied. The data was acquired with
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Table 4.5: SNR, polarisation enhancement and T1 values for each of the NAA peaks
shown in Figure 4.13. The highest enhancement is not attributed to the longest T1 and
the smallest enhancement is not related to the shortest T1.
Peak SNR enhancement T1 (s)
1,2 9.44× 104 5500 4.9
3 2.35× 104 2000 5.1
4 3.43× 104 3000 0.8
5 3.05× 104 2800 0.5
6 0.16× 104 200 2.2
Glycerol (peak 2) 61.73× 104 12000 -
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Figure 4.13: Single shot (90o pulse) acquisition of N-acetyl-L-aspartic acid (NAA). The
peaks pertaining to the NAA are labelled with blue numbers. The unnumbered peaks
arise form natural abundance 13C glycerol and the peaks numbered in red are from the
trace amounts of ethanol that were present due to contamination. The data was collected
by A. Gaunt and B. McGeorge Henderson.
a Bruker-BBO probe on the broadband channel rather than the specific 13C
channel due to the proximity of the broadband coil to the sample in order
ensure maximum sensitivity. The acquired natural abundance 13C spectrum
is shown in Figure 4.13.
The spectrum shown in Figure 4.13 shows the hyper polarised signal from
NAA and glycerol. There are two further peaks present which were initially
unaccounted for, however it was realised that these peaks are due to trace
amounts of ethanol deposited while cleaning the syringe used to insert the
sample into the sample cup. It is estimated from the spectrum that the
concentration of the ethanol is approximately 0.7 mM in the dissolved solu-
tion.
A comparison between the hyper-polarised spectrum and a thermally po-
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Figure 4.14: Comparison between single shot hyper polarised NAA and thermally polarised
acquisition. Both were acquired using 90 degree pulses. After 1536 averages only one of
the NAA peaks and the glycerol peaks are visible with the glycerol showing an SNR of
300.
Table 4.6: The number of spins in the system for the spectrum shown in Figure 4.13 and
the average SNR achieved due to hyper polarisation.
Molecule N-spins ¯SNR
NAA 1.3× 1016 3.68× 104
Glycerol 3.9× 1016 8.42× 104
Ethanol 0.3× 1016 0.17× 104
larised signal is shown in Figure 4.14. The thermal acquisition consisted of
1536 averages and the pulse sequence parameters used are the same as those
used to acquire the hyper polarised spectrum. The repetition time between
averages was 50 s in order to ensure the spins system had fully returned to
equilibrium. The enhancement for each of the peaks was calculated, where
the maximum enhancement for the NAA was found to be 5500. The full
list of enhancements is given, along the the T1 values, in Table 4.5. The T1
was measured by an inversion recovery experiment on a high concentration
sample of NAA, it is assumed that the dilution factor of approximately 30
means the relaxation effect of the trityl is negligible (136; 137). It is clear
from the table that there is no linear relationship between T1 of the nuclear
spin and the achieved enhancement.
The relationship between the number of spins being measured and the av-
erage SNR achieved for each of the three molecules in the hyper-polarised
spectrum is plotted in Figure 4.15 and the data is presented numerically in
Table 4.6. The average SNR was calculated by finding the SNR for each
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Figure 4.15: The Average SNR for the NAA, Glycerol and Ethanol plotted against the
predicted number of natural abundance 13C spins in the dissolved sample. The linear fit
gives a gradient of 2.2× 10−12 has an R-square value of 0.97.
of the peaks and taking an average. There is a linear relationship between
the average SNR and the number of spins, which in a thermally polarised
system is to be expected. However, in a hyper-polarised system the amount
of enhancement achieved for a given molecule is highly dependent upon the
local environment and structure.
The gradient of the linear fit shown in Figure 4.15 gives the SNR per number
of spins, which is shown to be 2.2×10−12. Given that in order to distinguish
signal from noise an SNR of three is required as a minimum, this value
can be used to estimate the limit of detection given the presented level of
polarisation. To achieve an SNR of three, 1.3×1012 spins are required given
the enhancement achieved. This equates to a concentration in the 600 µL
post dissolution sample of 0.35 µM of 13C-NAA.
4.4 Discussion
The initial experiments carried out with [1-13C] sodium acetate in the solid
state to measure the DNP frequency sweep and the build up curve display an
interesting characteristic that occurs when the microwave power is adjusted.
It appears that the maximum polarisation is achieved, and with an equally fast
(if not marginally faster) build up time when the microwave is not operating
at full power. The cause of this effect could be related to the sample itself as
the build up time and total polarisation is dependent on the sample forming
an amorphous solid when it is flash frozen before insertion into the VTI
(113).
It is clear that the power of the microwaves has an affect on the system
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however, it is not proven as to wether the polarisation transfer is affected
as a direct consequence of the microwave power or if it is affected due to
heating caused by the microwaves. Batel et al. (138) have demonstrated
that when a resonant cavity is used the temperature of the cavity increases
by 0.2 K for a microwave power increase of 160 mW (from 20 mW to 180
mW) (138). In a stand alone polariser this heating may be more efficiently
reduced as often a container (oversized cavity) is sat in a bath of liquid He.
Whereas in an open bore, flow cryostat the small amounts of liquid He used
may be less effective in dissipating the heat energy (139).
It is not clear in these experiments or in those presented in (138) weather
the sample is heated by the microwave directly or if there is a heating effect
on the surrounding metal (the copper ring in the sample cup) which raises
the sample temperature. At the very low temperatures used here it is not
known what the dielectric properties of the sample are and therefore it is
difficult to predict the microwave penetration and absorption by the sample
lattice. A reflection measurement of the microwaves during the polarisation
showed that the reflected power was less than 40 percent of the input power
at 180 mW, therefore the sample is absorbing or transmitting at least 60
percent of the microwaves that arrive at its surface. The very fact that a
polarisation enhancement is measured when the microwaves shine on the
sample suggests that the microwaves must penetrate and interact with the
sample lattice. The fact that levels of polarisation enhancement do not
match those presented by Ardenkjaer-Larsen et al. (140) shows that the
system is not as efficient as those which incorporate a microwave container
and shows the strong temperature dependence of the DNP process in this
critical regime.
The liquid state experiments showed that [1-13C] sodium acetate, deuterated
glucose and pyruvic acid all display good enhancement and a long enough
T1 relaxation time to be used as markers (for micro-NMR/MRI) in a biolog-
ical system such as an oocyte. However the T1 for non-deuterated glucose
and aspartic acid means the polarisation decays too rapidly to be used in
monitoring of metabolism. The fact that deuteration is required to provide
the long lifetime of glucose could compromise the natural uptake, however
this kind of experiment has been tested by Jeong et al.(124) and shown to
provide promising insight into glucose metabolism.
The quoted polarisation enhancement for all molecules except NAA is achieved
after only approximately 80% of the build up time, therefore it is likely that
slightly higher values can be achieved through polarising for longer. Higher
polarisation could also be achieved through introduction of a cavity (instead
of the copper ring) to contain the microwaves in the VTI. Batel et al.(138)
have demonstrated that a ”resonant microwave structure”, where oversized
multi-mode cavities are used, allows for a more efficient polarisation through
concentration of the magnetic field of the microwaves in the sample vol-
ume.
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4.5 Conclusions
This chapter explained the experimental set-up based on a Dual iso-centre
dissolution DNP magnet and shows some possible reasons as to why the
enhancement achieved may not match the values found by other, standalone,
polarisers. The pitfalls involved in using a shuttling system and an open bore
cryostat are discussed and the dissolution process is described in detail.
Data from both solid and liquid state DNP experiments is presented on [1-
13C] sodium acetate, which was collected to assess the performance of the
DNP experiment. Further experiments were carried out on glucose, aspar-
tic acid and pyruvic acid. It was found that the T1 of the non-deuterated
glucose and the NAA were both to short to be considered for use in moni-
toring biological systems. However, the short relaxation times demonstrated
the advantages of using the dual iso-centre system. In a stand-alone po-
lariser system the measured liquid state enhancement on these molecules
would negligible due to the time required to transfer the liquid sample be-
tween magnets. The results also suggest that deuterated glucose or pyruvic
acid would be suitable molecules to polarise for monitoring biological pro-
cesses.
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Chapter 5
Rapid Acquisition for MR
Microscopy
5.1 Introduction
Hyper polarised signals have a lifetime limited by their T1 relaxation time
constant. Therefore it is imperative that the signal be acquired in the shortest
time frame possible to maximise the observed signal enhancement. Some
common techniques for accelerating MRI acquisition beyond the Nyquist
limit are discussed in this chapter. One current method for accelerated image
acquisition in MRI, to allow the artefact free, under-sampling of k-space is
Sensitivity Encoding (or SENSE) (141). The flexibility and versatility of
SENSE will be explained and demonstrated. Work that allowed important
decisions to be made relating to the direction of the design of the micro-
imaging probe-head will be presented, along with results from simulations of
under-sampling and reconstruction to verify the validity of the technique for
micro imaging.
It is also important to understand the limitations on achievable resolution due
to the capabilities of the spectrometer along with the limitations imposed
by the properties of a typical sample to be imaged. This is an important
consideration as if the resolution limits due to the gradient strength of the
sample properties are higher than the desired resolution, further development
of an imaging probe-head is rendered meaningless. The effect of the coil
sensitivity on and the limit of detection on the resolution are not considered
at this point, only the final resolution limit is considered to ensure that
imaging with a micron scale resolution is possible.
The aim of this chapter is to show that micro-imaging will work with rapid
acquisition techniques and to allow decisions to be made on appropriate
coil array configurations in order to achieve micro-imaging of small hyper-
polarised samples.
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5.2 Rapid Acquisition Methods
Due to the nature of collecting images in magnetic resonance, each frequency
encoding line of k-space requires a given amount of time in order to allow
the magnetisation to evolve in the presence of a gradient. If imaging is
to be applied effectively to hyper-polarised samples with a limited lifetime,
then the amount of lines of k-space required needs to be minimized. By
sampling fewer lines of k-space it is possible to accelerate the acquisition of
the data with a small cost to the final SNR (10), which should be offset
by the signal enhancement from DNP (7). With specific hardware in place
(i.e. a coil array) it is possible to reconstruct artefact free images from an
under-sampled k-space.
Rapid acquisition techniques have been implemented on macro scale image
acquisition sequences in both clinical and preclinical setting for many years
(142; 143). Currently Compress Sensing is being implemented, sometimes
in conjunction with SENSE or Grappa as these are routine for clinical scan-
ners, in order to obtain rapid image acquisition of hyper-polarised pyruvate
metabolism in prostate cancer (144; 145). As explained by Webb et. al.
parallel imaging is typically carried out at field strengths found in clinical
scanners (146). This is partly due to the patient lead nature of the research
and partly due to the complexity involved with decoupling multiple coils at
high frequency. Webb showed how a linear array of volume coils can be used
to collect micro-scale images of the entire length of a rat tail at 14 T, using
multiple coils to allow reduced imaging time and increased sensitivity (146).
It is hoped that similar principles can be built upon to optimise the rapid
image acquisition of hyper polarised samples on a micro-scale.
In this section, a brief review of possible schemes for accelerated or parallel
MR image acquisition are presented before a detailed description of SENSE
is given.
5.2.1 PILS
Partially Parallel Imaging with Localised Sensitivities (PILS) is one of the
original forms of under-sampled image acquisition (147). It is based upon
using the well defined sensitivity of a linear receiver array, placed along the
phase encoding direction, to allow under-sampled images to be reconstructed.
The caveat of this method is that the under-sampling must be also along
the phase encoding direction. The technique can be applied to most pulse
sequences but the reconstruction will only work when the direction of under-
sampling is in the same direction as the coil array.
Image reconstruction is carried out by direct comparison of the coil sen-
sitivities with the reconstructed image. Due to the under-sampling along
the phase encoding direction, there are periodically repeating ”sub-images”
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(repetitions or segments of the true image due to not reaching the Nyquist
sampling rate (148)) formed when the whole Field of View (FOV) is recon-
structed (147). If the condition that states that the FOV must be larger
than the finite sensitivity region of each of the individual coils, is met then
the sub-images are separated from each other and do not overlap (4). The
information of the true position of the sub-images is not retained in the
initial reconstruction of the under-sampled k-space, so the position of the
individual receiver coils is used to provide the missing spatial encoding and
recombine the sub-images.
Due to the need for separated sensitivity profiles of each of the coils, com-
bined with the fact that PILS is only applicable for specific FOV sizes and
when the phase encoding is aligned along the direction of the coil array
(4; 147). PILS is restricted in its imaging capabilities and also limits the
shape of the receiver array. Therefore, due to the many limitations and con-
straints placed upon the design of a receiver array for the dual iso-centre
magnet, it is not versatile or flexible enough to be considered for use.
5.2.2 Compress Sensing
Compress Sensing (CS) was originally employed as a way of compressing im-
ages for data storage (149) and is not a technique that affects the hardware
particularly. However, it is worth mentioning in this chapter as it is a bur-
geoning technique in the world of rapid MR-image acquisition. Unlike many
other rapid acquisition methods, CS does not rely on any extra spatial encod-
ing step to reconstruct under-sampled images, but in fact uses the inherent
sparsity of images to allow under-sampling with artefact free reconstruction
(150).
The requirement for a good reconstruction using CS is that the data is not
uniformly under-sampled as this makes it impossible to distinguish between
signal and noise (151). By under-sampling randomly, it is possible to avoid
the aliasing and spatial information is retained, as shown in Figure 5.1. By
(pseudo) randomly under-sampling, the problem of reconstruction is con-
verted from an ill-conditioned problem (as is the case for parallel imaging)
into a sparse signal de-noising problem. The assumption is that in a given
transform space, such as the image domain, Fourier space or discreet wavelet
space, any MR image data will be a sparse matrix (143).
It is possible that this method could be combined with another, rapid ac-
quisition technique, such as sensitivity encoding (152), to further reduce the
scan time. This has been demonstrated by Gong et al in their implementa-
tion of PROMISE, an acquisition scheme to combine parallel imaging with
CS (153).
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Figure 5.1: The top of the figure shows a simulated, fully encoded FID signal (with a very
long decay constant) with the fully encoded spectrum directly below. Bottom left shows
how a uniform under-sampling requires further spatial information for reconstruction of
the correct spectral positions. Bottom right shows how spatial information is still retained
with random under-sampling. (143)
5.2.3 Sensitivity Encoding (SENSE)
Sensitivity Encoding or SENSE was developed by Pruessmann et al. (141)
in order to reduce the time that a patient was kept in an MRI scanner,
as lengthy scans can become uncomfortable (10). It also opened up an
opportunity to image regions of interest with a periodic motion, such as the
heart. As the rapid acquisition can be gated to trigger between heart beats
(154; 155).
SENSE works in a similar way to PILS, however, it has more flexibility in terms
of the position of the receiver coils and the direction of the under-sampling
(4). This need for flexibility can be somewhat overlooked when designing
hardware for macroscopic imaging and working at fields used for clinical MRI
because the receivers are large and easy to work. Large receiver coils are more
forgiving when inserting decoupling elements due to the physical dimensions
of the receivers and the operational frequencies involved. For microscopy,
small detectors are required which limits the design and shape of the array
coil.
SENSE allows an acceleration factor as high as the number of separate re-
ceiver coils, where acceleration factor (R) is defined as the number of consec-
utive lines of k-space missed between acquired lines. If R is greater than the
number of receivers (Nc) the Nyquist sampling condition is not met and the
image will not have sufficient spatial encoding to be reconstructed artefact
free (141).
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Figure 5.2: Top:Fully phase encoded k-space (top) with its Fourier transform to an artefact
free image. Bottom: A partially encoded image (bottom) leads to overlapping of the signal
in the Fourier transformed image space.
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Figure 5.3: SENSE reconstruction with four receiver coils (N1 to N4) and an acceleration
factor of R = 4. This demonstrates how the folded pixel vector is constructed and how the
reconstruction is carried out by using the multiple receivers to solve a set of simultaneous
equations.
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Figure 5.4: Figure showing how the sensitivity matrix for unfolding the pixel at position
x in an image (denoted as position one in the figure) is constructed from the sensitivity
maps for each of the coils in the array. The example is based on a 2 coil array with an
acceleration factor of 2.
The SENSE reconstruction, which is illustrated in Figure 5.3, requires prior
knowledge of the coil sensitivities in the form of a sensitivity map for each
of the coils which allows the construction of an unfolding matrix (U),
U = (CHψ−1C)−1CHψ−1, (5.1)
where ψ is the noise correlation matrix and C is the sensitivity matrix, H
denotes the conjugate transpose. C is a Nc × R (Nc being the number of
coils) matrix corresponding to the coil sensitivity for each receiver (k) at a
given pixel position.
As an example, suppose that the acceleration factor is two and there are two
coils. In order to unfold a given pixel at position x the sensitivity matrix
must be built by taking the value from a sensitivity map for each of the
receiver coils at that pixel position and also the value at the corresponding
overlap position ∆x (determined by R). The sensitivity matrix can be written
as
Ck,l = sk(rl), (5.2)
where k is the reviver and l goes from 1 to R. The right had side of the
equation represents the spatial sensitivity of coil k at a given position for both
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the original and overlapped pixel positions (given by rl). The construction of
the sensitivity matrix is explained visually within Figure 5.4. Here an example
of a sensitivity matrix required for unfolding an overlapped pixel in an image
with an R = 2 acceleration is given. The example assumes that the receiver
array consisting of two separate coils.
In an imaging experiment where under-sampling is carried out along the y
direction, and the sensitivity maps of the coils are known, the received signal
I at image location (x, y) from the kth receiver coil (for R = 2) is given
by
Ik(x, y) = Ck(x, y1)ρ(x, y1) + Ck(x, y + ∆y)ρ(x, y + ∆y), (5.3)
where ρ is the unfolded pixel value. For an entire image Equation 5.3 can
be generalised to cater for any value of R, which is written as
Ik = Σ
R
l=1Ckρl. (5.4)
The number of unknowns in the above equation means that the problem is
still ill-posed and therefore a further generalisation is carried out to include
the contributions from all of the (Nc) receiver coil, and the linear equations
can be combined in matrix form to give the SENSE equation:
~I = Cˆ · ~ρ, (5.5)
where ~I is the a vector containing the overlapped pixel value from each
of the receiver coils. Cˆ is the sensitivity matrix containing the sensitivity
value of each coil at the specified superimposed position and ~ρ is a vector
that contains the unfolded pixel values (141). To generate an artefact free
image, the inverse of the sensitivity matrix must be applied to ~I for each
pixel in the image:
~ρ = (CHΨ−1C)−1CHΨ−1 · ~I, (5.6)
where Ψ is an Nc × Nc noise correlation matrix which describes the noise
level on each of the receivers and the crosstalk between them. If the coils
are coupled through mutual inductance there will be a high level of noise
correlation which then needs to be accounted for in order to limit SNR loss
in the reconstruction. For simplicity this can be set to the identity matrix at
a slight cost to the final SNR (141). For the purposes of simulations there
is no crosstalk between the coils and the receivers are noise free so there is
no detrimental effect from negating Ψ. The inverse of the sensitivity and
the noise correlation matrix shown in Equation 5.6 can be simplified into the
unfolding matrix U and the equation can now be expressed as
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~ρ = U · ~I, (5.7)
where U is the unfolding matrix presented in Equation 5.1. The unfolding
process and the construction of the vectors is demonstrated schematically in
Figure 5.3.
There are two different methods that are often used to build the sensitivity
matrix. The first and simplest is to collect low resolution images that are fully
encoded for each coil (141; 4). Using low resolution images means that the
imaging time is short due to only the low frequency regions of k-space being
needed. These images can be combined, typically using a sum of the squares
reconstruction, to produce an image that is equivalent to one using a single
”body” coil. Each of the individual coil images is divided by this ”sum of the
squares image” to generate the sensitivity map for each coil. The sensitivity
maps is then used to construct the sensitivity matrix C as demonstrated by
Figure 5.4. On clinical MRI scanners there is often a ”body” coil available
so this may be used instead of a sum of the squares image (10).
A more elegant, although slightly more complicated method, involves col-
lecting some consecutive lines of the central k-space region during the ac-
celerated acquisition (147). This is then used to generate the low resolution
images which then can be combined to generate the sensitivity maps. This
method can be advantageous for reducing the effect of motion artefacts,
however, it requires more lines of k-space so acquisition time is longer. It
also can lead to a poor reconstruction if the resolution of images is very low
(147; 156).
5.3 SENSE simulations
It is important to understand how the coil array and the direction of under-
sampling will effect the image reconstruction. Therefore, simulations have
been constructed to understand better the reconstruction process and to aid
with the development of a probe-head that is capable of micro-imaging with
a hyper-polarised sample.
Under-sampled images of the Shepp-Logan head phantom (Mathworks) are
generated for a given number of receivers that have a sensitivity weighting
based on a specified coil size and position, relative to the centre of the FOV.
An under-sampled image is generated for each receiver in the simulation and
then the under-sampled image is given a weighting based on the sensitive
profile that a surface coil would have if it was placed at the edge of the
FOV. Multiple dimensions and position of receiver were tested and the field
maps were created using a Biot Savart simulation in Matlab. Sensitivity
maps for each of the receivers are constructed through applying the same
weighting to the original full FOV images which are then applied within the
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Figure 5.5: Left: under-sampled image from two receiver coils with an acceleration factor
of 2. Middle: Sensitivity maps for each of the two coils in the array. Right: The artefact
free, fully reconstructed image of the modified Shepp-Logan phantom (Mathworks Co.).
SENSE algorithm as shown in Equation 5.5 to separate the overlapped pixels.
Figure 5.5 shows how aliased images are reconstructed into an artefact free,
fully encoded image.
The sensitivity maps are generated using the Biot-Savart law to determine
the field map of each of the coils in the array. This is equivalent to the
sensitivity of the coil as the sensitivity in NMR is directly proportional to the
field produced by the receiver coil.
5.3.1 Geometry Factor
In order to assess the array coils propensity for spatial encoding and recon-
struction a measure of how well the image is reconstructed is required. The
SENSE reconstruction matrix is rarely unitary as is the case for the matrix
representation of the FFT used in fully encoded reconstruction, therefore in
SENSE the noise will vary across the pixels with noise correlation between
the pixels that is partly based on the noise correlation between the coils. A
measure of the goodness of reconstruction is called the g-factor (g), known
as such due to the relation to the geometry of the array coil (157; 158). The
g-factor is described by
g =
√[
(CHΨ−1C)−1
]
(CHΨ−1C) ≥ 1. (5.8)
Ψ is an Nc x Nc receiver noise matrix, which has been set as the iden-
tity matrix as it is assumed there is a good level of decoupling between the
receivers. In a physical system the noise correlation matrix would not be
identity. The diagonal terms represent the noise variance of a single array
element and the off diagonal terms pertain to cross-correlated noise between
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Figure 5.6: g-factor map for the two coil reconstruction shown in Figure 5.5, where R is
equal to 2.
array elements (141). The g-factor is always greater than one and is a quan-
tification of the noise magnification and goodness of spatial reconstruction
(141; 10; 156).
g-factor is a better representation of noise and reconstruction power than
SNR as it shows how well each pixel in the image has been reproduced and
sheds light on the number of aliased replicates at each pixel position given
the associated coil sensitivities (hence why the sensitivity matrix is required).
Therefore in a real world system the g-factor depends on coil loading, the
position and number of coils in the array, the direction of under-sampling as
well as the plane of imaging and finally the location of the pixel in the image.
In order to assess how well a coil configuration operates, the reconstructed
image and the g-factor will be examined.
5.3.2 SNR in SENSE
The SNR achievable is governed by the acceleration applied to the imaging
sequence and the g-factor, with a better level of spatial encoding leading to
a better final SNR. The SNR from a sensitivity encoded image is given by
the SNR of a fully encoded image divided by the g-factor and the square
root of the acceleration factor (141),
SNRSENSE =
SNRFull
g
√
R
. (5.9)
However, for the purposes of examining the goodness of the reconstruction
in terms of an optimum coil array, it is more convenient to consider g-factor
maps such as the one shown in Figure 5.6. This allows easy comparisons
between coil array configurations.
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Figure 5.7: Schematic of the positions of the four orthogonal coils about the FOV. The
FOV is a 1.1 mm square, with four 0.6 mm OD coils placed around the edges (shown as
red blocks). The distance between the coil and the centre of the FOV is 0.7 mm.
5.3.3 Results
The effect of increasing the acceleration factor on a 4 channel receiver array,
demonstrated in Figure 5.7 where the coils are positioned at 90o intervals
around the FOV, is shown in g-factor maps in Figure 5.8. The receiver coil
diameter is 600 µm, the FOV is a 1.1 mm square and the distance between
the coil centre to the centre of the FOV is 700 µm. These dimensions
were chosen to match the approximate dimensions of a system designed for
imaging large biological single cells such as that developed by Webb et al.
for imaging of the Xenopus Laevis Oocyte (159).
Table 5.1: Mean and variance of the g-factor over the region of interest in the FOV
for different acceleration factors. The reconstruction for SENSE factor of 5 contained
artefacts.
SENSE Factor Mean g-factor g-factor variance
1 1.00 0.000
2 1.05 0.002
3 1.45 0.067
4 3.13 3.021
5 6.70 19.265
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Figure 5.8: g-factor maps for varying acceleration factors from 4 orthogonal receivers.
acceleration factors vary from R= 1 in the top left of the figure to R= 5, in the lower
right corner. The image for R= 5 was reconstructed with artefacts as the acceleration
factor is higher than the number of coils.
Figure 5.9: Effect of having a 2-coil linear array with coil OD of 600µm, FOV length is 1.1
mm and the radius from the centre of the FOV to the centre of the coils is 700µm. Left:
g-factor map for reconstruction with linear array. Middle: Ratio of the original image and
the reconstruction showing the netter reconstruction on the side of the coil array. Right:
Sum of the field maps for each of the elements in the coil array.
From examination of Figure 5.8 and Table 5.1 it is clear that as the rate of
under-sampling increases, the g-factor also increases; increasing dramatically
once the number of coils matches the rate of under-sampling. Typically a g-
factor variance is a good indicator as to the goodness of the reconstruction as
a large change in g-factor will indicate a region of poor quality reconstruction
in the image. A g-factor variance less than 10 will usually indicate that the
reconstruction is acceptable and less than 1 is that there are minimal areas
of poor reconstruction.
In contrast to an array of coils placed around the sample (155), if a linear
array is used with overlapping coils, as is often the case in many MRI studies
of the spine, it is clear that for a 2 element coil array with an acceleration
factor of 2, the reconstruction is limited by the coils separate sensitive regions
(158; 160). This is evident when considering that the average g-factor is 23
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with a variance of 260 in the g-factor map for the linear array (where the B1
fields from each of the coils significantly overlap and have a similar receiver
phase), shown in Figure 5.9.
The reconstruction is dramatically affected by the over-encoding of one side
of the image. In a non-ideal, real world system, the reconstruction is also
susceptible to artefacts from cross talk noise between the array elements
which would be increased in the linear array due to the angle and proximity
of receiver elements (161). The g-factor map for the linear array in Figure 5.9
shows how only one side of the image is being spatially encoded to a rea-
sonable degree of accuracy. Counter intuitively the g-factor is not only high
(although not as high) on the side of the FOV where no receivers are placed
but also on the side of the receiver. This is due to the fact that it is difficult to
distinguish between the individual sensitivity maps due to the close proximity
of the receivers. This is demonstrated by the plot of the summed magnetic
fields (shown on the right hand side of Figure 5.9). A good and reliable
reconstruction requires that the coils in the array have well defined, separate
sensitive regions, that do not overlap significantly (141; 4; 155).
By considering a 2-element array in a similar manner to the original investi-
gation into SENSE carried out by Pruessmann et al. (141) and changing the
angle between array elements, it is possible to see how the reconstruction is
affected. Figure 5.10 shows how changing this angle affects the ability of
the individual elements to encode the image, with g-factor maps and sen-
sitivity maps highlighting how the image is encoded by the position of the
coils shown in Figure 5.11. The optimum configuration, for two coils with an
acceleration direction along the y axis, is to place the coils in an orthogonal
configuration about the FOV. Figure 5.10 shows how the g-factor varies with
angle between two coil. The minima in the data occur at the points where
the angle between the two array elements is 90o.
The effect on the reconstruction due to the direction of under-sampling
relative to the position of the receivers is shown in Figure 5.11. Two receiver
coils positioned parallel to each other about the FOV are used. The results
(in combination with the results presented in Figure 5.10) suggest that the
direction of under-sampling (for a Cartesian sampling of the k-space) plays
an important role in the quality of the reconstruction when the coils are
placed opposite each other and appears not to have an effect when the
array elements are arranged orthogonally. The reconstruction achieves the
same g-factor values as orthogonally placed coil array elements only when
the direction of under-sampling is 90o to the parallel coils.
The direction of under-sampling has such a pronounced effect for two parallel
coils placed about the FOV when the direction of under-sampling is in line
with the coils because the central lines of k-space have little difference in
sensitivity in each of the individual coil images. In contrast, when the under-
sampling is orthogonal to the coils, every sampled line in k-space will bisect
some part of the high sensitivity regions from each coil array element. In
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Figure 5.10: g-factor as a function of angle between the two coils in the array. The
errorbars represent the variance across the ROI. Minima occur when the coils are place
orthogonally to each other about the FOV.
Figure 5.11: g-factor maps for varying angles between coils (top line) and the correspond-
ing sensitivity maps for the coils below. The figure demonstrates how coil position affects
the image reconstruction.
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Figure 5.12: g-factor maps for reconstructed images where coils 180o apart were place
parallel and orthogonal to the direction of under-sampling. The average g-factor is ap-
proximately 3 times larger when the under-sampling is in line with the coils.
this case the achievable reconstruction is comparable to the orthogonal coil
arrangement as shown in Figure 5.11. However for the purposes of defining
an efficient probe-head design, 2 orthogonal coils are more flexible and have
favourable electronic properties.
5.4 Discussion and Conclusions
PILS does not provide the versatility required for micro imaging, as the
separation between the coils needed means that it increases the smallest
possible FOV size. PILS provides fewer challenges electronically compared
to SENSE, however it is limited with the direction of under-sampling (with
respect to the receiver) as it requires a linear coil array. Therefore it is
considered to be less effective for rapid micro-imaging than the more flexible
SENSE.
SENSE, like most other under-sampling techniques is limited in its acceler-
ation factor by the number of elements in the coil array and the final SNR
is determined partly by this. Motion of the sample has a negative effect on
the reconstruction as this not only makes the localisation difficult, but can
also have an effect on the sensitivity of the coils. Motion artefacts in MR
microscopy may be caused by either diffusive processes or vibration due to
rapid switching of large gradients. However, these effects also cause artefacts
in fully encoded images. It is possible to reduce the effect of such artefacts
by using auto-calibration methods.
The results of the simulations show that the SENSE technique is suitable for
micro-imaging as images with millimetre scale FOV’s can be reconstructed.
This is improved with coils that are smaller than the FOV placed around its
edges. Therefore, limiting physically the amount the sensitive region of each
detector overlaps. The data also shows that the optimum configuration for a
coil array is 4 elements (that are smaller than the FOV width) placed at 90o
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intervals around the FOV, this provides the best reconstruction. However,
limitations on space and number of spectrometer channels available means
that this is not possible if there is to be a separate transmit channel. There-
fore it was determined that the next best situation is to have two coils placed
orthogonally to each other. This may result in some darker patches towards
one corner of the image, however it allows the best quality reconstruction,
as seen from the g-factor maps.
Parallel coils provide a good image overall and are nearly as good as orthog-
onal ones as long as the direction of under-sampling is not parallel to the
coils. For this reason, it is better for imaging flexibility to have orthogonal
coils.
What is not clear from the simulations or even considered at this point is
how the phase change due to diffusion in the presence of the gradient, as
given by Equation 2.57 will limit the reconstruction, as the received signal
phase contributes to the reconstruction.
In conclusion it has been shown that the SENSE reconstruction will work
effectively with only 2 coils in the receiver array. It has been shown that for
a good reconstruction the coils need to be smaller than the FOV in order to
limit the overlap between the sensitive regions of the receiver coils. It was
also demonstrated that SENSE will allow images to be reconstructed that
have an FOV size on the order of 1 mm. Finally, the results support the
idea that the most flexible and achievable compromise for a coil array to be
used with the dual iso-centre magnet is to have two coils that are placed 90o
apart about the FOV.
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Chapter 6
2 Channel Proton
Probe-Head
6.1 Introduction
The design and building of novel hardware for NMR microscopy poses many
challenges, especially when it is necessary to perform sub Nyquist sampling of
the data. Aspects involved in the construction of any NMR probe along with
complications faced when constructing an array of small coils are presented
in this chapter.
In this chapter the first generation of the micro imaging probe-head for
SENSE imaging is presented along with the problems that have been over-
come to allow the high level of sensitivity required for each of the coils.
This has been designed to allow rapid acquisition of millimetre scale FOV
sizes and pixel resolution of tens of microns. The overall goal is to be able
to image large single cells, such as the Xenopus Oocyte and eventually use
hyper-polarised metabolites to image active transport without the need for
bulky green fluorescing proteins attached to the metabolite in question. The
Oocytes are large compared to normal single cells however are still small
enough to pose a significant challenge for MRI as they are approximately
1mm in diameter. In order do distinguish features such as the animal and
vegital hemisphere and the cell nucleus, pixel sizes on the order of 10’s of
µm will be required.
In section 6.2 the principles behind the sensitivity of a receiver coil in NMR
is presented along with how the coil resistance is affected by frequency and
how this affects the performance. section 6.3 explains the importance of the
quality factor and how tuning and matching networks are used to achieve
the most efficient power transfer from the spin system to the spectrometer,
via the tuned and matched receiver. section 6.4 deals with the electronic
difficulties faced when constructing an array of multiple transmitters and
receivers. The effect of coupling is discussed and possible ways to eliminate
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this are presented. Bench-top experiments to determine the appropriate coil
configuration are summarised before a detailed overview of the materials and
methods used to construct the 2 channel micro-imaging probe-head is given
in section 6.5. section 6.6 shows the performance of the probe-head in terms
of the tuning and matching, achievable SNR in a single scan and the B1
field it produces. Imaging with the probe head in order to demonstrate that
parallel acquisition is a suitable tool for NMR microscopy is carried out and
the results are presented in section 6.8.
The aim of this chapter is to demonstrate the design philosophy and principles
underpinning the hardware and to show that the probe-head is fit for purpose
as a micro-imaging device with accelerated acquisition capabilities.
Reconstructed under-sampled images are generated using the SENSE algo-
rithm in order to show the versatility of the constructed probe.
6.2 Coil design considerations
When constructing a probe-head for NMR there are many considerations to
be taken into account such as maximising the sensitivity of the probe, which
is paramount for micro-imaging in order to obtain the required SNR. The
factors affecting the sensitivity, the noise and hardware related methods, to
improve the achievable SNR are explained in this section.
6.2.1 Sensitivity and Noise
One of the main factors affecting the SNR is the ability of the detector
to couple to the entirety of the magnetisation. Due to the principle of
reciprocity, originally demonstrated by Hoult (17), we see that the signal
observed at a given point in space is proportional to the magnetic field at
that point produced by the detection coil when a unit current is passed
through it,
S = −
(
δ
δt
)∫
V
(
B1
i
)
·MdV, (6.1)
where S is the received signal amplitude, B1/i is the field per unit current
applied to the coil and M is the magnetization at a given point in the sample
(25; 14; 22). It has been shown that the amplitude of the received signal will
vary spatially if the B1 field is not homogeneous across the sample. Therefore
it is important when considering the detector design to also consider the size
and shape of the detector and the sample.
The sensitivity of the NMR experiment for small samples is given by (18;
162; 163):
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Sensitivity =
Signal
RMS noise
=
S
σnoise
, (6.2)
where σnoise is the Johnson or thermal noise. Thermal noise for a given
bandwidth (∆f) is then (164),
σnoise =
√
4KBTc∆fR. (6.3)
Equation 6.3 shows that the noise in the final spectrum is dependent on
the temperature of the coil (Tc), the receiver bandwidth (∆f) and the total
effective resistance of the coil (R) (165; 166). Care has to be taken when
considering the receiver bandwidth as this affects the spectral width and
the noise. The sample temperature affected the final SNR, however this is
taken into account when considering the total magnetisation (see Chapter
1). When building an NMR probe the resistance is an important factor to
consider as this is usually intrinsic to the device and determines the limit on
the minimum level of the noise contribution from the coil.
6.2.2 Coil Resistance
The total resistance of the coil depends on a combination of several factors,
as demonstrated by
RTot = RΩ +Rsample +Rac, (6.4)
where RΩ is the DC resistance and is conditional upon the physical properties
of the material used for the receiver coil (165). The term Rsample describes
the effect of eddy currents and mutual impedance due to the presence of a
sample near the receiver coil which gives rise to radiation damping (167).
For small coils the interaction between the coil and the sample is minimal
so this term can be neglected for many micro-NMR experiments. Rac is
the resistance that is encountered due to alternating current. Rac is given
by,
Rac ≈ lρ
pi (D − δ) δ , (6.5)
where l is the total length of the conductor, D is its diameter, ρ is the
resistivity (14). δ is the depth at which the current density is 37 percent of
the value at the surface of the conductor due to alternating current, known
as the skin depth.
The skin depth (δ) is given by,
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Figure 6.1: Graph showing simulated skin depth as a function of frequency for metals
with varying conductivities. The graph was produced in Matlab using Equation 6.6.
δ =
√
ρ
µ0µrpif
. (6.6)
µ0 and µr are the permittivity of free space and relative permittivity for
the conductor respectively. ρ is the resistivity of the conductor and f is
the working frequency. As the frequency (f) increases the current carrying
area of the conductor reduces and therefore the resistance (Rac) increases
(168; 159). The effect of the frequency on the skin depth for some of the
conducting materials used for MR-applications is shown in Figure 6.1.
From Equation 6.5 it follows that by minimizing the ratio of conductor length
to cross sectional area (within the skin depth limits) the resistance of the
coil can be minimised, thereby reducing the noise.
6.2.3 Filling Factor
Minimising the length of the conductor in the probe has the advantage of
reducing the volume of the resonator and therefore the proximity of the coil
to the sample. Having a coil that is as close to the sample as possible is
important as the the principle of reciprocity shows that the signal received
from a given point is proportional to the strength of the magnetic field
produced by the coil at that same position (169). Therefore, given that the
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RF field strength is proportional to the distance from the resonator it is vital
that the coil size is suited to the volume of the region of interest. The term
relating the volume of the sample to the volume of the coil is known as the
filling factor (ηc), described for a solenoid as,
ηc ' Vs
2Vc
, (6.7)
where Vs is the sample volume and Vc is the coil volume (159). This term is
harder to quantify for surface coils and it is simple perhaps to just consider
coil sensitivity maps within the sample and the principle of reciprocity.
A
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Figure 6.2: Diagram of a 30 mm (ID) birdcage coil (A) and a 1.6 mm (ID) surface coil
(B) with their corresponding field maps, (C) and (D) respectively. The field maps are
displayed in units of µT and the color axis of the the birdcage coil map is set to the same
as that of the surface coil in order to highlight the difference. The artefact in the surface
coil field map is due to external noise. The field of view in (C) is 50 mm where as the
field of view in (D) is 5 mm.
Since sensitivity is improved by increasing the filling factor and considering
that the aim of the project is to carry out micro-imaging on small sample,
it is clear that the coil needs to be as close to the sample as possible. The
optimum SNR per unit volume is achieved by using surface coils as the coil
can be placed directly at the point of interest (170).
The difference in the B1 field due to proximity of the coil is shown in Fig-
ure 6.2. A commercial birdcage coil (30 mm ID, Bruker) , tuned to proton
frequency is compared with a home built 2 turn surface coil wound from
0.7 mm enamelled copper wire. The specifications of the two coils and the
maximum measured B1 values are presented in Table 6.1.
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The FOV is 128×128 pixels with the sample a 10 mM CuSO4 water solution.
The colour map scale in Figure 6.2 has been kept the same for both images
to highlight the difference between the coils. Artefacts that appear in the
phase encoding direction of the image occur due to spurious echoes caused
by poor homogeneity of the B1 field and external noise being received by
the transmission line (171). The field produced by the surface coil is greater
across the sample than that of the birdcage coil however the strength of the
field decays with distance, according to the Biot-Savart law. It is clear from
the images in Figure 6.2 that over a small volume the performance of the
surface coil is much better. Following the principle of reciprocity, the surface
coil’s B1 field equates to a much higher SNR per unit volume compared to the
volume coil. However, the volume coil produces a much more homogeneous
field map, allowing homogeneous excitation across the sample.
Table 6.1: Table showing the specifications of the birdcage and surface coil. The sample
is water and 10 mM CuSO4.
Birdcage Coil Surface Coil
Coil ID 30 mm 1.6 mm
FOV 50 mm 5.0 mm
sample width 30 mm 2.6 mm
Max B1 3.8 µT 11.4 µT
6.3 Resonant Circuits
In order to effectively detect the minuscule voltages that form the NMR sig-
nal, it is important to efficiently couple the detector to the sample magneti-
sation. This is achieved by using passive components in a given arrangement
to create a resonant circuit, so that the small oscillations that occur due
to the precession of the spin system are able to produce large amplitude
oscillating voltages in the receiver circuit.
A resonant circuit is traditionally consists of three types of passive com-
ponents, a resistor (R), and inductor (L) and a capacitor (C). Other,
more exotic resonators using transmission lines or dielectrics have also been
proposed, however they are not relevant for the scope of this discussion
(172; 173; 174; 175; 176).
Figure 6.3 shows three different types of resonant circuit based on passive
components (165). The resistance of these components, for the purpose
of the diagram is assumed to be negligible, however, as the coils get very
small or very big the resistances become difficult to work with. The NMR
coil is represented by the inductor. The resonant circuit (A) associated with
inductor L1, is known as as parallel tuned - series matched circuit, where as
106
A B C
Figure 6.3: Three types of tuned and matched resonant circuit, series tuned - parallel
matched (A), parallel tune - series matched (B) and parallel tuned - balanced matched
(C) (165).
the circuit (B) associated with L2 is a series tuned - parallel matched circuit.
This means that the coil is tuned to resonate by a capacitor in series with
an inductor and then matched to the appropriate impedance by a second
capacitor, in parallel. (C) is known as a balanced matched circuit and is
described in detail in subsection 6.3.3.
Considering only a circuit with a capacitor C and inductor L in series, where
the reactive component of the impedance for a capacitor is Xc =
1
Cω
and
for an inductor is given by XL = Lω, it is shown from Equation 6.8 how the
impedance of the circuit is affected by the inductor and capacitor
Z = R + j(Lω +
1
Cω
), (6.8)
where L and C are the inductance and capacitance respectively. Resonance
occurs when the reactive terms in Equation 6.8 cancel so that Z(ω) =
Re{Z}. This means that the current is maximum and in-phase with the
voltage. An LC tank circuit is resonant when
Lω0 =
1
Cω0
. (6.9)
Therefore the resonance condition for tuning of the RF coil is given by
(166)
ω0 =
1√
LC
. (6.10)
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It is Equation 6.10 that is used to estimate the required capacitance value
when building an NMR probe head (165).
6.3.1 Quality Factor
The ability of the resonant circuit to store energy is given by the Q-factor.
This is related to the bandwidth (∆f) and the frequency to which the circuit
is tuned (165). The Q-factor is given by
Q =
ω0
∆ω
=
ω0L
R
, (6.11)
where ∆ω is the bandwidth expressed in angular frequency units. Equa-
tion 6.11 shows that the resonator stores energy more easily at high fre-
quencies and is limited by the resistance of the circuit. The time constant
determining the rate of decay of energy, known as the ring down time (τ) is
given by
τ =
2Q
ω0
, (6.12)
which shows how the energy storage is damped by the resistance of the
resonator (165). It is important for receiving the signal that the Q-factor is
as high as possible, however it is also vital that the transmitted RF pulse is
not still ”ringing” when the receiver gate is open. Therefore in some high
Q resonators, designed for transmit and receive, a damping circuit activated
by gated diodes or veractors can be incorporated (177; 178).
6.3.2 Matching Networks
Matching the probe head to the spectrometer input is vital when attempting
to maximise the SNR from the detected signal. A typical matching network,
shown in Figure 6.3, will contain a capacitor (CM) to convert the output
impedance of the tuned resonator to the required input impedance (179).
Typically this is 50Ω due to the fact that the characteristic impedance of
standard transmission lines are also 50Ω. As a consequence most spectrom-
eters will have their components, such as the pre-amplifiers and the power
amplifiers matched to this impedance figure (180). The role of the matching
network is explained in a general sense by Figure 6.4, where it is shown how
the matching network transforms the impedance to match the characteris-
tic impedance in order to achieve the most efficient power transfer. If the
probe-head is poorly matched then power is reflected. The quality of the
match between output and characteristic impedance is determined by the
real and imaginary components of the reflection coefficient, as represented
by a Smith chart.
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Figure 6.4: The schematic shows how a matching network is integrated into the circuit
between the resonator and the pre-amplifier in order to allow the optimum power transfer
between the two.
An example of a Smith chart is shown in Figure 6.5. The Smith chart is a
polar plot that considers the reflection coefficient (Γ) for a given character-
istic impedance (Z0) and allows relatively easy visualisation of the required
components to achieve a good match. At the centre of the chart is the point
of perfect matching where Γ = 0. The right hand side represents an infinite
impedance or an open circuit, and the left hand side represents a short circuit
with an impedance of zero. The reflection coefficient is given by,
Γ =
Z − Z0
Z + Z0
, (6.13)
where Z is the impedance of the load (i.e. the resonant LC circuit) and Z0
is the characteristic impedance, usually 50Ω. By considering the effect of a
parallel and a series capacitor on an inductor (as demonstrated in Figure 6.3
it is possible to understand how matching works. When a capacitor is placed
in series it changes the impedance of the circuit by moving its position to a
different point along a circle of constant resistance. Conversely, the parallel
capacitor has the effect of changing the impedance as though it is moving
along a line of constant reactance (165).
The effect of the tuning and matching capacitors on a series tuned parallel,
matched resonant circuit is shown for a series LC circuit to be,
1
CTω
= Lω −
√
r(Z0 − r), (6.14)
and for a parallel LC circuit,
1
CMω
= Z0
√
r
Z0 − r , (6.15)
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Figure 6.5: Example of a smith chart. The blue circles represent lines of constant resis-
tance and the yellow lines are lines of constant reactance. The centre of the smith chart
is set to the matching resistance which is typically 50Ω. The upper hemisphere relates to
an inductive circuit and the lower relates to a capacitive circuit.
where r is a purely resistive impedance. When using a series tuning capacitor
this kind of circuit is preferable when the inductor has a low DC resistance.
Conversely the parallel tune-series matched circuit makes a large impedance
across the inductor requiring a conjugate series matching to cancel the induc-
tive impedance. Parallel tuned resonators usually provide a less lossy circuit
than a series tuned circuit because in parallel tuned circuits, only the tuning
capacitor resistance (ideally) contributes to the losses.
6.3.3 Balancing
The circuit in Figure 6.3 (C) shows a balanced probe head, where the match-
ing capacitor is split into two and placed one either side of the tank circuit.
Due to the addition of capacitors in series the value has to be double that of
the single matching capacitor. The value for the balanced matching capacitor
(CB) is given by,
CB = 2CM . (6.16)
Splitting the capacitors has the effect of creating an equal voltage across the
terminals of the tank circuit, with opposing phase and generating a virtual
ground positioned at the centre of the inductor (181; 182). This reduces
the the E-field between any point and ground (not within the coil itself.
Therefore this can help to reduces the coupling to other elements in the
circuit and the sample. This plays an integral role in helping to remove
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common mode effects in the transmission lines which are highly deleterious
to the coil array.
Sensitivity is often reduced due to an increased coupling of the E-field to
the sample as the electric field induces currents in the conducting sample
which can cause a heating of the coil and an increase in resistance. These
induced eddy currents in the the sample can couple to the coil and reduce
the Q-factor (as described in subsection 6.3.1) and also increase the mutual
coupling between elements of a receiver array. Coupling to the sample causes
a shift in the tuned frequency as the mutual impedance affects the resonance.
Placing a virtual ground at the centre of the probe splits the voltage across
the coil terminals and therefore the E-field is halved (183). The reduction in
E-field reduces the coupling to the sample and so eliminates some of the shift
from the tuned frequency that this causes in the coil. This shift is reduced
by a factor of approximately
√
2 (165).
The antenna effect is caused by far field, electric field losses in the transmis-
sion lines of the probe (184). This may have a drastic negative effect on the
sensitivity and in a coil array will cause coupling between the transmission
lines and other components in the probe. The minimisation of the coupling
between receiver array elements is discussed in subsection 6.4.1.
6.4 The Coil Array
The small surface coil provides a much higher SNR per unit volume than a
much larger volume resonator (or ”body” coil). However the drawback of
using small coils is that the volume over which signal can be detected is also
small. The sensitive depth of a surface coil is approximately the radius of
the coil. If the desired FOV size is larger than that of the surface coil, this
will cause sensitivity artefacts in the form of dark areas in the image. To
counteract this the NMR phased array was proposed by Roemer et al in the
1990 seminal paper. Roemer presented a method for constructing a receiver
that consisted of an array of surface coils, with the intention of expanding the
working volume of the receive from the single surface coil. It was shown that
an array of small coils provides a better SNR than a single receiver covering
the entire sample (161).
The main requirement for the coil array is that each element in the array
has an individual receiver channel in order for the elements’ signal to be
distinguished and separated.
6.4.1 Coupling
When two resonant circuits are placed close two each other (especially when
there is a sample present) they will have some level of cross talk or coupling.
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Figure 6.6: Schematic demonstration of how two coils in close proximity cause a splitting
of the tuned frequency as presented by Roemer (161). Top shows two coils that are
tuned to the same frequency placed in the same place in close proximity. Bottom shows
the schematic representation of the effect of the proximity of the two tuned coils on the
resonance.
This has the negative effect of reducing the sensitivity of both of the receiver
circuits and causing a splitting of the tuned frequency, as demonstrated by
Figure 6.6 (161; 182). The cross talk between the two coils means that there
is a shared SNR, leading to the introduction of correlated noise between the
receiver elements. This is especially damaging if the array is to be used for
accelerated acquisition as it reduces the uniqueness of each receiver element
and hamper the ability of the receiver to spatially encode the under-sampled
signal. Therefore it is important when constructing a coil array that there
is an understanding of how the coupling works and how to best minimise it
(185).
The effect of coupling between two tuned circuits is represented in the circuit
diagrams shown in Figure 6.7 and 6.8, where the coupling is shown in terms of
lumped elements (resistance, capacitance and inductance) in the latter.
The mutual resistance between two array elements (i and j) occurs due
to eddy currents and thermal noise in the dielectric sample, which in turn
produce a current in the inductors (22). The mutual resistance is given
by
Rij = ω
2σ
∫
Ai · Ajd3υ, (6.17)
where σ is the RMS noise and A represents the vector potential for each of
the coils which is written as,
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Figure 6.7: Two tuned coils placed in close proximity to each other exhibit a mutual
inductance. L1 and L2 represent the individual inductances and M is the shared inductance
between the coils.
Figure 6.8: Circuit diagram for two coupled coils. The components situated in the dashed
blue box represent the mutual inductance, capacitance and resistance between the coils.
These contribute to the impedance and the resonance in a parasitic accumulation.
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A =
µ0I
4pi
∫
ds
|r− r’| . (6.18)
I is the current, ds is a vector that is tangential to the centre line of the
coil and has a magnitude equal to the total distance around the coil and
|r-r’| is the vector distance between the coil and the measurement position
(161). Equation 6.17 and 6.18 show how the mutual resistance is affected
by the current in the coils as well as the geometry of the coils in the array.
However whenever there is a conducting sample the resistive noise will always
contribute to the total noise in the received signal.
The effect of mutual capacitance between two coils is caused by electric
fields due to charges on the two coils and is exacerbated by going to higher
frequencies, usually at NMR frequencies this has a less prominent effect than
coupling caused by the magnetic field (165).
Mutual inductance Mij is caused by the magnetic fields from two coils cou-
pling which drives currents in the opposing coil. Unlike the previously de-
scribed couplings, mutual inductance is not dependent on the current in the
coil, but is determined purely by the geometry of the coils. This is demon-
strated by Equation 6.19, known as the Neumann Equation,
Mij =
µ0
4pi
∫ ∫
dsidsj
|rij| . (6.19)
Where rij is the vector describing the distance between a point on coil i and
a point on coil j of the coil, when the coil is broken up into elements, dsi,j
(161; 186). The mutual inductance is dependent on the inductance of the
two coils that are in proximity to each other and can also be determined
experimentally given,
Mij = k
√
LiLj, (6.20)
where k is a coupling coefficient equal to,
k =
Al
2pid3
. (6.21)
A is the area of the coil, l is the conductor length and d is distance between
the coil centres (165). To retain good sensitivity on each of the receivers it
is necessary to minimise the coupling.
6.4.2 Geometric Decoupling
Due to the mutual inductance (Mij, defined in Equation 6.19) being purely
related to the geometry of the coils and their relative positions, it is possible
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Single Coil Lightly Coupled Strongly Coupled Critical Overlap
Figure 6.9: Frequency response of a tuned coil and the effect on introducing a second coil
tuned to the same frequency. At a critical overlap point the mutual inductance cancels
to reduce the splitting.
to reduce the coupling by overlapping the coils. The overlap, when at the
critical point, generates a current that is in opposition to the current from
the non-overlapped part of the coil and cancels the signal that is shared.
This has the effect of removing the frequency splitting, shown in Figure 6.6,
that is caused by the coil coupling (161; 187).
The critical overlap is demonstrated by Figure 6.9, where the effect on the
resonance response of a tuned coil is shown and how the resonance response
changes as a second coil, tuned to the same frequency is introduced. As
the coils couple the resonance response displays the characteristic splitting
shown in Figure 6.6 and then the splitting is removed due to overlapping of
the two tuned coils to a critical point. As a rule of thumb to determine how
much overlap is required, the distance between the coil centres for circular
coils should be approximately 0.75 times the diameter. For a square coil this
goes up to 0.9 times the diameter (161).
However, as was shown in the previous chapter, overlapping of the receiver
coils is detrimental to reconstruction of under-sampled images, as the sensi-
tivity profiles are no longer well defined (155; 188). This is one reason why
clinical coil arrays require so many elements to guarantee a good and reliable
reconstruction with up to 128 individual receiver elements (189).
Bench Test of Geometric Decoupling
A bench top experiment was carried out using two tuned circuits to examine
the level of coupling between two coils. Two small coils made from 0.5 mm
(OD) enamelled copper wire with 2 turns were tuned to 400 MHz. The
coils were placed on etched circuit board in parallel tuned, series matched
circuits. The angular and distance dependence on the coupling was measured
using an network analyser (Agilent). The results were then compared to the
theoretical models for distance and angular dependence on the coupling from
Equation 6.21 and 6.19.
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Figure 6.10: Top: Experimental set up for measuring the coupling between two tuned
coils. Bottom: plot showing coupling fitted to Equation 6.21.
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Figure 6.11: Left: Image of the set-up used to collect the data. Right: plot of the coupling
and the mutual inductance calculated using Equation 6.19.
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Figure 6.10 shows that the coupling between two coils scales as predicted by
Equation 6.21 and also demonstrates that the level of coupling between the
two parallel coils does not reach a satisfactory level until they are positioned
at least 50 mm apart. This is not acceptable for a micro imaging array,
due to the necessity to position the coils as close to the sample as possible,
combined with the size of a typical sample being on the order of 1 mm.
Similarly, Figure 6.11 demonstrates the angular dependence on the mutual
inductance and that a minimum in the coupling is achieved when the coils
are placed at 90o to each other. This is also advantageous as it was shown
in previous chapters that the best SENSE reconstruction is achieved for coils
that are orthogonal with well defined sensitive regions.
Discrepancies between the theoretical model and the experimentally collected
data can be attributed to slight changes in distance, coupling between other
elements in the circuit and capacitive coupling having a conjugate reactance
and acting as a decoupling effect (190).
6.5 Probe Head Construction
Based on the simulations carried out on SENSE reconstruction in chapter 5
and the preliminary experiments to observe coupling between small coils, a
2 channel probe has been constructed that should be capable of collecting
micro-scale proton images in a single scan, with an in-plane pixel resolution
of ∼ 30µm easily achievable.
The methods and materials used to construct the probe-head along with
some of the obstacles that had to be overcome to optimize the sensitivity of
the coils are presented in this section.
6.5.1 Materials
In order to carry out accelerated acquisition, it is a minimum requirement for
the probe-head to have two individual receiver channels. Restrictions on the
probe dimensions are imposed by the dimensions of the gradient set.
The imaging gradients that are in place have a bore diameter of approximately
40 mm (there is some change down the inside of the bore) so this determines
the outer diameter of the body of the probe, which is set to 39 mm. The
length of the shaft is 600 mm to reach the iso-centre of the magnet with the
probe-head itself adding a further 40 mm. The shaft is constructed from hard
nylon tubing, as it is important to avoid materials that distort the magnetic
field or are susceptible to induced eddy currents during the application of
magnetic field gradients. The designs for the completed probe-head are
shown in Figure 6.12.
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Figure 6.12: CAD drawing of the two channel proton imaging probe-head highlighting the
important dimensions of the probe. The probe was designed to accommodate channels
in 4 different positions for flexibility.
In order to maximise the sensitivity and limit parasitic inductance and ca-
pacitance due to unnecessary wiring, it is important to keep the tuning and
matching circuit as close to the coils as possible (182; 183; 191; 192). This
also means that the resistive losses between the matching circuit and the
coil are kept to a minimum (180). However, placing two sets of circuits that
can be tuned from outside the magnet in the top of the probe poses its own
challenges as it is important to be able to adjust the tuning and matching
of the probe-head once it is placed inside the magnet. Tuning rods are used
to adjust the variable capacitors and these are held in place by the probe
shaft and are spring loaded to keep them in contact with the variable capac-
itor. The rods are made from fibreglass with brass flat head screwdriver tips
glued into the ends with epoxy resin. The tip of a tuning rod is visible in
Figure 6.13 along with two tuned circuits.
Tuning and Matching
As demonstrated in subsection 6.4.1, the proximity of components and their
orientation to one another, affects how they interact due to the nature of
electric and magnetic fields. For this reason the probe-head was split across
two levels to increase the distance between the circuits which reduces the
electric field effect between the capacitors in the circuit.
The tuning and matching circuit used for both the coils in the array is a
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Figure 6.13: Image of the probe-head with a water and copper sulphate sample in place.
The sample is contained in a 3mm OD NMR tube. The tuning circuits are placed on
different levels to create space and improve the isolation of the array elements.
parallel tuned/series balanced-matched circuit. Variable capacitors were used
for the tuning and one side of the balanced matching. The other balance
matching capacitor was a Piconics ceramic chip capacitor. The capacitors
are 0.8-6 pF Johanson non-magnetic trimmer capacitors with a 5.6 pF non-
magnetic chip capacitor (Piconics Inc.) placed in parallel with the tuning
capacitor to tune the coil to 400 MHz. Two 2 pF capacitors were placed
in series with the coil and the variable matching capacitor to balance-match
the circuit.
Coil Construction
The coils were wound around a 1.6 mm diameter brass rod to ensure that
they were all of a similar shape and size. Two different wires were tested
while constructing the probe. Originally the coils were made from 1.5 turns
of uncoated German Silver wire (seen in Figure 6.13), which was used for its
favourable electrical properties. However, because the wire was not insulated
it was necessary to cover the coil using PTFE tubing, thus meaning the spac-
ings between the wires were large. Along with increasing the inner diameter
of the coil, this created unfavourable B1 fields and reduced the filling factor
making it difficult to achieve a reasonable sensitivity.
In the final configuration of the probe-head two turns of 0.7 mm enamelled
copper wire were used. Due to the enamel coating the turns can be placed
much closer together and the inner diameter is 1.6 mm. The legs of the
coils were wound tightly together as it was found that this improved the
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Figure 6.14: The underside of the top plate of the NMR probe-head showing the coil
support that also acts as a sample holder. This keeps the coils perfectly aligned and
close to the sample and reduces vibration of the sample. The underside of the trimmer
capacitors are also visible.
isolation between the elements. It is thought that the field from the straight
legs was able to interact with the other elements in the probe-head. This is
cancelled, or at least reduced when the legs are wound around each other.
The trade-off for this isolation is a slight increase in the self capacitance of
the coils, bringing the self-resonance closer to the tuned resonance (193).
The tuned circuits were attached to the spectrometer via RG405 semi-rigid
coaxial cable (FC Lane - Horsham, England) connected to BNC connector
at the bottom end of the probe.
6.5.2 Coil Performance
The coil performance was initially measured using a network analyser and
showed a frequency response at 400 MHz of between -10 to -20 dB. In an
ideal case a response of -30 dB would be achieved by both coils. When
examined individually, both of the tuned circuits showed, unloaded responses
of <-30 dB and a Q-factor of 60. However when placed inside the probe-head
assembly the response was significantly decreased due to coupling between
circuits and the sample. When a sample is added to the system, known as
loading the coils, the frequency response and the Q-factor are affected due
to the electric field effects in the sample (194).
The coupling between the two coils was measured on the bench-top, again
using the network analyser, to be -1 dB. This was also tested inside the
magnet with an aqueous copper sulphate solution, where the coupling was
measure to be -11dB, with the difference being attributed to the presence of
other conducting elements affecting the mutual inductance (195). Images
collected from this configuration of the probe show a poor sensitivity and a
resulting low SNR due to the coupling (Figure 6.15).
Previous bench-top experiments, as presented in subsection 6.4.1, showed
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Figure 6.15: 128 by 128 pixel, gradient echo images from both the elements in the coil
array with significant coupling. There is a 4 mm isotropic field of view and the slice
thickness is 0.5 mm. The images show how the coils are sharing the signal and the
separate sensitive regions are not distinguishable. The coils were place 90o to each other
about the sample, roughly highlighted by the orange squares. The sensitive regions in the
images should correspond to the position of the coils for a well decoupled system. The
line of noise towards the top of the image is due to poor shielding.
that the position of the coils is optimum for magnetic decoupling, therefore
it is evident that other aspects of the probe cause the excess of cross-talk.
This coupling is caused by several interactions between various elements
of the probe-head, such as interactions between the ”legs” of the coils,
common mode currents in the transmission line, grounding issues and stray
mutual impedance between the two circuits (in some cases exacerbated by
the presence of the sample) (165; 196). In order to minimize this several
methods have been implemented.
6.5.3 Removing Common Mode Effects
Common mode currents occur when the length of the transmission line is
comparable to a single wavelength or more and are created by the signal being
carried on the inner conductor of a coaxial line, inducing a current of the
outer shield (see Figure 6.16) (197). This problem is especially disruptive
in an array coil as there are multiple transmission lines and the common
mode currents cause other currents to be generated on nearby elements of
the array, which increase the noise in the image due to an increased level of
cross talk. The common mode effects can be detected trough the presence
of the antenna effect, whereby touching the shaft of the probe will cause a
shift in the resonance response of the coil. This effect adds noise as well as
parasitic impedance which reduces the sensitivity of the coil (165).
Traditionally a current trap or ferrite balun is added to a circuit displaying
common mode, or antenna effects. This is an inductor wound around a
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Figure 6.16: Formation of common mode currents in the outer shield of the coaxial cable
due to the oscillating voltage on the inner coaxial conductor. The impedance of the outer
shield, as by the inner conductor adds parasitically to the system.
toroidal ferrite material in order to filter out the unwanted current by posing
a high impedance, and the ferrite core limits the far field effects of the
inductor. However, in a system to be used inside a strong magnetic field, a
ferrite core balun is not feasible. To reduce the effect a Bazooka (or sleeve)
balun is added to the coaxial cable at node current points (184; 197).
The Bazooka balun is a length of cylindrical conductor that fits around the
outer jacket of the transmission line with a dielectric between them. It
is shorted at one end and open at the other. The length and diameter
of the balun is determined by the materials being used and the frequency
of operation. It is important, in order for there to be as close to infinite
impedance as possible, that the electrical length is close to λ/4, and that
the ratio of the balun sleeve and the inner diameter of the dielectric (the
coaxial cable’s shield outer diameter) be as large as possible, however there
is little improvement to be had for a ratio greater than 3. The length of the
balun can differ from the wavelength in the transmission line, however the
balun must then be tuned to the correct electrical length with the addition
of capacitors at the shorted end (184).
The balun used is shown in Figure 6.17 where it is also shown how the RF
choke is situated in the probe. Two chokes were used for each transmission
line as it has been shown in the literature that placing a choke at every
node point is more effective for common mode rejection than only using one
(197; 184). Due to the need for multiple baluns, the ratio of the inner and
outer diameter is marginally sub-optimal at 2.7, however, good improvement
in the reflection coefficient was measured.
As an added measure, extra PCB discs have also been added to the probe
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Figure 6.17: Top: Two RF chokes with a OD of 5.75 mm and length of 15cm. Bottom:
The inside of the probe, with the transmission lines and the tuning rods visible. The RF
chokes are attached at node current points on the transmission line. The lines are also
grounded every λ/15 cm along the line.
at intervals along the shaft. These allow all the internal parts to be held
in place and also act to ground the probe, which helps to break down the
common mode effects as the current is sent to ground and is prevented from
forming a standing wave along the transmission line shield. To ensure that
the grounding prevents common mode currents this has to be realised every
λ/20, however λ/10 is sufficient to have a limiting effect (197).
The reflection coefficient is measured by calculating the voltage standing
wave ratio (VSWR) for the coaxial cable. This was done using a homebuilt
current probe to determine the position of current peaks along the shield of
the coax. Before the introduction of the ballun and multiple grounds, com-
mon mode currents caused a reflection coefficient 0.53, which is equal to a
reflected power of -6.35 dB (approximately 48% of the power is reflected).
Compounding this problem coupling between elements was measured to be
on the order of 10’s of dB (depending on the tuning and matching of the cir-
cuits). When the RF chokes are applied and grounding points are introduced,
the reflection coefficient is better than -40 dB and the coupling between two
elements is measured as approximately -17 dB (this is still somewhat depen-
dent on the tuning and matching capacitor positions).
As a result of the decoupling, balun and extra grounding, the coil frequency
response was measured to be better than -20 dB at 400 MHz for both coils
and the level of cross talk was limited to acceptable levels, thus ensuring
that the coils were collecting individual image. The extra measures also saw
the elimination of the antenna effect (i.e. the shift in frequency response
due to touching of the probe shaft. Figure 6.18 demonstrates the benefit to
the overall probe, where the imaging sequence is the same as that shown in
Figure 6.15, the same CuSO4 water sample was used. The sensitive regions
of the individual coil elements are now visible and distinct due to the removal
of the cross talk and reduction of the parasitic impedance.
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Figure 6.18: 128 by 128 pixel gradient echo images of copper sulphate showing two
separate sensitive regions for the coils. Therefore, demonstrating that cross talk between
the two coils is reduced by decoupling the elements of the array coil though the addition
of balluns and grounding. The orange lines give a guide as to the position of the coils
relative to the sample.
6.6 Probe-head Characterisation
The performance of the probe is often measured by the Q-factor which is
calculated using Equation 6.11. Due to the parasitic impedance effect of the
sample, the Q-factor changes depending on the sample loading. Therefore,
it is important to express the loaded and unloaded Q-factor to give a full
picture of the coil’s performance. The Q-factors for the probe are shown in
Table 6.2, where a water and copper sulphate sample was used for measuring
the loaded Q. The Q-factor was measured by recording the central frequency
and the bandwidth of the frequency response on the network analyser and
the bandwidth was taken from the −3 dB mark at the frequency response.
The bandwidth of the receiver is proportional to the resistance of the coil,
R,
R = L∆ω, (6.22)
where L is the inductance and ∆ω is the bandwidth (159). Given that the
sample contributes a mutual resistance to the coil, it is possible to work out
from the loaded and unloaded Q-factors, exactly the contribution of the coil
to the resistive noise, when compared with the total noise, as demonstrated
by
σcoil
σtotal
=
√
rcoil + rsample −√rsample√
rcoil + rsample
. (6.23)
σcoil is the noise due to the coil’s resistance, and σtotal is the total noise in the
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loaded system. Since the resistance determines how well energy is stored in
the resonant circuit is is possible to use the Q-factors to simplify the above
equation:
σcoil
σtotal
= 1−
√
1− Qloaded/Qunloaded. (6.24)
This shows that the majority of the noise in the system is due to the coils
(180; 198), however there was still a change in the Q-factor as well as a fre-
quency shift upon loading the device which indicates that the coil is coupled
to the sample. This is explained by the results presented in Table 6.2.
Table 6.2: The table shows how Q-factor, bandwidth, shift of the tuned frequency due to
loading and the coil noise as a percentage of the total noise. Due to the size of the coils,
within the error of the measurements, all of the noise is due to the coils, meaning there
is little parasitic resistance between the sample and the coil.
Coil 1 (lower coil) Coil 2 (upper coil)
Qloaded 53.76 44.15
Qunloaded 53.51 44.80
loaded resonance response (dB) −58 −60
unloaded resonance response (dB) −54 −52
loading shift (MHz) 0.6 0.5
Bandwidth unloaded/loaded (MHz) 7.48/7.44 9.13/9.06
coil noise percentage 100 100
Table 6.2 shows that there is a considerable shift in the resonance response
upon loading, which suggests that there are parasitic effects taking place.
This is not observed when considering the measured loaded and unloaded
Q-factors. However it is possible that the coupling between the coils means
that the effect is shared and so appears to have less of an effect on the
Q-factor.
Coil one has a resonance response when loaded of −58 dB (±6 dB) and
when unloaded this drops to −54 dB. The response of coil two is −60
dB which drops to −52 dB when a sample is introduced. This is a more
than acceptable frequency response for achieving a good SNR in an imaging
experiments.
6.6.1 Signal to Noise Ratio
A 10 mM copper sulphate and water phantom was constructed with two
capillaries placed inside to give contrast to the images and allow assessment
of the effect of the coils and their positions. A schematic of the sample
is shown in Figure 6.19 where the approximate positions of the coils are
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Figure 6.19: A schematic of the sample used to give contrast and ensure correct spatial
representation of the sensitivity of the coils. The sample is a 10 mM CuSO4/H2O solution.
It is contained in a 3/2.4 mm OD/ID NMR tube with a 0.7/0.5 mm OD/ID capillary and
a 0.5/0.4 mm OD/ID capillary.
indicated relative to the capillaries. This sample is used later in this chapter
as it serves as a good test of the ability of the sense algorithm to properly
reconstruct under-sampled images.
By creating a map of the SNR it is possible to see where the limit of detection
lies. Figure 6.20 shows how the SNR varies across the FOV for each of the
coils in the probe-head. The images were collected using a gradient echo
sequence with a 4mm FOV on a 128 x 128 grid and a slice thickness of 0.5
mm. The flip angle is not known due to the spatially varying B1 field and
only a single scan was required.
The SNR maps show that close to the coils there is high SNR, given the
small sample volume, however they also show that the depth of detection is
poor. This is highlighted further by the plots in Figure 6.21, where the SNR
in an axial direction from the central position of each of the coils is plotted
against distance.
Given that the diameter of the coils is approximately 1.6 mm, Figure 6.20
and 6.21 provide evidence for the rule that the sensitive region of a surface
coil receiver is approximately equal to its diameter, given that the coils are
positioned just at the edge of the FOV (165). The sudden drop off in SNR in
the profile for coil 1 in Figure 6.21 is due to the edge of the quartz capillary
where there is no NMR signal, highlighted by the green arrow. Whereas the
peaks highlighted by the red arrows that are seen at 0.2 mm and 0.9 mm for
coil 2 is due to external noise.
Coil 2 has a lower performance and a greater antenna effect contribution,
despite both coils being well shielded at the probe-head. This suggests that
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Figure 6.20: SNR map for the two coil elements (coil 1 is on the left and coil 2 is on the
right) in the probe-head. 128 x 128 images of CuSO4/H2O with two quartz capillaries
to allow accurate determination of the position of the coils. The slice thickness was 0.5
mm, the FOV was 4 mm and the nominal resolution was 31.3×31.3 µm. The images
were acquired with a single scan.
Figure 6.21: Plots for both of the elements in the probe-head showing how the SNR
depends on the distance from the coil. The FOV starts at the approximate position of
the coil and the distance is given along a line through the coil centre orthogonal to the
face of the coil. The green arrow determines highlights the position of the large capillary
and the red arrows indicate the position of external noise acquired during the acquisition.
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the common mode problems still exist which impede the signal being trans-
mitted, increasing the noise in the received signal.
The SNR map allows limitations to be placed on the imaging capabilities,
and allows assumptions to be made about the limit of detection. Given that
the coils can not be placed any closer to the sample, there is little point in
decreasing the field of view and therefore it is the slice thickness that limits
the detection. Given that the peak SNR is 9, close to the coil, the slice
thickness could be reduced by a factor of 3 before the SNR would be too
low to distinguish the signal from the noise. However this would mean that
only the area very close to the coil would be visible, so a more realistic slice
thickness limit is a reduction factor of 2 or less in order to be able to resolve
central parts of the FOV.
6.6.2 B1 Field Mapping
As alluded to in the SNR maps shown in Figure 6.20, and demonstrated by
the principle of reciprocity, the B1 field strength is directly proportional to
the received signal (9). Therefore, to fully assess the performance of a given
coil it is useful to have a map showing the amplitude of the B1 field.
There are several methods for collecting a map of the field distribution that
have been developed. Methods such as B1 mapping by Bloch-Siegert shift
or the double angle method (199; 200; 201), where two images are collected
with flip angles α and 2α, the ratios of the two images (assuming that they
have been collected on a shorter time scale than T1) give the flip angle,
shown by,
α = cos−1 (S2/2S1) , (6.25)
where S1 is the signal due to the smaller flip angle and S2 is the signal due
to the larger flip angle. However, this method is susceptible to relaxation
artefacts and not suited to high resolution.
In order to get an accurate representation of the change in B1 across the
field of view a series of images are collected with varying pulse length. As the
pulse length changes the signal strength follows a sinusoid given by,
S = sin (ω1t) , (6.26)
where ω1 = γB1. B1 is the strength of the RF field and t is the duration the
RF pulse (202). The Fourier transform of the modulating signal displays the
frequency at which the sinusoid oscillates, and from this the B1 information
can be extracted.
Multiple flip angle B1 maps are presented in Figure 6.22 where the maximum
B1 field produced by the coils is 11 × 10−3 Tesla for coil 1 and 7.5 × 10−3
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Figure 6.22: Multiple flip angle B1 maps for both coils (Left: coil 1, Right: coil 2) showing
the distribution of the field in units of mT. The band across the top of the image is an
artefact due to external noise.
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Figure 6.23: Sum of the simulated B1 fields for both coils. The coils are 2 mm outer
diameter and positioned 2 mm from the centre of the FOV. The maximum B1 field is
7.5× 10−4 T.
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Figure 6.24: Power optimisation experiments for each of the coils in the array. The
normalised integral of the signal is plotted against the pulse duration in order to establish
the maxima and minima. The fact that a minimum does not occur at twice the maximum
shows that there is significant B1 inhomogeneity.
Tesla for coil 2, which equates to a nutation frequency on the order of 300
KHz for protons. Observation of the image from coil 2 in Figure 6.22, shows
that the coil is not perfectly aligned with the sample, as the field appears to
radiate at an angle through the sample. There is also a low intensity region
near to where the coil 1 is positioned, at the point where the two coils are
closest, this could be due to coupling effects between the coil elements.
Figure 6.23 shows the simulated B1 field for two orthogonal coils with an OD
of 2 mm. The coils are positioned 2 mm from the centre of the FOV, parallel
to the left hand side of the FOV and the top of the FOV. The position of
the sample is estimated by overlaying a mask from the experimental data.
The FOV is 4 x 4 mm and a 128 pixel square matrix is used, with the region
of interest equating to a 2.4 mm circle.
The maximum field produced in the simulated field maps is 7×10−4T which
is an order of magnitude less than that of the experimental set-up and corre-
sponds to a nutation frequency of 30 KHz. This may be due to differences in
the size, shape and position of the coils in relation to the sample. However,
it is clear that the combination of the fields causes a similar low intensity
region at the point where the two coils are closest and that the fields do not
appear to act perfectly in line with the axis going through the centre of each
of the coils.
The inhomogeneous B1 field is useful for adding an extra level of spatial
encoding, however it makes excitation of the entire sample difficult. This is
shown by the results from power optimisation experiments for each of the
coils in the probe-head which can be found in Figure 6.24. The experiment
is carried out by incrementing the pulse length after each scan and recording
the received spectrum. A transmitter coil producing a homogeneous B1 field
displays a sinusoidal signal intensity response, however this is not the case
for a planar coil as the B1 field is highly non-uniform.
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The problem with a non-uniform excitation is that the signal intensity varies
across the sample and it is difficult to perform spin echo pulse sequences
as refocussing pulses are long. Also the stronger B1 field close to the coil
causes the spins in that region to have a much higher nutation frequency
than the spins furthest from the coil. This can lead to spurious echoes being
generated when multiple refocussing pulses are applied (171).
6.7 Imaging of Oocytes
Given that it has been shown in the the previous section that there is good
SNR available using the surface coils for pixel sizes of tens of microns it
was decided that the probe should be used to image some Xenopus Oocytes.
This poses more of a challenge than the phantom sample as the bound water
means shorter relaxation times.
The imaging was carried out with a spin echo sequence where the FOV is
a 4 mm square with 128× 128 pixels and the slice thickness was set to 0.4
mm. The image was acquired with only one of the two coils available with
ten averages and took approximately 30 minutes due to a long TR.
1.2 mm 0.9 mm
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Figure 6.25: MR-image of a collection of Xenopus Oocytes. The imaging was carried out
with a spin echo sequence where the FOV is a 4 mm square with 128 × 128 pixels and
the slice thickness was set to 0.4 mm. The arrows in the cutaway highlight interesting
features of the image. A) Cytoplasm area in a well developed Oocyte. B) Nucleus or
geminal vesicle of the Oocyte, this usually takes up approximately a third of the volume
of the Oocyte and is located in the animal hemisphere. A diagram of the constituent
parts of a Xenopus Oocyte can be found in Figure 7.5. C) a much less developed Oocyte
where the constituent parts are still distinguishable.
The Images demonstrate that with the current set-up and little optimisation
it is feasible to distinguish features within a single Oocyte when imaging a
cluster. In order to improve the images it would be necessary to implement
imaging on the second coil as this would allow a more even sensitivity profile
across the image to better distinguish the features.
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6.8 SENSE Imaging
SENSE allows accelerated acquisition of the k-space and achieves sub-Nyquist
sampling rates while allowing artefact free reconstruction, this means that
the acquisition time can be halved.
To show that the simulations presented in chapter 5 are a true representation
of the experimental system, and to show that SENSE is a valid technique
for accelerating microscopic MR images with an orthogonal coil array, it is
important to see that images can be reconstructed.
In order to demonstrate this, two gradient echo based images have been
collected, one from each of the coil elements in the probe-head array, with
an acceleration factor of 2. The FOV is 4 mm and the CuSO4 water sample
shown in Figure 6.19 has been used. The under-sampled images are shown in
Figure 6.26 where the alternate missing lines of k-space have caused uniform
overlapping in the reconstructed image.
Sensitivity maps (Figure 6.27) were constructed by taking two fully encoded
images and then combining them using the sum of the squares method (10).
The coil sensitivities are calculated by dividing each individual coil image by
the sum of the squares image.
These show similar results to the B1 maps presented in Figure 6.22, as they
are a normalised measure of each of the individual coils sensitive regions.
There is a shared section of the images, in the lower left hand side of the
region of interest, that has very low SNR due to the fact that neither coil
has a well defined field in this area of the sample (highlighted in the figure
by the red arrow).
The under-sampled images and the sensitivity maps, shown in Figure 6.27,
Figure 6.26: Left: Coil 1 under-sampled image. Right: Coil 2 under-sampled image. Both
images are 64 by 128 pixels. The acceleration factor is 2 and the FOV is a 4 mm square.
The images were collected using a gradient echo sequence with a slice thickness of 0.5
mm.
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are passed into the reconstruction algorithm (presented in the earlier chapter)
written as a Matlab function and the fully encoded images are reconstructed.
The resulting reconstructed image is presented in Figure 6.28.
To assess the quality of the reconstruction a g-factor map has also been
produced, shown in Figure 6.29, which gives an average g-factor of 2.3, a
variance across the ROI of 4 and a standard deviation of 2. Low g-factor
values indicates a high reconstruction quality. The higher values occur in the
area of the image that has low B1 field. This makes it harder for the recon-
struction algorithm to accurately separate out the overlapped pixels.
The average g-factor for the reconstruction is within tolerable limits (less
than 5 average value) to suggest that the reconstruction is of good quality.
Figure 6.30 shows the reconstructed under-sampled image, the sum of the
squares image and the difference between the reconstruction and the sum of
the squares, which serves to bolster this assertion. On inspection of these
images it is clear that there is a reduction by a factor approximately equal to
the acceleration factor in the signal level, which is expected as the amount of
signal collected in the under-sampled images is half that of the fully encoded
images. It is clear that there are no artefacts and that the geometry of the
image has not been altered due to the under-sampling and reconstruction
process, only the SNR has been effected by the under sampling. This just
echoes what is shown in the g-factor map, that the reconstruction is of
an acceptable level to mean that the final image has the correct spacial
positioning of the pixels and there are no artefacts generated due to the
under-sampling.
Therefore the data presented shows that the two channel proton coil array
is suitable for micro imaging and allows SENSE to be employed to collect
accelerated micro scale images with an artefact free reconstruction of fine
detail within the image.
Coil 
C
o
il 
Figure 6.27: Sensitivity maps for coil 1 (left) and coil 2 (right). The red arrow highlights
the shared region of low sensitivity for the two coils in the array. The approximate position
of he two coils is also marked outside the FOV.
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Figure 6.28: Image reconstructed with the SENSE algorithm. the images were acquired
with two seperate receivers with an acceleration factor of R = 2.
6.9 Discussion
At the beginning of this chapter the benefits of using surface coils were
presented, and it is clear that if any accelerated image acquisition technique
is to be employed (other than compressed sensing), surface coils will be
crucial to the success of the image reconstruction. The main attraction of
the surface coil being that the field produced has a well defined spatially
varying B1 field. As a further consequence, the shape and size of surface
coils means that the sample can be placed in very close proximity to the coil,
which means that it experiences the maximum possible B1 field, therefore,
further increasing the SNR per unit volume.
This improvement in signal intensity per unit volume is the reason why arrays
of surface coils have replaced traditional coils in clinical MRI scanners (203).
By reducing the size of the coil the B1/i is inherently improved, allowing,
due to reciprocity, a greater signal level to be collected. This means that
for a small sample the amount of time required to collect the signal can
be drastically reduced by making the coil smaller, as the acquisition time is
proportional to the signal squared. This was originally shown by Mansfield
and Morris (204), who derived an equation for the acquisition time for a
given volume, without prejudice towards a specific pulse sequence. This is
demonstrated by
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Figure 6.29: The g-factor map for the SENSE reconstruction shown in Figure 6.28. The
g-factor shows that there was excellent reconstruction in the areas close to each of the
coils and reconstruction was harder in the shared area of low signal (the area highlighted
in Figure 6.27). The g-factor is still within acceptable levels at this point.
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Figure 6.30: Top: Reconstructed under-sampled image. Left: Sum of the squares image.
Right: difference image between sum of the squares and reconstructed image. There is
a factor of 2 difference in the signal intensity (as shown by the difference image) due to
the under-sampling.
t = SNR2 × a2
(
T1
T2
)
2.8× 1015
f 7/2
(
1
∆x
)6
. (6.27)
Where a is the radius of the RF coil, T1 is the longitudinal relaxation time,
T2 is the transverse relaxation time and ∆x
3 is the volume of the sample.
However, the benefit of using a single surface coil is only realised when the
sample volume is comparable to the coil volume (204). If the sample volume
remains large, then the SNR over the entire sample will be poor due to the
spatially varying B1 field of the surface coil.
The sensitive depth of a surface coil is approximately equal to its diameter
which means if the sample is larger than this, an array of coils is preferable
and the improvement in SNR over larger volumes can be shown. However,
for very small samples, where only a small number of nuclear spins are being
detected, it is always preferable to improve the sensitivity (i.e. the B1/i), in
order to reduce the amount of time required to image a given number of
spins.
It has also been shown that due to the nature of the B1 field, surface coils
are not ideal for use as transmitters. This is because it is difficult to ex-
cite the entire spin system and hard to produce a homogeneous refocussing
pulse. Adiabatic pulses are B1 invariant and therefore may provide a way of
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homogeneously exciting the sample with a planar coil. The disadvantage of
using adiabatic pulses is that they are much longer than standard pulses and
potentially more power intensive (205).
The surface coils constructed are not capable of producing a uniform refo-
cussing pulse, and therefore typical methods used to describe the inhomo-
geneity are not applicable. For instance, the homogeneity is often measured
by the ratio of the signal form a 90o pulse and a 5×90o or 7×90o. However,
for the aqueous copper sulphate solution used a pulse duration on the order
of ms begins to become comparable to the relaxation times.
The inhomogeneity of the pulse can cause issues in the final images such
as repeating lines along the phase encoding direction. This is explained
by Zur and Stoker in their 1987 paper on the benefits of phase cycling
(171). Repeating lines in the phase encoding direction can be caused by
spurious echoes being generated before or after the principle echo, which is
the effect of having an incomplete re-phasing of the magnetisation, instead
different components of the net magnetisation re-phase at different times.
A further problem that can arise due to the non-uniform excitation of the
magnetisation is a mirroring artefact, however this has been less prominent
in the images collected with the probe-head described above. It is caused,
again, by only partial refocussing of the magnetisation during the echo train.
However, in this case, some portion of it is stored along the z-axis until the
next RF pulse, after which, the magnetisation is transferred back into the
transverse plane with the same phase, which causes a mirror image effect.
The mirroring effect is less prominent as it is difficult to produce a refocussing
pulse. It is possible that the problem of artefacts due to field inhomogeneity
is exacerbated further due to the presence of the second coil as this clearly
distorts the B1 field, demonstrated by Figure 6.23 and 6.22.
A further cause of the major artefact present in some of the images, such
as the one shown in the B1 field maps is due to a frequency spike from an
external source that is oscillating close to 400 MHz. Given that the probe-
head is well shielded, it is likely that the signal is being detected due to an
antenna effect on the coaxial line, this is more prominent in images on coil 2,
which supports the idea that the common mode effects have not been fully
eliminated and are worse for the second coil. These effects still exist, even
though the probe-head itself is balance-matched because the length of the
coaxial cable is greater than a wavelength of the signal being transmitted.
Therefore, the shield will experience node and anti-node points from the
wave travelling along the inner conductor. This should be eliminated by the
combination of grounding and RF chokes on the coaxial cable, however it may
be the case that the level of grounding was not sufficient. It was not possible
to fit an optimal sized balun inside the probe assembly, and therefore they
are less effective at providing an impedance to the common mode currents.
In industrially produced probes the ground plane is provided by an all metal
casing, whereas the probe in question is made from nylon tubing. The idea
of using a metal shaft to support the probe was initially quashed as it was
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thought the eddy currents along it due to gradient switching would cause
problems.
The probe performance is seen to be more than satisfactory for carrying out
micro-imaging with a single scan resolution of 31.25 µm square pixel size, for
a 500 µm slice easily achievable. this resolution is not limited by the gradient
performance but by the limit of detection of the probe, this is determined by
the probe sensitivity.
In order to improve the sensitivity of each of the elements in the probe-
head the Q-factor of the receiver coil must be increased. The Q-factor
is determined by the inductance and the resistance, if there is a mutual
impedance between the coil and the sample (or between the coil elements)
the Q factor will be effected. Due to the resistance of the coil being very
high relative to the sample for small coils, the mutual resistance is usually
negligible for coils smaller than 3 mm in diameter, which is supported by
the measurements shown in Table 6.2 (206). The frequency shift due to
loading suggests that there still is some coupling between the sample and
the coils. Due to the fact that the frequency is shifted down it is likely that
the sample is providing a mutual capacitance. These results were collected
using a water and copper sulphate solution sample, if a different sample
with significantly different dielectric properties were used then it may provide
different results.
6.10 Conclusions
The initial results for coil coupling showed that the optimum geometry for
decoupling two coils is to place them orthogonally, which matches the opti-
mum g-factor arrangement shown in chapter 5, thus making a two coil array
attractive and feasible.
The probe-head has been constructed to achieve the highest sensitivity possi-
ble, thus allowing single scan micro-scale imaging, with a 31.25 µm in-plane
resolution and a sub millimetre slice thickness. It has been shown that the
limit on the resolution is the achievable SNR and not the gradient perfor-
mance, as predicted in the previous chapter.
The B1 field maps show that the individual coil array elements have distinct
and well defined sensitive regions that are ideal for employing accelerated
image acquisition techniques. The artefacts present are due to unavoidable
detection of external RF signals which are detected due to poor shielding of
the cables.
The reconstruction of the under-sampled images prove that the simulations
presented in chapter 5 are a valid representation of what is achievable ex-
perimentally as the reconstructed image shown in Figure 6.28 is artefact
free, where a reduction in the signal intensity is the only clear penalty due
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to under-sampling. The g-factor map shows that the reconstruction of the
image is good, however there is a section of the FOV which is harder to
reconstruct due to the lower intensity of the B1 field. This was highlighted
by the field maps and the sensitivity maps.
In order to achieve higher resolution or to detect nuclei with lower gyromag-
netic ratio the sensitivity will need to be increased further, it is clear that
smaller coils can provide this. Smaller coils will also allow the FOV to be
reduced for the accelerated acquisition to work. There needs to be a clear
distinction between the sensitive regions of each of the coils inside the re-
gion of interest to achieve the extra level of spatial encoding. This is not
achievable when the FOV is considerably smaller than the coils.
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Chapter 7
NMR Microscopy and Micro-coil
Fabrication
7.1 Introduction
To monitor the distribution of 13C labelled molecules in an NMR microscopy
experiment, suitable hardware must be in place to optimize the data acqui-
sition. A schematic of the ideal set-up is shown in Figure 7.1. The multiple
channels of the spectrometer are utilised to realise parallel acquisition of
signal arising from hyper-polarised small molecules. One step towards this
goal is to place the detector as close to the sample as possible. If multiple
detectors are used then the possibility of single shot, hyper-polarised images
becomes a reality.
The purpose of this chapter is to demonstrate the need for and the benefits
that arise when using micro-coils for NMR and MRI of small samples. Section
7.2 explains how SNR can be improved though the use of smaller detectors.
A brief review of different receivers that are used in NMR microscopy is
presented in section 7.3 and a case is made for the use of planar coils.
The difficulties that occur when using coils made via standard fabrication
techniques, such as the need for a bonding wire, or the effect of the substrate
on the magnetic field are discussed in section 7.6.
Details of how the novel, flexible micro coil array was conceptualised, fabri-
cated and implemented in order to collect nL scale NMR measurements of
1H and 13C at 9.4 T are summarised in section 7.4. The process behind the
development of a flexible micro coil array will be demonstrated along with
problems that were encountered during the design and fabrication, and how
these problems were overcome.
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Figure 7.1: Experimental set-up for two receiver coils and a single transmitter coil using the
dual isocentre spectrometer at the University of Nottingham. Home built pre amplifiers are
to be introduced to reduce the losses between the receiver and the Bruker pre amplifiers.
7.2 SNR in NMR Microscopy
As shown in chapter 6, the principal of reciprocity means that the strength of
the field produced by the coil is directly proportional to the signal received (9).
Therefore, in order to detect small volumes and very small numbers of spins
it is important to place the receiver as close to the sample as possible.
The SNR in NMR is given by
SNR ∝ [γB0]
[
Nγ2~2B0
16pi2KT
] [
B1
i
] [
1
Vn
]
, (7.1)
where the term in the first square brackets is the Larmor precession frequency,
the term in the second square brackets is the thermal equilibrium magnetiza-
tion, the third square brackets represents the B1 field per unit current and the
final square brackets is the voltage noise as given by Equation 6.3. The third
and fourth square brackets relate to the detector as the B1/i is dependent on
the size of the coil. When the coil length is reduced this value increases and
therefore, due to reciprocity, the signal received also increases.
The increased SNR is spatially dependent as a surface coil has a limit to the
sensitive depth approximately equal to the coil diameter. This means that
for a sample volume larger than the coil the total SNR is worse than using
a volume coil. However, (161) showed that using a combination of surface
coils around a sample will produce a higher SNR across the entire volume
than using a single coil (161). Therefore in order to measure hyper-polarised
signal in small objects such as the Xenopus oocyte two or more micro coils
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Figure 7.2: Hand wound 500 µm solenoid coil (210)(A). Array of 500 µm planar micro
coils on a silicon substrate with on-chip pre-amplifier (211) (B). 500 µm flexible planar
micro coils fabricated on a polyimide substrate (C). SEM images of microfabricated 3D
solenoid (212). Schematic of a strip line resonator and flow path (213) (E), where the
strip line resonator itself is situated at position 3.
need to be employed. This will also provide the option to use parallel imaging
techniques such as SENSE.
7.3 Detectors for micro-NMR
Many variations of detector have been proposed for micro scale NMR of
small samples, such as strip line resonators (207), solenoids (208) and planar
micro coils (209). Examples of some of the possible detector configura-
tions are shown in Figure 7.2. Each type of detector is suited to a different
experimental set-up and often has to be manufactured bespoke for the ap-
plication.
Strip-line resonators are often used in micro-fluidic NMR systems due to the
nature of the shape of the sensitive region and have also been employed in
a temperature jump DNP system in order to collect hyper-polarised signal
from samples on the order or 10’s of nL (214; 213; 215; 56). These have
a high sensitivity over a very small space due to the geometry of a single
tuned strip. However, the large metal planes suffer from eddy currents during
gradient switching and cause inhomogeneity in the polarizing field.
For micro-fluidic devices it is common for the micro-fluidic channel to be
integrated into the detector fabrication in some way as it is the case for
Massin et al (216; 217). However for a static system, where flow is not
required, this kind of detection method is less desirable, as the flexibility of
the system is reduced.
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Traditionally solenoid probes were considered the best strategy for achieving
the optimum spin sensitivity as they will produce a strong, homogeneous
magnetic field and their relatively high self inductances allows good tuning
and matching at many field strengths. Microscopic solenoids have been fab-
ricated and used in NMR microscopy experiments (212; 218), some examples
of which are shown in Table 7.1. However, they are difficult to fill and often
require a flow path to be fabricated in conjunction with them. This can spoil
the filling factor and reduce the quality factor of the coil due to capacitive
effects. Therefore it is usual for solenoids to be used when the sample is on
the order of 0.1 - 10 mm at which point they are large enough to be wound
rather than microfabricated, making them more robust (219; 220). The na-
ture of the solenoid and the direction of the field it produces means that
it has to be positioned perpendicular to the polarising magnetic field. This
incurs a large penalty as it increase the effect any susceptibility mismatched
elements of the sample or detector have on the magnetic field, requiring a
highly complex experimental set-up (210).
Planar coils have become a standard for NMR microscopy given the rela-
tive ease of fabrication and good electrical properties to allow tuning and
matching of the coil. The planar coil also offers an ease of sample handling
and placement that is not achieved with a solenoid or strip line resonator.
However, as surface coils are reduced in size the spatial dependence of the
field becomes problematic for samples that are larger than the diameter of
the coil. Massin et al. showed how planar micro coils could be fabricated
using the photo-resist SU8 and copper electroplating on a glass substrate
(221). Coils such as these have been used successfully for detecting samples
containing as few as 1012 spins due to their high Q-factor and proximity to
the sample (222). The planar coil also offers a better Q-factor and lower
AC resistance than the solenoid when the experiment is carried out at very
high fields. This is due to the increased skin and proximity effect as demon-
strated in Figure 7.3 (218). Possibly the most promising of the recent work
on NMR-microscopy of cells has been carried out by Gobel et. al. (223).
Here multiple coils are wound to interleave each other and placed in a hexag-
onal pattern. This means that there is a 1 mm diameter planar sample area
and the coils can be geometrically decoupled to allow accelerated acquisition.
The Drawback of this is that the sensitivity is not optimal as the coils are not
truly planar and the typical imaging time for an image with 25×25×100 µm
pixel volume is on the order of 11 hours. It is hoped that with hyper-polarised
samples in slightly larger cells this time will be significantly reduced.
Table 7.1 shows some examples of typical detectors, the sample volume
that the detector has been used to examine and the NMR linewidth that was
achieved in the experiment. The table also shows the magnetic field strengths
at which the experiments were carried out and the nuclear species that have
been detected with the micro probe. It is clear from the table that as the
volume is reduced it becomes difficult to maintain a high frequency resolution
in the spectrum. The linewidth is especially affected as the experiments move
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Figure 7.3: Graph first published by (218), showing how Q-factor and AC resistance
changes with frequency for a solenoid coil of 200 × 85µm ID (A), a planar coil with an
ID of 160µm (B) and a Helmholtz pair with an ID of 400µm (C).
to high field strengths.
To achieve high resolution spectroscopy it may be beneficial to go to lower
field strengths and use hyper-polarised samples (224). The susceptibility
mismatching effects which cause the short T ∗2 times that are responsible for
poor spectroscopic resolution in MR microscopy experiments are reduced at
lower fields, although chemical shift resolution is also reduced and therefore
can make it impossible to distinguish peaks. However, this is somewhat
limited by the ability to tune and match the detector to the low frequencies
required and the fact that a reduction in linewidth is potentially be offset by
the reduction in chemical shift resolution and polarisation.
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Table 7.1: Table showing the achieved line width of various detector configurations for different sample volumes and field strengths. The type of nuclei that the
detectors were tested on is also shown. Nuclei highlighted in bold correspond to the measured linewidth.
Detector Type Sample Volume (nL) Line width (Hz) Field Strength (T) Observable Nuclei
Helmholtz (225) 3000 0.5 0.6 1H
Strip line (207) 2000 1.73 7 1H
Planar coil (216) 470 30 7 1H
Solenoid1 (208) 400 3.6 11.2 1H\2H
Solenoid2 (209) 100 30 7 1H\11B\19F\23Na
Planar array (211) 12 195 7 1H
Planar coil (226) 1 70 7 1H
Planar coil(209) 0.13 30000 3 7 1H\19F
Planar coil (on polyimide) ≤354 430 9.4 1H \ 13C
1Susceptibility matched plugs and Flourinert are used to improve the linewidth
2The coil is inserted into a tube filled with D2O for susceptibility matching
3An exponential filter with a time constant of 100 µs was applied to the FID.
4The sample volume is calculated based on the assumption that the entire sample is excited and detected. In reality it is likely that only half the sample plays
a real contribution to the measured signal.
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7.3.1 Quality Factor
One disadvantage when using planar micro-coils is that they often posses a
low Q-factor which is caused by their small inductance and high resistance
due to their specific geometry. It is difficult to retain a high Q-factor for a
micro coil as the inductance is determined by the geometry of the coil and
the the resistance is increased by reducing the height and diameter of the
wires.
A low Q-factor makes it difficult to tune and match the coil. This is the
reason why solenoids have been so popular in the past due to their high
inductance. The Q-factor and other electrical properties of the coil are also
effected by the substrate upon which it is fabricated.
7.3.2 Typical Substrates
A convenient substrate for any microfabricated coil is silicon as it is commonly
used in many microfabrication processes and many common resists, etchant
and developers have been engineered to be used with semiconductor based
devices (227; 228). The use of semiconductor as a substrate also opens up
the potential for lab on a chip (LoC) applications as presented by Grisi et al,
where the pre-amplifier and even the entire spectrometer is integrated into
the micro-fabricated device (211; 209; 226).
This has deleterious effects however when considering the electrical perfor-
mance of the coils since at high frequencies there is a capacitive effect from
the substrate due to the eddy currents in the semiconductor. These eddy cur-
rents are exacerbated when gradient switching is introduced and significantly
limit the attainable Q-factor of the coils. This has been shown by Woytasic
et al. comparing the frequency dependence of the Q-factor for a 1 mm pla-
nar coil fabricated on Kapton (DuPont Ltd. - Stevenage,England) and on
silicon (see Figure 7.4) (212). The insulating Kapton substrate increases the
maximum achievable Q by a factor of 5.
Another solution is to fabricate the coil on glass or Pyrex which provide a
strong and chemically resistant surface to which the inductor and can be
easily bonded. This has been demonstrated by Massin et al. where 500 µm
and 1000 µm (ID5) inductors were fabricated on a glass substrate above a
flow cell. Using this substrate Q-factors on the order of 17-20 were achieved
for varying coil sizes at 300 MHz. Glass has the drawback of being difficult
to scribe (the separation of the multiple devices on the wafer) and is easily
broken, coupled with the often poorly matched susceptibility of glass causing
a shortening of T ∗2 (216; 221).
5The outer diameter of the coils is not described in the paper. The figures suggest
that the outer diameter is significantly larger than the inner diameter and also larger than
the coils fabricated as part of this project. This means that it is difficult to make a direct
comparison between electronic characteristics.
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Figure 7.4: The graph, originally published in (212), shows how the Q-factor varies as a
function of frequency for a 1 mm OD planar coil on a silicon and a Kapton (DuPont Ltd.
- Stevenage,England) substrate.
Both semiconductor based and glass type substrates have the drawback of
being rigid which makes positioning multiple receivers around a spherical or
cylindrical sample difficult. The rigid edges of the substrate also increase
the field inhomogeneity, which reduces the achievable resolution and overall
sensitivity of the detectors. Therefore, it is beneficial to consider utilising
a substrate that matches the susceptibility of the sample and that can be
shaped to reduce the edge field distortions caused by rectangular or straight
edges.
The magnetic susceptibility of some relevant materials is shown in Table 7.2,
where the susceptibility relative to water is also shown. It is clear from the
table that substrates such as glass and silicon will have a much greater effect
on the field than a material like polyimide.
Using a polymer based substrate such as PDMS/PEEK or polyimide not only
has the advantage of being well matched to water, it allows more favourable
shapes to be used to support the coils, as films of these polymers are often
highly flexible while maintaining strength (232; 233). Therefore by using a
flexible substrate the coils can be made to sit on a cylinder which reduces
the field inhomogeneity within it.
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Table 7.2: List of Materials with their magnetic susceptibility and susceptibility relative
to water (229; 230; 231).
Material χv (ppm) χv − χH2O (ppm)
Water -9.032 0.000
Air 0.360 9.392
Polyimide -8.915 0.117
PEEK -9.332 -0.300
PDMS -7.8 1.232
Araldite -9.694 -0.662
SU8 -9.732 -0.700
Glass -14.40. . . -6.342 -5.37. . . 2.96
Silicon -3.73 5.302
copper -9.63 -0.60
Silver -23.80 -14.77
Gold -34.40 -25.37
Alumina -464.00 -454.97
7.3.3 Flexible Substrates
Examples of flexible fabricated devices have been presented in the literature,
the first example of note was carried out by (234) for the production of
bolometers on a Kapton sheet (234). This work was then continued by
(212) for the production of two and three dimensional coils on both Kapton
and PEEK substrates in order to create a flexible magnetic field sensor with
a high inductance (212; 235; 236).
It was shown that for multiple stages fabrication processes, Kapton film
looses adhesion with the donor substrate. Therefore spin-on polyimide was
used for several devices, with a silicon wafer as a donor substrate from which
the polyimide can be removed at the end of the fabrication process (237;
238; 217).
It is clear that a planar device that can be shaped to suite the surface of
the intended sample while limiting the effects it has on field inhomogeneity is
highly desirable (233; 235). Therefore it was decided to explore the possibility
of fabricating a multilayer device on a flexible polyimide substrate.
7.4 Flexible Coil Fabrication
7.4.1 Design Concept
It has been shown in previous chapters that to utilise parallel imaging in
order to reduce the acquisition time, multiple receivers are required. With
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Figure 7.5: Xenopus Laevis Oocyte, one of the largest naturally occurring single cells and
a schematic of the Oocyte showing that it has two separate hemispheres (239).
this knowledge, coupled with the fact that a planar receiver coil has an
optimum signal to noise per unit volume, it makes sense that any system
designed to eventually image hyper-polarised small molecules in very small
objects such as cells must have multiple planar RF coils positioned around
the sample. Therefore, in order to design a system that will work efficiently,
knowledge of a typical sample is important.
One such system is the Xenopus Laevis oocyte (shown in Figure 7.5) which is
one of the largest naturally occurring single cells, with a diameter of approx-
imately 1.3 mm. It is a standard model system for biological experiments in-
vestigate active transport of metabolites (239). The objective of this project
is to develop a suitable experimental set-up to monitor molecules via their
hyper-polarised NMR signal within the oocytes.
The initial design constraints placed upon the system are that there must
be multiple receivers to allow accelerated acquisition and the substrate upon
which the coil sits must be well matched to the sample susceptibility and
must not degrade the resonators Q-factor. Finally it is important to be
able to get the detector as close to the sample as possible. Therefore, the
device is fabricated on polyimide as it has favourable susceptibility values
and is strong, chemically resistant yet flexible to allow the surface coils to
match the topology of the object of interest. Two detector coils are placed
on each individual device and are positioned so that they are approximately
orthogonal to each other when wrapped around a 1.3 mm sample. Figure 7.6
shows the basic concept of the design flow where wires are first laid down
on the substrate, then another layer of polyimide is applied and finally the
coils are placed on the top. The figure shows the wires in what is termed
the horizontal configuration as it is imagined that the wires will be placed
horizontal to the polarising field in the final system.
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- Layer 1 (wire) 
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- Layer 3 (Coil) 
Figure 7.6: Schematic showing the layout of one of the variations of coil design on the
mask, made in LEdit (Mentor - Du¨sseldorf, Germany). (1) The ”legs” or wires on the
1st layer. (2) The position of the holes to create a via between layers. (3) The coils on
the top layer. Some of the via holes are not shown in the figure due to the scale of the
image.
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Table 7.3: Table showing the various coil designs used on the mask design for the micro-
fabrication process. The diameter (D) of the coils effects the strength of the B1 and the
range of detection, and the number of turns (N) and the width (W) of the wires effects
the inductance and the resistance of the coil. S is the spacing between the wires of the
coil.
D µm W µm S µm W/S N
450 30.0 10.5 2.9 5.75
600 34.0 12.0 2.8 6.0
600 36.0 19.0 1.9 5.0
700 34.0 15.5 2.2 6.5
1000 30.0 12.5 2.4 11.0
To allow flexibility and as a way of anticipating changes to the system a range
of coil sizes were fabricated, with both horizontal and vertical wires. The
outer diameter (OD) of the coils range from 450 µm to 1000 µm and the
wire widths and spacings were determined by results from Matlab simulations
to predict the resistance, inductance and maximum B1 field for a given
coil geometry. The different coil dimensions that were used are shown in
Table 7.3. A comparison of the predicted and measured values of R, L and
Q is made in section 7.5 and summarised in Table 7.6.
7.4.2 Process Flow
Figure 7.7 shows a schematic of the main processing steps in the fabrication
of the devices. First a silicon nitride (SiN4) layer of approximately 200
nm was applied to the silicon wafer, the benefits of which will be discussed
further in subsection 7.4.5. Four small rectangles of self adhesive Kapton
tape where then attached symmetrical around the edges of the wafer in order
to aid the final peel off stage, this can be seen in Figure 7.9. This step was
devised to limit the number of polyimide resists required and is used instead
of creating a sacreficial layer (which can also be used as a stress buffer), as
demonstrated in the fabrication process used by (240). A small amount of
adhesion promoter VM652 (Dupont) was applied to the wafer only around
the edge of the wafer to prevent the polyimide from detaching during the
fabrication stages6.
The initial polyimide layer, is applied in a multi-stage process in order to
achieve the required thickness of 35 µm. The resist PI5878G (Dupont) was
applied in 5 stages via spin coating at 2000 RPM to achieve a thickness of
7.5 µm, between each spin coat a soft bake stage was used to drive out the
6Adhesion promoter applied to the entire wafer caused the polyimide to be impossible
to remove or to rip in a unpredictable manner as it was peeled from the wafer. No
adhesion promoter resulted in premature peel of or bubbling of the polyimide during the
fabrication steps.
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Figure 7.7: Process flow for production of flexible micro coils. (1) spin on polyimide
PI5878G (Dupont) is applied to the donor substrate in a multi-stage process, Ti and Au
are evaporated onto the polyimide and the photo resist AZ15NXT (micro chemicals) is
applied and patterned. (2) The wires are plated to approximately 2 µm. (3) The resist
is stripped and seed layers are etched away. (4) Planarisation with PI5878G and windows
are opened to allow contact to the top layer. (5) Another seed layer of Ti and Au is
applied with plating resist and the coils are plated to approximately 12 µm. (6) Plating
resist and seed layers are removed. (7) polyimide wafer is peeled from silicon donor wafer.
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Table 7.4: Table of chemicals, uses and the suppliers for the products required for fabri-
cation of the novel, flexible micro coils.
Chemical Purpose Supplier
PI5878G Spin-on polyimide Dupont Ltd.
VM652/VM651 Adhesion promoter Dupont Ltd.
SX AR-P 5000/82.7 Photo-definable polyimide AllResist
AR 300-26 polyimide developer AllResist
AZ 15nXT Plating photo-resist MicroChemicals
TechniStrip NI555 Resist stripper MicroChemicals
AZ4533 Thick photo-resist MicroChemicals
AZ 726(MIF) Developer MicroChemicals
NB SEMIPLATE AU 100 Gold plating solution MicroChemicals
Potassium iodide solution Gold Etching Prepared in house
solvent. The final measured thickness of the polyimide after the cure (or
hard bake) was 30 ± 3 µm.
Care must be taken in way the polyimide is cured as the maximum tempera-
ture and duration of curing determines how much of the polyimide becomes
cross-linked. When curing after any metallisation further care must be taken
to alleviate stresses between the metal and polymer which could compro-
mise the adhesion. This is achieved by ramping the temperature at a rate
no quicker than 5o per minute so that the relative thermal expansion and
contraction that occurs is small. At 250oC 80 % of the polyimide is cross
linked. In order to achieve a fully cross-linked substrate the polyimide was
held at 300o for 3 hours. The timing diagram of the temperature sequence
used to cure the polyimide is shown in Figure 7.8.
The glass transition temperature of PI5878G polyimide resist is 450o meaning
that a stress buffer as a base layer could be beneficial. A stress buffer
constitutes a polyimide resist with a much lower glass transition temperature
which allows movement of the layer above while maintaining adhesion during
the curing process.
In order to be able to plate the wires, a seed layer of Titanium (Ti) and
Gold (Au) and a final layer of Ti were evaporated onto the polyimide. The
photo-definable plating resist (AZ15NXT) was spun on and patterned with
the first mask as shown in Figure 7.6.
After the wires were plated there is a planarisation stage, shown in part (4) of
Figure 7.7 in order to electrically isolate the wires on the lower layer from the
coils on the top layer. Initially it was hoped that a photo definable polyimide
could be used for this task however budget restrictions prevented the ideal
chemical from being used. A replacement was sourced and tested however it
was found that it was too thin to achieve the required thickness to effectively
planarise the wires.
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Figure 7.8: Schematic of the temperature profile that the programmable oven carried out
in order to cure the polyimide. Slow curing is necessary in order to limit thermal expansion
and contraction as this can cause de-lamination of the layers.
Kapton tape 
Figure 7.9: A wafer in the process of being spin coated with polyimide. The spread of the
resist was affected by the manner in which is it was dispensed and consequently starting
the application from the wafer edge resulted in a smooth layer and starting from the
middle of the wafer resulted in what is shown in the figure. The strips of Kapton tape to
aid the final peel off are highlighted.
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Figure 7.10: (A) shows a ×10 magnification optical microscope image of a 600 µm OD
coil. The step down to the layer below is visible with a clear metallic connection. The
smoothness of the metal over the planarised wires is also visible. (B) The centre of the coil
with polarising filters to show roughness (×20 magnifications). (C) ×20 magnification
optical image of the centre of the coil with no polarising filter.
The planarisation was eventually carried out using a single application of
PI5878G (6µm thick), then vias are opened up to allow electrical connec-
tions at the ends of each of the wires. One end allows connection to the
macroscopic electronics and the other provides the path between layers to
connect the coil. This was done by spin coating a layer of AZ4533 positive
tone photo resist and allowing the developer to etch through the planarising
polyimide. The polyimide is sufficiently thick to cover the first layer with
only a variation in the surface topology of approximately 5 µm, this variation
was smoothed out to a negligible level during the final plating process. It
is important for formation of a good electrical connection between layers
that there is no undercut due to the etching process. The connection at the
centre of the coil (the step down) and the smooth surface of the coil across
the planarised wires are shown in Figure 7.10.
Before patterning and electroplating the coil itself, another seed layer was
applied and a 15 µm layer of the plating resist was patterned in order for the
coils to be plated to a height of approximately 10-12 µm. After plating and
once the seed layer is removed the final stage in the process was to remove
the silicon wafer and release the flexible polyimide based device, the result
of which is shown in Figure 7.18.
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Figure 7.11: Plating set-up. The temperature needs to be carefully maintained for con-
sistent plating therefore a water bath with a thermocouple is used. The side of the wafer
to be plated is placed facing away from the anode in order to make the charged solution
diffuse around the plating area. The colour tint in the image is due to the plating being
carried out in a yellow room environment.
7.4.3 Gold Electroplating
The system used for gold plating is shown in Figure 7.11. The plating
bath was SEMIPLATE AU 100 plating solution (Microchemicals) which is
a cyanide free solution. The wires were plated initially for 45 minutes with
a pulsed forward voltage (the upper pulse sequence shown in Figure 7.12).
The total forward duration was 1.0 ms, the on duration was 0.1 ms and the
off time 0.9 ms. This resulted in a plated height of approximately 2 µm
however there were artefacts and imperfections across the wafer due to an
effect known as current crowding.
For the final wafer the plating scheme was adapted to incorporate a reverse
plating duration, with the intention of reducing the current crowding effects
and to improve the homogeneity across the wafer. This plating scheme is
shown in the lower half of Figure 7.12. Scanning Electron Microscopy (SEM)
was used to asses the quality of the plating and to ensure that the topology of
the coils is consistent. The images presented in Figure 7.14 and Figure 7.13
show clean side walls of the coils and minimal residual seed metal in the
tracks of the coil. The images also show that the centre via has plated well
to form a good electrical connection between the coil and the wires on the
layer below.
7.4.4 Current Crowding
Current crowding causes the characteristic ’bunny ears’ seen in Figure 7.17
and Figure 7.15. It is due to the current flux lines being concentrated at
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Figure 7.12: Top: A forward voltage only plating scheme as used initially to plate the
wires of the micro coils. Bottom: Forward and reverse plating pulse sequence in order
to improve the quality of the plating and reduce inhomogeneity across the wafer. The
timings used are displayed in Table 7.5. For the reverse plating the forward duration is
applied multiple times (e.g. 100) for every reverse duration.
Figure 7.13: SEM images of the 1000 µm coil.
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Figure 7.14: SEM images of the microfabricated devices. (A) ×1000 magnification of
the central contact pad of a 450 µm coil showing that the plating has formed a good
electrical connection across the via step. Some cracking and debris is also visible (B)
×6000 magnification of the plated wall and polyimide planarising layer. Small amounts
of debris are visible however these are not big enough to compromise the coil. (C) ×1000
magnification of the 450 µm OD coil tracks. The top of the coil, the wall and the base
of the tracks are all visible showing a smooth topology and a high aspect ration of the
plated gold. The polyimide in the tracks shows up as white due to charging. (D) Outer
contact pad of the 450 µm coil showing a good connection across the via. The polyimide
is white due to charging.
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Figure 7.15: Stylus profiler plot across one of the larger square features on the wafer post
plating where only forward plating was used. The spikes at the edges (often referred to as
bunny ears) and the dip in the middle are due to current crowding during the electroplating
process.
points where there are perpendicular surfaces (241; 242).
Figure 7.16 shows how the current flux lines increase around the edges of the
larger micro-structures and cause a faster plating effect at these points.
The current crowding effects are reduced by applying the reverse plating
scheme shown in Figure 7.12 and by allowing sufficient space between the
anode and the cathode. The side of the wafer to be plated was placed facing
away from the anode in order to increase the distance the ions have to travel
and create a more homogeneous system.
By reverse plating, the edges that are preferentially plated during the forward
voltage period are preferentially reverse plated during the reverse voltage
period resulting in a more uniform plate overall. The plating scheme that
was used to plate the coils is shown in Table 7.5.
Figure 7.17 shows stylus profiler data for gold plated devices with and without
the use of reverse plating. It is clear from the figure that the homogeneity is
greatly improved and the effect of current crowding are significantly reduced
through the use of a reverse plating stage in the pulse sequence.
7.4.5 Peel Off
Several methods for removing the polyimide from the silicon wafer have been
proposed and tested in the literature with varying levels of complexity and
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Figure 7.16: Current crowding is caused by the current flux density being increased at the
edges of features in a micro-structure. The size of the feature will determine how large
the ’bunny ears’ are and if there are varying sizes across a wafer the plating rate may vary
significantly (241).
Table 7.5: Plating timing parameters for both forward and reverse plating. This plating
scheme was used to plate the final fabricated coils with a voltage of 0.09 V and current of
0.0018 A. For the final wafer there are 100 forward plating steps to every reverse plating
step.
Parameter Duration (ms)
Forward Duration 99.99
Forward On 0.10
Forward Off 99.89
Reverse duration 1.00
Reverse On 0.10
Reverse Off 0.90
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Figure 7.17: Stylus profiler plots across coils (left) and a large square feature on the mask
(right) showing the ’bunny ears’ effect (spikes at the edges of features) due to current
crowding during plating (top). The plots below show how utilising a reverse plating stage
in the pulse sequence can reduce the current crowding effects.
success. Initially (243) used super glue and Kapton sheets which could then
be pulled gently from the donor substrate after the processing steps were
completed (233). However, this technique reulted in a poor surface topology
after multiple processing stages. Therefore, Mahmood (235) implemented a
flexible device on spin-on polyimide to avoid surface wrinkling and improve
adhesion between the polyimide and the donor wafer (232; 235; 237). To
release the polyimide they scratched away the edge with a scalpel, peeled it
off manually and did not use any adhesion promoters. The poor adhesion
between wafer and polyimide meant that surface bubbling during processing
was still a problem.
Other works cited the use of anodic dissolution where a sacrificial layer of
metal is removed, however this adds unnecessary levels of complexity to the
fabrication process and risked leaving a layer of Chromium on the under-
side of the polyimide which would be detrimental to the device performance
(232).
In order to utilise a water activate separation of the polyimide from the donor
wafer, a 200 nm thick layer of silicon nitride was applied to the donor before
the polyimide. Polyimide is hydrophilic and the silicon nitride is hydrophobic
meaning that when water is placed between the two surfaces the polyimide is
gently removed from the silicon wafer. This was tested and worked well when
no adhesion promoter was applied. However, this resulted in surface bulbing
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Figure 7.18: The top row (A to C) shows the peeling process, where the polyimide is
carefully removed from the donor wafer with a scalpel blade under the Kapton tape. (D)
Fully peeled off polyimide based set off devices. (E) demonstrating the flexibility of the
polyimide and the devices.
during the other fabrication steps. Application of the adhesion promoter
nullified the possibility of a water activated peel off (240; 234).
To test the peel off varying amounts of adhesion promoter VM652 (Dupont)
were used and the ability to remove an intact disk of polyimide was observed.
It was determined that covering the entire wafer resulted in the polyimide
ripping during peel off and if the adhesion promoter is soft baked then the
polyimide is impossible to peel from the wafer. In this situation it was
removed with Piranha etch.
To achieve a balance between the necessary adhesion while still being able to
remove the polyimide, a ring of adhesion promoter was spin coated around
the edge of the wafer and soft baked. The polyimide could then be easily
removed in the manner shown in Figure 7.18.
7.5 Electronic Characteristics
The resistance and inductance of the micro-coils were measured using a four
point measurement system (244) and the results compared with simulated
values which were calculated Matlab using equations presented by (216).
The results are shown in Table 7.6 where they are also compared with the
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Table 7.6: The table shows the measured and predicted resistance (R), inductance (L)
and Q-factor for the 450 µm coil. These are also compared with a commercial micro coil
(Piconics).
Measured Predicted Commercial 7
R Ω 5.2 ±0.8 0.41 10.0/1.5
L nH 3.8 ±0.2 5.5 7.7
Q (100/400 MHz) ±0.5 2.2/4.3 8.4/33.6 3.2/12.6
1 cm 
Figure 7.19: Tuned and matched commercial micro coil mounted on PCB. The 6.5 turn,
520 µm OD coil is shown where the contact pads in order to form an electrical connection
are seen in the top left and at the centre of the coil.
values from commercially manufactured micro coils of the same size as shown
in Figure 7.19.
The commercial coils are 520 µm OD with 6.5 turns of 6 µm high plated
gold on a Alumina substrate (Piconics - Tyngsboro, Massachusetts). They
are fabricated as a single layer so require a bonding wire bridging from the
centre of the coil to make an electrical connection to the macroscopic system
which increases the distance to the sample. One advantage of the fabricated
flexible micro coils is that the wires occupy the layer below the coils and are
therefore kept out of the way and do not limit the distance between the coil
and sample.
Table 7.7 summarises how the largest and the smallest of the flexible coils
that were fabricated compare in terms of the way in which they tune to the
relevant working NMR frequencies. The coils were tuned to both 100 MHz
and 400 MHz (13C and 1H Larmor frequencies at 9.4 T) and matched to
50 Ohms. The resonance, bandwidth and Q-factor were measured using a
network analyser. The table also shows how the commercially made coil
compares when tuned to 100 MHz.
7Both measured and manufacturer stated values for resistance and are given in the
form measured/stated. The value for inductance is that stated by the manufacture
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Table 7.7: The table shows the difference between the smallest and largest fabricated
coils in terms of the tuning and Q factor. It shows how the larger coil clearly has a
larger inductance making it easier to tune and match. The results are compared to the
commercially produced coil (as shown in Figure 7.19) which fairs badly in comparison due
to the small inductance and high resistance.
100 MHz 400 MHz 100 MHz
Coil Diameter 450 µm 1000 µm 450 µm 1000 µm Commercial
Captune pf 330 27 3.5-8.9 0.6-6 180
Capmatch pf NA 0.5-11 15.6-21.0 3.9-9.3 NA
Loss (dB) -25 -60 -30 -33 -9
Band Width (MHz) 80 40 95 59 140
Q-factor 2.2 2.8 4.3 7.2 1.0
5 mm
Figure 7.20: Horizontal coil mounted on PCB with gold bonding wires to form an electrical
connection between the device and the PCB. The PCB is through plated to allow electrical
connection to the opposite side. Tuning and matching is done on either side of the circular
PCB.
The coupling between the two coils on the device when tuned to 100 MHz
was measured using the network analyser. This was done for both the 450
µm and 1000 µm OD coils where it was found that for the smallest coils the
coupling was >-20 dB when regardless of coil orientation or sample loading.
However the largest coils showed -12±2 dB isolation when the coils were in a
parallel configuration and -18±2 dB when the coils were placed orthogonally
about a sample tube, which is an acceptable level of coupling, based on work
presented in chapter 6.
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Figure 7.21: (A) 1H signal collected from the commercially produced coil in Tx/Rx mode.
The sample was held in a 0.5 mm ID capillary with a wall thickness of 100 µm. (B)1H
signal collected from the commercially produced coil in Rx only mode with the same
sample as shown in (A).
7.6 1H NMR
In order to detect NMR signal, the coils are mounted on a through plated
circular PCB, with appropriate dimensions so it could be used in conjunction
with the Bruker Micro5 gradient set, Figure 7.20. The coils were initially
mounted with epoxy resin on a square PCB that is milled and through plated
and gold ribbon was affixed to the contact pads of the flexible coils and the
PCBs. This was then attached, again with epoxy resin, to the circular PCB
and an electrical connection is formed by soldering the PCBs together. This
means that the tuning and matching capacitors can be kept at a distance
from the coils and each other. The commercial coils were also mounted
on PCB and used to acquire 1H NMR signal to allow comparison to the
performance of the flexible devices. The mounted commercial coils are shown
in Figure 7.19.
Figure 7.21 shows the 1H spectra obtained from the commercial coils (A and
B),using two different experimental set-ups. The first spectra was collected
using the micro-coil as both transmitter and receiver (shown in A) and the
second case the micro-coil used a separate transmitter coil used for excitation
of the entire sample (B). The sample is contained in a 0.5 mm ID capillary
with a 100 µm wall thickness. The line broadening is reduced and the SNR
increased due to the presence of the volume transmitter as the spins closest
to the coil are no longer preferentially excited. No shims were applied during
the acquisition of these spectra therefore for a reference Figure 7.22 shows
the un-shimmed line width attained using the two channel proton probe
presented in the previous chapter. Here the FWHM is measured to be 2700
Hz, which is caused by the poor homogeneity of the un-shimmed dual iso-
centre magnet and the misalignment with the bore of the magnet due to
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Figure 7.22: The figure shows the un-shimmed linewidth achieved by the two channel
proton probe presented in the chapter 6. The sample is orders of magnitude larger than
in the spectra shown in Figure 7.21 and 7.23 with sample held in a 3mm OD NMR tube.
The FWHM of the peak is 2700 Hz with a 10 Hz line broadening filter applied to the raw
signal. After shimming the linewidth can be reduced to approximately 100 Hz, and the
splitting is removed.
the standard spacers being incompatible with this probe and the incumbent
dissolution pipes. After shimming this can be reduced to the order of 100
Hz therefore there is a significant field inhomogeneity to deal with when the
shims are not in use. Using a well constructed BBO Bruker probe with a
5 mm NMR tube, the un-shimmed linewidth is still on the order of 800 Hz
which can be reduced to approximately 20 Hz with the application of the
shims.
Due to the volume of the samples being considered in Figure 7.21 and 7.23,
it is incredibly difficult to make any significant improvement with the built
in shim set. It may be useful to use the Bruker micro-imaging gradient set
as a shim set in the future.
The flexible coils were used as a transmitter and receiver in both of the
spectra presented in Figure 7.23, however spectrum (C) used the same 100
µm wall capillary as the spectra in Figure 7.21, whereas spectrum (D) uses a
capillary that has a 10 µm wall thickness in order to get the sample as close
to the coil as possible. The achieved SNR from a single scan from each of the
experiments as well as the linewidth achieved is shown in Table 7.8.
It is clear from examination of the SNR that the microfabricated flexible coils
are significantly superior to the commercial coils. This is for several reasons:
i) The improved electronic characteristics allowing a better resonant circuit
to be created. ii) The flexible coils can be placed directly on the sample.
The linewidth for all the spectra shown is large but is improved by the use
of the flex-coils when considering the distance between the coil and the
sample.
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Figure 7.23: (C) 1H signal from the flexible coil placed against the capillary wall used in
Tx/Rx mode. (D) 1H signal from the flexible coil with a 10 µm wall capillary. The coil
is wrapped around the capillary and glued in place. The broad line of the peaks is due to
there being no shimming and no centring of the probe inside the magnet. Spectrum (D)
broadened more due to the susceptibility mismatches caused by placing the coil closer to
the sample and B1 inhomogeneity of the micro coil.
Table 7.8: SNR, linewidth and and peak signal intensity for 1H spectra of free water col-
lected using both the commercial coils and the equivalently sized microfabricated flexible
coils. The commercial coils were used as both a receive (Rx) only coil and a trans-
mit/receive (Tx/Rx) system, whereas the flex-coils were used only in a Tx/Rx set-up. the
change in linewidth shows how the susceptibility is effected by the proximity and how the
B1 field effects the received signal.
Coil SNR linewidth (Hz) peak signal (AU) Figure 7.23
Commercial (Tx/Rx) 5 2900 24×103 A
Commercial (Rx only) 11 2450 6.8×104 B
flex-coil (100 µm wall) 87 1700 2.1×105 C
flex-coil (10 µm wall) 202 3000 3.0×105 D
Table 7.9: The table shows the un-shimmed line widths and the effect of shimming on the
acquired 1H spectra. The table demonstrates how poor the field homogeneity is without
shims and also shows how difficult it is to shim small sample volumes.
Probe un-shimmed (Hz) shimmed (Hz) Volume
BBO (Bruker) 840 28 600 µL
2 channel SENSE probe 2700 100 10 µL
µ-coil (100 µm wall) 1700 1700 35 nL
µ-coil (10 µm wall) 3000 3000 35 nL
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Table 7.9 shows how the shimming affects the linewidth measured for some
of the probes that were used in the acquisition of data in this thesis. The
un-shimmed linewidth for all probes is very large due to the big field inho-
mogeneity. It is clear that for small samples the shims are not affective. It
was also considered that the large linewidth shown in the flexible coil spectra
could be partly due to background signal, however this does not appear to
be the case as after 10 scans without a sample present no measurable signal
was recorded for protons.
7.6.1 Susceptibility
The change in linewidth obtained from the use of the flexible coils compared
with the commercial coil (as well as the effect of varying the distance of the
coil from the sample) can be somewhat accounted for by the large effect on
the magnetic field the coil itself has. This is demonstrated by the results
from field perturbation simulations shown in Figure 7.25, where the field
perturbation maps in plane and orthogonal to the coil is shown. The basis
of the simulation was developed by Bowtell et. al. (245) and carry out a
Fourier space multiplication of the geometry with a dipole to generate the
field perturbation maps. Such simulations have been verified by modelling
venous systems, as demonstrated by Ziener et. al. and Sedlacik et. al.
(246; 247). The geometry of the simulated system is given in Figure 7.24 and
Table 7.2 shows the susceptibility values used in the simulation. Figure 7.25
shows how the variation in the field within the sample is greatest close to
the coil, where the field perturbation oscillates due to the windings of the
receiver. Further from the coil there is still a field offset, however this is a
homogeneous shift in the field from B0 rather than a gradient.
The results of the simulation shown in Figure 7.25 are used to plot a his-
togram of the field perturbation within the sample volume, this is compared
to the NMR spectrum and is shown in Figure 7.27. The simulations do
not take into account the effect of external field variation that are down
to poor shimming or misaligned probes. Some of the broadening shown in
the spectrum (B) is also apparent in the histogram however the peaks of
the histogram are not evenly weighted. This is because the histogram has
no weighting of the frequency distribution in order to take into account any
effects due to the B1 inhomogeneity.
The same simulation was used to asses the effect of the coil and substrate
on the field within the sample given a copper coil rather than gold. The
histogram of the field perturbation within the sample for both the copper
and gold coils are shown in Figure 7.28.
It is evident from the histograms that it is likely some broadening would
still be observed given a copper coil, due to the proximity of the coil to
the sample, however the bandwidth over which the field perturbation occurs
is significantly reduced for a copper coil (histogram B) suggesting that a
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Figure 7.24: The geometry of the system simulated to determine the level of the field
perturbation. (A) the coil geometry, placed in the centre of the array. The height of the
coils is 10 µm and the widths of the wires and spacing matches the 600 µm coil shown
in Table 7.3. (B) side on view of the central slice thought the simulated geometry. The
orange is air, light blue is sample, dark blue is polyimide and yellow is the gold coil.
A 
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Figure 7.25: Simulated susceptibility maps for protons at 9.4 T of a 600 µm gold coil with
a polyimide substrate and a water sample. (A) Field perturbation map across the coil at
the coil surface. (B) Field perturbation map orthogonal to the coil, through the centre of
the coil and the sample. (C) The variation in field perturbation inside the sample 10 µm
(orange line) from the coil surface and 100 µm from the coil surface (blue line). (D) field
variation inside the sample 100 µm from the coil surface.
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Figure 7.26: Histogram of the frequency perturbation 100 µm and 10 µm from the coil
within the sample. In reality there is a weighting to give the spins closest to the coil a
higher sensitivity meaning that the line will appear broader than the simulations suggest.
A B
Figure 7.27: (A) Histogram of the field perturbation frequencies within the entire sample
due to the presence of the detector at 9.4 T. (B) 1H spectrum with the coil place 10 µm
from the sample. A 30 Hz line broadening filter was applied to the FID. Some of the
broadening caused by placing the sample closer to the coil appears to be an affectation
of the susceptibility mismatches.
A B
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Figure 7.28: Histograms showing the field perturbation within the water sample for a
copper coil (A) and a gold coil (B). The copper coil creates a much narrower spread of
frequencies due to the smaller mismatch in susceptibility.
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Figure 7.29: Graph showing simulated B1 field as a function of distance from the coil for
coils with increasing number of turns (216).
much better line width is achievable. This is due to the better matched
susceptibility of copper to the water sample.
7.6.2 B1 Field Inhomogeneity
A further factor potentially affecting the quality of the spectra is the homo-
geneity of the RF field across the sample. It is clear from the tests with the
commercial coils shown in Figure 7.23 that the use of a separate transmitter
to excite the entire spin system improves the linewidth and the SNR. The
separate transmitter coil provides uniform excitation of the sample so there is
no longer a weighting towards exciting the spins closest to the coil. However,
for use on a single channel system it may be necessary to use the flexible
coils as both transmitter and receiver. The field produced by a given coil
geometry as a function of distance from the coil is shown in Figure 7.29.
The plot was produced using a Matlab simulation based on the equations
presented in (216). It is shown that for the 6 turn coil, at 100 µm from the
coil the intensity of the B1 field has reduced by more than half. This is why
there is such a drastic improvement between the commercial coil and the
flex-coil when used in Tx/Rx mode. This also explains why the use of the
thinner walled capillary improves the SNR further for the flex-coil.
To demonstrate the inhomogeneity of the flex-coil a pulse length optimisation
experiment is carried out on protons. This is shown in Figure 7.30, where
the maximum signal can be seen to be collected for a pulse length of 25 µs.
However, no 180o pulse is found due to the field inhomogeneity.
Through examination of the effect distance to the sample on the SNR it is
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Figure 7.30: Pulse length optimisation for the 450 µm coil tuned to protons at 9.4 T.
The inhomogeneity of the B1 field means that there is no clearly defined 180
o pulse.
possible to estimate the homogeneity of the sensitivity of the coils. There is
a 43 percent difference when comparing the SNR achieved at 10 and 100 µm
sample distance. Taking difference in the predicted B1 field for a 6 turn coil
shown in Figure 7.29 for the same distance values one calculates a difference
of 40 percent. Therefore there is good agreement between the theoretical
and measured value and the profile is likely to correctly represent the change
in B1 across the sample.
7.7 13C NMR
To show that the coils are suitable for use in observing hyper-polarised 13C
nuclei in small metabolites, the coils were tuned and matched to 100.6 MHz.
Two different experimental set-ups were tested. One used the micro coil for
both transmit and receive and another used a separate transmitter is used in
an attempt to excite the sample homogeneously.
Figure 7.31 shows the 3 mm OD saddle coil used to excite the sample which
gives a 90o excitation pulse for a pulse power of 30 W and duration of 59 µs.
The sample is a 1 mm OD capillary filled with a 4 M sodium acetate solution,
where the sodium acetate is labelled with a single 13C on the carbonyl. This
was chosen as it is a molecule that occurs in biological processes and one that
is routinely used in D-DNP experiments on the dual iso-centre magnet.
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Figure 7.31: Probe head for 13C NMR microscopy. The transmitter coil is shown and
the polyimide substrate can be seen wrapped around the sample. The receiver coils are
not visible in the image. The pre-amplifier and its position in the probe head is shown
along with the gradient connectors and cooling. The transmitter coil is tuned remotely
to alleviate space at the top of the probe head.
Figure 7.32: 13C sodium acetate signal received from the flex-coil tuned to 100 MHz
while in Tx/Rx mode. The blue line is the signal collected with the sample present and
the orange line is the signal acquired without the sample. The broad lines are likely due
to a combination of background signal, coil ringing and field inhomogeneity.
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Figure 7.33: Plot of the received signal gain as a function of cable length between the
signal source (the coil) and the input of the pre-amplifier.
Figure 7.32 shows the signal that is received from 5000 scans using the flex-
coil as a transmitter and receiver and only the Bruker pre-amplifiers. The
spectrum is significantly wider than is expected for a liquid state sample.
However there is a solid state background signal from the polyimide itself as
well as potentially the epoxy resin that is used to secure the sample in place,
the effects of coil ringing may also be problematic however it is unlikely that
the ring down time of a coil with such low Q-factor is the only cause of the
signal. The spectrum demonstrates that it is possible to acquire 13C signal
with the novel detectors.
To maximise the signal received pre-amplifiers were constructed that are
designed specifically to fit the dimensions of the probe head to reduce the
losses that occur from long cables between receiver and pre-amplifier. This
effect is demonstrated in Figure 7.33 where increasing lengths of coaxial
cable were placed between the pre-amplifier and the frequency source.
The home built pre-amplifier is a two stage amplifier that has a total gain
at 100 MHz of 28±3 dB and each of the FETs are driven by an initial input
of 10V which is delivered through the transmission line, a method known
as phantom power. The circuit diagram for the pre-amplifier is shown in
Figure 7.34. A potential divider supplies the desired gate voltage of 0.47
V to each of the FETs, while the amplifiers are protected from high power
transmitter pulses through the use of crossed diodes going to ground on the
front end. The noise figure of the home built pre-amplifier has been measured
during bench top testing using a spectrum analyser, and was found to be
less than 1.0 dB. However, this is for a perfectly matched system (purely 50
Ω coax) and the true value was measured with a loaded coil attached to the
front end of the pre-amplifier to be at least 2.7 dB. The noise figure and
gain values are comparable to that of the commercial pre-amplifiers (Bruker
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Figure 7.34: Circuit diagram showing the routing of the DC (red), AC (green) and shared
(blue) lines on the amplifier. The values shown for the tuning of the coil are different
from the capacitor and inductor values used in the final assembly.
Table 7.10: The SNR, linewidth and approximate sample volumes for different experimen-
tal set-ups used to detect 13C signal. The mass related SNR is highest for the transmitter
coil as the sample volumes are estimates and given the shape of the sample and the small
coils it is likely that the volume of the sample detected by the surface coils is overestimated
and the total volume of sample inside the transmitter is under estimated.
Coil V (nL) N.spins SNR SNR/nL Line width (Hz)
µ-coil (Tx/Rx) 35 2.1×1016 11.00 0.31 23000
µ-coil(Rx and preamp) 35 2.1×1016 10.14 0.29 431
µ-coil(Rx only) 35 2.1×1016 4.53 0.13 530
Tx coil 600 3.8×1017 276.34 0.46 512
Ltd. - Coventry, England) supplied with the spectrometer.
Figure 7.35 shows multiple spectra collected using a separate transmitter and
the micro coils are used only for receiving. The background signal, acquired
when the coils were glued to an empty NMR tube is shown here also. There
is some background on the transmitter channel but no background on the
receiver.
The introduction of the pre-amplifier to the the receiver channel results in a
much clearer carbon peak with significantly better SNR, this can be seen in
Figure 7.36. A comparison is drawn between all the data in Table 7.10.
Figure 7.36 and 7.35 highlight the differences between the signal acquired
with and without the use of the pre-amplifier. It shows that there is not
only an increase in the SNR but also a slight reduction in the linewidth
and an overall smoothing effect on the spectrum when the pre-amplifier is
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Figure 7.35: 13C sodium acetate signal from 5000 averages with a 75o flip angle. Right:
Spectrum from the transmitter coil detecting a volume of approximately 600 nL . Left:
Received signal from flex-coil as a receiver only with the homebuilt pre-amplifier in place.
The receiver coil was detecting a maximum volume of 35 nL. No reference compound was
used and therefore the chemical shift axis is there as a guide to the linewidth of the peaks
only and 100 Hz line broadening was applied to the FID.
Figure 7.36: 13C sodium acetate signal from 5000 averages with a 75o flip angle. The
receiver coil was detecting a maximum volume of 35 nL. The spectrum shows the receive
only flex-coil signal with the pre-amplifier integrated into the line. 100 Hz line broadening
was applied to the FID. No reference compound was used and therefore the chemical shift
axis is there as a guide to the linewidth of the peaks only.
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used. The SNR, line widths and maximum sample volume for each of the
experiments are displayed in Table 7.10. The figure also highlights the benefit
of employing a separate transmitter channel, especially when considered as
a comparison with the spectrum shown in Figure 7.32.
7.8 Discussion
The difference between various micro NMR detector configurations are con-
sidered, however, for the purposes of this project it was decided to pursue
a planar micro coil geometry. The use of a micro-solenoid was easily ruled
out due to the inability to build an array of detectors linked with difficult
experimental set-up to achieve an acceptable linewidth. From Table 7.1 it is
clear that each of the different devices has its advantages and disadvantages
depending on the intended sample volume and geometry. However, the most
important factor is that the detector must be designed appropriately for the
intended sample.
To achieve accelerated image acquisition of hyper-polarised samples multiple
detectors are required and therefore the bulky strip line resonator is not
suitable. The Helmholtz pair used by Goloshevsky et. al. (225) also shows
promising results for the analysis of small samples at low field due to its high
inductance. However, this is not suitable for use in a multi-receiver system
as the coupling between the coils is difficult to manage. Therefore, given
the size of the anticipated sample (approximately 1 mm) the most versatile
option is a set of planar micro coils. Gobel et. al. demonstrated that
you can build an array of wound coils that are decoupled using geometric
overlapping and achieve good enough field homogeneity to image diseased
skin cells (223).
Initial trials with commercially produced coils showed that there is good
versatility when using micro surface coils. However, the commercial coils
required extra wires that limit the distance between the sample and the
receiver. The substrate also caused large field perturbations due to the huge
mismatch in the susceptibility of alumina. Both of these problems were
overcome in the designing of the novel, flexible micro coils as the central
wire is built into the fabrication process and the substrate (polyimide) is well
matched to the susceptibility of water. The positive effect of these changes
are seen in the increase in signal and reduction in linewidth when the novel
flex-coils are used, shown in Figure 7.21 and 7.23.
7.8.1 Novel fabrication process
To realise a versatile coil array that is capable of image acquisition of volumes
less than 1000 nL (a typical Oocyte volume) a novel fabrication process was
engineered whereby a flexible substrate is used to allow coils to be positioned
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in an optimal configuration for parallel imaging and susceptibility matching.
Polyimide is used as the flexible substrate as it is strong and chemically
resistant, with the added advantage of it being available in liquid form to
allow spin coating.
Simulations of electronic characteristics for various coil configurations deter-
mined several possible coil dimensions, with a 600 µm (OD) coil being most
applicable to imaging of a ≤1 mm diameter sample due to the penetration
depth of the sensitive region compared to the size of the sample. The use
of gold coils gave significantly better electronic characteristics than other
examples of micro coils presented in the literature (see Table 7.1) due to a
low resistance (248; 211; 207; 213; 226). Other factors such as the inert
nature of gold and the presence of an already well established gold plating
system made it the first choice of coil material.
Initially it was thought that the substrate would play a larger role in the sus-
ceptibility effects than the coil itself, which is certainly true for the commer-
cially produced coils. However, once the substrate was matched it was found
that the coil itself becomes the main issue. This is reduced to an acceptable
level when the sample is 100 µm from the coil as seen in Figure 7.23. It
can be argued that for observation of very small samples (nL scale) a copper
plated coil would be more appropriate, as copper is more closely matched
to the susceptibility of water than gold. However, this would reignite the
problem of the coil’s resistance being too high to allow a tuned and matched
circuit at the Larmor frequency of low gamma nuclei such as 13C.
The gold plating itself was significantly better than expected with smooth
topology and a shiny finish being produced. The etch rate of the plated gold
was found to be relatively comparable to that of evaporated gold (within a
factor of 3) which suggests that the plated gold is of a similar harness to
that of the evaporated gold. This may be due to the specific plating solution
used, but is also likely to arise from the small plating currents used, since
the plated gold was built up slowly. The plating rate was marginally reduced
by the implementation of the reverse plating as the current in the forward
direction was increased, which was applied to improve homogeneity across
the wafer and remove bunny ears.
7.8.2 nL Scale NMR
The fact that the coils are close to the sample means that volumes on the
order of 10’s of nano litres or smaller can be detected in a single scan (for
protons) and retain a good SNR. This is a smaller sample volume than
all but three of the literature examples presented in Table 7.1. However
the proximity of the coils to the sample comes at a cost of larger field
inhomogeneity due to the susceptibility mismatch between the gold coil, air
and the sample itself. The 1H NMR data has shown a good correlation
between the spectra and the simulated field perturbations suggesting that
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the splitting observed in the flexible coil spectra, when placed only 10 µm
from the sample, is due to the proximity of the coil to the sample. This is
further backed up by observation of the 1H spectrum from a thick walled
capillary (so as to move the coil further away from the sample) where the
linewidth is reduced and no splitting is observed. At this distance from the
coil inside the sample the field perturbation simulations show a constant
shift in the field strength rather than the rapidly fluctuation field (across the
length of the coil) observed at the shorter distances.
The difference between the experimental data and the simulated field per-
turbation data is most likely due to inaccuracies in the modelling of the
geometry, as the sample is not contained in an infinite cylinder but a tapered
capillary with epoxy resin at each end. The sample is also unlikely to be
perfectly aligned with the field, which is the assumption in the simulation.
Finally the other components, such as the transmitter coil, the probe shaft,
the gradient set or the dissolution pipes, which all occupy space in the bore
of the magnet are not taken into account. The effect of these can be some-
what quantified by considering that a standard Bruker probe, with a 5 mm
NMR tube will give a linewidth in the un-shimmed magnet of 650-850 Hz
(depending on the volume of sample).
Given the magnitude of the field variations over such a small sample volume
it is not conceivable that a standard shim system is capable of reducing the
inhomogeneity. It is also unclear as to weather a susceptibility matching sub-
stance will improve the linewidth in this case. Fluorinert and susceptibility
matching plugs have been employed to match the sample to the surround-
ings and reduce field variation (249), although this adds a further level of
complexity to the probe head design.
Similar effects are observed for 13C NMR of similar sample size. The number
of scans increases significantly as the sensitivity of the 13C is lower than that
of protons coupled with there being fewer spins in the region of the detection
(sodium acetate solution is 4 M where as hydrogen in water is 110 M).
It is unusual for a planar coil to be used to detect such low gamma nuclei (as
shown by Table 7.1), This demonstrates how the novel flexible coil is highly
versatile thanks to its favourable electrical properties.
The NMR signal presented is drastically different for spectra collected via
a separate transmitter to spectra collected when using the coil for both
transmit and receive. This is most likely due to the polyimide substrate and
the difference in the B1 homogeneity between the two set-ups. The high
powers used in the transmitter coil mean that it is easy to excite the entire
spectral width, whereas such powers would potentially destroy the micro
coil.
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7.9 Conclusion
A novel fabrication process has been used to realise a flexible micro coil array,
consisting of two receiver coils and one transmitter coil. The devices have
been shown to function well at multiple NMR frequencies and are unusual
in the fact that they can be used to detect nL size samples of 13C labelled
molecules. Signal has been detected in a single acquisition for protons at
9.4 T with a SNR of 50 and also detected from spin labelled 13C using
multiple averages. The need for averaging would be negated by the signal
enhancement achieved with dissolution DNP.
The devices are a significant step towards the realisation of a micro imaging
system suitable for imaging hyper-polarised small molecules moving across
membranes of small objects such as oocyte cells.
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Chapter 8
Outlook and Further Work
It is hoped that the use of hyper-polarised molecules may be able to remove
the need for Green Fluorescing Proteins that are commonly used in the study
of molecular transportation in biological systems (1).
With the aim of micro imaging of metabolic processes and uptake of molecules
through transporter pathways in mind, it has been important to be able to
characterise possible metabolites and small, biologically relevant molecules in
terms of their DNP enhancement and T1. Given a favourable T1 relaxation
time, it is thought that a hyper-polarised small molecule could be used to ob-
serve biological process. The removal of the necessity for GFP’s means that
any observed transportation becomes a true representation of the biological
process.
Experiments on glucose, pyruvic acid, sodium acetate and aspartic acid were
presented in chapter 4 and it was shown that it is possible to capture hyper-
polarised 13C signal of fast relaxing molecules with the use of the dual iso-
centre magnet DNP system. These experiments also demonstrated that
deuterated glucose, sodium acetate and pyruvic acid all display ideal hyper-
polarisation characteristics for imaging experiments. The experiments carried
out on aspartic acid was used to determine the limit of detection for a single
experiment, which was found to be 1.3× 1012 spins to achieve an SNR of 3
for the enhancement achieved. The workings of the dual iso-centre magnet
system and discussion as to why the achieved enhancement is less than that
stated in other literature sources was also given.
In order to decide upon an appropriate receiver array geometry for micro-
imaging of hyper-polarised 3C signal with SENSE, simulations were carried
out and presented in chapter 5. These showed that the optimum coil config-
uration, when using two receiver coils, is to place them orthogonally about
the FOV. This was determined by analysis of the geometry factor maps pro-
duced from the reconstruction. The results from the simulations where used
in chapter 6 in order to build a fully functioning orthogonal 2 coil micro-
imaging array. The results show that an in plane resolution of 32 µm can
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be achieved with a single scan on both coils. Field maps show that the sen-
sitivity of the coils is significantly improved on what is possible when using
a volume resonator. Finally SENSE reconstruction shows that it is possible
to under-sample micro-scale images and achieve an artefact free reconstruc-
tion.
In order to efficiently detect signal from even smaller samples it was proven
that smaller coils are required. The process of designing and fabricating the
novel, flexible micro-coils is presented in chapter 7. The coils are built on a
susceptibility matched substrate in order to improve upon the experiments
carried out with commercially available coils. The novel design removes the
need for a bonding wire, which allows the coils to be placed close to the
sample. the flexible substrate not only matches the susceptibility, but also
allows the coils to be positioned around the topology of any given sample,
which improves the filling factor. Experiments on 1H with both commercial
and home built coils show the advantages in terms of SNR and linewidth.
Finally experiments carried out on 13C demonstrate the favourable electrical
properties of the coil and show their suitability for combination with D-DNP
and imaging.
8.1 Future work
In order to develop the system further is necessary to conduct field maps for
the receiver coils (carried out at proton frequencies), this way it is possible
to calculate the exact working volume and form an estimate on the limit
of detection. From this it is possible to calculate the level of polarisation
enhancement required to achieve a reasonable SNR for a given FOV and
resolution.
NMR spectroscopy experiments on collections of oocytes expressed with the
necessary transporters need to be conducted to determine that the process
is measurable. After which imaging experiments can then be devised and
carried out.
It may also be useful to tune the flexible micro-coils to other low gamma fre-
quencies as they are highly versatile and would allow detection of low concen-
trations or small samples of nuclei such as nitrogen, fluorine or xenon.
Improvement to the DNP set-up itself, such as assessing the affect of the
shuttling on the spin system and incorporating a solid state coil for cross po-
larisation into the dissolution cup may help to improve the achievable liquid
state enhancement and reduce the polarisation time. More experiments need
to be carried out to determine how the microwave power affects the heat-
ing of the sample and whether the system would benefit from a microwave
cavity.
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