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Abstract—In the big data era, data labeling can be obtained
through crowdsourcing. Nevertheless, the obtained labels are
generally noisy, unreliable or even adversarial. In this paper,
we propose a probabilistic graphical annotation model to infer
the underlying ground truth and annotator’s behavior. To ac-
commodate both discrete and continuous application scenarios
(e.g., classifying scenes vs. rating videos on a Likert scale), the
underlying ground truth is considered following a distribution
rather than a single value. In this way, the reliable but potentially
divergent opinions from ”good” annotators can be recovered. The
proposed model is able to identify whether an annotator has
worked diligently towards the task during the labeling procedure,
which could be used for further selection of qualified annotators.
Our model has been tested on both simulated data and real-world
data, where it always shows superior performance than the other
state-of-the-art models in terms of accuracy and robustness.
Index Terms—probabilistic model, irregular behavior, ground
truth recovery, data labeling, crowdsourcing
I. INTRODUCTION
Nowadays, the amount of digital data generated every day
is mind-blowing, while the pace of data generation is still
accelerating. To deal with such amount of information, plenty of
automatic solutions have been proposed and applied by various
research communities such as the database, data mining and
computer vision. Meanwhile, crowdsourcing has been adopted
as a key problem-solving approach to information collection
to address problems difficult for computers, particularly the
ground truth label/score collection for the training of supervised
machine learning models. There are many crowdsourcing
platforms, such as Amazon Mechanical Turk (MTurk) 1 and
Crowd Flower 2 that have been widely used [1].
Crowdsourcing tasks are mostly performed in an uncontrolled
environment. The lack of control on many factors such as the
people (i.e. the workers/annotators), the procedure, and the
environment introduces a considerable amount of noise and
unreliability, leading to less trusted results than that produced
from the better-controlled test environment. Such low-quality
answers further make the inference of correct answers (i.e.
the so-called ground truth) a challenging task. Some existing
1https://www.mturk.com/
2http://crowdflower.com/
crowdsourcing paradigms rely on redundancy-based methods
to discover annotator’s quality, such as using a “golden task”
before the test or a hidden task during the test [2]. However, the
lack of capability to cope with the uncertainty of annotator’s
reliability and crowdsourcing task difficulty largely limits the
efficiency of such approaches.
Generally, we believe that the noise in labeling task mainly
comes from two aspects, i.e., annotator’s reliability and task’s
difficulty. We use reliability to measure how likely an annotator
will respond to a question seriously [3]. In one labeling task,
the reliable annotators answer the question seriously, while the
unreliable annotators answer the question either by picking
a random answer or the same answer (arbitrarily for the
payment), or even maliciously giving false answers to trick the
system. Annotator’s reliability may vary during the labeling
procedure, i.e., some annotators always give wrong answers,
but some annotators may give wrong answers only a few times.
In addition, we should notice that for some tasks, different
annotators may have different opinions. Generally, most of
the reliable annotators agree with the population’s consensus
whereas some of the annotators do have their own different
opinions which we should respect. Their answers should be thus
considered as divergent instead of unreliable or untrustworthy.
The other aspect to be considered is the task difficulty, which
is the major source of noise as well. In a more difficult task, it
is more likely that the annotators would give a wrong answer.
The level of task difficulty determines the probability to obtain
noise data. In conclusion, to infer the ground truth label, the
noise from annotator and task difficulty should be considered,
modeled and removed.
The traditional methods, such as Majority Voting, Mean
or Median would fail to resolve this issue as they regard
every annotator with the same reliability and every task with
the same level of difficulty. In the database and data mining
research communities, various models have been proposed
[2][4][5]. Nevertheless, most of the models are designed for
a particular application, either for the discrete labeling case,
or for continuous labeling case. In addition, their modeling on
annotator’s behavior cannot handle different unreliable behav-
iors such as random/repeated/malicious labeling. Furthermore,
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when considering a single value (discrete or continuous) as
the ground truth, the model could not correctly deal with the
reliable but “different” opinion. Thus, in our study, we propose
to use the categorical distribution as the ground truth of the
label rather than one value to make our model applicable on
different applications (class label, continuous label, decision
label) as well as capture the reliable but different answers. In
addition, annotator’s behavior is modeled by a latent variable
(probability) to switch between reliable and unreliable behavior.
The underlying ground truth distribution and annotator’s
behavior are estimated through Maximum Likelihood Estimates
(MLE) using Expectation-Maximization (EM) algorithm. The
proposed model is tested on both simulated data and real-world
data, where it always shows superior performance compared
to other state-of-the-art methods.
In conclusion, the contribution of our work is four-fold:
• A simple generic probabilistic model is proposed and
validated for different labeling applications by considering
the categorical distribution as the ground truth.
• Different opinions from reliable annotators are considered
in our model, which are integrated into the ground truth
distribution.
• Task difficulty can be obtained by the entropy of the
ground truth distribution, which can be used for further
active labeling (assigning more annotators on difficult task
rather than easy task).
• Annotator’s different unreliable behaviors (random, re-
peated, malicious etc.) can be captured and removed from
the ground truth recovering. In addition, the estimated
reliability level can be further used for the selection of
annotators in crowdsourcing.
The rest of this paper is organized as follows. The related
work is introduced in section II. Section III describes our
proposed model in detail. To validate our model, section IV
introduces all the experiments that have been conducted. Finally,
section V concludes this work. The code of this work can be
found at github3.
II. RELATED WORK
Data labeling task can be classified into class labeling,
decision (binary) labeling and continuous labeling. Generally,
the annotation model (or truth inference model) is designed for
one particular type of labeling, either discrete or continuous.
Among these models, we could further classify them based on
how they model the task, and how they model the annotator’s
quality. Zheng et al. [2] provides a very thorough and nice
review on the state-of-the-art annotation models. In this section,
we select the most representatives for readers’ reference.
A. Class labeling
A class labeling task is to ask annotators to select a single
or multiple classes (or categories) out of the candidate classes
(or categories). For example, in Computer Vision (CV) image
3https://github.com/jingnantes/AnnotationModel. This work was done when
Jing Li was with University of Nantes.
classification tasks, the annotators are asked to label the object
(cat, dog, bird, etc.) in an image where the truth is unique. In
Natural Language Processing (NLP) text classification tasks,
the annotators are asked to label the topics of a document
where the answers are multiple. The observed labels and the
ground truth labels are treated as (discrete) class labels, no
ordering is concerned.
Dawid-Skene model [6] was proposed in 1979 which is a
classic, efficient and effective class labeling model and has
been validated by many studies [7][2]. This model uses a
confusion matrix to model an annotator’s quality for answering
the single-choice tasks. In each confusion matrix, the index of
the row represents the ground truth label, the column value
represents the probability of annotator gives the column index
as the answer. [8][9] and [10] adopted the similar idea in their
models.
Another typical way to model annotator’s behavior is by
a single quality value, which represents the ability that this
annotator correctly answers a task [11][12][13][14][15]. A
typical representative among these models is GLAD proposed
in [16]. In this model, the annotator’s quality is in a wide
range (−∞,+∞) where the quality value < 0 implies an
adversarial annotator (who always give adversarial answers).
In addition, this model considers task difficulty while Dawid-
Skene model does not. When the task difficulty increases
(+∞), the probability of obtaining the correct answer decreases
towards 0.5 rather than 1/N (N is the total number of classes),
which is not the case in real application and has been challenged
by some researchers in the community [7].
Several studies have been conducted to compare the perfor-
mances of Dawid-Skene model and GLAD model on different
crowdsourcing database [7][2]. Generally, Dawid-Skene is more
reliable and robust than GLAD.
B. Decision labeling
A decision labeling task requires the annotators to provide
a “decision”, True or False, as the answer. Class labeling task
can easily be converted to several decision labeling tasks by
asking, for example, “Is this a dog in the image?” “Is this a
cat in the image?” etc. Thus, most of the class labeling models
can be easily extended to the decision labeling tasks, and vice
versa [11][16][6][17][8][9][10].
Similar with the class labeling model, the annotator’s
behavior is generally modeled by either a quality value, for
example, quality values are ranged between 0 and 1, where 1
represents experts, 0.5 represents spammers, and less than 0.5
represents adversaries [12][13], or a confusion matrix [13][8].
The annotation procedure is generally simulated by a Bernoulli
distribution.
Different from the models mentioned above, [18] is a su-
pervised learning model. The annotation procedure is modeled
by a Gaussian distribution, where the mean is determined by
the ground truth, the variance is a function of the annotator’s
expertise and task difficulty represented by the features of
the input signal. As this model is supervised learning, the
features of the input signal need to be trained before the test.
Nevertheless, in real applications, such kind of supervised
learning procedure is generally not applicable.
C. Continuous labeling
The continuous labeling task requires the annotators to
provide a numerical value as the answer. This value can be
ordinal, or continuous. For example, in a movie review website,
the users are asked to provide their opinion of this movie on
a Likert scale from 1 to 5, where 1 represents bad and 5
represents excellent. In a video quality assessment experiment,
the observers are asked to rate the quality of the video on a
scale of [0, 100], the obtained score can be any continuous
value in this range. Generally, in continuous labeling, the
underlying ground truth is considered as a continuous real value
[10][19][7][20]. If the observed value is an ordinal discrete
value, there is a latent threshold for clipping the underlying
continuous ground truth to the observed ordinal value. This
threshold is either determined by the object characteristics [19],
or by annotators [21], or just artificially decided [7].
A very first continuous annotation model is proposed in
[10] where the observed label is generated from a Gaussian
distribution, with the unknown ground truth as the mean, and
the accuracy of the annotator as the precision (inverse of the
variance). This model is further developed by [7] with the
similar recipe, except for that the task difficulty is included
in the model, together with the annotator’s expertise as a
multiplier term of the variance. In addition, Gamma priors on
both terms of the variance have been imposed. Furthermore, a
latent variable that describes the probability that an annotator
switches between normal behavior and abnormal (spammer)
behavior is used in the model, which is a pioneer work at that
time.
Different from the above, Li et.al [20] propose to model
the annotator’s behavior by annotator’s bias and annotator’s
inconsistency. Annotator’s bias captures the effect that an
annotator always underestimates or overestimates the truth of
the task while annotator’s inconsistency captures the variance
of the attentiveness of the annotator on labeling. In addition,
the task difficulty is also considered in the model. Overall, the
annotation procedure is modeled by a Gaussian distribution,
with ground truth continuous score plus annotator’s bias as
the mean, and task difficulty plus annotator’s inconsistency as
the variance term. However, this model may fail to model a
spammer’s behavior as it cannot be expressed by a Gaussian.
D. Other labeling
In addition to the above mentioned labeling, there are also
some other types of labeling. For example, in a questionnaire
of evaluating video quality [22], the annotators are asked to use
their own vocabulary to describe their perceptual experience
of this video. In [23], the annotators are asked to translate
10 sentences (with their own language, for example, French,
German, Spanish...) to English. Another task in [23] is to
ask the annotators to answer some reading comprehension
questions. These labeling tasks are generally more open, and
thus more difficult to handle. In our work, we only focus
on class labeling, decision labeling and continuous ordinal
labeling.
III. PROPOSED ANNOTATION MODEL
In this section, we firstly describe the scope of the problems
that our model can be applied. Then, the proposed model is
introduced in detail. The parameters updates for the ground
truth distribution as well as the latent annotator’s behavior are
provided, which are based on MLE using EM algorithm. Finally,
the application of our model on different task scenarios are
introduced. For simplicity of the explanation, all the notations
are summarized in Table I.
A. Problem setup
Assuming that there are S annotators and E objects (e.g.,
products, images, movies, websites) to be labeled. The labels
that can be chosen are Ln, n = 1, 2, ..., N . Ln can be an ordinal
number (1, 2, 3 in Likert scale) or a category {cat, dog, bird,...}.
The total number of labels is N . For ease of later mathematical
expression, we use n to interchangeably represent label Ln.
Let re,s denote the label provided by annotator s to object e.
The underlying ground truth label for object e is a categorical
distribution Cat(y|θe) =
∏N
n=1 θ
[y=n]
e,n , θe,n is the probability
of obtaining label n in one trial for object e,
∑N
n=1 θe,n = 1.
[y = n] equals to 1 if y = n. This assumption allows us to
adapt this model to different applications such as class labeling,
decision labeling or continuous ordinal labeling. It should be
noted that unlike the NLP document classification problem
(where each document may belong to different classes), in
our model, each annotator can only choose one label from the
candidates. In addition, our model cannot be applied to the
case that the obtained label is a continuous numeric value.
The motivation of using a categorical distribution is that, for
example, in a product review application, different reviewers’
opinions cannot be the same, which are subject to their feeling
and expectation, thus, the ground truth of the judgment of a
product should be described by a distribution rather than a score.
To get a general consensus idea from population, expectation
can thus be calculated and used. Another typical example is
the computer vision object classification problem, where the
ground truth label is a fixed class. For object e, if the ground
truth label is v, we have θe,v = 1, for others, θe,n = 0, n 6= v.
In this case, the ground truth is a special case of the categorical
distribution. Furthermore, the categorical distribution can also
be applied to the decision labeling tasks where the ground
truth follows a Bernoulli distribution, another special case of
the categorical distribution.
In most of the existing studies, it is assumed that the label
provided by an annotator is affected by the task difficulty
and the annotator’s quality. Any different opinion from the
ground truth (a single value) is considered as an error. This is
not true in some applications where there is no single-value
ground truth and where we respect everyone’s serious different
opinion. In our model, task difficulty and observer’s different
opinion are integrally described by the categorical distribution.
Naturally, if not specified, we consider that the annotators in a
TABLE I
NOTATION
Notation Description
S the total number of annotators
E the total number of test objects
N the total number of candidate labels (categories)
Ln the nth label, n = 1,2,...,N
n the nth label (the abbreviation of Ln)
ye,s the label given by annotator s for object e according to the underlying ground truth distribution
xe,s the label given by annotator s for object e according to annotator’s irregular behaviors
re,s the label provided by annotator s to object e
ze,s latent variable which follows Bernoulli distribution determined by annotator s
Cat(y|θe) the ground truth categorical distribution for object e
θe,n the probability of obtaining label n in one trial for object e
s the probability that annotator s gives the label seriously
pis the irregular behavior of annotator s
δ estimated parameters, δ = (θ, , pi)
A the set of all labeled objects and all annotators who have labeled
le,i the set of annotators who labeled the object e with label i.
ls the set of objects labeled by annotator s
le the set of annotators who labeled object e
µe,s,re,s for annotator s, object e, the probability that observed label re,s comes from ground truth categorical distribution
λe, λs two Lagrange multipliers in EM algorithm
Q log likelihood in EM algorithm
thr convergence threshold for EM algorithm
v the ground truth value (can be continuous or discrete)
task is a representative of the population, thus, the obtained
distribution reflects the global people’s opinion, where different
opinions exist. But still, this model can be applied to annotator
groups with the similar expertise, e.g., experts, people with a
specific profession, or a specific gender to infer the underlying
behavior of that group.
B. Distribution-Behavior model
As we assumed in the previous section, the underlying
ground truth for an object is a categorical distribution. In
an observation, the label given by an annotator is determined
by the underlying ground truth distribution as well as the
annotator’s behavior. Similar to [7], in our model, we consider
that each annotator has a probability to provide a wrong answer,
we call it “irregular” answer. In [24], the authors classify
annotator’s behavior into eight categories, i.e., competent,
spammers, adversaries, positively biased, negatively biased,
unary annotators, binary annotators, and ternary annotators. In
our study, we reduce the number of irregular behaviors into
four categories, which can still cover the ones described in
[24]. They are:
• Random Label: The annotator always randomly select a
label from 1 to N , which follows a uniform distribution.
• Repeated Label: This is also called “position bias” [25],
which is to model the annotator’s behavior that he/she
always select the same label no matter what objects are
provided.
• Inverted Label: It means that the annotator may misun-
derstand the task, or intentionally to give an inverted label
than the true label he/she should provide, i.e., he/she is
an adversarial annotator.
Fig. 1. Graphic model for our proposed distribution-behavior model. θe, s
and pis are parameters, ye,s, xe,s and ze,s are latent variables, re,s is the
provided label by annotator s.
• Mixed Label: This is used to model the other irregular
behaviors, which can be considered as a random combi-
nation of all previously mentioned ones.
The probability that an annotator s gives an irregular answer
is 1−s, where s represents the reliability of this annotator. In
the whole labeling procedure, we consider an annotator whose
s < 0.5 as a “spammer”.
The graphical model of our proposed distribution-behavior
annotation model is shown in Figure 1. In one trial, the
provided label re,s is drawn from two mixture models, one is
the ground truth categorical distribution Cat(y|θe), the other
is the annotator’s irregular behavior modeled by a discrete
distribution D(x|pis) =
∏N
n=1 pi
[x=n]
s,n , where
∑N
n=1 pis,n = 1.
The switch of the two models is determined by a latent
variable ze,s, which follows a Bernoulli distribution, i.e.,
B(ze,s|s) = ze,ss (1−s)1−ze,s , ze,s ∈ {0, 1}. When the latent
variable ze,s = 1, the annotator labels the object according to
the underlying ground truth, otherwise, the annotator labels it
“irregularly” based on his own irregular behavior pis.
The complete conditional density is given below:
p(Z|) =
∏
e,s∈A
B(ze,s|s)
p(X|pi) =
∏
e,s∈A
D(xe,s|pis)
p(Y |θ) =
∏
e,s∈A
Cat(ye,s|θe)
p(R|X,Y, Z) =
∏
e,s∈A
p(xe,s)
[ze,s=0]p(ye,s)
[ze,s=1]
(1)
where A represents the set of all labeled objects and all
annotators. Thus, we have:
p(R|Y,X,Z, pi, , θ) =
∑
Z
p(R|X,Y, Z)p(Z|)
= p(Z = 1|)p(Y |θ)
+ p(Z = 0|)p(X|pi)
=
∏
e,s∈A
[s(
N∏
n=1
θ[re,s=n]e,n )
+ (1− s)(
N∏
n=1
pi[re,s=n]s,n )]
(2)
subject to:
1 ≥ θe,n ≥ 0,
N∑
n=1
θe,n = 1
1 ≥ pis,n ≥ 0,
N∑
n=1
pis,n = 1
(3)
The objective of our model is to infer the underlying dis-
tribution, i.e., the parameters θe and the annotator’s reliability
s. The discrete distribution to capture annotator’s irregular
behavior D(X|pis) will be discussed in section III-D.
C. Parameter Estimation using EM algorithm
The likelihood function can be calculated according to
Equation (2), thus, the parameters can be estimated by using
MLE, i.e.,
δˆ = argmax
δ
log p(R|δ) (4)
δ = (θ, , pi) are the parameters.
Since there is a latent variable in our model, there is
no analytic solution for the parameters. In this paper, the
EM algorithm is utilized. δ(0) = (θ(0), (0), pi(0)) denotes the
initialized parameters, and δ(i) = (θ(i), (i), pi(i)) denotes the
parameters in the i-th iteration. The whole EM procedure
is provided as follows (the source code will be available in
Github).
Initialization: EM algorithm is very sensitive to initial-
ization values. In our model, we use the following strategy.

(0)
s = 0.5, supposing that all the annotators are on the
threshold of being a spammer. θ(0)e,n =
|le,n|∑N
k=1|le,k|
, pi(0)s,n = 1/N ,
n = 1, 2, ..., N . e is the index of tested object. le,n denotes
the set of annotators who labeled the object e with label n.
E-Step: Supposing the current estimates of parameters is
δ(i), for the i+ 1 iteration of E-step, calculate:
Q(δ, δ(i)) = EZ [log p(R,Z|δ)|R, δ(i)]
=
∑
Z
log p(R,Z|δ)p(Z|R, δ(i))
=
∑
e,s∈A
µ(i+1)e,s,re,s
[
log s +
N∑
n=1
log(θ[re,s=n]e,n )
]
+ (1− µ(i+1)e,s,re,s)
[
log(1− s) +
N∑
n=1
log(pi[re,s=n]s,n )
]
(5)
where µ(i+1)e,s,re,s is the probability that the provided label re,s
comes from the ground truth categorical distribution under the
current parameters δ(i):
µ(i+1)e,s,re,s =
c1
c1 + c2
c1 =
N∑
n=1
θ(i)[re,s=n]e,n
c2 = (1− (i)s )(
N∑
n=1
pi(i)[re,s=n]s,n )
(6)
M-Step: Find out the δ that maximizes Q(δ, δ(i)) as the
estimates of the i+ 1th iterations, i.e.,
δ(i+1) = argmax
δ
Q(δ, δ(i))
s.t.
N∑
n=1
θe,n = 1,
N∑
n=1
pis,n = 1
(7)
Lagrange multipliers λe and λs are thus introduced for θ and
pi, independently. For completeness, we provide the whole
parameter updates here.
(i+1)s =
∑
e∈ls µ
(i+1)
e,s,re,s
|ls|
θ(i+1)e,n = −
∑
s∈le,n µ
(i+1)
e,s,n
λe
λ(i+1)e = −
∑
s∈le
N∑
n=1
µ(i+1)e,s,n
pi(i+1)s,n = −
∑
e∈ls,n(1− µ
(i+1)
e,s,n )
λs
λ(i+1)s = −
∑
e∈ls
N∑
n=1
(1− µ(i+1)e,s,n )
(8)
where ls denotes the set of objects labeled by annotator s, le
denotes the set of annotators who labeled object e, le,n denotes
the set of annotators who labeled object e with n, ls,n denotes
the set of objects labeled by annotator s with n.
Convergence criterion: Evaluate the log likelihood (i.e., Q
function defined in Equation 5), repeat E-step and M-step until
the convergence criterion is satisfied:∥∥∥Q(δ(i+1), δ(i))−Q(δ(i), δ(i))∥∥∥ < thr (9)
In our model, we set thr = 0.0001.
D. Discovering the annotator’s irregular behavior
An ideal discrete distribution D(x|pi) should be able to cap-
ture annotator’s diverse irregular behaviors including random
label, repeated label, inverted label and other more complicated
conditions as we described in the beginning of Section III-B.
However, in reality, it is hard to find this ideal candidate.
Alternatively, we consider the uniform distribution as a loose
assumption on prior, which also makes the updates much easier
in this model, i.e., by setting all pis,n = 1/N, n = 1, 2, ..., N .
The feasibility of the utilization of uniform distribution to
capture the irregular behaviors is validated and shown in Section
IV-B1. We keep the general updates for all parameters as shown
in Equation (8) to allow for further investigation of D(x|pi)
for the readers.
E. Prediction of ground truth
In our model, the ground truth is a categorical distribution
with parameters θe = (θe,1, ..., θe,N ). This model can be
applied directly to the condition that there is possibility that
people have different opinions on the labels of the object.
In addition, our model still allows us to extend it to other
applications. We will provide more details below to show how
to apply our model on them.
Continuous case: In the case where the underlying ground
truth is by nature a continuous value, whereas the required
label is an ordinal value, the ground truth could be obtained
by calculation of the expectation of the estimated ordinal
categorical distribution, i.e., vˆe =
∑N
n=1 n · θe,n.
Discrete case: Both the class labeling and decision labeling
belong to this discrete case. A typical class labeling problem
can be considered as a special case of categorical distribution,
where the correct class with probability of 1, and others with 0.
A decision labeling problem can be considered as a Bernoulli
distribution. Thus, in discrete labeling, our model can estimate
the ground truth by calculating the mode of the predicted distri-
bution, i.e., vˆe = n such that θe,n = max(θe,1, θe,2, ..., θe,N ).
IV. EXPERIMENT
We tested our model on two types of data sets. One is
simulated data, the other is real world data. Details are shown
below.
A. Evaluation metrics
Firstly, we summarize different evaluation metrics for the
performance of annotation models in this part.
1) Classification accuracy Co: The ratio of correctly classi-
fied objects to the total number of objects:
Co =
E∑
e=1
[vˆe = ve] /E (10)
2) F1 score: A measure of a classifier’s accuracy, which is
the harmonic mean of precision and recall [26]:
F1 = 2 · precision · recall
precision+ recall
(11)
3) Pearson Linear Correlation Coefficient (PLCC): A mea-
sure of the linear correlation between two variables [27]:
PLCC =
1
E − 1
∑E
e=1(ve − v)(vˆe − vˆ)√
V ar(v)V ar(vˆ)
(12)
V ar(v) is the variance of true values v, v = (v1, v2, ..., vE),
the same applied to V ar(vˆ).
4) Spearman Rank Order Correlation Coefficient (SROCC):
A nonparametric measure of rank correlation. Let r =
(r1, r2, ..., rE) be the rank of v, and rˆ be the rank of vˆ, SROCC
is calculated by:
SROCC =
1
E − 1
∑E
e=1(re − r)(rˆe − rˆ)√
V ar(r)V ar(rˆ)
(13)
5) Root Mean Square Error (RMSE): A measure of how
spread out the prediction errors are:
RMSE =
√∑E
e=1(ve − vˆe)2
E
(14)
6) Hellinger distance: A measure of the similarity between
two probability distributions:
H(θe, θˆe) =
1√
2
√√√√ N∑
n=1
(
√
θe,n −
√
θˆe,n) (15)
Higher values of Co, F1, PLCC, SROCC, Hellinger distance,
and lower values of RMSE indicate better performance.
B. Simulated data
1) Exp1-a: Detection of irregular annotations: The objective
of this experiment is to see whether or not the uniform
distribution can capture different types of irregular behaviors. In
this experiment, we simulate the ground truth as a categorical
distribution with N = 5. The categorical distribution is
generated based on a Beta distribution Be(α, β), where α
and β are randomly selected from 1 to 10. The obtained Beta
distribution is then re-scaled and clipped to form a categorical
distribution.
We simulate in total 150 objects which are labeled by 25
annotators on average. The s is randomly selected from 0 to
1. Meanwhile, we set 20% of the annotators s values lower
than 0.5, we call them “spammers”. 20% is considered as
spamminess ratio.
Four types of irregular behaviors are considered. They are
“random”, “repeated”, “inverted”, and “mixed” labeling, which
are generated in the following way:
• Random: the annotator’s label is randomly sampled from
a uniform distribution U(1, N). The observed label is a
discrete label.
• Repeated: each annotator is assigned with a fixed position
bias in the simulation, which is randomly sampled from
a uniform distribution U(1, N). Then, for a particular
annotator, his/her repeated label is always the one assigned
to him/her.
TABLE II
EXP1-A: PERFORMANCE ON DETECTION OF DIFFERENT IRREGULAR
BEHAVIORS. THE VALUES ARE THE MEAN OF 100 TEST RESULTS. ↑ MEANS
THE HIGHER THE VALUE, THE BETTER THE PERFORMANCE. ↓ MEANS THE
OPPOSITE.
Behavior type F1 ↑ PLCC ↑ SROCC ↑ RMSE ↓
Random 0.9949 0.9228 0.9011 0.2071
Repeated 0.9121 0.5835 0.5398 0.3388
Inverted 0.9458 0.7297 0.7567 0.3296
Mixed 0.9335 0.6922 0.7305 0.3539
• Inverted: the provided label by an annotator is N−ye,s+
1. ye,s is the observed label according to the ground
truth distribution. For example, an adversarial annotator
observes “Excellent (5)” but he/she provides “Very Bad
(1)” in the task. This is particularly applicable for decision
labeling and continuous (ordinal) labeling.
• Mixed: a combination of the behaviors above in a random
way.
To obtain statistical results, each type of behavior is
conducted 100 times. The evaluation methods for the per-
formance of detection of irregular annotations are F1 score
for the classification of spammers (whose s < 0.5), PLCC,
SROCC and RMSE between ground truth reliability level
 = {1, 2, ..., S} and the estimated values. Results are shown
in Table II.
The results indicate that the uniform distribution could cap-
ture the “random” behavior effectively, in terms of classification
accuracy (F1) as well as scale prediction accuracy (PLCC,
SROCC and RMSE). However, for other types of behaviors,
the accuracy of predicting absolute s values is not satisfactory.
Nevertheless, its classification performances are promising with
F1 scores all above 0.9. Thus, in reality, the estimated s value
can be used to classify the annotators as spammers or not.
2) Exp1-b: Influence of the proportion of irregular annota-
tions: The objective of this experiment is to test the influence of
the proportion of irregular behaviors on the prediction accuracy.
In this experiment, we simulate the ground truth as a categorical
distribution as we did in section IV-B1 with 150 objects and
25 annotators. The s are randomly selected from 0 to 1. In
addition, we set 5 levels of spamminess ratio. They are 5%,
10%, 15%, 20% and 25%. The irregular behavior is fixed as
“mixed”. Each test is repeated 100 times for statistical reliability.
The evaluation methods are RMSE and Hellinger distance
between ground truth distribution and the estimated distribution.
To make a comparison, the observed distribution is also
evaluated. Results are shown in Figure 2.
Figure 2 shows that with the increase of the spamminess ratio,
the prediction error is increasing as well, which is reasonable.
An interesting finding is that when the spamminess ratio
increases from 0.1 to 0.15, the prediction error of our proposed
model is even smaller, which is not the case for the estimated
distribution from observed labels. In addition, the prediction
accuracy of observed data under spamminess ratio of 5% is the
same with our proposed model under spamminess ratio of 16%,
(a) (b)
Fig. 2. Exp1-b: Influence of the proportion of irregular annotations on
prediction. Reported values are the mean of the 100 test results.
(a) (b)
Fig. 3. Exp1-c: Prediction accuracy in terms of the number of annotations.
Reported values are the mean of the 100 test results.
which indicates an increment of 11% spamminess tolerance for
our model. In conclusion, our proposed model is more robust
to irregular annotations than directly using the observed labels,
which is particularly applicable in crowd-sourcing labeling
scenario.
3) Exp1-c: Prediction accuracy: The objective of this
experiment is to study the prediction accuracy under different
number of annotations. All the experimental simulation setup
is similar with Exp1-b, except for that the spamminess ratio
is fixed to 20%, and we set 7 levels of annotation numbers,
which are 10, 15, 20, ..., to 40. Again, for statistical reliability,
each test is repeated 100 times. The evaluation methods are
the same with Exp1-b. Results are shown in Figure 3.
The experimental results indicate that with our model, the
required number of annotations to obtain as accurate results as
using observed data can be reduced significantly. An example
is that to achieve the same accuracy of 40 annotations using
the direct observed labels, only 20 or even fewer annotations
are needed by using our proposed model.
4) Exp1-d: Universality study: The objective of this experi-
ment is to test the universality of our model on other types of
data rather than a categorical distribution. In this experiment,
we assume that the ground truth is a continuous score for
each object, which is randomly (uniformly) selected from [1,
5]. The observed score follows a Gaussian distribution where
mean is the ground truth score, and the precision (inverse of
the variance) is randomly sampled from a Gamma distribution
∼ Gamma(10, 5). Clipping (round) is conducted to make the
observed score as an integer and in the range of [1, 5]. There are
in total 150 test objects. We set annotator’s irregular behavior
as “mixed”. The number of annotations is 25. Spamminess
ratio is 25%. Each test is repeated 100 times.
TABLE III
EXP1-D: UNIVERSALITY STUDY OF THE PROPOSED MODEL. THE VALUES
ARE THE MEAN OF 100 TEST RESULTS. ↑ MEANS THE HIGHER THE VALUE,
THE BETTER THE PERFORMANCE. ↓ MEANS THE OPPOSITE.
Model PLCC↑ SROCC↑ RMSE↓
Mean 0.8808 0.8997 0.6021
Majority 0.8918 0.8805 0.7053
Li [20] 0.9138 0.9176 0.5792
Ord-dis-mix[7] 0.9699 0.9680 0.3050
Proposed 0.9432 0.9453 0.4657
We compare our proposed model with the traditional
methods, i.e., Majority Vote, Mean, and the state-of-the-art
models which are based on Gaussian assumption, i.e., ordinal-
discrete-mixture model [7] and Li’s MLE model [20]. The
evaluation methods are PLCC, SROCC and RMSE between
the predicted label and ground truth. In our model, we use the
expectation of the estimated distribution to predict the ground
truth. Results are shown in Table III.
As the Ord-discrete-mix model is designed based on Gaus-
sian where the annotator’s irregular behavior is also considered,
it is reasonable that its performance is the best. It is interesting
to notice that our proposed model performs the second best,
which is better than another Gaussian based model, i.e., Li’s
MLE model. This result validates that our model has excellent
generality under different types of data assumption. Mean and
Majority methods show their weak robustness ability when
there is a large number of irregular labelings.
C. Real-world data
In this section, we compare our model with the state-of-the-
art ground truth prediction models, i.e., Dawid-Skene (D&S)
[6], GLAD [16], Ord-bin [28], Ord-dis-mix [7] and Li’s MLE
model [20] on real-world data sets. To verify the generality of
our model in different applications, three different datasets are
used. Details are shown in the following parts.
1) Crowd Dog Classification: In this experiment, the data
from [29] are used. The task is to ask the annotators to
recognize the breed of the dog in a given image. There are in
total 250 images under test, and 4 types of dogs, i.e., N=4.
Each image is labeled by 17 annotators on average. The data
also provides ground truth labels.
As this data is obtained from a class labeling task, discrete
models, i.e., D&S [6], GLAD [16], Ord-bin [28] are used
for comparison. For our model, according to the predicted
distribution, we select the category with the highest probability
as the predicted label (i.e., mode). The evaluation method for
the performance of the models is the classification accuracy
Co and F1 score. Results are shown in Table IV.
According to the results, Ord-bin performs the worst and
GLAD performs the best. Our proposed model performs the
second best, which achieves the same classification accuracy
with GLAD, however, the F1 score is a little bit lower.
We also use our model to check the spamminess ratio of
this dataset, which is 26.21%. As there is no ground truth for
the spammer check, this result is only used for reference.
TABLE IV
CLASSIFICATION PERFORMANCE OF DIFFERENT MODELS ON CROWD DOG
DATASET[29]. ↑ MEANS THE HIGHER THE VALUE, THE BETTER THE
PERFORMANCE. ↓ MEANS THE OPPOSITE.
Model Ord-bin [28] D&S [6] GLAD [16] Proposed
Co ↑ 0.6280 0.6320 0.6480 0.6480
F1 ↑ 0.4862 0.5000 0.5368 0.5217
TABLE V
CLASSIFICATION PERFORMANCE OF DIFFERENT MODELS ON FACE
EMOTION DATASET3 . ↑ MEANS THE HIGHER THE VALUE, THE BETTER THE
PERFORMANCE. ↓ MEANS THE OPPOSITE.
Model GLAD [16] D&S [6] Ord-bin [28] Proposed
Co ↑ 0.5976 0.6318 0.6490 0.6370
F1 ↑ 0.5155 0.5356 0.5514 0.5431
2) Face Emotion Identification: In this experiment, we use
the Face Emotion Identification dataset 4, which comprises 5242
labels applied on 584 face images collected by 27 annotators.
The task is to ask the annotators to identify the sentiment of
the face in the image with the label “neutral(0)”, “happy(1)”,
“sad(2)”, and “angry(3)”. The ground truth labels are also
provided. The compared models as well as the evaluation
methods are exactly the same with section IV-C1. Results are
shown in Table V.
Interestingly, the performances of the models on this dataset
are a little bit different from previous one (i.e., Crowd Dog
dataset). In this dataset, Ord-bin performs the best while GLAD
performs the worst, which is inverse with the results of Crowd
Dog dataset. Our proposed model performs the second best,
and D&S model performs the third, which keep the same
with the results of Crowd Dog dataset. The results to some
extent verify the conclusion from [2] that there is generally
no “perfect” model that always outperforms the others, but
generally speaking, D&S model is a robust one. In these two
datasets, we demonstrate that our proposed model is more
robust than D&S.
In addition, according to our model, the detected spamminess
ratio for this dataset is 0, which means that this data is quite
reliable.
3) Movie Review: In this experiment, we use the MovieLens
20M dataset5, which comprises 20 million ratings applied to
27,000 movies by 138,000 users on a 5-level scale. As the task
is about the opinion of the users on the movie, there is no real
ground truth. In our study, we select a subset of this dataset
containing 5662 movies labeled by 15147 annotators as the
validation dataset, ensuring that each movie is labeled by at
least 30 users, and each annotator labeled at least 30 movies.
The obtained mean of all annotator’s rating is considered as
the ground truth. In addition, to test our model, we further
sample a small dataset from the validation dataset, which
contains 2833 ratings with 174 movies labeled by 69 users.
4https://github.com/zhydhkcws/crowd truth infer
5https://grouplens.org/datasets/movielens/
TABLE VI
PERFORMANCES OF DIFFERENT MODELS ON MOVIELENS DATASET. ↑
MEANS THE HIGHER THE VALUE, THE BETTER THE PERFORMANCE. ↓
MEANS THE OPPOSITE.
Model PLCC ↑ SROCC ↑ RMSE ↓
D&S [6] 0.4073 0.4957 1.2287
GLAD [16] 0.5347 0.6029 0.6361
Ord-bin [28] 0.7122 0.7166 0.5849
Ord-dis-mix[7] 0.7066 0.7282 0.4292
Li [20] 0.8369 0.8219 0.2483
Proposed 0.8620 0.8420 0.2228
The ground truth ratings of the 174 movies are obtained by
1452 annotations/movie on average, while in the test data each
movie is annotated by 16 users on average.
As this experiment is a continuous case, for our model,
we use the expectation of the predicted distribution as the
predicted score. The compared models in this experiment are
D&S [6], GLAD [16], Ord-bin [28], Ord-dis-mix [7] and Li’s
MLE model [20]. The evaluation methods are PLCC, SROCC
and RMSE between the ground truth and the predicted score.
Results are shown in Table VI. The predicted spamminess ratio
in this data is only 1%.
According to the results, as the D&S, GLAD, Ord-bin
models are proposed for discrete labeling though they are also
applicable on ordinal data, their performances are generally
worse than the continuous models such as Ord-dis-mix and
Li’s MLE. However, our proposed model performs the best.
In addition, considering that the spamminess ratio in this
dataset is quite low, we may draw a conclusion that in this
experiment, it is the underlying complicated data distribution
that determines the performances of different models, which
further demonstrates that our proposed model is a generic model
applicable in different data patterns and different applications.
V. CONCLUSION
In this paper, we propose to use a categorical distribution
to represent the underlying ground truth rather than a single
value as other works did. The usage of a distribution allows us
to 1) apply this model on any labeling tasks, no matter class
labeling, decision labeling, or continuous (ordinal) labeling; 2)
model the serious but different opinions from the population
which we should respect. In addition, a latent variable is
introduced to model the probability that an annotator may
switch between a reliable and unreliable annotator at any
time during a labeling task, which is often happening in real
life, especially crowdsourcing scenario. Furthermore, different
types of irregular behaviors, such as random labeling, repeated
labeling, inverted labeling, and others can be captured by our
model by simply using a uniform distribution. The proposed
model has been validated on both simulated data and real-
world data, where it always shows promising performances
than the others in terms of prediction accuracy and robustness
to irregular behaviors. In the future, we may consider to
extend this work to pair comparison experiment to identify the
irregular behavior, discover the personal preference, and infer
the consensus opinion in population, which can be applied
to recommendation system, A/B test, player matching system,
etc., accordingly.
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APPENDIX
In our model, Q function is defined in Equation 5. For M-
step, we need to find δ(i+1) = argmax
δ
Q(δ, δ(i)) subject to:∑N
n=1 θe,n = 1,
∑N
n=1 pis,n = 1. Thus, we have the updated
Q′ function:
Q′ = Q+
∑
e∈ls
λe(
∑
n
θe,n − 1) +
∑
s∈le
λs(
∑
n
pis,n − 1) (16)
λe, λs are Lagrange multipliers. To find the maxima, we need
to calculate:
∂Q′
∂s
=
∑
e∈ls
(
µ(i+1)e,s,re,s
1
s
+ (1− µ(i+1)e,s,re,s)
−1
1− s
)
=
1
s
∑
e∈ls
µ(i+1)e,s,re,s −
1
1− s
∑
e∈ls
(1− µ(i+1)e,s,re,s)
=
1
s
∑
e∈ls
µ(i+1)e,s,re,s −
1
1− s (|ls| −
∑
e∈ls
µ(i+1)e,s,re,s)
=
1
s(1− s) (
∑
e∈ls
µ(i+1)e,s,re,s − |ls| s)
(17)
∂Q′
∂θe,n
=
∑
s∈le,n
(µ(i+1)e,s,re,s ·
1
θe,n
) + λe
∂Q′
∂pis,n
=
∑
e∈ls,n
(1− µ(i+1)e,s,re,s) ·
1
pis,n
+ λs
∂Q′
∂λe
=
N∑
n=1
θe,n − 1
∂Q′
∂λs
=
N∑
n=1
pis,n − 1
(18)
Let ∂Q
′
∂s
= 0, ∂Q
′
∂θe,n
= 0, ∂Q
′
∂pis,n
= 0, ∂Q
′
∂λe
= 0, ∂Q
′
∂λs
= 0, we
have:
(i+1)s =
∑
e∈ls µ
(i+1)
e,s,re,s
|ls|
θ(i+1)e,n = −
∑
s∈le,n µ
(i+1)
e,s,n
λe
pi(i+1)s,n = −
∑
e∈ls,n(1− µ
(i+1)
e,s,n )
λs
λ(i+1)e = −
∑
s∈le
N∑
n=1
µ(i+1)e,s,n
λ(i+1)s = −
∑
e∈ls
N∑
n=1
(1− µ(i+1)e,s,n )
(19)
