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Glycine Pre-Proline
Supplementary Table 3 . Bounds for the regions used in the transition based assignment.
III. SUPPLEMENTARY METHODS

A. Peptides in water
Simulations of peptide systems presented in the main manuscript were performed using the ff03
Amber force field 6 in explicit TIP3P water 7 using Gromacs 4.5 8 . For the Trp Cage miniprotein, the ff03* force field and TIP3P water were used, as the protein had been previously characterized with this energy function 9 . The parameters to run the simulations were carefully chosen in order to achieve energy conservation in the absence of a thermostat or barostat. Periodic boundary con- 13 . Long-range electrostatic forces were calculated with the particle-mesh Ewald method 14 using a switching function from 10 to 13Å for the real-space sum and a grid spacing of ∼ 1Å. Shifted Lennard-Jones functions were used for van der Waals interactions, with forces switched smoothly to zero from 10-13Å. Bond lengths were constrained to their equilibrium values using LINCS 15 .
In Table 1 we show the values of the scaling factor α = m/m 0 that we used for the masses of all atoms in the water molecules. To run the low viscosity simulations the integration time-step was scaled approximately by √ α. For heavy waters the integration time-step is limited by the peptide dynamics and hence the standard 2 fs time step was used. For short peptides, a single long equilibrium simulation was run at each water viscosity. In the case of the much larger Trp Cage miniprotein, we instead run 32 simulations starting from different unfolded states. The results from the 32 independent simulations were then stitched together to build a global kinetic model using a Markov state model (see below).
In Fig. 2 we show the effects of this scaling on the dynamics and equilibrium distribution of Ala 5 , projected onto the RMSD from the helical conformation.
For the alanine dipeptide we also probe the effect of the barrier height on the internal friction.
We decrease the free energy barrier between the alpha and extended wells for this system by introducing a torsional correction on the ψ dihedral of the form V = k[1 + cos(2ψ − δ )], with δ = 30 o and k = 3 kJ mol −1 .
B. Particle in a one-dimensional periodic potential
For the Lennard-Jones particle the same procedure as for the Alanine based peptides was used to run the simulations. Lennard-Jones interaction parameters σ and ε were chosen to be those of the sp 2 carbon in the ff03 Amber force field 6 . Version 4.0.5 of the Gromacs software was modified to introduce a double well potential on the x dimension of the simulation box. We use the periodic function
where L x is the length of the simulation box in the x dimension, and V 0 is half the energy barrier height (∆G ‡ = 2V 0 ). We choose V 0 = 5 kJ mol −1 and different numbers of periods n to explore different barrier frequencies.
C. "Butane" model
A four-bead molecule similar to united-atom butane was constructed. Bond lengths were constrained to b = b 0 ≡ 1.4Å; harmonic angle potentials were used with a tetrahedral minimum and force constants of 334.72 kJ mol −1 rad −2 ; a two-fold torsion potential with zero phase offset and force constant of 5 kJ mol −1 was used. All atoms were uncharged and had Lennard-Jones parameters of σ = σ 0 ≡ 0.373 nm and ε = 1.2264 kJ mol −1 . All intramolecular non-bonded interactions were excluded. Simulations of the model were run in TIP3P water with identical simulation parameters to the other all-atom simulations and a cubic box of edge ∼ 3.5 nm.
The potential of mean force for this model is shown in Fig. 5(b) . To enlarge the butane molecule by a factor of λ , we set bond lengths to b = λ b 0 and and the Lennard-Jones parameter σ = λ σ 0 .
D. Glucose / Alanine dipeptide simulations
In order to test the effect of chemical viscogens (versus scaling solvent mass), we conducted simulations of alanine dipeptide in aqueous glucose solutions, using the Amber ff03 force field for the peptide, TIP3P water, and the GLYCAM 06h force field for the carbohydrate 16 . The viscosity of aqueous glucose solutions was computed using a nonequilibrium shear method described below. Equilibrium simulations of alanine dipeptide were performed in glucose solutions with initial concentrations of approximately 0.5, 1, 1.5, 2, 2.5, 3, 4 M; all other simulation parameters were the same as for the other dipeptide simulations with the normal water mass. The final glucose concentration in the simulations with alanine dipeptide was estimated, in the limit of infinite dilution, from the final glucose-water mole ratio. The relation between mole ratio and concentration was independently determined from a series of equilibrated aqueous glucose solutions without peptide. 
E. Coarse-grained models
As the basis of the coarse-grained model we use the "Martini" coarse-grained force field for both the solvent 17 and protein 18 . This model represents the protein residues by a backbone bead and a number of side-chain beads, which differ according to residue type. The solvent is represented by a "coarse water" particle that represents a blob of four waters. The model uses a standard fixed-charge force field function, with harmonic bonds and angles, and nonbonded interactions described using 12-6 Lennard-Jones and electrostatic interactions. The balance of protein-solvent, protein-protein and solvent-solvent interactions in the Martini force field maintains a compact structure for the protein, but does not preserve the native fold. To maintain the native structure using this potential, we have adapted the protein force-field making the following modifications:
(i) all charges were set to zero; (ii) atom pairs closer than 9Å in the native structure were treated with the standard Martini Lennard-Jones parameters; (iii) atom pairs further than 9Å in the native structure were treated by a repulsive potential of the form V (r) = (σ rep /r) 12 with σ rep = 7.2Å; (iv) C α -C α equilibrium bond lengths were set to 3.8Å to be consistent with protein structures (v) C α - A coarse-grained Ala 4 fragment was created based on the same parameters as above, i.e. standard Martini parameters 18 , but with bond lengths of 3.8Å and Karanicolas and Brooks torsion angles 19 . The minima of the angles were all set to 100 • . Simulations of this model were run with the Martini water under the same conditions as above, with a box size of 3.5 nm.
F. Solvent properties
Bulk solvent properties were calculated from short simulations of water, either TIP3P or Martini, with the same mass scalings and time-steps as for the simulations with a solute. The solvent self-diffusion coefficient D was calculated using the Einstein relation r(0) · r(t) = 6Dt in the absence of the potential. The bulk viscosity was estimated from the off-diagonal components of the pressure tensor P from the Green-Kubo relation:
where α, β ∈ x, y, z and P αβ (0)P αβ (t) is the unnormalized correlation function of the αβ component of P. Since the simulations are of finite duration, the integral was approximated as
with C(t) = P αβ (0)P αβ (t) and t max is the time at which C(t) = λC(0) for the first time (λ = 0.03). Uncertainties in η were estimated via a block error analysis.
The Green-Kubo relation was insufficiently accurate for computing the viscosity of glucose solutions (due to slower decay of the pressure autocorrelation functions, which must be precisely determined). Therefore we used a non-equilibrium shear method 1, 21 . The relative merits of this and other methods for determining viscosity have been clearly discussed by Hess 21 . The basic principle is that, by applying a periodic z-dependent acceleration along the x-axis, the viscosity may be determined from the resulting z-dependent velocity profile, by assuming the validity of the Navier-Stokes equations (if the system is sufficiently large). The important parameters of the method are the system size and the amplitude A of the periodic acceleration profile a x (z) =
, where L z is the z-dimension of the (orthorhombic) box. We found that a box of 4 × 4 × 10 nm was sufficiently large (in that using a larger box did not alter the result, at a glucose concentration of ∼ 2 M). We also verified that the shear rate was low enough for the solution to relax, by obtaining consistent results using two different acceleration amplitudes at each glucose concentration. The results are summarized in Fig. 3 .
G. Calculation of Trp-Cys quenching rates
The rate of quenching of the tryptophan triplet state was computed from the simulations of C(AGQ) 2 W-NH 2 using the same approach as Yeh and Hummer 22 . Quenching is determined by the distance between tryptophan and cysteine as measured by the minimum distance between the heavy atoms of their respective side-chains. Briefly, the survival probability of the triplet state at time t is obtained as
In this expression, the time-dependent quenching rate k q (t) is determined by the Trp-Cys distance r CW , and the average is carried out over different time origins chosen at fixed intervals from an equilibrium trajectory. We take k = k q,c θ (r c − r CW ) where θ is the Heaviside step function, r c = 0.4 nm is a cut-off for contact formation and k q,c = 0.8 ns −1 is the quenching rate when the residues are in contact. The mean triplet lifetime is then
where in practice a similar trick to Eq. 3 is used to calculate the integral. In addition to this calculation (which is the one that can be compared to experiment), we calculate a diffusion-limited rate, which is only sensitive to peptide dynamics. That is, we assume that the triplet is quenched immediately upon contact (the limit k q,c → ∞).
H. Markov state models
For all the peptides and the Lennard-Jones particle in a one-dimensional potential, kinetics were inferred from the simulation data using a Markov state model (MSM). This type of model provides a full information about the equilibrium and dynamic properties of the system. Building an MSM involves defining a set of coarse states, assigning the simulation data to the discrete state space, and estimating the transition matrix 23, 24 .
I. Definition of coarse states
The definition of the states has been shown to be critical for the model to produce the correct kinetics 25, 26 . Here we define coarse states by choosing a narrowly defined region around the free energy minima. For Ala 5 and dipeptides, just two regions (A and E, around the α helix and β /PPII wells, see Figure 1 in the main text) are sufficient to capture the dynamics. For the AGQ-based peptide we redefine the core regions for the Gly residues, and include the left handed α-helix region (L) (see Figure 11 , a). For Trp Cage we consider explicitly alternative regions for the pre-proline glycine residue (G11, Figure 11 , b). The limits for each of the regions considered are shown in Table 3 .
Minima of the Martini Ala 4 fragment were defined as α R = {θ : 20 < θ < 80}, E = {θ :
−150 < θ < −100}, where θ is the torsion angle. The two core regions of the butane molecule were defined as s ± = {θ : ±120 < θ < ±60}. These core regions are illustrated in Fig. 5 . For the LJ particle, the regions are defined as L={0.2 < x < 0.3} and R={0.7 < x < 0.8}, where x is the mapping of the Cartesian coordinate x on a two-state model, considering the size of the simulation box l and the number of periods n. The value of x is obtained as x = mod (x, l n )/l n , where l n = 2l/n.
J. Assignment of trajectories
In order to count transitions of each amino acid residue between core states, we use a transitionbased assignment 25 . Transitions are only counted from one basin to another when the trajectory reaches the core region of the destination basin. This applies equally to peptide and model systems.
K. Transition and rate matrix estimation
Using the number of transitions N ji (∆t) between every pair of states i j observed after a lag time ∆t, we use a maximum likelihood estimator to calculate the transition matrix T 27 , with elements
The resulting transition matrix depends of the lag time used for the transition counts. A criterion usually employed for the inferred kinetic model to satisfy the Markov condition is that relaxation times, τ i , calculated from the non-stationary eigenvectors λ i of T as τ i = −∆t/ ln λ i , are independent of ∆t. We use this criterion to obtain the relaxation times reported in the manuscript.
We obtain rate matrices K, with elements k ji , using an approximation introduced by us before 28
which becomes exact for ∆t → 0. Using the resulting rate matrix we calculate committors using the Berezhkovskii-Hummer-Szabo formalism 29 .Among the microstates in our model a few are labelled as definitely unfolded (UU, with p fold = 0) and definitely folded (FF, with p fold = 1).
For the remainder of microstates (intermediate or I), the committor is defined as the probability that a trajectory starting from a microstate i ∈ I will reach FF before reaching UU. This can be calculated using the following expression: 29
L. Error analysis
In order to calculate errors for our estimates of the relaxation times we use a bootstrap method.
The simulation trajectories are first divided into blocks. Then samples with the same number of transitions as the initial trajectory are produced by randomly drawing from the pool of trajectory fragments. Errors are calculated as the standard error over these samples.
M. Rate calculations for the one dimensional barrier model
The one dimensional barrier crossing model gives us the opportunity to compare quantitatively simulation results with different rate theories, as the terms involved in the relevant rate expressions are readily available. From the simulation data we are measuring mean escape times, τ, corresponding to the the average time taken to escape from one well into either of its neighbours.
The escape time is related to the calculated rate via τ = 1/2k, since there are two ways to escape to neighbouring wells.
We first calculate the barrier frequency of the barrier and the bottom of the well, which in this case are equal. Approximating the potential locally as a parabola of the form
or V min + 1/2k(x − x 0 ) 2 , respectively, we obtain the spring constant k = V . The second derivative of our potential at the barrier top, Table 2 (particle mass m=12.01 g mol −1 ).
The transition state theory rate (k TST ), representing an upper bound, is given by:
We consider two rate theories that take into account the effect of frictional drag, that due to Kramers 30 and its generalization by Grote and Hynes 31, 32 . In both cases we use the friction kernel,
where β is the inverse temperature, m the particle mass, and F x (t) the instantaneous force exerted by the solvent molecules on the particle x-coordinate.
To evaluate ζ (t) we use a simulation trajectory run with the Lennard-Jones particle frozen in the simulation box 33 and the lowest water viscosity η min (see Table 1 ). We fit ζ (t)/ζ (0) to a function with analytic Laplace transform:
where we enforce that A 1 + A 2 + A 3 = 1. We can recover the autocorrelation functions at any other viscosity η i by rescaling the fitted times by η i /η min . We find that this approach allows for us to recover the autocorrelation functions at every other viscosity accurately (see Fig. 6 ).
Using the "zero-frequency" friction constant, ζ 0 = ∞ 0 ζ (t)dt, that we can obtain from these fits, and the identity γ = ζ 0 /m, we calculate the Kramers rate using the moderate to strong friction expression 34 , which for ω 0 = ω ‡ reduces to k Kramers = [(γ/4) 2 + ω 2 ] 1/2 − γ/2 2π exp(−β ∆G ‡ ).
For high frictions this expression yields the same result as the strong friction formula
Results from this calculation are also shown in Fig. 4 of the main manuscript. In general the Kramers result overestimates the effect of the friction on barrier crossing 31, 32 . When the barrier is sharp, the system effectively does not experience the full solvent friction over the time taken to cross the barrier. We account for this effect by using the Grote-Hynes rate expression
where λ is the reactive frequency. The value of λ is given by solving self-consistently the relation
whereζ is the Laplace transform of the frequency dependent friction,ζ (λ ) = ∞ 0 dt[e −λt ζ (t)].
N. Analysis of experimental data
For a range of peptides 2 and proteins [3] [4] [5] 35, 36 previously studied, we have digitized experimental data available and carried out a similar analysis as for our simulation results, so that a global comparison can be established. We focus in proteins and peptides which show a deviation from an ideal inverse, first power dependence on viscosity. The viscosity scale has been normalized by using the viscosity of water at the reported temperature 37 , or the lowest viscosity data point when temperature was not reported. For consistency with the analysis shown in the main text, the data was fitted to a power law expression and transition times τ were normalized using the interpolated value at η = η 0 . The results of this analysis are presented in Fig. 8 and 9 .
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