We present a new method to estimate redshift distributions and galaxy-dark matter bias parameters using correlation functions in a fully data driven and self-consistent manner. Unlike other machine learning, template, or correlation redshift methods, this approach does not require a reference sample with known redshifts. By measuring the projected cross-and auto-correlations of different galaxy sub-samples, e.g., as chosen by simple cells in color-magnitude space, we are able to estimate the galaxy-dark matter bias model parameters, and the shape of the redshift distributions of each subsample. This method fully marginalises over a flexible parameterisation of the redshift distribution and galaxy-dark matter bias parameters of sub-samples of galaxies, and thus provides a general Bayesian framework to incorporate redshift uncertainty into the cosmological analysis in a data-driven, consistent, and reproducible manner. This result is improved by an order of magnitude by including cross-correlations with the CMB and with galaxy-galaxy lensing.
INTRODUCTION
One of the greatest challenges facing current and upcoming large area deep photometric surveys such as KIDS , DES (The Dark Energy Survey Collaboration 2005), Euclid (Laureijs et al. 2011) , LSST (LSST Science Collaboration et al. 2009), and current and future large area radio surveys, e.g., LOFAR (van Haarlem et al. 2013 ) and the SKA (Huynh & Lazio 2013) , is the ability to estimate and validate redshift estimates for galaxy samples. This validation procedure is currently very challenging because of the dearth of fully representative spectroscopic samples.
If representative spectra do exist one can validate the redshift predictions which may be obtained using template codes (Benítez 2000; Feldmann et al. 2006) , machine learning codes (e.g., Tagliaferri et al. 2003; Collister & Lahav 2004; Csabai et al. 2007; Carliles et al. 2008; Gerdes et al. 2010; Bonnett 2015; Carrasco Kind & Brunner 2013; Hogan et al. 2015; Rau et al. 2015; Hoyle 2016) , or a combination of the two Speagle & Eisenstein 2015) .
In particular one should validate these predictions on spectra which have not been used during the estimation or tuning of the redshift predictions, and which are representative of the science sample of interest. This means the validation data must be unbiased in both observable (e.g. color) space and in redshift space. These constraints increase the number of spectra required for the process of calibrating and validating the redshift distributions of sub-samples of galaxies. There are ongoing efforts to attempt to obtain a sample of galaxies suitable for redshift validation (e.g. Masters et al. 2017 ), but we note that even the most robust spectroscopic samples, e.g., those from the SDSS-III survey (Eisenstein 2011) , also suffer from some amount of spectroscopic redshift mis-measurements (Bolton et al. 2012) .
If representative spectra do not exist, but the density of the combined science sample and spectroscopic reference sample is high enough, and spans approximately the unknown redshift range of the galaxy sub-sample of interest, one may use the cross correlation methods of Newman (2008) ; Menard et al. (2013) ; Scottez et al. (2016) which have been well tested on simulations and further applied to data in Kovetz et al. (2017) ; Davis et al. (2017) ; Gatti et al. (2017) while either assuming knowledge of galaxy-dark matter bias of both the spectroscopic reference and the galaxy sub-sample, or by marginalising over the parameter [s] of a simple galaxy-dark matter bias model.
If either of these conditions are not met for any of the galaxy sub samples, then these galaxies should not be used for cosmological analysis because uncertainties in the redshift distribution of the sample, and in the galaxy-dark matter bias model parameters, cannot be correctly propagated through a full cosmological pipeline, and leads to biases in the cosmological analysis.. In such cases one may remove, or cull, this data in a self-consistent manner, for example by using colour space culling techniques to determine which galaxies are representative of the assumed redshift distribution using e.g., correlation function comparison analysis (see Rau & Hoyle in prep) .
Even if representative spectra do exist, current analysis is not guaranteed to lead to unbiased cosmological parameters. For example if the inferred redshift distribution of the galaxy sub-sample is systematically wrong, e.g., due to systematics or statistical errors in the spectroscopic sample, and the measured correlation function is compared to the expected correlation function in a cosmological context, this systematic may lead to biased cosmological parameters which may highlight unphysical tension between data sets, or preference for some cosmological models over others (see e.g. Huterer et al. 2006; Cunha et al. 2014; Rau et al. 2015 Rau et al. , 2017 .
In this work we propose a new method to estimate the redshift distribution for these galaxies sub-samples including those which would ordinarily have to be culled. We use the measured auto-and cross-projected correlation functions of various sub-samples of galaxies as a lever to jointly constrain a flexible parametrisation of both redshift distributions and of the galaxy-dark matter bias that would produce such observed correlation functions. When embedded in a full cosmological analysis, this method naturally updates any knowledge one may have of the parameters describing the redshift distributions of galaxy samples, the galaxy-dark matter bias parameters, and the full set of cosmological and nuisance parameters.
This work is a natural extension of other works exploring how robust redshift estimates are, for example by selecting galaxy sub-samples which sit in separated redshift bins and cross correlating them (Benjamin et al. 2010; Heymans et al. 2012; Benjamin et al. 2013; Sun et al. 2015; Bailoni et al. 2016) . Once accounting for the cosmic magnification bias (see Scranton et al. 2005) , the cross correlation signal between separated redshift bins should be zero, and if it is not, this extra power can be used to highlight the presence of anomalous data, which can be quantified through, e.g., the outlier fractions metric (Zhang et al. 2010) . Recently Samuroff et al. (2017) show that a correction to the potentially incorrect mean redshift value of a sample of galaxies selected to sit within a redshift bin can be obtained by cross correlating the galaxy sample with the Cosmic Microwave Background radiation. In McLeod et al. (2017) the authors take the first steps towards the work presented here, by assuming that the mean and width of the redshift distributions for a few samples of galaxies with estimated redshifts can be left as a free parameter and estimated from comparisons of auto correlations, or cross correlations with spectroscopic data sets. They do however go one step further than this work, and also show how one can jointly recover both cosmological parameters and redshift distributions uncertainties.
The approach present here is different from those before, because we do not require redshift distributions of any of the samples apriori. We show how we can select galaxy sub-samples only in color-magnitude space, or in the space of any observed property, which is both simpler than selecting in redshift space, and possible for all galaxy sub-samples. We furthermore characterise the full shape of the redshift distribution and simultaneously constrain galaxy-dark matter bias model parameters of each sub-sample in a self-consistent and data driven manner, and provide full error and covariances on all parameters. We furthermore show how the inclusion of galaxy-galaxy lensing, and galaxy-CMB correlation functions can lead to further improvements in the knowledge of the redshift distributions. This paper does not vary cosmological parameters directly, but this would only lead to a small increase in the final dimensionality of the parameter space to be explored, and as motivated by McLeod et al. (2017) , it has already been shown to lead to consistent results.
The format of the paper is as follows. We describe the data samples and construction of galaxy subsamples in §2, and continue by describing the correlation function methodology and analysis in §3. We show how the choice of function used to model the redshift distribution is consistent with real and simulated data in §4. We present results in §5, discuss in §6, and summarise and conclude in §7. The analysis assumes a ΛCDM cosmology from Planck Collaboration et al. (2016) with H0, σ8, Ωm, Ω b =(67.8,0.308,0.829,0.049).
DATA
The main body of this paper uses idealised sets of simulations, in which the galaxy sub-samples are generated with full knowledge of redshift distributions and galaxy-dark matter bias parameters. This is not possible using N-body simulations populated by galaxies, because is it unclear how the intrinsic galaxy-dark matter bias is interpreted by our model, and in real data we may not be confident in the accuracy of the redshift distributions. In this section we showcase two techniques that would enable galaxy sub-samples to be constructed from both N-body simulations, and from the data.
The simulated data in this study are drawn from the MICE2 simulations Carretero et al. 2015; 1 which is a cosmological N-body dark matter only simulation containing about 70 billion dark-matter particles in a 3 h −1 Gpc 3 comoving volume. The simulation spans five orders of magnitude in dynamical range. Non-overlapping lightcones have been constructed from the simulation covering 5k sq. deg. out to a redshift z < 1.4. We obtain 265 million galaxies from the MICE2 simulation by running the MySQL query shown in §A1. We apply evolution corrections to the galaxy magnitudes following the details on the MICE2 webpages 2 . We further obtain 2 million real galaxies with photometry and spectroscopic redshifts from the Sloan Digital Sky Survey Data Release 12 (hereafter SDSS, Ahn et al. 2014) through the publicly available CasJobs server (Li & Thakar 2008) 3 . The approach developed in this paper works the best in the presence of hundreds of millions of sources and therefore we only motivate it using SDSS data. This requirement on the source number density ensures that correlation functions will not be Poisson noise dominated. For the importance of Poisson, and sub-Poissonian, noise corrections in a correlation function analysis see Paech et al. (2017) and references therein.
Data Partitioning
In this work we estimate redshift distributions of galaxy subsamples which each reside in distinct partitions of the observable data space. One plausible method to generate these partitions could be to first approximately estimate the redshifts of galaxies using a photometric redshift code, and then to select data which sit in different tomgraphic bins (e.g., Hoyle et al. 2017; . Another method could be to partition the data based on those regions where one trusts the redshift estimates the most (e.g., McLeod et al. 2017) . In this paper we partition the data space by constructing simple cells in the color-magnitude space of the full sample. For this purpose we use the scikit-learn (Pedregosa et al. 2011) implementations of the 'k-means clustering' (Lloyd 2006) algorithm, and alternatively a single Decision Tree (see Gruen & Brimioulle 2017 , for a recent implementation and use case). We note that any other manifold 1 http://cosmohub.pic.es/ 2 http://cosmohub.pic.es/#/catalogs/MICECAT%20v2.0/ prebuilt 3 skyserver.sdss3.org/CasJobs learning or space partitioning algorithm would be equally suitable (e.g. Masters et al. 2015; McQueen et al. 2016 ).
K-means clustering
The k-means clustering algorithm begins by placing a user defined number K, of cluster centers on top of randomly selected data points in the input space. Data are then assigned to the nearest cluster center. The cluster centres then move to the mean value in each feature direction of all data associated to the cluster, and the process is iterated until convergence.
We use the k-means clustering algorithm on the simulated data, using the simulated DES g, r, i, z magnitudes and all possible color combinations as input features. We choose to generate K=42 cluster centers for the 265 million galaxies, and generically refer to each K means cluster as a "color cell".
Decision Tree partitioning
Alternatively one may also use a single decision tree as a (unsupervised learning) data partitioning method if the input and target features are the same. The resulting decision tree is very simple to interpret, consisting of trivial divisions in the input space which are represented by a set of if statements. The depth of the decision tree describes how many data points reside in each final partition at the each end of the decision tree, which is called a 'leaf node'.
Our selected SDSS data sample has only 2 million galaxies, however we would expect the approach described in this paper to be applicable to current and future datasets, such as DES, LSST, or Euclid. We therefore treat the SDSS dataset as if it were to contain some 500 million or a few billion galaxies. We set the minimum size of the leaf node to be 500, which if scaled accordingly, would be consistent with having a few million data per node. This choice allows us to construct more realistic redshift distributions which replace the idealised distributions we use in §5.4. We choose the following dereddend magnitudes u, g, r, i, z and the following constructed colors r − i, g − u, g − r as the feature space when growing the decision tree. We generically refer to the boundaries of each leaf node as a "color cell".
Properties of the color cells
In Fig. 1 we show a few projections through color-magnitude space of the data associated to some of the color cells for simulated (SDSS) galaxies in the top (bottom) panels. Each panel shows a different projection through the input space, and we have highlighted a few color cells using different colored points.
The lower right hand panel of Fig. 1 hints at the well known cloud of red galaxies, and the separated, in g−r color, bluer main sample galaxies. This projection uses the apparent r band magnitude, instead of the often used absolute magnitude, for which one requires redshifts, which smears these clouds. The color cells naturally identify different regions of the color space, which could correspond to different galaxy types, with different properties.
We next explore how the true redshift changes between Figure 1. Projections through color-magnitude space of the photometric data. Each panel shows a different projection of randomly selected colors and magnitudes through the data. The upper panels show the simulated data sample with DES-like magnitudes and colors and the lower panels show the SDSS data with deredend magnitudes and colors. The upper panels use the K-means clustering algorithm to partition the data space, and the lower panels use a single Decision Tree in an unsupervised learning analysis. Each panel distinguishes a few randomly selected 'color cells' from the full distribution using different colored points.
color cells using the two methods. In the top (bottom) panel of Fig. 2 we show the mean and standard deviation of the galaxy redshifts of simulated (real SDSS) data residing in each color cell, as defined by the K-means clustering (Decision Tree) algorithm as a function of color cell ID. The color cells have been sorted in order of increasing redshift and the plots have been sparsely sampled for viewing ease.
In both panels of Fig. 2 it can be seen that different color cells have galaxies with different mean redshifts, and redshift distributions, as shown by the width of the 1-sigma error bar. This relationship between color and redshift is exactly the property which allows normal photometric redshift codes to assign a redshift to a galaxy based on its photometric properties. We model the full redshift distribution in each color cell in more detail in §4.1. In the main body of this work we choose to use 12 color cells, which approximately balance the number of unknown parameters in the parametrisation of the redshift distributions and the galaxy-dark matter bias model, with the number of measurements. We discuss this choice further in §6.2.
THE PROJECTED CORRELATION FUNCTION, CL
In this work we compare sets of measured correlation functions with predicted correlation functions in which the full redshift distributions and galaxy-dark matter bias model parameters are free parameters to be explored until good fits are obtained. We use a standard χ 2 analysis to perform this comparison, described in detail at the end of this section. Through minimising and exploring around the minimum value of χ 2 , the redshift distributions and galaxy-dark matter bias model parameters can be jointly estimated and interdependencies quantified, leading to a self-consistent analysis. In this paper we use idealised simulations, both with and without noise, in which knowledge of the redshift distributions and galaxy-dark matter bias model parameters are known exactly. This enables a quantitative examination of this new self-consistent method.
Here we briefly introduce the modelling of the projected correlation function, and describe how it can be measured from the data. We note that the measurement on the data does not require any knowledge of redshift distributions or of the galaxy-dark matter bias parameters. 
Modelling the projected correlation function
The large scale distribution of matter can be predicted from first principles by following the evolution of density perturbations from the early Universe to late times. We first define the density field of matter fluctuations as
where ρm is the spatially varying matter density in the Universe with a mean ofρm. The matter over density δm is related to the measured galaxy overdensity δg through the bias model (Fry & Gaztanaga 1993) ,
which may vary as a function of scale k, and redshift z. In this work we adopt the following three parameter scale and redshift dependent galaxy-dark matter bias model for each color cell given by,
Where b k , b0, b1 are model parameters to be estimated jointly with the redshift distribution for each color cell. In particular, if b k = 0, b1 = 0 we obtain a scale independent bias b = b0. We note that any well motivated galaxy-dark matter bias model could be adopted, and we would suggest any flexible model, for example that of Clerkin et al. (2015) . We note that our galaxy-dark matter bias model is similar to Fry (1996) , but with an additional scale dependent pre-factor. Moving to Fourier space, we define the galaxy power spectra between any pair of color cells x and y as:
where k denotes a wave vector of amplitude k and the angled brackets indicates that the average is performed over all Fourier modes within a spherical shell, and δD is the usual Dirac delta function. The galaxy power spectrum between color cells x and y can be directly related to the matter power spectrum P (k) though the bias model,
where we have assumed the shot noise contribution is small (see Paech et al. 2017 , for a fuller treatment). This work does not assume knowledge of the redshifts distributions in the color cells therefore we are forced to measure the angular power spectrum C xy l which is a projection of Pxy(k) onto the sky, given by
where Pini denotes the (dimensionless) primordial power spectrum, and the transfer function for the matter component ∆
Here D(k, z) is the growth rate of the fluctuations, χ(z) is the comoving distance, and dn/dz is the galaxy redshift distributions for each color cell x, and j l is a Bessel function.
In this work we model dn/dz by a normalised sum of five Gaussian distributions called a Gaussian mixture model, see §4.1 for motivation, and use the bias model bx given by Equ. 3. The error on the correlation function σ C l , for a tracer population with number density N per steradian, is given by (see, e.g., Efstathiou 2004)
where f sky is the fractional sky coverage, which we set to have a value 0.25, similar to that of the SDSS and the final footprint of DES. If we assume N to be large, then the corresponding term can be neglected from Equ. 8. In reality one should carefully account for the effect of the survey mask on the term 1/N , which introduces a scale dependence that can be modelled (see e.g., Paech et al. 2017, for details) . In practice, the expected projected correlation functions are obtained by passing 'trial' redshift distributions and galaxy-dark matter bias model parameters into the Cosmic Linear Anisotropy Solving System (CLASS, v2.5 Lesgourgues
2011)
4 . CLASS solves sets of hierarchy Boltzmann differential equations following the density perturbations in the dark matter, baryons, photons and other relevant particle species.
CLASS is not constrained to predicting only the densitydensity perturbations, as presented above, but also all combinations of galaxy-galaxy lensing (see, e.g. Prat et al. 2017) , and correlations with the Cosmic Microwave Background radiation (CMB), for example as measured by the WMAP and Plank Collaborations (Bennett et al. 2013; Planck Collaboration et al. 2016 ) see e.g., Giannantonio et al. (2016) for a recent measurement. For full details about the predicted correlation functions see Lesgourgues (2011) . We reiterate that all of these projected correlation functions do not require knowledge of redshift distributions, or of galaxy-dark matter model parameters, when being measured in the data, however modelling them is sensitive to these parameters, see Equ. 6.
Furthermore, in this work we neglect contributions to the correlation function and the covariance matrices which are caused by galaxy lensing shape noise. We assume that the number density of data is large enough to make this simplification. In practice this term should be included as appropriate, but this is well within the bounds of current galaxy lensing surveys, such as KIDS , and DES . We also assume that noise from CMB lensing can also be well modelled and included in the analysis from e.g., the PLANK experiment, see e.g. Giannantonio et al. (2016) . We note that the primary goal of this paper is to provide a proof of concept of this new redshift estimation technique, and not to accurately model a state of the art survey. These extensions to the method are left to future work.
Measuring C l 's from data
For demonstration purposes we measure the projected correlation functions on the simulated data residing in each of the color cells. We use the 'Spatially Inhomogeneous Correlation Estimator for Temperature and Polarisation code' PolSpice 5 (Chon et al. 2004; Szapudi et al. 2001; Challinor & Chon 2005) which measures the projected auto-and cross-correlations functions between input maps. Polspice requires a pixelised maps of the sky, and can incorporate irregular survey geometries (which is shown to be important in Efstathiou 2004) by including masks and weight files (Hivon et al. 2002; Ponthieu et al. 2011) .
We use the HealPix (Górski et al. 2005) 6 package to generate pixelised maps to be passed into PolSpice. We generate a map for all data belonging to each color cell at a resolution of Nside= 1024. This pixelisation resolution choice allows us to measure the l scales of interest. However because this correlation function is only measured once from the data, one may use a much larger Nside resolution, which would allow a measurement to much smaller angular scales, and could allow us to probe a more complex galaxy-dark matter bias model.
To generate a mask, we first calculate the average numberN , of all galaxies per HealPix pixel for those pixels containing at least one galaxy. We then mask any pixels with less thanN −3 √N galaxies. In practice one would also mask regions of the sky which are expected to be suspect, for example, those pixels close to bright stars.
In the top panel of Fig. 3 we show a few examples of the HealPix maps generated from the distribution of simulated galaxies in each color cell. The color cell IDs are labelled in the title of the panels. In the lower panel we show the measured projected correlation function C l on each of the maps, which does not require any knowledge of the redshift distribution or of the galaxy-dark matter bias model parameters.
Examining Fig. 3 and recalling that each color cell has a different mean redshift (see the top panel of Fig. 2 ) already hints at the prospect that the different redshift distributions will produce different amplitudes of the projected correlation function.
Following the rule-of-thumb advice of (Cabré et al. 2007 ), we bin the C l 's in bins of width 15. This ensures that the covariance of this measurement is small, and we neglect it in the subsequent analysis. Future applications should estimate the (often noisy) covariance matrix carefully and include this when identifying best fitting models (for example see Friedrich & Eifler 2017; Friedrich et al. 2016 , and references therein).
Furthermore, we choose to measure the correlation function on relatively large angular scales 20 < l < 1000, such that the adopted model of galaxy-dark matter bias is still in the quasi-linear regime (for futher motivation see Kirk et al. 2015) . One could use a more complex bias model, and push this measurement to smaller scales, which would increase the signal to noise of the measurement, but also enlarge the parameter space to be explored. More importantly the smaller the scales one explores, the longer it takes for CLASS to calculate the theoretical C l 's to be inserted into the likelihood function.
Comparing the measured and predicted correlation functions
We use the standard χ 2 statistic to evaluate how well the model projected correlation functions C M l 's, as estimated from CLASS for a given set of redshift distributions parameters and galaxy-dark matter bias model parameters, fit the measured C D l 's, from the data. The χ 2 function is written generally as
where the outer sum runs over all N measured auto-and cross-correlation functions i = 1..N and the inner sum runs over all l values in each measured correlation function. The covariance matrices Σ, would normally correspond to the combined covariance of the model and the data between all l values for each correlation function i.
In this work we bin the correlation function in bins of width ∆(l) = 15 which allows the approximation that the covariance matrix may be expressed by only the diagonal terms with values denoted by σ 2 l . In practice one would not make this approximation because the geometry of the mask can introduce off diagonal components into the covariance matrix. We also assume that the uncertainty on the model can be neglected. This allows the χ 2 to be expressed by
This is the quantity which will be used to judge the quality of the fit of the modelled with the measured projected correlation functions. In most of the analyses presented here, the data vector C D l , is generated using the true redshift distributions, and galaxy-dark matter bias parameter values. The model vector C M l is calculated for the trial redshift distributions and trial galaxy-dark matter bias parameter values as our sampler explores the high dimensional parameter space. We additionally do not add Gaussian random noise to the data vector, except in §5.5. This allows us to monitor the minimum value of χ 2 which will exactly equal 0 if the correct redshift distributions and galaxy-dark matter bias model parameters are found.
METHODS
In this section we demonstrate that the model chosen to parametrise the redshift distribution is general enough to describe all redshift distributions we encounter in both the simulated and real datasets. We describe and critique the galaxy-dark matter bias model adopted and show how the predicted correlation function changes in the face of changing redshift distributions and galaxy-dark matter bias parameters. We end this section with a description of the algorithm to explore the high dimensional parameter space.
Parameterising the redshift distribution using a Gaussian Mixture Model
We choose to model the redshift distribution as a Gaussian Mixture Model consisting of 5 Gaussians, hereafter denoted GMM(5). We have empirically chosen to use 5 Gaussians because this provides enough flexibility to fit all of the redshift distributions from each of the simulated and real galaxy color cells we have observed. We find that a lower number of Gaussians does not provide an adequate fit to the redshift distribution such that the mean squared error between the true distribution and the best fit is large. Using more than 5 Gaussians increases the size of the parameter space to be explored, but does improve the mean squared error noticeable.
For illustrative purposes only, we use the scipy.stats.optimise (Jones et al. 2001) package to obtain a good GMM(5) fit to each of the redshift distributions in each color cells. In Fig. 4 we show the redshift distributions of data belonging to each color cell using the colored solid lines, and the best fit GMM(5) approximation to the redshift distribution using the dashed lines of the same color. We note that the lines often sit directly on top of each other. In the legend of each panel we show an ID for the color cell and the value of the square root of the mean squared error (MSE) between the true and approximated distributions. We choose to show the square root of the MSE because this value is very small. The top (bottom) panel show the simulated (real SDSS) galaxies.
We see that the GMM(5) parametrisation provides a convincing fit to the redshift distributions in each cell. We note that during the actual analysis, the exploration of the best fitting parameter space will be more complete than that of the minimise package which can fall into local minima.
The effect of galaxy-dark matter bias model on C l 's
For illustration purposes we show how the modelled galaxygalaxy projected correlation function changes with varying the redshift distributions and with galaxy-dark matter bias model parameter values. We note that in general these results are sensitive to the choice of galaxy sub-sample, the scales of interest, and the choice of correlation function probed.
In the top panels of Fig. 5 we show the projected correlation functions C l as a function of scale l for simulated galaxies residing in the four different color cells with ID's 2,7,12,21. Each horizontal panel shows the same measured correlation function, and each panel shows the effect of assuming the correct redshift distribution, dN/dz, but varying the galaxy-dark matter bias model parameters in the order (b0, b1, b k ), see legend for specific values. The top panels show the measured and predicted auto-correlation functions, and the lower panels show the measured and predicted cross-correlations between selected color cells.
Examining the first panel of Fig. 5 , we can clearly see how sensitive the modelled cross-correlation signal is to differences in redshift distributions, for fixed galaxy-dark matter bias model parameters. The differences in the continuous lines are those predicted from different redshift distributions, and the corresponding colored data points are those correlation functions measured in the simulated data. We note that the galaxy-dark matter bias model parameter values for this simulated data sample are not known from first principles. Moving from the right to left of Fig. 5 we see the complex effect that the galaxy-dark matter bias model has on the model correlation functions, and how this would change for each different redshift distributions. The lower panels of Fig.  5 show that the cross-correlations also contain valuable information which can be leveraged when estimating redshift distribution and galaxy-dark matter bias model parameters.
Sampling high dimensional parameter space
For each color cell we parametrise the redshift distribution using a five Gaussian mixture model, which requires 15 parameters to be estimated 7 . We further use a three parameter bias model. Therefore each color cell is described by 18 parameters and if there are 12 color cells then we have to explore a 12*18 ≈ 216 dimensional parameter space. With the future addition of interesting cosmological parameters, this could expand by a further ≈10. Trying to explore such a large dimensional parameter space often leads to very low acceptance rates. We investigated a variety of parameter exploration methods, including a normal MCMC walker, the emcee 8 (Foreman-Mackey et al. 2013) routine, and the Hybrid technique (Elson et al. 2007 ). We find that Gibbs sampling, and Gibbs block-sampling lead to very reasonable acceptance rates.
Gibbs sampling and Gibbs block-sampling
The Gibbs Sampling algorithm is very similar to a normal MCMC walk through parameter space, in which a random step is taken in each parameter dimension, and the likelihood calculated at the new location. The step is accepted if the ratios of new to old likelihoods is greater than a randomly generated number between 0 and 1, otherwise the step is rejected and a new step from the previous position in parameter space is evaluated. The final list of accepted parameter positions approximates the likelihood surface of interest. Gibbs sampling differs from the MCMC algorithm by holding all parameters fixed expect one, or a natural grouping of parameters in the Gibbs block-sampling algorithm, during each sub-step. The next parameter in the list is then varied and all others held fixed. This means that many one dimensional, or a few dimensional, steps are explored, which while being computationally slower, often leads to much higher acceptance rates. We direct the reader to Resnik & Hardisty (2009) for more details.
8 http://dfm.io/emcee/current/
Other techniques to reduce the volume of parameter space
To further reduce the complexity of the parameter volume to be explored, we apply the following constraints: Each Gaussian in the five Gaussian mixture model, must be centred in redshift at a value larger than the previous Gaussian, and the first Gaussian must have a centre z > −0.5. We note this is a very conservative prior, because redshifts smaller than 0 are unphysical in a cosmological setting, but this choice enables a larger range of redshift distributions to be modelled. During the walks, we randomly decide whether to perform a block Gibbs sampling step, or the more computationally expensive full Gibbs sampling. For each color cell we arrange all the galaxy-dark matter bias model parameters into one block, and all the redshift distribution parameters into a second block. During block Gibbs sampling, all the parameters in a block are varied simultaneously which requires two calls to the likelihood function for each color cell. In normal Gibbs sampling, each of the 18 parameters is varied one at a time, with the others held fixed. This requires 18 calls to the likelihood function for each color cell for each Gibbs sample.
The most important approach to reduce the computational cost of this analysis is to break the initial problem of exploring the joint parameter space for N color cells, into one of exploring the parameter space for one color cell at a time. We allow the chains to run until the measured χ 2 stops improving. Then we randomly select three out of the N color cells and explore the combined parameter space ten times, and repeat this procedure until the minimum χ 2 value stops reducing. We note that this leads to large jumps in the total χ 2 value because redshift distributions, and bias model parameters may be pulled in incorrect directions during these Table 1 . The prior parameter ranges for each color cell, and the value of the sampling width, describing the width of a Gaussian that a random step is drawn from during the parameter space exploration. The Gaussian parameters describe the five Gaussians in the Gaussian Mixture Model (GMM) which models the redshift distributions, and the bias parameters correspond to the galaxydark matter bias model. These ranges can be easily extended given sufficient motivation.
local searches. We repeat this entire procedure once more by randomly selecting five of the N distributions. This approach and a summary of the results are described in more detail in §5.7. We note that this technique is itself similar to Gibbs sampling, but also helps to pull distributions out of local minimum. In effect the above procedure moves the walkers from a random initial point in the high dimensional parameter space, towards a more reasonable starting position for the subsequent Gibbs sampling. We reiterate, that if any information is known apriori about the redshift distribution or galaxy-dark matter bias model parameters of the galaxies in any of the color cells, this can be used as an initial starting point in the parameter space, which will reduce the time taken to find a global minimum, and explore around it.
We then continue to perform Gibbs and Gibbs-block sampling, attempting to identify a global minimum, and to explore around the minimum to estimate parameter uncertainties and covariances.
We adopt prior ranges quoted in Table 1 , which are chosen to enable all of the redshift distributions to be well modelled for each of the different color cells generated from both the simulations and the SDSS data. If one is very confident in priors on any of the known parameters, these could be included in the analaysis. Here we assume only flat priors across the range of model parameters. We choose the galaxy-dark matter bias model parameter ranges, such that they allow reasonable values, such as b =0.9-1.1 for e.g., main sample galaxies at low redshift z < 0.4, b =1.5 for e.g., LRGs at higher redshift z ≈ 0.6 and b =2.5 for e.g., Quasars at high redshifts z > 2. We reiterate that the prior ranges, and adopted functions to model the redshift and galaxy-dark matter bias can be updated to allow any functional form, as long as they can be incorporated into cosmological pipelines such as CLASS, or CAMB.
ANALYSIS AND RESULTS
We present an overview of how to interpret the main result figures in §5.1 followed by the details of each analysis performed using either different combinations of probes, or differences in true redshift distributions. We conclude with an overview of the results in §5.6, and with a description of the evolution of the χ 2 function during one of the correlation function analyses in §5.7.
Overview of the results panels
Here we present an overview of the results panels shown in Figs. 6, 8, 7 , and 9 which have many features in common. We discuss each figure in turn in a subsequent sub-section.
Each figure shows twelve different panels, which correspond to each of the twelve color cells in this analysis. Each panel has a number label in the bottom left hand corner. Each panel shows the completely random initial guess for the redshift distribution using the grey starred line. We reiterate that any information one may have about the redshift distribution of the galaxies in a color cell may replace this initial guess. This redshift distribution evolves as we explore the high dimensional parameter space, as shown by the thin grey lines. A final draw from the posterior is shown by the thick red continuous line. In each panel the thick grey dashed line shows the true redshift distribution, which we are trying to estimate using the data driven correlation method presented here. In the legend of each panel we quote the mean of the true redshift distribution and the redshift range of the true redshift distribution spanning the 68%, and 95%, and 99.5% percentiles around the median, denoted here as σ68,95,99.5. The legend of each figure also shows how wrong the initial value of ∆z =< ztrue > − < zest > is, in each color cell. The legend additionally shows the final value of ∆z between a final draw from the posterior for the redshift distributions and the truth. We note that many works refer to ∆z as 'bias' but we do not use this term here for clarity, especially when discussion the unrelated galaxy-dark matter bias. The legend also shows the percentage error, defined as |σ Finally each color-cell panel has a sub panel showing either the posterior for each of the three galaxy-dark matter bias model parameters b0, b1, b k , or the scale dependent parameter b k and a composite parameter b0 + b1z, wherez is the mean of the redshift distribution. We motivate the introduction of this composite parameter in §5.6, which has been adopted in light of the choices that we made for the parameter values b1 which have been chosen to fall between 0.01 < b1 < 0.15. We reiterate that the initial guesses for these parameter values are drawn randomly from within the prior ranges. For clarity we label the galaxy-dark matter bias model parameters in only the first sub-panel of each figure. The light grey vertical lines correspond to the true parameter values, and the coloured lines correspond to the width of a Gaussian fit to the posterior distribution.
The density of the thin grey lines in the redshift distribution highlight local minima corresponding to where the redshift distribution remained stationary for some time in the walk through the redshift distribution parameter space. The final sets of thin grey lines around the thick red continuous line also highlight allowed ranges of draws from the posterior, which are consistent with the measured correlation functions.
Galaxy-Galaxy correlation functions
In this sub-section we present the constraints on the redshift distributions and galaxy-dark matter bias parameter values obtained using only the cross-and auto-correlations between the angular positions of data residing in each color cell. In this sub-section we do not use the correlation functions available from galaxy-galaxy lensing, or CMB lensing around the galaxy positions. We present the results of these idealised simulations using an input known redshift distribution, and with known galaxy-dark matter bias parameter values. Fig. 6 shows how unimportant the initial "randomguess" redshift distribution, as shown by the starred grey line, is to the ability of the procedure to estimate the general shape of the true redshift distribution, shown by the thick grey dashed line. A final draw from the posterior distribution, shown by the thick red solid line, is in good qualitative agreement with the true redshift distribution. We find that those distributions which are smooth and have one well defined redshift peak, are well fit by this analysis, for example these are the panels labelled 2, 4, 9, 6, 7, 10, 11. For those redshift distributions which show more than one well defined peak, the method is still able to estimate the overall metrics of the distribution, such as the mean of the distribution and the quantiles to a similar accuracy as the color cells with a single peak, however the individual draw from the posterior appears to be a lot more discrepant. If we concentrate on the light grey thin lines, which correspond to the algorithm searching through the redshift distribution parameter space, we find that range of explored solutions and draws from the posterior often fully encompasses the truth redshift distribution. Given more calls to the likelihood function we would expect this envelope to fully cover the truth redshift distributions.
The smaller sub-panels of each panel in Fig. 6 , show posterior distributions of the galaxy-dark matter bias model parameters. We find that we are very sensitive to the scale dependent bias parameter value, shown by the dash-dotted line, recovering the correct value at below ∼1σ, but much less sensitive to the redshift dependent and scale independent galaxy-dark matter bias parameters b0 and b1.
Indeed we find that the choice of truth values for b1, which are between 0.01 and 0.15, mean that the full galaxydark matter bias model b(k, z) is very insensitive to this range of parameter values. We discuss this further in §5.6.
Gal-gal & lensing correlation functions I
In this section we use the full range of correlation functions between the color cells; including galaxy-galaxy autoand cross-correlations, galaxy-galaxy lensing correlation functions, and galaxy-CMB lensing correlation functions. For ease of comparison to the previous section we use the same true redshift distributions, and galaxy-dark matter bias model parameters as §5.2 for each color cell. We also use the same initial guesses for the parameter values before commencing the exploration of parameter space. We present the results of this analysis in Fig. 7 , which should be read as per Fig. 6 , except for the galaxy-dark matter bias panels, which show the scale dependent bias parameter b k and a composite parameter b0+b1z, in whichz is the mean redshift of the color-cell.
Examining the redshift distributions in Fig. 7 we find that one final draw from the posterior is often a very convincing match to the true redshift value. For example panel numbers 0,2,4,5,7,10,11 show excellent agreement, which is also mimicked by the accuracy of the estimation of the mean and widths of the redshift distributions. Concentrating on the panels with a bi-modal true redshift distribution, e.g., 1, 3, and 8, one sees that a draw from the posterior appears to find difficultly accurately reproducing the full shape of these distributions to high accuracy. We expect this discrepancy to become reduced or to disappear as the codes continue to explore the high dimensional parameter space. We do note that the summary statistics relating to these distributions are still in excellent agreement with those measured on the true redshift distributions.
Concentrating again on the smaller sub-panels in each panel of Fig. 6 , we find that the scale dependent galaxy-dark matter bias model parameter b k , is very well constrained by this analysis, showing an offset from the truth values consistent with 0, and a scatter around the truth values at level of 0.4σ. The composite parameter b0+b1z is also quite well constrained at the level (2.2 ± 2.9)σ. The value ±2.9σ suggests that the uncertainties on the composite parameter are slightly small. We note that these codes are still exploring the high dimensional parameter space, and we would expect these value to become closer to 1, see the discussion in §6.4 for more details. The individual parameters b0 and b1 are less well constrained and exhibit a large offset and scatter. Summary statistics as measured on all 12 color cells, for the original galaxy-dark matter bias parameter values and the composite values are shown in Table 2 .
Gal-gal & lensing correlation functions II
In this section we replace the idealised redshift distributions with real spectroscopic redshift distributions as measured in the color cells of the SDSS data. Fig. 8 is the same as Fig. 7 but with this change in redshift distributions, and a different set of chosen galaxy-dark matter bias model parameter values for each color cell. We again proceed assuming that all of the galaxy and lensing correlation functions have been measured, as per §5.3. To again show the unimportance of the initial starting conditions, we use the same initial guess distribution and galaxy-dark matter parameter values as in the previous two sections for each of the color cells.
The redshift distributions in Fig. 8 are drawn from real galaxy redshifts, and are often more peaked than the redshift distributions from the previous sections. This may be because of the relatively few numbers of galaxies used to approximate these distributions. However, we note that a final draw from the posterior distribution almost sits on top of the true distribution. Exceptions to this are panels 7 (8), which still provide good (reasonable) matches to the full shape of the redshift distribution. We note that the explored range of distributions for panel 8 is quite large, and indeed covers the true redshift distribution. The summary metric values for all of these distributions are reasonable, and we again expect the agreement to improve as the code continues to explore the high dimensional parameter space. Of particular interest is panel 4, which shows a double peaked redshift Figure 6 . The redshift distributions, and galaxy-dark matter bias parameter values as estimated through the use of the data driven correlation function method, using only the angular positions of the galaxies in each color cell. Each of the twelve different panels correspond to one of the twelve color cells in this analysis. Each panel shows the completely random initial guess for the redshift distribution using the grey starred line. We reiterate that any information one may have about the redshift distribution of the galaxies in a color cell may replace this initial guess. This redshift distribution evolves as we explore the high dimensional parameter space, as shown by the thin grey lines. A final draw from the posterior is shown by the red thick continuous line. In each panel the thick grey dashed line shows the true redshift distribution which we are trying to estimate using the correlation method presented here. In the legend of each panel we show the mean of the true redshift distribution and the redshift range of the true redshift distribution spanning the 68%, and 95%, and 99.5% percentiles around the median, denoted here as σ 68,95,99.5 . The legend of each figure also show how wrong the initial value of ∆z =< ztrue > − < zest > is in each color cell. The legend additionally shows the final value of ∆z between a final draw from the redshift posterior distributions and the truth. The legend also shows the percentage error, defined as (σ true Figure 7 . The redshift distributions, and galaxy-dark matter bias parameter values as estimated through the use of this data driven correlation function method using the angular positions of the galaxies in each color cell, the galaxy-galaxy lensing between colour cells, and the correlation of galaxy positions and CMB lensing. This figure can be understood as per Fig. 6 . The sub panels show the scale dependent galaxy-dark matter bias parameter b k and a composite parameter b 0 +b 1z , in whichz is the mean redshift of the color-cell. The analysis in these panels corresponds to that described in §5.3.
distribution in which one very dominant peak is at z = 1.0 and a much smaller peak is at z ∼ 0.5. This data driven correlation method appears to be sensitive to the nuances of this distribution and a draw from the posterior is very consistent with the locations and amplitudes of both peaks. The sub-panels of Fig. 8 show that the scale and composite galaxy-dark matter bias parameters are recovered with an offset and scatter which is statistically acceptable (0.7 ± 1.1)σ and (1.9 ± 0.8)σ.
Gal-gal & lensing correlation functions III
In this section we use the idealised redshift distributions as in §5.3, but include realistic noise on the measured values of C l . We use the theoretical estimate of σ(C l ) given by Equ. 8, and re-sample the mean value of C l assuming a Gaussian distribution. We again use all of the galaxy and lensing correlation functions, as per §5.3. Fig. 9 shows the estimated redshift distributions and should be understood as Fig. 7 . In this section we further show how the results are insensitive to the initial guess of the redshift distribution, by using the same initial guess for all color cells.
We find that this data driven redshift method still performs well when some realistic noise measurements are added to the data vectors. Many of the panels in Fig. 9 have true redshift distributions, and draws from the posteriors which are almost indistinguishable by eye. The metrics measuring the shape of the distributions are correctly estimated Figure 8 . The redshift distributions, and galaxy-dark matter bias parameter values as estimated through the use of data driven correlation function method using the angular positions of the galaxies in each color cell, the galaxy-galaxy lensing between colour cells, and the correlation of galaxy positions and CMB lensing. This figure shows the results of using SDSS redshift distributions as the truth redshift distributions. This figure can be understood as Fig. 7 . The analysis in these panels corresponds to that described in §5.4.
to within a few percent as per §5.3. In future works we will continue to make the data vectors more closely resemble those obtainable from observational surveys. The galaxydark matter bias parameters b k and the composite parameter are also quiet consistent with the truth values within the measured uncertainties.
Summary of results from the correlation function method
In Table 2 we show a summary of performance metrics comparing the true redshift distribution parameters, and the galaxy-dark matter bias model parameters, with those estimated from the posterior distribution using the correlation function method. We present the mean and the 68% spread of the metric values, as measured between each of the 12 different color cells. The metrics correspond to the differences between the averages of the redshift distributions ∆z, and the % differences between the true and estimated widths, measured at the 68%, 95% and 99.5% quantiles of the distributions. We also show the accuracy at recovering the three galaxy-dark matter bias model parameters, in terms of the standard deviation σ as measured from the posterior distributions in each color cell. Each row corresponds to a different set of analysis using, from top to bottom, the auto-and cross-correlations (GG) of the galaxy positions in the 12 color cells, GG with galaxy-galaxy lensing and galaxy-CMB lensing correlation functions. The top three rows show the results for these idealised simulations without any scatter applied to the C l correlation function. The third row shows Final: ∆z=-2.0e-03 (-0.2%) |δσ68,95,99.5|=5%,0%,1% 0 2 Figure 9 . The redshift distributions, and galaxy-dark matter bias parameter values as estimated through the use of the correlation function method, using the angular positions of the galaxies in each color cell, the galaxy-galaxy lensing between colour cells, and the correlation of galaxy positions and CMB lensing. This figure shows the results of using idealised simulations but with the inclusion of realistic noise properties on the C l 's. This figure can be understood as Fig. 7 . The analysis in these panels corresponds to that described in §5.5.
the ability to recover redshift distributions drawn from real SDSS data. The fourth rows presents the results using idealised simulations with expected scatter on the C l measurements.
Concentrating on the metric values as measured on the redshift distributions in the top two rows of Table 2 , we find that the uncertainty on the ∆z metric is improved by almost two orders of magnitude when considering all the galaxy-galaxy and galaxy-galaxy lensing and galaxy-CMB lensing correlation functions, compared to only the galaxygalaxy correlation functions. The uncertainties on the metrics describing the widths of the distributions are likewise improved from a few factors for the innermost quantiles σ68, to an order of magnitude for the outermost quantiles σ99.5.
This shows that the additional correlation functions provide levers which produce more sensitivity to the outer shapes of the redshift distributions.
We find that in each of the analyses, the initial starting values of each of the parameters do not play a role in the ability of the method to estimate reasonable redshift distributions. We also find that the scale dependent bias parameter is consistently well estimated in all the analyses, however the parameters b0 and b1 are relatively poorly constrained. On average they are offset from the truth values by many (e.g. 3-6) σ, and also have a very large scatter (again, of order 6-11) in units of σ, which is calculated separately for each color cell. By examining the full Gibbs chains we find that these parameters are highly correlated and have
Idealised sims: using only galaxy-galaxy (GG) C l 's §5.2 0.0405 ± 0.0158 3.5 ± 3.4 6.8 ± 7.4 31.5 ± 49.9 −5.6 ± 8.1 7.2 ± 11.9 −1.2 ± 0.6 0.1 ± 4.8
Idealised sims: using GG and lensing C l 's §5.3 −0.0007 ± 0.0007 1.1 ± 1.8 2.5 ± 2.1 6.4 ± 3.6 −5.9 ± 6.7 6.5 ± 6.2 0.0 ± 0.4 2.2 ± 2.9 SDSS like dndz: using GG and lensing C l 's §5.4 0.0011 ± 0.0055 5.1 ± 5.0 12.7 ± 12.3 18.9 ± 21.9 −3.0 ± 6.5 4.1 ± 7.2 0.7 ± 1.1 1.9 ± 0.8
Idealised sims with C l errors: using GG and lensing C l 's §5.5 −0.0007 ± 0.0022 3.0 ± 2.3 3.5 ± 1.9 10.2 ± 5.4 −4.2 ± 6.5 5.9 ± 8.0 0.2 ± 0.5 2.5 ± 3.1 Table 2 . A summary of performance metrics comparing the true redshift distribution parameters, and the galaxy-dark matter bias model parameters, with those estimated from the posterior distribution using the correlation function method. We present the mean and the 68% spread of the metric values, as measured between each of the 12 different color cells. The metrics correspond to the differences between the averages of the redshift distributions ∆z, and the % differences between the true and estimated widths, measured at the 68%, 95% and 99.5% quantiles of the distributions. We also show the accuracy at recovering the three galaxy-dark matter bias model parameters, in terms of the standard deviation σ as measured in each color cell. The final row corresponds to the composite parameter b 0 + b 1 ×z, calculated at the mean of the reshift distributionz. Each row corresponds to a different set of analysis using, from top to bottom, auto-and cross-correlations (GG) of the galaxy positions in 12 color cells, GG with galaxy-galaxy lensing and galaxy-CMB lensing correlation functions. The top two, and last rows show the results for idealised simulations without any scatter applied to the C l correlation function. The third rows presents the results using idealised simulations with expected scatter on the C l measurements. The fourth row shows the ability to recover redshift distributions drawn from real SDSS data.
a correlation coefficient value of -0.8. If we concentrate further on the b1 parameter in relation to Equ. 3 we find that for a redshift distribution which spans a range in redshift of 0.5, which are typical of those in this analyses, the contribution from this parameter will only change b(k, z) by 16% of b1 between the minimum and maximum redshift. Given that we chose relatively small values of b1, bounded by 0.01 < b1 < 0.15, we see that this addition to b(k, z) will change by approximately 0.002 − 0.03. In light of this, we constructed a new galaxy-dark matter bias parameter which is a combination of b0 and b1 scaled by the average value of the redshift distributionz, and given by b0 +z×b1. This new parameter is calculated for each color cell. This parameter is shown in the final column of Table 2 , and in the galaxy-dark matter bias sub panels in Figs 7, 8 and 9. The composite parameter shows much more consistency with the truth values.
This indicates that the adopted galaxy-dark matter bias model is a relatively poor decision, and quite unconstraining for our choices of b1 parameter values. We note that any other reasonable galaxy-dark matter bias model could be adopted, and we would suggest one that is expected to be well constrained by the data.
Evolution of the χ 2 function
To speed up the exploration of the high dimensional parameter space, we initially walk through parameter space using the predicted and observed correlation functions associated to only one color cell. This process is parallelisable for each of the N color cells. We use the evolution of the χ 2 value, as evaluated after approximately 100 calls to the likelihood function using all of the N color cells and including all of the available auto-and cross-correlations, as a guide to determine when is an appropriate time to add more color cells into the analysis. In Fig. 10 we show the evolution of the reduced value of χ 2 , denoted by χ space for the analysis presented in §5.3. For the full analysis there are 12*18 parameters and 2520 datapoints (using the chosen ∆l bin width). This results in the number of degrees of freedom equal to approximately 2304 (see however Andrae et al. 2010 , for a discussion about the numbers of degrees of freedom in a non-linear model). Recall that the initial random guess will be a very poor fit to each redshift distribution, and for all of the galaxy-dark matter parameter values in each color cell, therefore we expect the inital χ 2 value to be very large. After the χ 2 R stabilises during the exploration of only one color cell, we then randomly select three out of N color cells and continue the search for good parameter values. This increase in the number of color cells increases the computational time not only because of the increase in the total number of calls to the likelihood function that is required to perform one complete Gibbs sampling, but also in the total time for each individual call to the likelihood function. Again this process is heavily parallelisable, however ocassionaly the same color cell may be chosen and updated simultaneously. This can produce large wiggles in the χ 2 R correlation function as seen in Fig. 10 . Furthermore, we adjust the thickness and color of each section of the line in Fig. 10 to approximately highlight the stages of the analysis when the number of color-cells increased.
We then randomly choose five of the N color cells and repeat the procedure. Finally we use full set of 12 color cells in the analysis. Each complete (partial block) Gibbs sample takes of order 2.5 hours (20 minutes) using a machine with 16 CPU cores. We note that all of the other analyses presented here have very similar evolving χ 2 R functions.
DISCUSSION
The size of available and upcoming photometric datasets are ripe for such an analysis described in this work. For example the SDSS has observed the photometric properties of order of one hundred million galaxies, and DES (The Dark Energy Survey Collaboration 2005) has order 500 million galaxies (Abbott et al. 2018) , and Euclid (Laureijs et al. 2011) will have order 3 thousand million galaxies. In this section we discuss difficulties that may occur when applying this method, and some future prospects.
Clean galaxy samples
In this paper we have not addressed problems that arise when galaxy samples are not pure and complete. We have neglected the problems of star-galaxy separation, and of variations in galaxy number densities across a survey due, for example, to seeing. In practice some amount of stellar contamination of a galaxy data set will result in additional power in the projected correlation function at the largest scales. We could rely on methods to perform star-galaxy separation, such as template or machine learning codes (Soumagnac et al. 2013; Morice-Atkinson et al. 2017) . Alternatively one could add nuisance parameters to the measurement of the correlations functions describing the amount of stellar contamination (see, e.g. Crocce et al. 2017 ). This would further increase the number of parameters in the analyses, but only by a few per color cell.
How many color cells should be chosen?
In this work we have concentrated on using twelve color cells, however this number could be pushed arbitrarily large, at the expense of computing resources. We chose twelve color cells using the following, very soft argument.
Given that we would like to constrain 18 parameters per color cell, consisting of 15 redshift distribution parameters, and 3 galaxy-dark matter bias model parameters, we would like to have at least as many different measurements as parameters. In fact, of the 15 redshift distribution parameters, only 14 are independent due to the enforcement that the integral of the redshift distribution is unity. Furthermore, the estimation of the number of degrees of freedom of a nonlinear model is non-trivial (see Andrae et al. 2010 ), but we ignore these details in what follows.
Therefore there are N × 18 parameters to estimate for the N color cells. Concentrating on the available number of galaxy-galaxy auto-and cross-correlation functions, we have N auto-correlations, and (N − 1) different cross-correlations for the first color cell, (N − 2) for the second color cell etc. The number of different correlation functions scales as N * (N +1)/2. This means there will be approximately equality between the number of unknowns and possible measurements with N =36 color cells.
In this work we also include galaxy-galaxy lensing correlations, which adds another factor N * (N +1)/2, and CMB lensing which provides another N correlation functions, this reduces the required number of color cells to N =16. Until now we have neglected the number of data points within each correlation function, which in this work, we have chosen to use bins of with l = 15 from the range 20 < l < 1000, resulting in 65 data points. We find that using 12 color cells there are an order of magnitude more data than parameters to be estimated.
We have not explored a larger number of color cells because the computation time of each call to the likelihood function, and each full Gibbs sample, scales very poorly with N . However we have also explored using less than 12 color cells. We find that using 2 or 4 color cells results in reasonable estimate for the difference in the mean of the distributions (∆z = [0.1 ± 0.06, 0.06 ± 0.03] respectively), but that measurements of the width of the distributions are less constraining, and that the estimation of the galaxy-dark matter bias model parameters are poorly constrained. The complete results of these analyses are shown in Table. 3, but we caution that the quoted estimate of the 1-σ error bars is large, given the small number (2 and 4) of samples.
We can compare the estimate of the error on the offset of the mean of the distribution σ(∆z) = 0.03, coming from this idealised analysis using 4 color-cells in which no spectroscopic or photometric redshift data is used, and which marginalises over galaxy-dark matter bias parameters, with that of the results from the Dark Energy Survey (The Dark Energy Survey Collaboration 2005) who selected data to fall within 4 tomographic redshift bins and produce an estimate of σ(∆z) ∼ 0.02 ) by carefully matching the science sample to galaxies with 30-band COSMOS data, and accounting for cosmic variance using simulations. If we increase the number of color-cells to 12, the measurement of σ(∆z) in the idealised work presented here, which is ∼ 7 × 10 −4 , appears very competitive and suggests this method is worth further investigation.
Parameter space convergence
Even with the approaches to speed up this method as described in §4.3 and §5.7, it is still computationally expensive. Indeed many of the chains are still slowly rolling down the χ 2 surface and converging. Given that many of the experiments did not include noise in the correlation functions, we can exactly examine how well these codes are performing by exploring how close the value of χ 2 is from 0. For example,
Idealised sims: using GG and lensing C l 's with only 2 color cells −0.099 ± 0.060 59.6 ± 10.8 85.7 ± 30.0 44.4 ± 24.1 −287.0 ± 104.1 1515.8 ± 12.2 47.3 ± 2.8 332.5 ± 94.0
Idealised sims: using GG and lensing C l 's with only 4 color cells −0.063 ± 0.032 12.8 ± 13.0 19.5 ± 18.9 16.4 ± 9.1 10.3 ± 108.6 21.4 ± 48.0 48.7 ± 15.0 31.0 ± 9.7
Idealised sims: using GG and lensing C l 's with 12 color cells around the global minimum −0.0000 ± 0.0001 0.9 ± 1.8 0.3 ± 0.9 0.5 ± 0.7 −0.1 ± 1.3 −0.0 ± 2.0 −0.1 ± 1.5 0.1 ± 1.1 Table 3 . As per Table 2 , but with the results of this correlation method applied to only 2 (4) colors cells first (second) row from random initial parameter values. The final row presents the obtainable constraints found by starting the Gibbs sampling around the global minimum and using 12 color cells. All galaxy-galaxy and galaxy-galaxy-lensing and galaxy-CMB lensing correlation functions are used in the analyses producing these results. The uncertainties presented in the top two rows are estimated from the low number (2 and 4) of color cells.
if we concentrate on the analysis presented in §5.3, we find that we are close to, but still approaching, this global minimum. However we expect the results presented in this work will only improve with further iterations through the high dimensional parameter space. We motivate this statement by examining the evolution of various metrics which are measured on the redshift distribution, and on the galaxy-dark matter bias model parameters in each color cell, as a function of the Gibbs sampling step number. In Fig. 11 we show the evolution from their initial starting positions of the mean < z >, and the 68% width of the redshift distribution σ68, the scale dependent galaxydark matter bias model parameters b k , and the composite parameter b0 +zb1. The truth value for these parameters are either measured from the true redshift distributions, or are parameter values assigned to each color cell. We mark the corresponding truth values on Fig. 11 with the starred data points, which are offset from the end of the curves for viewing purposes.
Examining Fig. 11 , we see that many metrics are converging towards the truth values, for example, the redshift metrics, and the galaxy-dark matter bias parameter b k . The most individually discrepant parameter is the redshift dependent galaxy-dark matter bias parameter b1, but as discussed in §5.6 this is to be expected for our choice of galaxydark matter model and true b1 values. We do however find that the composite parameter b0 +zb1 is well constrained and approaches the truth values. The lines in each of the trace plots have varying length due to the random selection of color cells in the early analysis, before moving to using all 12 color cells, and therefore not all cells have been selected the same number of times.
Exploring around the global minimum
Assuming that the algorithm is able to correctly identify the true global minimum in the high dimensional parameter space, then a Markov walk around this position will constrain each parameter and the covariances between parameters. To explore how this final result may look for our chosen data sample we run a Gibbs sampler starting at the true global minimum in parameter space, and used the data sets and correlation functions as described in §5.3. We present the results of this analysis in the last row of Table. 3.
We find that exploring around the minimum of the χ 2 function provides parameter results consistent within ≈ 1σ of the truth values for all parameters, including the parameter b1. The uncertainties on the parameters are a few factors smaller than those presented in §5.3, which further highlight that the chains are still exploring the high dimensional parameter space.
We construct similar trace plots as Fig. 11 , showing the evolution of the mean and widths of the redshift distributions, and the scale dependent and composite galaxy-dark matter bias parameters, but with the Gibbs sampler initiated at the global minimum.
Examining Fig. 12 , we see that all metrics are stable around the truth values, as also seen by the summary statistics in the last row of Table 3 . These are the results we would expect to find after hitting the global minimum in the parameter space, even if we start from a random point in the parameter space, given a robust sampler. We note that the mean of the redshift distribution seems to be constant. It does however vary but on a scale much to small to be seen at this resolution. This further highlights how well this parameter can be constrained by the redshift estimation technique presented here.
Redshift pdfs for individual galaxies
This method does not provide redshift probability distribution function (pdf) estimates for individual galaxies. One could imagine making the color cells very small such that each cell contains only a few galaxies. The resulting distribution would then approach an individual galaxy redshift pdf. However the noise in the correlation function would become very dominant, and the length of time required to make calls to the likelihood code would make this approach infeasible in practice.
One could however partition the data space many times using many different decision trees, and perform the analysis described in this work many times. This approach would mimic a random forest from machine learning, in so far as each color cell, that a galaxy resided in, could contribute to the final redshift pdf of that galaxy. The testing and implementation of this method is left to future work. We note that this approach would be trivially parallelizable. Step number Step number Step number Figure 12. Similar trace plots as Fig. 11 , but starting from the global minimum in parameter space. The analysis in these plots refers to that described in the discussion section §6.4.
A more generalised sample selection
The paper has concentrated on the selection of galaxy samples using simple bins in photometric color space. However any such binning in any observable space is possible, for example the selecting of objects which sit in photometric redshift bins (see, e.g. McLeod et al. 2017) . One may also select objects selected in bins of quantities observed in the radio or H1 continuum (see, e.g. Condon et al. 1998; Huynh & Lazio 2013) . The most important choice of observable is that the quantity must be uniformly measured (or calibrated) across an observed footprint, otherwise the correlation signal would become corrupted. We note that a smaller footprint would lead to larger uncertainties on the correlation functions due to cosmic variance, however these uncertainties will be naturally propagated though to the uncertainties on redshift distributions, and galaxy-dark matter bias model parameters.
SUMMARY AND CONCLUSIONS
In this paper we present a new method to estimate redshift distributions and galaxy-dark matter bias model parameter values for sub-samples of galaxies without requiring any knowledge of spectroscopic or photometric redshifts anywhere in the analysis. This method compares the observed projected correlation functions with predicted correlation functions generated using initial guesses for the redshift distribution and galaxy-dark matter bias parameter values. The redshift distribution and galaxy-dark matter bias parameter values are adjusted until the predicted and observed correlation functions agree statistically. This method is equivalent to marginalising over either or both, of the redshift distributions and the galaxy-dark matter bias model parameters for each sub-sample of galaxies. Although this method is computationally very expensive, it does provide joint constraints on redshift distributions and on galaxy-dark matter bias parameter values for each subsample of galaxies. The method also naturally incorporates any apriori information one may have about either the redshift distributions, or galaxy-dark matter bias parameter values in each sub-sample in the form of good initial guesses. Most importantly this method does not require any spectroscopic or photometric redshift information apriori We propose to move away from the current methodology of redshift estimation and validation, which rely upon samples of galaxies with either spectroscopic redshifts or high quality multi-band photometric redshifts, because of the difficulty of obtaining numerous, high quality samples which are representative of the interesting science samples coming from current and upcoming large area photometric surveys (e.g., KIDS: (2009) , and current and future large area radio surveys, e.g., LOFAR: (van Haarlem et al. 2013 ) and the SKA: Huynh & Lazio (2013) ). This lack of representative high quality redshifts is also the reason we suggest using any previous knowledge about parameters for any sub-sample of galaxies as initial best guesses, or potentially as priors, if the priors have been constructed with unbiased samples.
This leads us to choose to rely on the projected autoand cross-correlation functions which are measurable without any knowledge of either redshifts or of galaxy-dark matter bias parameter values. We compare these measured correlation functions with those predicted from cosmological codes, such as obtained from the Cosmic Linear Anisotropy Solving System (CLASS, Lesgourgues 2011) or CAMB (Lewis & Bridle 2002) .
We model the redshift distribution of each sub-sample of galaxies using a five component Gaussian Mixture Model, and furthermore adopt a flexible three parameter galaxydark matter bias model for each sub-sample when subdivided into cells of color. We show that the five component Gaussian Mixture Model is flexible enough to recover the redshift distributions of real and simulated sub-samples of galaxies. We implement a galaxy-dark matter bias model in CLASS similar to that of Fry (1996) , but with an additional scale dependent pre-factor, and allow the parameter values of this model to vary independently for each color cell. We find that this is actually a poor model for the chosen true parameter values and redshift distributions, and we suggest that any other well motivated and flexible galaxy-dark matter bias model could be adopted, for example that of Clerkin et al. (2015) . However we find a composite parameter being a combination of the scale independent and redshift dependent galaxy-dark matter bias model parameters, is well constrained by our analyses.
We use the standard χ 2 metric to explore the range of statistically consistent model correlation functions, and by identifying the aforementioned parameters that generate those consistent correlation functions, we are able to infer the posterior distributions of redshifts and galaxy-dark matter bias model parameters for each sub-sample. By including auto-and cross-correlation functions from both galaxygalaxy lensing and galaxy-CMB lensing, we find that we are able to improve the uncertainties on the allowable ranges of the redshift posterior distributions by an order of magnitude, compared to the analysis performed using only galaxygalaxy positional auto-and cross-correlations.
In this paper we use idealised simulations in which knowledge of all parameters is known. This is not directly possible even using N-body simulations populated by galaxies, because is it unclear from first principles how the intrinsic galaxy-dark matter bias will be interpreted by the adopted model, although this could be measured using correlation functions and adopting the known redshift distributions. Furthermore in real data we may not be completely confident of the accuracy of the redshift distributions.
We have highlighted methods to select galaxy subsamples in both simulations and SDSS data, using bins in color-magnitude space, which we generically refer to as color cells in this work. We note that any method to select galaxy sub-samples would be reasonable, as long as the number density of objects does not vary systematically across the survey footprint in a manner that cannot be modelled. For example, one could make galaxy sub-samples by selecting galaxies which reside in tomographic bins of photometric redshift, as output by some photometric redshift code, or by selecting in some other observed property, such as radio flux or angular size.
We further highlight procedures to speed up this computationally expensive method, by initially just examining one, and then a few, color cells at a time rather than exploring the parameter space of all of the color-cells simultaneously. This reduces the computational resources by many orders of magnitude. We are still exploring other techniques to decrease the computation cost of this approach but have yet to identify any extremely promising avenues. Ideally one could move away from the very expensive Gibbs sampling, which for 12 color cells requires around 3 hours per step on 16 CPUs, but still retain high acceptance rates.
In this work we have not allowed the cosmological parameters to vary, which do effect the modelled correlation functions. We see the number of additional cosmological parameters (∼ 10) as a low dimensional addition to the already very high dimensional space (∼ 216). Indeed motivated by the results of McLeod et al. (2017) we would not expect this to produce drastically different posteriors, but in the case that they were to be very different, they would be self consistent and data driven.
Finally we note that this entire procedure of jointly estimating redshift distributions and galaxy-dark matter bias parameter values from the data using correlation functions, would have to be repeated should there be a change to assumed model, for example if one adopts a more complex model of gravity, or a galaxy-dark matter bias model with more degrees of freedom. However performing this analysis once, would already suggest reasonable starting positions for the chains in the new parameter space.
