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Zahvalo želim izreči vsem kolegom iz Laboratorija za uporabniku prila-
gojene komunikacije in ambientno inteligenco Fakultete za elektrotehniko
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2.2 Fluorescenčne karakteristike svetlobe za normalno in displa-
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AFB avtofluorescenčna bronhoskopija (angl. AutoFluorescence Broncho-
scopy)
AUC površina pod krivuljo (angl. Area Under Curv)
FN napačno pozitivni rezultati (angl. False Negative)
FOS statistika prvega reda (angl. First Order Statistics)
FP napačno negativni rezultati (angl. False Positive)
FS izbira značilk (angl. Feature Selection)
GA genetska metoda (angl. Genetic Algorithm)
GLCM matrika vezanih verjetnosti sivin (angl. Gray Level Cooccurrence
Matrix)
LIFE fluorescenčna naprava za zajemanje slik na pljučih (angl. Lung Imaging
Fluorescence Endoscopy)
PCA metoda glavnih komponent (angl. Principal Component Analysis)
ROC krivulja karakteristike delovanja sprejemnika (angl. Receiver Opera-
ting Characteristic)
ROI področje zanimanja (angl. Region Of Interest)
TE teksturna energija (angl. Texture energy)
TN pravilno negativni rezultati (angl. True Negative)
TP pravilno pozitivni rezultati (angl. True Positive)




Na področju obdelave slik se za razpoznavanje objektov v zadnjih letih vse
pogosteje uporablja barvna informacija. Segmentacija oziroma razčlenjevanje
ter klasifikacija oziroma razvrščanje sta ključna postopka obdelave slik, po-
membna za pravilno določanje, analizo in interpretacijo slikovne vsebine.
Informacijska vsebina medicinskih slik je ključnega pomena za odkriva-
nje in razumevanje normalnih in bolezenskih stanj človeškega organizma.
Kakovost slikovno podprtih medicinski preiskav je v veliki meri odvisna od
tehnike zajema slik, interpretacije vsebine slik ter od raziskovalnega oziroma
medicinskega okolja, ki vzpodbuja zajemanje slik in njihovo uporabo.
Rak na pljučih je ena izmed najpogosteǰsih vrst raka pri človeku z najvǐsjo
stopnjo smrtnosti zaradi prepoznega odkritja bolezni v stadiju, ko ni več
operabilen zaradi lokalne in sistemske razširjenosti. V medicinski stroki še
vedno ni dovolj dobre diagnostične metode, s katero bi lahko bolezen odkrili
v zgodneǰsi, začetni fazi bolezni, ko je še možna ozdravitev. Razvoj avto-
fluorescenčne bronhoskopije je obetal najučinkoviteǰso metodo za zgodnje
odkrivanje raka na pljučih in prekanceroz. S postopki in napredkom digitalne
obdelave slik v medicini je predvideno, da se bo možnost za napake zmanǰsala
in s tem celotna diagnoza izbolǰsala.
Namen naše raziskave je povečanje diagnostične senzitivnosti in spe-
cifičnosti avtofluorescenčne bronhoskopije (AFB) s postopki digitalne obde-
lave slik ter s strojnim učenjem prepoznavanja med nemalignimi lezijami in
med prekancerozami in rakom na sluznici spodnjih dihalnih poti na AFB
slikah. V tej raziskavi smo vključili AFB slike bronhialne sluznice, pridobljene
na AFB napavi LIFE (Xillix Technology, Vancouver, BC) v Univerzitetnem
kliničnem centru (UKCL) na Kliničnem oddelku za pljučne bolezni in alergijo
v Ljubljani. Slike smo grupirali v tri pomembne skupine, kot so normalna
xvii
xviii POVZETEK
sluznica, sumljiva področja prekanceroze in pljučni rak, pri čemer je na vsaki
sliki narejena biopsija in imamo histopatološki rezultat.
V disertaciji predstavljamo razvoj sistema za samodejno ugotavljanje
bolezenskih sprememb z AFB in metodologijo za izbolǰsanje AFB.
Raziskali smo, kako uporabiti postopke detekcije in strojnega učenja za
samodejno interpretacijo rezultatov na AFB slikah. Naš cilj je bila izbira
kombinacije obeh postopkov, s katerimi smo zgradili celoten model interpre-
tacije rezultatov na omenjenih slikah, ki naj bi izbolǰsal preiskavo v smeri
zgodneǰsega odkrivanja pljučnega raka. Model smo zgradili z omenjenima
postopkoma na podlagi diagnostičnih podatkov (histopatološki podatki) in
pripadajočih odločitev specialistov bronhoskopije.
Natančnost določanja sumljivih področij na AFB slikah je bistvenega
pomena za nadaljno analizo. V predstavljenem postopku smo poizkusili iz-
bolǰsati iskanje področij s predhodnim filtriranjem AFB slike. Na ta način
izkoristimo dobre lastnosti neizotropnega filtriranja in Cannyjevega postopka
iskanja robov, kot sta neobčutljivost na lokalne slikovne elemente in relativno
majhna računska zahtevnost. Poleg lokalnih majhnih področij, ki jih s postop-
kom lahko izločimo iz slik, imamo tudi možnost odkrivanja in odstranjevanja
morebitnih napak.
Sumljiva področja prekanceroze in malignoma na AFB slikah smo izbrali
iz predhodno razčlenjenih slik z uporabo podatkov o normi razčlenjevanja
(GT) (angl. Ground Truth) in našim predlaganim postopkom za določitev su-
mljivih področij. Primerjali smo dve metodi za določitev značilk. Prva metoda
uporablja teksturne značilke na izbranem področju, ki izhajajo iz matrike
vezanih verjetnosti sivin (GLCM). Druga metoda pa izhaja iz značilk na hi-
stogramu slike ter Gaussove porazdelitve slikovnih elementov. Za razvrščanje
vzorcev med sumljivimi vzorci in vzorci malignoma smo izbrali optimalno
množico značilk, ter uporabili tri razvrščevalnike in sicer naivni Bayes, k-NN
razvrševalnik ter razvrščevalnik z metodo podpornih vektorjev (SVM). Pri
slednjem smo dobili najbolǰse rezultate. Uspešnost binarnih razvrščevalnih
postopkov smo merili z različnimi merami, kot so natančnost, senzitivnost,
specifičnost in površina pod krivuljo (AUC).
Obe metodi težita k temu, da bi izbolǰsali senzitivnost in specifičnost
metode z zmanǰsanjem lažno negativnih rezultatov kot lažno pozitivnih
xix
rezultatov in s tem zmanǰsali veliko nepotrebnih biopsij bronhialne sluznice
zaradi suma na maligno obolenje. Prva metoda je časovno in računsko bolj
zahtevna od druge. Za primerjavo obeh metod in rezultatov smo uporabili
Wilcoxonov test predznačenih rangov. Za preverjanje ničelne hipoteze, da se
primerjani metodi v svoji natančnosti bistveno ne razlikujeta, smo izbrali
stopnjo zaupanja (α = 0.05) in poiskali pripadajočo vrednost p. Končni
rezultat, katera je statistično bolj učinkovita, pa nam je dalo testiranje
statističnih hipotez. V našem primeru smo dobili signifikantno vrednost
pod vrednostjo zaupanja, kar je potrdilo, da je naša predlagana metoda
učinkoviteǰsa.
Dobljeni rezultati iz predlaganega in razvitega sistema se izkažejo kot
uporabni za samodejno določanje tipa bolezni na AFB slikah. Predlagana
metoda bo izbolǰsala diagnostično natančnost, izbolǰsala specifičnost ter
posledično zmanǰsala število nepotrebnih biopsij pri diagnozi malignih področij.
Predlagani računalnǐski sistem za odkrivanje malignih področij na AFB slikah
bo lahko v veliko oporo preiskovalcem.
xx POVZETEK
Abstract
Shapes, textures and colours contain information in image reading. Machine
reading gets its’ functionality from transformation of textures to features,
segmentation and classification. Result is interpretation of image content.
Many medical diagnoses rely on information content from images of
surfaces and volumes of human body. Quality of image supported diagnosis
relies on of imaging technology, approach, machine; image interpretation
relies on experts’ expertise and on machine that is supporting him. Advanced
medical environments encourage machine supported decision making process.
Lung cancer is frequent among cancers. It results in high mortality, espe-
cially when it appears as secondary cancer. Much effort is spent in techniques
and procedures for early diagnose. Auto Fluorescent Bronchoscopy (AFB)
is used for early detection in bronchial tubes. Progress in computer science,
embedded systems, programming for real-time applications gave means to
integrate machine support in the diagnostic process. Physician – expert makes
decisions and stands behind her diagnose, and supporting tools add to quality
of decision making process. Tools make experts’ work less frustrating. Medical
doctors accept machine support of their work well.
Image processing is used in manufacturing processes and in logistics for
years. Objects are well defined in these branches of human activity. Image
processing in medical diagnostics is more complex. Examined structures can
vary in size, shape, colour and texture. Tolerated margin for error in feature
detection is about nil.
We increase AFB sensitivity and specifity with image processing, machine
learning of differences among benign lesions, precanserosis and cancer of mucus
membrane in lower bronchial tubes. Images were taken at the Department for
lung disease and allergy at Univerzitetni klinični center in Ljubljana. LIFE R©
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(Xillix Technology, Vancouver, BC) apparatus was used. Images were classified
into 3 groups i.e. normal, suspicious for precancerosis and cancer. Each image
is supported with biopsy and histopathological diagnose.
Development of system for autonomous detection of pathological changes
with AFB is presented. Procedure for improvement in tissue classification is
developed.
We researched implementation means and use of feature detection and
machine learning for autonomous interpretation of AFB images. The goal
was to select most reasonable components and to produce optimal system for
machine detection of bronchial cancer in its most early stage.
Images, histopathology data, medical diagnoses, consulting with physicians,
feature detection algorithms and machine learning procedures define start of
the project of machine diagnose from the AFB image.
Suspicious areas in AFB image have to be precisely detected. To improve
area definition we introduced filtering as image pre-processing. Canny edge
detection method was applied. It is unsusceptible to small local areas and it
is computationally efficient. Errors in area definition are noticed in real-time
and corrective input is given.
We detected suspicious precancerosis and malignant areas with data from
Ground Truth (GT) norm and our new procedure. We compared 2 methods for
feature extraction. 1st method extracts features from Grey Level Co-occurence
Matrix (GLCM); 2nd method extract features from image histogram and
semi Normal distribution of number of pixels versus their colour intensity.
To distinguish between suspicious only and malignant areas we first carefully
selected small number of information rich features. Then we applied naive
Bayes, k-NN and Support Vector Method (SVM) classifiers. SVM produced
best results. Two thirds of samples were used for machine learning, one third
for testing. Quality of binary classification was assessed by different measures
– precision, sensitivity, specifity and Area Under Curve (AUC).
Both methods are aimed at high sensitivity accompanied by high specifity.
The goal is to minimize False Positive (FP) and False Negative (FN) results,
which leads to smaller amount of biopsies. Second method is computationally
more efficient and it takes less computer resources (memory). Wilcoxon
signed-rank test was used to evaluate ranking efficiency of both methods.
xxiii
Null hypothesis is that both methods produce about same results. p value
was calculated for selected confidence level (α = 0.05). Testing of statistical
hypothesis ranked efficiency of both methods. Significant value is below
confidence level which confirms efficiency of the new method.
Results are ready for implementation in embedded system for real-time
machine supported AFB diagnostics, which improves accuracy and specifity.
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Namen tega dela je razvoj in implementacija postopkov za zgodnje odkriva-
nje pljučnega raka s pomočjo avtofluorescenčne bronhoskopije. Obdelava slik
in strojno učenje predstavljata predlagani okvir tega dela. Začetna poglavja
podajajo pregled, probleme in izzive, s katerimi se soočamo pri odkrivanju
plučnega raka. V nadaljnih poglavjih pa so predstavljene motivacija, cilji in
oris predlaganih postopkov.
1.1 Ozadje
Pljučni rak je najpogosteǰsa vrsta raka in zaradi prepoznega odkritja v
zgodneǰsi fazi bolezni povzroča najvǐsjo smrtnost pri človeku. Pri zgodneǰsem
odkritju bolezni je plučni rak operabilen, vendar v tej fazi večinoma ne
povzroča simptomov. Zaradi mehkega tkiva pljuč in ker pljuča ne bolijo ob
rasti, ne povzroča bolečin. Ko pa povzroča simptome prisotnosti v pljučih, pa
je pljučni rak ponavadi že tako razširjen, da je ozdravljiv le pri okoli 15 %
vseh obolelih. Preživetje bolnikov s pljučnim rakom je okoli 15 %, v najbolj
zgodnjem stadiju okoli 60 %, vendar je takšnih bolnikov zelo malo, le od
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10 do 15 %. Vsako leto v Sloveniji za pljučnim rakom na novo oboli okoli
1600 bolnikov [4]. Nastajanje raka v pljučih je počasno in traja več let [5].
Po podatkih Registra raka za Slovenijo je leta 2012 zbolelo 1.251 ljudi, 867
moških in 384 žensk [4].
1.2 Definicija avtofluorescenčne bronhosko-
pije
Avtofluorescenčna bronhoskopija (AFB) (angl. AutoFluorescence Broncho-
scopy) je postopek preiskave pljuč in je uporabljen v klinični praksi približno
dve desetletji. Celoten postopek je podrobneǰse opisan v podpoglavju 2.2.1.
Številne klinične študije ugotavljajo, da bi AFB lahko bila dobra metoda
za zgodneǰse odkrivanje pljučnega raka. Z uporabo diagnostičnih AFB sis-
temov je ugotovljeno, da je AFB občutljiva metoda za zgodnje odkrivanje
prekanceroz in malignih sprememb v bronhialni sluznici, ki niso vidne z belo
svetlobo v bronhoskopu (WLB) (angl. White Light Bronchoscopy) [6–9]. Pri
pregledu rezultatov preiskav v primerjevi med AFB in konvencionalno WLB,
je razvidno, da je senzitivnost AFB zelo visoka ob nizki specifičnosti v primer-
javi z WLB za odkrivanje zgodnjih oblik raka v bronhialni sluznici in zaradi
tega se posledično naredijo številne nepotrebne biopsije bronhialne sluznice in
obratno, kadar vzamemo biopsije na sluznici na samo zelo visokih sumljivih
mestih, nam uidejo sumljiva mesta z začetnim rakom [8,10,11].
Za AFB je značilna visoka stopnja lažno pozitivnih rezultatov (FP) (angl.
False Positive), ki je po številnih študijah približno 30 % [7,8,11–13] (pod-
poglavje 3.4.1). Pri vnetju in drugih spremembah bronhialnega tkiva lahko
privede do FP z uporabo AFB, saj pride pogosto do nenormalne fluorescence.
Glavna pomanjkljivost metode AFB je običajno povečan odvzem nepotrebnih
biopsij ter dalǰsi postopek bronhoskopije, kar se odraža v povečanih stroških
zdravljenja. Tako se AFB kljub svojim prednostim pri rutinskih pregledih
bolnikov s sumom na pljučni rak ne uporablja pogosto, kot tudi ne po že
opravljenjem zdravljenju bolnikov pri odkrivanju zgodnjega in/ali ponovnega
raka [8, 14].
Pri preiskavi bolnikov z AFB lahko odkrijemo sumljive, prekancerozne in
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maligne lezije na bronhialni sluznici [15]. Na sumljivem mestu bronhoskopist
odvzame bioptični vzorec za histološko analizo. Z navadno belo svetlobo (WLB)
so prekancerozna mesta spremenjene sluznice pogosteje nevidna, zato se je
razvila metoda AFB. Temelji na ugotovitvi, da novotvorbne lezije fluorescirajo
drugače v primerjavi z običajnim bronhialnim tkivom, če jih vzbujemo z modro
svetlobo (valovna dolžina od 380-460 nm) [8,10,16]. Displazija, metaplazija
in “karcinoma in situ” imajo več plasti celic, so patohistološko večplastni in
merijo nekaj mikrometrov do nekaj milimetrov v premeru, imajo drugačno
koncentracijo fluorofer in patološko žilje pod bazalno membrano [17]. Z
bronhoskopijo z belo svetlobo celo izkušeni preiskovalec težje vidi zgodnje
maligne spremembe, displazijo ter “karcinoma in situ”. Bronhoskopija z
avtofluorescenčno svetlobo zazna sumljive spremembe bronhialne sluznice in
“karcinoma in situ” z veliko senzitivnostjo ob tem pa s premajhno specifičnostjo.
Zaradi tega pride do lažno pozitivnih namigov za prekanceroze in s tem
posledično narejenih preveč nepotrebnih biopsij bronhialne sluznice. Normalna
bronhialna sluznica fluorescira več zelene barve od rdeče in modre, medtem
ko je pri malignih in prekancerogenih lezijah zmanǰsana intenzivnost zelene
barve. Slednje se pojavijo v rdeče-rjavi ali modro-vijolični barvi, odvisno od
AFB naprave, ki jo uporabljamo. Danes je na voljo na tržǐsču več naprav
AFB kot so: LIFE, ki je razvil AFB sistem, Karl Storz, D-light, Pentax SAFE
3000, DAFE in druge.
1.3 Sorodna dela
Področje analize in obdelave AFB slik se razvija že več kot desetletje, najbolj
aktivno je v zadnjem času. V tem času je bilo predlaganih in izvedenih nekaj
različnih pristopov k analizi in obdelavi AFB slik. Vse te pristope lahko delimo
na tri različna področja: predobdelava, razčlenjevanje in razvrščanje.
Pri pregledu literature [18–21] smo zasledili, da je najbolj pregledno
opisano odkrivanje sumljivih področij v dermatologiji. Ker so dermatološke
slike barvne in so zajete v prostoru RGB, jih nato pretvorijo v različne
barvne prostore (HSV, XYZ, LAB) ter tako s pomočjo upoštevanja določenih
barvnih ravnin dobijo sivinsko sliko, pri kateri je sumljivo področje (melanom)
najbolje vidno [21]. Avtorji s pomočjo različnih postopkov določajo sumljiva
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področija na slikah in le-ta primerjajo s subjektivno razčlenjenimi, ki jih
razčleni oziroma obrǐse zdravnik specialist.
Iz samega zajetja in narave AFB vidimo, da slike, ki so zajete v barvnem
prostoru RGB, vsebujejo samo rdečo (R) (angl. Red) in zeleno (G) (angl.
Green) komponento. V literaturi [22] so barvno sliko RGB pretvorili v sivinsko
z razmerjem teh dveh komponent (R/G). Le nekaj študij je bilo izvedeno,
katerih cilj je izbolǰsati diagnostično vrednost metode AFB z izbolǰsanjem
specifičnosti. Avtorji teh študij se v večini osredotočajo na merjenje avtofluo-
rescenčnih in reflektančnih spektrov sumljivih lezij. Dodatni postopki, kot je
endoskopska optična spektroskopija, so bili vpeljani za sočasno slikanje in
meritev spektra sumljivih lezij [23–25]. Bard idr. [23] so predlagali meritev
avtofluorescence in reflektančnega spektra med posegom pacienta z dotikom
tkiva. Ta postopek lahko poškoduje tkivo in posledično lahko povzroči krvavi-
tev. V nasprotju s to metodo so Terčelj idr. [24] in Zeng idr. [25] uporabili
brezkontaktni bronhoskop za merjenje reflektančnega spektra na osnovi mo-
dificiranega AFB sistema z vgrajenim spektrometrom. Avtofluorescenca in
reflektančni speker sta bila pridobljena na izbranih mestih na endoskopski
strani. Čeprav ti dodatni postopki izbolǰsujejo delovanje AFB pa po drugi
strani zahtevajo dodatno opremo, kot so spektrometer, dodatno strokovno
usposobljenost s strani bronhoskopista in podalǰsajo postopek bronhoskopije.
Tudi ta metoda ni izbolǰsala senzitivnosti in specifičnosti bronhoskopije za
zgodneǰse odkrivanje raka na pljučih [24]. Drugačen pristop za izbolǰsanje
specifičnosti AFB je predstavil Goujon idr. [26] in Qu idr. [27]. V tem primeru
omenjata “off-line” spektralno analizo slik in algoritme za upragovljanje za
razvrstitev resničnih (TP) (angl. True Positive) in lažno pozitivnih rezultatov
(FP) (angl. False Positive). Modificiran pristop za izračun zelene in rdeče
intenzitete na AFB slikah z uporabo algoritmov za razvrščanje resnično pozi-
tivnih (TP) in lažno pozitivnih (FP) rezultatov je predstavljen v [28] in [26].
Vendar pa je bila pozitivna napovedna vrednost predlaganega algoritma ome-
jena na 79 % in je bila izbolǰsana šele, ko je bila izvedena kombinacija AFB z
belo svetlobo.
Bountris idr. [29, 30] so uporabili transformacijo barvnega prostora in
metode analize teksture, da bi odkrili in razvrsti sumljiva področja na AFB
slikah. Ena od glavnih ugotovitev je, da se nekateri statistični podatki (FP),
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ki opisujejo teksturo, bistveno razlikujejo med malignimi tkivi in tkivi, ki jo
povzroča vnetje (inflamacija).
Haritou idr. [31] so naredili računalnǐsko orodje za analizo slik pri
razvrščanju lezij sumljivih za maligne spremembe na sluznici dihalnih poti, ki
bo pomagalo zdravniku razlikovati med pravimi (TP) in lažnimi pozitivnimi
vrednostmi (FP). S tem so povečali celotno diagnostično vrednost metode
AFB. Digitalne AFB slike so analizirali z uporabo barvnih prostorov, analizo
tekstur, izbiro značilk in razvrščanje vzorec. Najprej so uporabili postopke za
določitev tekstur, ki združuje Lawsovo energijsko teksturo (TE) (angl. Texture
Energy), statistiko prvega reda in statistiko drugega reda, ki izhajajo iz ma-
trike vezanih verjetnosti sivih tonov (angl. grey level co-occurrence matrices).
Uporabljen postopek analize teksture v barvnem prostoru pretvori AFB sliko
v niz kombinacij barvno-teksturnih značilk. Naslednji korak je bila metoda za
izbiro značilk (FS) (angl. Feature Selection), da bi zmanǰsali število dimenzij
v vektorju značilk. Nazadnje so uporabili postopek vzporednega ocenjevanja
FS in razvrščevalnih metod, da bi določili optimalno FS metodo, kot tudi
najbolǰsi razvrščevalnik. Z uporabo prej omenjenih metod so ugotovili, da so
bili najbolǰsi rezultati razvrščanja pridobljeni z določitvijo 10-dimenzionalnega
teksturnega vektorja značilk. S pomočjo grafičnega uporabnǐskega vmesnika
lahko zdravnik analizira in razvrsti področje, ki je sumljivo (maligno tkivo).
1.4 Pregled disertacije
Ta disertacija je strukturirana na naslednji način. Poglavje 2 opisuje avtofluo-
rescenčno bronhoskopijo. Poglavje 3 opisuje testno okolje, ki smo ga uporabili
v tem delu ter postopke ovrednotenja. Poglavji 4 in 5 opisujeta prispevke
znanosti, pri čemer vsako poglavje vsebuje kratek uvod, postavitev problema
in predlagano rešitev, opis opravljenega dela ter zaključek skupaj z odprtimi
možnostmi za nadaljnje delo. V poglavju 6 predstavimo rezultate našega dela.
V poglavju 7 pa disertacijo zaključimo s celovito diskusijo.
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2.1 Uvod
Slikovne tehnike so postale temeljno orodje v sodobni medicini. Uporaba le-teh
pomaga v zdravnǐski praksi na različne načine, od diagnosticiranja zlomov
kosti, odkritja rakastih tvorb do slikovno vodenih kirurških posegov [32].
V uporabi so številne slikovne tehnike, kjer vsaka od njih prikazuje slikani
objekt na drugačen način. Kljub temu da različni slikovni postopki dobljeni z
različnimi tehnikami slikanja v osnovi prikazujejo različne informacije, med
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njimi ostajajo nekatere podobnosti. Principi slikovnih diagnostik temeljijo na
uporabi tkivnih lastnosti, kot so različne lastnosti absorpcijske in refleksivne
odbojnosti svetlobe, rentgenskih žarkov, magnetnega polja in druge. Na osnovi
teh principov poskušamo razločevati zdravo tkivo od bolnega.
Informacijska vsebina medicinskih slik je bistvenega pomena za odkrivanje
in razumevanje normalnih in bolezenskih stanj človeškega organizma [32].
S pomočjo različnih slikovnih tehnik so lahko medicinske slike sivinske ali
barvne, statične ali dinamične, dvodimenzionalne ali trodimenzionalne, mikro
ali makroskopske, rentgenske, CT (računalnǐska tomografija), MRI (magne-
tna resonanca), US (ultrazvok), SPECT (fotonska emisijska računalnǐska
tomografija), PET (pozitronska emisijska tomografija) in druge. Slikovna in-
formacija je pomembna tako pri postavljanju pravilne diagnoze in načrtovanju
terapije, kot tudi pri sledenju učinkovitosti terapije oz. napredovanja bolezni
in pri načrtovanju ter izvedbi kirurških posegov. Računalnǐsko podprta analiza
medicinskih slik v zadnjih letih vse bolj dopolnjuje subjektivno odčitavanje
in vrednotenje slik strokovnjakov na tem področju. Področje računalnǐske
obdelave in analize medicinskih slik [32] obsega postopke: zajemanja (angl.
image acquisition) in rekonstrukcije slik (angl. reconstruction), zgoščevanja
(angl. compression) in shranjevanja slik (angl. storage), postopke izbolǰsevanja
(angl. image enhancement), poravnave (angl. registration), razčlenjevanja
(angl. segmentation), razvrščanje (angl. classification) in vizualizacije slik,
postopke merjenja anatomskih in fizioloških parametrov na slikah ter postopke
sledenja gibanja in odkrivanja sprememb iz časovnega zaporedja slik. Nekateri
postopki se uporabljajo pri računalnǐsko podprtih kirurških posegih (ang.
image-guided surgery/intervention), vizualizaciji anatomskih in fizioloških pro-
cesov, načrtovanju radioterapij, spremljanju napredovanja bolezni in okrevanja
bolnika po zdravljenju.
Čeprav sodobna računalnǐsko podprta oprema za zajemanje digitalnih
medicinskih slik nudi izjemen vpogled v notranjost človeškega organizma, je
uporaba računalnika za kvantifikacijo in analizo anatomskih struktur zelo
omejena [32]. Ključni problem predstavlja učinkovito in natančno samodejno
razčlenjevanje slikovne vsebine, ki je predpogoj za uspešno kvalitativno vre-
dnotenje. Postopek razčlenjevanja je proces interpretacije slikovne vsebine, ki
sliko razdeli na več področij.
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Razčlenjevanje medicinskih slik, med katere sodi postopek ugotavljanja
sumljivih bolezenskih področij na slikovni diagnostiki, je še posebno težavno
zaradi kompleksnosti anatomije in podobnosti struktur posameznih organov.
Ta je po eni strani biološke narave, kar je posledica biološke raznolikosti med
organizmi, njihove rasti, staranja, obolevanja in poškodb. Po drugi strani
so vzroki za variabilnost tehnične narave. Vneseni so v postopku zajema-
nja slike, kot posledica spremenjljive lege pacienta med zajemanjem slike in
spremenljivih lastnosti uporabljene opreme. Težave pri razčlenjevanju pov-
zroča tudi lokalno nezanesljiva ali manjkajoča informacija na sliki. Zaradi
navedenega se medicinske slike danes še vedno v večji meri vrednotijo su-
bjektivno z odčitavanjem strokovnjakov ali s pomočjo računalnǐskih naprav
polsamodejno. Kljub dejstvu, da je razčlenjevanje in vrednotenje slik ak-
tivno področje raziskav že od zgodnjih začetkov obdelave digitalnih slik v
60. letih preǰsnjega stoletja. Subjektivno razčlenjevanje struktur v 3D ali 2D
prostoru je dolgotrajno, še zlasti kadar je število struktur veliko [32]. Delo
olaǰsujejo polsamodejni postopki razčlenjevanja in vrednotenja, v katerih
izkušeni operater nadzoruje postopek razčlenjevanja ter ga po potrebi po-
pravlja in vodi do željene rešitve. Z naraščajočo klinično uporabo slikovnih
tehnik v medicini ter naraščajočimi zahtevami po natančnosti se povečuje
potreba po hitrih, zanesljivih in čimbolj avtonomnih računalnǐsko podprtih
razčlenjevalnih postopkih.
Pri postopkih razčlenjevanja slik je pomembna definicija področja, na
osnovi katere sliko razčlenjujemo [33]. Razčlenjevanje slik lahko temelji na
analizi prostora značilk slikovnih elementov, analizi homogenosti povezanih
slikovnih elementov, iskanju robov med različnimi področji v prostoru slike
ali na analizi fizikalnih lastnosti površin, ki jih slika predstavlja [33].
2.1.1 Definicija problema
S postopki ugotavljanja in vrednotenja sumljivih področij na AFB slikah
nameravamo izbolǰsati specifičnost in senzitivnost bronhoskopije s fluore-
scenčno svetlobo. S tem bomo v bodoče lahko zmanǰsali število nepotrebnih
biopsij bronhialne sluznice in zmanǰsali število spregledanih prekanceroz na
bronhialni sluznici.
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2.1.2 Predlagane rešitve
Predlagana rešitev je računalnǐsko podprto odkrivanje in računalnǐsko podprto
diagnosticiranje sumljivih področij. Osredotočili smo se na razvoj in uporabo
postopkov, ki jih uporabljamo pri obdelavi slik in tehnikami strojnega učenja
za odkrivanje malignih in nemalignih področij na AFB slikah. Pred tem smo
naredili pregled metod za obdelavo slik in strojnega učenja, da smo ugotovili
najbolj primeren pristop za odkrivanje malignih in nemalignih nepravilnosti
na AFB slikah.
Glede na hipotezo, da bi bilo mogoče s postopki ugotavljanja sumljivih
področij na AFB slikah izbolǰsati specifičnost in senzitivnost bronhoskopije in s
tem zmanǰsati število nepotrebnih biopsij in število spregledanih prekanceroz
in začetnih oblik raka, bo cilj in namen naše raziskave doseči povečanje
pravilnih diagnostičnih napovedi s pomočjo metod obdelave slik in strojnega
učenja pri optimalnem razvrščanju med malignimi in nemalignimi področji.
Da bi dosegli cilj te raziskave, smo določili naslednji korake:
• raziskati in uporabiti obstoječe postopke za obdelavo slik in tehnike
strojnega učenja, da bi odkrili sumljiva področja na AFB slikah,
• razviti sistem za razvrščanje malignih in nemalignih področij s kombi-
nacijo postopkov za obdelavo slik in tehnik strojnega učenja,
• pri uporabi zgoraj omenjenega sistema bi se zmanǰsalo število napačno
razvrščenih malignih področij, in sicer lažno pozitivnih rezultatov (FP ),
• uporabili bomo različne baze podatkov da bi preverili zanesljivost in
natančnost predlaganega sistema,
• izvedli bomo primerjavo postopkov strojnega učenja za razvrščanje
malignih in nemalignih področij ter določili najprimerneǰsega.
Obstoječe AFB sisteme bi bilo mogoče nadgraditi tako, da bi vanje inte-
grirali sodobne računalnǐske postopke za ugotavljanje sumljivih področij ter
določanje tipa bolezni. Na ta način bi izbolǰsali senzitivnost bronhoskopije
za ločevanje med začetnimi oblikami raka in prekanceroz ter benignimi spre-
membami in vnetji na bronhialni sluznici, s čimer bi lahko zmanǰsali število
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nediagnostičnih biopsij bronhialne sluznice. S tem bi skušali skraǰsati čas
same preiskave za zgodneǰse odkrivanje raka z bronhoskopijo, ki je do sedaj
omejena predvsem glede na usposobljenost posameznega bronhoskopista. V
dostopni literaturi se tovrstne raziskave šele pojavljajo in ni mogoče zaslediti
podrobneǰsih opisov tehničnih rešitev.
V okviru raziskovalnega dela načrtujemo zasnovo, nadalje pa realizacijo
sistema, s katerim nameravamo ugotavljati sumljiva področija na AFB slikah
nato pa razvrstiti zdrava in bolna tkiva. Na sliki 2.1 prikazujemo glavne korake
predlaganega postopka na AFB slikah. Pri postopku predobdelave bomo
raziskali lastnosti in probleme zajete slike. V naslednjem koraku načrtujemo
obdelavo slik v barvih prostorih, izločanje šuma, izravnava histogramov,
filtriranje, idr. Tako pripraviljene slike bodo uporabljene za nadaljno obdelavo.
Pri postopkih ugotavljanja sumljivih področij bomo raziskali, kateri postopek
ali več postopkov bo glede na mero podobnosti dalo najbolǰse rezultate. Tukaj
nameravamo izvesti primerjavo med računalnǐsko in subjektivno ugotovljenimi
področji. Na koncu bomo vsako področje še ovrednotili. V bazi slik bomo imeli
vse podatke o slikah, tako da bomo lahko na koncu primerjali učinkovitost
predlaganih postopkov.





















Slika 2.1: Celoten potek obdelave AFB slik.
2.2 Bronhoskopija
Bronhoskopija je ena stareǰsih preiskovalnih metod v pnevmologiji. Prvo
bronhoskopijo je naredil Gustav Killian s togim instrumentom leta 1897 [34].
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V Sloveniji so prve preiskave opravili na Golniku; prvo bronhoskopijo s
togim bronhoskopom so opravili leta 1952, prvo bronhoskopijo z upogljivim
bronhoskopom (fiberbronhoskop) pa leta 1974 [35].
Bronhoskopija omogoča vizualizacijo dihalni poti. Bronhoskopijo je mogoče
opraviti z uporabo rigidnega ali pa fleksibilnega vlakno-optičnega bronhoskopa.
Preiskava je varna, z malo komplikacijami, je pa za bolnika zelo neprijetna,
če je delana v lokalni anesteziji. Pri diagnostični bronhoskopiji bronhoskopist
pregleda bronhialno sluznico in odvzame biopsije na sumljivih mestih za
malignom.
Pri pregledu sapnika in bronhijev mora biti bronhoskopist pozoren še na
dodatne posredne znake tumorja, ki ni v dihalnih poteh ampak v pljučnem
parenhimu in zato neviden in težko dostopen za odvzem ustreznega materijala:
spremenjene dihalne poti, spremenjene barve bronhialne sluznice, sprememba
žilja v bronhialni sluznici itd. [36].
2.2.1 Avtofluorescenčna bronhoskopija
Avtofluorescenca je oddajanje svetlobe dalǰse valovne dolžine po osvetlitvi
bronhialne sluznice s svetlobo ozko določene valovne dolžine. Maligno in pre-
maligno tkivo se odzove drugače kot zdrava bronhialna sluznica [37]. Displazija
in t. i. “karcinoma in situ” sta debela le nekaj plasti celic in merita nekaj
milimetrov v premeru, imata pa drugačno koncentracijo fluorofer in drugačno
prekrvavitev z ožiljem. Z bronhoskopijo z belo svetlobo tudi izkušeni bronho-
skopist težje loči displazijo in “karcinoma in situ” od difuzno vnete sluznice
pri bolniku. Klasična bronhoskopija z belo svetlobo odkrije obolelo tkivo le pri
majhnem odstotku bolnikov [38]. Da bi izbolǰsali senzitivnost bronhoskopije
z belo svetlobo, so raziskovalci razvili avtofluorescenčno bronhoskopijo in
spektralno bronhoskopijo [37].
AFB z visoko senzitivnostjo in žal z nizko specifičnostjo zazna sumljive
spremembe kot so huda displazija in “karcinoma in situ”. Sicer rezultate
bronhoskopije z belo svetlobo izbolǰsa do trikrat [36]. AFB izbolǰsa sposobnost
prepoznavanja predmalignih sprememb bronhialne sluznice in zgodnjega bron-
hialnega karcinoma pri skupinah bolnikov z visokim tveganjem in omogoča
proučevanje nastajanja raka. Ta metoda bo omogočila bolnikom endoskopsko
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zdravljenje in morda izbolǰsala napoved rezultata pri bolnikih s pljučnim
rakom.
Na izhodu upogljivega bronhoskopa imamo tako izvor svetlobe kot tudi
lečo, s katero zajemamo svetlobo. Slike, zajete s tehniko AFB sistema LIFE
(angl. Light Imaging Fluorescence Endoscope, Xillix Techn., Vancouver, BC),
so ločljivosti 800x600 slikovnih elementov. Vidimo, da so zaradi same narave
dela in težavnosti zajemanja slike majhne ločljivosti.
Spremenjena bronhialna sluznica manj fluorescira kot zdrava, če je obse-
vana z modro svetlobo, ki jo seva helij-kadmijev laser valovne dolžine 442 nm.
Zaradi tega uporabljamo za izvor svetlobo modre barve [17]. Refleksija barv











Slika 2.2: Fluorescenčne karakteristike svetlobe za normalno in displastično
bronhialno sluznico.
Displastične spremembe so na zajetih slikah vidne v rjavo-rdeči barvi,
zdrava sluznica pa v zeleni barvi. Sam zajem slik poteka zaradi narave kamere
in CCD senzorjev svetlobe v RGB barvnem prostoru.
Zajem avtofluorescenčnih slik
Pri avtofluorescenčni bronhoskopiji [39] poteka zajem slik po korakih, prika-
zanih na sliki 2.3. Potek je sestavljen iz treh korakov in sicer: izvor svetlobe,
zajem slike in prikaz slike.
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Namenski računalnik z 
monitorjem
Slika 2.3: Celoten postopek zajema slike v bronhoskopiji.
Izvor Svetlobe Bronhoskop LIFE ima za izvor svetlobe dva vira in si-
cer konvencionalno belo svetlobo (ksenonska žarnica) moči 200-1000 W ter
helij-kadmijev laser moči 150 mW. Z belo svetlobo zajamemo slike, kjer pa
displastične spremembe bronhialne sluznice po večini niso vidne. Z laser-
sko svetlobo modre barve svetimo v sluznico, kjer dobimo odbito svetlobo
različnih valovnih dolžin. Displastične spremembe so na zajetih slikah vidne
v rjavo-rdeči barvi, zdrava sluznica pa v zeleni barvi (slika 2.4).
Slika 2.4: Primer slike zajete z AFB.
Zajem slike Za zajem slike se uporabljata dva CCD senzorja, kar prikazuje
slika 2.5. Vidimo, da se svetloba razcepi preko leč, nato potuje preko dveh
pasovnih filtrov in na koncu pade na CCD senzor.
Prikaz Za prikaz se uporablja monitor, na katerem zdravnik specialist v






















Slika 2.5: Zajem slike s pomočjo dveh CCD senzorjev.
lahko gleda tako slike zajete z belo svetlobo (WLB) kot slike zajete z modro
svetlobo (AFB).
2.2.2 Histološka razvrstitev najpomembneǰsih pljučnih
tumorjev
Za ugotovljanje rakastih tkiv pljuč se običajno izvede biopsija. Pri biopsiji se
vzame vzorec sumljivega tkiva pljuč za diagnostične preiskave. Vzorec tkiva
pljuč odvzamemo z bronhoskopom, ta pa je diagnosticiran s strani patologa.
Nenormalno tkivo pljuč je mogoče opredeliti bodisi kot nemaligno (ni rakasto)
ali maligno (rakasto) [40].
Pljučni karcinom nastane zaradi postopnega kopičenja poškodb genet-
skega materiala, ki vodi v transformacijo normalnega bronhialnega epitelija v
neoplastično tkivo. Pri teh spremembah gre za inhibicijo tumor supresorskih
genov (na kromosomu 3p, kasneje p53) ali za aktivacijo onkogenov (K-RAS)
v značilnem zaporedju [41]. Epitelijske spremembe, do katerih pride, so:
• hiperplazija bazalnih celic in metaplazija v ploščate celice,
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• displazija ploščatih celic (predrakava sprememba, izguba značilne arhi-
tekture tkiva, polaritete celic, pleomorfizmi, mitoze),
• “karcinoma in situ”,
• invazivni karcinom.
2.3 Zaključek
Za ugotavljanje začetnih oblik raka dihalnih poti se uporablja fluorescenčna
bronhoskopija že dve desetletji. Bronhoskopija z belo svetlobo le v slabi tre-
tjini identificira začetne oblike raka na sluznici in hudo displazijo. Razlog
je v tem, da je začetni rak sestavljen le iz nekaj slojev celic in ima le nekaj
milimetrov premera, ki se jo z belo svetlobo ne da identificirati. Avtofluore-
scenčna bronhoskopija ima lastnost, da ima ozek spekter svetlobe, s katerim
svetimo v tkivo drugačen odboj glede na minimalne spremembe v sluznici.
Zaradi te lastnosti se bolj vidno prikažejo te spremembe v sluznici, zaradi
katerih se bronhoskopist lažje odloči za biopsijo. Rakave pa tudi displastične
celice, drugače fluorescirajo kot celice normalne sluznice. Prve aparature so
zahtevale, da je bolnik pred preiskavo dobil barvilo, ki se je nabiralo v rakavih
celicah. Sluznico je bilo potrebno vzburiti za oddajanje svetlobe z laserjem z
valovno dolžino 380-460 nm.
Današnje naprave namesto laserske svetlobe uporabljajo običajen vir sve-
tlobe s ksenonsko žarnico [42]. Za bolnika je prijazneǰsi način avtofluorescenčna
bronhoskopija, pri katerem ni potrebno dajati bolniku nobenih barvil. Na
tržǐsču je kar nekaj sistemov, kot so: LIFE, Penin sistem SAFE, Storzov D
light/AF sistem in drugi. Sistem LIFE uporablja helij-kadmijev laser kot vir
svetlobe. Druga dva sistema uporabljata isto belo svetlobo kot pri običajnem
bronhoskopu. V bronhoskopu so vgrajeni filtri ter dodana občutljiva video-
kamera. Zaradi drugačne avtofluorescence displastične spremembe in rakavo
tkivo v sluznici zasveti v drugačni, rjavo-rdeči barvi kot zdrava sluznica, ki
je obarvana zeleno. Spremembe so lahko zelo malo izražene in je potrebna
velika izkušenost preiskovalca, da jih zazna. FP mesta so lahko: posledica
sprememb sluznice po biopsiji, krvave srage ali spremembe, ki so posledica
kroničnega bronhitisa, vnetje. Preiskava z avtofluorescenco od 2,8 do 6,3-krat
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natančneje odkrije rakavo spremenjene predele sluznice kot bronhoskopija
z belo svetlobo [42, 43], zato je primerna tudi za iskanje sinhronih rakov
bronhija [44].
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3.1 Uvod
V tem poglavju bomo predstavili okolje, v katerem so potekali poskusi in
podatke, ki so nam bili na voljo.
3.2 Opis izvornih slik
V naši raziskavi smo uporabili slike iz AFB preiskav, ki so potekali na
Univerzitetnem kliničnem centru (UKCL) na kliničnem oddelku za pljučne
bolezni in alergijo v Ljubljani. Pri bolnikih s sumom na bolezen je bila poleg
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WLB opravljena tudi AFB. Pregledi so bili opravljeni s sistemom LIFE. Pred
vsakim pregledom je bila izvedena kalibracija kamere v skladu z navodili
proizvajalca.
Podatkovna baza vsebuje tako slike kot video posnetke več kot 50 pacientov,
ki so bili vključeni v preiskavo z AFB. Za obdelavo podatkov in testiranj smo
imeli dovoljenje Komisije Republike Slovenije za medicinsko etiko. Vsi podatki
iz podatkovne baze so bili anonimni. Vsi ti podatki pa niso bili primerni za
raziskave. V nekaterih primerih nismo imeli histoloških rezultatov, zato so bili
takšni primeri izključeni. V nekaterih od teh primerov ni bilo mogoče dobiti
jasne slike, ki bi prikazovala sumljiva področja zaradi krvavitve med samim
posegom, odvzemom biopičnega vzorca ali drugih patoloških razlogov. Tudi
takšni primeri so bili izključeni. Od preostalih pacientov so zdravniki izbrali
44 posebnih primerov AFB, ki predstavljajo dobre pogoje za našo raziskavo.
To so primeri, v katerih se sumljiva področja jasno vidijo in hkrati je na
vseh področjih nenormalna fluorescenca. V 22. primerih je rezultat biopsije
sumljivih področij malignom, medtem ko je pri ostalih ugotovljeno vnetje
oziroma nemaligna poročja.
Med postopkom bronhoskopije se zdravniki težko za dalj časa osredotočijo
na področje zanimanja (ROI) (angl. Region Of Interest), ker pacient diha
in se premika. Zato je potrebno raziskati premikajoča se ROI. Pri pregledu
AFB video posnetkov in slik smo ugotovili, da so sumljiva področja videti
drugačna pri spremembi razdalje in kota bronhoskopa. Ko se z bronhoskopom
oddaljujemo od sumljivega področja se osvetlitev zmanǰsuje, posledično se
ROI pojavljajo v temneǰsi barvi. Tudi pri spreminjanju kota bronhoskopa je
območje, ki nenormalno fluorescera, lahko videti drugačno. Zato zasnovani
sistem, katerega cilj je pomoč zdravniku v procesu odločanja, ne sme biti
odvisen od spremembe razdalje in kota opazovanega ROI. Zaradi tega smo
se odločili za analizo AFB slik, v katerih so ROI jasno vidna in zajeta iz
različnih kotov in razdalj. Pri pregledu celotne baze smo uporabili vse slike z
diagnozo rak, ter 22 slik z nenormalno fluorescenco, za kar pa vemo, da je
bila diagnoza inflamacija (lažno pozitivni rezultat). Pri vsakem primeru smo
opazili, da je bilo področje zajeto pod različnim kotom in različno razdaljo.
Pri vseh teh slikah je bilo pod vodstvom zdravnika določeno ROI, iz katerega
je bila vzeta biopsija za histopatološke raziskave. Tabela 3.1 prikazuje vse
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podatke, ki smo jih uporabili za nadaljnjo analizo.
Tabela 3.1: Baza vseh slik
Maligni primeri Nemaligni primeri
Vseh skupaj 22 22
3.3 Druge podatkovne baze
Pri pregledu literature smo opazili, da vsi raziskovalci v svojih raziskovalnih
ustanovah uporabljajo svojo bazo AFB slik, ki je pogojena z uporabljeno
napravo. Slike zajete z različnimi napravami se med sabo razlikujejo v barvi
sumljivega področja. Trenutno prosto dostopne baze AFB slik ni, zato smo
uredili in uporabili bazo AFB slik, ki so bile zajete na UKC Ljubljana, na
kliničnem oddeleku za pljučne bolezni in alergijo.
3.4 Postopki ovrednotenja obstoječih metod
Vsako delo v literaturi, ki preverja postavljene statistične hipoteze oziroma
preverja učinkovitost metod, v ta namen uporablja ustrezne postopke ovre-
dnotenja. Ta razdelek na kratko opisuje nekatere od uveljavljenih metod
ovrednotenja rezultatov, ki jih v tem delu večkrat uporabimo.
3.4.1 Ovrednotenje metod
Za ovrednotenje zgoraj omenjenih metod se v literaturi uporablja več različnih
mer. Najpogosteje so uporabljene senzitivnost (angl. sensitivity), specifičnost
(angl. specificity), natančnost (angl. precision), priklic (angl. recall), točnost
(angl. accuracy) in krivulja karakteristike delovanja sprejemnika (ROC) [45,46]
(angl. Receiver Operating Characteristic).
V tem delu metode razvrščanja večinoma ovrednotimo z senzitivnostjo,
specifičnostjo, točnostjo in s površino pod krivuljoi (AUC) (angl. Area Under
Curve) [47].
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Pri vseh merah za ovrednotenje napovednih metod za osnovo uporabljamo
vrednosti komponent matrike razvrstitev (angl. confusion matrix), ki jo
dobimo kot rezultat razvrščanja (podpoglavje 5.5.1). Pri binarnem razvrščanju
matriko razvrstitev sestavljajo štiri komponente:
• pravilno pozitivni rezultati (TP ) (angl. true positive),
• pravilno negativni rezultati (TN) (angl. true negative),
• lažno pozitivni rezultati (FP ) (angl. false positive) in
• lažno negativni rezultati (FN) (angl. false negative).
Senzitivnost, specifičnost, natančnost, priklic in točnost
Senzitivnost metode razvrščanja (diagnostičnega testa) Se (angl. Sensiti-
vity) je definirana kot razmerje med številom pravilno pozitivnih rezultatov
(TP) (katere test res prepozna kot bolne) in celokupnega števila bolnih oseb.
Se = TP
TP + FN (3.1)
Senzitivnost je verjetnost pozitivnega rezultata testa pri osebah, pri katerih
je bolezen prisotna. Z drugimi besedami je to delež oseb z boleznijo, pri katerih
je test pozitiven. Manj kot je lažno negativnih rezultatov, bolǰsa je senzitivnost.
Specifičnost metode razvrščanja Sp (angl. Specificity) je definirana kot
razmerje med pravilno negativnimi rezultati (TN ) (številom zdravih oseb) in
celokupnega števila resnično zdravih oseb.
Sp = TN
FP + TN (3.2)
Specifičnost je verjetnost negativnega rezultata testa pri osebah, ki nimajo
bolezni. Z drugimi besedami je to delež oseb brez bolezni, pri katerih je test
negativen. Manj kot je lažno pozitivnih rezultatov, večja je specifičnost.
V medicinski diagnostiki je senzitivnost definirana kot sposobnost, da
pravilno opredelimo paciente z boleznijo (TP), medtem ko je specifičnost
sposobnost, da pravilno opredelimo paciente brez bolezni (TN ). V primeru,
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da bi testirali 100 bolnikov z boleznijo, v našem primeru pa bi odkrili, da je
test pozitiven pri 43 bolnikih, potem je senzitivnost 43 %. Če pa bi imeli 100
pacientov brez prisotnosti bolezni, v našem primeru pa bi odkrili, da je test
negativen v 96 primerih, potem je specifičnost 96 %.
Natančnost metode razvrščanja P (angl. Precision) je definirana kot raz-
merje med številom pravilno pozitivnih rezultatov TP in številom vseh rezul-
tatov, razvrščenih kot pozitivnih.
P = TP
TP + FP (3.3)
Natančnost doseže najvǐsjo vrednost, ko vsi rezultati, razvrščeni kot C
(npr. rak), tudi dejansko pripadajo rezultatu C. Ni pa znano, kolikšno je bilo
število dejanskih rezultatov C, ki smo jih razvrstili kot ¬C, oziroma z drugimi
besedami, ignoriramo napako 2. vrste.
Priklic metode razvrščanja R (angl. Recall) je definiran kot razmerje med
številom pravilno pozitivnih rezultatov (TP ) in številom vseh dejansko pozi-
tivnih rezultatov.
R = TP
TP + FN (3.4)
Priklic doseže najvǐsjo vrednost, ko vse rezultate, ki dejansko pripadajo C
(npr. rak), tudi razvrstimo kot C. Ni pa znano, koliko primerov smo s tem
označili kot C, ki v resnici pripadajo ¬C, oziroma s tem ignoriramo napako
1. vrste.
Točnost metode razvrščanja A (angl. Accuracy) je definirana kot razmerje
med številom vseh pozitivnih rezultatov (TP+TN ) in celotnega števila vseh
oseb.
A = TP + TN
TP + TN + FP + FN (3.5)
Točnost doseže najvǐsjo vrednost, ko vsi rezultati, razvrščeni kot C (npr.
rak), tudi dejansko pripadajo rezultatu C.
24POGLAVJE 3. PODATKOVNA BAZA IN OVREDNOTENJE METOD
Krivulja ROC
Krivulja ROC je definirana kot graf priklica oziroma deleža rezultatov TP
(yroc = R) v odvisnosti od deleža rezultatov FP (xroc = FPrate = FPTN+FP ). Pri
tem vsaka točka na grafu predstavlja en binarni razvrščevalnik z drugačnim
pragom T med rezultati. Prag T predstavlja mejno oceno verjetnosti za
napovedovani rezultat C (npr. rak), pri čemer primere z ocenjeno verjetnostjo
za rezultat C, večje od T , razvrstimo kot C, preostale pa kot ¬C .
Za primerjavo kakovosti razvrščevalnihh modelov neodvisno od izbire
praga pa lahko uporabimo vrednost površine pod krivuljo ROC (AUC).
Vrednost AUC pri naključnem razvrščevalniku znaša 0.5, v primeru dobrih
razvrščevalnikov pa se AUC približuje vrednosti 1.
3.4.2 Statistično testiranje
V statistiki pogosto želimo preverjati predpostavke o vrednostih določenih
parametrov populacije na osnovi podatkov, dobljenih na vzorcu. To naredimo
s pomočjo testiranja statističnih hipotez.
Testiranje statističnih hipotez pomeni uporabo natanko določenih postop-
kov za odločitev o tem, ali sprejeti ničelno hipotezo ali pa jo zavrniti v korist
nasprotne alternativne hipoteze. Hipotezi se torej med seboj izključujeta.
Pri vseh statističnih testih testiramo ničelno hipotezo H0, ki pravi, da je
parameter q = q0 proti alternativni hipotezi H1, ki pravi q 6= q0, na stopnji
značilnosti testa α. Vsaka ničelna hipoteza H0 je lahko pravilna ali nepravilna.
Najbolje bi bilo sprejeti pravilno ter zavrniti nepravilno ničelno hipotezo
H0. Ker ne obravnavamo celotne populacije, nikoli ne vemo natančno ali
je ničelna hipoteza H0 pravilna ali je nepravilna. Odločamo se na podlagi
vzorca, tako da napravimo statistični eksperiment, torej izmerimo vrednosti
na vzorcu. Če vzorčni podatki preveč odstopajo od ničelne hipoteze H0,
pravimo, da niso konsistentni z ničelno hipotezo H0 oz. da so razlike značilne
(signifikantne), zato ničelno hipotezo H0 zavrnemo. Če pa podatki ničelno
hipotezo H0 podpirajo, hipoteze ne zavrnemo, oz. jo včasih celo sprejmemo.
To ne pomeni, da je ničelna hipoteza H0 pravilna, ampak le, da ni zadostnega
razloga za zavrnitev.
Testiranje izvedemo s pomočjo statističnega testa, ki je najbolj prime-
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ren glede na nalogo, ki jo rešujemo. Pred tem izberemo še vrednost stopnje
tveganja α, ki predstavlja prag verjetnosti, pod katerim ničelno hipotezo za-
vrnemo. Primer statističnega testa, ki ga uporabljamo v tem delu, predstavlja
Wilcoxon-ov test [48] (podpoglavje 5.6). S pomočjo izbranega testa preverimo
vrednost w pripadajoče statistike W , iz katere nato izračunamo vrednost p,
ki predstavlja verjetnost, da se pri rezultatu poskusa pojavi enak ali večji
odklon od ničelne hipoteze, kot se je zgodil v obravnavanem poskusu (procesu,
ki je za rezultat dal obravnavane podatke). Če je vrednost p manǰsa od sto-
pnje tveganja α, potem ničelno hipotezo zavrnemo in posledično sprejmemo
alternativno hipotezo.
3.5 Zaključek
Rezultate predstavljamo v tabelah in grafično, ker želimo čim bolj nazorno
prikazati, kako je zanesljivost sistema bolǰsa ali slabša z določeno metodo
vrednotenja. To je glavni način za oceno primernosti sistema za razlikovanje
med malignimi in nemalignimi področji in se tudi uporablja v večini strokovnih
objav na tem področju. Podajanje senzitivnosti, točnosti, natančnosti in
področja pod krivuljo ROC so najbolj verodostojna merila, saj nam omogočajo,
da ocenimo, kako uspešno deluje naš sistem.
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4.1.2 Predlagana rešitev . . . . . . . . . . . . . . . . . . 29
4.2 Predobdelava AFB slik . . . . . . . . . . . . . . . 30
4.2.1 Barvna analiza AFB slik . . . . . . . . . . . . . . . 30
4.3 Razčlenjevanje . . . . . . . . . . . . . . . . . . . . 33
4.3.1 Določitev območja (ROI) . . . . . . . . . . . . . . 35
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4.4 Zaključek . . . . . . . . . . . . . . . . . . . . . . . 45
4.1 Uvod
Pri razvoju sistemov za zgodneǰse odkrivanje sumljivih področij, kot so vnetje,
huda displazija in malignom na AFB slikah, je bilo v zadnjih letih narejeno
veliko [29–31]. Takšni sistemi uporabljajo računalnǐsko podprto odkrivanje
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bolezenskih stanj na AFB slikah.
Računalnǐsko podprti sistemi opredelijo in označijo sumljiva področja na
AFB slikah, ki jih pregleda bronhoskopist. V primeru, da bronhoskopist oceni,
da je določeno področje nesumljivo, izkaže pa se, da je sumljivo, takšni sistemi
zmanǰsujejo iskanje, zaznavanje in interpretacijo napak. Računalnǐsko podprto
odkrivanje je namenjeno tako sprotni uporabi, kot tudi analizi po posegu
bronhoskopije. V primeru, da bronhoskopist označi sumljivo področje na AFB
sliki, računalnǐski sistem pa ga ne zazna, potem označi področje kot pozitivno
in vzame na tem mestu biopsijo ter jo pošlje na histopatološko preiskavo.
Računalnǐsko podprto odkrivanje je predlagano kot pomoč preiskovalcem
pri AFB. Bronhoskopist sprejme končno odločitev, če je klinično sumljivo
področje potrjeno in se odloči za nadaljne ukrepe. Na sliki 4.1 prikazuje tipični














Slika 4.1: Potek korakov računalnǐskega odkrivanja bolezenskih stanj.
Cilj računalnǐsko podprtih sistemov za odkrivanje prekanceroz in mali-
gnoma v bronhoskopiji z metodo AFB je zmanǰsanje števila lažno pozitivnih
rezultatov (FP ) ter doseganje visoke specifičnosti in senzitivnosti pri od-
krivanju obolenj, ki bi jih lahko bronhoskopist spregledal [49]. Pri zdravem
pacientu je napačna razvrstitev sumljive sluznice v maligno, splošno znana kot
FP . Uporabnost računalnǐskih sistemov je odvisna od števila FP primerov
na sliki, saj si mora bronhoskopist vzeti več časa in skrbno pregledati detajl
področja na AFB sliki [31].
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4.1.1 Postavitev problema
V podpoglavju 2.2 smo opisali lastnosti avtofluorescenčnih slik oziroma bron-
hoskopije na splošno in njene pomankljivosti. Vse to in potreba po računalnǐski
obdelavi avtofluorescenčnih slik nas je spodbudilo, da smo se spoprijeli s to
nalogo. V tem poglavju rešujemo problem, s katerim detektiramo področje
zanimanja (ROI) (angl. Region Of Interest) na avtofluorescenčnih slikah.
Samodejna detekcija displastičnih sperememb pa ni sama sebi namen,
ampak ima veliko uporabno vrednost. Vemo, da eksperti pri opazovanju
dinamike rasti displastičnih sprememb opravljajo celotno analizo ročno. To
rutinsko, ročno delo je seveda velika dodatna obremenitev za eksperte. Prav
v tej razbremenitvi ekspertov vidimo uporabnost našega razpoznavalnega
sistema.
4.1.2 Predlagana rešitev
Predlagali smo samodejni postopek detekcije, ki določi sumljivo področije na
AFB sliki. Da bi zagotovili univerzalnost predlaganega postopka, mora ta
delovati neodvisno od velikosti področij, oblik področij, kar je predpostavljen
pogoj za dobro detekcijo. To poglavje temelji na dveh lastnih objavah [50,51].
Na področju digitalne obdelave slik so najpogosteje uporabljeni postopki,
ki ǐsčejo posebne oblike in vzorce na slikah. Koraki tega postopka so: zajem
slike, odstranjevanje šuma, razčlenjevanje slik in razvrščanje. Različni filtri se
uporabljajo za odstranjevanje šuma. Rezultat je izbolǰsan histogram slike, ki
je potreben za pozneǰso obdelavo slik.
Rezultat postopka detekcije je strukturirana slika. Vsako področje je
opisano z naborom značilk (težǐsče, velikost območja, barvni histogram idr.).
Postopki detekcije so lahko precej zapleteni, saj lahko veliko vzporednih
postopkov teče neodvisno, vsak na svojem območju slike. Vzorci na sliki so
povezani (korelirani) z objektom, ta pa povzema pravila iskanja različnih
vzorcev. Rezultat detekcije je potrditev ali zavrnitev navzočnosti iskanega
objekta. Slika 4.2 prikazuje korake, ki smo jih izvedli za zaznavanje bolezenskih
sprememb na AFB slikah.







Slika 4.2: Predlagan postopek obdelave AFB slik
4.2 Predobdelava AFB slik
Glavni cilj predobdelave je ustrezna priprava slike za nadaljnjo obdelavo. Z
našim sistemom smo v fazi predobdelave popravili nehomogenost intenzitete
slikovnih elementov ter kontrast z metodo BCG (angl. Border-intensity, mor-
phological Closing and Gaussian low-pass filtering) [52]. Ta metoda združuje
tri ključne operacije in sicer upošteva intenziteto mej (področij), morfološko
zapiranje ter nizko pasovno Gaussovo filtriranje [52]. V nadaljevanju smo
popravili tudi kontrast slike in sicer smo to dosegli z izravnavo barvnih
histogramov [53]. Vendar omenjena postopka predobdelave nista bistveno
doprinesla k izbolǰsanju rezultatov za končno binarno razvrstitev, tako da v
nadaljevanju nismo uporabili nobenega izmed zgoraj naštetih.
4.2.1 Barvna analiza AFB slik
Pri analizi kliničnih AFB slik smo ugotovili, da na slikah preiskovalci v
določenih primerih pravilno ne razlikujejo med področji FP in malignimi.
Z uporabo sistema LIFE se sumljiva bronhialna sluznica (prekanceroze in
melanomi) na AFB slikah pojavlja v rdeče-rjavi barvi, normalna bronhialna
sluznica pa v zelenkasti. Pri AFB se lahko vnetja ali ostale nepravilnosti
pojavijo tudi v rdeče-rjavi barvi, kar vodi do FP , kar je prikazano na sliki 4.3a.
To področje je bilo ocenjeno s strani specialista kot sumljivo, vendar je
histopatološka analiza potrdila FP .
Pri analizi barv na AFB slikah vidimo, da se maligna področja razlikujejo
od FP področij. To je dejstvo, na podlagi katerega smo prǐsli do zaključka,
da barve zelo vplivajo na sam tip bolezni. Sliko, ki je bila zajeta v RGB
prostoru, smo pretvorili v različne barvne prostore [54]. Bountris idr. [29,30]
so predlagali, da se zajeta slika iz barvnega prostora RGB pretvori v barvni
sistem HSV .
Vsaka barva v določenem barvnem prostoru je predstavljena kot kombina-
4.2. PREDOBDELAVA AFB SLIK 31
(a) RGB
(b) R (c) G (d) B
(e) H (f) S (g) V
Slika 4.3: Primer sumljivega področja, ki je bilo določeno s strani preiskovalca
kot sumljivo, histopatološka analiza pa je potrdila FP .
cija številčnih vrednosti. Barvni prostori v večini za opis posamezne barve
uporabljajo tri parametre, kar nam omogoča predstavitev posamezne barve v
tridimenzionalnem prostoru. Tako imenovanemu pojavu pravimo pojav tro-
barvnost, ki predstavlja eno izmed glavnih karakteristik barvnega vida. Pojav
trobarvitosti pravi, da je možno za neko svetlobno vzbujanje doseči identičen
odziv čepkov očesne mrežnice pri enakih svetlobnih pogojih zgolj s pomočjo
treh svetlobnih izvorov, ki jim pravimo primarne barve [55]. Izbira barvnega
prostora je velikokrat pogojena z načinom in namenom uporabe samega barv-
nega prostora (zajemanje videa, fotografiranje, računalnǐska obdelava slik,
televizija itd.), tako da pri izbiri tudi pristopi odigrajo pomembno vlogo, ki
jih moramo izvesti in opraviti za določeno metodo. V nadaljevanju bomo na
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kratko predstavili dva barvna prostora, ki se najpogosteje uporabljata pri
analizi AFB slik [56]: RGB in HSV .
RGB barvni sistem
CIERGB barvni prostor je definiran na osnovi trikotnika v barvnem diagramu,
ki ima oglǐsča na spektralni krivulji pri valovnih dolžinah 700 nm, 546.1 nm
in 435.8 nm. Sistem RGB ponazorimo s kocko (slika 4.4a), kjer se vzdolž
pravokotnih stranic nahajajo koordinatne osi R,G,B.
Barvni prostor RGB je sestavljen iz treh osnovnih barv: rdeče (angl. Red),
zelene (angl. Green) in modre (angl. Blue). Od tod tudi kratica RGB. RGB
barvni prostor je največkrat uporabljen v računalnǐski grafiki prav zaradi
zmožnosti prikaza rdeče, zelene ter modre barve na barvnih zaslonih. Z izbiro
tega barvnega prostora se tako poenostavi sama arhitektura in načrtovanje
računalnǐskega sistema, potrebnega za reproduciranje slike. RGB prostor
se uporablja že kar nekaj let, tako da lahko sistemi, ki so oblikovani za
uporabo RGB barvnega prostora, s pridom izkorǐsčajo ostale programske
rešitve, ki so nastale v tem času. RGB barvni prostor je predstavljen v
obliki tridimenzionalnega kartezičnega koordinatnega sistema. Vsaka barva
se nadalje določa kot vsota vektorjev osnovnih treh barv. Vsaka od teh barv










Slika 4.4: Barvni prostor RGB in HSV .
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HSV barvni sistem
Barvni sistem HSV vsebuje osnovne značilke barvnega odtenka H (angl.
Hue), nasičenja S (angl. Saturation) in vrednosti (svetlosti) V (angl. Value).
Barvni odtenek se izraža kot kot med 0 in 360 stopinjami. Običajno je 0◦ rdeča
barva, 60◦ rumena barva, 120◦ zelena barva, 180◦ stopinj sinja (angl. cyan),
240◦ stopinj modra in 300◦ stopinj škrlatna (angl. magenta). Nasičenje ima
vrednost med 0 in 1 in ponazarja razmerje nasičenja posameznega barvnega
odtenka glede na maksimalno nasičenje. Svetlost zavzema vrednosti od 0 do
1. Barvni sistem HSV je predstavljen z stožcem (slika 4.4b). Pretvorba med
RGB in HSV koordinatnim sistemom je razvidna iz medsebojne lege kocke
RGB in stožca HSV , kjer sredǐsčna os stožca, ki ponazarja koordinato V ,
sovpada s telesno diagonalo kocke sistema RGB. V dodatku A je povzeta
pretvorba iz prostora RGB v HSV .
Barvni prostorHSV je bil razvit za bolj intuitivno manipuliranje z barvami
in je bil zasnovan na način, s katerim ljudje najlažje zaznavajo in si razlagajo
barve. HSV barvni prostor se v večini uporablja za manipulacijo nasičenosti
in barvitosti. S transformacijo komponent R, G, B v H, S, V bomo dosegli
natančneǰsi opis zaznavnih barvnih razmerij.
Pri analizi barvnih prostorov smo ugotovili, da je HSV barvni prostor
najbolj primeren za nadaljno obdelavo AFB slik. HSV barvni prostor [55] je
povezan z zaznavanjem barv pri človeku. Ravnina H vsebuje ključne podatke,
ki niso vidni v prostoru RGB. Vidimo, da je potrebna samo ena ravnina, ki
predstavlja določeno barvo. Zaključimo lahko, da v HSV barvnem prostoru
predvsem komponenta H prikazuje klinično informacijo, ki pa ni vidna v
prostoru RGB [29, 30] (slika 4.3).
4.3 Razčlenjevanje
Razčlenjevanje slik je bistveno opravilo v postopku analize in razumevanja
slikovne vsebine. Primeri aplikacij so različni, v našem primeru nas zanima
zaznavanje prekanceroz in malignoma na AFB slikah. Končni rezultat analize
je močno odvisen od kvalitete razčlenjevanja. Proces razčlenjevanja je raz-
delitev slike na neprekrivajoča se področja tako, da vsako področje ustreza
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kriteriju homogenosti [57], ki jo definiramo na naslednji način: naj bo f(x, y)
množica vrednosti značilk v različnih točkah koordinatnega sistema slike in P ()
predikat homogenosti, definiran nad skupino povezanih slikovnih elementov.
Razčlenjevanje je razdelitev slike f(x, y) na n povezanih podmnožic ozi-
roma področij (S1, S2, . . . , Sn) tako, da velja:
n⋃
i=1
S1 = f(x, y); Si
⋂
Sj = 0, i 6= j. (4.1)
Predikat homogenosti ima za vsako področje Si vrednost P (Si) = 1,
medtem ko je vrednost predikata za povezani sosednji področji P (Si
⋃
Sj) = 0.
Ta definicija je splošna za vse tipe slik. Tako predikat homogenosti predstavlja
pri svetlostnih sivinskih slikah kriterij homogenosti svetlostne intenzitete,
pri globinskih slikah pa kriterij homogenosti globinskega reliefa površin. Pri
vektorskih slikah pa predikat definira homogenost barve ali teksture.
Najzanesljiveǰse je ročno razčlenjevanje slikovne vsebine, vendar je to
zahtevno in naporno delo. Samodejni in polsamodejni postopki razčlenjevanja
so na začetku temeljili na razvrščanju točk slike na barvno homogena področja.
Omejitve takšnega pristopa so vzpodbudile nadaljnji razvoj, kjer se je podobno,
kot je pri človeku, poizkušalo vgraditi znanje o reševanem problemu. Kljub
velikem napredku, ki je bil dosežen v zadnjih štiridesetih letih, samodejno
razčlenjevanje zahtevneǰsih prizorov še vedno ostaja izziv. Posebno na področju
medicine se zaradi kompleksnosti človeške anatomije ter pogoste nezanesljive
ali manjkajoče informacije še vedno uporabljajo ročne in polsamodejne metode.
Množico različnih metod, ki so se do danes uveljavile, lahko grobo razvr-
stimo po naslednjih kriterijih [57]:
ročne, polsamodejne in samodejne,
točkovno osnovane ter področno osnovane globalne metode,
nizkonivojske in visokonivojske modelno zasnovane,
nefizikalne in fizikalne oziroma dinamične.
V literaturi [57] zasledimo več postopkov razčlenjevanja slik, vendar no-
beden od njih ni optimalen za razčlenjevanje vseh tipov slik, pa tudi vse
metode ne dajejo enakih rezultatov razčlenjevanja za isti tip slike. Postopki,
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razviti za določen tip slik, niso vedno uporabni za drugi tip slik, zato si v
takšnem primeru pri razčlenjevanju slike pomagamo z modelom nastanka
slike. Izbira primerne metode razčlenjevanja je problematična, saj ne obstaja
splošna metoda vrednotenja razčlenjene slike. Pomemben postopek, ki pomaga
pri razčlenjevanju slik, je detekcija robov. Različni robni operatorji, kot so
Sobelov, Prewittov, Robertsov in Cannyjev podajajo vrednost spremembe
značilke v okolici vsake točke. Vse točke z velikimi spremembami niso veljavne
kandidatke za robove, zato moramo neprimerne točke izločiti z upragovlja-
njem. Izbira primernega praga je odločilnega pomena, saj določene spremembe
intenzitete pripadajo iskanim robovom, druge pa so posledica krajevno neho-
mogene osvetlitve. S prilagodljivim (adaptivnim) upragovljanjem izbolǰsamo
iskanje dejanskih robov objektov na sliki. Učinkovit je integriran pristop s
kombinacijo rezultatov razčlenjevanja slike na področja in dobljenih robnih
točk, kjer v procesu razčlenjevanja upoštevamo tako globalne kot lokalne
značilnosti slike. Dejansko je prioritetna informacija o vrsti slike odločilna
za rešitev problema razčlenjevanja. Vsaka matematična metoda je ponavadi
dopolnjena s hevristiko, ki vključuje znanje o vhodni sliki.
4.3.1 Določitev območja (ROI)
Ugotavljanje obrisov
Razčlenjevanje z ugotavljanjem obrisov oziroma detekcija robov objektov
na sliki poizkuša poiskati in povezati robove objektov ter jih na ta način
razčleniti. Robovi, to so nagle spremembe vrednosti slikovnih elementov, se
poǐsčejo z odvajanjem slikovne funkcije, preiskovanjem grafov, relaksacijo
ali s posebnimi operatorji na slikah z različnimi teksturami [32, 58, 59]. V
našem primeru se bomo osredoločili na detekcijo obrisov z odvajanjem slikovne
funkcije.
Obrise slike f(x, y) sestavljajo robne točke, ki jih lahko ǐsčemo z odvaja-
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Zaradi diskretne narave digitalne slike je potrebno zgornjo enačbo formuli-
rati v diskretnem prostoru, za kar pa obstaja več možnosti. V literaturi [59] so
podrobneje opisani Sobelov, Robertsov, Prewittov, Robinsonov, Kirschev, Frei-
Chenov in Cannyjev operator, s katerimi v vsaki točki slike lahko določimo
velikost in smer gradienta.
Možne točke obrisa so vse tiste točke slike f(x, y), za katere je velikost
večja od 0, vendar je le malo verjetno, da je točka z majhno velikostjo gradienta
del obrisa. Takšne točke je potrebno izločiti s postopki, kot so upragovljanje
velikosti gradienta, odpravljenje nenajvečjih vrednosti, kjer je upoštevana še
smer gradienta, ter morfološkimi postopki tanǰsanja slike robnih točk [58].
Zaradi šuma ali narave samega prizora se obris pogosto pretrga. Zato je
potrebno izvesti povezovanje robnih točk, kar pa je značilno računsko potra-
tno in pogosto nezanesljivo. Najenostavneje je preko manǰsih lokalnih mask
povezovati sosednje točke, ki se dovolj ujemajo v velikosti in smeri gradienta.
Zanesljiveǰsa metoda je ročni nadzor povezovanja, kjer operater odpravlja
napake računalnǐske metode. Razvit je bil tudi postopek histereznega uprago-
vljanja, kjer sta uporabljena dva praga. Vǐsji določi točke, ki so nedvoumno
del obrisa, nato pa jim priključujemo vse sosednje točke, ki še presegajo
drugi nižji prag. Bolǰse rezultate da postopek povezovanja obrisov na osnovi
modela, natančneje Houghove transformacije [59], ki uteži pripadnost točk
obrisu glede na njihovo pripadnost premicam na sliki. Med najbolj znanimi
je še Cannyev postopek [59], ki združuje tehnike filtriranja, odvajanja in
upragovljanja. Poleg zgoraj opisanega prvega odvoda funkcije slikovnih točk
se uporablja tudi Laplace-ov operator, ki je aproksimacija drugega odvoda
slikovne funkcije. Potencialne robne točke so izražene kot prehajanje funkcije
skozi ničlo. Slabost gradientnih metod je v veliki občutljivosti na šum.
4.3.2 Predlagana rešitev
Po predobdelavi ter barvni analizi se postopki detekcije robov uporabljajo
za prepoznavanje sumljivih področij (ROI) na AFB slikah. Cilj detekcije je
pridobiti ROI, ki vsebujejo vse nepravilnosti na AFB slikah. Nepravilnosti, kot
so določene poškodbe, krvavitve, vnetje je zelo težko ugotoviti, ker so njihove











Slika 4.5: Predlagani postopek določitve sumljivega področja.
Na določenih AFB slikah slabo ločimo sumljivo področje od ozadja ter v
nekaterih primerih ima to področje nejasne meje. Za poenostavitev problema
zapǐsimo nekatere predpostavke, ki smo jih upoštevali:
• da obstaja na vsaki sliki samo eno sumljivo področje,
• da je sumljivo področje zaključena celota in se nahaja samo na eni AFB
sliki,
• da so meje področja zaprte, niso toge ter da so gladke in
• sumljivo področje ima enakomerno teksturo in osvetljenost.
Na AFB slikah so omenjene predpostavke včasih neizpolnjene, kot prika-
zuje slika 4.6. V takšnih primerij je zelo težko določiti sumljivo področje.
Slika 4.6: Sumljivo področje, ki ni celotno na zajeti sliki.
Kot začetni korak po predobdelavi v prostoru RGB izračunamo razmerje
R/G slikovnih elementov z zadostnimi intenzitetami [22]. V prostoru HSV pa
uporabimo samo H ravnino za določitev sumljivega področja [29–31]. Nastale
sivinske slike v obeh prostorih se nato obdela. Nato dobljeno sliko filtriramo.
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Filtri zmanǰsujejo nivo šuma, hkrati pa ohranjajo robove. Pri testiranju
smo uporabili različne filtre, kot so povprečenje, Gaussov filter, neizotropni
difuzijski filter itd. Vendar smo dobili najbolǰse rezultate pri slednjem.
Neizotropno difuzijsko filtriranje
Postopek difuzijskega filtriranja slike izhaja, kot že ime pove, iz fizikalnega
pojma difuzije. Difuzijo lahko definiramo kot fizikalni proces, ki izenačuje
razlike v koncentracijah brez ustvarjanja ali izničevanja mase [60]. Vzpostavitev
ravnotežja koncentracije opisuje Fickov zakon,
j = −D · ∇u. (4.3)
V primeru obdelave slik predstavlja koncentracijo snovi v določeni točki
vrednost svetlosti slikovnega elementa, proces filtriranja pa torej izenačuje
razlike v svetlosti različnih delov slike. Razlike v koncentracijah izenačuje
pretok (enačba 4.3), ki ga povzroča gradient koncentracije ∇u. Zvezo med
obema količinama opisuje tenzor difuzije D, ki je pozitivno definitna sime-
trična matrika. V primeru, ko sta pretok in gradient vzporedna, govorimo o
izotropnosti in D se poenostavi v skalarni difuzijski koeficient g. V splošnem,
neizotropnem primeru, pa pretok in gradient nista vzporedna. Dejstvo, da
difuzija maso (svetlost, toploto, ...) le prenaša, ne more pa je ustvarjati ali
izničiti, izraža enačba kontinuitete (t je čas)
∂tu = −div(j) (4.4)
Če vstavimo enačbo pretoka (Fickov zakon), dobimo difuzijsko enačbo
∂tu = div(D · ∇u). (4.5)
Kadar je difuzijski tenzor konstanten preko celotne slike, govorimo o izotro-
pni, če pa je odvisen od lokacije, govorimo o neizotropni difuziji. Difuzijsko
filtriranje je torej proces evolucije slike, ki ga opisuje difuzijska enačba s
konstantnim koeficientom difuzije,
∂tu = div(∇u) = 4u = ∂xxu+ ∂yyu (4.6)
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katere začetni pogoj je podana slika u(x, 0) = f(x), in kjer parameter t
predstavlja čas.
Neizotropno difuzijsko filtriranje sta prva predlagala Perona in Malik [61].
S procesom difuzije izbolǰsamo kvaliteto slike z uporabo postopka glajenja
vzdolž orientacije lokalnega grebena, pri čemer se robovi ohranijo. Usmer-
jeno difuzijsko filtiranje je iterativen proces in ga opǐsemo s parcialnimi
diferencialnimi enačbami [60].Zahteve za njun model so naslednje:
• model naj ima lastnost vzročnosti, kar pomeni, da se pri prehodu k
vǐsjim nivojem ne pojavi noben nov (lažen) detajl,
• robovi regij naj bodo pri vsaki ločljivosti ostri in naj ustrezajo pomen-
skim robovom pri tej ločljivosti,
• pri vseh ločljivostih naj prihaja predvsem do glajenja znotraj regij, ne
pa glajenja preko meja regij,
• model naj omogoča ne samo ohranjanje, pač pa tudi poudarjanje robov.
Parcialna diferencialna enačba 4.7, ki opisuje model, se glasi:
∂tu = div(g(x, y, t)∇u) = g(x, y, t)4u+∇g∇u (4.7)
kjer je u intenziteta slikovnih elementov na sliki, g(x, y, t) pa difuzijski
koeficient odvisen od koordinat (x, y) ter čas t. Stopnjo glajenja pri neizotropni
difuziji uravnavamo s številom iteracij.
Funkcijo difuzijskega koeficienta g(x, y, t) je torej potrebno določiti tako,
da bo njena vrednost na robovih čim manǰsa, medtem ko naj bodo vrednosti
znotraj območja blizu 1. Kot enostaven detektor robov uporabimo velikost
gradienta funkcije svetlosti |∇u(x, y, t)|. Funkcija difuzijskega koeficienta naj
bo torej nenegativna monotono padajoča funkcija. Od same oblike funkcije pa
so odvisne lastnosti procesa difuzije. Če je to konstantna funkcija z vrednostjo
1, dobimo linearni prostor ločljivosti, neodvisen od diferencialne strukture slike.
Ker pa želimo poleg glajenja detajlov zagotoviti tudi poudarjanje oziroma
ostrenje robov, lahko izberemo na primer naslednji funkciji:
g(∇u) = e−(|∇u|/λ)2 (4.8)







Enačba 4.8 poudarja visoki kontrast intenzitete, medtem ko enačba 4.9
poudarja široka področja. V našem primeru smo se odločili za enčbo 4.9 [62].
Pri uporabi neizotropne difuzije imamo dva parametra n in λ, pri čemer
je n število iteracij, λ pa je koeficient odvisen od vsebnosti šuma na sliki.
Večanje vrednosti parametra n povečuje glajenje na račun ohranjanja roba,
medtem ko velike vrednosti λ zmanǰsujejo gradient difuzije.
Od koeficienta λ je torej odvisno, ali proces gladi ali ostri robove. Ker
se lastnost slike oziroma vrednost gradientov s časom spreminjajo, smo vpe-
ljali časovno spremenljiv koeficient, ki ga definiramo kot kvadratno sredino







S tem postane izbira koeficienta neodvisna od energije šuma prisotne v
sliki ter od enot, v katerih merimo gradient.
Cannyjeva metoda za detekcijo robov
Po predhodni obdelavi R/G slik v prostoru RGB in H ravnine v prostoru
HSV so robovi jasno vidni. Če uporabimo najenostavneǰso metodo upragovlja-
nja za določitev področja (roba), z rezultati nismo zadovoljni. Upragovljena
slika vsebuje veliko temnih črt, ki izhajajo iz ozadja slik. V nadaljevanju
bomo uporabili robne operatorje za določitev robov. Detektorja robov, kot
sta Sobelov in Laplaceov operator, tudi nista primerna, ker izračunata rob v
okolici določenega slikovnega elementa. Potrebujemo bolj robustno metodo za
odkrivanje robov. Predlagana je Cannyjeva metoda [63] za določitev robov.
Cannyjev postopek [57] predstavlja enega standardnih postopkov za de-
tekcijo robov na slikah. Ta postopek sledi naslednjim kriterijem:
• majhna stopnja napake (verjetnost pravilno detektiranih robov mora
biti čimvečja, medtem ko mora biti verjetnost nepravilne detekcija
čimmanǰsa (minimizirano razmerje signal/šum)),
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• dobra lokalizacija (robne točke morajo biti čimbližje dejanskim robovom
na sliki),
• enotočkovni odziv (postopek mora vrniti samo eno eno točko za vsako
dejansko robno točko - število lokalnih maksimumov v okolici resničnega
roba mora biti minimalno. Detektor torej ne sme odkriti več robnih
slikovnih elementov, kjer je v resnici del roba le en).
Cannyjev postopek za detekcijo robov je razdeljen v štiri korake [57]:
• odstranjevanje šuma (glajenje) z Gaussovim filtrom,
• izračun amplitude in smeri gradienta slike,
• uporaba metode izločanja neizrazitih slikovnih elementov nad gradientno
sliko (angl. nonmaxima suppression),
• dvojno upragovanje za določitev robnih točk in povezovanje robov.
Iskanje robov [54] je na področju obdelave slik dobro raziskano in razvito.
Na sliki je rob določen kot meja med dvema področjema, ki sta različna. Rob
izračunamo z gradientom. Gradient slike f(x, y) na mestu (x, y) je definiran
kot vektor









Iz vektorske analize vemo, da gradient kaže v smeri največje spremembe f
na mestu (x, y). Pomembna lastnost pri iskanju robov je magnituda vektorja,
ki je definirana kot












Magnituda vektorja nam daje največjo stopnjo spremembo na sliki f(x, y)
na enoto razdalje v smeri ∇f . Pogosto v praksi poenostavimo izračun in
uporabimo približek z izpustitvijo kvadratnega korena
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M(x, y) ≈ G2x +G2y (4.13)
ali z absolutnimi vrednostmi
M(x, y) ≈ |Gx|+ |Gy| (4.14)
Enačbi 4.13 in 4.14 sta enaki 0 na področjih s konstantno intenziteto. V
primeru spremenljive intenzitete pa sta njuni vrednosti sorazmerni s spre-
membo intenzitete. V literaturi zasledimo, da se magnituda ali njen približek
zapǐse kot gradient.
Smer gradientnega vektorja je pomembna, ker kaže v smeri največje stopnje
spremembe intenzitete na sliki f(x, y) na koordinatah (x, y). Kot α(x, y), pri
katerem se pojavi največja sprememba intenzitete je definiran kot
α(x, y) = arctan Gy
Gx
. (4.15)
Canny [63] je zasnoval postopek za iskanje robov kot “optimalni”. Vhod
v postopek je sivinska slika, na izhodu pa so prikazane točke spremembe
intenzitete na sliki. Cannyjev postopek iskanja robov lahko predstavimo kot
večstopenjskega. V prvem koraku zgladimo vhodno sliko s pomočjo Gauss-
ovega filtra [64]. Za zmanǰsanje šuma na sliki določimo filtru standardno
deviacijo σ. Za izračun spremenljivk Gx in Gy se nadalje uporabi ena izmed
znanih metod za detekcijo robov (Sobel, Prewitt ali Roberts). Nadalje metoda
definira robno točko, ki je definirana kot točka, katere jakost je na določenem
območju največja v smeri gradienta. Definirana robna točka nadalje povzroči
pojavljanje tako imenovanih grebenov na sliki magnitude gradientov. Posto-
pek nato sledi vsem vrhovom teh grebenov in postavlja vrednosti slikovnih
elementov na 0, kjer slikovni elementi ne zavzemajo samega vrha. Ta postop-
kek postavi ostro mejo točk, ki zapadejo v območje prikaza na izhodni sliki.
Nadalje postopek določi dve meji upragovljanja T1 in T2. Slikovne elemente,
ki predstavljajo vrhove grebenov v sami sliki, postopek nadalje razvrsti na
podlagi definiranih meja upragovljanja (angl. thresholding), pri čemer velja
T1 < T2 (4.16)
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Sledenje teh vrhov se izkazuje v obliki histereze, ki je kontrolirana z
vrednostma T1 in T2. Sledenje se lahko začne šele takrat, ko je vrednost
slikovnega elementa na grebenu večja kot T1. Sledenje se nato nadaljuje v
obe smeri od točke, vse dokler vrednost slikovnega elementa na grebenu ne
pade pod mejo upragovanja T2. Slikovni elementi, ki predstavljajo vrhove
grebenov in katerih vrednosti so večje od T2, postopek proglasi kot močne
slikovne elemente. Slikovni elementi, ki predstavljajo vrhove grebenov in
katerih vrednosti zapadejo med meji upragovanja T1 in T2, postopek proglasi
za šibke slikovne elemente. Histereza, ki nastane v tem postopku, pomaga
zagotoviti, da robovi v sliki, v katerih je prisoten dodaten šum, niso nadalje












Slika 4.7: Cannyjev postopek za iskanje robov.
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4.3.3 Ocene natančnosti detekcije z merami ujemanja
površin
Površina je pri detekciji sumljivega področja klinično sicer najpomembneǰsi
rezultat, vendar pa ne daje popolne slike natančnosti postopka, saj se pozitivne
in negativne napake preko posameznih področij lahko izenačujejo. Zato za
dodatno vrednotenje rezultatov izračunamo nekatere mere ujemanja površin,
razčlenjenih ročno in samodejno. Uporabili smo naslednje mere ujemanja [65,
66]:
• FPE (angl. False Positive Error); predstavlja odstotek slikovnih ele-
mentov, ki jih je postopek označil za del sumljivega območja, ročna
razčlenitev pa ne.
• FNE (angl. False Negative Error); predstavlja odstotek slikovnih ele-
mentov, ki jih je ročna razčlenitev označila za del sumljivega področja,
samodejni postopek pa ne.
• Relativni delež strinjanja med ročno (Aman) in samodejno (Aalg)
razčlenjenim področjem - Aagr (angl. relative amount of agreement); ta





• Relativni delež nestrinjanja med ročno (Aman) in samodejno (Aalg)
razčlenjenim področjem - Adis (angl. relative amount of disagreement);
ta delež dobimo po enačbi
Adis = 2
|Aman ∪ Aalg| − |Aman ∩ Aalg|
|Aman|+ |Aalg|
, (4.18)
Omenjene mere ujemanja so bile narejena na vseh AFB slikah, ki nam




Natančnost določanja sumljivih področij na slikah je bistvenega pomena za
nadaljno obdelavo. V predstavljenem samodejnem postopku smo poizkusili
izbolǰsati postopek iskanja področij z predhodnim filtriranjem AFB slike v
obeh barvnih prostorih, kar smo opisali v podpoglavju 4.2.1. Na ta način
izkoristimo dobre lastnosti neizotropnega filtriranja in Cannyjevega postopka
iskanja robov, kot sta neobčutljivost na lokalne slikovne elemente in relativno
majhna računska zahtevnost. Poleg lokalnih majhnih področij, ki jih s postop-
kom lahko izločimo iz slik, imamo tudi možnost odkrivanja in odstranjevanja
morebitnih napak.
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5.7 Zaključek . . . . . . . . . . . . . . . . . . . . . . . 73
5.1 Uvod
S pomočjo metod strojnega učenja (angl. Machine Learning) želimo zgraditi
modele, ki na podlagi parametrov obstoječih že definiranih sumljivih področij
na AFB slikah in na novo zajetih sumljivh področij napovedujejo pričakovano
razvrstitev novih sumljivih področij. Strojno učenje delimo na nadzorovano
in nenadzorovano učenje. Nenadzorovano učenje rešuje probleme iskanja
skritih struktur in vzorcev v neoznačenih podatkih. Nadzorovano učenje
rešuje probleme, kjer je podan nabor primerov (pi) in rešitev (ri), naloga
metode strojnega učenja pa je poiskati funkcijo (f(pi, ri)), ki preslika primer pi
v rešitev ri [67]. Glede na namen metod strojnega učenja ločimo razvrščevalne
(angl. classification) in napovedne (angl. prediction) metode strojnega učenja.
Tipični predstavniki razvrščevalnih metod so Bayesov razvrščevalnik, metoda
podpornih vektorjev (SVM) (angl. Support Vector Machines), odločitvena
drevesa, razvrščanje, osnovano na pravilih (angl. rule-based classification),
razvrščanje z asociativnimi pravili, itd. Metode napovedi vrednosti vključujejo
linearno in nelinearno regresijo.
Za ocenitev delovanja metod strojnega učenja se uporabljata predvsem
natančnost in njeno inverzno vrednost, imenovano stopnja napake, ki jo
definiramo kot (1-natančnost). Natančnost razvrščevalnika (enačba 3.3) na
podani testni množici je odstotek pravilno razvrščenih primerov. Natančnost
razvrščevalnika je seveda neposredno odvisno od njegove sposobnosti tvorjenja
dobrih hipotez o podanih podatkih. Ta sposobnost pa je omejena s sorazmer-
nostjo učne množice z velikostjo iskalnega prostora. Učna množica je lahko
premajhna (premalo podatkov za splošno uporabne hipoteze), ali nasprotno,
ogromna (razvrščevalnik je ni sposoben obdelati). Problem premajhne učne
množice je predvsem nestabilnost naučenega modela; majhne spremembe v
učni množici pomenijo velike spremembe modela. Da bi čim bolje ocenili
sposobnost metod strojnega učenja (razvrščevalnikov), se uporabljajo različni
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postopki obdelave učne množice: pridržanje dela množice (angl. holdout), na-
ključno podvzorčenje (angl. random subsampling), navkrižno preverjanje (angl.
cross-validation) in uniformno vzorčenje z zamenjavo (angl. bootstrap) [68].
Vendar pa ocenjevanje metode razvrščanja glede na natančnost pomeni samo
to, da znamo kvantificirati sposobnost na podatkih, ki so v osnovi podobni
učni množici (če delimo označene podatke na učno in testno množico). Torej
gre za tako imenovano notranjo vrednotenje, kjer se ocenjuje sposobnost glede
na podatke, ki so metodi dosegljivi. Če želimo ovrednotiti sam model, ki vodi
do ocenjene natančnosti, je treba vpeljati zunanjo ovrednotenje: uporabiti je
treba zunanji vir znanja.
5.1.1 Postavitev problema
Ko imamo določen ROI, je potrebno ugotoviti, kam spada to sumljivo področje.
V našem primeru imamo dva razreda in sicer “maligen” in “nemaligen”. S
pomočjo metod strojnega učenja želimo razvrstiti vsak vzorec v pravilni
razred.
5.1.2 Predlagana rešitev
Z metodami strojnega učenja smo razpoznali tip vzorca. Obstaja veliko
različnih tehnik strojnega učenja, ki iz danih podatkov, v našem primeru
iz dobljenega ROI, poskušajo čim bolj natančno ugotoviti razred, kateremu
to področje pripada. Raziskali smo vpliv postopkov za izločanje značilk,
izbiro značilk ter strojnega učenja na razvrščanje. To poglavje je del lastnega
znanstvenega članka v recenziji [69]. Celoten postopek končnega razvrščanja
je prikazan na sliki 5.1.






Slika 5.1: Predlagan postopek strojnega učenja na AFB slikah.
5.2 Izločanje značilk
5.2.1 Postopek avtorjev Bountris idr. za izločanje
značilk
Ker imamo na razpolago samo bazo AFB slik iz UKCL in ker so bile naše
AFB slike zajete z drugačno napravo smo ponovili postopek avtorjev Bountris
idr. [29, 30] za izločanje značilk. Primerjali smo njihov in naš predlagani
postopek za izločanje značilk, ki je opisan v podpoglavju 5.2.2.
Pri razvrščanju je pomembno, da omejimo dimenzionalnost nabora značilk.
Obstaja tveganje, da s pomočjo izbranih kombinacij med energijskimi ma-
skami in statističnimi merami izgubimo tiste značilke teksturne energije (TE)
(angl. texture energy), ki lahko pomembno vplivajo na nadaljnjo analizo. Za-
radi tega smo uporabili kombinacijo 25 Lawsovih filtrov [70] za določitev TE
značilk. Te filtre smo uporabili tako pri statistiki pvega reda (FOS) (angl.
First Order Statistics), kot tudi pri statistiki matrike vezanih verjetnosti sivin
(GLCM) (angl. Gray Level Cooccurrence Matrix). Na sliki 5.2 je prikazan po-
stopek izločanja teksturnih značilk. Na začetku smo pretvorili vsako področje
zanimanja (ROI) v barvni prostor HSV ter v nadaljevanju po predlaganem
postopku Bountris uporabili samo H ravnino. S konvolucijo vseh 25 Lawsovih
filtrov z ROI smo dobili 25 TE slik za vsak ROI. Za vsako od 25 TE slik
smo izračunali 7 statistik prvega reda (tabela 5.1). Skupaj smo dobili 125
TE značilk. Poleg tega pa smo s postopkom GLCM (d = 1, θ = 45◦) in 22
statistikami (tabela 5.2) dobili dodatnih 550 TE značilk. Skupaj tako dobimo
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725 TE značilk za vsak ROI. Z uporabo opisanega postopka smo ustvarili
725-dimenzionalni vektor značilk. V našem primeru je vektor značilk prevelik,
zato je nadaljni postopek izbira tistih TE značilk, ki največ doprinesejo k





































Slika 5.2: Prikaz delovanja metode Bountris.
Ugotovili smo, da če uporabimo samo H barvno ravnino prostora HSV , se
maligna področja pojavljajo z visoko intenziteto sivinskih nivojev, v nasprotju
z drugimi področji (FP ali zdravo tkivo). Na osnovi te ugotovitve smo
po metodi Bountris izvedli primerjavo razlik teksturnih značilk za maligna
področja in FP [30]. Pri tem smo upoštevali kombinacijo teksturnih značilk
z uporabo statistik prvega in drugega reda pri uporabi Laws-ovih filtrov [29].
Lawsovi filtri
Lawsovi fitri [70] merijo energijo teksture s pomočjo računanja manǰsih kon-
volucijskih jeder na sliki, na kateri kasneje izvajamo nelinearne operacije.
V skladu z metodo, ki jo je predlagal Laws [70] so bile značilke TE prido-
bljene iz slik s konvolucijo 25 Laws-ovih mask. Te filtrirane slike so označene
kot TE slike. Teh 25 dvodimenzionalnih konvolucijskih mask, ki se običajno
uporabljajo za izločanje teksturnih značilk, se ustvari z množico enodimen-
zionalnih konvolucijskih mask dolžine pet: L5 = [1, 4, 6, 4, 1] (povprečenje
okolice) E5 = [−1,−2, 0, 2, 1] (poudarjanje robov), S5 = [−1, 0, 2, 0,−1]
(izstopanje točkovnega elementa), W5 = [−1, 2, 0,−2, 1] (dinamika) in
R5 = [1,−4, 6,−4, 1] (valovanje). Iz teh enodimenzionalnih konvolucijskih
mask ustvarimo 25 različnih 2D mask. S konvolucijo vseh 25 mask z AFB
sliko dobimo množico 25 TE slik. Z izračunom statistik na teh slikah dobimo
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vektor TE značilk, ki ga uporabljamo za opis teksture. Ta metoda spada v
skupino transformacijskih metod za izločanje znalčilk.
Ponavadi se uporabi podmnožica 25 filtrov, da bi omejili število dimenzij v
vektorju značilk. Laws je predlagal kombinacijo filtrov, ki ustrezajo podobnim
značilnostim (simetrična jedra), ko usmerjenost tekstur ni pomembna. V tem
primeru dobimo 15 rotacijsko invariantnih filtrov [70]. Pri pregledu literature
večina avtorjev uporablja samo FOS [71,72]. Mougiakakos idr. [71] so uporabili
5 Lawsovih filtrov in 16 FOS in nadalje uporabili 80 TE značilk. Karahaliou
idr. [72] so uporabili 15 Lawsovih filtrov in 5 FOS ter uporabili 75 TE značilk.
Statistika prvega reda (FOS)
Če uporabimo FOS na histogramu slike dobimo več statističnih lastnosti [57].
Te so odvisne samo od posameznih vrednosti slikovnih elementov in ne
upoštevajo okolice sosednjih vrednosti. V našem primeru smo uporabili 7
statističnih mer za izločanje teksturnih značilk. Te so povprečje sivinskih
nivojev, standardna deviacija, gladkost (angl. Smoothness), asimetričnost
(angl. Skewness), enakomernost (angl. Uniformity), entropija (angl. Entropy)
in sploščenost (angl. Kurtosis) [57]. V tabeli 5.1 so prikazane vse statistike
FOS.
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Matrika vezanih verjetnosti sivin (GLCM)
To je matrika, ki ugotavlja pogostost pojavljanja para slikovnih elementov
z vrednostima i in j, ki se nahajata na specifični razdalji in smeri. Privzeto
se predpostavlja, da sta slikovna elementa horizontalno sosednja, lahko pa
določimo kak drugačen prostorski odnos med njima. Iz matrike GLCM je
možno izračunati različne statistične parametre – teksturne značilke.
Postopki analize teksture se v glavnem razlikujejo po načinu izločanja
značilk na sliki (angl. feature extraction). Statistične metode opisujejo teksturo
področij na sliki s pomočjo značilk, izračunanih na podlagi histogramov nivojev
sivin. Najbolj znan med njimi je postopek GLCM [73]. Ta postopek vsebuje
tabelo, v katero se vpisujejo podatki o tem, kako pogosto se na sliki pojavljajo
različne kombinacije vrednosti sivin. Praviloma se spremljajo pari slikovnih
elementov, pri čemer se dotična slikovna elementa nahajata na določeni
medsebojni razdalji (1, 2 . . . do največ 8 slikovnih elementov) in smeri (kot
med slikovnima elementoma je običajno 0◦, 45◦, 90◦ ali 135◦).
Oglejmo si na enostavnem primeru, kako smo izvedli izračun posameznih
elementov GLCM, kar prikazuje slika 5.3. Privzemimo, da sta proučevana
slikovna elementa horizontalna soseda (kot med njima je 0◦), kar pomeni, da
se bomo osredotočili na vrednosti sivinskih nivojev referenčnega slikovnega
elementa in njegovega neposrednega levega in desnega soseda. Na sliki 5.3 so
od leve proti desni prikazani področje originalne slike (slika 5.3a), ki vsebuje
tri različne sivinske nivoje, njena številčna predstavitev (slika 5.3b), matrika
parov (slika 5.3c) in GLCM (slika 5.3d). Vrednost elementa v levem zgornjem
kotu matrike parov (0,0) znaša 4, saj najdemo na originalni sliki štiri primere,
ko imata horizontalno-sosednja slikovna elementa obe vrednosti sivih nivojev
enaki nič. Podobno lahko ugotovimo, da je na sliki 5.3a šest primerov, ko
imata soseda vrednost 2. Računalnǐska metoda preǐsče vse kombinacije parov
slikovnih elementov in zapǐse ustrezne vrednosti v matriko parov. GLCM
dobimo tako, da vsak element matrike parov delimo z vsoto vseh elementov
te matrike – v našem primeru 24.
Postopek GLCM določa statistično mero, ki se uporablja za označevanje
tekstur na sliki. Pri tem izračunamo, kako pogosto se pari slikovnih elementov
pojavijo na sliki s posebnimi vrednostmi in v določenem prostorskem od-
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Slika 5.3: Originalna slika (a), njena številčna predstavitev (b), matrika parov
(c) in GLCM (d).
nosu [1]. Ta prostorski odnos je opredeljen z oddaljenostjo d in usmerjenostjo
θ. Vsak element (i, j) v matriki Pd,θ predstavlja verjetnost, da bi slikovni
element s sivinskem nivojem i ležal na sivinskem nivoju j pri vnaprej določeni
razdalji d in kotom θ. Z postopkom GLCM lahko izločimo teksturne statistične
značilke drugega reda. Haralick idr. [1] ki so predlagali metodo GLCM so pre-
dlagali 14 statističnih značilk. Zaradi zmanǰsanja računske kompleksnosti so
uporabili samo nekatere od teh funkcij. Soh idr. [2] in Clausi [3] so predlagali
še dodatne statistične mere. S postopkom GLCM in statističnimi merami, ki
so jih predlagali Haralick idr., Soh idr. in Clausi, smo izbrali 22 teksturnih
značilk, ki so navedene v tabeli 5.2 [74].
5.2.2 Predlagani postopek za izločanje značilk
Pri metodi Bountris smo za izračun ststističnih mer uporabili histogram ROI.
Z uporabo histogramov ter izvajanjem določenij postopkov na histogramih
lahko učinkovito izbolǰsujemo slike. Histogram je krivulja, ki v koordinatnem
sistemu prikazuje odvisnost dveh veličin. Na x-osi histograma je razporejena
vrednost sivinskih nivojev slikovnih elementov, na y-osi pa število slikovnih
elementov na sliki. Histogram digitalne slike z sivnskimi nivoji od [0, L− 1] je
diskretna funkcija h(rk) = nk, kjer je rk k-ti sivinski nivo in nk število slikovnih
elementov na sliki s sivnskimi nivoji rk. Pri razvoju postopka smo upoštevali pri
računanju normiran histogram. Tako je normiran histogram podan kot p(rk) =
nk/n za k = 0, 1, . . . , L − 1. Če posplošimo, nam p(rk) predstavlja oceno
verjetnosti pojavljanja sivinskih nivojev rk. Pri normaliziranem histogramu je
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Tabela 5.2: Statistične mere, ki so jih predlagali Haralick idr. [1], Soh idr. [2]
in Clausi [3]
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21 Stopnja korelacije 1 HXY−HXY 1max(HX,HY )
22 Stopnja korelacije 2
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1− exp−2(HXY 2−HXY )
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vsota vseh komponent enaka 1.
Iz histograma lahko razberemo:
• katera barva ali osvetljenost v sliki je močneje zastopana,
• kje se skriva informacija v sliki,
• kako lahko izbolǰsamo sliko.
Ker vemo, da se sumljivo področje na AFB slikah pojavlja v rdeče-rjavi
barvi [24] in ker je bila AFB slika zajeta v RGB barvnem prostoru bomo v
nadaljevanju predlagane postopke izvajali v RGB barvnem prostoru. Slika 5.4
























Slika 5.4: Predlagan postopek za izločanje značilk na AFB sliki.
Pri analizi ROI področja in same narave zajema slik vidimo, da so na AFB
sliki prikazane samo komponente v R in G ravnini [17]. Pri analizi histogramov
teh dveh ravnin vidimo določene značilnosti. Porazdelitev posameznih nivojev
intenzitete se približuje normalni porazdelitvi, kar prikazuje slika 5.5.













kjer je a = 1
σ
√
2π amplituda, μ je težǐsče (lokacija) in σ širina Gaussove
porazdelitve. Slika 5.6 prikazuje Gaussov aproksimacijo histogramov R in G
ravnine.
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Slika 5.5: Prikaz histograma R in G ravnine na AFB sliki.















Slika 5.6: Prikaz Gaussove aproksimacije R in G ravnine.
Iz histogramov ROI področja na AFB sliki smo poiskali karakteristične
značilnosti, ki bodo v nadaljevanju značilke za naš sistem. Slika 5.7 prikazuje
izbiro predlaganih značilk. Vseh značilk, ki so pomembno vplivale na končno
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AFB slika







max(histogram R) max(histogram G)
A(histogram R) A(histogram G)
Slika 5.7: Prikaz delovanja predlagane metode.
razvrstitev je bilo enajst. V tabeli 5.3 so prikazane predlagane značilke. Teh
11 značilk smo določili eksperimentalno.
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5.3 Izbira značilk
Izbiro značilk (FS) (angl. Feature Selection) pri razpoznavanju vzorcev lahko
navedemo kot: pri naboru N značilk moramo poiskati najbolǰso podsku-
pino l značilk, ki največ prispevajo k natančnosti razvrščanja. Zaradi N -
dimenzionalnega vektorja značilk obstaja potreba po zmanǰsanju števila
izbranih značilk v zadostnem minimum.
Imamo opravka z dvema različnima težavama [75]:
• izbira optimalne vrednosti l,
• izbor najbolǰsih l značilk.
Metode za izbiro značilk lahko razdelimo v dve skupini: “filter” metode in
“wrapper” metode [76]. Pri prvem pristopu izbira značilk poteka neodvisno
od učnega postopka razvrščevalnika. Z uporabo vseh značilk se določi razred
ločljivosti. l značilk sovpada z l najbolǰsim vrednostim izbranega kriterija, pri
tem pa dobimo najbolǰso podmnožico. Drugi pristop za izbiro značilk upošteva
učni postopek, uporaba značilk neposredno vpliva na oceno natančnosti
metode učenja. V našem primeru smo se odločili za uporabo in testiranje dveh
metod in sicer genetsko metodo (GA) (angl. Genetic Algorithms) za izbiro
značilk ter metodo za zmanǰsanje dimenzionalnosti prostora, to je metoda
glavnih komponent (PCA) (angl. Principal Component Analysis).
5.3.1 Genetska metoda
GA je ena od zelo uspešnih metod za izbiro značilk [77]. Pri uporabi genetske
metode za izbiro značilk, se na začetku ustvari začetna populacija kromosomov
Np. Vsak kromosom predstavlja rešitev problema, kar pomeni podmnožico l
funkcij. GA vrednoti vsako sposobnost kromosoma oziroma kakovost rešitve
s pomočjo sposobnostne funkcije. Ker je kakovost določenih podmnožic od-
visna od njene uspešnosti razvrščanja, je bila uporabljena stopnja napake
razvrščevanja (CER) (angl. Classification Error Rate) kot sposobnostna funk-
cija. Za vsako podmnožico značilk se izračuna CER z uporabo naivnega
Bayesovega razvrščevalnika in 5-kratnega navzkrižnega preverjanja (angl. 5-
fold cross-validation) na učni množici. Na podlagi njihove sposobnosti je
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stohastično izbranih več kromosomov iz trenutne populacije ter spremenjenih
preko operacij mutacije. Tako dobimo novo populacijo. Nova populacija se
nato uporabi v naslednji ponovitvi postopka in postopek se ponavlja do
Ng generacij [77, 78]. Postopek se konča bodisi ko je doseženo maksimalno
število generacij ali prej, če konvergira na določenem kromosomu. V vsakem
primeru dobimo na koncu najbolǰsi kromosom, v našem primeru podmnožico,
ki predstavlja najmanǰso CER.
Pomembna stvar zgoraj opisane GA za izbiro značilk je ta, da jo lahko
uporabimo za izbiro optimalne vrednosti l, kjer se termin optimalna vrednost
nanaša na zadostno minimalno število izbranih značilk. Z uporabo GA smo
odkrili, da za zelo majhne vrednosti l CER na končno izbrani podmnožici
ni bila najmanǰsa možna. Z uporabo končno izbrane podmnožice smo dobili
bolǰse rezultate kot s katero koli drugo podmnožico, vendar je bila učinkovitost
razvrščanja slabša zaradi pomanjkanja zadostnega števila značilk. Vrednost
l smo večali od 1 do 30. Najmanǰso CER smo dobili na končni izbrani
podmnožici z GA od katerih vsaka ustreza različnim vrednostim l, v našem
primeru je to optimalna vrednost l.
5.3.2 Metoda PCA
Najpogosteje uporabljena metoda za zmanǰsanje dimenzionalnosti prostora
je metoda glavnih komponent (PCA) (angl. Principal Component Ana-
lysis) [75,78]. PCA izvede linearno preslikavo značilk v prostor značilk z manǰso
dimenzijo na tak način, da je varianca podatkov v nižje-dimenzionalnem pro-
storu čim večja. PCA pretvori množico (koreliranih) značilk v novo množico
linearno nekoreliranih značilk. Vsaka glavna komponenta je linearna kombi-
nacija prvotnih značilk, neodvisna drug od druge in predvidena z namenom
ohranitve čim več informacij iz prvotnih podatkov. Transformacija je defini-
rana tako, da ima prva glavna komponenta največjo možno varianco, vsaka
naslednja komponenta pa ima največjo možno varianco pod določeno mejo ter
da je pravokotna na predhodno komponento. Tako je v prvih nekaj glavnih
komponentah skoraj vsa informacija. PCA se uporablja za zmanǰsanje števila
dimenzij prostora značilk z ohranitvijo večine informacije [75].
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5.4 Uporabljene metode strojnega učenja
Glede na naš predlagan postopek (podpoglavje 5.2.2) bomo uporabili nadzoro-
vano učenje. Nadzorovano učenje je opredeljeno kot naloga strojnega učenja za
ustvarjanje funkcij iz nadzorovanih učnih podatkov. Učni podatki so sestavljen
iz množice učnih vzorcev pri čemer vsak učni vzorec predstavlja par vhodnih
značilk in želeno izhodno vrednost (pripadnost razredu). Vsak testni vzorec
pa je sestavljen iz para vhodnih značilk brez znane izhodne vrednosti [79].
Zelo pomemben del pri nadzorovanem učenju je določitev vhodnih značilk
(angl. features).
Pri razvrščanju vzorcev nadzorovani postopki učenja analizirajo učne
podatke in določijo pripadnostno funkcijo, poznano kot razvrščevalnik. V fazi
testiranja se pripadnostna funkcija uporablja za razvrščanje v pravilni razred
za par vhodnih značilk. Tako pripadnostna funkcija napove pripadnost testnih
vzorcev v določen razred. Za to uporabimo strojno učenje, ki uporabi učne
podatke za razvrstitev neznanih vzorcev [80]. Za izvajanje nadzorovanega
učenja za binarno razvrstitev (dva razreda) je potrebno zagotoviti ustrezno
označeno množico podatkov. Testni vzorci so definirani kot [81]:
(x1, . . . , xl) xi ∈ Rn ∀i = 1, . . . , l (5.2)
s pripadajočimi oznakami, ki označujejo pripadnost razredu
(y1, . . . , yl) yi = ±1 ∀i = 1, . . . , l (5.3)
Vsak testni vzorec i je predstavljen z vektorjem xi od l vhodnih značilk, v
našem primeru malignih in nemalignih vzorcev. Hevristične lastnosti vzorcev
se nanašajo na razvrščanje značlk, kot prikazuje slika 5.8. Značilke binarnega
razvrščanja vsakega vzorca so povezane s pripadnostjo razreda yi, ki zavzame
vrednosti +1 ali −1. Glede na pripadnost razredu so vsi vzorci, ki pripadajo
razredu malignih vzorcev, označeni z +1, tisti, ki pa pripadajo razredu
nemalignih vzorcev, z −1, kot prikazuje slika 5.8 [79].
Med fazo nadzorovanega učenja strojno učenje prilagodi svoje notranje
parametre, da lahko razvrsti vhodne značilke xi pravilno v maligni oz. ne-
maligni razred. Ko je faza učenja končna, je strojno učenje naučeno, kako















Slika 5.8: Postopek nadzorovanega učenja
prepoznati značilko, ki pripada neznanemu razredu [79]. Sistem naj bi se naučil
pravilno ločevati vhodne značilke v dva različna razreda v n-dimenzionalnem
prostoru značilk, kot prikazuje slika 5.8. Na koncu se preizkusi uspešnost
razvrščevalnika na novih neznanih podatkih (testni podatki), ki niso bili
uporabljeni v fazi učenja.
Izbira ustreznega postopeka je ključna za uspešnost razvščevalnika. Pri
izbranem postopku nastavimo parametre optimalno glede na pridobljene
rezultate testiranj na testni množici.
Na področju strojnega učenja je ena izmed najbolj uporabljenih metod
razvrščanje. Naloga razvrščevalnika je, da določi, kateremu izmed možnih
razredov pripadajo neznani podatki, ki so opisani z množico vhodnih značilk.
Da lahko razvščevalnik določi razred, mora vsebovati funkcijo, ki določi v
kateri razred pripada vhodni podatek. Ta funkcija je lahko podana vnaprej,
ali pa je naučena iz učnih podatkov. Pri pregledu literature se v veliki meri
pojavljajo naslednji postopki, ki jih bomo v nadaljevanju bolj podrobno
opisali: naivni Bayesov razvrščevalnik, razvrščevalnik po metodi podpornih
vektorjev (SVM) in razvrščevalnik po metodi najbližjih sosedov.
5.4.1 Naivni Bayes
Naivni Bayesov razvrščevalnik [82] je statistična metoda, ki temelji na Baye-
sovem izreku s predpostavko pogojne neodvisnosti vrednosti različnih značilk
pri danem razredu. Naivni Bayesov razvrščevalnik predpostavlja, da je pri-
sotnost ali odsotnost določene vrednosti značilke neodvisna od prisotnosti
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ali odsotnosti katerekoli vrednosti druge značilke. Kljub njegovi naivnosti
lahko rečemo, da razvrščevalnik deluje presenetljivo dobro. Njegova dobra
lastnost je, da deluje dobro tako za majhne, kot tudi za velike učne množice.
Naivni Bayesov razvrščevalnik lahko neposredno uporabimo pri diskretnih
značilkah, pri zveznih pa moramo značilke najprej diskretizirati. Dobro se
obnaša tudi, kadar predpostavka o pogojni neodvisnosti ne drži popolnoma,
če pa imamo med značilkami popolne odvisnosti, pa ta razvrščevalnik ni
dobra izbira. Metoda predpostavlja pogojno neodvisnost vrednosti različnih
značilk pri danem razredu, zato je pri domenah, kjer med razredi obstajajo
odvisnosti, manj uspešna.
Enačba naivnega Bayes-ovega razvrščevalnika je izpeljana s pomočjo
Bayesovega pravila:






kjer ck predstavlja razred, xi pa lastnost. Naivni Bayesov razvrščevalnik
izračuna verjetnost za vsak razred, na koncu pa primer razvrsti v razred z
najvǐsjo verjetnostjo.
5.4.2 Metoda najbližjih sosedov
Metoda najbližjih sosedov (angl. K nearest neighbor - k-NN ) [83] je še ena
od enostavnih metod, ki jih je lahko razumeti in v praksi dajejo dobre
rezultate. Metoda k − NN gleda na podatke, ki so testni in učni primeri,
kot na točke v prostoru. Učni primeri so že razdeljeni v razrede, ostale
primere pa metoda označi glede na bližino ostalih razredov. Metodi moramo
določiti, koliko najbližjih sosedov za nek iskan primer upošteva, kar je vhodni
parameter. Prav tako moramo določiti, kako računa razdaljo, kjer je na voljo
več možnosti. Največkrat se uporablja Evlidska razdalja, poznamo pa še
Hammingovo razdaljo, Minkowsko in ostale [58]. Metoda glede na najbližje
razrede izbere, kateremu razredu pripada iskan podatek.
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5.4.3 Metoda podpornih vektorjev (SVM)
Metoda podpornih vektorjev [81] je med najbolj uspešnimi metodami
razvrščanja, ki deluje tako na linearnih kot nelinearnih podatkih. V osnovi me-
toda ǐsče optimalno delilno hiperravnino ali poenostavljeno “mejo odločitve, ki
omogoča delitev značilk v razrede”. Ker podatki niso vedno enostavno deljivi,
metoda preslika problem na dovolj visoko dimenzijo, kjer je mogoče definirati
ustrezno hiperravnino. Kot primer vzemimo modre in rdeče kvadrate na tak
način, da bo vsaj eden od rdečih obkrožen z modrimi. V dvodimenzional-
nem prostoru je težko izločiti rdeči kvadrat, saj kakor koli narǐsemo ločilno
črto, se vedno znotraj meje znajde tudi kak rdeč kvadrat. Če pa bi znali
problem preslikati v tridimenzionalni prostor, bi nam morda os z omogočala
ustvaritev ustrezne delilne ravnine. Če še v tridimenzionalnem prostoru ne
bi mogli najti ustrezne ravnine, bi problem predstavili v še vǐsji dimenziji
itd. Opisan postopek je to, kar počnejo metode podpornih vektorjev. Iščejo
ustrezno hiperravnino z uporabo podpornih vektorjev, ki so v osnovi n-terčki.
Za določitev optimalne hiperravnine pa uporabljajo odmik značilk iz učne
množice do posamezne hiperravnine. Optimalna hiperravnina je tista, kjer je
odmik največji. Če jih primerjamo z ostalimi metodami, je metoda podpornih
vektorjev manj občutljiva na problem prekomernega prileganja učni množici.
Uporabna pa je tako za napoved vrednosti kot tudi za razvrščanje.
V osnovi je SVM namenjena razločevanju dveh razredov med seboj. Če
imamo razredov več, postopek ponovimo za vsak razred, ki ga želimo ločiti od
ostalih. Izhodǐsče te metode je množica učnih značilk, za katere vemo, kate-
remu razredu pripadajo. Vsak predmet predstavimo z vektorjem v vektorskem
prostoru, naloga metode pa je poiskati v tem n-dimenzionalnem prostoru
hiperravnino, ki ločuje predmete (točke) iz različnih razredov. Pri postavlja-
nju hiperravnine ni potrebno upoštevati vseh učnih vektorjev. Vektorji, ki
so daleč od hiperravnine, ne vplivajo na njeno lego. Njena lega je odvisna
od njej najbljižnjih vektorjev. Te vektorje imenujemo podporni vektorji in so
na sliki 5.9 označeni z zeleno. Razdalji hiperravnine od podpornih vektorjev
pravimo rob (angl. margin). Prednost SVM je točnost in neprilagajanje učni
množici, slabost pa računska zahtevnost.
Vsako hiperravnino lahko zapǐsemo kot množico točk X, ki zadošča:







Slika 5.9: Prikaz delovanja SVM metode.
w · x− b = 0, (5.5)
kjer · pomeni skalarni produkt, w je normala in je pravokotna na hiper-
ravnino, parameter b||w|| pa določa odmik hiperravnine od izhodǐsča vzdolž
normale. Izbrati je potrebno takšna w in b, da maksimizirata rob. Ta metoda
se je tudi v našem primeru izkazala za zelo uspešno.
5.5 Ocenjevanje učinkovitosti metod stroj-
nega učenja
Za razvoj učinkovitega postopka strojnega učenja potrebujemo metode za
vrednotenje modelov, ki jih dobimo z uporabo metod strojnega učenja. Na ta
način lahko med sabo primerjamo različne metode strojnega učenja in izberemo
najbolǰso. Za primerjavo posameznih metod strojnega učenja potrebujemo
sistematičen način za oceno delovanja in primerjavo posameznih metod.
Rezultat izvajanja metod strojnega učenja je naučeni model obravnavanega
sistema. Med sabo primerjamo učinkovitost delovanja različnih modelov in
s tem metod strojnega učenja, ki smo jih uporabili za gradnjo teh modelov.
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Za učenje in testiranje modela sistema imamo v večini primerov omejen
podatkovni nabor – nabor vzorcev z rezultati. Ta nabor podatkov moramo
uporabiti za učenje in testiranje modela. Za učinkovito učenje moramo model
naučiti s kar največ učnimi vzorci. Skupek učnih vzorcev imenujemo učna
množica. Fazi učenja modela sledi faza testiranja le-tega. Model testiramo s
testno množico podatkov. Testna množica podatkov je sestavljena iz vzorcev
podatkov, opremljenih s pripadajočimi rezultati. Pri testiranju modela z
modelom izračunamo rezultate vzorcev iz testne množice. Dobljene rezultate
primerjamo z znanimi rezultati. Za učinkovit test je potrebno model strojnega
učenja preizkusiti s kar največ testnimi vzorci. Pri testiranju je potrebno
uporabiti podatke, ki niso bili uporabljeni za gradnjo modela. Na ta način
dobimo rezultate, ki realno napovedujejo obnašanje modela na neznanih
podatkih [84].
Testiranje sistema za določanje bolezni na AFB slikah poteka v zadnji
fazi uporabe sistema, torej takrat, ko sistem zdravniku prikaže tip bolezni:
“maligno” ali “nemaligno”. Preden lahko merimo uspešnost sistema, je torej
potrebno sistem najprej naučiti. Razvoj sistema poteka v dveh fazah:
• faza učenja (v tej fazi se sistem uči o karakteristikah na posameznih
AFB področjih (ROI) in na podlagi odkritih lastnosti zgradi model za
oba tipa bolezni v obstoječi podatkovni množici),
• faza testiranja (sistem za vsako področje poǐsče tip bolezni ter izračuna
napovedano oceno).
Da sistem pravilno deluje v teh dveh fazah, mora imeti na voljo dve
podatkovni množici in sicer učno množico (angl. train set) ter testno množico
(angl. test set). Učno množico uporabi v fazi učenja, da iz nje razbere bolezni,
ki so histopatološko preverjene ter jih uporabi za gradnjo napovednega modela.
Testna množica pa se uporabi v fazi testiranja za primerjavo izračunanih
(napovedanih) ocen sistema z dejanskimi ocenami, ki so zabeležene v testni
množici.
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5.5.1 Mere učinkovitosti metod strojnega učenja -
razvrščanja
Ker je nabor rezultatov, ki jih v našem primeru napovedujejo modeli strojnega
učenja, končen in diskreten, lahko delo modelov obravnavamo kot razvrščanje
vektorjev lastnosti v razrede Ci. Razredi so označeni z oznakami ωi. Posamezni
vzorec – vektor značilk označimo z x. Dejstvo, da vzorec x pripada razredu
Ci, zapǐsemo kot:
x ∈ Ci (5.6)
Dogodek razvrščanja posameznega vzorca označimo z δ(x). Pri dogodku
razvrščanja pripǐsemo vzorcu X oznako razreda ωi. Definicija je podana v
enačbi 5.7:
δ(x) = ωi|x∈Ck (5.7)
Pravilno razvrščanje označimo:
δ(x) = ωi|x∈Ck i = k (5.8)
Ker v našem modelu pričakujemo neidealnosti, je mogoče, da naš model
napačno razvrsti vzorec x. Dogodek napačnega razvrščanja označimo kot:
δ(x) = ωi|x∈Ck i 6= k (5.9)
Rezultati zanesljivosti modela razvrščanja vektorjev lastnosti v posame-
zne razrede so predstavljeni v matriki razvrstitev (ang. confussion matrix).
Matrika je podana v tabeli 5.4. Njene dimenzije so M ×M , pri čemer je M
število razredov. Posamezna mesta v matriki predstavljajo število dogodkov
razvrstitev posameznega vzorca v posamezen razred [85]. V matriki je na me-
stih (i, k) zapisano število dogodkov razvrstitve vzorcev v posamezne razrede
pri preverjanju metode. Dogodki so definirani z enačbo 5.7. Dogodek pravilne
razvrstitve se zgodi v primeru i = k. Število teh dogodkov je zabeleženo v
diagonalnih elementih. Vsota vseh diagonalnih elementov matrike predstavlja
število vseh pravilnih razvrstitev, vsota vseh ostalih elementov pa predstavlja
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število vseh napačnih razvrstitev.
[pripada: C1 C2
C1 N (δ(x) = ω1|x∈C1) N (δ(x) = ω1|x∈C2)
C2 N (δ(x) = ω2|x∈C1) N (δ(x) = ω2|x∈C2)
]
Tabela 5.4: Matrika binarne razvrstitve (angl. confusion matrix).
Za vsak razred iz matrike razvrstitev izračunamo sledeče parametre [85]:
• delež vektorjev lastnosti x ∈ Ci, razvrščenih v ωi, δ(x) = ωi|x∈Ci med
vsemi vzorci, ki res pripadajo ωi (angl. true positive). Izračunamo ga
tako, da ustrezen diagonalen element matrike razvrstitev delimo z vsoto
cele vrstice, kateri pripada element,
• delež vektorjev lastnosti, razvrščenih v razred ωi, ki pripadajo drugemu
razredu ωk, δ(x) = ωi|x∈Ck , k 6= i, med vsemi vzorci, ki ne pripadajo ωi
(angl. false positive). Izračunamo ga tako, da od vsote vseh elementov
v matriki razvrstitev v obravnavanem stolpcu odštejemo diagonalen
element in dobljeno delimo z vsoto elementov v vseh ostalih vrsticah,
• delež pravilno razvrščenih vektorjev lastnosti. To so razvrstitve, ki res
spadajo v ωi, δ(x) = ωi|x∈Ci , med vsemi vektorji lastnosti, ki so bili
razvrščeni ωi (angl. precission). Izračunamo ga tako, da se opazovani
diagonalni element deli z vsoto vseh elementov v pripadajočem stolpcu.
Za vsako razvrščanje izračunamo sledeče parametre:
• delež pravilno razvrščenih S (število predstavlja delež pravilno
razvrščenih vzorcev med vsemi vzorci, ki so bili razvrščeni. Izračunamo
ga na sledeč način: Vsoto diagonalnih elementov matrike pravilno in
napačno razvrščenih delimo z vsoto vseh elementov te matrike),
• delež napačno razvrščenih (število predstavlja delež napačno razvrščenih
vzorcev med vsemi razvrščenimi vzorci. Izračunamo ga na sledeč
način: vsoto vseh nediagonalnih elementov matrike pravilno in napačno
razvrščenih delimo z vsoto vseh elementov te matrike).
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5.5.2 Vrednotenje natančnosti postopkov s testnim na-
borom podatkov
Preizkus učinkovitosti različnih modelov razvrščanja vektorjev lastnosti v
razrede je mogoče opraviti na več načinov. Pri najpreprosteǰsem se model
razvrščanja preizkusi s testnim naborom podatkov. Ker je v našem primeru
količina podatkov, namenjenih učenju in testiranju sistema, dokaj omejena,
smo uporabili metodo sorazmernega navzkrižnega preverjanja (angl. stratified
cross-validation) [86].
Navzkrižno preverjanje
Navzkrižno preverjanje (angl. cross validation) je statistična metoda za pre-
izkušanje učinkovitosti modelov, zgrajenih z metodami strojnega učenja [84].
Metoda se uporablja v primerih, ko ni na voljo dovolj velikega podatkovnega
nabora za učenje in testiranje naučenih modelov. V postopku navzkrižnega
preverjanja se za učenje modela in njegovo vrednotenje uporabi iste podatke.
Cena, ki jo plačamo za to, je velika računska zahtevnost postopka. V začetku
postopka določimo število pregibov danega podatkovnega nabora m. Število
pregibov pomeni število delitev podatkovnega nabora na podmnožice. V na-
daljevanju postopka vzorce v podatkovnem naboru naključno premešamo in
razdelimo v m enako velikih podmnožic. Po opravljeni razdelitvi se postopek
učenja požene m-krat. Pri vsaki iteraciji se m− 1 podmnožic podatkovnega
nabora uporabi za učenje modela, preostanek pa za testiranje modela. Re-
zultat vsakega testiranja modela se zabeleži v matriko razvrstitev. Ob koncu
postopka navzkrižnega preverjanja rezultate posameznih testiranj zberemo in
povprečimo. Dobljeni rezultat je dober približek zanesljivosti metode. Glede na
število delitev dane učne množice poimenujemo metodo vrednotenja m-kratno
navzkrižno preverjanje [84].
Mešanje učne množice pri deljenju na podmnožice je lahko povsem na-
ključno. Bolǰse rezultate dobimo, če uporabimo delno naključno mešanje.
Mešanje izvedemo na tak način, da so porazdelitve števila posameznih razre-
dov v vseh m podmnožicah, uporabljenih za učenje in preizkušanje, enake
porazdelitvi v celotnem podatkovnem naboru. Če je za mešanje uporabljen
ravnokar opisani način, govorimo o m-kratnem stratified navzkrižnem prever-
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janju.
V literaturi [84] avtorji navajajo, da je standarden način statističnega
ocenjevanja učinkovitosti metode strojnega učenja pri danem fiksnem naboru
podatkov uporaba 10-kratnega stratified navzkrižnega preverjanja. Obširni
testi na različnih metodah strojnega učenja so pokazali, da je 10 pravo število
pregibov za realno in pravilno oceno pravilnosti delovanja modela, naučenega
z metodami strojnega učenja. 10-kratno stratified navzkrižno preverjanje je
de facto standard na področju strojnega učenja. V literaturi [84] navedeni
testi so pokazali, da ni velike razlike med 10-kratnem stratified navzkrižnem
preverjanju in 10-kratnem navzkrižnem preverjanjem, ki ga prikazuje slika 5.10.
Stratified navzkrižno preverjanje je potrebno uporabiti samo v primerih, ko je
na voljo zelo omejen nabor podatkov [84].
.......
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Slika 5.10: Postopek 10-kratnega navzkrižnega preverjanja.
Ne glede na to, kateri pristop uporabimo, pri razvoju sistema vedno
upoštevamo vse podatke. V praksi si prvo množico podatkov (torej učno
množico) predstavljamo kot podatke, ki jih je imel sistem na voljo ob gradnji
modela.
Sorazmerno pridržanje dela množice
Sorazmerno pridržanje dela množice je metoda za vrednotenje razvrščevalnikov.
Množico označenih vzorcev razdelimo v dva dela in sicer učno in testno
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množico. Delitev v našem primeru je bila 2/3 vzorcev v učno množico in 1/3
v testno množico. Na sliki 5.11 je prikazana uporaba te metode [84].
Vsi označeni vzorci







Slika 5.11: Ocena točnosti z uporabo metode pridržanja dela množice.
Vrednotenje izpusti enega
Pri vrednotenju izpusti enega (angl. leave one out) [84] je za m izbrano
kar število vzorcev učne množice. Ker pri tem načinu vrednotenja modela
testni nabor podatkov nima enake porazdelitve razredov kot učna množica,
je dobljeni podatek o zanesljivosti modela manj zanesljiv, ampak še vedno
uporaben. Metodo uporabimo v primerih, ko imamo na voljo male podatkovne
nabore. V tem primeru lahko za učenje modela uporabimo kar največji del
učne množice.
5.6 Statistični test za primerjavo obeh upo-
rabljenih postopkov
Pri pregledu literature [87] smo zasledili, da se za preverjanje hipotez in
primerjavo dveh podobnih metod največkrat uporabi Wilcoxonov test pred-
značenih rangov. Studentov t-test predvideva [87], da sta povprečni oceni
72 POGLAVJE 5. METODA ZA UGOTAVLJANJE BOLEZENI V AFB
primerjanih metod x in y normalno porazdeljeni, česar pa pogosto ne moremo
zagotoviti, še posebej če imamo na voljo omejeno število rezultatov. Takrat
si lahko pomagamo z Wilcoxonovim testom predznačenih rangov (znanim
tudi kot Wilcoxonov test enakovrednih parov), ki ne zahteva normalne po-
razdelitve primerjanih vrednosti in predstavlja neparametrično alternativo
Studentovemu t-testu.
Naj bo x1, x2, . . . , xk zaporedje ocen učinkovitosti, ki smo jih dobili z
zaporednimi ovrednotenji ene metode na različnih podatkovnih množicah in
y1, y2, . . . , yk zaporedje ocen, ki smo jih dobili z ovrednotenjem druge metode
na paroma istih množicah. Potem lahko izračunamo razlike med posameznimi
pari vrednosti in jih označimo z di, i = 1, . . . , k. Razlike, ki so enake O,
zavržemo, saj k testu ne pripomorejo. Preostale razvrstimo po velikosti glede
na njihove absolutne vrednosti od najmanǰse naprej in jim dodelimo range.
Rang, ki se dodeli posamezni razliki di (i = 1, . . . , n; n ≤ k), je naravno
število, enako zaporedni številki vrednosti di v razvrščenem zaporedju. Če je
v zaporedju več enakih razlik, se vsem dodeli rang, ki je povprečna vrednost
vsote njihovih zaporednih številk (racionalno število). Nato se izračunata
vsoti rangov R+ in R− vseh razlik, ki so pozitivne, oziroma negativne, ter se
na podlagi njiju določi Wilcoxonova statistika, ki je kar enaka manǰsi izmed
obeh vsot:
W = min(R+, R−). (5.10)
Za izračun vrednosti z moramo od statistike W odšteti njeno pričakovano
povprečno vrednost in jo deliti s standardnim odklonom porazdelitve.
Pričakovana povprečna vrednost je enaka polovični vsoti vseh rangov:
µ = n(n+ 1)4 (5.11)












Za preverjanje ničelne hipoteze, da se primerjani metodi v svoji natančnosti
bistveno ne razlikujeta, lahko od izbrani stopnji zaupanja (α = 0.05) poǐsčemo
pripadajočo vrednost p, pri čemer lahko za n > 20 (po nekaterih virih n > 10)
predvidevamo, da je W normalno porazdeljena.
5.7 Zaključek
Tako naša predlagana metoda kot metoda Bountris težita k tem, da bi dobili
čimbolǰse rezultate. Prva metoda je časovno in računsko bolj zahtevna od
druge. Končni rezultat, katera je statistično bolj učinkovita, pa nam da test
statističnih hipotez (tabela 6.8). V načem primeru smo uporabili Wilcoxonov
test predznačenih rangov (angl. Wilcoxon’s signed rank test). Rezultat tega
statističnega testa je manǰsi od stopnje tveganja α = 0, 05 za tisto metodo, ki
je v našem primeru dala najbolǰse rezultate.
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6.1.2 Določitev parametrov Cannyjevega postopka de-
tekcije robov . . . . . . . . . . . . . . . . . . . . . 77
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6.2 Razvrščanje . . . . . . . . . . . . . . . . . . . . . . 80
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6.1 Razčlenjevanje
Da bi dodatno potrdili verodostojnost rezultatov samodejnega ugotavljanja bo-
lezenskih sprememb na AFB slikah, je bronhoskopist vizuelno, posamično – kot
v svoji standardni delovni praksi, pregledal AFB slike. Rezultate razčlenjevanja
je potrdil kot sprejemljive. V primeru, da pride na sliki do prevelikih odstopanj
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dobljenih krivulj od robov sumljivih področij, ponuja predlagana metoda
preprosto rešitev. Na vprašljivem mestu je potrebno ročno označiti področje
ter ponovno pognati postopek.
6.1.1 Barvna analiza
Pri opazovanju AFB slik 6.1a in 6.2a je očitno, da ne moremo razlikovati,
katero področje na sliki je maligno in katero je FP , saj v obeh slikah obsta-
jajo rjavo-rdeča področja. Biopsija teh področij je pokazala, da je sumljiva
bronhialna sluznica na sliki 6.1a malignom, medtem ko je na sliki 6.2a vnetje.
S pretvorbo AFB slike iz naše učne množice v barvni prostor HSV, smo
ugotovili, da obstajajo pomembne razlike v barvnem odtenku med navzočimi
barvami, ki so prisotne v malignih in FP področjih. Barvni odtenki malignih
področij so v razponu od 190◦ do 305◦, s povprečno vrednostjo 242◦ in
standardno devijacijo 25◦, medtem ko so odtenki na področjih FP v razponu
od 150◦ do 235◦ s povprečno vrednostjo 195◦ in standardno deviacijo 31◦. Z
uporabo tega postopka se maligna področja pojavljajo bolj v rdečkasti barvi
kot področja na FP slikah. Poleg tega smo transformirali ravnino barvnega
odtenka v sivinsko sliko, kot prikazuje slika 6.1 in 6.2. Maligna področja se
pojavljajo z večjo intenziteto svetlosti od FP področij.
Če primerjamo sliki 6.1c in 6.2c lahko nadzorno vidimo razlike pri uporabi
transformacije RGB prostora v HSV. Čeprav ne moremo razlikovati barvnih
odtenkov v sami AFB sliki v RGB prostoru, so v prostoru HSV razlike očitne.
(a) (b) (c)
Slika 6.1: Potek korakov računalnǐskega odkrivanja pljučnega raka.
Na sliki 6.3 je prikazanih šest primerov rezultatov razčlenjevanja samodejno
(zelene črte) in ročno razčlenjena področja na AFB slikah (bele črte). Slike
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(a) (b) (c)
Slika 6.2: Potek korakov računalnǐskega odkrivanja inflamacije.
(a) do (c) prikazujejo dobre rezultate, slike (d) do (f) pa nekoliko slabše, ki
pa so še vedno sprejemljivi, še posebej kar se tiče sumljivega področja.
Za test ponovljivosti metode smo določeno AFB sliko večkrat razčlenili z
različnimi nastavitvami. Razlike v dobljenih področjih so se gibale v mejah
±4 %. Tudi ta napaka je torej takega reda kot napake ročnih razčlenitev in
bi dovoljevala praktično uporabo postopka v klinične oziroma diagnostične
namene.
6.1.2 Določitev parametrov Cannyjevega postopka de-
tekcije robov
Cannyjev postopek za delovanje potrebuje tri parametre. Prvi je standardna
deviacija σ, ki nam definira stopnjo glajenja slike. Druga dva določata v
postopku histereznega upragovljanja dva praga (T1 in T2), ki sta potrebena
za določanje robnih točk. Ker sta praga med seboj odvisna, en prag določa
drugega. V literaturi [63] je razmerje 1:3. Vǐsji prag je določen kot povprečna
vrednost vseh pozitivnih vrednosti v sliki po koraku izločanja točk, ki niso
lokalni maksimumi. V našem primeru smo določili da je T1 = 40%T2, T2 =
0.8 ·maksimalni normalizirani gradient. V tabeli 6.1 so podane povprečne
vrednosti vseh treh parametrov.
Tabela 6.1: Parametri Cannyjevega postopka
AFB slika
parameter σ T1 T2
2,9 4,2 10,5




Slika 6.3: Primerjava rezultatov razčlenjenih AFB slik v prostoru HSV s
predlaganim postopkom (zelene črte) in ročno razčlenjene (bele črte). Na
slikah (a) do (c) so dobri rezultati, na slikah (d) do (f) pa nekoliko slabši.
6.1. RAZČLENJEVANJE 79
6.1.3 Ocene natančnosti rezultatov z merami ujemanja
površin
Omenjene mere ujemanja so bile narejena na 30 AFB slikah, del teh prikazuje
prikazuje tabela 6.2 (podpoglavje 4.3.3). Postopek primerjave smo izvedli v
obeh barvnih prostorih.
Tabela 6.2: Mere ujemanja ročno in samodejno razčlenjenih področij na osmih
AFB slikah: pozitivna (FPE) in negativna (FNE) napaka v odstotkih slikov-
nih elementov, relativni delež strinjanja (Aagr) in relativni delež nestrinjanja
(Adis)
Slika FPE [%] FNE [%] Aagr Adis prostor
1 9.1 6.8 0.92 0.18 HSV
1 10.7 9.6 0.87 0.23 RGB
2 7.4 6.9 0.93 0.17 HSV
2 8.7 9.9 0.85 0.21 RGB
3 7.5 7.7 0.92 0.18 HSV
3 9.2 8.7 0.89 0.20 RGB
4 3.7 8.8 0.94 0.16 HSV
4 7.7 6.8 0.90 0.21 RGB
5 10.4 3.7 0.93 0.16 HSV
5 12.4 8.1 0.89 0.23 RGB
6 8,7 12.6 0.89 0.25 HSV
6 11,2 16.1 0.85 0.27 RGB
7 10.7 11.8 0.89 0.25 HSV
7 13.6 18.0 0.84 0.29 RGB
8 12.7 8.7 0.87 0.24 HSV
8 15.0 11.1 0.82 0.27 RGB
Kljub primerljivosti napak ročne in samodejne razčlenitve v obeh prostorih
je potrebno utemeljiti visoke vrednosti napak. Te so v veliki meri posledica
nezadostne ločljivosti slik in slabo definiranih robov na AFB slikah. Slabo
definirani robovi nas pri razčlenjevanju primorajo v to, da zaradi negotovosti
mnoge obrobne slikovne elemente enkrat označimo kot del sumljivega področja,
drugič pa ne.
Po primerjavi površin detektiranih področij na AFB slikah smo dobili
najbolǰse rezultate v prostoru HSV. Predlagan postopek se je izkazal za
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primernega, kajti v povprečju se je površina ročno razčlenjene slike in slike
razčlenjene v prostoru HSV ujemala v 88 %, v prostoru RGB pa v 82 %. V
nadaljevanju bomo upoštevali bolǰso rešitev.
6.1.4 Časovna učinkovitost samodejnega postopka
Trenutna implementacija samodejnega postopka razčlenjevanja sumljivih
področij na AFB slikah zahteva pri opisani obliki slikovnih podatkov za
določitev področja čas okoli 1 sekunde na 3.5 GHz štirijedernem procesorju
QuadCore Intel Core i7-2600. Implementacija postopka je v realnem času v
primerjavi s časom ene minute, ki je potreben za ročno določitev sumljivega
področja na AFB sliki.
Ker je postopek na raziskovalni stopnji razvoja, je sedanja izvedba v celoti
pisana v programskem jeziku Matlab. S prevedbo kode v C ali v katerega od
drugih časovno učinkoviteǰsih programskih jezikov bi se izvajanje lahko še
pohitrilo.
6.2 Razvrščanje
Od vseh 22 malignih ROI je bilo za analizo teksture, izbiro značilk (FS) (angl.
Feature Selection) in za učenje razvrščevalnika (učna množica) uporabljenih
15, medtem ko se je preostalih 7 uporabilo za ocenjevanje metode FS in
razvrščevalnika (testna množica). Na podoben način smo uporabili preostalih
22 ROI, ki so bile razvrščene kot nemaligni primeri. Tabela 6.3 prikazuje
podrobno razdelitev podatkov za različne bolnike.
Tabela 6.3: Učna in testna množica naše baze slik
Maligni primeri Nemaligni primeri
Testna množica 15 15
Učna množica 7 7
Vseh skupaj 22 22
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6.2.1 Izločanje teksturnih značilk (Metoda Bountris)
Slika 6.4 prikazuje postopek, kako ustvarimo 25 TE slik ROI. Na AFB sliki
smo najprej določili področje zanimanja (podpoglavje 6.1.1), potem pa smo
vzeli tisto področje, na katerem je bila odvzeta biopsija (slika 6.4). To področje
smo pretvoriti v barvni prostor HSV 6.4. Iz transformirane slike v prostoru
HSV smo nadalje uporabili samo H komponento 6.4. S konvolucijo vseh 25
Lawsovih mask smo dobili 25 TE slik 6.4. Za vsako TE sliko izračunamo 29
statistik tekstur in dobimo 725 značilk za vsak ROI. Ta postopek smo ponovili
za vsako od 44 ROI iz nabora podatkov, kar ima za posledico 44×725 značilk.
Celotna množica značilk je bila nato uporabljena pri določitvi, katera od 725





Slika 6.4: Potek korakov računalnǐskega odkrivanja malignih področij.
6.2.2 Izbira značilk in razvrščanje (Metoda Bountris)
Pri uporabi GA je bilo izvršenih Ng = 200 generacij. Začetna populacija
kromosomov je bila Np = 3000. Postopek “ruleta” je bil uporabljen za izbiro
“staršev” vsake generacije in metoda “križanja” je bila uporabljena za izvajanje
križanja [77, 78]. 70 % od vsake generacije je bilo ustvarjenih z metodo
križanja, 20 % z metodo mutacije in 10 % so najbolǰsi posamezniki iz preǰsnje
generacije, ki se prenesjo v naslednjo generacijo (elitizem). V prvem primeru
smo uporabili GA metodo za izbiro značilk, da bi našli optimalno vrednost l.
Najmanǰsa napaka CER je bila pri vrednosti l = 10, kar v našem primeru
pomeni, da smo izbrali 10 značilk. V tabeli 6.4 je prikazano, katere vrste
statistik in za katere Lawsove filtre od vseh 725 značilk smo izbrali.
82 POGLAVJE 6. REZULTATI
Tabela 6.4: Teksturne značilke dobljene z GA metodo
Značilke Texturne statistike Lawsovi filtri
1 Razlika varianc (GLCM) L5R5
2 Standardna deviacija (FOS) S5W5
3 Različnost (GLCM) R5L5
4 Entropija (GLCM) E5L5
5 Vsota povprečij (GLCM) L5S5
6 Standardna deviacija (FOS) S5L5
7 Standardna deviacija (FOS) W5W5
8 Razlika varianc (GLCM) R5S5
9 Vsota povprečij (GLCM) E5L5
10 Entropija (FOS) S5S5
Z uporabo zgoraj omemnjene metode smo izbrali 10 TE značilk in dobili 10-
dimenzionalni prostor značilk. V nadaljevanju smo uporabili tri razvrščevalnike
in sicer Naivni Bayes, k-NN, kjer smo za k izbrali 5 ter SVM. Tabela 6.5
prikazuje dobljene rezultate. Iz tabele je razvidno, da smo dobili najbolǰse
rezultate s pomočjo SVM razvrščevalnika.
V drugem primeru smo uporabili metodo PCA za zmanǰsanje pro-
stora značilk. Iz nabora 725 značilk smo določili 10-dimenzionalni prostor
značilk (glavnih komponent) za učenje in testiranje klasifikatorjev. Upora-
bili smo vse zgoraj omenjene. V tabeli 6.6 so prikazani rezultati uporabe
10-dimenzionalnega vektorja značilk PCA. Za vrednotenje metode Boutris
smo izračunali točnost (enačba 3.5). Če primerjamo rezultate vidimo, da
smo z metodo PCA dobili bolǰse rezultate pri k-NN razvrščevalniku ter NB
razvrščevalniku, kot pri GA metodi.
Tabela 6.5: Primerjava metode Bountris z izbiro značilk GA in PCA






Povprečna točnost 89.9 91.0
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6.2.3 Izbira značilk in razvrščanje (predlagana me-
toda)
Ker vidimo, da so razlike med PCA in GA majhne, smo se odločili da
bomo metodo Bountris in našo predlagano metodo med seboj primerjali. Za
predlagano metodo smo vzeli vseh enajst značilk (tabela 5.3). Tabela 6.6 nam
prikazuje primerjavo rezultatov za obe metodi.
Tabela 6.6: Primerjava metode Bountris in naše predlagane metode
Metoda Bountris Metoda Bountris Predlagana metoda
GA PCA /
Razvrščevalnik točnost točnost točnost
k-NN 88.4 90.7 90.9
NB 89.3 90.4 91.5
SVM 95.4 92.1 95.8
Povprečna točnost 91.0 91.1 92.7
Za vrednotenje obeh metod smo izračunali točnost. Tabela 6.7 nam podaja
še ostale mere za vrednotenje obeh metod za naivni Bayesov klasifikator. Iz
tabele je razvidno, da naša predlagana metoda deluje bolǰse, oziroma daje
bolǰse rezultate. Že v podpoglavju 3.4.2 smo omenili, da bomo primerjali obe
metodi. Za primerjavo smo izbrali Wilcoxonov test predznačenih rangov, ki
ga bomo opisali v nadaljevanju.
Tabela 6.7: Primerjava preostalih mer za vrednotenje obeh metod
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6.2.4 Statistični test za primerjavo razvrščevalnih po-
stopkov
Za preverjanje ničelne hipoteze, da se primerjani metodi v svoji natančnosti
razlikujeta, lahko ob izbrani stopnji zaupanja (α = 0.05) poǐsčemo pripa-
dajočo vrednost p, pri čemer lahko za n > 20 (po nekaterih virih n > 10)
predvidevamo, da je W normalno porazdeljena. V tabeli 6.8 prikazujemo
Wilcoxonov test predznačenih rangov za obe metodi.
Tabela 6.8: Wilcoxonov test predznačenih rangov za natančnost, priklic in
AUC
natančnost priklic AUC
p 0.0112 0.0052 0.00063323
Iz tabele 6.8 je razvidno, da se metodi v vseh treh merah razlikujeta.
Potrjena je alternativna hipoteza H1, da so razlike značilne (signifikantne),
zato ničelno hipotezo H0 zavrnemo.
6.3 Zaključek
Z uporabo obeh predlaganih metod in njihovo ovrednotenje smo dobili optima-
len način FS, izbrali najbolǰsi razvrščevalnik in najbolǰso kombinacijo značilk.
Poleg tega so bili najbolǰsi rezultati doseženi z uporabo desetih značilk, ki smo
jih pri metodi Bountris dobili iz predlaganih teksturnih značilk. Z uporabo
predlaganih metod v kombinaciji z FS in razvrščevalnimi metodami smo
dosegli visoko točnost in sicer pri metodi Bountris 95,4 % ter pri naši predla-
gani metodi 95,8 % z razvrščevalnikom SVM. V obeh primerih smo dosegli
zadovoljivo raven natančnosti na proučevanih AFB slikah, zato predlagane
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Temeljna značilnost medicinskih slik je kompleksnost slikovne vsebine, ki
je posledica kompleksnosti človeške anatomije. Poleg opazovane strukture so
na sliki prisotne sosednje strukture s pogosto sorodnimi fizikalnimi lastnostmi,
kar v interpretacijo slike vnaša negotovost. Slikovna informacija je pogosto
lokalno nezanesljiva ali manjkajoča. Ključna lastnost medicinskih slik pa
je variabilnost, ki jo iste strukture izkazujejo med medicinskimi slikami.
Vzroka za variabilnost sta dva. Prvi je biološke narave, kamor sodijo biološke
raznolikosti med organizmi, njihova rast, staranje, obolevanje in poškodbe.
Drugi je tehnične narave, kot na primer spremenljiva lega pacienta med
zajemanjem slike in spremenljive lastnosti uporabljene opreme. V postopkih
interpretacije medicinskih slik je na sliki vsebovano informacijo zato potrebno
kombinirati z a priori znanjem o slikanih strukturah, vsebini slike in načinu
njenega zajemanja.
Ključni problem pri samodejni analizi medicinskih slik in razvrščanju je
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način podajanja a priori znanja, na podlagi katerega bodo rezultati detekcije in
razvrščanja dovolj dobri za praktično uporabo. Pogosto pa tako podano znanje
še vedno ne zadostuje za detekcijo in razvrščanje slik kompleksnih struktur.
Postopki analize medicinskih slik so zato dandanes zasnovani interaktivno, kjer
preiskovalec nadzoruje postopek analize ter ga po potrebi popravlja in vodi
do želene rešitve. V prihodnosti lahko pričakujemo še obilneǰse vključevanje a
priori znanja v postopke analize slik, ki bodo na ta način postajali zanesljiveǰsi,
avtonomneǰsi in uporabniku prijazneǰsi.
V doktorski disertaciji smo prestavili postopke in metode za določitev
sumljivih področij ter razvrščanje le-teh. Ti postopki s svojo učinkovitostjo,
nizko računsko kompleksnostjo in hitrostjo izkazujejo primernost za delovanje
v kliničnem okolju.
Raziskali smo, kako uporabiti postopke detekcije in strojnega učenja za
samodejno interpretacijo rezultatov na AFB slikah. Uporabili smo kombinacijo
obeh postopkov, s katerima smo predlagali celoten postopek, ki naj bi izbolǰsal
preiskavo v smeri zgodneǰsega odkrivanja pljučnega raka oziroma prekanceroz.
Postopek temelji na podlagi diagnostičnih podatkov (histopatološki podatki)
in pripadajočih odločitev specialistov bronhoskopije.
Natančnost določanja sumljivih področij na AFB slikah je bistvenega
pomena za določanje tipa bolezni. V predlaganem postopku smo določili
iskanje sumljivih področij s predhodnim filtriranjem AFB slik. Na ta način
izkoristimo dobre lastnosti neizotropnega filtriranja in Cannyjevega postopka
iskanja robov, kot sta neobčutljivost na lokalne slikovne elemente in relativno
majhna računska zahtevnost (podpoglavji 4.3.2). Sumljiva področja (ROI)
prekanceroze in malignoma na AFB slikah smo nato primerjali iz predhodno
razčlenjenih slik specialistov.
Po določitvi ROI smo izvedli primerjavo dveh postopkov za določitev
značilk. Postopek Bountris uporablja teksturne značilke na izbranem po-
dročju, ki izhajajo iz matrike FOS in GLCM. Naš predlagan postopek pa
izhaja iz značilk na histogramu slike ter Gaussovi porazdelitvi slikovnih ele-
mentov. Za razvrščanje vzorcev med sumljivimi vzorci in vzorci malignoma
smo izbrali optimalno množico značilk (v našem primeru 11), ter uporabili tri
razvrščevalnike in sicer naivni Bayes, k-NN razvrševalnik ter razvrščevalnik
z metodo podpornih vektorjev (SVM). Pri slednjem smo dobili najbolǰse re-
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zultate. Uspešnost binarnih razvrščevalnih postopkov smo merili z različnimi
merami, kot so natančnost, senzitivnost, specifičnost in površina pod kri-
vuljo (AUC). Oba postopka težita k temu, da bi izbolǰsali specifičnost in
senzitivnost AFB z zmanǰsanjem FP rezultatov in s tem zmanǰsali veliko
nepotrebnih biopsij. Predlagan postopek je časovno in računsko manj zahte-
ven od postopka Bountris. Za primerjavo obeh postopkov smo uporabili še
statistični Wilcoxonov test predznačenih rangov. Za naš predlagani postopek
smo dobili signifikantno vrednost pod vrednostjo zaupanja, kar je potrdilo,
da je predlagani postopek učinkoviteǰsi.
V doktorski disertaciji smo z doseženimi rezultati postavili izziv za razi-
skovanje novih postopkov tako za detekcijo kot končno razvrščanje sumljivih
področij. Predlagali smo postopek, ki se je s testiranji na naši bazi pokazal kot
zmogljiv, računsko nezahteven, s čimer dopolnjujemo nabor postopkov, ki so
trenutno uporabljeni. S tem smo potrdili primernost predlaganega postopka
za samodejno določanje tipa bolezni na AFB slikah.
7.1 Omejitve in nadaljnje delo
V tem razdelku naslavljamo nekatere omejitve predstavljenega dela in
nakažemo smernice za nadaljnje delo. Samodejno iskanje sumljivih področij je,
kot tudi večina drugih samodejnih iskanj različnih objektov, zahtevna naloga,
predvsem zaradi pomembnih variacij vzorcev, ki jih težko parametriziramo
analitično. Zaradi vse bolj razširjenih in obsežnih slikovnih podatkovnih baz
je njihovo samodejno preiskovanje izredno pomembno.
Večina razvitih postopkov ima vsaj eno od dveh najpogosteǰsih pomanj-
kljivosti:
• prevelika računska (časovna, prostorska) kompleksnost in/ali,
• premajhna učinkovitost.
Pri določenih problemih pri obdelavah slik je praktično nesmiselno delati
s kompleksneǰsimi modeli, če nam že enostavni ponujajo dovolj veliko količino
informacij. Ta stavek je predstavljal vodilo pri snovanju predlaganih postopkov.
Postopek je zasnovan nad množico dokaj različnih slik (učno množico), pri
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tem smo uporabili strojno učenje. Cilj postopka je bil doseči točnost določitve
sumljivega področja ter razvrščevalno točnost (tip bolezni), ki ustrezajo
naslednjim zahtevam oziroma omejitvam:
• vhodna slika mora biti v dovolj veliki ločljivosti, sumljivo področje mora
biti dovolj veliko1,
• občutljivost v področju rdečo-rjave barve,
• delovanje v realnem času na osebnem računalniku,
• samo eno sumljivo področje na AFB sliki,
• da je sumljivo področje zaključena celota in se nahaja znotraj slike.
Postopek združuje ideje pristopa na osnovi barv ter na osnovi značilk.
Učinkovitost predlaganega postopka je bila testirana nad neodvisno množico
slik (testno množico). Iz rezultatov lahko sklepamo, da lahko postopek, ob
upoštevanju vseh omejitev, doseže skoraj 100-odstotno razvrščevalno točnost,
vendar to pomeni, da se omejimo na določeno domeno slik, ki ustrezajo točno
določenim zahtevam in se oddaljimo od željene univerzalnosti. To trditev lahko
podkrepimo z dejstvom, da nad testno množico postopek v večini primerov
pravilno določi maligno območje ter tip bolezni (točen podatek: 22 malignih
področij od 44 celotnih področij / najdenih 21 malignih področij=95.45 %).
Univerzalnosti pa postopek zaradi omejitev in temu primerne zasnove ne
more doseči. Tako ni primeren kot izhodǐsče za načrtovanje fleksibilneǰsega
postopka, dovolj učinkovit pa je, da bi lahko bil uporabljen v aplikacijo kot
pomoč, katero omejitve postopka ne bi ovirale, sama pa bi zahtevala hitro
delovanje. Smernice za nadaljne delo lahko torej ǐsčemo na več mestih:
• nadgraditev postopka tako, da bi se približal oziroma dosegal 100-
odstotno razvrščevalno točnost nad določeno domeno AFB slik, ki
ustrezajo točno določenim zahtevam,
• zasnova fleksibilneǰsega postopka,
1Slike v učni in testni množici so velike 800x600 slikovnih elementov, sumljivo področje
mora biti veliko vsaj 100x100 slikovnih elementov.
7.2. PRISPEVKI K ZNANOSTI 89
• zasnova programske opreme, ki bi uspešno uporabljala predlagan posto-
pek,
• nadgraditev postopka tako, da bi ločeval še druge histološke razvrstitve
(spremembe),
• pohitritev samega postopka (drugi programski jezik)
7.2 Prispevki k znanosti
Delo, predstavljeno v tej disertaciji, je pripeljalo do treh originalnih prispevkov
k znanosti.
7.2.1 Razvoj celotnega postopka samodejnega razpo-
znavanja ROI
Pri ugotavljanju patologije na bronhialni sluznici z diagnostičnimi metodami
slikovne diagnostike smo razvili postopek za ugotavljanje sumljivih področij
neodvisno od subjektivne ocene preiskovalca. V doktorski disertaciji smo v
podpoglavju 4.3.2 vpeljali in v podpoglavju 6.1.3 preizkusili postopek za
ugotavljanje sumljivih področij na AFB sliki. Predlagan postopek se sestoji iz
kombinacije različnih metod iz področja obdelave slik za določitev sumljivega
področja na AFB slikah. Slikovno diagnostiko bronhialne sluznice s histološko
dokazanim spremembam smo primerjali s subjektivno označenimi področji
(ocena preiskovalca z biopsijami). Določili smo področje zanimanja za nadaljnjo
ugotavljanje tipa sumljivih sprememb. Namen razvoja postopka je usmerjen v
izbolǰsanje specifičnosti AFB in posledično bi lahko dosegli zmanǰsanje števila
nepotrebnih biopsij, kar smo objavili v [51] .
7.2.2 Določitev novih značilk za AFB
Obstoječe postopke [29,30] za izbiro značilk, na podlagi katerih lahko AFB
slike razvrstimo v slike malignega in nemalignega tkiva, smo nadgradili z novim
predlaganim postopkom za izbiro značilk na AFB slikah. Omenjeni postopek
smo opisali v podpoglavju 5.2.2 ter objavili v [69]. Pri analizi ROI področja in
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same narave zajema AFB slik vidimo, da je potrebna informacija za odločitev
ali AFB slika predstavlja maligno ali nemaligno tkivo zajeta v ravninah R in
G barvnega prostora RGB. Porazdelitev posameznih nivojev ravnin R in G je
normalna, zato ju je mogoče aproksimirati z dvema Gaussovima funkciijama.
Parametri obeh gaussovih funkcij ter njuno presečǐsče predstavljajo predlagani
nabor značilk, na podlagi katerega lahko slike AFB uspešno razvrstimo v
slike malignega in slike nemalignega tkiva. Z uporabo opisanih značilk smo na
dostopnem naboru AFB slik dosegli signifikantno bolǰse rezultate razvrščanja
(p(AUC) = 0.00063323) kot z obstoječo metodo objavljeno v [29,30]. Poleg
tega je predlagano število značilk 11, kar je bistveno manj od števila značilk
avtorjev [29,30] 725, kar pospeši obdelavo AFB slik in omogoča razvrščevanje
v realnem času na trenutno dostopni računalnǐski opremi.
7.2.3 Razvoj postopka za ugotavljanje sumljivih po-
dročij na AFB slikah
Pridobili smo potrebno število AFB slik tako normalne bronhialne sluznice,
sumljive bronhialne sluznice, ki je bila histopatološko potrjena kot inflamacija
ter sumljivo bronhialno sluznico, potrjeno kot maligna. V podpoglavju 5.1.2
smo opisali postopek, ki omogoča sprotno ugotavljanje sumljivih področij
neodvisno od subjektivne ocene preiskovalca. Trenutno preiskovalec skuša
najti sumljive spremembe na bronhialni sluznici subjektivno in se odloči za
diagnostično biopsijo. V našem primeru nam predlagan postopek določi tip
sumljive spremembe z večjo specifičnostjo. Kot rezultat dobimo razvrščeno
tkivo (sumljivo področje) s tipom bolezni “maligno” ali “nemaligno”, kar smo




Vsak barvni sistem določajo tri barvne značilke, ki tvorijo tridimenzionalni
barvni prostor, v katerem barvi vsakega slikovnega elementa ustreza točka [88].
Seveda je možno izbrati n, (n ≥ 1) barvnih značilk iz različnih barvnih
sistemov, ki tvorijo n-dimenzionalni prostor značilk.
HSV barvni sistem
Zaznavanje barv pri človeku primerno ponazarja nabor značilk H (barvni
odtenek), S (nasičenje) in V (inteziteta). H je barvna podoba vizualnega
vtisa, S je relativna vsebina bele barve, ki jo vsebuje določen barvni odtenek
in V je intenziteta svetlobe, ki jo oddaja neko svetilo ali pa jo odbija površina.
Problem značilke H je nestabilnost pri majhnih vrednostih nasičenja S zaradi
nelinearne transformacije.
• Barvne značilke
H, S in V
• Transformacija
H = arccos 0.5[(R−G)− (R−B)]√
(R−G)(R−G) + (R−B)(R−G)
; če je B < G,
(7.1)
H = 360−arccos 0.5[(R−G)− (R−B)]√
(R−G)(R−G) + (R−B)(R−G)




S = 1− 3
R +G+Ba; a = min(R,G,B). (7.3)
V = R +G+B3 , (7.4)
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