To assess the performance of two approaches to the system response matrix (SRM) calculation in pinhole single photon emission computed tomography (SPECT) reconstruction. Methods: Evaluation was performed using experimental data from a low magnification pinhole SPECT system that consisted of a rotating flat detector with a monolithic scintillator crystal. The SRM was computed following two approaches, which were based on Monte Carlo simulations (MC-SRM) and analytical techniques in combination with an experimental characterization (AE-SRM). The spatial response of the system, obtained by using the two approaches, was compared with experimental data. The effect of the MC-SRM and AE-SRM approaches on the reconstructed image was assessed in terms of image contrast, signal-to-noise ratio, image quality, and spatial resolution. To this end, acquisitions were carried out using a hot cylinder phantom (consisting of five fillable rods with diameters of 5, 4, 3, 2, and 1 mm and a uniform cylindrical chamber) and a custom-made Derenzo phantom, with center-to-center distances between adjacent rods of 1.5, 2.0, and 3.0 mm. Results: Good agreement was found for the spatial response of the system between measured data and results derived from MC-SRM and AE-SRM. Only minor differences for point sources at distances smaller than the radius of rotation and large incidence angles were found. Assessment of the effect on the reconstructed image showed a similar contrast for both approaches, with values higher than 0.9 for rod diameters greater than 1 mm and higher than 0.8 for rod diameter of 1 mm. The comparison in terms of image quality showed that all rods in the different sections of a custom-made Derenzo phantom could be distinguished. The spatial resolution (FWHM) was 0.7 mm at iteration 100 using both approaches. The SNR was lower for reconstructed images using MC-SRM than for those reconstructed using AE-SRM, indicating that AE-SRM deals better with the projection noise than MC-SRM.
INTRODUCTION
Molecular imaging techniques play a valuable role in preclinical areas such as drug development, gene expression, and nanoparticle-based cell therapy monitoring. [1] [2] [3] [4] [5] [6] In particular, single photon emission computed tomography (SPECT) has become an essential tool in this field 7 thanks to its ability to provide images of peptides, antibodies, and hormones labeled with Technetium (Tc-99m) and other radio-isotopes. The relatively slow diffusion of these molecules allows the imaging of processes such as cell division, infection, and inflammation. Furthermore, pinhole SPECT provides high resolution images thanks to the use of pinhole instead of parallelhole collimators. This, enables us to achieve submillimeter spatial resolution when the object is positioned close to the pinhole. [8] [9] [10] [11] This advantage comes at the expense of a reduced field of view which restricts the clinical use of these imaging systems.
On the other hand, tomographic reconstruction methods play a vital role in the quality of the images, and algorithms that include accurate description of the acquisition process can lead to high spatial resolution images. Iterative statistical reconstruction algorithms have become standard procedures in SPECT, offering the possibility of improved image quality with respect to analytical methods. [12] [13] [14] The most common statistical reconstruction method is the maximum likelihood expectation maximization (ML-EM), 15 and its accelerated version, the ordered subsets expectation maximization (OS-EM). 16 The key element of this statistical reconstruction algorithm is the system response matrix (SRM), which models the relationship between the image and the projection space. In recent years, different methods to obtain the SRM have been reported, those that model the SRM analytically, with or without experimental characterization, and those that make use of Monte Carlo (MC) simulation.
In the analytical approach, the elements of the SRM are calculated using geometrical ray-tracers [17] [18] [19] so that only the effects of the geometrical component are considered. The geometrical contribution computes detected photons by considering photon propagation in a rectilinear path as they travel in a homogeneous medium and through the point-aperture of the pinhole collimator. In order to include other effects such as intrinsic detector response, finite aperture, and septal penetration, the SRM has to be factorized into several submatrices, 20 each of which is related to a relevant aspect of the image formation. 21, 22 The intrinsic detector response contribution computes detected photons by considering photon interactions within the detector. The finite aperture effect takes into account that the pinhole collimator is actually a finite circular aperture. The septal penetration contribution computes detected photons coming from the pinhole collimator edges. All this requires a laborious characterization of the system through experimental measurements, so that the system response is incorporated into the reconstruction process using different point spread function (PSF) models. 23, 24 When modeling is carried out using MC simulations, the resulting elements of the SRM include a full system response, thus presenting an alternative to factorization and experimental characterization. To date, the robustness of these techniques for SPECT has already been demonstrated for both parallel [25] [26] [27] [28] and pinhole collimators, 29, 30 but implementation involves a challenging computational task since pinhole SPECT simulations are time consuming. Because of this, several variance reduction methods based on forced detection techniques have been put forward. [31] [32] [33] These techniques are based on forcing each emitted photon to a circular area in the pinhole aperture, which considerably increase the number of detected events.
In summary, analytical computation of the SRM is fast but requires an experimental characterization of the system to include other effects in addition to the geometrical component. On the other hand, computation of the SRM by using MC simulations allows a full characterization without experimental measurements, but it is very time consuming. Nowadays, although it is well known that accurate modeling of the SRM is crucial in statistical reconstruction, it is still unclear which is the most suitable approach for each application. In a previous work, 34 we compared different analytical techniques and MC computation of the SRM for 3D PET reconstruction. Our findings showed that MC computation of the SRM yields small improvements in terms of contrast and spatial resolution with respect to the analytical approach.
The aim of the present work is to assess the performance of different approaches to the SRM calculation in low magnification pinhole SPECT reconstruction. The SRM was computed in line with two approaches, based on (1) Monte Carlo simulation (MC-SRM) and on (2) analytical techniques in combination with an experimental characterization (AE-SRM).
MATERIALS AND METHODS

2.A. Pinhole SPECT scanner
Our work focuses on a pinhole SPECT system 35 consisting of a rotating flat detector with a monolithic scintillator crystal (Cesium Iodine, CsI) of 50 × 50 × 4mm 3 coupled to a Hamamatsu H8500 position sensitive photomultiplier (PS-PMT) and 1 mm diameter tungsten pinhole with a knife-edge 90
• aperture. 36 The gamma camera is attached to a variable radius system so that sensitivity and spatial resolution can be optimized by adjusting the radius of rotation to the size of the object.
2.B. System response matrix
As stated above, the key element of any statistical reconstruction algorithm is the SRM. Each element a ij of this matrix corresponds to the probability that a photon emission in voxel j results in the detection of an event by detector element i. Therefore, if q j is the original radioactivity distribution in voxel j and n i is the statistical noise in the projection, the measured projection p i can be described by the following equation:
where
, and I and J are the total number of projection bins and the total number of image voxels, respectively.
2.C. Monte Carlo SRM
MC simulations were used to obtain an accurate description of all the phenomena involved in the SPECT imaging process, which relates the activity distribution to the photons collected by the detector. The complete SRM was obtained without factorization: r GEANT4 simulations: The complete system response was obtained by using GEANT4 (v9.4) simulations 37 of a cylinder equal in size to the field of view (FOV) and filled with a Tc-99m solution of uniform activity concentration. 25, 29 Simulation took into account most of the physical phenomena involved in radiation-matter interactions, including the gamma emission, pinhole collimation, and gamma detection. Thus, photoelectric effect, and Compton and Rayleigh scatter were modeled for gamma rays whereas multiple scattering and ionization were modeled for electrons. Characteristic x rays of tungsten were not included because their contribution to the energy window centered on 140 keV is negligible. To overcome the problem of large computing time, parallel simulations were performed on a computing grid composed of 1000 computing elements. The intrinsic response of the detector was modeled by considering two contributions: photon interactions within the detector and optical transport. The contribution of photon interactions was considered by tracking the photons within the detector, recording the Compton interactions for each photon in order to compute the energy-weighted centroid and total energy deposited. The tracking for optical photons was modeled by applying a Gaussian blurring of 1.6mmFWHM.
r Variance reduction techniques: Methods for variance reduction were implemented into GEANT4 based on forced detection, so as to obtain almost noise-free simulations within a reasonable time. Thus, accelerated MC simulations 38 were carried out by forcing the direction of photons toward a circular area centered on the pinhole collimator. The detected photons were weighted to compensate for the fact that emission was constrained within a limited solid angle. The number of simulated histories was 2 × 10 4 (realizations) in 60 projections and 10 6 photons per projection, resulting in 12 × 10 11 total simulated histories and finally 10 8 detected events.
2.D. Analytical and experimental SRM
Computation of the different elements of the SRM can be a very tedious task, due to the large size of the matrix. To facilitate the computation, the complete matrix was divided into several submatrices, 20 each related to a relevant aspect in the image formation process:
r Geometrical component: This was obtained using a fast
Siddon ray-tracer. 17 Each element of the matrix was computed as the length of intersection between lines (bin-voxel) and individual voxels.
r Intrinsic detector response: An experimental characterization of the intrinsic spatial detector response was carried out through measurements using a pencil beam. This beam was created by collimating a source using a lead cylinder 30 cm long and 2 mm thick, with its ends closed by two circular lead covers, 4 mm thick. The source was placed on the inner side of one of the covers, while a hole of 0.5 mm in diameter was drilled in the opposite cover. A set of intrinsic detector responses was obtained for different angles of incidence and stored in LUTs according to incidence angles (from 0
• to 46 • in steps of 2
• ) and polar angles (from 0
r Finite aperture and septal penetration: Analytical models of finite aperture and septal penetration were also included. To this end, an equivalent aperture diameter yielding a geometric resolution equal to the total resolution of the real pinhole was considered. 39 Scatter in the collimator was not considered.
Finally, each element of the SRM was generated as the convolution of a projected voxel (including the geometrical component, finite aperture and septal penetration) with the intrinsic detector response corresponding to the incidence and polar angle between the ray and detector surface (from LUTs).
2.E. Image reconstruction
Once the SRM was obtained, the maximum likelihood expectation maximization algorithm (ML-EM), 15 with its accelerated version, the ordered subsets expectation maximization, 16 was used for the reconstruction. The image is obtained from comparisons between estimated and measured projection data, in such a way that each element q j of the image at iteration k + 1 is updated in accordance with the following equation:
An iteration of algorithm is thus defined as a single pass through all the subsets, where a ij is an element of the SRM; i ∈ [1, I n ] is the projection bin; I n is the number of projection bins in the subset n (n ∈ [1, SB], SB is the number of subsets); j ∈ [1, J] is the image voxel, being J the number of image voxels; p i is the measured projection data;p i is the estimated projection data which is obtained after forward projection of the estimated image at iteration k aŝ
s n j is an element of the sensitivity image s, which represents the probability that a photon emission occurring in voxel j is detected. It can be obtained by adding all projection bin values of the subset n of the SRM in accordance with
2.F. Mechanical misalignments and calibration
The mechanical misalignments and system response modeling are closely related topics in pinhole SPECT imaging, and a reconstruction method implemented without the ability to correct for geometric misalignments is of little interest in practical molecular imaging studies. That is why the reconstruction of pinhole SPECT data requires a correct description of the acquisition geometry and this information needs to be included in both the analytical calculations and MC simulations.
2.F.1. Definition of mechanical misalignments
The object is defined in the xyz system, with the z axis along the rotation axis ( Fig. 1 ) so that for a given rotation angle θ (angle between the detector surface and the x axis), a point (x, y) of the activity distribution A(x, y, z) is projected through the pinhole with d diameter onto the point (u, v)o f the detector. The origin of the uv system is perpendicular to the projection of the origin of the xyz system on the detector. To consider mechanical misalignments, the geometry of the acquisition can be completely described using seven calibration parameters. 40 The radius (r), is the distance between the center of the hole and the center of rotation. The focal length (f) is the distance between the center of the hole and the detector. The mechanical offset (m) is the distance between the rotation axis and the pinhole projection ray orthogonal to the detector. The tilt angle is the angle between the detector and the rotation axis. The twist angle is the angle describing a rotation of the detector around an axis parallel to the central ray. The electrical shifts (e u and e v ) account for a collective trans-FIG. 1. Rotating-camera geometry, where z axis is the rotation axis of the system, and A(x, y, z) is the activity distribution defined in the xyz system and projected into the uv system through the pinhole (d diameter).
lation of the projection image caused by a drift of the detector hardware.
2.F.2. Calibration acquisition
The seven calibration parameters (r, f, m, e u , e v , and tilt and twist angles) that describe the geometry of the acquisition can be obtained from a 60 projections acquisition of a threepoint Tc-99m phantom. 40 To this end, we minimize a penalty function defined as the sum of quadratic differences of the coordinates of the projected centers of the point sources and the experimentally acquired centers.
2.G. MC-SRM versus AE-SRM
2.G.1. System PSFs
A comparison of the different spatially variant point spread functions (PSF) incorporated into the reconstruction was carried out. To this end, different projected point sources were obtained using the projectors estimated from MC-SRM and AE-SRM. The mechanical misalignments obtained from the calibration acquisition were included into both SRM models. Furthermore, scans of different point sources were also carried out, yielding profiles of the projected sources at different distances and angles from the pinhole collimator. The profiles corresponded to the projected points placed at distances greater (27.2, 29.1, and 26.4 mm) and smaller (17.9, 16.6, and 18.1 mm) than the radius of rotation, and for three different incidence angles (4 • ,13
• and 20 • ).
2.G.2. Contrast and signal-to-noise ratio (SNR)
Contrast and SNR were evaluated using a hot cylinder phantom made of polymethylmethacrylate with internal 
whereq roi is the mean value in a region-of-interest (ROI) drawn within the cylinders. These ROIs had volumes of 3.1, 12.6, 28.3, 50.3, and 78.5 mm 3 , respectively, and covered a length of 4 mm;q bg is the mean value of the background. The volume of the background ROI was 113.1 mm 3 (6 mm diameter) and also covered a length of 4 mm. In an ideal reconstruction, contrast should be 1.
The uniform region of the hot cylinder phantom was also used to characterize image noise. Uniform slices were used to obtain the SNR ratio as the quotient between the mean value to the standard deviation, obtained in a transaxial central ROI, 22.5 mm in diameter. The diameter was chosen to represent 75% of the phantom diameter (30 mm).
2.G.3. Derenzo phantom
A 60 min scan time study of a custom-made Derenzo phantom was carried out. The hot rods had an inner diameter of 0.3 mm and the center-to-center distances between adjacent rods were 1.5, 2.0, and 3.0 mm in each of the three sections of the phantom. Acquisition parameters were 60 views (angle step: 6
• ) and 150 × 150 projection sampling (bin size:
FIG. 3. Reconstructed images and profiles from the hot cylinder phantom by using MC-SRM and AE-SRM: reconstructed images of the hot rod section by using MC-SRM (a), AE-SRM (b), and circular profiles (c).
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FIG. 4. Contrast versus number of iterations for the different cylinder diameters (a)-(e), obtained from reconstructed images by using MC-SRM and AE-SRM. SNR versus number of iterations from reconstructed images by using MC-SRM and AE-SRM (f).
0.26 mm). Reconstructed images of the Derenzo phantom were obtained using 5 subsets, 400 iterations, and a voxel size of 0.2 × 0.2 × 0.8 mm (an iteration of this algorithm was defined as a single pass through all the subsets).
2.G.4. Spatial resolution
The previous acquisition was also used to estimate the spatial resolution of the system. Thus, the rods of the section with center-to-center distances between adjacent rods of 3.0mm (with rods sufficiently apart) were used to obtain the spatial resolution as the FWHM (mm) of the fitted Gaussian. These rods were placed at distances from the center FOV of 2.3, 3.8, 5.1, and 5.2mm.
2.G.5. Matrix file size and computing time
Aimed at evaluating MC-SRM and AE-SRM in relation to their computational requirements, both approaches were compared in terms of file sizes and computing time. Figure 2 shows the transverse profiles obtained through the projected points using MC-SRM and AE-SRM models. The transverse profiles from experimental measurements are also shown for comparison. First, our comparison indicates that both SRM models are in good agreement with measured data, thereby demonstrating the accuracy of both models of system PSF. Nevertheless, a detailed analysis of the profiles shows some relevant issues that should be highlighted. The PSFs obtained from point sources placed at distances greater than the radius of rotation (27.2, 29.1, and 26.4mm) show a better agreement than those obtained from point sources placed at smaller distances (17.9, 16.6, and 18.1mm). In this case, PSFs obtained from the AE-SRM model were slightly narrower than those corresponding to experimental measurements, whereas PSFs obtained from the MC-SRM were slightly wider than those obtained experimentally. The latter is particularly important for an angle of incidence of 4
RESULTS
3.A. System PSFs
• , which corresponds to a point at the edge of the detector. A comparison in terms of FWHM and FWTM showed notable differences. Thus, the mean bias between MC-SRM and experimental PSFs was 0.32 mm in FWHM and 0.27 mm in FWTM. The mean bias between AE-SRM and experimental PSFs was −0.13 mm in FWHM and −0.60 mm in FWTM. These results demonstrate that PSF is slightly overestimated in terms of FWHM and FWTM when using MC-SRM and that AE-SRM causes FWTM to be significantly lower than the experimental measurements. It can be seen that the projection for small angles of incidence (close to the perpendicular direction, for example, 4
• ) corresponds to a point at the edge of the detector, not at the center of the detector, as would be expected. This can be explained by mechanical misalignments. The geometrical Figure 3 shows transaxial slices and profiles of hot rod section reconstructions using MC-SRM and AE-SRM. The maximum number of iterations for both cases was 50. The use of a higher number of iterations resulted in ring effect artifacts without increasing the contrast. A visual comparison of the reconstructed images in Fig. 3 shows a similar image quality for both models under investigation. Thus, both models allow us to see clearly all rods with diameter exceeding than 1 mm but not so clearly the 1 mm diameter rod. The profiles also show an excellent agreement between the MC-SRM and AE-SRM reconstructions. Figure 4 shows a quantitative comparison of the previous images in terms of contrast and SNR. As expected, contrast increases with the number of iterations and with the rod diameter. A similar quantitative performance can be observed for both models, showing similar contrast values for all rods after 50 iterations. On the whole, very high contrast values (>0.9) were obtained for rod diameters greater than 1 mm and relatively high contrast values (>0.8) for the rod diameter of 1 mm. Figure 4 shows that convergence for MC-SRM is slightly slower, especially for the rod diameter of 1 mm. Figure 4 also provides a comparison between SNR, estimated from the uniform section of the images reconstructed using MC-SRM and AE-SRM approaches. We can see that for the same number of iterations, the images reconstructed using MC-SRM exhibit higher noise. Figure 5 shows reconstructed images (iterations 100, 200, and 2000) from the custom-made Derenzo phantom acquisition using MC-SRM and AE-SRM. The rods in sections with center-to-center distances of 2.0 and 3.0 mm can be distinguished at iterations 100 and 200. Nevertheless, rods in the section with center-to-center distances of 1.5mm are very fuzzy, from both MC-SRM and AE-SRM reconstructions. A proper visualization of these rods required many iterations, resulting in an increase in the statistical noise. An interesting difference between MC-SRM and AE-SRM was found at this point. Although all the rods could be distinguished at iteration 2000 using both models, statistical noise increased faster for MC-SRM. Hence, reconstructed images are noisier than those obtained by using AE-SRM. This lead to jagged MC-SRM profiles through three rods in this section, asymmetries in some rods and nonzero background.
3.B. Contrast and signal-to-noise-ratio
3.C. Derenzo phantom
3.D. Spatial resolution
The section of the custom-made Derenzo phantom with center-to-center distances of 3.0 mm was used to estimate the averaged spatial resolution values at different distances from the center of FOV, for MC-SRM and AE-SRM reconstructions. Figure 6 shows radial (left) and tangential (right) FWHM at different distances from the center of FOV, for iteration 100 (a) and (b) and iteration 1000 (c) and (d). Spatial resolution values were improved for both approaches when the distance to the center of FOV increased, for radial and tangential FWHM. Furthermore, similar FWHM values were found for MC-SRM and AE-SRM at iteration 100. This is clearly derived from the FWHM values averaged over all distances to the center of FOV, and radial and tangential directions, which were 0.67 ± 0.02 and 0.68 ± 0.06, for MC-SRM and AE-SRM, respectively. The spatial resolution for AE-SRM was slightly better than for MC-SRM at iteration 1000, showing FWHM values of 0.39 ± 0.02 and 0.47 ± 0.09, respectively. 
3.E. Matrix file size and computing time
Both MC-SRM and AE-SRM were precomputed and stored in sparse format. There were major differences, however between the computational requirements of the two techniques. MC-SRM calculations were carried out using a GRID computer cluster of about 1000 CPUs, whereas AE-SRM calculations were performed on a single CPU. The computing time for AE-SRM was 12 h on a single CPU and the file size containing the matrix was 11.6 Gb. The file size of the MC-SRM increased with the number of simulated photons and therefore with the computing time, converging to a file size of 12.1 GB for a computing time of 40 h on 1000 CPUs. As expected, the files for matrices from MC-SRM and AE-SRM were similar in size due to that the same sparse technique was used for compressing the matrix.
DISCUSSION AND CONCLUSIONS
We have assessed the effect on the final reconstructed images of the two main approaches to SRM calculation for iterative reconstruction in pinhole SPECT. In the first approach, the SRM was computed using MC-SRM. In the second approach, the SRM was computed using AE-SRM to include effects other than the geometrical component.
The comparison in terms of PSFs showed that both approaches (MC-SRM and AE-SRM) are in good agreement with the measured data. Nevertheless, some minor differences for point sources placed at distances smaller than the radius of rotation and for large incidence angles were found and need to be explained. First, PSFs derived from MC-SRM appear slightly wider than the measurements in terms of FWHM and FWTM, probably because of an overestimation of the optical transport effect (it seems that the PSF-shapes are similar). Second, it is clear that AE-SRM provides an acceptable approach in terms of FWHM but it is a poor approach for the PSF tails (FWTM) because the septal penetration model fails for small source-pinhole distances and large angles of incidence. The comparison of PSFs also shows that mechanical calibration methods are essential for tomographic reconstruction. This is evidenced by the fact that when mechanical misalignments exist, the projected points with small angles of incidence corresponded to point sources at the edge of the detector, and not at the center of the detector, as would be expected. In our case, the excellent agreement in the position of projected point sources after comparing MC-SRM and AE-SRM with experimental data, demonstrates the accurate implementation of corrections for various mechanical misalignments. As an additional result of this work, we currently have at our disposal well-validated tools for conducting further studies on the effect of each of the calibration parameters on image quality.
The quantitative comparison in terms of image contrast shows that a high contrast can be obtained using both approaches (MC-SRM and AE-SRM), providing a very high contrast for rod diameters exceeding 1 mm and a relatively high contrast when the rod diameter is 1 mm. The comparison in terms of image quality and spatial resolution shows that all rods in the sections with center-to-center distances of 3.0, 2.0, and 1.5 mm could be distinguished on the basis of visual inspection and profile evaluation. Similar behavior was also found in terms of spatial resolution for both approaches, which showed that spatial resolution decreased in both transverse and radial directions from the center to the periphery of the FOV. It may be hypothesized that this spatial resolution dependence on source position is due to the differences in convergence speed in the different regions of the FOV. This was demonstrated using images reconstructed after a very high number of iterations from free-noise projections. These images showed that spatial resolution did not depend on the position in the FOV. In the experimental acquisitions, the number of iterations is limited because of the image noise and, as a consequence, differences in resolution can appear depending on the position of the point source in the FOV. Needless to say, the worst cases are in the center of the FOV.
Differences between the two approaches were found in image noise and hence for a high number of iterations. Comparison shows that a lower SNR is obtained from MC-SRM than from AE-SRM, thereby indicating that AE-SRM deals with projection noise better than MC-SRM. Similar spatial resolution values were obtained from MC-SRM and AE-SRM (0.7 mm) at iteration 100, but improved slightly for AE-SRM (0.4 mm) at iteration 1000. This leads us to state that statistical noise limits the spatial resolution for MC-SRM, due to the fact that it is not feasible to perform more iterations at acceptable levels of noise. The differences between the two approaches regarding SNR could be attributed to the MC-SRM projector inaccuracies, which could amplify the image noise. Nevertheless, the accurate implementation of the MC-SRM projector was demonstrated by reconstructing free-noise Derenzo projections, which provided similar spatial resolution values for MC-SRM and AE-SRM, even after many iterations. It should also pointed out that the FWHM values are extremely low because a capillary placed in zero-background is the most favorable context for high iterations. Therefore, FWHM values obtained at iteration 1000 should not be regarded acceptable for the spatial resolution of the system. A reliable measurement of the spatial resolution of the system should be performed using a nonzero background, but this is outside the scope of the present work.
In summary, our findings show that both approaches constitute satisfactory solutions to the problem of calculating SRM for high performance pinhole SPECT reconstruction, showing high image quality and contrast values, and relatively good SNR and spatial resolution. While the AE-SRM approach is faster and handles projection noise better, it requires an experimental characterization of the intrinsic detector response to achieve a performance similar to that obtained using MC-SRM. The experimental characterization is a laborious and tedious task when trying to achieve the accuracy required in this case, and an extensive experimental background may be required, thus limiting its use to experienced groups. On the other hand, the MC-SRM approach is slower, does not handle the projection noise as well and its high performance computing requirements needs a GRID computer cluster, even after the implementation of complex variance reduction methods based on forced detection techniques. The implementation of the AE-SRM approach requires extensive experience with a suitable programming language and the MC-SRM approach can be performed using freely available packages, although some codes can also require knowledge of programming languages. 
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