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NONCOMMUTATIVE CHOQUET THEORY
KENNETH R. DAVIDSON AND MATTHEW KENNEDY
Abstract. We introduce a new and extensive theory of noncom-
mutative convexity along with a corresponding theory of noncom-
mutative functions. We establish noncommutative analogues of
the fundamental results from classical convexity theory, and ap-
ply these ideas to develop a noncommutative Choquet theory that
generalizes much of classical Choquet theory.
The central objects of interest in noncommutative convexity are
noncommutative convex sets. The category of compact noncommu-
tative sets is dual to the category of operator systems, and there
is a robust notion of extreme point for a noncommutative convex
set that is dual to Arveson’s notion of boundary representation for
an operator system.
We identify the C*-algebra of continuous noncommutative func-
tions on a compact noncommutative convex set as the maximal
C*-algebra of the operator system of continuous noncommutative
affine functions on the set. In the noncommutative setting, uni-
tal completely positive maps on this C*-algebra play the role of
representing measures in the classical setting.
The continuous convex noncommutative functions determine an
order on the set of unital completely positive maps that is analo-
gous to the classical Choquet order on probability measures. We
characterize this order in terms of the extensions and dilations of
the maps, providing a powerful new perspective on the structure
of completely positive maps on operator systems.
Finally, we establish a noncommutative generalization of the
Choquet-Bishop-de Leeuw theorem asserting that every point in a
compact noncommutative convex set has a representing map that
is supported on the extreme boundary. In the separable case, we
obtain a corresponding integral representation theorem.
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1. Introduction
Classical Choquet theory is now a fundamental part of infinite-dimensional
analysis. The integral representation theorem of Choquet-Bishop-de
Leeuw, which has found numerous applications throughout mathemat-
ics, is undoubtedly the most well known result in the theory. It asserts
that every point in a compact convex set can be represented by a prob-
ability measure supported on the extreme points of the set. However,
this result is just one piece of classical Choquet theory, which is now a
very powerful framework for the analysis of convex sets.
Many objects in mathematics, especially in the theory of operator
algebras, exhibit “higher order” convex structure. Various attempts
have been made to capture this structure within an abstract framework,
most notably in Wittstock’s [55] theory of matrix convexity. However,
each of these frameworks suffers from the same serious issue: the non-
existence of a suitable notion of extreme point.
In this paper we introduce a new theory of noncommutative convex-
ity that we believe finally resolves this issue. The central objects of
interest in the theory are noncommutative convex sets, for which there
is a robust notion of extreme point. Working within this framework, we
establish analogues of the fundamental results from classical convexity
theory, along with a corresponding theory of noncommutative functions.
We then apply these ideas to develop a corresponding noncommutative
Choquet theory that generalizes much of classical Choquet theory. For
example, we obtain a noncommutative generalization of the Choquet-
Bishop-de Leeuw integral representation theorem for points in compact
noncommutative convex sets.
An nc (noncommutative) convex set over an operator space E is a
graded set K =
∐
nKn, with each Kn consisting of n × n matrices
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over E. The graded components Kn are related by requiring that K be
closed under direct sums and compressions by isometries. The union
is taken over all cardinal numbers n ≤ κ, where κ is a fixed infinite
cardinal number depending on E. The fact that n is permitted to
be infinite here is an essential part of the theory, since even if K is
completely determined by its extreme points, the finite part
∐
n∈NKn
of K may not contain any extreme points at all.
For example, if A is a separable unital C*-algebra, then the nc state
space K of A is a (compact) nc convex set over A∗ defined by K =∐
n≤ℵ0
Kn withKn = {ϕ : A→ B(Hn) unital and completely positive},
where Hn is a fixed Hilbert space of dimension n and B(Hn) denotes
the C*-algebra of bounded operators on Hn. The extreme points ∂K
of K are precisely the irreducible representations of A, and they com-
pletely determine K in the sense that every point in K is a limit of nc
convex combinations of points in ∂K. Yet if A is simple and infinite
dimensional, e.g. if A is the Cuntz algebra O2, then it has no finite
dimensional representations, so in this case ∂K has empty intersection
with the finite part of K.
This marks the key point of divergence from the theory of matrix
convexity which, on the surface, resembles the theory of noncommu-
tative convexity, but does not allow points corresponding to infinite
matrices. As the previous example demonstrates, it is for precisely
this reason that there is no suitable notion of extreme point in the ma-
trix convex setting. We will see that this results in major differences
between the theory of noncommutative convexity and the theory of
matrix convexity.
The fundamental idea underlying classical Choquet theory is the
dual equivalence between the category of compact convex sets and the
category of function systems. The functor implementing this duality
maps a compact convex set C to the corresponding function system
A(C) of continuous affine functions on C, while the inverse functor
maps a function system to its state space. This result is Kadison’s [35]
representation theorem.
An analogous result holds in the noncommutative setting. The cate-
gory of compact nc convex sets is dually equivalent to the category of
operator systems, which are closed unital self-adjoint subspaces of C*-
algebras. The functor implementing this duality maps a compact nc
convex set K to the corresponding operator system A(K) of continuous
nc affine functions on K. The inverse functor maps an operator sys-
tem S to its noncommutative state space K =
∐
Kn, where as above,
Kn = {ϕ : S → B(Hn) unital and completely positive}. In particular,
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S is completely order isomorphic to the operator system A(K) of contin-
uous nc affine functions on K, providing a noncommuative analogue of
Kadison’s representation theorem. A similar result was obtained in the
matrix convex setting by Webster and Winkler [52, Proposition 3.5].
For a compact convex set C, the C*-algebra C(C) of continuous func-
tions on C is generated by the function system A(C). A probability
measure µ on C is said to represent a point x ∈ C and x is said to be the
barycenter of µ if the restriction µ|A(C) satisfies µ|A(C) = x. Since the
point mass δx represents x, every point in C has at least one represent-
ing measure. The points x ∈ C for which δx is the unique representing
measure are precisely the extreme points of C. This interplay between
the function system A(C) and the C*-algebra C(C) plays an essential
role in classical Choquet theory.
Something similar is true in the noncommutative setting, and it is
here that major differences begin to appear between the theory of non-
commutative convexity and the theory of matrix convexity.
For a compact nc convex set K, we introduce a notion of nc function
on K. The space C(K) of continuous nc functions on K is a C*-
algebra that is generated by the space A(K) of continuous nc affine
functions on K. By applying Takesaki and Bichteler’s noncommutative
Gelfand theorem [8,49], we identify C(K) with the maximal C*-algebra
C∗max(A(K)) of A(K) introduced by Kirchberg and Wasserman [37].
Motivated by the classical setting, we say that a unital completely
positive map µ : C(K)→ B(Hn) represents a point x ∈ Kn and that x
is the barycenter of µ if the restriction µ|A(K) satisfies µ|A(K) = x. The
corresponding point evaluation δx : C(K) → B(Hn) represents x, so
every point in K has at least one representing map. As in the classical
setting, the points in x ∈ K for which δx is both irreducible and the
unique representing map for x are precisely the extreme points of K.
In fact, this characterization of the extreme points of a compact nc
convex set K implies that they are dual to the boundary representa-
tions of the operator system A(K) in the sense of Arveson [3]. Hence
viewed from the perspective of noncommutative convexity, Arveson’s
conjecture about the existence of boundary representations is equiva-
lent to the existence of extreme points in compact nc convex sets. This
conjecture was resolved only recently, by Arveson himself [5] in the
separable case, and by the authors [16] in complete generality. As an
application of the ideas in this paper, we obtain a new proof of this
result that is conceptually much different.
We establish a noncommutative Krein-Milman theorem asserting
that a compact nc convex set is the closed nc convex hull of its ex-
treme points, as well as an analogue of Milman’s partial converse to
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the Krein-Milman theorem. In the matrix convex setting, Webster
and Winkler [52] obtained variants of these results for “matrix extreme
points.” However, we will see that even in the special case that a ma-
trix convex set is generated by points that are extreme in the sense
of noncommutative convexity, there are generally many more matrix
extreme points, meaning that our results are much stronger.
A key technical tool in classical Choquet theory is the notion of
convex envelope of a continuous nc function. For a compact convex set
C and a real-valued continuous function f ∈ C(C), the convex envelope
f¯ of f is defined by f¯ = sup{a ∈ A(C)sa : a ≤ f}. It is the best
approximation of f from below by a real-valued lower semicontinuous
convex function. In particular, f¯ = f if and only if f is convex.
In the noncommutative setting, we introduce a notion of convex nc
function along with a corresponding notion of convex envelope of a con-
tinuous nc function. As in the classical setting, the convex envelope is a
key technical tool. For a compact nc convex set K, the convex envelope
f¯ of an nc function f ∈ C(K) is the the best approximation from below
by a lower semicontinuous convex nc function. However, since C(K)
is generally not a lattice, f¯ is necessarily a multivalued function, and
this introduces some technical difficulties. It is a non-trivial theorem
that continuous convex nc functions can be approximated from below
by the continuous affine nc functions that they dominate.
For example, if I ⊆ R is a compact interval and K = ∐n≤ℵ0 Kn
is the compact nc convex set defined by letting Kn denote the set of
self-adjoint operators in B(Hn) with spectrum in I, then the convex nc
functions on K can be identified with the operator convex functions on
I. We obtain a noncommutative analogue of Jensen’s inequality that
specializes in this case to the Hansen-Pedersen-Jensen inequality [33].
For a compact convex set C, the classical Choquet order on the
space of probability measures on C is a generalization of the even more
classical majorization order considered by e.g. Hardy, Littlewood and
Po`lya. For probability measures µ and ν on C, ν is said to dominate µ
in the Choquet order if
∫
C
f dµ ≤ ∫
C
f dν for every convex function f ∈
C(C). A probability measure is maximal in the Choquet order precisely
when it is supported on the extreme boundary ∂C in an appropriate
sense.
For a compact nc convex setK, we introduce two orders on the unital
completely positive maps on C(K). The nc Choquet order is analogous
to the classical Choquet order. It is determined by comparing the
values of the maps on the set of convex nc functions in C(K). As in
the classical case, a map is maximal in the nc Choquet order precisely
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when it is supported on the extreme boundary ∂K in an appropriate
sense.
The nc dilation order, determined by comparing the set of dilations
of the maps, has no classical counterpart. However, using the theory
of convex envelopes of convex nc functions, we show that it coincides
with the nc Choquet order. This result has a number of interesting
consequences. For example, we obtain an intrinsic characterization
of unital completely positive maps on operator systems that have a
unique completely positive extension to the C*-algebra generated by
the operator system.
The culmination of this paper is a noncommutative analogue of the
integral representation theorem of Choquet-Bishop-de Leeuw [11, 13]
We show that if K is a compact nc convex set, then every point x ∈ K
has a representing map µ that is supported on the extreme boundary
of K in an appropriate sense. As in the classical setting, if A(K) is
non-separable, then the extreme boundary ∂K ofK may not be a Borel
set. In this case we show that if f is nc function contained in the Baire-
Pedersen enveloping C*-algebra of C(K) that vanishes on the extreme
points ofK, then µ(f) = 0. In the separable case, we obtain an integral
representation theorem expressing a unital completely positive map on
C(K) as an integral against a unital completely positive map-valued
probability measure supported on the extreme boundary of K.
Acknowledgements
We are grateful to Ben Passer, Gregory Patchell and Eli Shamovich
for providing helpful feedback on early versions of this manuscript.
2. Noncommutative convex sets
2.1. Operator spaces, cardinality, dimension and topology. We
will work with operator spaces and operator systems throughout this
paper. In this section, we briefly review some of the relevant technical
details and introduce some notation and conventions. For detailed
references on operator spaces we direct the reader to the books of Effros
and Ruan [25] and Pisier [46]. In particular, the details on infinite
matrices over operator systems are contained in [25, Section 10.1]. For
a detailed reference on operator systems, we direct the reader to the
book of Paulsen [42].
Let E be an operator space. For nonzero cardinal numbers m and n,
we letMm,n(E) denote the operator space consisting of m×n matrices
over E with uniformly bounded finite submatrices. If m = n, then we
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let Mn(E) =Mn,n(E). If E = C, then we let Mm,n =Mm,n(C) and
Mn =Mn,n.
For each n, we fix a Hilbert space Hn of dimension n and identify
Mm,n with the space B(Hn, Hm) of bounded operators from Hn to Hm.
Let m,n, p be nonzero cardinal numbers. For x = [xij ] ∈ Mn(E),
α = [αij ] ∈ Mm,n and β = [βij] ∈ Mn,p, the products αx ∈ Mm,n(E),
xβ ∈Mn,p(E) and αxβ ∈Mk,n(E) can be defined as compositions un-
der appropriate operator space embeddings. They can also be defined
intrinsically by the formulas
[αx]ij =
∑
k
αikxkj, [xβ]ij =
∑
k
xikβkj,
since the above series converge unconditionally, and
[αxβ]ij = lim
F
∑
k∈F
αik(xβ)kj = lim
F
∑
k∈F
(αx)ikβkj,
where the limits are taken over finite subsets F of n.
We letM(E) =∐nMn(E), where the disjoint union is taken over all
nonzero cardinal numbers n ≤ κ, where κ is a sufficiently large cardinal
number. If E = C, then we let M =M(C). For a subset X ⊆ M(E)
and a nonzero cardinal n ≤ κ, we will write Xn = X ∩Mn(E).
The existence of an upper bound κ is necessary to ensure thatM(E)
is a set. However, it will be convenient to allow κ to vary depending
on the context. If we are considering finitely many operator spaces
E1, . . . , En, then it will suffice to take κ = dimH , where H is a Hilbert
space of minimal infinite dimension such that E1, . . . , En embed com-
pletely isometrically into B(H). In particular, if E1, . . . , En are sepa-
rable, then it will suffice to take κ = ℵ0. In practice, we will work
with the understanding that κ exists and simply write e.g. “for all n”
instead of “for all n ≤ κ.”
If E is a dual operator space with a distinguished predual E∗, then
there is a natural operator space isomorphism
Mn(E) ∼= CB(E∗,Mn),
where CB(E∗,Mn) denotes the space of completely bounded maps from
E∗ to Mn. The space CB(E∗,Mn) is a dual operator space and the
corresponding weak* topology is the point-weak* topology. We iden-
tify Mn(E) and CB(E∗,Mn) and equip Mn(E) with the point-weak*
topology. Note that this is the usual weak* topology on Mn.
Unless otherwise specified, the convergence of a net or a series in
Mn(E) will always be with respect to the point-weak* topology. For
example, we will frequently use the fact that for any bounded family
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{xi ∈ Mn(E)} and any family {αi ∈ Mni,n} satisfying
∑
α∗iαi = 1n,
the sum
∑
α∗ixiαi converges in Mn(E).
If E and F are operator spaces, then the product E×F is an operator
space. If E and F are dual operator spaces with distinguished preduals
E∗ and F∗ respectively, then E × F = (E∗ ×1 F∗)∗, so that E × F is a
dual operator space with the distinguished predual E∗ ×1 F∗.
At various points throughout this paper we will review results from
classical convexity theory and classical Choquet theory. In particular,
we will discuss function systems, also known as archimedean order unit
spaces, which are classical precursors to operator systems. For a de-
tailed reference on classical Choquet theory, we refer the reader to the
books of Alfsen [1], Phelps [45] and Lukesˇ-Maly´-Netuka-Spurny´ [40].
For a modern perspective on function systems, we refer the reader to
the recent paper of Paulsen and Tomforde [43].
2.2. Noncommutative convex sets.
Definition 2.2.1. An nc convex set over an operator space E is a
graded subset K =
∐
Kn ⊆ M(E) that is closed under direct sums
and compressions, meaning that
(1)
∑
αixiα
∗
i ∈ Kn for every family {xi ∈ Kni} and every family of
isometries {αi ∈Mn,ni} satisfying
∑
αiα
∗
i = 1n,
(2) β∗xβ ∈ Km for every x ∈ Kn and every isometry β ∈ Mn,m.
We will say that K is closed if E is a dual operator space and each Kn
is closed in the topology on Mn(E). Similarly, we will say that K is
compact if each Kn is compact in the topology on Mn(E).
Remark 2.2.2. Condition (1) is equivalent to the assertion that any
unitary that conjugates ⊕Mni into Mn necessarily conjugates ⊕Kni
into Kn. Condition (2) implies that K is closed under compression
to subspaces, and in particular that each Kn is closed under unitary
conjugation. Note that each Kn is an (ordinary) convex set.
Remark 2.2.3. As discussed in Section 2.1, there is an infinite cardi-
nal number κ such that K =
∐
n≤κKn. However, it will be convenient
to work with the understanding that κ exists without necessarily men-
tioning it explicitly.
Example 2.2.4. A simple example of a compact nc convex set is a
compact operator interval. Fix c, d ∈ R with c < d. For n ∈ N, let
Kn = [c1n, d1n], where
[c1n, d1n] = {α ∈ (Mn)sa : c1n ≤ α ≤ d1n}.
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Then K =
∐
n∈NKn is a compact matrix convex set over C. It is not
difficult to show that if L =
∐
n∈N Ln is a compact nc convex set with
K1 = [c, d], then L = K.
Example 2.2.5. Let E be a dual operator space. The space M(E)
is a closed nc convex set. For each n, let Bn(E) denote the unit ball
of Mn(E) and let B(E) =
∐
n Bn(E), where the union is taken over
cardinal numbers n ≤ κ for a sufficiently large infinite cardinal number
κ as discussed in Section 2.1. Each Bn(E) is compact in Mn(E), so
B(E) is a compact nc convex set.
Example 2.2.6. Let S be an operator system, i.e. a unital self-adjoint
subspace of a unital C*-algebra. The nc state space of S is the nc
convex set K =
∐
nKn, where Kn = UCP(S,Mn) and the union
is taken over cardinal numbers n ≤ κ for a sufficiently large infinite
cardinal number κ as discussed in Section 2.1. Recall that for each
n, we have identified Mn(S∗) with the space CB(S,Mn). Hence the
inclusion Kn = UCP(S,Mn) ⊆ CB(S,Mn) implies the inclusion Kn ⊆
Mn(S∗). Moreover, Kn is compact in the point-weak* topology. So K
is a compact nc convex set over S∗.
Definition 2.2.7. Let E be a dual operator space and let K ⊆Mn(E).
For a bounded family {xi ∈ Kni} and a family {αi ∈Mni,n} satisfying∑
α∗iαi = 1n, we will refer to the element
∑
α∗i xiαi ∈ Mn as an nc
convex combination of elements inK. We will say thatK is closed under
nc convex combinations if every nc convex combination of elements in
K belongs to K.
Proposition 2.2.8. Let E be a dual operator space. A subset K ⊆
Mn(E) is an nc convex set if and only if it is closed under nc convex
combinations.
Proof. Since the expressions in conditions (1) and (2) in Definition
2.2.1 are special cases of nc convex combinations, if K is closed under
nc convex combinations, then it is clearly an nc convex set.
Conversely, suppose that K is an nc convex set and consider a
bounded family {xi ∈ Kni} and a family {αi ∈ Mni,n} satisfying∑
α∗iαi = 1n. Let m =
∑
ni and let βi ∈ Mm,ni be isometries such
that
∑
βiβ
∗
i = 1m. Let γ =
∑
βiαi ∈Mm,n. Then γ∗γ =
∑
α∗iαi = 1n,
so γ is an isometry. By (1), y =
∑
βixiβ
∗
i ∈ Km. Hence by (2),
x = γ∗yγ =
∑
i
α∗iβ
∗
i
(∑
j
βjxjβ
∗
j
)∑
k
βkαk =
∑
i
α∗ixiαi ∈ Kn.
Here we used the fact that β∗i βj = 0 if i 6= j. 
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The next result shows that while closed nc convex sets are closed on
each level, they are also closed in a stronger sense.
Proposition 2.2.9. Let K be a closed nc convex set over a dual opera-
tor space E. Suppose there is a net {xi ∈ Kni} and a net of isometries
{αi ∈ Mn,ni} satisfying limαiα∗i = 1n such that limαixiα∗i = x ∈
Mn(E). Then x ∈ Kn.
Proof. Let {βi ∈ Mn,mi} be a net of isometries satisfying βiβ∗i = 1n −
αiα
∗
i . Then lim βiβ
∗
i = 0. Fix y ∈ K1 and let zi = αixiα∗i+βi(y⊗1mi)β∗i .
Then by (1) of Definition 2.2.1, zi ∈ Kn, and by construction, lim zi = x.
Hence x ∈ Kn since K is closed. 
The next result shows that closed nc convex sets are completely
determined by their finite levels.
Proposition 2.2.10. Let K and L be closed nc convex sets over an
operator system E. If Kn = Ln for n <∞, then K = L.
Proof. For arbitrary n and x ∈ Kn, choose a net of finite rank isometries
{αi ∈Mn,ni} such that limαiα∗i = 1n and let xi = α∗i xαi ∈ Kni. Then
limαixiα
∗
i = x. Since Kni = Lni for each i, Proposition 2.2.9 implies
x ∈ L. Hence K ⊆ L. By symmetry, K = L. 
2.3. Matrix convexity. In this section we briefly pause to discuss
the relationship between the theory of noncommutative convexity and
the theory of matrix convexity introduced by Wittstock [54]. We will
also briefly mention the theory of C*-convexity introduced by Hoppen-
wasser, Moore and Paulsen [34].
At least on the surface, the definition of a matrix convex set is similar
to the definition of an nc convex set. The key distinction is that matrix
convex sets do not contain points corresponding to infinite matrices.
Specifically, a matrix convex M set over an operator space E is a
graded subset M =
∐
n∈NMn ⊆ M(E). If E is a dual operator space,
then M is said to be closed (resp. compact) if each Mn is closed (resp.
compact) in the topology on Mn(E).
If K is a nc convex set, then the finite part Kf :=
∐
n∈NKn is a
matrix convex set. On the other hand, if M is a closed matrix convex
set, then Proposition 2.2.10 implies that M determines a unique closed
nc convex set. In fact, we will obtain results in Section 3 that imply the
category of compact matrix convex sets is equivalent to the category
of compact nc convex sets.
Nevertheless, we will see that there are major differences between the
theory of noncommutative convexity and the theory of matrix convex-
ity. This will become particularly apparent when we begin to develop
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noncommutative Choquet theory, where it will be essential to consider
points corresponding to infinite matrices as first class objects.
There are two key reasons for this. First, beginning in Section 4,
a major part of the noncommutative theory will involve the study of
functions on nc convex sets. We will see that, even for reasonably nice
functions, the restriction to the finite part of the set will not necessarily
completely determine the function.
Second, when we introduce the notion of an extreme point for an
nc convex set in Section 6, we will establish a noncommutative Krein-
Milman theorem, along with an analogue of Milman’s partial converse
to the Krein-Milman theorem, showing that the set of extreme points
in a compact nc convex set is a minimal generating set in a very strong
sense. However, we will also see that the finite part of a compact nc
convex set, even for simple examples, may not contain any extreme
points at all.
To be more specific, in classical convexity theory, the set of extreme
points in a compact convex set is a minimal generating set in a sense
that can be made precise using the Krein-Milman theorem and Mil-
man’s partial converse to the Krein-Milman theorem. If C is a com-
pact convex set and ∂C denotes the extreme points of C, then the
Krein-Milman theorem asserts that C is the closed convex hull of ∂C.
If D ⊆ C is a closed subset with the property that the closed convex
hull of D is C, then Milman’s partial converse to the Krein-Milman
theorem asserts that ∂C ⊆ D. This property of minimality underlies
much of classical convexity theory, and is absolutely essential for the
development of classical Choquet theory.
There is a notion of “matrix extreme point” in the theory of matrix
convexity for which a Krein-Milman theorem holds. This was proved
by Webster and Winkler [52] (see [29] for another proof), along with
an analogue of Milman’s partial converse to the Krein-Milman theorem.
Their result extended a Krein-Milman theorem for C*-extreme points
in the matrix state space of a C*-algebra proved earlier by Morenz [41]
and Farenick-Morenz [30].
However, the set of matrix extreme points in a compact matrix con-
vex set is generally not a minimal generating set in any meaningful
sense. Simple examples show that if M is a compact matrix convex
set and ∂M denotes the set of matrix extreme points in M , then it is
possible for the closed convex hull of a much smaller subset of ∂M to
be equal to M . The main problem is that it is possible for the matrix
convex hull of a single matrix extreme point in Mn to contain matrix
extreme points in Mm for m < n.
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There have been attempts to work with a more restricted notion of
extreme point in the matrix convex setting. For example, Kleski [38]
defined a notion of “absolute extreme point” for matrix convex sets,
and proved a corresponding Krein-Milman theorem for state spaces of
operator systems that can be represented on finite dimensional Hilbert
space. More recently, Evert, Helton, Klep and McCullough [28] proved
a similar result for a special class of compact matrix convex sets called
real spectrahedra.
In fact, we will see that these results are a special case of the non-
commutative Krein-Milman theorem for extreme points in compact nc
convex sets. In particular, the fact that the finite part of a compact nc
convex set does not necessarily contain any extreme points implies that
no general version of these results can hold within the framework of ma-
trix convexity. Instead, it is necessary to work with the framework of
noncommutative convexity.
2.4. Noncommutative separation theorem. In this section we prove
a separation theorem for nc convex sets that extends the separation the-
orem for matrix convex sets of Effros and Winkler [27].
Let E and F be operator spaces and let ϕ : E → F be a linear map.
We write ϕn for the induced map ϕn :Mn(E)→Mn(F ) defined by
ϕn([eij ]) = [ϕ(eij)], for [eij ] ∈ Mn(E).
If E and F are operator systems, then the adjoint ϕ∗ : E → F is
defined by ϕ∗(e) = ϕ(e∗)∗. We say that ϕ is self-adjoint if ϕ = ϕ∗.
If ϕ is self-adjoint then it maps self-adjoint elements to self-adjoint
elements.
Theorem 2.4.1 (Noncommutative separation theorem).
Let K be a closed nc convex set over a dual operator space E with
0E ∈ K. Suppose there is n and y ∈ Mn(E) such that y /∈ Kn. Then
there is a normal completely bounded linear map ϕ : E → Mn such
that
Reϕn(y) 6≤ 1n ⊗ 1n but Reϕp(x) ≤ 1p ⊗ 1n
for all p and x ∈ Kp. Moreover, if E is an operator system and K∪{y}
consists of self-adjoint elements, then ϕ can be chosen self-adjoint.
Proof. First suppose n ∈ N. Then by the Effros-Winkler separation
theorem [27, Theorem 5.4], there is a continuous linear map ϕ : E →
Mn such that Reϕm(x) ≤ 1m ⊗ 1n for all m ∈ N and x ∈ Kp but
Reϕn(y) 6≤ 1n ⊗ 1n. For arbitrary p and x ∈ Kp, it follows from above
that for m ∈ N and an isometry α ∈Mp,m,
α∗ϕp(x)α = ϕm(α
∗xα) ≤ 1m ⊗ 1n.
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Hence ϕp(x) ≤ 1p ⊗ 1n.
Since ϕ is continuous with respect to the weak* topology on E, it
is bounded. Furthermore, since n is finite, it follows from a result of
Smith [48, Theorem 2.10] that ϕ is completely bounded.
For infinite n, we can consider y as the point-weak-∗ limit of the net
of finite dimensional compressions. If each of these compressions was
in K, then arguing as in Proposition 2.2.9 would imply y ∈ K. Since
this is not the case, there is m ∈ N and a compression z ∈ Mm such
that z /∈ Km.
Applying the above construction to z, we obtain a map ψ : E →Mm
such that Reψp(x) ≤ 1p ⊗ 1m for all p and x ∈ Kp, but Reψm(z) 6≤
1m⊗ 1m. Then ψn(y) 6≤ 1n⊗ 1m since ψm(z) is a compression of ψn(y).
Hence we can take ϕ to be an infinite amplification of ψ.
If E is self-adjoint and K ∪{y} consist of self-adjoint elements, then
we can replace ϕ with 1
2
(ϕ+ ϕ∗). 
The next result follows immediately from Theorem 2.4.1 by applying
a translation.
Corollary 2.4.2. Let K be a closed nc convex set over a dual operator
space E. Suppose there is n and y ∈ Mn(E) such that y /∈ Kn. Then
there is a normal completely bounded linear map ϕ : E → Mn and
self-adjoint γ ∈Mn such that
Reϕn(y) 6≤ 1n ⊗ γ but Reϕp(x) ≤ 1p ⊗ γ
for all p and x ∈ Kp. Furthermore, if E is an operator system and
K ∪ {y} consists of self-adjoint elements, then ϕ can be chosen self-
adjoint.
2.5. Noncommutative affine maps.
Definition 2.5.1. Let K and L be nc convex sets over operator spaces
E and F respectively. We say that a map θ : K → L is an affine nc
map if it is graded, respects direct sums and is equivariant with respect
to isometries, meaning that
(1) θ(Kn) ⊆ Ln for all n,
(2) θ(
∑
αixiα
∗
i ) =
∑
αiθ(xi)α
∗
i for every family {xi ∈ Kni} and
every family of isometries {αi ∈Mni,n} satisfying
∑
αiα
∗
i = 1n,
(3) θ(α∗xα) = α∗θ(x)α for every x ∈ Km and every isometry α ∈
Mm,n.
We say that θ is continuous if the restriction θ|Kn is continuous for
every n ∈ N, and we say that θ is bounded if ‖θ‖∞ < ∞, where ‖θ‖∞
is the uniform norm defined by
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‖θ‖∞ = sup
x∈K
‖θ(x)‖.
We say that θ is a homeomorphism and that K and L are affinely
homeomorphic if θ has a continuous affine inverse. We let A(K,L)
denote the space of continuous affine nc maps from K to L. We let
A(K) = A(K,M), and we refer to A(K) as the space of continuous
affine nc functions on K.
Remark 2.5.2. Arguing as in Proposition 2.2.8, we see that contin-
uous affine nc maps between closed nc convex sets respect nc convex
combinations. Specifically, if K and L are closed nc convex sets and
θ : K → L is a continuous affine nc map, then
θ
(∑
α∗ixiαi
)
=
∑
α∗i θ(xi)αi.
for a bounded family {xi ∈ Kni} and a family {αi ∈Mni,n} satisfying∑
α∗iαi = 1n,
Proposition 2.5.3. Let K and L be compact nc convex sets and let
θ : K → L be a continuous affine nc map. Then θ is bounded with
‖θ‖ = ‖θ|Kℵ0‖ = sup
n<∞
‖θ|Kn‖.
Proof. For each n, since Kn is compact and θ|Kn is continuous and
affine, ‖θ|Kn‖ < ∞. Moreover, it is clear that ‖θ|Kn‖ is an increasing
function of n. Hence supm<∞ ‖θ|Km‖ ≤ ‖θ|Kℵ0‖ ≤ ‖θ‖.
To obtain the reverse inequalities, we argue as in the proof of Propo-
sition 2.2.9. Fix arbitrary n and x ∈ Kn. Let {αi ∈ Mn,ni} be a net
of finite rank isometries satisfying limαiα
∗
i = 1n. Let {βi ∈Mn,mi} be
a net of isometries satisfying βiβ
∗
i = 1n − αiα∗i . Then lim βiβ∗i = 0.
Let xi = α
∗
i xαi ∈ Kni. Fix y ∈ K0 and let zi = αixiα∗i+βi(y⊗1mi)β∗i .
Then by (1) of Definition 2.2.1, zi ∈ Kn, and from above, lim zi = x.
Hence by (2) of Definition 2.5.1,
θ(x) = lim θ(zi) = limαiθ(xi)α
∗
i + βiθ(y ⊗ 1mi)β∗i = limαiθ(xi)α∗i .
Therefore, ‖θ|Kn‖ ≤ supm<∞ ‖θ|Km‖ ≤ ‖θ|Kℵ0‖. 
3. Categorical duality
3.1. Convex sets and function systems. If C is a compact convex
set, then the space A(C) of complex-valued continuous affine functions
on C is a function system, also referred to as an archimedean order
unit space in the literature. This means that it is an ordered complex
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*-vector space with a distinguished archimedean order unit [43]. Specif-
ically, the order on A(C) is determined by the positive cone A(C)+ con-
sisting of positive continuous affine functions on C. The *-operation
on A(C) is defined by conjugation and the order unit on A(C) is the
constant function 1A(C). The state space of A(C), consisting of posi-
tive unital functionals in the dual of A(C), is compact with respect to
the weak* topology and affinely homeomorphic to C via the evaluation
map.
On the other hand, let V be a (closed) function system with state
space C equipped with the weak* topology. For v ∈ V , the function
vˆ : C → C defined by vˆ(x) = x(v) is a continuous affine function on
C. Kadison’s representation theorem [35] asserts that the unital map
V → A(C) : v → vˆ is an order isomorphism. Hence every function
system is order isomorphic to a function system of continuous affine
functions on a compact convex set.
The above results can be conveniently expressed in the language of
category theory. Let Conv denote the category of compact convex sets
with morphisms consisting of continuous affine maps and let FuncSys
denote the category of function systems with morphisms consisting
of unital order homomorphisms. The above results are equivalent to
the statement that Conv and FuncSys are dually equivalent via the
contravariant functor A : Conv→ FuncSys.
For a compact convex set C, A(C) is the function system of contin-
uous affine functions on C as above. If D is a compact convex set and
ϕ : C → D is a continuous affine map, then the unital order homo-
morphism Aϕ : A(D) → A(C) is defined by Aϕ(b)(x) = b(ϕ(x)) for
b ∈ A(D) and x ∈ C.
The inverse functor A−1 : FuncSys→ Conv is defined similarly. For
a function system V with state space C, A−1V = C. If W is a function
system with state space D and ψ : W → V is a unital order homomor-
phism, then the continuous affine map A−1ψ : C → D is defined by
b((A−1(ψ)(x)) = ψ(b)(x) for b ∈ W and x ∈ C.
3.2. Noncommutative convex sets and operator systems. In
this section we will show that the category of compact nc convex sets
is dually equivalent to the category of operator systems.
The arguments in this section are similar to arguments of Webster
and Winkler [52, Proposition 3.5]. They proved that the category of
compact matrix convex sets is dually equivalent to the category of op-
erator systems. This is not surprising in light of Proposition 2.2.10,
which implies that a compact nc convex set is determined by its finite
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levels. Major differences between the theory of noncommutative con-
vexity and the theory of matrix convexity will only begin to appear in
the next section.
For a compact nc convex set K, the space A(K) of continuous affine
nc functions on K is an operator system. This means that it is ma-
trix order complex *-vector space with a distinguished archimedean
matrix order unit [12]. To see this, it will be convenient for n ∈ N to
identify the space Mn(A(K)) with the space of continuous affine nc
maps A(K,Mn(M)), so that elements inMn(A(K)) can be viewed as
functions taking values in Mn(M).
For a ∈ Mn(A(K)), the adjoint a∗ ∈ Mn(A(K)) is defined by
a∗(x) = a(x)∗ for x ∈ K. We say that a is self-adjoint if a = a∗.
If a is self-adjoint, then we say that it is positive and write a ≥ 0 if
a(x) ≥ 0 for all x ∈ K. Letting Mn(A(K))+ denote the positive ele-
ments in Mn(A(K)), the sequence of positive cones (Mn(A(K)))n∈N
determines the matrix order on A(K). Together, this gives A(K) the
structure of a matrix ordered *-vector space.
Since K is compact, elements in Mn(A(K)) are bounded by Propo-
sition 2.5.3. This implies that the constant function 1A(K) ∈ A(K)
defined by 1A(K)(x) = 1n for x ∈ Kn is an archimedean matrix order
unit for A(K).
The operator system structure on A(K) induces a matrix norm on
A(K), i.e. a norm on Mn(A(K)) for each n ∈ N. This norm agrees
with the uniform norm on Mn(A(K)).
Definition 3.2.1. Let K be a compact nc convex set. The opera-
tor system of continuous affine nc functions on K is the space A(K)
equipped with the operator system structure defined above.
Theorem 3.2.2. Let K be a compact nc convex set and let L denote
the nc state space of A(K). Then K and L are affinely homeomorphic
via the affine nc map θ : K → L defined by
θ(x)(a) = a(x), for x ∈ K.
Proof. The nc state space L of A(K) is a compact nc convex set over
A(K)∗ as in Example 2.2.6. It is clear that θ is a continuous affine
nc map by the definition of A(K). We must show that θ is a home-
omorphism. Since each Kn is compact, it suffices to show that θ is a
bijection.
Suppose that K is a compact nc convex set over a dual operator sys-
tem E. Then elements in E∗ give rise to continuous nc affine functions
in A(K) via the map ϕ : E∗ → A(K) defined by ϕ(b)(x) = x(b) for
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b ∈ E∗. The injectivity of θ follows from the fact that E∗ separates
points in K.
For the surjectivity of θ, first note that θ(K) ⊆ L is a compact
nc convex set. Suppose for the sake of contradiction there is y0 ∈
Ln \ θ(K)n. Then by Corollary 2.4.2, there is a normal completely
bounded linear map ϕ : A(K)∗ → Mn and self-adjoint γ ∈ Mn such
that
Reϕn(y0) 6≤ 1n ⊗ γ but Reϕp(y) ≤ 1p ⊗ γ
for every p and y ∈ θ(K)p. We can identify ϕ with a continuous nc
affine function a ∈ Mn(A(K)), and by the definition of the operator
system structure on A(K), the second inequality implies Re a ≤ 1A(K)⊗
γ. Since y0 is unital and completely positive, this implies
Re y0(a) ≤ y0(a) ≤ 1n ⊗ γ,
giving a contradiction. 
The next result is a noncommutative analogue of Kadison’s represen-
tation theorem.
Theorem 3.2.3. Let S be a closed operator system with nc state space
K. For s ∈ S, the function sˆ : K →M defined by
sˆ(x) = x(s), for s ∈ S, x ∈ K
is a continuous affine nc function on K. The map S → A(K) : s → sˆ
is a complete order isomorphism.
Proof. For s ∈ S, it is clear that sˆ is a continuous affine function on K.
Kadison’s representation theorem implies that the map S → A(K) :
s→ sˆ is an order isomorphism. It remains to show that it is a complete
order isomorphism. For this, It suffices to show that it preserves the
matrix order, meaning that for n ∈ N and s ∈ Mn(S), if s ≥ 0 then
sˆ ≥ 0. But this follows immediately from the fact that K consists of
completely positive maps on S. 
Definition 3.2.4. We let NCConv denote the category with objects
consisting of compact nc convex sets and morphisms consisting of con-
tinuous affine nc maps. We will refer to this as the category of compact
nc convex sets. We let OpSys denote the category with objects con-
sisting of closed operator systems and morphisms consisting of unital
complete positive maps. We will refer to this as the category of closed
operator systems.
We now define the functor A : NCConv → OpSys implementing
the dual equivalence between NCConv and OpSys. For a compact nc
convex set K, A(K) is the operator system of continuous affine nc
NONCOMMUTATIVE CHOQUET THEORY 19
functions on K as in Definition 3.2.1. For compact nc convex sets K
and L and a continuous affine map θ : K → L, A(θ) : A(L) → A(K)
is a unital completely positive map defined by
A(θ)(b)(x) = b(θ(x)), for b ∈ A(L), x ∈ K.
The functor A has an inverse A−1 : OpSys → NCConv. For an
operator system S with nc state space K, A−1(S) = K. For operator
systems S and T with nc state spaces K and L respectively and a unital
completely positive map ϕ : T → S, A−1(S) : K → L is a continuous
nc affine map defined by
b(A−1(ϕ)(x)) = ϕ(b)(x), for b ∈ T, x ∈ K.
Theorem 3.2.5. The map A : NCConv → OpSys is a contravari-
ant functor with inverse A−1 : OpSys → NCConv. In particular, the
categories NCConv and OpSys are dually equivalent.
The next result follows immediately from Theorem 3.2.5.
Corollary 3.2.6. Let K and L be compact nc convex sets. Then A(K)
and A(L) are isomorphic if and only if K and L are affinely homeomor-
phic. Hence two operator systems are isomorphic if and only if their
nc state spaces are affinely homeomorphic.
4. Noncommutative functions
4.1. Functions on compact convex sets. An essential component
of classical Choquet theory is the interplay between the space A(C)
of continuous affine functions on a compact convex set C and the C*-
algebra C(C) of continuous functions on C.
The Stone-Weierstrass theorem implies that the C*-algebra C(C) of
continuous functions on C is generated by the function system A(C) of
continuous affine functions on C. In fact, C(C) is uniquely determined
by the following universal property: C(C) is generated by A(C) and for
any unital commutative C*-algebra C(X) and unital order embedding
ϕ : A(C)→ C(X) satisfying C∗(ϕ(A(C))) = C(X), there is a surjective
homomorphism π : C(C)→ C(X) such that π|A(C) = ϕ|A(C).
A(C) C(C)
C(X) = C∗(ϕ(A(C)))
ϕ
id
π
This says that C(C) is the maximal commutative C*-algebra generated
by a unital order embedding of A(C).
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The Riesz-Markov-Kakutani representation theorem implies that the
state space of C(C) can be identified with the space P(C) of regular
Borel probability measures on C. For a point x ∈ C, a measure µ ∈
P(C) is said to represent x and x is said to be the barycenter of µ if
µ|A(C) = x. Since the point mass δx ∈ P(C) represents x, every point
in C has at least one representing probability measure. Moreover, x
has a unique representing measure if and only if x ∈ ∂C, where ∂C
denotes the extreme boundary of C. More generally, the Choquet-
Bishop-de Leeuw integral representation theorem, which we will review
later, asserts that for any x ∈ C, it is always possible to choose a
representing measure that is supported on ∂C in an appropriate sense.
The closure of the extreme boundary ∂C is the Shilov boundary
of the function system A(C). This means that the restriction map ρ :
C(C)→ C(∂C) is a unital order embedding, and the C*-algebra C(∂C)
is uniquely determined by the following universal property: for any
unital commutative C*-algebra C(X) and any unital order embedding
ϕ : A(C)→ C(X) satisfying C∗(ϕ(A(C))) = C(X), there is a surjective
homomorphism π : C(X)→ C(∂C) satisfying π ◦ ϕ = ρ.
C(X) = C∗(ϕ(A(C)))
A(C) C(∂C)
π
ρ
ϕ
This says that C(∂C) is the minimal commutative C*-algebra generated
by a unital order embedding of A(C).
4.2. Noncommutative functions. In this section we will introduce a
definition of nc function on a compact nc convex set. We will associate
a C*-algebra of nc functions to every compact nc convex set that plays a
role in the noncommutative setting analogous to the role in the classical
setting of the C*-algebra of continuous functions on a compact convex
set. In Section 4.4, we will see that the elements in this C*-algebra are,
in fact, precisely the continuous nc functions on K, when continuity is
defined in an appropriate sense.
Definition 4.2.1. Let K be a compact nc convex set and let f : K →
M be a function. We say that f is an nc function if it is graded,
respects direct sums and is unitarily equivariant, meaning that
(1) f(Kn) ⊆Mn for all n,
(2) f(
∑
αixiα
∗
i ) =
∑
αif(xi)α
∗
i for every family {xi ∈ Kni} and
every family of isometries {αi ∈Mni,n} satisfying
∑
αiα
∗
i = 1n,
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(3) f(βxβ∗) = βf(x)β∗ for every x ∈ Kn and every unitary β ∈
Mn.
We say that f is bounded if ‖f‖∞ < ∞, where ‖f‖∞ denotes the uni-
form norm defined by
‖f‖∞ = sup
x∈K
‖f(x)‖.
We let B(K) denote the space of all bounded nc functions on K.
Remark 4.2.2. It is clear that nc affine functions on K are in partic-
ular nc functions on K. Moreover, by Proposition 2.5.3, functions in
the space A(K) of continuous nc affine functions on K are bounded nc
functions. Therefore, B(K) contains A(K).
Let K be a compact nc convex set. For a nc function f : K →M,
the adjoint f ∗ : K →M is defined by f ∗(x) = f(x)∗ for x ∈ K. Note
that f ∗ is graded and respects direct sums. Also, for x ∈ Kn and a
unitary β ∈Mn,
f ∗(βxβ∗) = f(βxβ∗)∗ = (βf(x)β∗)∗ = βf(x)∗β∗ = βf ∗(x)β∗,
so f ∗ is also unitarily equivariant. Hence f ∗ is an nc function. Further-
more, it is clear that if f ∈ B(K), then f ∗ ∈ B(K).
For f, g ∈ B(K), define the pointwise product fg by fg(x) = f(x)g(x)
for x ∈ K. Then fg ∈ B(K), so B(K) is closed under the pointwise
product. Moreover, it is easy to check that B(K) is closed with respect
to the uniform norm and satisfies the C*-identity. Therefore, B(K) is
a C*-algebra.
Definition 4.2.3. Let K be a compact nc convex set. The C*-algebra
of bounded nc functions on K is the C*-algebra B(K) equipped with
the C*-algebra structure defined above. We will let C(K) denote C*-
algebra subalgebra of B(K) generated by A(K).
We will see in Section 4.4 that the functions in C(K) are precisely
the continuous nc functions on K, when continuity is defined in an
appropriate sense. However, this result will require a deeper under-
standing of the C*-algebraic structure of C(K). In particular we will
require results of Takesaki and Bichteler that we will review in Section
4.3. Before proceeding, we first consider some motivating examples.
The next example demonstrates that nc functions in C(K) are not
necessarily continuous with respect to the point-weak* topology.
Example 4.2.4. Consider the function system S = span{1, z, z¯} in
C(T). For each n, every unital completely positive map ϕ : S →Mn
is determined by α := ϕ(z) ∈ Mn. Clearly ‖α‖ ≤ 1. On the other
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hand, for α ∈Mn with ‖α‖ ≤ 1, von Neumann’s inequality implies the
existence of a unital completely positive map ϕ : S → Mn satisfying
ϕ(z) = α.
Let K denote the nc state space of S, so that S is isomorphic to
A(K). Then it follows from above that for each n, Kn is affinely home-
omorphic to the unit ball ofMn. Let a ∈ A(K) denote the nc function
corresponding to z ∈ S. Then a∗ corresponds to z¯ ∈ S. For an nc state
x ∈ Kn corresponding to a contraction α ∈ Mn as above, a(x) = α
and a∗(x) = α∗. Let a∗a denote the pointwise product of a∗ and a.
Then a∗a is an nc function on K with (a∗a)(x) = a∗(x)a(x).
For t ∈ (0, 1], identify Mℵ0 with B(L2[0, 1]) and let xt ∈ Kℵ0 denote
the nc state corresponding to the isometry αt ∈Mℵ0 defined by
αt(f)(x) =
{
t−1/2f(t−1x) 0 < x < t,
0 t ≤ x < 1.
Let x0 ∈ Kℵ0 denote the point corresponding to 0ℵ0 . Then
lim
t→0
a(xt) = lim
t→0
αt = 0.
Similarly, limt→0 a
∗(xt) = 0. So limt→0 xt = x0. However,
lim
t→0
(a∗a)(xt) = lim
t→0
α∗tαt = 1ℵ0 6= 0 = (a∗a)(x0).
It follows that a∗a is not continuous as a function on Kℵ0 .
The next example shows that bounded nc functions are not neces-
sarily determined by their values on finite levels.
Example 4.2.5. Consider the Cuntz operator system
S = span{1, s1, s2, s∗1, s∗2} ⊆ O2,
where s1, s2 are the standard generators of the Cuntz C*-algebra O2
(see Example 6.6.2 for more details). Let K denote the nc state space of
S so that S is completely order isomorphic to A(K). For each n, a point
x ∈ Kn determines a contractive 1×2 matrix [x(s1) x(s2)] with entries
inMn (a row contraction). Conversely, a row contraction [α1 α2] with
entries in Mn determines a point in x ∈ Kn. So Kn is affinely home-
omorphic to the compact convex set of row contractions with entries
in Mn (which we can identify with a subset of Mn,2n). Since O2 is
simple and infinite dimensional, every representation is infinite dimen-
sional. The corresponding representation δx of C(K) factors through
O2 if and only if [α1 α2] is a unitary. Define a function f : K →M by
f(x) =
{
1n if x ∈ Kn extends to a representation of O2
0n otherwise.
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Then f is evidently bounded, graded, preserves direct sums and is uni-
tarily equivariant. So it is a bounded nc function (in fact a projection)
in B(K). The significance of this example is that f vanishes at all finite
levels, but is nonzero. So nc functions are not necessarily determined
by their values on finite levels. Moreover this function is continuous on
all finite levels but is not continuous on Kℵ0 .
4.3. Noncommutative Gelfand theory. Takesaki [49] obtained a
noncommutative version of the Gelfand representation for separable
C*-algebras which was later extended to non-separable C*-algebras by
Bichteler [8]. The basic idea is to represent a C*-algebra as a space of
noncommutative functions on its representation space. In this section
we will briefly review their results.
Let A be a C*-algebra, and let H be a Hilbert space of sufficiently
large infinite dimension that every cyclic representation of A is unitarily
equivalent to a representation of A on a subspace of H . Let Rep(A,H)
denote the set of all such representations, equipped with the point-
weak* topology. Note that elements in Rep(A,H) may be degenerate
as representations on H .
Recall that the point-ultrastrong* topology on B(H) is determined
by the seminorms b→ (∑ ‖bξi‖)1/2 and b→ (∑ ‖b∗ξi‖)1/2 for b ∈ B(H)
and ξi ∈ H satisfying
∑ ‖ξi‖2 < ∞ (see e.g. [21, Chapter 3, Part 1]).
Since A is a C*-algebra, the point-weak* topology on Rep(A,H) agrees
with the point-ultrastrong* topology. The advantage of the point-
ultrastrong* topology is that the adjoint map is always ultrastrong*-
continuous and multiplication is always jointly ultrastrong*-continuous.
This ensures that the functions in the C*-algebra generated by a col-
lection of point-ultrastrong* continuous functions are also point-ultra-
strong* continuous.
For π ∈ Rep(A,H), let pπ ∈ B(H) denote the projection onto π(A)H .
If u ∈ B(H) is a partial isometry satisfying u∗u ≥ pπ, then πu = uπu∗ is
a representation of A unitarily equivalent to π. For π, σ ∈ Rep(A,H),
π ⊕ σ can be identified with an element in Rep(A,H). The unitary
group U(H) acts on Rep(A,H) by conjugation.
In this setting, the analogue of an nc function is an admissible op-
erator field. This is a map T : Rep(A,H) → B(H) that is bounded,
non-degenerate, respects direct sums and is equivariant with respect to
partial isometries, meaning that
(i) ‖T‖ := sup{‖T (π)‖ : π ∈ Rep(A,H)} <∞,
(ii) T (π) = pπT (π)pπ,
(iii) T (π1 ⊕ π2) = T (π1) + T (π2) when pπ1pπ2 = 0,
(iv) T (πu) = u∗T (π)u when u∗u ≥ pπ.
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Each representation π of A has a unique extension to a normal repre-
sentation of the bidual A∗∗ (which we also denote by π). For b ∈ A∗∗,
we can define an admissible operator field by
bˆ(π) := π(b) for π ∈ Rep(A,H).
If B(H) is equipped with the ultrastrong* topology, then for a ∈ A,
the map aˆ is a continuous admissible operator field. It is easy to check
that the space of all admissible operator fields forms a C*-algebra.
The Takesaki-Bichteler theorem asserts that the C*-algebra of ad-
missible operator fields is naturally isomorphic to the bidual A∗∗ of A.
Moreover, the image of the continuous admissible operator fields under
this isomorphism is precisely A.
In the next section, we will apply the results of Takesaki and Bichteler
to give another description of the C*-algebra of continuous functions
on a compact nc convex set.
4.4. Maximal C*-algebra. In this section we will show that for a
compact nc convex set K, the functions in the C*-algebra C(K) from
Definition 4.2.3 are precisely the continuous nc functions on K when
continuity is defined in an appropriate sense. We will first show that,
as in the classical setting with the C*-algebra of continuous functions
on a compact convex set, C(K) is uniquely determined by an important
universal property.
Kirchberg and Wassermann [37] introduced the maximal C*-algebra
C∗max(S) of an operator system S. This C*-algebra is uniquely deter-
mined up to isomorphism by the following universal property: there
is a unital complete order embedding ι : S → C∗max(S) such that
C∗(ι(S)) = C∗max(S) and for any C*-algebra A and unital complete
order embedding ϕ : S → A satisfying C∗(ϕ(S)) = A, there is a unique
homomorphism π : C∗max(S)→ A satisfying π ◦ ι = ϕ.
S C∗max(S)
A = C∗(ϕ(S))
ϕ
ι
π
For a compact nc convex set K, we will show that the C*-algebra
C(K) is naturally isomorphic to the maximal C*-algebra C∗max(A(K)),
and hence that it satisfies the above universal property. The proof
will require Takesaki and Bichteler’s noncommutative Gelfand theorem
from Section 4.3, along with some technical preliminaries.
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Recall from Section 2.1 that for each n, the topology on Kn ⊆
Mn(E) is the point-weak* topology corresponding to the identifica-
tion Mn(E) ∼= CB(E∗,Mn). Example 4.2.4 shows that if n is infinite,
then functions in C(K) are not necessarily continuous on Kn. The
Takesaki-Bichteler theorem suggests that we should instead consider
the point-ultrastrong* topology on Kn.
For a bounded nc function f ∈ B(K), we will say that f is continuous
with respect to the point-ultrastrong* topology on K if the restriction
f |Kn is continuous with respect to the point-ultrastrong* topology on
Kn for each n.
Remark 4.4.1. For finite n, the point-weak* topology and the point-
ultrastrong* topology will agree on Kn, while for infinite n, Kn is not
necessarily even compact in the point-ultrastrong* topology. However,
for every n the weak* and ultrastrong* topologies have the same con-
tinuous linear functionals. It follows from an easy separation argument
that a convex subset of Kn is closed in the point-weak* topology if and
only if it is closed in the point-ultrastrong* topology.
Let κ be the largest cardinal required in the definition of K, so
that every nondegenerate cyclic representation of C∗max(A(K)) acts on
a Hilbert space of cardinality no larger than κ. For each n ≤ κ, let
Isom(Hn, Hκ) denote the space of all isometries of Hn into Hκ equipped
with the relative ultrastrong* topology obtained from the inclusion
Isom(Hn, Hκ) ⊆ B(Hn, Hκ). Then Isom(Hn, Hκ) is closed.
For x ∈ Kn, it follows from the universal property of C∗max(A(K))
that there is a unique homomorphism δx : C
∗
max(A(K))→Mn satisfy-
ing δx◦ι = x. Conversely, if π : C∗max(A(K))→Mn is a homomorphism
and x = π ◦ ι, then π = δx. We will say more about this in Section 4.5.
Let K˜ =
∐
((Kn, τus∗)× Isom(Hn, Hκ)) and define a map ε : K˜ →
Rep(C∗max(A(K)), Hκ) by
ε(x, α) = αδxα
∗ for x ∈ Kn and α ∈ Isom(Hn, Hκ).
For x ∈ Kn, let U(x) = {u∗xu : u ∈ Un} denote the unitary equivalence
class of x. Similarly, for π ∈ Rep(C∗max(A(K)), Hκ), let
O(π) = {πu : u∗u ≥ pπ}
denote the equivalence class of π under conjugation by appropriate
partial isometries.
Proposition 4.4.2. The map ε : K˜ → Rep(C∗max(A(K)), Hκ) is a
continuous surjection that respects direct sums and satisfies
ε (U(x)× Isom(Hn, Hκ)) = O(δx).
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There is a bijection τ between the C*-algebra B(K) of bounded nc func-
tions on K and admissible operator fields on Rep(C∗max(A(K)), Hκ) de-
fined for f ∈ B(K), x ∈ Kn and α ∈ Isom(Hn, Hκ) by
τ(f)(α∗δxα) = α
∗f(x)α.
A bounded nc function f ∈ B(K) is an ultrastrong* continuous nc
function if and only if τ(f) is an ultrastrong* continuous admissible
operator field.
Proof. For this proof it will be convenient to identify A(K) with its
image ι(A(K)) ⊆ C∗max(A(K)).
We will first show that ε is continuous. Note that for a net xi ∈ Kn,
the statement that lim xi = x in the point-ultrastrong* topology means
that lim a(xi) = a(x) in the ultrastrong* topology for each a ∈ A(K).
In this case, since products and sums are ultrastrong* continuous, it
follows that lim δxi(b) = δx(b) in the ultrastrong* topology for all b in
the *-algebra generated by A(K). Since the δxi are all contractions,
lim δxi(b) = δx(b) in the ultrastrong* topology for all b ∈ C∗max(A(K)).
Hence lim δxi = δx in the point-ultrastrong* topology on C
∗
max(A(K)).
From above the map x → δx is point-ultrastrong* to point-ultra-
strong* continuous. Since multiplication is jointly ultrastrong* contin-
uous, it follows that ε is continuous on K˜.
For a representation π ∈ Rep(C∗max(A(K)), Hκ), let n denote the
rank of pπ and let α ∈ Mn,κ be an isometry with range pπ. Then
α∗πα is a non-degenerate representation in Rep(C∗max(A(K)), Hn). Let
x = α∗πα|A(K) ∈ Kn. Then evidently α∗πα = δx and π = ε(x, α).
Hence ε is surjective.
It is clear that ε preserves direct sums. The argument above shows
that if π ≃ δx, then there is an isometry α such that π = ε(x, α). Hence
ε maps U(x)× Isom(Hn, Hκ) onto O(δx).
Next we show that τ is well defined and that for f ∈ B(K), τ(f) is
an admissible operator field. Suppose that π = αδxα
∗ = βδyβ
∗. Then
u = α∗β is a unitary on Hn and δy = u
∗δxu. For f ∈ B(K), the unitary
equivariance of f implies that
β∗f(y)β = β∗u∗f(x)uβ = α∗f(x)α.
Hence τ is well defined.
It is evident that ‖τ(f)‖ = ‖f‖ < ∞. The fact that τ(f)(π) =
pπτ(f)(π)pπ is immediate from the definition. Furthermore, since f
preserves direct sums, so does τ(f). Arguing as in the last paragraph
shows that the unitary equivariance of f corresponds to τ(f) being equi-
variant under partial isometries. Hence τ(f) is an admissible operator
field.
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Conversely, if T is an admissible operator field, define an nc function
f = σ(T ) by f(x) = α∗T (αδxα
∗)α. Again the equivariance shows that
this is a well defined nc function on K. It is clear that τ(f) = T and
that σ provides the inverse of τ . Thus τ is a bijection.
Finally if f is ultrastrong* continuous, then the ultrastrong* con-
tinuity of ε shows that τ(f) is ultrastrong* continuous as well. The
converse follows from the formula for the inverse map. 
We now can establish the main result of this section.
Theorem 4.4.3. Let K be a compact nc convex set. Then the map
σ : C∗max(A(K))
∗∗ → B(K) defined by
σ(b)(x) = δx(b) for b ∈ C∗max(A(K))∗∗, x ∈ K
is a normal *-isomorphism that restricts to a *-isomorphism from C∗max(A(K))
onto C(K). In particular, the elements in C(K) are precisely the point-
ultrastrong* continuous nc functions on K. Furthermore, σ ◦ ι is the
identity map on A(K).
Proof. We have shown that every representation of C∗max(A(K)) is of
the form δx for x ∈ K. In the proof of the previous proposition, we
showed that Rep(C∗max(A(K)), Hκ) is the continuous image of K˜. By
Takesaki and Bichteler’s theorem [8,49], there is a normal isomorphism
of the C*-algebra of admissible operator fields onto C∗max(A(K))
∗∗ that
carries the subalgebra of ultrastrong* continuous admissible fields onto
C∗max(A(K)). By Proposition 4.4.2, the map τ identifies B(K) with
the algebra of admissible operator fields. It is easy to see that τ is a
∗-isomorphism. Moreover, it preserves suprema, and hence is normal.
It follows that B(K) is a von Neumann algebra.
The composition of these two normal isomorphisms yields the identi-
fication between C∗max(A(K))
∗∗ and B(K). One can readily check that
under this identification, σ(b)(x) = δx(b) for b ∈ C∗max(A(K))∗∗.
This isomorphism maps the subalgebra of ultrastrong*-continuous
maps on Rep(C∗max(A(K)), Hκ), which is precisely C
∗
max(A(K)), onto
C(K). It follows from Proposition 4.4.2 that the elements of C(K) are
precisely the point-ultrastrong* continuous nc functions on K. Finally,
it is now clear that σ ◦ ι is the identity map on A(K). 
Corollary 4.4.4. Let K be a compact nc convex set. The enveloping
von Neumann algebra C(K)∗∗ of C(K) is isomorphic to the C*-algebra
B(K) of bounded nc functions on K. The dual operator system A(K)∗∗
is completely order isomorphic to the operator system of bounded nc
affine functions on K.
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The proof of Proposition 2.5.3 can be applied verbatim to prove the
next result.
Proposition 4.4.5. Let K be a compact nc convex set and let f ∈
C(K) be a continuous nc function. Then f is bounded with
‖f‖ = ‖f |Kℵ0‖ = sup
n<∞
‖f |Kn‖.
For the remainder of this paper, we will identify C(K) with C∗max(A(K))
and refer to elements in C(K) as continuous nc functions. Similarly,
we will identify B(K) with C∗max(A(K))
∗∗ and refer to elements in
B(K) as bounded nc functions. In particular we will identify A(K)
with its image in C∗max(A(K)) and identify A(K)
∗∗ with its image in
C∗max(A(K))
∗∗.
4.5. Representing maps. For a compact nc convex set K, unital
completely positive maps µ : C(K)→Mn play the role of probability
measures in the classical setting. In this section we will introduce a
natural notion of representing maps for points in K.
Definition 4.5.1. Let K be a compact nc convex set. For x ∈ Kn, we
say that a unital completely positive map µ : C(K) →Mn represents
x and that x is the barycenter of µ if µ restricts to x on the function
system A(K) of continuous affine functions on K, i.e. if µ|A(K) = x. If
δx is the unique representing map for x, then we will say that x has a
unique representing map.
It will be important to determine the points in K that have unique
representing maps. We will revisit this in Section 5.2.
Because of the identification of B(K) with the enveloping von Neu-
mann algebra of C(K) in Section 4.4, every unital completely positive
map µ : C(K) → Mn has a unique weak*-continuous extension from
B(K) to Mn. We will continue to denote this extension by µ. Note
that for f ∈ B(K) and x ∈ K, f(x) = δx(f).
4.6. Minimal C*-algebra. In this section we will review the notion
of the Shilov boundary of an operator system along with the corre-
sponding notion of minimal C*-algebra of an operator system which,
as in the classical setting with the C*-algebra of continuous functions
on the Shilov boundary, satisfies an important universal property.
The existence of a noncommutative analogue of the Shilov boundary
was conjectured by Arveson [3], and the existence and uniqueness was
proved by Hamana [32]. For an operator system S, the minimal C*-
algebra C∗min(S) is uniquely determined up to isomorphism by the fol-
lowing universal property: there is a unital complete order embedding
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ι : S → C∗min(S) such that C∗(ι(S)) = C∗min(S) and for any unital C*-
algebra A and unital complete order embedding ϕ : S → A satisfying
C∗(ϕ(S)) = A, there is a surjective homomorphism π : A → C∗min(S)
satisfying π ◦ ϕ = ι.
A = C∗(ϕ(S))
S C∗min(S)
π
ι
ϕ
In the literature, C∗min(S) is often referred to as the C*-envelope of S.
The minimal C*-algebra has been computed for many operator sys-
tems in the literature. For now, we give two simple examples. We will
consider more examples in Section 6.6.
Example 4.6.1. If A is a unital C*-algebra, then it is clear that
C∗min(A) = A.
Example 4.6.2. Let A be a simple unital C*-algebra and let S ⊆ A be
an operator system such that C∗(S) = A. Since C∗min(S) is a quotient
of A, the simplicity of A implies that C∗min(S) = A.
Let K be a compact nc convex set. Then it follows from the univer-
sal properties of the maximal C*-algebra C(K) and the minimal C*-
algebra C∗min(A(K)) that there is a unique surjective homomorphism
π : C(K) → C∗min(A(K)) such that π|A(K) = ι, where ι : A(K) →
C∗min(A(K)) denotes the canonical unital complete order embedding.
We will say more about the relationship between K and the structure
of C∗min(A(K)) in Section 6.5.
5. Dilations of points and representations of maps
5.1. Dilations, compressions and maximal points. For a compact
nc convex set K, unital completely positive maps on C(K) play the role
of probability measures in the classical setting. The nc state space of
C(K) is a compact nc convex set, and relationships between the graded
components of this space provide it with a rich structure that has no
classical counterpart.
Definition 5.1.1. Let K be an nc convex set. We will say that a point
x ∈ Km is dilated by a point y ∈ Kn and refer to y as a dilation of x
if there is an isometry α ∈ Mn,m such that x = α∗yα. In this case we
will say that x is a compression of y. If y ≃ x ⊕ z for some z ∈ K,
where the decomposition is taken with respect to α, then we will say
that the dilation is trivial. We will say that x is maximal if it has no
non-trivial dilations.
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Remark 5.1.2. Suppose that x ∈ Kn can be written as a finite nc
convex combination x =
∑
α∗ixiαi for {xi ∈ Kni} and {αi ∈ Mni,n}
satisfying
∑
α∗iαi = 1n. Let y = ⊕ki=1xi and let α = [α1 · · · αk]t. Then
α is an isometry and x = α∗yα, so x is a compression of y. Hence if x
is maximal, then y ≃ x⊕ z for some z ∈ K.
The next result is a restatement of an important result of Dritschel
and McCullough [22, Theorem 1.2].
Theorem 5.1.3. Let K be a compact nc convex set. Then every point
in K has a maximal dilation.
We will give a new proof of Theorem 5.1.3 in Section 8.7 using ideas
from this paper.
5.2. Representations of maps. Stinespring’s dilation theorem as-
serts that completely positive maps on C*-algebras dilate to repre-
sentations. However, understanding the dilation theory of completely
positive maps on more general operator systems is a much more diffi-
cult problem. The framework of noncommutative convexity provides a
powerful new perspective on this issue.
Let K be a compact nc convex set. In this section we will begin to
see how questions about unital completely positive maps on C(K) can
be reduced to questions about points in K.
If π : C(K) → Mn is a representation, then there is an nc state
x ∈ Kn such that π = δx. Specifically, x = π|A(K) is the barycenter
of π. Therefore, if µ : C(K) → Mm is a unital completely positive
map, then Stinespring’s theorem implies there is a point x ∈ Kn and
an isometry α ∈ Mm,n such that µ = α∗δxα. Considered as points in
the nc state space of C(K), µ is dilated by δx in the terminology of
Definition 5.1.1.
Definition 5.2.1. Let K be a compact nc convex set and let µ :
C(K)→Mm be a unital completely positive map. We will say that a
pair (x, α) consisting of a point x ∈ Kn and an isometry α ∈ Mn,m is
a representation of µ if µ = α∗δxα. We will say that the representation
(x, α) of µ is minimal if {f(x)αHm : f ∈ C(K)} is dense in Hn.
Remark 5.2.2. By Stinespring’s theorem, a minimal representation
(x, α) ∈ Kn×Mn,m of µ is unique in the sense that if (y, β) ∈ Kp×Mp,m
is another minimal representation of µ, then n = p and there is a
unitary γ ∈ Mn such that x = γyγ∗ and α = γ∗β.
In Section 4.5, we observed that every unital completely positive
map µ : C(K) → Mm extends to a unital completely positive map
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µ : B(K) → Mm using the fact that B(K) is the enveloping von
Neumann algebra of C(K). This extension can be described more
concretely in the following way: Let (x, α) ∈ Kn×Mn,m be a minimal
representation of µ. Then µ can be extended by defining
µ(f) = α∗f(x)α, for f ∈ B(K).
To see that this extension is well defined, let (y, β) ∈ Kp ×Mp,m be
another minimal representation. Then from above, there is a unitary
γ ∈ Mn such that x = γyγ∗ and α = γ∗β. Then by the unitary
equivariance of f ,
β∗f(y)β = β∗f(γ∗yγ)β = β∗γ∗f(y)γβ = α∗f(y)α.
The map δx is normal on B(K), so µ is the composition of normal maps,
and hence is itself normal. The fact that this definition of µ agrees with
the previous definition now follows from the uniqueness of the normal
extension of a unital completely positive map to the enveloping von
Neumann algebra.
Using the notion of maximal points, we can now characterize points
with unique representing maps in the sense of Section 4.5.
Proposition 5.2.3. Let K be a compact nc convex set. A point in K
has a unique representing map if and only if it is maximal.
Proof. Suppose x ∈ Km has a unique representing map. Let y ∈ Kn be
a maximal dilation of x. Then there is an isometry α ∈Mn,m such that
x = α∗yα. Define a unital completely positive map µ : C(K)→Mm by
µ = α∗δyα. Then µ has barycenter x. Since x has a unique representing
map, it follows that µ = δx. Therefore, δy ∼= δx ⊕ δz for some z ∈ Kp,
where the decomposition is taken with respect to the range of α. In
particular, y ∼= x ⊕ z. Since the summands of a maximal point in K
are maximal, it follows that x is maximal.
Conversely, suppose that x ∈ Km is maximal. Let µ : C(K)→Mm
be a unital completely positive map with barycenter x. Let (y, α) ∈
Kn×Mn,m be a representation of µ. Then x = α∗yα, so y is a dilation
of x. The fact that x is maximal implies that y ∼= x ⊕ z for some
z ∈ Kp, where the decomposition is taken with respect to the range of
α. Hence δy = δx ⊕ δz, so µ = δx. 
Proposition 5.2.4. Let K be a compact nc convex set. If x ∈ Kn
is maximal, then the corresponding representation δx : C(K) → Mn
factors through C∗min(A(K)). Conversely, if the only representing map
for x that factors through C∗min(A(K)) is δx, then x is maximal.
Proof. Suppose x ∈ Kn is maximal. Let ι : A(K) → C∗min(A(K))
denote the canonical embedding and define ϕ : ι(A(K)) → Mn by
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ϕ = x◦ι−1. By Arveson’s extension theorem we can extend ϕ to a unital
completely positive map ψ : C∗min(A(K)) → Mn. Let q : C(K) →
C∗min(A(K)) denote the canonical quotient map. Then (ϕ ◦ q)|A(K) = x.
Since x has a unique representing map, it follows that ϕ ◦ q = δx. In
particular, ker δx ⊇ ker q.
Conversely, suppose that the only representing map for x that factors
through C∗min(A(K)) is δx. Let y ∈ Kp be a maximal dilation of x and
let α ∈ Mp,n be an isometry such that x = α∗yα. Define a unital
completely positive map µ : C(K) → Mn by µ = α∗δyα. Then µ
has barycenter x. From above, δy factors through C
∗
min(A(K)). Hence
µ also factors through C∗min(A(K)). Therefore, by assumption µ =
δx and arguing as in the proof of Proposition 5.2.3 implies that x is
maximal. 
6. Extreme points
6.1. Extreme points. In this section we will introduce the definition
of extreme point for an nc convex set. The basic idea is that there
should be no way of expressing an extreme point as a non-trivial nc
convex combination.
Definition 6.1.1. Let K be an nc convex set. We will say that a
point x ∈ Kn is extreme if whenever x is written as a finite nc convex
combination x =
∑
α∗ixiαi for {xi ∈ Kni} and {αi ∈ Mni,n} satisfying∑
α∗iαi = 1n, then each α
∗
ixiαi is a scalar multiple of x and each xi
decomposes with respect to the range of αi as a direct sum xi = yi⊕ zi
for yi, zi ∈ K with yi unitarily equivalent to x. The set of all extreme
points is denoted ∂K =
∐
n(∂K)n.
We remark that on occasion, we are interested in the (scalar) extreme
points of Kn and we will write ∂Kn, not (∂K)n in this situation.
We also define a notion of pure point, which more closely resembles
the classical notion of extreme point.
Definition 6.1.2. Let K be an nc convex set. We will say that a
point x ∈ Kn is pure if whenever x is written as a finite nc convex
combination x =
∑
α∗ixiαi for {xi ∈ Kni} and {αi ∈ Mni,n} satisfying∑
α∗iαi = 1n, then each α
∗
ixiαi is a scalar multiple of x.
Remark 6.1.3. If x ∈ Kn is pure, then in particular it is an (ordinary)
extreme point of the set Kn. Furthermore, x cannot be decomposed
as a direct sum, so the corresponding representation δx : C(K)→Mn
is irreducible. On the other hand, even if δx is irreducible, it is not
necessarily true that x is pure. For example, for any x ∈ K1, δx is a
character on C(K), and in particular is irreducible.
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Proposition 6.1.4. Let K be an nc convex set. A point x ∈ K is
extreme if and only if it is both pure and maximal.
Proof. Suppose x can be written as a finite nc convex combination
x =
∑
α∗ixiαi for {xi ∈ Kni} and {αi ∈Mni,n} satisfying
∑
α∗iαi = 1n.
The condition that each α∗ixαi is a scalar multiple of x is equivalent
to x being pure. The condition that each xi decomposes with respect
to the range of αi as a direct sum xi = yi ⊕ zi for yi, zi ∈ K with
yi unitarily equivalent to x, combined with the preceding condition, is
equivalent to the maximality of x. 
Example 6.1.5. Let A be a C*-algebra with nc state space K so that
A is completely order isomorphic to A(K). If x ∈ K is a representation
of A, then it is clear that x is necessarily maximal. On the other hand,
if x is maximal, then by Proposition 5.2.3, the representation δx is
the unique representing map for x. Moreover, by Proposition 5.2.4,
δx factors through C
∗
min(A(K)) = A. So x is a representation of A.
Therefore, x is maximal precisely when it is a representation of A. If
x ∈ K is a representation, then [3, Corollary 1.4.3] implies that it is
pure if and only if it is irreducible. It follows that the extreme points
∂K of K are precisely the irreducible representations of A.
Theorem 6.1.6. Let K be a compact nc convex set. A point x ∈ Kn
is an extreme point if and only if the representation δx : C(K) → Mn
is both irreducible and the unique representing map for x.
Proof. If x is extreme, then by Proposition 6.1.4 it is pure and maximal.
In this case, Remark 6.1.3 implies that δx is irreducible and Proposition
5.2.3 implies that δx is the unique representing map for x.
For the converse, suppose that δx is both irreducible and the unique
representing map for x ∈ Kn. By Proposition 6.1.4, to show that x is
extreme it suffices to show that x is pure and maximal. Proposition
5.2.3 implies that x is maximal.
To see that x is pure, suppose that x can be written as a finite nc
convex combination x =
∑
α∗ixiαi for {xi ∈ Kni} and {αi ∈ Mni,n}
satisfying
∑
α∗iαi = 1n. Define a unital completely positive map µ :
C(K) →Mn by µ =
∑
α∗i δxiαi. Then µ has barycenter x, and hence
represents x. Since x has a unique representing map, this implies µ =
δx. Since δx is irreducible, it follows as in Example 6.1.5 that δx is an
extreme point in the nc state space of C(K). In particular, δx is pure,
so each α∗i δxiαi is a scalar multiple of δx, implying that each α
∗
ixiαi is
a scalar multiple of x. Hence x is pure. 
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Example 6.1.7. Let C be a compact convex set and let A(C) de-
note the function system of continuous affine functions on C, consid-
ered as an operator subsystem of the C*-algebra C(C) of continuous
functions on C. Let K denote the nc state space of A(C), so that
A(C) is completely order isomorphic to A(K). Then K1 = C and
C∗min(A(K)) = C(∂C) (see the beginning of Section 4.6). We will show
that ∂K = ∂C.
For x ∈ ∂K, Theorem 6.1.6 implies that the representation δx is both
irreducible and maximal. In this case, Proposition 5.2.4 implies that
δx factors through C(∂C). Since C(∂C) is commutative, it follows that
x ∈ K1. Hence x ∈ (∂K)1 and it is clear that x ∈ ∂C.
On the other hand, suppose x ∈ ∂C. If y ∈ Kn dilates x, then
there is an isometry α ∈ Mn,1 such that x = α∗yα. Define a state
µ : C(K)→ C by µ = α∗δyα. By Proposition 5.2.4, δy factors through
C(∂C). Hence µ factors through C(∂C). So by the Riesz-Markov-
Kakutani representation theorem, µ can be identified with a probability
measure on ∂C with barycenter x. Since x is an extreme point in C, it
follows that µ = δx. Hence y is a trivial dilation of x, implying that x
is maximal. Since δx is irreducible, it follows from Theorem 6.1.6 that
x ∈ (∂K)1. Therefore ∂K = ∂C.
6.2. Existence of extreme points. The fact that every compact nc
convex set has extreme points is highly non-trivial. In fact, it is equiv-
alent to a conjecture of Arveson [3] about the existence of boundary
representations for operator systems, which was open for over 45 years.
The conjecture was eventually verified by Arveson himself [5] in the
separable case and by the authors [16] in the general case.
Let S be an operator system. One says that an irreducible repre-
sentation π : C∗min(S) → B(H) is a boundary representation for S if
whenever ϕ : C∗min(S) → B(H) is a unital completely positive map
satisfying ϕ|S = π|S, then ϕ = π. In other words, π is a boundary
representation for S if the restriction π|S has a unique extension to
a unital completely positive map on C∗min(S). The next result is an
immediate consequence of Theorem 6.1.6.
Corollary 6.2.1. Let S be an operator system with nc state space K.
The extreme points ∂K of K are precisely the restrictions of boundary
representations of S.
The next result, asserting the existence of extreme points in a com-
pact nc convex set, is a restatement of [16, Theorem 2.4].
Theorem 6.2.2. Let K be a compact nc convex set. Then every pure
point in K has an extreme dilation.
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We will give a new proof of Theorem 6.2.2 using ideas from this
paper in Section 8.7.
The next result, asserting that the extreme points in a compact nc
convex set completely norm the nc affine functions on the set, is a
restatement of [16, Theorem 3.1].
Theorem 6.2.3. Let K be a compact nc convex set. For every n ∈ N
and a ∈Mn(A(K)) there is an extreme point x ∈ ∂K such that ‖a‖ =
‖a(x)‖.
6.3. Accessibility of extreme points. Let K be a compact nc con-
vex set. It was shown in [16, Theorem 3.4] that the map restricting
functions in A(K) to ∂K is completely isometric. In particular, this
implies that the minimal C*-algebra C∗min(A(K)) is completely deter-
mined by this restriction. However, the set of points in ∂K that can be
obtained by dilating pure points in finite components of K as in Theo-
rem 6.2.2 can be a proper subset of ∂K. The corresponding boundary
representations are called accessible in [39]. We thank Ben Passer for
providing some examples, of which the following is a variant.
Example 6.3.1. Let F2 = 〈u, v〉 denote the free group on two gener-
ators and let S = span{1, u, u∗, v, v∗} in C∗(F2). Let K denote the nc
state space of S, so that A(K) is completely order isomorphic to S. Let
a, b ∈ A(K) denote the continuous affine nc functions corresponding to
u, v ∈ S respectively.
A point x ∈ Km is completely determined by the pair of contractions
(a(x), b(x)). If (a(x), b(x)) is a pair of unitaries, then x is maximal, since
it does not have non-trivial dilations. Since unitaries are extreme points
in the unit ball of Mm, it follows that if (a(x), b(x)) is an irreducible
pair of unitaries, in the sense that they do not have any common non-
trivial invariant subspaces, then x is an extreme point. There are many
such examples for any m.
For m ∈ N, the extreme points of the unit ball of Mm are pre-
cisely the unitaries. Hence if x ∈ Km is pure, then (a(x), b(x)) is an
irreducible pair of unitaries, implying that x is an extreme point. In
particular, pure points in Km do not have non-trivial pure dilations.
It follows that for m infinite, an extreme point in Km cannot be
obtained as the limit of an increasing sequence of finite dimensional
pure compressions.
6.4. Noncommutative Krein-Milman theorem. In this section we
will prove a noncommutative analogue of the Krein-Milman theorem
asserting that every compact nc convex set is the closed nc convex
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hull of its extreme points. We will also prove an analogue of Milman’s
partial converse to the Krein-Milman theorem.
Definition 6.4.1. For a dual operator space E and a subset X ⊆
M(E), the closed nc convex hull ncconv(X) of X is the intersection
of all closed nc convex sets over E that contain X . Equivalently, the
closed nc convex hull of X is the the closure of the set of all nc convex
combinations of elements in X .
Theorem 6.4.2 (Noncommutative Krein-Milman theorem).
A compact nc convex set is the closed nc convex hull of its extreme
points.
Proof. Let K be a compact nc convex set. For each n, Kn is a (clas-
sical) compact convex set and the (classical) extreme points of Kn are
precisely the pure points in Kn in the sense of Definition 6.1.2. By The-
orem 6.2.2, every pure point x ∈ Kn is the compression of an extreme
point. In particular, x belongs to the closed nc convex hull of ∂K. The
classical Krein-Milman theorem now implies that every point in Kn is
in the closed convex hull of the pure points in Kn, and hence belongs
to the closed nc convex hull of ∂K. 
The next result is a noncommutative analogue of Milman’s partial
converse to the Krein-Milman theorem.
Theorem 6.4.3. Let K be a compact nc convex set. Let X ⊆ K be a
closed subset that is closed under compressions, meaning that
α∗Xnα ⊆ Xm
for every isometry α ∈ Mn,m. If the closed nc convex hull of X is K,
then ∂K ⊆ X.
Proof. Let L denote the nc state space of C(K) and let
Z = {δx : x ∈ X} ⊆ L.
Since K = ncconv(X) and the barycenter map from L onto K is con-
tinuous and affine, it follows that for every y ∈ K there is µ ∈ Z with
barycenter y.
Fix y ∈ ∂K and µ ∈ Z with barycenter y. Since y is extreme,
Theorem 6.1.6 implies that µ = δy. For n ∈ N, there is a standard trick
to identify an n-dimensional compression of δy with a state supported
on the representation δy⊗ idn onMn(C(K)). Since δy is irreducible, so
is δy⊗idn. In particular, every state supported on δy⊗idn is a pure state.
By construction ker δy ⊇ ∩x∈X ker δx, so ker δy⊗idn ⊇ ∩x∈X ker δx⊗idn.
Hence by [20, Proposition 3.4.2 (ii)], every state that factors through
NONCOMMUTATIVE CHOQUET THEORY 37
δy⊗ idn is a limit of a net of pure states, each of which is supported on
some δx ⊗ idn for x ∈ X .
This translates to the statement that every n-dimensional compres-
sion of δy is a point-weak* limit of compressions of {δx : x ∈ X}. Since
the barycenter map is continuous and affine, and since X is both closed
and closed under compressions, arguing as in the proof of Proposition
2.2.9 implies that y ∈ X . 
Remark 6.4.4. Simple examples demonstrate that the assumption
thatX is closed under compressions is necessary. For instance, consider
Example 6.1.7. Fix any point y ∈ Kn and let X denote the closure of
the set {x ⊕ y : x ∈ ∂K}. This is contained in Kn+1, so it is disjoint
from ∂K = ∂C ⊂ K1. Nevertheless, it follows from Theorem 6.4.2 that
K is the closed nc convex hull of X .
This trick fails for certain infinite dimensional examples like the
Cuntz system of Examples 4.2.5 and 6.6.2. It follows from a ver-
sion of Voiculescu’s non-commutative Weyl-von Neumann theorem (see
[10, Corollary 1.7.7]) that for any y ∈ Kn with n <∞, the point-norm
closure of {x⊕y : x ∈ ∂K} contains all representations ofOn (restricted
to S). So in particular, the point-weak-∗ closure contains ∂K.
6.5. Extreme points and the minimal C*-algebra. In this section
we relate the extreme points of a compact nc convex set to the nc state
space of the corresponding minimal C*-algebra.
For a compact nc convex set K, the universal properties of C(K) and
C∗min(A(K)) imply the existence of a unique surjective homomorphism
π : C(K) → C∗min(A(K)) such that π|A(K) = ι, where ι : A(K) →
C∗min(A(K)) denotes the canonical unital complete order embedding.
It follows from the results in Section 3 that the nc state space of
C∗min(A(K)) is affinely homeomorphic to a closed subset of nc states
on C(K); namely, the set of nc states on C(K) that factor through
C∗min(A(K)).
For x ∈ ∂K, Proposition 5.2.3 implies that the corresponding repre-
sentation δx factors through C
∗
min(A(K)). Hence the extreme bound-
ary ∂K corresponds to a subset of the irreducible representations of
C∗min(A(K)). However, we have seen that, as in the classical setting,
this subset will often be proper (see e.g. Example 6.6.3).
Motivated by the classical setting, we can think of the set of irre-
ducible representations of C∗min(A(K)) as the Shilov boundary of A(K),
and ∂K as the Choquet boundary of A(K). The next result describes
the precise relationship between these sets. It can be viewed as a
noncommutative analogue of the fact that in the classical setting, the
Shilov boundary is the closure of the Choquet boundary.
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Theorem 6.5.1. Let K be a compact nc convex set and let L denote
the nc state space of C∗min(A(K)), identified with the set of nc states on
C(K) that factor through C∗min(A(K)). Then L is the closed nc convex
hull of the set {δx ∈ ∂K}.
Proof. Let X = {δx ∈ ∂K}. For x ∈ ∂K, Proposition 5.2.4 implies
that the corresponding representation δx factors through C
∗
min(A(K)).
Hence the representation σ := ⊕x∈∂Kδx factors through C∗min(A(K)),
and we can view it as a representation of C∗min(A(K)). Theorem 6.2.3
implies that the restriction σ|A(K) is a unital complete order embedding.
Hence by the universal property of C∗min(A(K)), σ is faithful.
Let y ∈ K be a point such that the corresponding representation δy
factors through C∗min(A(K)). Then
ker δy ⊇
⋂
x∈∂K
ker δx = ker σ.
Hence an argument similar to the proof of Theorem 6.4.3 implies that
δy is contained in the closed nc convex hull of X . Every irreducible
representation of C∗min(A(K)) is of this form, and by Example 6.1.5,
these are precisely the extreme points of L. Therefore, it follows from
Theorem 6.4.2 that L is the closed nc convex hull of X . 
6.6. Examples. In this section we will illustrate the results we have
obtained so far with some examples.
Example 6.6.1. Let S ⊆ K(H) be an irreducible operator system,
so that C∗(S) = K(H), and let n = dimH . Since K(H) is simple,
C∗min(S) = K(H). LetK denote the nc state space of S. For an extreme
point x ∈ (∂K)n, the corresponding representation δx : C(K)→Mn is
an irreducible representation that factors through K(H). Since every
irreducible representation ofK(H) is equivalent to the identity represen-
tation id : K(H)→ K(H) and ∂K is closed under unitary equivalence,
it follows that
∂K = (∂K)n = {α idα∗ : α ∈ U(H)},
where n = dimH .
Example 6.6.2. For d ≥ 2, the Cuntz algebra Od is the universal C*-
algebra generated by d elements s1, . . . , sd satisfying the Cuntz relations
d∑
i=1
sis
∗
i = 1, s
∗
i sj = δij1.
The algebra Od is simple and infinite dimensional.
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Let S = span{1, s1, s∗1, . . . , sd, s∗d}. Then C∗(S) = Od, so by the
simplicity of Od, C∗min(S) = Od. Let K denote the nc state space of S.
Every point x ∈ Kn, is completely determined by the row contraction
X = [x(s1), . . . , x(sd)] ∈Mdn. We say that X is a coisometry if XX∗ =∑d
i=1 x(si)x(si)
∗ = 1n. If, in addition, X
∗X =
[
x(si)
∗x(sj)
]
= 1d ⊗ 1n,
then we say that X is a row unitary. Note that X is a row unitary if
and only if x(s1), . . . , x(sd) satisfies the Cuntz relations.
We claim that x ∈ Kn is an extreme point if and only if the corre-
sponding row contraction X ∈ Mdn is a row unitary. First we observe
that X is an extreme row contraction in Mdn if and only if it is a
coisometry. It follows that x is pure if and only if X is a coisometry.
If x is maximal, then Proposition 5.2.4 implies that the corresponding
representation δx : C(K) → Mn factors through C∗min(S) = Od, so
x(s1), . . . , x(sd) satisfies the Cuntz relations, and hence X is a row
unitary. In particular, if x is extreme, then X is a row unitary.
Conversely, suppose X is a row unitary. From above x is pure, so it
remains to show that x is maximal. Let µ : C(K) → Mn be a unital
completely positive map with barycenter x. Then by the Kadison-
Schwartz inequality,
1n =
n∑
i=1
x(si)x(si)
∗ =
n∑
i=1
µ(si)µ(si)
∗ ≤
n∑
i=1
µ(sis
∗
i ) = 1n.
This implies that µ(sis
∗
i ) = x(si)x(si)
∗ for each i, so S belongs to the
multiplicative domain of µ. Hence µ = δx, implying x has a unique rep-
resenting map. Therefore, Proposition 5.2.3 implies that x is maximal.
We have shown that the extreme points in ∂K correspond to row
unitaries. Since the entries of a row unitary generate a representation
of Od which is simple and infinite dimensional, it follows that ∂K has
no finite dimensional extreme points.
In [18], it is shown that a finite dimensional coisometric tuple dilates
to a representation of Od having the special property that there is a
finite dimensional coinvariant cyclic invariant subspace for the d gen-
erators. Representations of Od with this property are called finitely
correlated, and they are classified in that paper. The key point for this
discussion is that being finitely correlated is a very special property
that most representations of Od do not have. Every finitely correlated
representation is accessible as a limit of its finite dimensional pure com-
pressions in the sense of Section 6. This follows from Theorem 6.2.2.
Moreover, these are the only accessible extreme points.
Example 6.6.3. Let a1, a2 ∈ M be freely independent semicircular
(self-adjoint) operators contained in a von Neumann algebra of type
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II1. For example, letting s1, s2 denote the generators of the Cuntz
algebra O2 as in Example 6.6.1, we can take ai = si + s∗i for each i.
Consider the operator system S = span{1, a1, a2} with nc state space
K.
Let A = C∗(S). Then A is simple by [23], so C∗min(S) = A. Further-
more, since A is separable, Voiculescu’s theorem [51] (see [15, Corollary
II.5.6]) implies that all representations of A are approximately unitarily
equivalent. In other words, every representation of A is a point-norm
limit of representations that are all unitarily equivalent to any other
representation. For our purposes, the interesting thing about the oper-
ator system S is that not every irreducible representation of A restricts
to an extreme point in ∂K. In particular, ∂K is not closed in the point-
norm topology, and thus is not closed in the point-weak* topology.
We now consider specific representations of O2 belonging to the class
of atomic representations classified in [19, Section 3]. Consider the Fock
space F2 = l
2(F+2 ), where F
+
2 denotes the free semigroup on {1, 2}, with
ǫ ∈ F+2 denoting the empty word. The canonical orthonormal basis for
F2 is {δw : w ∈ F+2 }. Let L1, L2 ∈ B(F2) denote the isometries defined
by Liδw = δiw for i = 1, 2 and w ∈ F+2 . Let H = C⊕ F2.
For λ ∈ T, consider the representation πλ : O2 → H defined by
πλ(s1) =
[
λ 0
0 L1
]
, πλ(s2) =
[
0 0
δǫ L2
]
.
Let σλ = πλ|A.
Identifying Hℵ0 with H, we obtain xλ ∈ Kℵ0 by setting xλ = σλ|S.
The corresponding representation δxλ : C(K) → Mℵ0 satisfies δxλ =
σλ ◦ q, where q : C(K) → C∗min(S) = A denotes the canonical quotient
homomorphism. We will show that δxλ is irreducible for all λ, but that
xλ is an extreme point if and only if λ = ±1.
Since πλ is an atomic representation of O2 corresponding to the prim-
itive word ‘1’, it is irreducible by [19]. Write λ = r + is. Let p be a
projection in σλ(A)
′. Let η = 1⊕ 0 ∈ H. Replace p by p⊥ if necessary
to ensure that pη 6= 0. We will show that p = 1H.
First note that σλ(a1)η = 2rη. Hence
σλ(a1)pη = pσλ(a1)η = 2rpη.
Since L1+L
∗
1 does not have any eigenvectors, this implies pη = η. Thus
σλ(a2)η = 0 ⊕ δǫ lies in Ran(p). It can now be shown by induction on
word length that 0⊕ δw ∈ Ran(p) for all words w ∈ F+2 . Hence p = 1H
and σλ is irreducible. It follows that δxλ is irreducible.
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Now suppose λ = 1. Since δx1 is irreducible, Theorem 6.1.6 implies
that x1 is an extreme point if and only if x1 has a unique represent-
ing map. By Proposition 5.2.4, this is the case if and only if the only
representing map of x1 that factors through C
∗
min(S) = O2 is δx1. Equiv-
alently, x1 is an extreme point if and only if whenever ϕ : A → B(H)
is a unital completely positive map satisfying ϕ|S = σ1|S, then ϕ = σ1.
Let ϕ : A → B(H) be a unital completely positive map satisfying
ϕ|S = σ1|S. By Arveson’s extension theorem we can extend ϕ to a
unital completely positive map ϕ1 : O2 → B(H). Let ρ1 : O2 → B(K)
be a minimal Stinespring representation for ϕ1, so that ϕ1 = pHρ1|H.
Each ρ1(si) is an isometry, and
2η = σ1(a1)η = ϕ1(a1)η
= pHρ1(a1)η = pH(ρ1(s1) + ρ1(s1)
∗)η.
It follows that ρ1(s1)η = η and ρ1(s1)
∗η = η. In particular, η lies in
Ran(ρ1(s1)) = Ran(ρ1(s2))
⊥, so
ρ1(a2)η = (ρ1(s1) + ρ1(s1)
∗)η = ρ1(s2)η.
This also shows that η is coinvariant for ρ1(s1) and ρ1(s2). Hence
δǫ = σ1(a2)η = ϕ1(a2)η = pHρ1(a2)η = pHρ1(s2)η.
Therefore ρ1(s2)η = δǫ.
It now follows that δǫ is a wandering vector for the tuple (ρ1(s1), ρ1(s2))
in the sense of [19]. To see this, note that for w ∈ F+2 ,
〈ρ1(sw)δǫ, δǫ〉 = 〈δǫ, ρ1(sw)∗δǫ〉.
If w = 1v for v ∈ F+2 , then ρ1(sw)∗δǫ = ρ1(sv)∗ρ1(s1)∗δǫ = 0. Otherwise,
if w = 2v, then ρ1(sw)
∗δǫ = ρ1(sv)
∗ρ1(s2)
∗δǫ = ρ1(sv)
∗η ∈ C⊕0. Either
way, the inner product vanishes.
An easy induction argument now shows that ρ1(si)δw = σ1(si)δw and
ρ1(si)
∗δw = σ1(si)
∗δw for all w ∈ F+2 . This implies C ⊕ F2 is invariant
for ρ1(O2), and hence that ρ1 = σ1 ⊕ ρ′1 for some representation ρ′1 :
O2 → B(K ⊖ H). Therefore, ϕ = σ1, and x1 is an extreme point. A
similar argument works when λ = −1, so x−1 is also an extreme point.
Now suppose λ 6= ±1. Let L = C ⊕ F2 ⊕ F2 and consider the
representation τλ : O2 → B(L) defined by
τλ(s1) =

 r 0 00 L1 0
sδǫ 0 L1

 , τλ(s2) =

0 0 0δǫ L2 0
0 0 L2

 .
Define ψλ : O2 → B(H) by ψλ(a) = pHτλ(a)|H. Then ψλ|A = σλ|A,
however
ψλ(a
2
1)− σλ(a21) = s2ηη∗.
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Hence in this case xλ is not an extreme point.
7. Noncommutative convex functions
7.1. Convex functions and convex envelopes. The convex struc-
ture of a compact convex set C gives rise to the notion of convexity
for a function on C. The Stone-Weierstrass theorem for lattices im-
plies that the convex functions span a dense subset of the C*-algebra
C(C) of continuous functions on C. We saw in Section 4.1 that C(C)
is the maximal commutative C*-algebra generated by the function sys-
tem A(C) of continuous affine functions on C in a certain precise sense.
There is another important idea connecting C(C) to A(C) for which
the convex structure of C is essential.
For f ∈ C(C), the convex envelope f of f is the best approximation
of f from below by a convex lower semicontinuous function. It is defined
by
f = sup{a ∈ A(C) : a ≤ f}.
The function f is convex if and only if f¯ = f .
There is also a geometric definition which is more readily generalized.
Let epi(f) = {(x, t) : x ∈ C, t ≥ f(x)}. Then
epi(f) = conv(epi(f))
is the closed convex hull of the epigraph of f .
One explanation for the importance of the convex envelope is that it
encodes information about the set of representing measures of a point.
Specifically, if C is a compact convex set and f ∈ C(C) is a continuous
function with convex envelope f , then for x ∈ C,
f(x) = inf
µ
∫
C
f dµ,
where the infimum is taken over all probability measures µ with barycen-
ter x. This infimum is attained. Moreover, the measure µ is supported
on the extreme boundary ∂C in an appropriate sense if and only if∫
C
f dµ =
∫
C
f dµ
for every f ∈ C(C). We will revisit this characterization in Section 8.
7.2. Noncommutative convex functions. In this section we will in-
troduce a notion of convexity for nc functions. We will need to consider
matrices of bounded nc functions. For a compact nc convex set K and
f = (fij) ∈ Mn(B(K)), we view f as a function f : K → Mn(M)
defined by f(x) = (fij(x)) for x ∈ K. Note that f is graded, respects
direct sums and is unitarily equivariant in an appropriate sense, so we
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will refer to f as a nc function on K. We will say that f is self-adjoint
if f(x) ∈Mn(Mk)sa for x ∈ Kk.
Definition 7.2.1. Let K be a compact nc convex set and let f ∈
Mn(B(K)) be self-adjoint bounded nc function. The epigraph of f is
the subset Epi(f) ⊆∐mKm ×Mn(Mk) defined by
Epim(f) = {(x, α) ∈ Km ×Mn(Mm) : x ∈ Km and α ≥ f(x)},
We will say that f is convex if Epi(f) is an nc convex set, and that f
is lower semicontinuous if Epi(f) is closed.
Remark 7.2.2. For a self-adjoint bounded nc function f ∈Mn(B(K)),
the fact that f is graded and respects direct sums implies that Epi(f)
is a nc convex set if and only if
f(α∗xα) ≤ (1n ⊗ α∗)f(x)(1n ⊗ α)
for every m, every x ∈ Km and every isometry α ∈Mm,l.
Proposition 7.2.3. Let K be a compact nc convex set and let f ∈
Mn(B(K)) be a self-adjoint bounded nc function. Then f is convex if
and only if
(7.2.1) f(λx+ (1− λ)y) ≤ λf(x) + (1− λ)f(y)
for all m, all x, y ∈ Km and all λ ∈ [0, 1].
Proof. Suppose f is convex. For x, y ∈ Km and λ ∈ [0, 1], the fact that
(7.2.1) holds follows from Remark 7.2.2 and the factorization
λx+ (1− λ)y = [√λ1m √1− λ1m]
[
x 0
0 y
] [ √
λ1m√
1− λ1m
]
.
Conversely, suppose f satisfies (7.2.1). By Remark 7.2.2, to show
that f is convex, it suffices to show that for y ∈ Km and an isometry α ∈
Mm,l, f(α∗yα) ≤ (1n ⊗ α∗)f(y)(1n⊗ α). Define a unitary β ∈Mm by
β = αα∗−(1−αα∗). Decompose Hm = Ran(αα∗)⊕Ran(1m−αα∗) and
identify Ran(αα∗) and Ran(1m − αα∗) with Hl and Hm−l respectively.
Then we can write
y =
[
x ∗
∗ z
]
, β =
[
1l 0
0 −1l
]
, and α =
[
γ
0
]
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for some x ∈ Kl, z ∈ Km−l, and γ is unitary. Observe that by unitary
equivariance and equation (7.2.1),
f(α∗yα) = f(γ∗xγ) = (1n ⊗ γ)∗f(x)(1n ⊗ γ)
= (1n ⊗ α)∗
(
f(x)⊕ f(z))(1n ⊗ α)
= (1n ⊗ α)∗f(x⊕ z)(1n ⊗ α)
= (1n ⊗ α)∗f
(
1
2
(y + β∗yβ)
)
(1n ⊗ α)
≤ (1n ⊗ α)∗ 12
(
f(y) + f(β∗yβ)
)
(1n ⊗ α)
= (1n ⊗ α)∗ 12
(
f(y) + β∗f(y)β
)
(1n ⊗ α)
= (1n ⊗ α)∗f(y)(1n ⊗ α).
Therefore f is nc convex. 
Example 7.2.4. Let K be a compact nc convex set. It is easy to check
that every continuous self-adjoint nc affine function a ∈ Mn(A(K)) is
convex and lower semicontinuous.
Example 7.2.5. Fix a compact interval I ⊆ R. Recall that a contin-
uous real-valued function f ∈ C(I) is operator convex if
f(λα+ (1− λ)β) ≤ λf(α) + (1− λ)f(β)
for all n, all self-adjoint α, β ∈ (Mn)sa with spectrum in I and all
λ ∈ [0, 1].
Define a nc convex set K by setting
Kn = {α ∈ (Mn)sa : σ(α) ⊆ I},
where σ(α) denotes the spectrum of α. Note thatK1 = I. A continuous
real-valued function f ∈ C(I) determines a continuous self-adjoint nc
function in C(K) by the continuous functional calculus, while on the
other hand, a continuous self-adjoint nc function in C(K) restricts to
a continuous real-valued function in C(I). It follows immediately from
Proposition 7.2.3 that a self-adjoint nc function f ∈ C(K) is convex if
and only if it restricts to an operator convex function in C(I).
This fact, that scalar operator convexity on an interval implies nc
convexity in the sense of Definition 7.2.1, is essentially the Hansen-
Pedersen-Jensen inequality [33, Theorem 2.1].
Example 7.2.6. Let K be a compact nc convex set. If [c, d] ⊆ R is
a compact interval and f ∈ C([c, d]) is an operator convex function on
[c, d], then for self-adjoint a ∈ A(K) satisfying c1A(K) ≤ a ≤ d1A(K),
then it follows as in Example 7.2.4 and Remark 7.2.2 that f(a) ∈ C(K)
is convex.
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Remark 7.2.7. There is also a natural notion of concave nc function
in the noncommutative setting. However, a self-adjoint bounded nc
function f ∈ Mn(B(K)) is convex if and only if −f is concave, so
there is no disadvantage to working only with convex functions.
For a compact nc convex setK, we do not know if convex nc functions
in C(K) always span a dense subset of C(K). However, the next result
will be sufficient our purposes.
Proposition 7.2.8. Let K be a compact nc convex set and let µ, ν :
C(K)→Mn be unital completely positive maps such that µ(f) = ν(f)
for every n and every convex nc function f ∈Mn(C(K)). Then µ = ν.
Proof. For t ∈ [−1, 1], the function ht(x) = x2(1 − tx)−1 is operator
convex on the interval (−1, 1) [7]. The Taylor series expansion of ht at
x = 0 is ht(x) =
∑
n≥0 t
nxn+2. Hence for self-adjoint a ∈ Mn(A(K))
with ‖a‖ < 1, Example 7.2.6 implies that the continuous nc function
ht(a) ∈ C(K) is convex. Hence by assumption,
0 = (µ− ν)(ht(a)) =
∑
n≥0
(µ− ν)(an+2)tn for all t ∈ [−1, 1].
It follows that the analytic function k(z) =
∑
n≥0(µ − ν)(an+2)zn is
identically zero. Therefore µ(an) = ν(an) for all n ≥ 2. This also holds
for n = 0 and n = 1 by hypothesis.
We now show that if f = a1 · · · an for self-adjoint a1, . . . , an ∈
A(K), then µ(f) = ν(f). To see this, define self-adjoint b = (bij) ∈
Mn+1(A(K)) by setting bi,i+1 = bi+1,i = ai for 1 ≤ i ≤ n and setting
all other entries to zero. It is easy to check that the (1, n+ 1) entry of
bn is f . From above, µ(bn) = ν(bn). Hence µ(f) = ν(f). It follows that
µ and ν agree on the C*-algebra generated by A(K), namely C(K),
and we conclude that µ = ν. 
7.3. Multivalued noncommutative functions. A major difficulty
in the noncommutative setting is the fact that the self-adjoint elements
of a noncommutative von Neumann algebra do not form a lattice. In-
spired by work of Wittstock [54] and Winkler [53], we will overcome
this difficulty by working with multivalued functions.
Definition 7.3.1. Let K be an nc convex set and let F : K →
Mn(M)sa be a multivalued self-adjoint function. We say that F is
a multivalued nc function if it is non-degenerate, graded, unitarily equi-
variant and upwards directed, meaning that
(1) F (x) 6= ∅ for every x ∈ K,
(2) F (Km) ⊆Mn(Mm) for all m,
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(3) F (βxβ∗) = (1n ⊗ β)F (x)(1n ⊗ β∗) for every x ∈ Km and every
unitary β ∈Mm,
(4) F (x) = F (x) +Mn(Mm)+ for every m and every x ∈ Km.
We say that F is bounded if there is a constant λ > 0 such that for
every β ∈ F (x) there is α ∈ F (x) with α ≤ β such that ‖α‖ ≤
λ. If F is bounded, then we let ‖F‖ denote the infimum of all λ as
above. Otherwise we write ‖F‖ =∞. If G : K →Mn(M) is another
multivalued nc function, then we will write F ≤ G if F (x) ⊇ G(x) for
every x ∈ K.
Definition 7.3.2. Let K be a compact nc convex set and let F : K →
Mn(M) be a bounded multivalued nc function. The graph of F is the
subset Graph(F ) ⊆∐mKm ×Mn(Mm) defined by
Graphm(F ) = {(x, α) ∈ Km ×Mn(Mm) : x ∈ Km and α ∈ F (x)}.
We say that F is convex if Graph(F ) is an nc convex set, and that F
is lower semicontinuous if GraphF is closed.
Example 7.3.3. Let K be a compact nc convex set and let f ∈
Mn(B(K)) be self-adjoint. There is a bounded multivalued nc func-
tion F : K → Mn(M) naturally associated to f defined by F (x) =
[f(x),+∞) for x ∈ K. Note that F is the unique multivalued nc
function with Graph(F ) = Epi(f).
Recall that if K is a compact nc convex set and µ : C(K) →Mk is
a unital completely positive map, then µ can be extended to a unital
completely positive map on the C*-algebra B(K) of bounded single-
valued nc functions. We can extend µ further and make sense of the
expression µ(F ) when F : K →Mn(M) is a bounded multivalued nc
function.
Definition 7.3.4. Let K be a compact nc convex set and let µ :
C(K) → Mk be a unital completely positive map. Let (x, α) ∈
Km ×Mm,k be a minimal representation for µ. For a bounded multi-
valued nc function F : K →Mn(M), we define
µ(F ) = (1n ⊗ α∗)F (x)(1n ⊗ α).
Remark 7.3.5. The fact that this extension of µ is well defined follows
from unitary equivariance of multivalued nc functions. The argument
is similar to the argument for bounded single-valued nc functions from
Section 5.
Let f ∈Mn(B(K)) be self-adjoint and let F : K →Mn(M) denote
the corresponding bounded multivalued nc function defined as in Ex-
ample 7.3.3. If G : K → Mn(M) is a multivalued nc function, then
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we will write f = G, f ≤ G and f ≥ G if F = G, F ≤ G or F ≥ G
respectively.
7.4. Noncommutative convex envelopes. In this section we will
introduce a notion of convex envelope for continuous nc functions that
will play a similarly important role in the noncommutative setting. We
will need to work with multivalued nc functions, and this introduces
some technical difficulties. However, the results in this section will also
apply to single-valued functions via the correspondence in Example
7.3.3.
We will define the convex envelope of a function geometrically in
terms of the graph of the function. The non-trivial fact that this defi-
nition of the convex envelope is equivalent to an appropriate approxi-
mation from below by continuous nc affine functions will be the main
result in this section.
Let K be a compact nc convex set. For cardinals m and n, we will
view f ∈Mm(Mn(B(K))) as a function f : K →Mm(Mn(M)) in the
obvious way. For another function g ∈Mm(Mn(B(K))), we will write
f ≤ g if f and g are self-adjoint and f(x) ≤ g(x) for all x ∈ K. For
a multivalued nc function F : K →Mn(M), we define a multivalued
function 1m ⊗ F : K →Mm(Mn(M)) by
(1m ⊗ F )(x) = {1m ⊗ α : α ∈ F (x)}, x ∈ K.
Definition 7.4.1. Let K be a compact nc convex set. The convex
envelope of a bounded multivalued function F : K → Mn(M) is the
multivalued nc function F : K →Mn(M) determined by the property
GraphF = ncconv(Graph(F )).
That is, the graph of F is the closed nc convex hull of the graph of F .
Proposition 7.4.2. Let K be an nc convex set and let F : K →
Mn(M) be a bounded multivalued nc function with convex envelope F .
Then
(1) F is a lower semicontinuous convex multivalued nc function,
(2) F ≤ F ,
(3) if F is nc convex and lower semicontinuous, then F = F ,
(4) if F is bounded by λ, then so is F , and
(5) if G is a convex nc function such that G ≤ F , then G ≤ F .
Proof. Since the graph of F is defined to be nc convex and closed, (1)
is immediate. Also, evidently GraphF ⊃ Graph(F ), so F ≤ F . If
Graph(F ) is already closed and nc convex, then clearly F = F .
48 K.R. DAVIDSON AND M. KENNEDY
Suppose that F is bounded by λ. Then −λIn ⊗ Ik ≤ F (x) for all
x ∈ Kk, and this persists for F . Suppose that (x, β) belongs to the
(algebraic) nc convex hull of Graph(F ); say (x, β) =
∑
α∗i (xi, βi)αi
where
∑
α∗iαi = Ik. Then since F is bounded by λ, there exist γi ∈
F (xi) with γi ≤ βi and ‖γi‖ ≤ λ. It follows that (x, γ) ∈ F (x) where
γ =
∑
α∗i γiαi ≤ β and ‖γ‖ ≤ λ. In general, if (x, β) is a limit of a net
of such points (xj , βj), find (xj , γj) with γj ≤ βj and ‖γj‖ ≤ λ. Extract
a convergent cofinal subnet with limit (x, γ). Then γ ≤ β and ‖γ‖ ≤ λ.
So F is bounded by λ.
Finally it is clear from the definition that F is the largest convex nc
function smaller than F . 
The next result is a noncommutative analogue of the classical fact
that the convex envelope of a function is obtained as the supremum of
the continuous affine functions dominated by the function.
Theorem 7.4.3. Let K be a compact nc convex set and let F : K →
Mn(M) be a bounded multivalued nc function. Then for x ∈ Kp,
F (x) =
⋂
m
⋂
a≤1m⊗F
{α ∈ (Mn(Mp))sa : 1m ⊗ α ≥ a(x)},
where the intersection is taken over all m and all self-adjoint nc affine
functions a ∈Mm(Mn(A(K)))sa satisfying a ≤ 1m ⊗ F .
Proof. Let F˜ (x) :=
⋂
m
⋂
a≤1m⊗F
{α ∈ (Mn(Mp))sa : 1m ⊗ α ≥ a(x)}
for x ∈ Kp. It is easy to see that
Graph(F˜ ) =
⋂
m
⋂
a≤1m⊗F
{
(x, α)∈ K × (Mn(M))sa : (x, 1m⊗α) ∈ Epi(a)
}
,
where the intersection is taken over all m and all self-adjoint nc affine
functions a in Mm(Mn(A(K)))sa satisfying a ≤ 1m ⊗ F . This is an
intersection of closed nc convex sets, so F˜ is a lower semicontinuous
convex function with F˜ ≤ F . Thus by definition of the convex envelope,
we have that F˜ ≤ F . We will prove that Graph F˜ = GraphF . It
remains to show that F ≤ F˜ .
Since F is bounded, F is bounded by Proposition 7.4.2. By replacing
F by F (x) + (‖F‖+1), we may assume that F (x) ⊆ [1n⊗ 1k,+∞) for
every k and every x ∈ Kk.
Fix x0 ∈ Kk and self-adjoint α0 ∈ Mn(Mk) such that (x0, α0) 6∈
Graphk(F ). To show that (x0, α0) 6∈ Graphk(F˜ ), we must show there
is a cardinal m and an nc affine function a ∈ (Mm(Mn(A(K))))sa
such that a ≤ 1m⊗F , in the sense that [a(x),+∞) ⊇ 1m⊗F (x) for all
x ∈ K, but a(x0) 6≤ 1m ⊗ α0. Since Graph(F˜ ) and Graph(F ) are both
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closed and nc convex, Proposition 2.2.9 and Section 2.3 show that we
can assume that k is finite.
Let E be an operator system containing K. Since Graph(F ) is closed
and nc convex, it follows from Corollary 2.4.2 that there is a normal
completely bounded self-adjoint map θ : E ⊕ Mn → Mk and self-
adjoint γ ∈ Mk such that θl((x, α)) ≤ γ ⊗ 1l for every l and every
(x, α) ∈ Graphl(F ), but θk((x0, α0)) 6≤ γ ⊗ 1k. Here we write θl for the
amplification θ ⊗ idl.
Define normal completely bounded maps ϕ : E → Mk and ψ :
Mn → Mk by ϕ(x) = θ(x, 0n) for x ∈ E and ψ(α) = −θ(0, α) for
α ∈Mn. Then for every l and every (x, α) ∈ Graphl(F ),
ϕl(x)− ψl(α) = θl((x, α)) ≤ γ ⊗ 1l.
Rearranging gives
(7.4.1) ϕl(x)− γ ⊗ 1l ≤ ψl(α).
As above, we write ϕl = ϕ⊗ idl and ψl = ψ ⊗ idl.
We first claim that ψ is completely positive. To see this, note that for
l and (x, α) ∈ Graphl(F ), the normalization ensures that α ≥ 1n ⊗ 1l;
and the fact that F is upwards directed implies (x, λα) ∈ Graphl(F )
for every λ ≥ 1. Hence by (7.4.1),
(7.4.2) ϕl(x)− γ ⊗ 1l ≤ ψl(λα) = λψl(α).
Dividing both sides by λ and taking λ→∞ yields ψl(α) ≥ 0.
Now for positive β ∈ Mn(Ml) and ǫ > 0, there is some λ > 0 such
that λ(β + ǫ1n ⊗ 1l) ≥ α. Then since F is upwards directed,
(x, λ(β + ǫ1n ⊗ 1l)) ∈ Graphl(F ).
Hence by (7.4.2),
λψl(β + ǫ1n ⊗ 1l) = ψl(λ(β + ǫ1n ⊗ 1l)) ≥ 0.
Dividing by λ implies ψl(β + ǫ1n ⊗ 1l) ≥ 0, and taking ǫ → 0 gives
ψl(β) ≥ 0. Hence ψ is completely positive.
Since ψ is normal and completely positive, Stinespring’s theorem
provides a cardinal m and an operator β : Hn → Hmn such that
ψ(α) = β∗(1m ⊗ α)β for α ∈Mn.
Then
ψl(α) = (β
∗ ⊗ 1l)(1m ⊗ α)(β ⊗ 1l) for α ∈ Mn(Ml).
Write β = ν|β|, where ν : Hn → Hmn is a partial isometry with initial
space (ker β)⊥. Let p = ν∗ν and let q = νν∗. Then since pβ∗ = β∗,
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ψl(α) = (p ⊗ 1l)ψl(α)(p ⊗ 1l) for α ∈ Mn(Ml). Therefore by (7.4.1),
we see that for every l and every (x, α) ∈ Graphl(F ),
ϕl(x)− γ ⊗ 1l = (p⊗ 1l)(ϕl(x)− γ ⊗ 1l)(p⊗ 1l).
Since F (x0) 6= ∅, there is some α ∈ Mn(Mk) such that (x0, α) ∈
Graphk(F ). Hence in particular,
ϕk(x0)− γ ⊗ 1k = (p⊗ 1k)(ϕk(x0)− γ ⊗ 1k)(p⊗ 1k),
implying
θk((x0, α0)) = ϕk(x0)− ψk(α0)− γ ⊗ 1k
= (p⊗ 1k)
(
ϕk(x0)− ψk(α0) + γ ⊗ 1k
)
(p⊗ 1k)
= (p⊗ 1k)θk((x0, α0))(p⊗ 1k).
(7.4.3)
Since n is finite, p|β|p ∈ pMnp ≃ Mk is invertible, where k =
rank(p). So there is an element β ′ ∈ pMnp such that β ′|β| = |β|β ′ = p.
Then νβ ′β∗ = q, so for α ∈Mn(Ml),
(νβ ′ ⊗ 1l)ψl(α)(β ′ν∗ ⊗ 1l) = (q ⊗ 1l)(1m ⊗ α)(q ⊗ 1l).
Hence decomposing 1m ⊗ α ∈ Mm(Mn(Ml))) as a block matrix with
respect to the projection q ⊗ 1l as
1m ⊗ α =
[
(1m ⊗ α)11 (1m ⊗ α)12
(1m ⊗ α)21 (1m ⊗ α)22
]
,
we obtain
(7.4.4) (1m ⊗ α)11 = (νβ ′ ⊗ 1l)ψl(α)(β ′ν∗ ⊗ 1l).
For ǫ > 0, define a self-adjoint affine function aǫ ∈Mm(Mn(A(K)))
by writing it in block matrix form with respect to the projection q as
aǫ =
[
aǫ,11 0
0 aǫ,22
]
,
where
(7.4.5) aǫ,11(x) = (νβ
′ ⊗ 1l)(ϕl(x)− γ ⊗ 1l − ǫ1k ⊗ 1l)(β ′ν∗ ⊗ 1l)
and
aǫ,22(x) = −λǫq⊥
for x ∈ Kl, where λǫ > 0 is chosen to satisfy
λǫ > ǫ
−1‖β‖2‖F‖2 + ‖α‖.
We claim that aǫ ≤ 1m⊗F in the sense that [aǫ(x),+∞) ⊇ 1m⊗F (x)
for all x ∈ K. The boundedness of F implies that for every l and
every (x, α′) ∈ Graphl(F ), there is α ∈ F (x) such that α ≤ α′ and
‖α‖ ≤ ‖F‖. Therefore, in order to show that aǫ ≤ 1m ⊗ F , it suffices
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to show that aǫ(x) ≤ 1m ⊗ α for every l and every (x, α) ∈ Graphl(F )
with ‖α‖ ≤ ‖F‖. Taking the Schur complement of the block matrix of
1m ⊗ α − aǫ(x) with respect to the projection q ⊗ 1l implies that this
condition is equivalent to the inequalities
(1m ⊗ α)22 − aǫ,22(x) ≥ 0
and
(1m ⊗ α)11 − aǫ,11(x)
≥ (1m ⊗ α)12
(
(1m ⊗ α)22 − aǫ,22(x)
)−1
(1m ⊗ α)21.
The first inequality follows immediately from the choice of λǫ, since
(1m ⊗ α)22 − aǫ,22(x) = (1m ⊗ α)22 + λǫq⊥ ⊗ 1l
≥ ǫ−1‖β‖2‖F‖2q⊥ ⊗ 1l.
(7.4.6)
For the second inequality, observe that (7.4.1), (7.4.4) and (7.4.5) imply
(1m ⊗ α)11 − aǫ,11(x)
= (νβ ′ ⊗ 1l)
(
(ψl(α)− ϕl(x) + γ ⊗ 1l) + ǫ1k ⊗ 1l
)
(β ′ν∗ ⊗ 1l)
≥ ǫν(β ′)2ν∗ ⊗ 1l
≥ ǫ‖β‖2q ⊗ 1l.
Then since ‖α‖ ≤ ‖F‖, (7.4.6) implies that
(1m ⊗ α)12
(
(1m ⊗ α)22 − aǫ,22(x)
)−1
(1m ⊗ α)21
= (1m ⊗ α)12((1m ⊗ α)22 + λǫq⊥ ⊗ 1l)−1(1m ⊗ α)21
≤ ǫ‖β‖2 q ⊗ 1l.
Hence the second inequality is also satisfied. Therefore, aǫ ≤ 1m ⊗ F .
Finally, we claim there is an ǫ > 0 such that aǫ(x0) 6≤ 1m ⊗ α0. To
see this, suppose for the sake of contradiction that aǫ(x0) ≤ 1m ⊗ α0
for all ǫ > 0. Then in particular, looking at the top left corner of the
block matrix of 1m ⊗ α0 − aǫ(x) with respect to the projection q ⊗ 1k
and applying (7.4.5) implies
0 ≤ (1m ⊗ α0)11 − aǫ,11(x0)
= (νβ ′ ⊗ 1k)(ψl(α0)− ϕk(x0) + γ ⊗ 1k + ǫ1k ⊗ 1k)(β ′ν∗ ⊗ 1k)
= (νβ ′ ⊗ 1k)(−θ((x0, α0)) + γ ⊗ 1k + ǫ1k ⊗ 1k)(β ′ν∗ ⊗ 1k)
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Then multiplying on the left by β∗⊗ 1k and on the right by β⊗ 1k and
taking ǫ→ 0 implies
(p⊗ 1k)θ(x0, α0)(p⊗ 1k) ≤ (p⊗ 1k)(γ ⊗ 1k)(p⊗ 1k).
Therefore, by (7.4.3),
θk((x0, α0)) ≤ γ ⊗ 1k,
contradicting our original separation of (x0, α0) from the graph of F .
We conclude that for some ǫ > 0, the nc affine function aε achieves the
desired separation. 
We will need a useful fact regarding the convex envelope and multi-
plicity.
Corollary 7.4.4. Let K be an nc convex set and let F : K →Mn(M)
be a self-adjoint bounded multivalued nc function with convex envelope
F . Then 1l ⊗ F ≤ 1l ⊗ F .
Proof. Note that
Graph(1l ⊗ F ) = ncconv
(
Graph(1l ⊗ F )
)
= ncconv
{∐
x∈K
(x, 1l ⊗ F (x))
}
.
The nc convex combinations include all points obtained using points
xi and contractions of the form 1l ⊗ αi. Therefore
Graph(1l ⊗ F ) ⊃
∐
x∈K
(x, 1l ⊗ F (x))
= Graph(1l ⊗ F ). 
The next result is a noncommutative analogue of a result of Moko-
bodzki (see e.g. [1, Proposition I.5.1]).
Proposition 7.4.5. Let K be a compact nc convex set and let F : K →
Mn(M) be a self-adjoint bounded multivalued bounded nc function with
convex envelope F . Then for x ∈ Kp,
F (x) =
⋂
g≤1m⊗F
{α ∈Mn(Mp) : 1m ⊗ α ≥ g(x)},
where the intersection is taken over all m and all convex nc functions
g ∈Mm(Mn(C(K))) satisfying g ≤ 1m ⊗ F .
Proof. By Theorem 7.4.3, F (x) is the intersection over such sets with
respect to continuous affine nc functions. Since every affine nc function
is a convex nc function, the intersection over all m and all convex
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nc functions g ∈ Mm(Mn(C(K))) satisfying g ≤ 1m ⊗ F is smaller.
On the other hand, by Proposition 7.4.2, 1m ⊗ F is the largest lower
semicontinuous convex multivalued nc function dominated by 1m ⊗ F ,
meaning that for all such g, g ≤ 1m ⊗ F . Hence by Corollary 7.4.4,
g ≤ 1m ⊗ F . Therefore, the intersection is precisely Graph(F ). 
7.5. Completely positive maps. The next result shows that, as in
the classical setting, the noncommutative convex envelope encodes in-
formation about the set of representing maps of a point.
Theorem 7.5.1. Let K be a compact nc convex set and let f : K →
Mn(M) be a self-adjoint lower semicontinuous bounded nc function
with convex envelope f . Then for x ∈ Km,
f(x) =
⋃
µ
[µ(f),+∞),
where the union is taken over all unital completely positive maps µ :
C(K)→Mm with barycenter x.
Proof. Define F : K →M by F (x) = ∪µ[µ(f),+∞) for x ∈ Km, where
the union is taken over all unital completely positive maps µ : C(K)→
Mm with barycenter x. Then F is a self-adjoint bounded multivalued
nc function since it is clearly graded, unitarily equivariant and upward
directed.
We claim that F is lower semicontinuous. Let (xi, αi) be a net in
Graphm(F ) converging to (x, α) ∈ Km ×Mn(Mm). Then there are
unital completely positive maps µi : C(K) → Mm such that µi has
barycenter xi and µi(f) ≤ αi. Let µ : C(K) → Mm be a cofinal
point-weak* limit point of the net (µi). Then µ has barycenter x and
µ(f) ≤ α, so (x, α) ∈ Graphm(F ).
Next we show that F is convex. Suppose that (xi, αi) ∈ Graph(F ),
where xi ∈ Kni and µi is a unital completely positive map µi : C(K)→
Mm with barycenter xi such that µi(F ) ≤ αi. If βi ∈ Mn,ni so that∑
β∗i βi = 1n, let
x :=
∑
i
β∗i xiβi ∈ Kn and α :=
∑
i
(1m ⊗ β∗i )αi(1m ⊗ βi).
We need to verify that (x, α) ∈ Graph(F ). Observe that
µ :=
∑
(1m ⊗ β∗i )µi(1m ⊗ βi)
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is a unital completely positive map µ : C(K) →Mm with barycenter
x. In addition,
µ(F ) =
∑
(1m ⊗ β∗i )µi(F )(1m ⊗ βi)
≤
∑
(1m ⊗ β∗i )αi(1m ⊗ βi) = α.
Therefore (x, α) ∈ Graph(F ).
It now suffices to show that f = F . We will accomplish using Theo-
rem 7.4.3 by showing that if a ∈Mm(Mn(A(K))), then a ≤ 1m ⊗ f if
and only if a ≤ 1m ⊗ F for every x ∈ Km.
If a ≤ 1m ⊗ F , then for x ∈ Km, then a(x) ≤ 1m ⊗ µ(f) for every
unital completely positive map µ : C(K)→Mm with barycenter x. In
particular, taking µ = δx implies a(x) ≤ 1m ⊗ f(x). Hence a ≤ 1m⊗ f .
On the other hand, if a ≤ 1m ⊗ f , then for x ∈ Km and every unital
completely positive map µ : C(K)→Mm with barycenter x,
a(x) = µ(a) ≤ µ(1m ⊗ f) = 1m ⊗ µ(f).
Hence a ≤ 1m ⊗ F . 
The next result extends Proposition 7.4.5.
Corollary 7.5.2. Let K be a compact nc convex set and let F : K →
Mn(M) be a self-adjoint multivalued bounded nc function. Then for
every unital completely positive map µ : C(K)→Mp,
µ(F ) =
⋂
g≤1m⊗F
{α ∈Mn(Mp) : 1m ⊗ α ≥ µ(g)},
where the intersection is taken over all m and all convex nc functions
g ∈Mm(Mn(C(K))) satisfying g ≤ 1m ⊗ F .
Proof. Fix a minimal representation (x, ν) ∈ Kq ×Mq,p for µ so that
µ(f) = ν∗f(x)ν for f ∈ C(K). Then by Proposition 7.4.5,
µ(F ) = (1n ⊗ ν∗)F (x)(1n ⊗ ν)
= (1n ⊗ ν∗)
( ⋂
g≤1m⊗F
{α ∈Mn(Mq) : 1m ⊗ α ≥ g(x)}
)
(1n ⊗ ν)
=
⋂
g≤1m⊗F
{
(1n ⊗ ν∗)α(1n ⊗ ν) ∈ Mn(Mq) : 1m ⊗ α ≥ g(x)
}
,
where the intersection is taken over all m and all convex nc functions
g ∈Mm(Mn(C(K))) satisfying g ≤ 1m ⊗ F .
Thus if 1m⊗α ≥ g(x), then setting β = (1n⊗ν∗)α(1n⊗ν), it follows
that
1m ⊗ β ≥ (1m ⊗ 1n ⊗ ν∗)g(x)(1m ⊗ 1n ⊗ ν) = µ(g).
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Conversely, if β ∈ Mn(Mp) satisfies 1m ⊗ β ≥ µ(g), then for ε > 0,
define αε ∈Mn(Mq) by
αε = (1n ⊗ ν)(β + ε1p)(1n ⊗ ν∗) + (1n ⊗ (1q − νν∗))(ε−1‖g‖2 + ‖g‖)
≃
[
β + ε 0
0 ε−1‖g‖2 + ‖g‖
]
,
where the decomposition is taken with respect to the range of 1n ⊗ ν.
If we also decompose g(x) with respect to the range of 1m ⊗ 1n ⊗ ν, it
has the form
g(x) ≃
[
g11 g12
g21 g22
]
and by hypothesis g11 ≃ µ(g) ≤ 1m ⊗ β. Thus
1m ⊗ αε − g(x) ≃
[
1m ⊗ β − g11 + ε(1m ⊗ 1p) −g12
−g21 ε−1‖g‖2 + (‖g‖ − g22)
]
≥
[
ε −g12
−g21 ε−1‖g‖2
]
≥
[
0 0
0 0
]
.
Since µ(F ) is a closed set, we deduce that
µ(F ) =
⋂
g≤1m⊗F
{
(1n ⊗ ν∗)α(1n ⊗ ν) ∈Mn(Mq) : 1m ⊗ α ≥ g(x)
}
=
⋂
g≤1m⊗F
{
β ∈ Mn(Mp) : 1m ⊗ β ≥ µ(g)
}
,
where the intersection is taken over all m and all convex nc functions
g ∈Mm(Mn(C(K))) satisfying g ≤ 1m ⊗ F . 
7.6. Noncommutative Jensen inequality. The next result is a nat-
ural noncommutative analogue of the classical Jensen inequality.
Theorem 7.6.1 (Noncommutative Jensen inequality). Let K be a com-
pact nc convex set and let f ∈ B(K) be a self-adjoint lower semi-
continuous convex nc function. Then for any completely positive map
µ : C(K)→Mn with barycenter x ∈ Kn, f(x) ≤ µ(f).
Proof. For x ∈ Kn, Theorem 7.4.3 and Theorem 7.5.1 imply that
[f(x),+∞) = f(x) =
⋃
µ
[µ(f),+∞),
where the union is taken over all unital completely positive maps µ :
C(K)→Mn with barycenter x. In particular, f(x) ≤ µ(f) for all such
µ. 
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8. Orders on Completely Positive Maps
8.1. Classical Choquet order. The classical Choquet order is a gen-
eralization of the even more classical notion of majorization. Let C be
a compact convex set. For probability measures µ and ν on C, ν is said
to dominate µ in the Choquet order, written µ ≺c ν, if µ(f) ≤ ν(f) for
every convex function f ∈ C(C). The Choquet order is a partial order
on the space of probability measures on C.
Heuristically, the Choquet order measures the how far the support of
a probability measure is from the extreme boundary ∂C, in the sense
that if µ ≺c ν, then the support of ν is closer to ∂C than the support
of µ. In fact, if ν is maximal in the Choquet order and C is metrizable,
then ν is actually supported on ∂C. If C is non-metrizable, then ∂C
is not necessarily Borel, but the maximality of µ still implies that it is
supported on ∂C in an appropriate sense.
8.2. Noncommutative Choquet order. In this section we will in-
troduce a noncommutative analogue of the Choquet order for unital
completely positive maps. The comparison will be with respect to con-
vex continuous nc functions in the sense of Section 7.2. Eventually, we
will see that this order measures how far the support of a unital com-
pletely positive map is from the extreme boundary in an appropriate
sense.
Definition 8.2.1. Let K be a compact nc convex set and let µ, ν :
C(K) → Mm be unital completely positive maps. We say that µ is
dominated by ν in the nc Choquet order and write µ ≺c ν if µ(f) ≤ ν(f)
for every n and every convex nc function f ∈Mn(C(K)).
Lemma 8.2.2. Let K be a compact nc convex set and let µ, ν : C(K)→
Mp be unital completely positive maps with µ ≺c ν, Then µ and ν have
the same barycenter.
Proof. Suppose µ ≺c ν. For a ∈ A(K), both a and −a are convex,
so µ(a) ≤ ν(a) and µ(−a) ≤ ν(−a), implying µ(a) = ν(a). Hence
µ|A(K) = ν|A(K). 
By Proposition 7.4.2, if f ∈ C(K) is convex, then f = f . The next
result follows immediately from this fact.
Proposition 8.2.3. Let K be a compact nc convex set and let µ, ν :
C(K) → Mp be unital completely positive maps. Then µ ≺c ν if
and only if µ(f) ≤ ν(f) for every n and every self-adjoint nc function
f ∈Mn(C(K)).
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Proposition 8.2.4. Let K be a compact nc convex set and let L denote
the nc state space of C(K). Then for each n, the nc Choquet order is
a partial order on Ln.
Proof. It is easy to see that the nc Choquet order is reflexive and tran-
sitive. Antisymmetry follows from Proposition 7.2.8. 
8.3. Dilation order. There is another natural order for unital com-
pletely positive maps relating to the dilation theory of completely pos-
itive maps.
Definition 8.3.1. Let K be a compact nc convex set and let µ, ν :
C(K) → Mm be unital completely positive maps. We say that µ is
dominated by ν in the dilation order and write µ ≺d ν if there are
representations (x, α) ∈ Kn ×Mn,m for µ and (y, β) ∈ Kp ×Mp,m for
ν along with an isometry γ ∈Mp,n such that β = γα and x = γ∗yγ.
Remark 8.3.2. Note that α and β are isometries satisfying µ = α∗δxα
and ν = β∗δyβ. The condition x = γ
∗yγ implies that y dilates x.
Lemma 8.3.3. Let K be a compact nc convex set and let µ, ν : C(K)→
Mm be unital completely positive maps with µ ≺d ν. Then µ and ν have
the same barycenter.
Proof. Let (x, α) ∈ Kn ×Mn,m, (y, β) ∈ Kp ×Mp,m and γ ∈ Mp,n be
as in Definition 8.3.1. Then for a ∈ A(K),
µ(a) = α∗a(x)α = α∗a(γ∗yγ)α = α∗γ∗a(y)γα = β∗a(y)β = ν(a). 
The next result provides a useful reformulation of the dilation order
that we will use frequently.
Proposition 8.3.4. Let K be a compact nc convex set and let µ, ν :
C(K) →Mm be unital completely positive maps. Then µ ≺d ν if and
only if there is a representation (x, α) ∈ Kn×Mn,m for µ and a unital
completely positive map τ : C(K) → Mn with barycenter x satisfying
ν = α∗τα.
Proof. Suppose µ ≺d ν and let (x, α) ∈ Kn×Mn,m, (y, β) ∈ Kp×Mp,m
and γ ∈Mp,n be as in Definition 8.3.1. Let τ = γ∗δyγ. Then τ |A(K) =
γ∗yγ = x and ν = α∗τα.
Conversely, suppose there is a representation (x, α) ∈ Kn ×Mn,m
for µ and a unital completely positive map τ : C(K) → Mn with
barycenter x satisfying ν = α∗τα. Choose a representation (y, γ) ∈
Kp×Mp,m for τ . Then letting β = γα, (y, β) is a representation for ν
and γ∗yγ = τ |A(K) = x. 
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Remark 8.3.5. Let K be a compact nc convex set and let µ, ν :
C(K) → Mm be unital completely positive maps such that µ ≺d ν.
If (x, α) ∈ Kn ×Mm,n is any representation of µ, then it follows as
in the proof of Proposition 8.3.4 that there is representation (y, β) ∈
Kp ×Mp,m for ν and an isometry γ ∈ Mp,n such that β = γα and
x = γ∗yγ. In particular we can always assume that the representation
(x, α) of µ is minimal. Note that it is not necessarily true that (y, β)
will be a minimal representation of ν.
Proposition 8.3.6. Let K be a compact nc convex set. For x ∈ K, the
corresponding representation δx is the unique minimal element among
the family of representing maps of x with respect to both the nc Choquet
order and the dilation order.
Proof. For x ∈ Km, note that (x, 1m) is a minimal representation of
δx. Let µ : Km → Mm be a unital completely positive map with
barycenter x and let (y, α) ∈ Kn ×Mn,m be a minimal representation
of µ. Then x = α∗yα and µ = α∗δyα. So δx ≺d µ.
Let f ∈Mn(C(K)) be a convex nc function. Then by Remark 7.2.2,
f(x) = f(α∗yα) ≤ α∗f(y)α = µ(f).
Hence δx ≺c µ. 
Theorem 8.3.7. Let K be a compact nc convex set and let µ : C(K)→
Mm be a unital completely positive map with minimal representation
(x, α) ∈ Kn ×Mn,m. Then µ is maximal in the dilation order if and
only if x has a unique representing map.
Proof. Suppose µ is maximal in the dilation order. By Theorem 5.1.3,
there is maximal y ∈ Kp that dilates x and has a unique representing
map, namely δy. Let β ∈ Mp,n be an isometry such that β∗yβ = x
and define a unital completely positive map ν : C(K) → Mm by
ν = α∗β∗δyβα. Then by Proposition 8.3.4, µ ≺d ν. Hence by the
maximality of µ, µ = ν. Thus the pair (y, βα) is a representation of
µ. By the minimality of the representation (x, α) and the uniqueness
of minimal representations, y ∼= x ⊕ z for some z ∈ K. Since y has a
unique representing map, it follows that x has a unique representing
map.
Conversely, suppose x has a unique representing map. Let ν : C(K)→
Mm be a unital completely positive map such that µ ≺d ν. Then by
Remark 8.3.5 there is a completely positive map τ : C(K)→Mn with
barycenter x such that ν = α∗τα. Since the map τ has barycenter x
and x has a unique representing map, τ = δx. Hence ν = µ. 
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Corollary 8.3.8. LetK be a compact nc convex set and let µ : C(K)→
Mn be a unital completely positive map. Then there is a unital com-
pletely positive map ν : C(K)→Mn such that µ ≺d ν and ν is maximal
in the dilation order.
Proof. Choose a representation (x, α) ∈ Kn ×Mn,m for µ. Following
the proof of Theorem 8.3.7, apply Theorem 5.1.3 to obtain maximal
y ∈ Kp that dilates x and has a unique representing map, namely δy.
Let β ∈ Mp,n be an isometry such that β∗yβ = x. Define a unital
completely positive map ν : C(K)→Mm by ν = α∗β∗δyβα. Then by
Proposition 8.3.4, µ ≺d ν. There is a summand y0 of y so that (y0, α)
is a minimal representation of ν. Every summand of y is maximal.
Therefore, Theorem 8.3.7 implies that ν is maximal in the dilation
order. 
8.4. Dilation order and convex envelopes. In this section we will
make a connection between convex envelopes and the dilation order.
This will be the key fact used in the next section to show that the two
orders coincide. In view of Proposition 8.3.6, this generalizes Theorem
7.5.1.
Theorem 8.4.1. LetK be a compact nc convex set. Let f ∈Mn(B(K))
be a self-adjoint bounded nc function with convex envelope f . Then for
a unital completely positive map µ : C(K)→Mk,
µ(f) =
⋃
µ≺dν
[ν(f),+∞),
where the union is taken over all unital completely positive maps ν :
C(K)→Mk with µ ≺d ν.
Proof. Let (x, α) ∈ Km×Mm,k be a minimal representation of µ. Then
by Theorem 7.5.1,
µ(f) = α∗f(x)α =
⋃
τ
α∗[τ(f),+∞)α =
⋃
τ
[α∗τ(f)α,+∞),
where the union is taken over all unital completely positive maps τ :
C(K)→Mm with barycenter x.
The result now follows from Proposition 8.3.4 which says that a
unital completely positive map ν : C(K)→Mk satisfies µ ≺d ν if and
only if there is a unital completely positive map τ : C(K)→Mm with
barycenter x such that ν = α∗τα. 
Corollary 8.4.2. Let K be a compact nc convex set. A unital com-
pletely positive map µ : C(K) →Mk is maximal in the dilation order
if and only if [µ(f),+∞) = µ(f) for all f ∈ C(K).
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Proof. If µ is maximal in the dilation order, then Theorem 8.4.1 imme-
diately implies [µ(f),+∞) = µ(f) for all f ∈ C(K).
Conversely, suppose that [µ(f),+∞) = µ(f) for all f ∈ C(K). Let
ν : C(K)→Mk be a unital completely positive map with µ ≺d ν. For
f ∈ C(K), Theorem 8.4.1 implies that
[µ(f),+∞) = µ(f) ⊇ [µ(f),+∞) ∪ [ν(f),+∞)
and
[µ(−f),+∞) = µ(−f) ⊇ [µ(−f),+∞) ∪ [ν(−f),+∞).
Therefore µ(f) ≤ ν(f) and µ(−f) ≤ ν(−f), implying µ(f) = ν(f).
Hence µ = ν and therefore µ is maximal. 
8.5. Equivalence of orders. In this section we will show that the
noncommutative Choquet order and the dilation order coincide.
Theorem 8.5.1. Let K be a compact nc convex set and let µ, ν :
C(K) → Mn be unital completely positive maps. Then µ ≺c ν if
and only if µ ≺d ν.
Proof. If µ ≺d ν, then Theorem 8.4.1 implies that for every self-adjoint
continuous convex nc function f ∈Mn(C(K)),
µ(f) = µ(f) =
⋃
µ≺dλ
[λ(f),+∞) ⊇
⋃
ν≺dλ
[λ(f),+∞) = ν(f) = ν(f).
Therefore µ(f) ≤ ν(f). That is, µ ≺c ν.
Conversely, if µ ≺c ν, then Proposition 8.2.3 implies µ(f) ≤ ν(f) for
every n and every self-adjoint nc function f ∈ Mn(C(K)). Let F be
a dense family of functions in C(K)sa such that F = −F and define
h ∈ Mm(C(K)) by h = ⊕f∈Ff . Then from above, µ(h) ≤ ν(h) ≤ ν(h).
Hence by Theorem 8.4.1, there is a unital completely positive map
λ : C(K) → Mp such that µ ≺d λ and λ(h) ≤ ν(h). But then
λ(f) ≤ ν(f) and λ(−f) ≤ ν(−f) for all f ∈ F , implying λ(f) = ν(f)
for all f ∈ F . Since F is dense in C(K), it follows that λ = ν. Hence
µ ≺d ν. 
8.6. Scalar convex envelope. In this section we will show that the
maximality of a unital completely positive map on the C*-algebra of
continuous nc functions can be detected by looking at scalar-valued
functions. As usual we will let L denote the nc state space of C(K).
Thus L1 denotes the space of (scalar) states of C(K). Recall that ∂L1
denotes the scalar extreme points of the convex set L1.
The next two results follow immediately from the definition of the
nc Choquet order.
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Lemma 8.6.1. Let K be a compact nc convex set and let µ1, . . . , µk and
ν1, . . . , νk be unital completely positive maps on C(K) such that µi ≺c νi
for each i. Then for scalars λ1, . . . , λk ≥ 0 with λ1 + · · · + λk = 1,∑
λiµi ≺c
∑
λiνi.
Lemma 8.6.2. Let K be a compact nc convex set and let {µi} and
{νi} be nets of states on C(K) converging in the point-weak* topology
to states µ and ν on C(K) respectively. If µi ≺c νi for each i, then
µ ≺c ν.
Definition 8.6.3. Let K be a compact nc convex set and let L1 denote
the state space of C(K). For f ∈ C(K) with convex envelope f , let fˆ
and f˘ denote the scalar-valued functions on L1 defined by
fˆ(µ) = µ(f) and f˘(µ) = inf µ(f) for µ ∈ L1.
Remark 8.6.4. Kadison’s representation theorem [35] implies that as a
function system, C(K) is order isomorphic to the function system A(L1)
of continuous affine functions on L1. For f ∈ C(K), the function fˆ is
precisely the image of f under the corresponding order isomorphism.
Proposition 8.6.5. Let K be a compact nc convex set and let f ∈
C(K) be a self-adjoint continuous nc function. Then the corresponding
functions fˆ and f˘ satisfy
(1) f˘ ≤ fˆ ,
(2) f˘ is lower semicontinuous,
(3) f˘ is convex.
Proof. (1) This follows immediately from Proposition 7.4.2.
(2) Let {µi} be a net in K converging to µ ∈ K. We must show that
lim inf f˘(µi) ≥ f˘(µ). For ǫ > 0, Theorem 8.4.1 implies that for each i
there is νi ∈ K such that µi ≺d νi and νi(f) < inf µi(f)+ ǫ. If {νj} is a
subnet converging in the weak* topology to ν ∈ K, then Lemma 8.6.2
implies µ ≺c ν. So by Theorem 8.5.1, µ ≺d ν. Thus applying Theorem
8.4.1 again implies [ν(f),+∞) ⊆ µ(f). Hence
f˘(µ) = inf µ(f) ≤ ν(f) = lim νj(f)
≤ lim inf(inf µi(f)) + ǫ = lim inf f˘(µi) + ǫ.
Taking ǫ→ 0 gives the desired result.
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(3) For µ1, µ2 ∈ K and t ∈ (0, 1), Theorem 8.4.1 implies
tµ1(f)+(1−t)µ2(f) = t
⋃
µ1≺dν1
[ν1(f),+∞) + (1−t)
⋃
µ2≺dν2
[ν2(f),+∞)
=
⋃
µ1≺dν1
µ2≺dν2
[tν1(f) + (1− t)ν2(f),+∞),
where the unions are taken over all states ν1, ν2 ∈ K with µ1 ≺d ν1 and
µ2 ≺d ν2. For such ν1, ν2, Lemma 8.6.1 and Theorem 8.5.1 imply that
tµ1 + (1− t)µ2 ≺d tν1 + (1− t)ν2.
Therefore
tµ1(f) + (1− t)µ2(f) ⊆
⋃
λ
[λ(f),+∞) = (tµ1 + (1− t)µ2)(f),
where the union is taken over all λ ∈ K with tµ1 + (1 − t)µ2 ≺d λ.
Hence
tf˘(µ1) + (1− t)f˘(µ2) = t inf µ1(f) + (1− t) inf µ2(f)
≥ inf(tµ1 + (1− t)µ2)(f) = f˘(tµ1 + (1− t)µ2),
and we conclude that f˘ is convex. 
We obtain the following characterization of maximal elements in K
in terms of the scalar-valued functions in Definition 8.6.3.
Proposition 8.6.6. Let K be a compact nc convex set. A state µ ∈ L1
on C(K) is maximal in the dilation order if and only if fˆ(µ) = f˘(µ)
for all self-adjoint f ∈ C(K).
Proof. For self-adjoint f ∈ C(K), Proposition 7.4.2 implies that µ(f) ⊇
[µ(f),+∞). Hence if inf µ(f) = f˘(µ) = f(µ) = µ(f), then µ(f) =
[µ(f),+∞). The result now follows from Corollary 8.4.2. 
8.7. Extreme points revisited. In this section we will apply the
equivalence between the nc Choquet order and the dilation order to
give short proofs of Theorem 5.1.3 about the existence of maximal
dilations and Theorem 6.2.2 about the existence of extreme points.
The next result is Theorem 5.1.3. It was proved by Dritschel and
McCullough [22, Theorem 1.2].
Theorem 5.1.3. Let K be a compact nc convex set. Then every point
in K has a maximal dilation.
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Proof. Fix x ∈ Km. By an easy Zorn’s lemma argument there is a
unital completely positive map µ : C(K) → Mn with barycenter x
that is maximal in the dilation order. Let (y, α) ∈ Kn ×Mn,m be a
minimal representation of µ. Then y dilates x and by Theorem 8.3.7,
y is maximal. 
The next result is Theorem 6.2.2. It was proved in [16, Theorem 2.4].
Note that the proof is completely independent of Theorem 5.1.3.
Theorem 6.2.2. Let K be a compact nc convex set. Then every pure
point in K has an extreme dilation.
Proof. Our primary goal is to find a pure dilation-maximal representing
map µ for x on C(K). Let L denote the nc state space of C(K). Let
F = {µ ∈ Ln : µ has barycenter x}. Then F is a closed face since
if (1/2)(ν1 + ν2) ∈ F , then by the pureness of x, both ν1 and ν2 have
barycenter x. Furthermore, F is hereditary with respect to the dilation
order, meaning that if µ ∈ F and µ ≺d ν, then ν ∈ F because the
barycenters of µ and ν agree by Lemma 8.3.3.
Say that a face F ′ is hereditary if µ ∈ F ′ and µ ≺d ν implies that
ν ∈ F ′. Apply Zorn’s lemma to the family of all closed hereditary faces
contained in F to get a minimal closed hereditary face F0. We claim
that F0 is a single point. Suppose otherwise that there are µ, ν ∈ F0
with µ 6= ν. By Proposition 7.2.8, there is a convex nc function f ∈
C(K) such that µ(f) 6= ν(f). The set {µ(f) : µ ∈ F0} is a compact
convex subset of (Mn)sa. Therefore there is a maximal element A of
this set in the usual order on self-adjoint matrices. Let F1 = {µ ∈
F0 : µ(f) = A}. The maximality of A shows that this is a proper
closed face of F0. Moreover since f is convex, this set is hereditary.
This contradicts the minimality of F0 as a closed hereditary face. Thus
F0 = {µ0} is a singleton. Thus µ0 is an extreme point of F . Since F0
is a face, µ0 is pure. Since F0 is hereditary, µ0 must be maximal in the
dilation order.
Let (y, α) be a minimal Stinespring dilation of µ0. By [3, Corol-
lary I.4.3], δy is irreducible. By Theorem 8.3.7, y has a unique repre-
senting map. Thus y is an nc extreme point of K by Theorem 6.1.6.
By Corollary 6.2.1, δy is a boundary representation. 
The proof of Theorem 6.1.6 implies the next result.
Corollary 8.7.1. If µ : C(K)→Mn is a pure dilation maximal unital
completely positive map with minimal representation (y, α) for y ∈ Kp
and an isometry α ∈Mp,n, then y is an nc extreme point of K.
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9. Noncommutative Choquet-Bishop-de Leeuw theorem
9.1. Classical Choquet-Bishop-de Leeuw theorem. The classical
Choquet-Bishop-de Leeuw theorem asserts that for a compact convex
set C, every point x ∈ C can be represented by a probability measure
µ supported on the extreme boundary ∂C of C. The result was proved
for metrizable C by Choquet [13], and for non-metrizable C by Bishop
and de Leeuw [11] (see [1, Section I.4]).
The set C is metrizable if and only if the corresponding function
system A(C) is separable. In this case, ∂C is Gδ, and as usual, µ is
said to be supported on ∂C if µ(C \ ∂C) = 0. Otherwise, ∂C is not
necessarily even Borel, and in this case µ is said to be supported on
∂C if µ(X) = 0 for every Baire set X ⊆ C that is disjoint from ∂C.
Equivalently,
∫
C
f dµ = 0 for every bounded Baire function f on C
with support in C \ ∂C.
9.2. Noncommutative Choquet-Bishop-de Leeuw theorem. In
this section, we will establish a noncommutative generalization of the
Choquet-Bishop-de Leeuw theorem. This result will not require any
assumptions about separability. However, as in the classical theory,
technical difficulties arise in the non-separable setting. In order to
handle these difficulties, and in order to define an appropriate notion of
support for a representing map, we will require an appropriate notion
of bounded Baire nc function. Before stating the definition, we first
recall the definition of the Baire-Pedersen envelope of a C*-algebra,
introduced by Pedersen under a different name (see [44, Section 4.5]).
Let A be a C*-algebra. The Baire-Pedersen envelope B(A) of A is
a C*-subalgebra of the bidual A∗∗ that contains A. It is constructed
as the monotone sequential closure of A in its universal representation.
If A is commutative, say A = C(X) for a compact Hausdorff space
X , then B(C(X)) is isomorphic to the C*-algebra of bounded Baire
functions on X .
Definition 9.2.1. For a compact nc convex set K, we let B∞(K) de-
note the Baire-Pedersen envelope B(C(K)) of C(K) and refer to the
elements in B∞(K) as the bounded Baire nc functions on K. We say
that a unital completely positive map µ : C(K) → Mn is supported
on the extreme boundary ∂K if µ(f) = 0 for every bounded Baire nc
function f ∈ B∞(K) satisfying f(x) = 0 for all x ∈ ∂K.
Remark 9.2.2. Note that since B∞(K) ⊆ C(K)∗∗ = B(K), the ele-
ments in B∞(K) are bounded nc functions. For a unital completely
positive map µ : C(K)→Mn, the restriction to B∞(K) of the unique
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normal extension of µ to B(K) coincides with the unique sequentially
normal extension of µ to B∞(K) (see [44, Theorem 4.5.9]).
The next result is a noncommutative analogue of the Choquet-Bishop-
de Leeuw theorem. Note that the result does not place any restrictions
on K. In particular, A(K) is not required to be separable.
Theorem 9.2.3 (Noncommutative Choquet-Bishop-de Leeuw theo-
rem). Let K be a compact nc convex set. For x ∈ Kn there is a unital
completely positive map µ : C(K) →Mn that represents x and is sup-
ported on the extreme boundary ∂K.
Remark 9.2.4. Since the restriction to A(K) of the unique surjective
homomorphism from C(K) onto C∗min(A(K)) is a unital complete order
embedding, Arveson’s extension theorem implies that for x ∈ Kn there
is a unital completely positive map µ : C(K)→Mn that represents x
and factors through C∗min(A(K)). Hence we can always choose a repre-
senting map for x that is supported on the irreducible representations
of C∗min(A(K)), i.e. on the Shilov boundary of A(K).
The discussion in Section 6.5 shows that ∂K corresponds to an (of-
ten proper) subset of the irreducible representations of C∗min(A(K)).
Therefore, the the assertion in Theorem 9.2.3 is much stronger. It says
that we can always choose a representing map for x that is supported
on ∂K, i.e. on the Choquet boundary of A(K).
In order to prove Theorem 9.2.3, we will require some preliminary
results about the separable case.
Proposition 9.2.5. Let K be a compact nc convex set such that A(K)
is separable and let L1 denote the state space of C(K). Then the set
Z = {ν ∈ L1 : ν is pure and dilation maximal}
is Gδ. If µ ∈ L1 is dilation maximal, then there is a regular Borel
probability measure ρ on L1 supported on Z with barycenter µ, meaning
that ρ(Z) = 1 and
µ(f) =
∫
Z
ν(f) dρ(ν) for f ∈ C(K).
Moreover any regular Borel probability measure ρ on L1 with barycenter
µ is supported on Z in the above sense.
Proof. Let {fk} be a dense sequence in A(K)sa. For k,m ∈ N, let
Xkm = {ν ∈ L1 : (fˆk − f˘k)(ν) ≥ 1m},
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where fˆ and f˘ are defined as in Section 8.6. By Proposition 8.6.5, f˘
is convex and lower semicontinuous. Since fˆ is continuous and affine,
fˆ − f˘ is concave and upper semicontinuous. Therefore Xkm is closed.
By Proposition 8.6.6, the Gδ set
Y = K \ (⋃
k,m
Xkm
)
is precisely the set of dilation maximal states on C(K). Since A(K) is
separable, C(K) is also separable. Hence L1 is metrizable, so ∂L1 is
Gδ (see e.g. [1, Corollary I.4.4]). It follows that Z = ∂L1 ∩ Y is Gδ.
By Choquet’s integral representation theorem, there is a Borel mea-
sure ρ on C supported on ∂C that represents µ, i.e. such that
µ(f) =
∫
∂C
ν(f) dρ(ν) for f ∈ C(K).
It remains to show that ρ is supported on Z, or equivalently that
ρ(Xkm) = 0 for k,m ∈ N.
Suppose for the sake of contradiction that ρ(Xkm) > 0 for some
k,m ∈ N. Define probability measures τ and η on L1 by
σ = ρ(Xkm)
−1ρ|Xkm and τ = ρ(L1 \Xkm)−1ρ|L1\Xkm .
Let ξ ∈ L1 denote the barycenter of σ and let η ∈ L1 denote the
barycenter of τ . Note that µ = ρ(Xkm)ξ + ρ(L1 \Xkm)η.
Since σ is supported on Xkm, there is a sequence {σi} of finitely
supported probability measures on Xkm such that lim σi = σ in the
weak* topology. Each σi can be written as a finite convex combination
σi =
∑
cijδνij of states νij ∈ Xkm. Let ξi ∈ L1 denote the barycenter
of σi. Then by the continuity of the barycenter map, lim ξi = ξ in the
weak* topology. Hence
ξ(fk) = lim
i
ξi(fk) = lim
i
∑
j
cijνij(fk)
≥ 1
m
+ lim inf
i
∑
j
cij f˘k(νij)
≥ 1
m
+ lim inf
i
f˘k(ξi)
≥ 1
m
+ f˘k(ξ),
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where we have used the convexity and lower semicontinuity of f˘k from
Proposition 8.6.5. Another application of the convexity of f˘k yields
µ(fk) = ρ(Xkm)ξ(fk) + ρ(L1 \Xkm)η(fk)
≥ ρ(Xkm)
m
+ ρ(Xkm)f˘k(ξ) + ρ(L1 \Xkm)f˘k(η)
≥ ρ(Xkm)
m
+ f˘k(µ).
In particular, fˆk(µ) 6= f˘k(µ). Therefore, by Proposition 8.6.6, µ is not
maximal in the dilation order, providing a contradiction. 
The next result will provide the connection between the separable
and the non-separable case.
Proposition 9.2.6. Let K be a compact nc convex set and let S ⊆
A(K) be an operator system with nc state space K0. Identify S with
A(K0) and identify C(K0) with the C*-subalgebra of C(K) generated
by S. Then every dilation maximal pure state on C(K0) extends to a
dilation maximal pure state on C(K).
Proof. Let µ0 be a dilation maximal pure state on C(K0) and let (x0, α0)
be a minimal representation of µ0 for x0 ∈ (K0)n and an isometry
α0 ∈ Mn,1. Note that by Theorem 8.3.7 and Theorem 6.1.6, x0 is an
extreme point of K0.
Let F = {x ∈ Kn : x|A(K0) = x0}. Then F is a closed face of Kn.
By the (classical) Krein-Milman theorem, the set of extreme points of
F is non-empty. Let x ∈ F be an extreme point. Then x is pure in
K. By Theorem 6.2.2, we can dilate x to an extreme point y ∈ Kp.
In particular, the representation δy is irreducible and dilation maximal.
Let β ∈Mp,n be an isometry such that x = β∗yβ.
Define a state µ on C(K) by µ = α∗0β
∗δyβα0. Then (y, βα0) is a
representation of µ. Since δy is irreducible, (y, βα0) is minimal. As y is
an extreme point, it follows that µ is pure and maximal in the dilation
order. Furthermore, since x0 is an extreme point in K0, the restriction
y|A(K0) must be a trivial dilation of x0. Hence µ|C(K0) = µ0. 
Proposition 9.2.7. Let K be a compact nc convex set. Every dilation
maximal state on C(K) is supported on the extreme boundary ∂K.
Proof. Let µ be a dilation maximal state on C(K) and fix f ∈ B∞(K)
such that f(x) = 0 for x ∈ ∂K. We must show that µ(f) = 0.
By [44, Lemma 4.5.3], there is a separable operator system S ⊆
A(K) with nc state space K0 such that if we identify S with A(K0)
and identify C(K0) with the subalgebra of C(K) generated by S, then
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f ∈ B∞(K0) ⊆ B∞(K). The key point is that f is a Baire nc function
on the nc state space of a separable operator subsystem.
Let (L0)1 denote the (scalar) state space of C(K0). Then by Propo-
sition 9.2.5, the set
Z = {ν ∈ (L0)1 : ν is pure and dilation maximal}
is Gδ, and there is a regular Borel probability measure ρ on (L0)1
supported on Z such that
µ(g) =
∫
Z
ν(g) dρ(ν), for g ∈ C(K0)(9.2.1)
Since f(x) = 0 for x ∈ ∂K, Proposition 9.2.6 implies that f(x) = 0
for x ∈ ∂K0. Hence by Corollary 8.7.1, ν(f) = 0 for every ν ∈ Z.
By [44, Corollary 4.5.13], f is universally measurable, so the barycen-
ter formula (9.2.1) also holds for f (see e.g. [9, Section 5]). Hence
µ(f) = 0. 
Putting all of these ingredients together yields a proof of our non-
commutative Bishop-de Leeuw Theorem.
Proof of Theorem 9.2.3. Let y ∈ Kp be a maximal dilation of x and let
α ∈Mp,n be an isometry such that x = α∗yα. Then the corresponding
representation δy is dilation maximal, and hence by Proposition 9.2.7,
δy is supported on ∂K. Define a unital completely positive map µ :
C(K)→Mn by µ = α∗δyα. Then µ represents x and is supported on
∂K. 
10. Noncommutative integral representation theorem
10.1. Motivation. In this section we will restrict our attention to the
separable setting and prove a noncommutative analogue of Choquet’s
integral representation theorem using the results from Section 9. We
suspect that these ideas work in greater generality, however we will
utilize results about direct integral decompositions of representations
of separable C*-algebras.
Let K be a compact nc convex set. For x ∈ Kn, the corresponding
representation δx : C(K) → Mn should be viewed as a noncommuta-
tive Dirac measure on K supported at the point x. More generally, for
a finite set of points {xi ∈ Kni} and operators αi ∈ Mni,n satisfying∑
α∗iαi = 1n, the unital completely positive map µ : C(K) → Mn
defined by
µ =
∑
α∗i δxiαi
should be viewed as a finitely supported nc probability measure on K.
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For a continuous nc function f ∈ C(K), the expression
µ(f) =
k∑
i=1
α∗i f(xi)αi,
should be viewed as the integral of f against the nc measure µ. Note
that if x ∈ Kn denotes the barycenter of µ, then in particular, for a
continuous nc affine function a ∈ A(K),
a(x) = µ(a) =
k∑
i=1
α∗i a(xi)αi.
In the next section we will consider a basic theory of noncommutative
integration.
10.2. Noncommutative integration. In this section we will outline
a basic theory of integration against measures taking values in spaces
of completely positive maps following an approach originally due to
Fujimoto [31].
LetM andN be separable von Neumann algebras and let CPnor(M,N)
denote the space of all normal completely bounded maps from M to
N . Let Z be a topological space and let Bor(Z) denote the σ-algebra
of Borel subsets of Z.
A CPnor(M,N)-valued Borel measure on Z is a countably additive
map λ : Bor(Z) → CPnor(M,N), meaning that if (Ek) is a disjoint
sequence in Bor(Z) and E =
⋃∞
k=1Ek, then λ(E) =
∑∞
k=1 λ(Ek), where
the right hand side converges with respect to the point-weak* topology.
Following Fujimoto [31, Definition 3.6], we will require that λ satisfies
an absolute continuity-type condition with respect to a scalar-valued
Borel measure.
Let ν be a scalar-valued Borel measure on Z. For each a ∈ M and
ρ ∈ N∗, we obtain a scalar-valued Borel measure λa,ρ on Z defined by
λa,ρ(E) = 〈λ(E)(a), ρ〉, for E ∈ Bor(Z).
We say that λ is absolutely continuous with respect to ν if each λa,ρ
is absolutely continuous with respect to ν. In this case, the Radon-
Nikodym theorem implies that for each λa,ρ, there is unique ra,ρ ∈
L1(Z, ν) satisfying
λa,ρ(E) = 〈λ(E)(a), ρ〉 =
∫
E
ra,ρ(z) dν(z), for E ∈ Bor(Z).
We say that a function f : Z → M is bounded if
sup{‖f(z)‖ : z ∈ Z} <∞.
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We say that f is measurable if its range f(Z) is separable and f−1(E) is
Borel for every weak*-Borel set E ⊆ A. We will let BM(Z,M) denote
the space of all bounded measurable functions from Z to M . Since
M is separable, the relative weak* topology on bounded subsets of
M is metrizable. We equip bounded subsets of BM(Z,M) with the
corresponding topology of uniform convergence with respect to this
metric, which we refer to as the weak*-uniform convergence topology.
We say that f ∈ BM(Z,M) is simple if there are sequences (Ek)∞k=1
in Bor(Z) and (ak)
∞
k=1 in M such that
f =
∞∑
k=1
χEkak.
Fujimoto showed [31, Lemma 3.3] that the space of bounded measur-
able simple functions is dense in BM(Z,M) with respect to the weak*-
uniform convergence topology.
For a CPnor(M,N)-valued Borel measure λ on Z and a simple func-
tion f ∈ BM(Z,M) expressed as above, the integral of f with respect
to λ is defined by ∫
X
f dλ =
∞∑
i=1
λ(Ei)(ai),
where the right hand side converges in the weak* topology on N (see
[31, Lemma 3.1]). As usual, this definition does not depend on any
particular expression of f .
Viewing integration against λ as a linear map on the space of bounded
measurable simple functions, Fujimoto showed [31, Definition 3.8] that
if λ is absolutely continuous with respect to a scalar measure ν on Z,
then there is a unique linear extension to BM(Z,M) that is continu-
ous with respect to the weak*-uniform convergence topology. For f in
B(Z,M), we will let ∫
Z
f dλ.
denote the value of this extension at f , and refer to it as the integral of
f against λ. We will say that f is λ-integrable. For ρ ∈ N∗, it follows
from above that 〈∫
Z
f dλ, ρ
〉
=
∫
Z
rf(z),ρ(z) dν(z).
10.3. Noncommutative integral representation theorem. In this
section we will introduce a definition of nc measure along with a cor-
responding notion of integration for nc functions. We will then apply
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these ideas to establish our noncommutative integral representation
theorem.
Lemma 10.3.1. Let K be a compact nc convex set such that A(K) is
metrizable. Then for each n, (∂K)n := ∂K ∩Kn is a Borel set.
Proof. In [5, Theorem 2.5], Arveson shows that x ∈ Kn is maximal
if and only if for every a ∈ A(K) and unit vector ξ ∈ Hn, for any
dilation y of x on a larger space, one has ‖y(a)ξ‖ = ‖x(a)ξ‖. And
as noted in [16], it suffices to consider dilations y on a Hilbert space
H ′n = Hn ⊕ C. Let Ln denote the space of unital completely positive
maps from A(K) into H ′n. The compression map from H
′
n onto Hn
determines a surjective continuous map ρ : Ln → Kn. Note that y ∈ Ln
is a dilation of x precisely when ρ(y) = x.
Fix a countable dense subset {ai} ⊂ A(K) and a countable dense
subset {ξj} of the unit sphere of Hn. Observe that
Fij(x) = ‖x(ai)ξj‖ = sup
k
|〈x(ai)ξj, ξk〉| for x ∈ Kn
is the supremum of continuous functions and thus is lower semicontin-
uous, and in particular is Borel. Consider the function
Gij(x) = sup
y∈ρ−1(x)
‖y(ai)ξj‖ = sup
k
sup
y∈ρ−1(x)
|〈y(ai)ξj, ηk〉|,
where {ηk} is a dense subset of the unit sphere of H ′n. This is the
supremum of the functions
gijk(x) = sup
y∈ρ−1(x)
|〈y(ai)ξj, ηk〉|.
This function is upper semicontinuous because if xm converges to x, pick
ym ∈ ρ−1(xm) attaining the value gijk(xm). Dropping to a subsequence,
we may suppose that |〈ym(ai)ξj, ηk〉| approaches lim supm gijk(xm) and
the ym converge to y ∈ ρ−1(x). Thus
gijk(x) ≥ |〈y(ai)ξj, ηk〉| = lim sup
m
gijk(xm).
Hence gijk is Borel and so Gij is also Borel.
It follows that Hij(x) = Gij(x) − Fij(x) is Borel. By the discussion
in the first paragraph, x is maximal if and only if x ∈ ⋂i,j H−1ij ({0}).
Therefore the set of maximal points in Kn is Borel. Since Kn is metriz-
able, the pure points ∂Kn is Gδ, and hence Borel. Since (∂K)n is
the intersection of ∂Kn and the set of maximal elements by Proposi-
tion 6.1.4, it is Borel. 
Definition 10.3.2. Let K be a compact nc convex set such that A(K)
is separable. For n ≤ ℵ0, a Mn-valued finite nc measure on K is a
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sequence λ = (λm)m≤ℵ0 such that each λm is a CPnor(Mm,Mn)-valued
Borel measure and the sum∑
m≤ℵ0
λm(Km)(1m) ∈Mn
is weak* convergent. For E ∈ Bor(K), we define λ(E) by
λ(E) =
∑
m≤ℵ0
λm(Em).
We will say that λ is supported on the extreme boundary ∂K if
λm(Km \ ∂K) = 0Mm,Mn for all m ≤ ℵ0.
We will say that λ is a Mn-valued nc probability measure on K if the
above sum is equal to 1n. Finally, we will say that λ is admissible if each
λm is absolutely continuous with respect to a scalar-valued measure on
Km.
Remark 10.3.3. Let λ be an admissible Mn-valued finite nc measure
on K as above. For a bounded Baire nc function f ∈ B∞(K) and
m ≤ ℵ0, the restriction f |Km : Km →Mm is a bounded and measurable
Mm-valued function on Km, i.e. f |Km ∈ BM(Km,Mm). Hence by the
discussion in Section 10.2, f |Km is λm-integrable.
Example 10.3.4. Let K be a compact nc convex set such that A(K)
is separable. For x ∈ Kn, define a Mn-valued finite nc measure λx =
(λx,m)m≤ℵ0 on K by letting λx,m = 0Mm,Mn for m 6= n and
λx,n(E) =
{
idn x ∈ E,
0n x /∈ E
for E ⊆ Bor(Kn). Then λx is the noncommutative analogue of a point
mass. Note that λx is absolutely continuous with respect to the scalar-
valued point mass δx on Kn. Hence λx is admissible.
Example 10.3.5. Let K be a compact nc convex set such that A(K)
is separable and let λ = (λm)m≤ℵ0 be aMn-valued finite nc measure on
K. For ϕ ∈ CPnor(Mn,Mp), the composition ϕ ◦ λ := (ϕ ◦ λm)m≤ℵ0 is
a Mp-valued finite nc measure on K. If λ is a nc probability measure,
and ϕ is unital, then ϕ ◦ λ is a nc probability measure. In this setting,
scalars are replaced by normal completely positive maps, so ϕ◦λ is the
noncommutative analogue of a scaling of λ.
If λm is absolutely continuous with respect to a scalar-valued prob-
ability measure νm on Km, then ϕ ◦ λm is also absolutely continuous
with respect to νm. Hence if λ is admissible, then so is ϕ ◦ λ.
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In particular, for α ∈ Mn,p, α∗λα := (α∗λmα)m≤ℵ0 is a Mp-valued
finite nc measure on K. If α∗α = 1p, then α
∗λα is an nc probability
measure. More generally, this shows that the set of (admissible) finite
nc measures on K and the set of (admissible) finite nc probability
measures on K each form an nc convex set.
Definition 10.3.6. Let K be a compact nc convex set such that A(K)
is separable and let λ be an admissible Mn-valued finite nc measure
on K. For f ∈ B∞(K), we define the integral of f with respect to λ by∫
K
f dλ :=
∑
m≤ℵ0
∫
Km
f dλm.
We say that λ represents x ∈ Kn if
∫
K
a dλ = a(x) for all a ∈ A(K).
Remark 10.3.7. For an admissible nc probability measure λ as above,
it follows from the discussion in Section 10.2 that map µ : C(K)→Mn
defined by µ(f) =
∫
K
f dλ is unital and completely positive.
Example 10.3.8. Let K be a compact nc convex set. Fix a finite set
of points {xi ∈ Kni} and a corresponding finite family {αi ∈ Mni,n}
satisfying
∑
α∗iαi = 1n. For each i, let λxi = (λxi,m)m≤ℵ0 denote the nc
probability measure corresponding to xi as in Example 10.3.4. Define
λ = (λm)m≤ℵ0 by λ =
∑
α∗iλxαi. Then λ is an admissible finite nc
probability measure on K. For a function f ∈ B∞(K), the integral of
f with respect to λ is∫
K
f dλ =
∑
m≤ℵ0
∫
Km
f dλm =
∑
i
α∗i f(xi)αi.
For the the proof of the next result, we will utilize the theory of direct
integral decompositions of representations of separable C*-algebras as
presented in Takesaki’s book [50, Sections IV.6 and IV.8].
Let A be a separable C*-algebra with state space L1. Then L1 is a
compact convex subset of the dual of C(L1) with respect to the weak*
topology. The extreme boundary ∂L1 is precisely the set of pure states
of A. For a state ν ∈ L1, let πν : A → B(Hν) denote the GNS
representation of ν.
For µ ∈ L1, Choquet’s theorem implies there is a probability mea-
sure ρ on L1 supported on ∂L1 with barycenter µ. By [50, Proposi-
tion IV.6.23], we can in addition choose ρ to be orthogonal, which is
equivalent to the commutative von Neumann algebra L∞(L1, µ) being
isomorphic to a subalgebra of the commutant πµ(A)
′. By [50, Corollary
IV.8.31], the orthogonality of µ implies that πµ is unitarily equivalent
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to the direct integral
πµ ≃
∫ ⊕
L1
πν dρ(ν),
where πν denotes the GNS representation of ν. If there is a car-
dinal number n such that every state in the support of µ is pure
and the corresponding GNS representation acts on a Hilbert space
of dimension n, then [50, Corollary IV.8.30] implies πµ(A) is isomor-
phic to a subalgebra of L∞(L1, ρ,B(H)) := L∞(L1, ρ)⊗B(H), where
H is a fixed Hilbert space of dimension n. In this case, the map
L1 → Rep(A,H) : ν → πν is ρ-measurable with respect to the point-
weak* topology on Rep(A,H).
Proposition 10.3.9. Let K be a compact nc convex set such that A(K)
is separable. For x ∈ K there is a nc probability measure λ on K such
that ∫
λ
f dλ = δx(f), for f ∈ B∞(K).
In particular, λ represents x. Moreover, if x is maximal then λ can be
chosen so that it is supported on the extreme boundary ∂K.
Proof. Wemay assume that δx is cyclic. Let L1 denote the (scalar) state
space of C(K) and let µ ∈ L1 be a state with GNS representation πµ =
δx. Choose a maximal orthogonal measure ρ on L1 with barycenter µ,
so that in particular µ is supported on ∂L1. Then by the discussion
preceding the proof, δx is unitarily equivalent to the direct integral
δx ∼=
∫ ⊕
L1
δyν dρ(ν),
where for each ν ∈ L1, yν is a minimal representation for ν.
If x is maximal, then by Proposition 9.2.5, ν is pure and dilation
maximal for ρ-almost every ν ∈ L1. In this case, Corollary 8.7.1 implies
that δyν is an extreme point for ρ-almost every ν ∈ L1.
For m ≤ ℵ0, let Cm = {ν ∈ L1 : yν ∈ Km}. Then by [20, Lemma
1, page 139], Cm is Borel. Let ρm = ρ|Cm . Then from above, ρm is
supported on ∂L1 ∩ Cm. Let
πm =
∫ ⊕
Cm
δyν dρm(ν).
We can identify the range of πm with a subalgebra of L
∞(Cm, ρm,Mm)
and by [47, Theorem 1.22.13], L∞(Cm, ρm,Mm)∗ = L1(Cm, ρm, (Mm)∗).
Define ιm : Cm → Km by ιm(ν) = yν. Then ιm is the composition of
the ρm-measurable map Cm → Rep(C(K), Hm) : ν → δyν with restric-
tion to A(K). Since the latter map is continuous, ιm is measurable.
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Define a CPnor(Mm, L∞(Cm, ρm,Mm))-valued Borel measure λm on
Km by
λm(E) =
∫ ⊕
ι−1m (E)
idMm dρm(ζ), E ∈ Bor(Km).
Then for α ∈Mm and τ ∈ L1(Cm, ρm, (Mm)∗),
(λm)α,τ (E) = 〈λm(E)(α), τ〉 =
∫
ι−1m (E)
〈α, τ(ν)〉 dρm(ν)
for E ∈ Bor(Km). Hence |〈λm(E)(α), τ〉| ≤ ‖α‖‖τ‖, so we can define
rα,τ ∈ L1(Cm, ρm) by
rα,τ (ν) = 〈α, τ(ν)〉, ν ∈ Cm.
Then
(λm)α,τ (E) =
∫
ι−1m (E)
rα,τ (ν) dρm(ν)
for E ∈ Bor(Km). In particular, (λm)α,τ is absolutely continuous with
respect to the scalar pushforward measure ρm ◦ ι−1. Hence λm is abso-
lutely continuous with respect to ρm ◦ ι−1m . Thus by Section 10.2, the
integration map against λm has a unique extension to BM(Km,Mm)
that is continuous with respect to the weak*-uniform convergence topol-
ogy.
For f ∈ C(K) and τ ∈ L1(Cm, ρm, (Mm)∗),〈∫
Km
f dλm, τ
〉
=
∫
Cm
rf(yν),τ (ν) dρm(ν)
=
∫
Cm
〈f(yν), τ(ν)〉 dρm(ν)
= 〈πm(f), τ〉.
Hence ∫
Km
f dλm = πm(f), f ∈ C(K).
Let λ = (λm)m≤ℵ0 . Then λ is an admissible nc probability measure
on K. Since δx ≃ ⊕πm, it follows from above that for f ∈ C(K),∫
K
f dλ =
⊕
m≤ℵ0
∫
Km
f dλm =
⊕
m≤ℵ0
πm(f) ∼= δx(f).
If x is maximal, then Proposition 9.2.5 implies that ν is pure and
dilation maximal for ρ-almost every ν ∈ L1. In this case, δyν is an
extreme point for ρ-almost every ν ∈ L1. 
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The next result can be viewed as a kind of Riesz-Markov-Kakutani
representation theorem for unital completely positive maps on the C*-
algebra of nc continuous functions.
Theorem 10.3.10. Let K be a compact nc convex set such that A(K)
is separable and let µ : C(K) → Mn be a unital completely positive
map. Then there is an admissible nc probability measure λ on K such
that
µ(f) =
∫
K
fdλ, for f ∈ B∞(K).
Moreover, if µ is dilation maximal, then λ can be chosen so that it is
supported on the extreme boundary ∂K.
Proof. Let (x, α) ∈ Kp ×Mp,n be a minimal representation for µ. Ap-
plying Proposition 10.3.9, we obtain an nc probability measure σ =
(σm)m≤ℵ0 on K such that δx(f) =
∫
K
f dσ for all f ∈ B∞(K). If µ is
dilation maximal, then x is maximal, in which case σ is supported on
∂K.
Define a nc probability measure λ = (λm)m≤ℵ0 by λm = α
∗σmα.
Then ∫
K
f dλ = α∗
(∫
K
f dλ′
)
α = α∗f(x)α = µ(f)
for f ∈ B∞(K). If µ is dilation maximal, then from above σ is sup-
ported on ∂K in which case λ is supported on ∂K. 
Theorem 10.3.11 (Noncommutative integral representation theorem).
Let K be a compact nc convex set such that A(K) is separable. Then
for x ∈ K there is an admissible nc probability measure λ on K that
represents x and is supported on ∂K, i.e. such that
a(x) =
∫
K
a dλ, for f ∈ A(K).
Proof. Suppose x ∈ Kn. Let y ∈ Kp be a maximal dilation of x and let
α ∈ Mp,n be an isometry such that x = α∗yα. By Proposition 10.3.9,
there is an admissible nc probability measure σ on K that represents y
and is supported on ∂K. Define a nc probability measure λ = (λm)m≤ℵ0
on K by λm = α
∗σmα. Then λ represents x and is also supported on
∂K. 
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