Abstract. We study a rough differential equation driven by fractional Brownian motion with Hurst parameter H (1/4 < H ≤ 1/2). Under Hörmander's condition on the coefficient vector fields, the solution has a smooth density for each fixed time. Using Watanabe's distributional Malliavin calculus, we obtain a short time full asymptotic expansion of the density under quite natural assumptions. Our main result can be regarded as a "fractional version" of Ben Arous' famous work on the off-diagonal asymptotics.
Introduction
In this paper we study from the viewpoint of Malliavin calculus the following rough differential equation (RDE) driven by d-dimensional fractional Brownian motion (fBm) (w t ) with Hurst parameter H ∈ (1/4, 1/2].
V i (y t )dw i t + V 0 (y t ) dt with y 0 = a ∈ R n .
Here, V i (0 ≤ i ≤ d) is a sufficiently regular vector fields on R n . When H = 1/2, fBm is the usual Brownian motion and this RDE coincides with the usual stochastic differential equation (SDE) of Stratonovich type.
Malliavin calculus for RDEs driven by fractional Brownian rough path or Gaussian rough path is a quite active topic now and a number of papers were published on it recently. See [BNOT16, BOZ15, BOZ16, BGQ16, CF10, CFV09, CHLT15, Dri13, HP13, HT13, Ina14, Ina16b] among others.
Due to [CHLT15, Ina14] and the general theory of Malliavin calculus, under Hörmander's bracket generating condition on V i (0 ≤ i ≤ d) at the starting point a, the solution y t has a smooth density p t (a, a ′ ) with respect to the Lebesgue measure for every t > 0, that is, a ′ → p t (a, a ′ ) is smooth and for every Borel subset A ⊂ R n and t > 0, P (y t ∈ A) = A p t (a, a ′ ) da ′ holds.
In this paper we are interested in short time asymptotics of this density function.
We will prove in Theorem 2.3 a full asymptotic expansion of p t (a, a ′ ) as t ց 0 for a = a ′ under, loosely speaking, Hörmander's condition at a and the "unique minimizer" condition (see (A1) and (A2) below, respectively).
In what follows, we use the following notation. For p ≥ 0, ⌊p⌋ denotes the integer part of p. For 1 < p < ∞, 0 < α < 1 and a metric space E, C p-var ([0 on R n . Its Jacobi matrix is denoted by ∇F , that is, (∇F ) ij = ∂F i /∂η j = ∂F i /∂η j
(1 ≤ i, j ≤ n).
Setting and main result
2.1. Setting. In this subsection, we introduce a stochastic process that will play a main role in this paper. From now on we denote by (w t ) t≥0 the d-dimensional fractional Brownian motion (fBm) with Hurst parameter H. 
, that is, V i is a bounded smooth function with bounded derivatives of all order (0 ≤ i ≤ d). We shall identify V i with its corresponding vector field and denote the vector field by the same symbol. We consider the following RDE:
where a ∈ R n is a deterministic initial point. This RDE is driven by the Young pairing (w, λ), where λ t = t. The unique solution is denoted by y = (y 1 , . . . , y ⌊1/H⌋ ) and we set y t := a + y 1 0,t as usual. We will sometimes write y t = y t (a) = y t (a, w) etc. to make explicit the dependence on a and w. We often use a matrix notation for (2.1), that is, we set b = V 0 and σ = [V 1 , . . . , V d ], which is n × d matrix-valued, and write (2.1) as dy t = σ(y t ) dw t + b(y t ) dt with y 0 = a.
2.2.
Assumptions. In this subsection, we introduce assumptions of the main theorem. First, we introduce the Hörmander condition:
Definition 2.1 (Hörmander condition). Set
For x ∈ R n , V m (x) (resp. V(x)) stands for the subset of R n obtained by plugging
x into the vector field of V m (resp. V). We say that the vector fields V 0 , V 1 , . . . , V d satisfy the Hörmander condition at x ∈ R n if V(x) linearly spans R n .
We assume the following:
(A1) V 0 , V 1 , . . . , V d satisfy the Hörmander condition at the initial point a ∈ R n .
It is known that, under (A1), the law of the solution y t has a density p t (a, a ′ ) with respect to the Lebesgue measure on R n for any t > 0 (see [HP13, CHLT15] ).
Hence, for any Borel subset U ⊂ R n , P (y t (a) ∈ U ) = U p t (a, a ′ ) da ′ .
Let H = H H be the Cameron-Martin space of fBm on the time interval [0, 1].
For every H ∈ (1/4, 1/2], there exists q ∈ [1, 2) such that every γ ∈ H is continuous and of finite q-variation. For γ ∈ H, we denote by φ 
a }. Now we introduce the following assumption:
In what follows,γ denotes the minimizer in (A2). Note that the map 
where [•] k and [•] k i are the kth component of the vector and the (k, i)-component of the matrix, respectively, and J(γ) and K(γ) are the Jacobi process of φ(γ) and its inverse, respectively. We define the deterministic Malliavin covariance matrix
We assume that Q is non-degenerate at the minimizerγ:
(A3) There is a positive constant c such that Q(γ) ≥ cI, where I stands for the identity matrix.
Finally, we assume that • 2 H /2 is not so degenerate atγ in the following sense:
Remark 2.2. By standard argument, (A3) is equivalent to the surjectivity of the tangent map Dφ 0 1 (γ) : H → R n . By the implicit function theorem, this implies that
a has a Hilbert-manifold structure nearγ. Therefore, "Hessian atγ" and "a smooth curve nearγ" make sense.
2.3. Index sets. In this subsection we introduce several index sets for the exponent of the small time parameter t > 0, which will be used in the asymptotic expansion.
Unfortunately, these index sets are not subsets of N = {0, 1, 2, . . .} and are rather complicated in general. (However, they are discrete subsets of (
with the minimum 0.) Set
We denote by 0 = κ 0 < κ 1 < κ 2 < · · · all the elements of Λ 1 in increasing order. Several smallest elements are explicitly given as follows: for 1/3 < H < 1/2,
and, for 1/4 < H < 1/3,
We also set
Note that in the above explicit expression of these two index sets the elements are not sorted in increasing order when 1/4 < H ≤ 1/3. Next we set
where N + = {1, 2, . . . }. In the sequel, 0 = ν 0 < ν 1 < ν 2 < · · · and 0 = ρ 0 < ρ 1 < ρ 2 < · · · stand for all the elements of Λ 3 and Λ ′ 3 in increasing order, respectively. Finally,
We denote by 0 = λ 0 < λ 1 < λ 2 < · · · all the elements of Λ 4 in increasing order.
We remark that when H = 1/2 and H = 1/3, all these index sets Λ i , Λ ′ j above are just N.
2.4. Statement of the main result. Now we state our main theorem. This is basically analogous to many preceding works on the standard Brownian motion such as [BA88, Wat87] . However, when H = 1/2, 1/3 and the drift term exists, there are some differences. First, the exponents of t are not (a constant multiple of) natural numbers. Second, cancellation of "odd terms" (see e.g. [Wat87, p. 20 and p. 34]) does not occur in general. (These phenomena were already observed in [Ina16a] and [Ina16b] when H ∈ (1/3, 1).) Our proof uses the Watanabe distribution theory. Therefore, the asymptotic expansion is actually obtained at the level of Watanabe distributions. 
for a certain positive constant α 0 and certain real constants α λj (j = 1, 2, . . . ).
Here, 0 = λ 0 < λ 1 < λ 2 < · · · are all the elements of Λ 4 in increasing order.
The above result improves that in [Ina16b] . The reason is as follows. First, we work under Hörmander condition instead of the ellipticity assumption. Second, the case 1/4 < H ≤ 1/3 is also treated. Hence, we must use the third level rough paths.
Remark 2.4. If RDE (2.1) has no drift term, i.e., V 0 ≡ 0, then we can repalce Λ 4 by 2N in Theorem 2.3, namely, [LQ02, LCL07, FV10] . Let p ∈ [2, 4) be the roughness constant and let q ∈ [1, 2) be such that 1/p + 1/q > 1. Set α = 1/p and let m ∈ N + satisfy α − 1/m > 0.
We denote by
, and GΩ 
Next we introduce homogeneous norms to
which are consistent with their topology. More explicitly, they are given by 
. In a similar
stands for the Young pairing. For 
(The continuity of this embedding is not explicitly written in [FV10] , but can be shown by standard and slightly lengthy argument.) For α < β ≤ 1/⌊1/α⌋, a direct computation implies Besov-Hölder embedding GΩ
For a control function ω in the sense of [LQ02, p. 16], we writeω := ω(0, 1). For
defines a control function. (This control function is equivalent to the one defined by Carnot-Carateodory metric.) Similarly, we set ω h (s, t) := h-var; [s,t] for h ∈ C q-var 0
For δ > 0 and x ∈ GΩ p (R d ), set τ 0 (δ) = 0 and
Superadditivity of ω x yields δN δ (x) ≤ ω x . This quantity (3.3) was first studied by Cass, Litterer, and Lyons [CLL13] . Let x ∈ GΩ p (R d+1 ). We consider an RDE
Here, i runs from 0 to d. It is well-known that the solution map
exist and satisfy
Here, I stands for the identity matrix with size n. It is well-known that the system of RDEs (3.4)-(3.6) is globally well-posed. In particular, the map x → (y, J , K) is continuous.
Here, we make a remark on continuity of the solution map. Let λ be a onedimensional path defined by
This continuity plays important role in Section 5.3 and 6.1, in which we will use results on large deviation for fractional Brownian rough path.
3.2. RDEs driven by fBm. In this paper, we consider the case x = (w, λ), where w is an fBm with the Hurst parameter 1/4 < H ≤ 1/2 and λ is a one-dimensional path defined by λ t = t. Let p be larger than but sufficiently close to 1/H. Since w admits a canonical lift w ∈ GΩ p (R d ) (see [CQ02] ), we can deal with (2.1) in the framework of rough path analysis and obtain y = Φ(w, λ). Next we introduce a scaled (and shifted) RDE of (2.1). For every 0 < ǫ < 1 and γ ∈ H, we consider a scaled RDE
and a scaled-shifted RDE
The solutions are respectively given by
It is known that the processes (y ǫ t ) and (y ǫ 1/H t ) have the same law. We denote the Jacobi processes and its inverses of y ǫ andỹ ǫ by J ǫ , K ǫ ,J ǫ andK ǫ . (In the next subsection, a brief summary of the Cameron-Martin space H and the Young translation by γ ∈ H will be given.)
We remark that everything in this subsection still holds if p-variation topology is replaced by 1/p-Hölder topology. See [FV10, FV06] .
3.3. The Cameron-Martin space and its isometric space. Next we introduce the Cameron-Martin space H associated to a d-dimensional fBm on the time interval 
The Cameron-Martin space H associated to a d-dimensional fBm is given by the
Note that H is unitarily isometric to the first Wiener chaos C 1 , which is the Hilbert space defined by the
we see the continuous embedding H ֒→ C q-var 0
According to [FGGR16] , the embedding holds for q = (H + 1/2) −1 . (Note that if p > 1/H is sufficiently close to 1/H, then 1/p + 1/q > 1 holds since H > 1/4. Therefore, the Young translation by γ ∈ H is well-defined on GΩ p (R d ).)
Next we introduce another Hilbert spaceH, which is isometric to H. LetẼ 1 be the linear span of {1 [0,t] } t∈[0,1] and define a inner product by
We defineH by the completion ofẼ =Ẽ d 1 with respect to the norm
and [Nua06, p.284] . Here,
denotes the fractional integral of order 1/2 − H. Hence, the inclusions
Remark 3.1. Under the condition 1/4 < H ≤ 1/2, we can choose two numbers 1/H < p < 1 + ⌊1/H⌋ and (H + 1/2) −1 < q < 2 with 1/p + 1/q > 1. For every
where the right-hand side is the Young integral since h ∈ H ⊂ C q-var 0
. By using the isometricity between H * and C 1 , the definition ofH and the inequality
3.4. Large deviations. Let (1 + ⌊1/H⌋) −1 < α < β < H and m ∈ N + satisfy α − 1/m > 0. Recall that fBm (w t ) admits a natural lift a.s. via the dyadic piecewise linear approximation and the lift w is a random variable taking values
For 0 < ǫ < 1, the law of ǫw on this space is denoted by ν ǫ = ν As usual, the good rate function I is given as follows:
where λ is a one-dimensional path defined by λ t = t and ⊗ stands for the product of probability measures. This measure is supported on GΩ
is continuous. The law of this map underν ǫ is the law of (ǫw, ǫ 1/H λ), the Young pairing of ǫw and
is the lift of some h ∈ H and l t ≡ 0 and defineÎ(x, l) = ∞ if otherwise. Here, l is a one-dimensional path. We can easily show that {ν ǫ } ǫ>0 also satisfies a large deviation principle as ǫ ց 0 with a good rate functionÎ. We will use this in Lemma 6.1 below to show that we may localize on a neighborhood of the minimizerγ in order to obtain the asymptotic expansion. (The existence ofγ is assumed in (A2).) 3.5. The Young translation. In this subsection, we show that the Young translation is well-defined and continuous. In this subsection, we fix 1/4 < H ≤ 1/2. Let (1 + ⌊1/H⌋) −1 < α < H and choose m ∈ N + such that H − α > 2/m. Set p = 1/α and q = (H + 1/2 − 1/m) −1 . Then we have 1/p + 1/q > 1 and 1/q − 1/2 − α > 1/m.
Throughout this subsection, c denotes a positive constant and may change from line to line. We define the Young translation
We should understand the integrals in the Young sense since 1/p + 1/q > 1. At first glance, B 3 and C 1 look strange. However, if x and γ are smooth and x is the natural lift of x, we have
In the first equality, we used
Since a similar equality for C 3 s,t holds, we see B 3 and C 1 are defined appropriately. Then we see the next proposition.
Proposition 3.2. Let H, α and m be as above. Then, the Young translation We show well-definedness of the map τ . Since 1/q + 1/q > 1, we can define γ 2 in the Young sense and see that it is of finite q-variation and satisfies
In this estimate, we used [FV10, Theorem 6.8]. By the same reason, A 1 and A 2 are well-defined in the Young sense and they are of finite q and p-variation, respectively; more precisely, it holds that
Note that B 
Here, we used (3.1). Moreover, we obtain 
Moment estimate for Taylor expansion of the Lyons-Itô map
In this section, we prove a Taylor-like expansion forỹ ǫ , which was defined in (3.8). The base point γ ∈ H of the expansion is arbitrary, but fixed. We will show thatỹ ǫ admits the next expansioñ
as ǫ ց 0 in appropriate senses. Here κ k ∈ Λ 1 and φ κ k is a nice Wiener functional (for Λ 1 and 0 = κ 0 < κ 1 < κ 2 < · · · , see Section 2.3).
Let us fix some notations for fractional order expansion (4.1). In this section, H is not necessarily the Hurst parameter, but a positive parameter unless otherwise specified. For notational simplicity, however, H ∈ (0, 1/2] is assumed. For such H, we define 0 = κ 0 < κ 1 < κ 2 < · · · in the same way as Section 2.3. We will work in 1-variation topology for a while. The ODE that corresponds to (3.8) leads
) and λ t = t. Next we define φ κm appeared in (4.1)
formally; for intuitive derivation of φ κm , see [Ina16a, Section 7] . By setting ǫ = 0 in (4.2), we can easily see that
The summations in the first term on the right-hand side is taken over all κ i1 , . . . ,
It is not allowed that κ ij = 0. So, the sum is actually a finite sum. The second and the third terms should be understood in the same way. An important observation is that the right-hand side of (4.5) does not involve φ κm , but only φ 0 , . . . , φ κm−1 . These ODEs have a rigorous meaning and can actually be solved by variation of constants method. So, we inductively define φ κm as a unique solution of (4.3), (4.4) and (4.5). Finally, set
Furthermore, it is known that this map extends to a continuous map with respect to the rough path topology; more precisely, for 2 ≤ p < 4, 1 ≤ q < 2 with 1/p + 1/q > 1,
is locally Lipschitz for any k. Here, (4.2) is viewed as an RDE driven by (ǫx + h, λ) in the same way as in (3.8).
Proposition 4.1. Assume 2 ≤ p < 4, 1 ≤ q < 2 and (1) For any ρ > 0 and k = 1, 2, . . ., there exists a positive constants C = C(ρ, k)
which satisfies that
(2) For any ρ 1 , ρ 2 > 0 and k = 1, 2, . . ., there exists a positive constantsC = C(ρ 1 , ρ 2 , k), which is independent of ǫ and satisfies that (r
Proof. This is essentially shown in [Ina10] . The only difference is that the index set in [Ina10] is N while it is Λ 1 here. But, this is a trivial issue. Now, we provide an L r -version of the above proposition. By an integrability lemma in [CLL13] , the following theorem applies to fractional Brownian rough path w and h ∈ H when H ∈ (1/4, 1/2]. More precisely, for every H ∈ (1/4, 1/2], and p > 1/H that is sufficiently close to 1/H, we can let H be the Hurst parameter itself and take x = w and h ∈ H in Theorem 4.2 below.
Theorem 4.2. Assume 2 ≤ p < 4, 1 ≤ q < 2 and 1/p + 1/q > 1. Let h ∈ C q-var 0
Then, for any x, h and k ∈ N, there exist control functions η k = η k,x,h such that the following hold:
(3) For all ǫ ∈ (0, 1], k ∈ N, h, x, and 0 ≤ s ≤ t ≤ 1, j = 1, 2, we have
In particular, for all k ∈ N and h, (φ
Proof. One can prove this by combining Proposition 4.1 above and computing N δ (x). The proof in the second level case (i.e. 2 ≤ p < 3) can be found in [Ina16b] . The third level case (i.e. 3 ≤ p < 4) is essentially the same. In this case, however, the computations are much more lengthy. So, we omit the proof.
Malliavin calculus for solution of RDE driven by fBm
Our main purpose in this section is to prove that y We introduce a measure. Let P = P H be the law of the fBm with Hurst parameter H. This is a probability measure on Ω = H, which is the closure of the
Then, the triple (Ω, H, P ) is an abstract Wiener space. We denote by D r,s (K) the K-valued Gaussian-Sobolev space, where 1 < r < ∞, s ∈ R and K is a real separable Hilbert space. Note that r and s stands for the integrability index and the differentiability index, respectively. As usual, we set the spaces Under this setting, we see thatỹ ǫ 1 is differentiable in the sense of Malliavin and the derivatives admit good estimate as follows:
n). (5.1)
In addition, for any m = 0, 1, 2, . . . and 1 < r < ∞, there exists a positive constant c = c m,r such that
Proof. Malliavin differentiability of solutions of RDEs driven by Gaussian rough path were studied in [Ina14] . A slight modification of that argument proves this proposition.
Proposition 5.2. We have the following asymptotic expansion as ǫ ց 0:
This means that for each
is O(ǫ κ k+1 ) for any 1 < r < ∞ and s ≥ 0. Here, r
is defined by (4.6). 
Proof
respectively. In this paper we do not express these covariance matrices as twoparameter Young integrals (cf. [CHLT15, (6.1)]). In this notation, we will state the following two propositions.
The first one is Kusuoka-Stroock type estimate for the solution of the scaled RDE. Although this is not surprising, there seems to be no literature that actually proves it.
Proposition 5.3. Suppose that (A1) holds. Then, there are positive constants c and µ such that for every 0 < ǫ < 1 and 1 < r < ∞, we have
Here, c = c(r) can be chosen independent of ǫ, while µ is independent of both r and ǫ.
The second one is about the uniform non-degeneracy in the sense of Malliavin calculus of the solution of the scaled shifted RDE under (A3). The Schilder type large deviations for fractional Brownian rough path are used in the proof. satisfy Q(γ) ≥ cI for some c > 0. Then, for every 1 < r < ∞, we have
Let a ′ ∈ R n . Then, we have
It follows from Proposition 5.4 and this identity that (ỹ Lemma 5.5. For every 0 < ǫ < 1, we have
Here, c is a positive constant independent of ǫ.
Lemma 5.6. Suppose that (A1) holds. Then, there are positive constants c and µ such that for every 0 < ǫ < 1 and 1 < r < ∞, we have
Lemma 5.7 ([CLL13]
). Let p > 1/H. For every 1 < r < ∞, we have
Now we show Proposition 5.3 by using lemmas above.
Proof of Proposition 5.3. From Lemma 5.5, we see
Hence,
and applying Lemmas 5.6 and 5.7, we see the assertion.
Next we show Lemma 5.5.
Proof of Lemma 5.5. Set
H . It follows from the Riesz representation theorem and Remark 3.1 that
Here, c is a positive constant independent of v and ǫ. Noting |
The proof has been completed.
In the rest of this subsection we show Lemma 5.6, following [CHLT15] closely. To end this, we regard (3.7) as an RDE driven by w with the coefficients
(Except in the rest of this subsection, we regard (3.7) as an RDE driven by ǫw with the coefficients V 0 , V 1 , . . . , V d .) Keeping this in mind, we introduce a quantity which plays an important role in a Norris-type lemma. Note that the quantity is defined in the framework of the controlled path theory. Let (1 + ⌊1/H⌋) −1 < α < H. Fix a ∈ R n and 0 < θ < 1. For every 0 < ǫ < 1, define
Here, N w,α = Proposition 5.8. For every 1 < r < ∞, we have Before stating next proposition, we make two remarks.
Remark 5.9. We denote by V 
We see relationship of L ǫ w (a, θ, 1) and v, C ǫ v R n from the following proposition.
Proposition 5.11. Let m ∈ N. For every 0 < ǫ < 1, W ∈ V ǫ m , v ∈ R n with |v| = 1 and 0 ≤ s ≤ 1, we have 
R n follows from (5.3), we have
This is the conclusion for m = 0. Assuming the conclusion to hold for m − 1, we will prove it for m. Note that for 
for some M depending only on d and n. This is the conclusion for m. The proof finished.
We are now in a position to show Lemma 5.6.
Proof of Lemma 5.6. Let ν be a positive constant specified later. We will show that, for every 1 < r < ∞, there exist positive constants c r,1 and c r,2 such that
for any 0 < ǫ < 1 and 0 < ξ < 1. Due to Lemma A.1, these two estimates are sufficient for Lemma 5.6. Indeed the assertion holds with µ = ν + 1.
Because (5.4) follows from Lemma 5.7, we show (5.5) in the rest of proof. Since the vector fields V 0 , V 1 , . . . , V d satisfy the Hörmander condition at a, we can choose W 1 , . . . , W n ∈ V so that W 1 (a), . . . , W n (a) linearly spans R n . Then, for every 1 ≤ k ≤ n, there exists a non-negative integer i k ∈ N such that W k ∈ V i k . Noting
Remark 5.9, we can choose a positive constant ρ k such that
for every u ∈ R n with |u| = 1. Then, φ ǫ (u) ≥ ǫ ρ φ(u) for any |u| = 1. Since We choose v ∈ R n with |v| = 1 and ǫ > 0 arbitrarily. For v and ǫ, there exists
From Proposition 5.11 and the above, we have
From the Markov inequality, we see
Noting E[L ǫ w (a, θ, 1) µr/π ] are bounded from above in ǫ, we obtain (5.5).
5.3. Covariance matrix of solution of scaled-shifted RDE driven by fBm.
In this subsection, we will show Proposition 5.4. Let 1/H < p < ⌊1/H⌋ + 1 and (H + 1/2) −1 < q < 2 satisfy 1/p + 1/q > 1. We start our discussion with making a remark on continuity of Q on GΩ p (R d ) × R λ , where λ is a one-dimensional path defined by λ t = t. Recall that the solution maps (x, cλ) → y, J, K are continuous on GΩ p (R d ) × R λ , where y, J and K are solutions to (3.4), (3.5) and (3.6) driven by (x, cλ), respectively. Furthermore, Dy 1 is continuous in y, J and K since the right-hand side of (5.1) is Young integration and Young integration is continuous in both integrands and integrators. Note that the embedding H ⊂ C q-var 0
with 1/p + 1/q > 1 holds. Hence, we see that Q is continuous on
We are now in a position to prove Proposition 5.4. k) ) is the Young pairing and (x, k) is a pair. In this proof, both of them will appear.)
Proof of Proposition 5.4. From the continuity of
We decompose E[{detQ
and (5.6), we see
Next we consider the expectation on U ∁ ǫ . From the Hölder inequality, we have
Since the rate function of the Schilder-type large deviation principle is good, we see that there exists a positive constant c 2 such that
for small ǫ > 0. Here, we choose 1 < q < ∞ so that (q − 1) γ 2 H < c 2 and set 1 < q ′ < ∞ as the Hölder conjugate of q. The Girsanov theorem and Proposition 5.3
From the above, we see
The estimates (5.7) and (5.8) imply
The right-hand side is bounded as ǫ ց 0. The proof has finished.
6. Off-diagonal short time asymptotics Wiener functional is defined for almost all w ∈ Ω. For any r ∈ (1, ∞), L r -norm of this Wiener functional is bounded in ǫ. Hence, so is its D r,k -norm for any r, k.
Due to this fact, the localization is allowed even in the framework of Watanabe distribution theory. This is the reason why we use this Besov-type norm on the geometric rough path space. Let ψ : R → [0, 1] be a smooth function such that ψ(u) = 1 if |u| ≤ 1/2 and ψ(u) = 0 if |u| ≥ 1. For each η > 0 and ǫ > 0, we set
The following lemma states that only rough paths sufficiently close to the lift of the minimizerγ contribute to the asymptotics. The keys of the proof are (i) the Schilder type large deviations for fractional Brownian rough path and (ii) the Kusuoka-Stroock type estimate of the Malliavin covariance of y ǫ 1 (Proposition 5.3).
Lemma 6.1. Suppose that (A1) and (A2) hold. Then, for any η > 0, there exists c = c η > 0 such that
Proof. We show the assertion for 1/4 < H ≤ 1/3. We can show it for 1/3 < H ≤ 1/2 more easily.
We take η ′ > 0 arbitrarily and fix it for a while. It is obvious that
Now, we use integration by parts formula for generalized expectations as in [Wat87, IW89] to see that p ǫ is equal to a finite sum of the following form;
Here j = (j 1 , j 2 , j 3 ) and k run over finite subsets of N 3 and N, respectively, Note that the derivatives of (Q ǫ ) −1 do not appear.
From Propositions 5.1 and 5.3, there exists ρ > 0 such that |(
in L r as ǫ ց 0 for all 1 < r < ∞. 
Here, 1/r + 1/r ′ = 1 and c = c(r, r ′ , η, η ′ ) is a positive constant, which may change from line to line. Set 
(α, 12m)-geometric rough path space. The first set on the most right-hand side of (6.1) can be written as {ǫw / ∈ τ −1 γ (U 2 −1/(12m) η )}. First taking lim sup ǫց0 ǫ 2 log and then letting r ′ ց 1, we obtain
Here, Φ : 
In the last inequality we used large deviation upper estimate for a closed set. Notice also that a + Φ(γ, 0)
Now let η ′ tend to 0. As η ′ decreases, the most right-hand side of (6.2) decreases. The proof is finished if the limit is strictly smaller than − γ 2 H /2. Assume otherwise. Then, there exists
In particular, {γ k } is bounded in H. Hence, by goodness of the rate function, the lifts {γ k } is precompact in GΩ 
From the lower semicontinuity of the rate function, we see that z is the lift of some z ∈ H and z 2 H /2 ≤ γ 2 H /2. This clearly contradicts (A2).
6.2. Proof of Theorem 2.3. Now, let us calculate the kernel p t (a, a ′ ). We see 
in D ∞ -topology for any (large) M > 0. Therefore, these two Wiener functionals have no influence in the coefficient of the expansion of F (ǫ, •).
The expansion of ν, r 
where 0 = ρ 0 < ρ 1 < ρ 2 < · · · are all the elements of Λ ′ 3 in increasing order. Due to (6.4), it also should hold that
Once (6.6) is actually shown, then we prove our main theorem (Theorem 2.3).
Moreover, Here, thanks to the factor χ η (ǫ, w+γ/ǫ), we may assume ǫw stay in the bounded set U η in the geometric rough path space. Hence, we can use the deterministic version of Taylor expansion of Lyons-Itô map (Proposition 4.1) to prove that ν, r κ3 ǫ,1 /ǫ 2 and r 2 ǫ,1 /ǫ are actually so "small" that adding them does not destroy the integrability we need.
Examples
In this section, we provide two examples to which our main theorem (Theorem 2.3) applies. First, we recall the case of near points under the ellipticity condition.
Example 7.1. Assume the ellipticity condition at the starting point a, that is, {V 1 (a), . . . , V d (a)} linearly spans R n . Obviously, this implies (A1). If the end point a ′ is sufficiently close to the starting point a, then (A2), (A3) and (A4) are also satisfied. Therefore, our main theorem can be used.
This was shown in [Ina16a] when H ∈ (1/2, 1). The same proof works when H ∈ (1/4, 1/2], too. The key of the proof is the implicit function theorem. Note that under the ellipticity assumption, the deterministic Malliavin covariance Q(γ) is never degenerate and the implicit function theorem is available at every γ ∈ H.
Second, we provide an example, in which the coefficient vector fields satisfy the Hörmander condition, but not the ellipticity condition. This model was already studied in [Dri13] .
Example 7.2. (The "fractional diffusion" process on the Heisenberg group). Let d = 2, n = 3 and
Then, (A1) is satisfied at every point since [V 1 , V 2 ] = −4∂/∂x 3 . Fortunately, we can write down the solutions for (2.1) and (2.2) for any given initial condition a = (a 1 , a 2 , a 3 ) as follows: 
as t ց 0 for some α 0 > 0 and α 2j ∈ R (j = 1, 2, . . . ).
Remark 7.3. We make two remarks on Example 7.2.
• The definitions of V 1 and V 2 slightly differ from literature to literature.
• V 1 and V 2 are not of C 
Proof. First, note that we may assume without loss of generality that a ′ = (ξ, 0, 0) with ξ > 0. The reason is as follows. If (w t ) is a two-dimensional fBm and A ∈ SO(2), thenw := Aw is again a two-dimensional fBm and w Next, we fix some notation. We write G(γ) = φ 0 1 (γ) for any γ ∈ H or any two-dimensional continuous path γ such that the Young ODE (2.2) makes sense.
Cameron-Martin space of an m-dimensional fBm (so H = H H (R 2 )). We write
, but suppress the dimension m. Recall that there exists a real-valued kernel K(t, s) = K H (t, s), 0 < s < t, with the following properties:
(1) If (b t ) is an m-dimensional Brownian motion, then (w t ), defined by w t = t 0 K(t, s) db s , is an m-dimensional fBm with Hurst parameter H. have shown (7.1). It is easy to see from (7.1) that (A2) holds withγ = (ξ, 0)R(1, •) ∈
H.
Next, we prove (A3). Recall that non-degeneracy of the deterministic Malliavin covariance matrix Q(γ) of G atγ is equivalent to the surjectivity of the tangent map DG(γ) : H → R 3 . Note thatγ ∈ H 1/2 (R 2 ) since H > 1/4. From the third assertion in [Bis84, Theorem 1.10 in Chapter 1], we see that DG(γ) is surjective for every γ ∈ H 1/2 (R 2 ) with γ = 0 (in the reference, it is assumed that the distribution linearly spanned by {V 1 , V 2 } is fat). Since C 1 -paths which start at 0 are dense in H 1/2 (R 2 ),
there are three C 1 -paths h 1 , h 2 , h 3 which start at 0 such that {D hi G(γ)} 1≤i≤3 spans R 3 . Recalling that C 1 -paths which start at 0 belong to H (see [FV06] ), we conclude that the tangent map of G : H → R 3 atγ is also surjective, which is equivalent to (A3). Remark 7.5. When H = 1/2, Young ODE (2.2) controlled by γ ∈ H is called skeleton ODE in probability theory and has been thoroughly studied in both probability theory and control theory. In that case, (A1)-(A4) are known to be a natural set of assumptions with many concrete examples. On the other hand, when H = 1/2, not much seems to be known for this ODE.
This is the main reason why we cannot systematically find examples for our main theorem in this section. Therefore, we believe that a "fractional version of the control theory of ODEs" needs to be investigated for future developments of this topic. (The fraction version could also be useful in relaxing the unique minimizer assumption (A2).)
Appendix A. Technical lemma
The following lemma to be used in the proof of Lemma 5.6 is a slight modification of [Nua06, Lemma 2.3.1]. For readers' convenience, we prove it in this section.
Lemma A.1. Let {A ǫ } 0<ǫ<1 be a family of real symmetric non-negative definite n × n random matrices. Let µ 1 and µ 2 be non-negative constants. We assume that for every 1 < p < ∞, there exist positive constants c p,1 and c p,2 such that
p for any 0 < ǫ < 1 and 0 < ξ < 1. Then, for all 0 < ǫ < 1, µ > µ 1 ∨ µ 2 and 1 < r < ∞, we have
Here, c is a positive constant, which is independent of ǫ and µ but depends on r.
Proof. Fix 0 < ǫ < 1. Let µ > µ 1 ∨ µ 2 and set r 0 = (1 + 2n)(µ 1 ∨ µ 2 ) µ − (µ 1 ∨ µ 2 ) ∨ 1.
First of all, we show that, for every r ≥ r 0 , there exists a positive constantc r such that P (λ min (A ǫ ) < ξ) ≤c r ǫ −rµ ξ r+1 (A.1) for all 0 < ξ < 1. Here, we can choosec r as a constant which is independent of ǫ, ξ, and µ but depends on r. Note that the restriction r ≥ r 0 and µ > µ 1 ∨ µ 2 imply rµ ≥ (r + 1 + 2n)µ i for i = 1, 2. Note
The first term satisfies P (|A ǫ | ≥ 1/ξ) ≤ c r+1,1 (ǫ −µ1 ξ) r+1 ≤ c r+1,1 ǫ −rµ ξ r+1 from the assumption and rµ ≥ (r + 1)µ 1 . The second term is estimated as follows. We denote by S n−1 and B(v, ρ) the unit sphere centered at the origin and the open ball with center v ∈ R n and radius ρ > 0. Since S n−1 is compact, there exists vectors v 1 , . . . , v m ∈ S n−1 so that {B(v i , ξ 2 /2)} m i=1 covers S n−1 . In addition, λ min (A ǫ ) = inf v∈S n−1 v, A ǫ v R n holds. From these facts, on the event {λ min (A ǫ ) < ξ, |A ǫ | < 1/ξ}, we can choose v ∈ S n−1 such that v, A ǫ v R n < ξ with v ∈ B(v i , ξ 2 /2) for some 1 ≤ i ≤ m. Hence,
Moreover, we see that the number m of the vectors may depend on ξ; however m ≤ c n ξ −2n holds, where c n is a constant depending only on n. Therefore, the term P (λ min (A ǫ ) < ξ, |A ǫ | ≤ 1/ξ) is estimated by
where c r,n = 2 r+1+2n c n c r+1+2n,2 . In the last estimate, we used rµ ≥ (r + 1 + 2n)µ 2 .
The estimates above imply P (λ min (A ǫ ) < ξ) ≤ c r+1,1 ǫ −rµ ξ r+1 + c r,n ǫ −rµ ξ r+1 , which implies (A.1) withc r = c r+1,1 + c r,n . For 1 ≤ r < r 0 , we have
These imply the assertion.
