where 0 < ≤ 0 , Ω ⊂ R N is a regular open connected set, λ ≥ 0 and Γ = Γ 0 ∪ Γ 1 is a partition of the boundary of Ω. We will also consider the case where Γ 0 is empty (see below for more precise assumptions on λ, Ω and Γ 0 , Γ 1 ).
For this problem the corresponding formal singular perturbation at = 0 is (P 0,λ,Γ 0 )
We are here concerned with the well possedness of both problems for the nonhomogeneous case, i.e. f = f (t, x), g = g(t, x), and with the convergence, as approaches 0, of the solutions of (P ,λ,Γ 0 ) to solutions of (P 0,λ,Γ 0 ). In past years, equations of the type (P ,λ,Γ0 ) have attracted a lot of attention because of the decay properties as t → ∞ when f = g = 0. When Ω is bounded and Γ 1 is a "large enough" subset of Γ it is well known that the energy of solutions of (P ,λ,Γ 0 ) converges exponentially to zero as t → ∞ (see for example [2, 14, 15, 16] and references therein). It is important to notice that the class of subsets Γ 1 for which the exponential decay holds does not depend on the value of . See also [18] . However, as we will see below, the limiting problem (P 0,λ,Γ0 ) has a parabolic structure and therefore solutions decay whatever subset Γ 1 of Γ we choose.
These problems and the corresponding singular perturbations have been considered by several authors. The limiting problem at = 0 and f = 0 was considered by Friedman and Shinbrot in [7] in relation with the equations of surface water waves. See also [20] . The problem of the approximation as goes to zero, was considered by Hale and Raugel in [11] , in the case of homogeneous Neumann boundary conditions and damping distributed on Ω, i.e. for the problem
and f a suitable nonlinearity. Here the authors studied the upper semicontinuity of attractors as → 0. The special case of dimension one was also considered in [22] , where the authors proved stronger results by means of inertial manifolds techniques.
There are three main issues we want to discuss in this paper. First of all, the well possedness of problem (P ,λ,Γ0 ). As we will see in Section 2, the case g = 0 can be treated in a very simple and natural way. However, the case g = 0 presents a much more subtle structure. At first sight this case is not immediately seen as a perturbation of the case g = 0. Another point of discussion is the concept of solution itself, and in what sense the boundary conditions are verified. It turns out that an adjoint equation in a dual space is the right tool to solve the above questions.
On the other hand, we want to discuss also the well possedness of the "limiting equation", (P 0,λ,Γ 0 ). At first glance it has not a typical form of an evolution equation, since an elliptic equation is involved. In Section 3 we will show that, however, this equation has a parabolic structure in suitable spaces, and we will show its regularizing effect. Finally, in Section 4 we shall prove that (P 0,λ,Γ 0 ) is in fact, not only a formal "limiting equation", but that the solutions of (P ,λ,Γ0 ) actually converge to those of (P 0,λ,Γ0 ).
Notation and elliptic results.
We now introduce some notations that will be used throughout the paper. All along the paper and specially in proofs c i will denote generic positive constants.
Now we make precise the assumptions on λ ≥ 0, Ω and Γ 0 , Γ 1 . As said above, Ω ⊂ R N is a regular connected open set. It is assumed that Ω and Γ are such that the trace operator and the Sobolev spaces H s (Ω) and H s (Γ) are well defined, see [10] . Note however that we will not always assume that Ω, nor its boundary Γ, are bounded. When needed it will be explicitly stated. In some cases we will assume that Γ 1 is bounded. Also, note that the usual assumption that the Γ i form a disjoint partition of the boundary i.e. Γ 0 ∩ Γ 1 = ∅, which is not made here, allows one to use general elliptic regularity results that are not available otherwise, [10] . Some remarks will be done on this when necessary.
We denote, for t ≤ ∞, Q t = Ω × (0, t) and Σ 1,t = Γ 1 × (0, t), and identify
(Γ)). When working with a fixed time interval (0, T ) we will simply write Q and Σ 1 . Space-time integrals will be denoted by integrals over Q and Σ 1 .
Concerning functional spaces, we will use the standard Sobolev spaces H 0 . The duality pairing between the spaces above, will be denoted < ·, · > −s,s . In particular the scalar product in L 2 will be denoted by < ·, · >. If there is no possible confusion, we will not indicate if the spaces or duality products are referred to functions on Ω or Γ. When required, we will write < ·, · > Ω and < ·, · > Γ to differentiate both cases.
Concerning the partition of the boundary we have the following (Γ) and that holds for any s if Γ 0 ∩ Γ 1 = ∅. In order to shorten the notations, when the regularity is needed we will just use "regular" to mean "s-regular" for suitable s, that will not be explicitly indicated. (Ω). We will also consider the normal derivative operator defined as follows:
(Γ) and it is defined as
(Ω). Note that R stands for the restriction, since ∂u ∂ n is also defined as an element in H −1/2 (Γ)
(Γ) as soon as z ∈ H 1 (Ω) and ∆z ∈ L 2 (Ω). If λ > 0 no other assumptions are made on Ω (for example concerning its boundedness) nor on Γ 0 that, as said above, could be empty. However, if λ = 0 then we assume that Γ 0 = ∅ and moreover, that in H
(Ω) the Poincaré inequality holds, namely, there exists a constant c such that
(Ω), so the square root of Ω |∇u| 2 defines a norm in H
(Ω) equivalent to the usual one. For example, for any bounded connected set that condition is verified as soon as Γ 0 = ∅. The same holds if Ω is bounded in one direction and Γ 0 is sufficiently large. Note that the assumptions on λ and Γ 0 imply that Ω ∇u∇v + λ Ω uv is a scalar product in H 1 Γ0 (Ω) equivalent to the usual one. Under these conditions, we introduce the canonical isometric isomorphism between H 1 Γ 0
(Ω) and its dual, H −1
Note that we can then write (1.2) as
We will show below that with this operator the Neuman problem
can be solved in a variational way in H
(Ω). We start with the following
(Ω) with respect to the scalar product Ω ∇u∇v + λ Ω uv. That
ii) For a given function u on Γ, such that it vanishes on Γ 0 , we define v = B(u), the "λ-Harmonic lifting" of u, defined in Ω as the solution of the elliptic boundary value problem
With these notations we have the following 
are isomorphisms and moreover
(Ω) follows by definition of Har 1/2,Γ 0 (Ω) and the choice of the scalar product in H
(Ω) and then γ(u) = γ(u 1 ), and consequently u 1 = B(γ(u)). Since the projections are continuous, then B :
is an isomorphism, whose inverse is given by the trace operator γ. ii) Since L is an isomorphism between H On the other hand, by (1.2) and (1.5), we get for 
(Ω) and for every φ ∈ H
Now and throughout the paper we will find a special class of elements h ∈ H 
(Ω) and
, then the decomposition of h is given by
(Ω) and
(Ω), we use the splitting φ = φ 1 + φ 2 , φ 1 = B(γ(φ)), and then
and we get the expressions for h 1 and h 2 . On the other hand we have < B * f, γ(φ) >= < f, B(γ(φ)) >=< f, φ 1 > and from (1.5) and the definition of D 0 , we also have for every f ∈ L 2 (Ω) and φ ∈ H 1 Γ0 (Ω), [19] .
Remark 1.2. i) Note that B is a well defined linear and bounded operator from H
ii) Note that if Γ i form a regular partition of the boundary then 
(Γ) and the 
Concerning (1.6), we have the following result
is an isomorphism, and on this space
Proof From Proposition 1.1 and Lemma 1.1, it only remains to prove that R(
The converse statement comes out easily from (1.5).
Remark 1.3. Note that for an arbitrary
In particular for g = 0 and f ∈ L 2 (Ω) the operator L induces the positive,
which moreover has compact resolvent if Ω is bounded. In particular, it is a sectorial operator in Y and the fractional power spaces {Y α } α∈R are well defined, see [12] , and we have
When g = 0 we will consider the spaces associated to the solvability of equation
In particular, we have
Note, moreover, that if the Γ i form a regular partition of the boundary then by elliptic regularity theory we have
We now show the well possedness of the Dirichlet problem
which moreover has compact resolvent if Ω is bounded. In particular, it is a sectorial operator in Y D and the fractional power spaces {Y α D } α∈R are well defined, see [12] , and we have 
Proof The proof is almost straightforward. We have u = B(g) + u 2 and for every
The rest is obvious.
By using the previous results, we can also solve the Robin problem i.e.
where a(x) is a given L ∞ function on Γ 1 . Now define the bilinear form
which is symmetric and continuous on H
(Ω). For this, note that under the assumptions above it would be sufficient for a(x) to have a small negative part. In that case
Therefore we have the following result.
Proof The proof is now obvious, since we read the equation as L(u) = f Ω + (g − a(x)γ(u)) Γ and apply Theorem 1.1.
2.
The damped hyperbolic problem. In this section we provide existence and regularity results for the damped hyperbolic problem. For related results the reader is referred to [2, 5, 14, 16, 21, 24, 25, 26] and references therein.
2.1. Homogeneous boundary conditions. We are now concerned with the solutions of
(Ω) and domain given by
Recall that Γ 0 may be empty and that when the Γ i form a regular partition of the boundary then u ∈ H 2 Γ 0
(Ω). Also, note that the boundary conditions are satisfied
With these notations (2.21) can be written as
T , and then we have (Γ) sense.
Theorem 2.1. With the above definitions, the operator −A generates a C 0 semigroup in E, denoted S (t), and there exists a scalar product in
(Ω) we take the scalar product
Clearly, D(A) is dense in E, since with the notations in (1.12
It remains to show that R(I + A) = E since, in that case, the Lummer-Philips theorem gives us the generation of a C 0 semigroup of contractions, see [13, 23] . So,
From the results in Subsection 1.2 on the Robin problem, there exists a unique solution and it is clear that (
By linear perturbation results, [23] , we can prove
Proof We fix λ 0 > 0 such that all the above applies to the operator A ,λ 0 ,Γ 0 and set the matrix operator in (2.23) as A = A ,λ0,Γ0 +P ,
Then P is a bounded perturbation in E, and therefore so A generates a C 0 semigroup, [13, 23] .
Also, by applying general abstract results on C 0 semigroups, see the Proposition 5.3 in the Appendix and [13, 23] , we get
which is given by the variation of constants formula
where
the unique solution is a "strict solution", that is, it is differentiable in E, remains in D(A) and verifies (2.24) pointwise. Note that the PDE in
sense while the boundary conditions are verified in the H
Formal Energy
Estimates. Now we fix our attention on some energy estimates on solutions of
¿From the results of Subsection 1.2, it is natural to require the minimal regularity
(Ω), although in some cases these conditions may be strengthened.
Most of these estimates will be formal, since we will assume existence and regularity of solutions, except for the case g = 0, for which we have already set up a good existence and regularity result. However, those formal estimates, for g = 0, will be the key in defining the concept of solution of (2.26), and in fact they will play an essential role in the proof of the existence, uniqueness and regularity result for (2.26).
We define the energy
and observe that, in view of (1.3), E 1/2 is an equivalent norm to that of the ambient
, hereafter denoted "energy space". Moreover, when f = g = 0, the semigroup generated by −A, S (t), is a contraction semigroup for this norm in the energy space, see Theorem 2.1, so we have
(Γ) then we formally have, by multiplying the equation by u t , integrating by parts in Ω, using the boundary conditions, and then integrating in time
Observe that this equation holds, provided solutions of (2.26) are sufficiently smooth, so one can perform all the computations leading to (2.27). Also note that
and we have a generalized version of (2.27)
In the case g = 0, and using the results of the previous subsection, one can make (2.27) rigorous for solutions of (2.24), by first working with smooth initial data and f and passing to the limit. However, we will obtain below the rigorous proof of (2.27) under the sharp conditions mentioned before for f and g, so we will not give further details here.
Then, we have the following
. Then for any (u 0 , v 0 ) in the energy space, the following estimates hold for the corresponding solution of (2.26) 
and for any 0 < t < T
Proof Assuming regularity of solutions, multiplying the equation by u t and integrating in space and time, we get (2.27), i.e. E (u,
For nonzero f , we use the bounds
and therefore
and using Young's inequality we get y
y(t) and again by Young's inequality and the bound for y(t) we get (2.31).
In either case, the lipschitzness of the mapping
Note that for f = g = 0, (2.29) shows that the energy of the initial data is lost through the boundary of Ω, where the dissipation takes place. Also, (2.30) and (2.31) 
and initial data in the energy space are enough to obtain the inequalities. That suggests to prove an existence result under these conditions. Finally, note there are some difficulties in making the inequalities rigorous. Namely, if one proves that the solution of (2.26) is in the energy space, then, in principle, u t is in L 2 (Ω), so it can not be restricted to the boundary. At the same time, it is not clear in what sense the solution in the energy space of (2.26), or even (2.24), verify the boundary conditions. Therefore, partial integration needs justification. We will answer satisfactorily both questions in the next section.
Finally, note that if λ = 0 and Γ 0 = ∅ or Γ 0 = ∅ but the Poincaré inequality (1.3) doesn't hold true, then E is not coercive in E. Moreover, in the case λ = 0 and Γ 0 = ∅, the quantity
is invariant in time when f = g = 0. This can be easily obtained by integrating the equation on Ω.
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ANÍBAL RODRÍGUEZ-BERNAL AND ENRIQUE ZUAZUA 2.3. Non homogeneous boundary conditions. We are now concerned with existence of solutions of
(Ω) or even more general classes of functions h.
Note that problem (2.32), as written, can not be immediately treated as a perturbation of the case g = 0 studied above, since g is affecting the boundary conditions. So, one of our main points in this section is defining the concept of solution of (2.32). On the other hand, for the case g = 0, it is well known that (2.25) is a quite natural way of defining weak or "mild solutions" of (2.24).
Observe that there are several properties one would like to have from a nice concept of solution. For example, from the formal energy estimates of the previous section we would like to have that for initial data in the energy space and
, there exists a unique solution, which is moreover continuous with values in the energy space, and verifies the energy estimates. We would also want to have that smoothness of initial data, f and g, implies smoothness of the solution. On the other hand, we would like to have a representation of the solution in the form of a variation of constants formula, so that one might try to solve nonlinear equations via fixed points arguments. We will show below that all these apriori requirements can be met by using standard results on semigroups, working in an appropriate space.
Let
(Ω) its dual space. Then according to [4] , by transposition, −A * generates in E the C 0 semigroup S * (t), i.e. the transposed semigroup of S (t), see Proposition 5.3 in the Appendix.
Then, we can state our main results in this section, which are the following
defined by the variation of constants formula of the dual semigroup
Observe the remarkable feature of (2.33), that despite H(s) is not in D(A * ) (unless g = 0), nor is regular in time, U * is in D(A * ), see Lemma 2.1. This is due to the particular form of H and a subtle smoothing effect of the semigroup. Also note that from the energy estimates obtained in the previous section, γ (u) 
where the derivative is to be understood as weak derivative, i.e. as
(Ω). We will also find other classes of functions h with values in H
(Ω) for which a result analogous to Theorem 2.3 can be obtained.
Once this theorem is proved we can make the following definition
by the theorem above is, by definition, the solution of (2.32).
Note that in our setting the solution of (2.32) is unique since it is explicitly given in the theorem above.
Concerning further regularity results, we have
Theorem 2.4. Under the assumptions of the theorem above, if moreover
T is differentiable in the energy space and
T is a solution of (2.32 ) in E, with right hand sides f t and g t on Ω and Γ, respectively.
In particular, (Ω) and u inherits the time regularity of g.
i) Note that by using the properties of the operator L, defined in (1.4), (2.35) is a weak formulation, in H
Before going to the proof of the main theorems we introduce some notation. In what follows we will denote by U = (u, v) a generic element of E, while U * = (u, w) will denote a generic element in E . When going from one space to the other we will often use the following linear injective "change of variables":
(Ω). Note however that the mapping is not onto. Then we have
Lemma 2.1. i) With the above notations, we have
i.e. in matrix form,
and for this to be continuous in U for the topology of E, one needs f ∈ H
Now, this is continuous in U for the E topology iff f ∈ H 1 Γ0 (Ω) and
(Ω), and in that case < AU, F > E,E =< U,
ii) The second statement is a simple computation. Just note that the norm in E used above is that for which −A generates a contraction semigroup and we have used that L is an isometric isomorphism between H 1 Γ 0
(Ω) and its dual H
From the properties of the operator L, we get U ∈ D(A).
We now recall that a function u from an interval of R into a Banach space X is weakly differentiable iff for every x ∈ X , < x , u(t) > is differentiable, where we denote by < ·, · > the duality between X and X . Now, by using Proposition 5.2 in the Appendix, we have
T be the mild solution of (2.24) given by (2.25) , with
a.e. t ∈ (0, T ); in particular 
a.e. t ∈ (0, T ), and for every φ ∈ H
(Ω)) and U * 0 = (u 0 , w 0 ) ∈ E are such that the dual equation (Ω) and
Proof i) Just by using Proposition 5.2 we get that for every
Taking this into (2.40), we get iii) The proof is straightforward. 
Remark 2.2. Note that when obtaining the equation
( u t + γ(u)) t + L(u) = h in H −1 Γ 0 (Ω),
33). In particular, S(t) and
, and U * is a mild solution of (2.41) 
, then U is a mild solution of (2.24) .
Proof i) Let U be a mild solution of (2.24) and (φ, ψ) ∈ D(A). Then, from (2.39), we get
so, using v = u t and its relation to w, we get (2.40).
ii) The proof is straightforward, since we can use point ii) of the previous Proposition to arrive to (2.39).
given by (2.33) verifies
and verifies (2.41) . Therefore
and
Moreover,
for each t ∈ (0, T ), and are continuous in time, then under the assumptions in ii), we have
(Ω)}, and
Proof The proofs of i) and ii) are an immediate consequence of ii) and iv) in Proposition 5.1. Just note that the compatibility condition on the initial data, (2.42), is equivalent to
) Γ and we get the result from the properties of the operator L,
(Γ) and are continuous in time.
Now we are in a position to prove the main results of this subsection. (Ω) as a test function and perform partial integration so we get the energy equality (2.28) E (u n , u
Proof of Theorem 2.3 Take
Hence, the energy estimates of Proposition 2.1 hold on the sequence (u n , u n t ). On the other hand, working on E , we have U * ,n (t) = S * (t)U * ,n 0
and since H n converges to H in L 1 (0, T, E ), using ii) in Proposition 5.1, we can pass to the limit in this expression, to get (2.33). But at the same time, using Proposition 2.1 we get that in the limit, U = (u, u t ) lies in the energy space and has a regular trace in Σ 1 . In particular (2.27) holds true.
Finally, note that we can assume, by taking subsequences, if necessary, that h n → h a.e. in [0, T ], and the same for γ(u n t ). Therefore, we can pass to the limit in ( u
(Ω)) and the theorem is proved.
Note that the key point in proving Theorem 2.3 is constructing regular solutions of (2.33) such that u t ∈ H 1 Γ0 (Ω) and the energy estimate (2.28)
holds true. From here the Lipschitz dependence of the mapping
is obtained and then one passes to the limit simultaneously in (2.33) and in the energy estimates. To construct these regular solutions it is enough, in view of Corollary 2.4, to consider initial data (u 0 , v 0 ) ∈ D(A) ⊂ E and functions h ∈ C 2 c (0, T, H −1 Γ0 (Ω)), since then the compatibility condition (2.42) would hold true. Therefore we have,
.3 holds true, but instead of (2.27) we have
Proof It is clear that from (2.27) and partial integration we get (2.43). Now, denot-
and then
from here, by Young's inequality, we get (2.44) and plugging this on the previous inequality, we get (2.45).
For more general t → h(t) ∈ H
(Ω), we have 
then Theorem 2.3 holds true but instead of (2.27) we have
Proof i) Now is clear that from (2.28) and partial integration, we get (2.46).
and from here we get sup 0≤s≤t u
Using Young's inequality, and plugging this into the previous inequality, we get (2.47). ii) From (2.28) and writing < h,
integrating by parts this last term in time, we get (2.48). By Young's inequality and denoting
sup 0≤s≤t u 1 and using again Young's inequality and plugging this into the previous inequality, we get (2.49). In particular when
0 (Ω)) and the above applies.
Proof of Theorem 2.4 From Proposition 5.1, we know that if
, we can apply Theorem 2.3. Note that the compatibility for the initial data is equivalent to (2.35) and that U * = (u, w) T , with w = u t + 1 γ(u) and then U * t = (u t , w t )
T with w t = u tt + 1 γ(u t ). All these give the regularity for U , U t , γ(u t ) and (2.36). With this regularity we also get the equations
(Ω). The extra regularity comes, as in Corollary 2.3, from reading the equation as
and using the properties of the operator L,
Note that the key in the proof above is using twice Theorem 2.3, first on
and then on
Therefore with the help of Corollaries 2.4 and 2.5 we can obtain a similar result as follows.
Γ0 (Ω)) is such that h and h t satisfies either conditions in Theorem 2.3 or Corollaries 2.4 and 2.5. Moreover assume
(u 0 , v 0 ) belongs to H 1 Γ0 (Ω) × H 1 Γ0 (Ω) and verifies γ(v 0 ) + L(u 0 ) − h(0) ∈ L 2 (Ω)
Then Theorem 2.4 holds true, but (2.36) must be replaced by the corresponding energy equality for (u t , u tt ). Note that now E (u t , u tt ) is estimated in terms of
3. Evolution problems on Γ. We are concerned in this section with the understanding of the parabolic nature of problems
where f = f (t, x) and g = g(t, x). We start by studying the homogeneous case, i.e. f, g = 0
and first we make precise the concept of solution of (3.51).
With the aid of the operators R and B, as defined in (1.8), we can reduce the study of problem (3.51) to that of an evolution problem on Γ. In fact, if we can solve for
then z = B(u) will be a solution of (3.51) with initial value z 0 = B(u 0 ). Furthermore, we can still reduce the problem to solve 
and moreover 
B(u)B(v)
and thenÂ is positive since the bilinear form a is coercive. Therefore, σ(A 0 ) ⊂ R + and in fact inf σ(A 0 ) > δ > 0, and the decaying to zero follows, [12] . The rest is obvious.
When Γ i form a regular partition of Γ, again the regularity results for the mixed Dirichlet-Neumann problem imply
(Γ), n ∈ N, and by interpolation we get
To see this, note that for j = 1, 3/2, X j = {u ∈ X 1/2 , A 0 u ∈ X j−1 } and we already kow that for
and from elliptic regularity, we
Conversely, for the other inclusion, if u ∈ H
Again, general results for sectorial operators, [12] , allows us to solve (3.53) in the X α spaces. More precisely 
Once we have solved the evolution problem (3.53) in Γ, we just need to lift the solution to Ω to get a solution of (3.51). For this, note that for α ≥ 0 we have
(Γ) and then, from Remark 1.2, we can apply B to lift the solution to the interior of Ω. Also, from the same remark, note that if the partition is regular then
(Γ) and therefore B(X α ) is well defined. Then we have
)). The same is true if the partition is regular and if
(Ω)) and the one parameter family of linear operators in Proof The first part follows from Theorem 3.1 and the definition of solution of (3.51). Now, for every α and v 0 ∈ X α , from the regularizing effect, we know that
its fractional power spaces are given by
(Ω)). Now, note that for t > 0 it holds v t + A 0 v = 0 and therefore u = B(v) verifies < L(u), φ >= 0 for every φ ∈ H 1 0 (Ω), and for every φ ∈ Har 1/2,Γ0 (Ω), < L(u), φ >=< R(
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The proofs of ii) and iii) are straightforward. Just note that the diagram
is commutative.
Note that , solving the nonhomogeneous case, i.e.
is formally equivalent to solving
, and the equation on Γ is a particular form of (3.54). Recall that from Lemma 1.
0 (Ω). So, to be more precise, we make the following
(Γ), then for (3.59) to make sense we need the minimal regularity assumptions
and in that case (3.59) gives
. Therefore, to obtain solutions of (3.56) we need to impose conditions on v 0 and In such a case, (3.58) provides a "generalized" solution of (3.56) . ii) Assume v 0 and h 1 are such that for
Recall however that B(v) makes sense whenever
as an equality in H
Conversely, if u takes values in H
(Ω) and satisfies (3.60) , then u is given by (3.58) , where v is given by (3.59) 
and satisfies
iv) With the same ideas, and by using (3.55), we can give a suitable framework for solving
an equation appearing in relation with surface water waves, [7, 8] . The solution would be given as in (3.58 ) and instead of (3.59) we would use the variation of constants formula for the semigroup induced by equation (3.55 ).
Then, we have the following result
(Γ) is locally Lipschitz and integrable and v
(Ω) and verifies (3.60) for every t ∈ (0, T ).
and the mapping
Γ0 (Γ) is locally Lipschitz and integrable and v
(Ω) verifies (3.60) a.e. t ∈ (0, T ).
Proof By applying Proposition 5.5 to (3.59) we get all five cases at once. Note that in all cases u(t) ∈ H 1 Γ0 (Ω) and the equation v t + A 0 v = h 1 is verified a.e. t ∈ (0, T ). Therefore Remark 3.1 concludes the result. 
Then u given by (3.58) and (3.59) ,
Proof The proof is straightforward, since we can apply point v) of the Theorem. The rest comes from the properties of h 2 and (3.58). When h(t) = f Ω (t) + g Γ (t) the result comes from Lemma 1.1.
Concerning energy estimates we have the following.
Proposition 3.2. Assume as above, that
u 0 ∈ H 1 Γ 0 (Ω) and h(t) = h 1 (t) + h 2 (t) a.e. t ∈ (0, T ) are given. i) If h ∈ W 1,1 (0, T, H −1 Γ 0 (Ω)) and u 0 verifies (3.63) then ∇u 2 L 2 + λ u 2 L 2 + 2 Σ 1,t γ(u) 2 t = ∇u 0 2 L 2 + λ u 0 2 L 2 + 2 < h(t), u(t) > −1,1 − < h(0), u 0 > −1,1 − t 0 < h t , u > −1,1 (3.64) ii) If h 1 ∈ L 2 (Σ 1 ) and h 2 ∈ W 1,1 (0, T, H −1 0 (Ω)) and u 0 verifies (3.63), then ∇u 2 L 2 + λ u 2 L 2 + 2 Σ1,t γ(u) 2 t = ∇u 0 2 L 2 + λ u 0 2 L 2 + 2 Σ1 h 1 γ(u) t + < (I − (Bγ) * )h 2 (t), u(t) > −1,1 − < (I − (Bγ) * )h 2 (0), u(0) > −1,1 − t 0 < (I − (Bγ) * )h 2t , u > −1,1 (3.65)
In particular that holds if
Proof It is enough to prove the result for regular h and initial data satisfying (3.63). For such solutions γ(u) t + L(u) = h holds true and u t is in H 1 Γ0 (Ω). Therefore, using u t as a test function in the equation, above we get Γ1 γ(u) 
and initial data (u 0 , v 0 ), approach solutions of
with initial data u 0 as goes to zero, assumed h = f Ω + g Γ and u 0 converge respectively to h = f Ω + g Γ and u 0 in some sense. We will also consider the problem for more general h . We first start by recalling the results obtained in previous sections that allow us to obtain estimates on the solutions which are uniform in . We then use these bounds combined with compactness arguments and other techniques to prove that u (t) converges in some sense to u(t).
4.1.
Uniform energy estimates. Now we fix our attention on some energy estimates on solutions of (4.66). As an immediate consequence of inequalities (2.31), (2.45), (2.47) and (2.49), we have 
Now we will obtain further energy estimates for more regular solutions ensuring that the term u tt is small. For this we will use the results in Theorem 2.4 and Corollary 2.6 and the corresponding inequalities, similar to (2.36). 
(Ω), and 
and with these we have 
(Ω)) to a function u, which is the unique solution of
with bounds independent of , by compactness, we can assume, by taking subsequences if necessary, that there exists
From the assumptions on h note that either h = f Ω + g Γ , with
where h is, respectively, of the form
From the absolute continuity, and integrating by parts, we get that (4.75) equals
and integrating again by parts the term containing u t , using
we get that (4.75) equals
On the other hand, since γ(u ) t ∈ L 2 (Σ 1 ), we can rewrite (4.75) as
and integrating again by parts the term containing u t we get that (4.75) equals
Using (4.76) in (4.74) and passing to the limit, we get
and, by integration by parts, that equals On the other hand, using (4.77) in (4.74) and passing to the limit, we get
By comparing (4.79) and (4.80) we get γ(u(0)) = γ(u 0 ) and the Theorem in proved.
Note that when passing to the limit we have used the convergence of u to u and the fact that v 0 → 0 in L 2 (Ω). Also, from the regularity of the limiting function h, note that the initial data for u, i.e. 
, then it suffices to prove convergence of the norms to have strong convergence in the latter space, i,.e.
Also, from the weak convergence and lower semicontinuity we have
Finally note that the energy estimates for (u , u t ) and u were obtained from (2.28), i.e. E (u, u t )+2 Σ1,t u In order to simplify the notations we shall keep on using the notation t 0 < h, u t > −1,1 to denote any of the expressions appearing in the equations mentioned above.
Therefore, integrating on (0, T ) we get, respectively
Note that the lim inf of the left hand side of (4.81) is greater or equal than the left hand side of (4.82). From the hypotheses we have v 0 → 0 in L 2 (Ω) and u 0 1 → u(0) 1 and from the assumptions on h we claim that
Assumed this for a moment, we get that the right hand side of (4.81) converges to that of (4.82) and therefore the same must happen with the left hand side. Therefore we get
(Ω)) and
. Therefore to have the theorem proved it only remains to prove the claim and we are going to do this in several cases for the function h.
, the first term goes to zero for every t ∈ (0, T ). On the other hand, since g → g in L 2 (Σ 1 ) and The first term is treated as before, while in the second it is clear that we can pass to the limit in the integral term obtaining − For the nonintegral terms, integrating in (0, T ) yields and we conclude as above.
As a consequence, we have (Ω), E (u 0 , v 0 ) = 0(1) of the previous section will be somewhat strengthened. We first outline the main idea that will drive us in order to show uniform convergence of solutions. Let u be the solution of and then if u tt is small, see (4.72), and if h converges to h in some sense, we may try to prove that w becomes small. Note that these two different strategies require different assumptions. The first one will require h to be smooth enough to guarantee that (u, u t ) lies in the energy space E. Also some compatibility on the initial data for (4.84) will be needed. On the other hand, the second approach will require h to be smooth and compatibility conditions on the initial data of (4.83) to guarantee that u tt is small. Also, in either case, we have to make sure that all the previous formal computations are rigurous.
The following result is an extension of Corollary 3.3 and gives sufficient conditions for (u, u t ) to be in C([0, T ], E). As we shall see, when the partition of the boundary is regular, we have to impose less restrictive assumptions on the data. The following result shows that each term is small. (Ω).
Corollary 4.3. If under the assumptions above
(Ω)). (Ω) if the partition is regular. Therefore, if
Moreover, if the partition of Γ is regular and
h 1 → h 1 in C([0, T ], H 1/2 Γ 0 (Ω)), h 2 → h 2 in C([0, T ], L 2 (Ω)) γ(u ) → γ(u 0 ) in H
