Beauzamy, Bombieri, Enflo, and Montgomery recently established an inequality for the coefficients of products of homogeneous polynomials in several variables with complex coefficients (forms). We give this inequality an alternative interpretation: let / be a form of degree m , let f(D) denote the associated mth order differential operator, and define ||/|| by \\f\\2 = f(D)f. Then \\pq\\ > \\p\\ \\q\\ for all forms p and q , regardless of degree or number of variables. Our principal result is that ||p<?|| = ||p|| \\q\\ if and only if, after a unitary change of variables, p and q are forms in disjoint sets of variables. This is achieved via an explicit formula for \\pq\\2 in terms of the coefficients of p and q .
Introduction
Recently, Beauzamy, Bombieri, Enflo, and Montgomery [1, Theorem 1.2] established an inequality for the coefficients of products of homogeneous polynomials with complex coefficients (forms). They defined a norm [p]2 on forms (see (2.13)) and showed that if p and q are forms in n variables with degrees d and e, respectively, then (1-3) ||P<7|| > ||P|| ||9||.
In this paper, we shall give a less contrived definition of || • || and study the case of equality in (1.3).
In §2 we discuss the vector spaces of forms of fixed degree in a fixed number of variables. For a form / of degree d, let f(D) be the associated dth order differential operator. We show that ||/||2 = f(D)f, and if / and g are related by a unitary change of variables then ||/|| = ||g||.
In §3 we prove the main new result of this paper. We say that two forms p and q are "unitarily disjoint" if, after a unitary (linear) change of variables, they depend on disjoint sets of variables. Equivalently, p and q are unitarily disjoint if there exists an orthogonal decomposition C = A © B so that, for all jc , Vp(jt) e A and Vq(x) e B .
Main Theorem. Let p and q be forms. Then \\pq\\ = \\p\\ \\q\\ ifand only if p and q are unitarily disjoint.
Beauzamy [2] showed (using combinatorial identities) that (1.1) (and therefore (1.3) as well) is sharp for p(x\, x2) = (xi+x2)d and q(xx, x2) = (xx -x2)d . The main theorem implies that the only such examples among binary forms have the shape p(xx, x2) -X(axx + Bx2)d and q(xx, x2) = p(fs'xx -ax2)e for complex numbers X, p, a, and B and integers d and e. (Two of Beauzamy's students, J.-L. Frot and C. Millour (see [3] ), also proved the main theorem very recently, using the multilinear approach of [1, 2] . Their proof and ours are substantially different.)
Our proof of the main theorem relies on an explicit and complicated formula for ||p^||2, inspired by a reading of [1] , that leads immediately to an independent proof of (1.3). We give a combinatorial proof of this product formula in §4. Section 5 contains some implications of the formula and possible areas of future work.
The vector space of m-ary d-ic forms
The contents of this section are very similar to parts of [5] , in which attention is restricted to real forms. We also define a complex inner product on ^ d, whose roots go back to nineteenth century projective geometry, and which has been used sporadically in the twentieth century (see, e.g., [4] [5] [6] ). For p, q e 9~nj > let (2.4) [p,q]= Y, c(i)a(p;i)a(q;i).
Among several interesting properties of [•, •] is the way in which it is a reproducing kernel. For a e C" , define (a-)d e^n^ by
the last identity being the multinomial theorem. Then for p e ^ j , The inner product has a useful contravariant property, which is proved using a familiar folklore result. Suppose p e ^^ and M is an n x n complex matrix. View x as a column vector and define p o M by 
This theorem can also be proved by establishing it first for p -x' and q = x''; the resulting calculation is somewhat more involved.
In [1, Introduction] the norms [p]r, 1 < r < oo, are defined as
We see from (2.4) .. ,x") = (poM)(x*x, ... ,x*n).
The proof of the main theorem
We say that p e 9~n^ and q e ^n,e are unitarily disjoint if there exists a unitary matrix M and 1 < t < n so that p o M is a form in xx, ... , x, and q o M is a form in xt+\, ..., x" . We see by (2.16 ) that this is equivalent to p and q being forms in {xx , ... , x*} and {x*+x, ... , x*}, respectively. The proof of the converse is based on Formula 3.7, which gives \\pq\\2 in terms of p and q; we also obtain an independent proof of (1.3). We defer the proof of Formula 3.7 to the next section.
We shall need some notation. Suppose p e3" d and q e 9^^ , and suppose 0 < k < min(d, e). For a e J(n, d -k) and )? e J^(n, e -k), define We shall see in Lemma 3.13 that Ax(p, q; a, B) is closely related to Vp and where the sum is taken for k > 0 and Ak(p; q; a, 0) is given by (3.6).
Theorem 3.9. If p e9^td and q e9rn,e, then \\pq\\ > \\p\\ \\q\\, with equality if and only if Ak(p , q ; a, B) = 0 for all a e J^(n, d -k) and /? e J^(n , e -k) with k > 1. Since each c(i) is positive, the remark on equality is immediate. □ We turn our attention to Ax . Suppose / e 9^^ . Let ex, ... , en denote the usual unit vectors, and for p e J^(n, / -1), let (3.11) Af,^(a(f;p + ex),...,a(f;p + en))eCn.
Since c(y) = 1 for y e J~(n, 1) = {?,}, we may rewrite Ax (cf. (3.6)) more succinctly in terms of the C" inner product: It seems likely that any proofs of this formula will be combinatorial, not conceptual. We discovered it by a careful counting of the terms that arise after all the shuffles in Theorem 1.B.2 of [1] but give a new proof here. The term in (4.10) that contains s'Vu''vj' occurs for X -i + j -i' + j' -I.
Thus, E(i, i', j, j') is the coefficient of s'WV in where the sum is over those a e J?(n, d-k), fi e S(n, e-k), ye <J(n, k), and 8 e S(n,k), any k, satisfying (4.7). Since c(o) = (dk){ek){d^e), (4.8) implies that (4.15) E
Comparison with (4.12) shows that C(i, i', j, j') -D(i, j, i', j'), and we are done.
Final remarks and open questions
For a fixed form /, consider the ratio Lf(p) = ||/p||2/(||/||2||p||2) as p ranges over 9^^ . Since Lf(Xp) -Lf(p), we may restrict our attention to p with ||p || = 1, hence the following quantities are well defined: If f e 9\y2 then after a unitary change of variables, we may assume that f(x\, x2) = A{(cos a)x2 -(sin a)x2} := Xfa(x). We can show in this case that M2y2(fa) and m2y2(fa) are the two roots of the quadratic where the sum in (5.7) is taken over all permutations a of {1, ... , d}. In particular, the sum in (5.7) is always positive.
Finally, it is easy to compute )|(Qt-)rf||2 from (2.6) and (2.9): Another application of the multinomial theorem shows that the inner sum in (5.12) is \Q2(d-k)^2(e-k) = firf Qd-k^^y-k _ Therefore, (5.13) llp^l2 = d\e\Y (fy (^)l(C, Z)\2k((, Qd-k(S, Qe-k-
