ABSTRACT
INTRODUCTION
Since there are a rapidly growing number of RNA sequences, structures and families, computational methods for finding non-protein-coding RNA regions on the genome have much scope for investigation (Eddy, 2001; Schattner, 2002) . Compared with genefinding problems for protein-coding regions, computationally identifying non-coding RNA regions is essentially harder because non-coding RNA sequences do not have strong statistical signals, and there are as yet no general finding algorithms. Several works (Eddy and Durbin, 1994; Gorodkin et al., 1997; Holmes and Rubin, 2002; Knudsen and Hein, 1999; Mathews and Turner, 2002; Rivas and Eddy, 2001; Sakakibara et al., 1994; Sankoff, 1985) have proposed that comparative sequence analysis is effective for noncoding RNA detection and presented various methods for alignments of RNA sequences. When we compare RNA sequences, their secondary structures play an important role in obtaining precise alignments.
On the other hand, Hidden Markov Models (HMMs), especially Pair HMMs (PHMMs) such as automatatheoretic models (Durbin et al., 1998; Searls and Murphy, 1995) , generalized PHMMs (GPHMMs) (Pachter et al., 2002) and pair stochastic context-free grammars (PSCFGs) (Rivas and Eddy, 2001; Holmes and Rubin, 2002) , have been extensively studied for modeling and solving alignments of sequences and gene finding. PHMMs are an extension of standard HMMs and can generate an aligned pair of sequences. PHMMs also provide an automata-theoretic interpretation for pairwise alignments of sequences and clearly model affine-gap alignment and any other types of alignments.
In this paper, we propose the pair HMMs on tree structures (PHMMTSs), which is an extension of PHMMs defined on alignments of trees and provides a unifying framework and an automata-theoretic model for alignments of trees, structural alignments, and PSCFGs. We extend the notion of pair HMMs defined on alignments of 'linear' sequences to pair stochastic tree automata, called pair HMMs on tree structures (PHMMTSs), defined on alignments of 'trees'. The notion of alignment of trees is introduced by Jiang et al. (1995) , and our PHMMTSs provide various types of alignments of trees such as affinegap alignments of trees and an automata-theoretic model for alignment of trees. Next, based on the observation that a secondary structure of RNA can be represented by a tree, we apply PHMMTSs to the problem of structural alignments of RNAs. By the structural alignment, we mean a pairwise alignment to align an unfolded RNA sequence into an RNA sequence of known secondary structure. We modify PHMMTSs so that it takes as input a pair of a 'linear' sequence and a 'tree' representing a secondary structure of RNA to produce a structural alignment. This is accomplished by introducing a technique for parsing sequences with context-free grammars such as CockeYounger-Kasami algorithm (Aho and Ullman, 1972) . Further, we show that PHMMTSs with input of a pair of two linear sequences is mathematically equal to PSCFGs.
We demonstrate some computational experiments on two RNA families to show the effectiveness of our PHMMTSs for structural alignment. In our experiments, we randomly choose one RNA sequence annotated with known secondary structure in an RNA family and structurally align all other 'unfolded' RNA sequences in the family into the chosen 'folded' RNA sequence. We count the fraction of base pairs specified by the trusted alignment that matched in the predictions by our structural alignment algorithm. Experimental results show that for transfer RNA family, our method predicts secondary structures extremely well, and for RNA family of hammerhead ribozyme, the prediction accuracy is around 80% compared with predictions of Covariance Model (Eddy and Durbin, 1994; Griffiths-Jones et al., 2003) which is fully trained and designed specific to the family. One important fact is that our method does not require any training process and predicts secondary structures only based on structural alignment into one single folded RNA sequence.
For the problem of structural alignments of RNA sequences, most comparative works are the stochastic context-free grammars (SCFGs), called profile SCFGs, for modeling RNA sequences (Eddy and Durbin, 1994; Sakakibara et al., 1994) . One significant difference between profile SCFGs and our PHMMTSs is that the profile-SCFG methods require a training stage and a number of sequences for the training to fit grammars to a family of RNAs. This argument may be understood as similar comparisons between pairwise alignments and profiles and between PHMMs and profile HMMs (Durbin et al., 1998; Eddy, 1998) . The computational cost to execute PHMMTSs for structural alignments is theoretically same order as the computational complexity to parse an input sequence with SCFGs. However, the training cost for SCFGs with a number of training sequences is huge, and larger than the parsing cost. In this sense, our experiments illustrate the trade-off between the computational and resource costs and the prediction accuracy.
PAIR HIDDEN MARKOV MODELS ON TREE STRUCTURES

Alignment of trees
The notion of alignment of sequences has been extended to alignment of trees (Jiang et al., 1995) . A tree is a rooted, directed, connected acyclic finite graph in which the direct successors of any node are linearly ordered from left to right. The predecessor of a node is called the parent, the successor, a child. If a node has k children, we can designate them as the first child, the second child, and so on up to kth child. Let θ denote the empty tree and λ denote the null label.
Let T be a tree. Inserting a node u into T means that for some node v in T , we make u the parent of a consecutive subsequence of the children of v and then v the parent of u. Let T 1 and T 2 be two labeled trees. An alignment of T 1 and T 2 is obtained by first inserting nodes labeled with null λ into T 1 and T 2 such that two resulting trees T 1 and T 2 have the same structure, that is, they are identical if the labels are ignored, and then overlaying T 1 on T 2 . A score is defined for each pair of labels. The value of the alignment is the sum of the scores of all pairs of corresponding labels. An optimal alignment is one that minimizes the value over all possible alignments. Jiang et al. (1995) gave the recurrence equations to calculate optimal alignments of trees.
Hidden Markov models on tree structures: stochastic tree automata A Hidden Markov model (HMM) is mathematically equal to stochastic finite automaton on the domain of linear sequences. We extend the notion of HMMs defined on sequences to the one for tree structures (called HMMs on tree structures) by introducing stochastic tree automata.
A tree automaton is an extension of finite automata and defined on the domain of trees (Sakakibara, 1992) . A Stochastic tree automaton is a stochastic version of a tree automaton where some probability is attached to each state transition and the tree automaton assigns a probability to each tree.
We represent the 'tree' T as follows. The nodes in a tree T of size m are numbered from 1 to m according to the preorder where the root node is numbered 1. Let T 1 and T 2 be two labeled trees. We denote the label of node j in tree T l as v l ( j) and the subtree of T l rooted at node j as T l [ j] . Let i be a node of a tree and have k children. We denote the children of i as i 1 , i 2 , . . . , i k , and we call the number of children the arity of a node i. In this paper, we only consider the trees where the arity of every node is at most two. (Top-down) Tree automaton M is defined by a five tuple M = (Q, , δ, q 0 , F), where Q is a set of states, is a set of labels, δ is a state transition function from a state and a label to a tuple of states, q 0 ∈ Q is the initial state, and F is a set of final states. An example of tree automaton M is defined as follows and its state-transition process for a tree is illustrated in Figure 1 :
A Stochastic tree automaton, called HMM on tree structures (HMMTS), associates a probability value with every state transition, accepts trees and assigns a probability to each tree. In this paper, we separately define the state-transition probability and the emission probability of labels. Further, we assume that the probability of state transition from a state to a tuple of states can be calculated by taking the product of all state-transition probabilities from the state to states in the tuple. For example, Pr(δ(q 1 , e) = (q 1 , q 2 )) is assumed to be equal to the probability Pr(q 1 |q 1 ) · Pr(q 2 |q 1 ) · Pr(e|q 1 ).
Pair HMMs on tree structures: a unifying framework Our main contribution in this paper is to propose pair hidden Markov models on tree structures, which is an extension of PHMMs defined on alignments of trees and provides a unifying framework and an automata-theoretic model for alignments of trees, structural alignments and pair stochastic context-free grammars.
Pair HMMs are an extension of standard HMMs and can generate an aligned pair of sequences. PHMMs have been extensively studied as automata-theoretic models for pairwise alignments of sequences (Durbin et al., 1998; Searls and Murphy, 1995) . We introduce pair HMMs on tree structures (PHMMTSs) which are obtained by modifying a stochastic tree automaton so that it emits a pairwise alignment of trees instead of emitting a single tree. , and a state-transition process to accept an alignment of the pair of trees (below). The pair tree automaton for PHMMTS inserts nodes labeled with null λ into both trees such that two resulting trees have the same structure, and accepts an alignment for the trees.
First, the underlying (deterministic) pair tree automaton M which emits a pair of labels is defined by a five
is a set of pairs of labels and the null label λ, and δ is a state transition function:
An example of pair tree automaton M is given below and its state-transition process for a pair of tree is illustrated in Figure 2 :
Second, the PHMMTS based on a pair tree automaton is defined to associate a probability value with every state transition, accept alignments of trees and assign a probability to each alignment. Further, the underlying pair tree automaton is extended to the non-deterministic pair tree automaton so that it accepts a set of various alignments for a same input pair of trees. The PHMMTS assigns a probability to each alignment of trees in the set of all possible alignments and can provide the most likely alignment for the pair of trees with highest probability among the alternatives. The most likely alignment can be efficiently computed by using dynamic programming.
The following is the recurrence equations to calculate affine-gap alignments of an input pair of trees T 1 and T 2 based on PHMMTSs with three states, match state M, insertion state I and deletion state D:
if both i and j are nodes of arity 2,
if i and j are of arity 1,
if i is of arity 2 and j is of arity 1,
if i is of arity 1 and j is of arity 2,
if i is of arity 1,
if j is of arity 1, A state transition diagram for affine-gap alignments of trees is given in Figure 3 . An optimal alignment of trees T 1 and T 2 is obtained by calculating
The recurrence equations for PHMMTS combined with such state-transition diagram can produce various types of alignments of trees and extend Jiang et al. (1995) method for alignments of trees. Next, we will show that PHMMTSs provide a unifying framework for alignments of trees, structural alignments and pair SCFGs.
Structural alignments of RNAs
The second result in this paper is to propose an efficient method for structural alignments between a folded RNA sequence and unfolded RNA sequences based on PHMMTSs, and exhibit the effectiveness of our structural alignment method in some experiments for folding RNA sequences at the next section. By structural alignment, we mean a pairwise alignment to align an unfolded RNA sequence into an RNA sequence of known secondary structure.
The secondary structures of RNAs, which are composed of stem (base-pairing), hairpin, bulge, interior loop, and Fig. 4 . An RNA secondary structure (left), and a skeletal tree representation for the secondary structure, and an equivalent sequence representation with parentheses inserted (right).
multi-branch, can be conveniently expressed by a special type of tree, called skeletal tree, whose internal nodes have no labels or equivalently are labeled by a special symbol 'σ '. More specifically, a folded RNA sequence can be represented by a skeletal tree as follows. Each leaf node is labeled by one of four nucleotides {A, U, G, C} and all internal nodes are labeled by the special symbol σ . The sequence of nucleotides labeled at leaf nodes traced from left to right exactly constitutes the RNA sequence, and the structure of the tree represents its folding structure. A node of the form σ (σ, σ ) in a skeletal tree describes branched structures, a node of the form σ (X, σ, Y) describes base-pairs, and a node of the form σ (X, σ ) or σ (σ, X) describes unpaired bases, for X, Y ∈ {A, U, G, C}. An example of RNA secondary structure and the corresponding skeletal tree are illustrated in Figure 4 . Note that a skeletal tree equivalent to an RNA secondary structure is also represented by an RNA sequence with parentheses inserted such as '(C(C(GAAGC)G)G)UG'. Let w = a 1 a 2 · · · a n be an unfolded RNA sequence of length n and T be a skeletal tree representing a folded RNA sequence of known secondary structure. Let w [i] (1 ≤ i ≤ n) denote the ith symbol a i in w and w [i, j] (1 ≤ i ≤ j ≤ n) denote a substring a i a i+1 · · · a j of w. Let denote the empty sequence.
Here, we present the recurrence equations to calculate optimal structural alignments of an affine-gap model between an unfolded RNA sequence and a folded RNA sequence which is equivalently represented by the corresponding skeletal tree. These recurrence equations are based on the recurrence equations for PHMMTSs shown in the previous section. We modify the recurrence equations for alignments of trees so that the first arguments of the functions p X (X ∈ {M, I, D}) take 'linear' sequences as input instead of trees. This is accomplished by introducing a technique for parsing sequences with stochastic context-free grammars such as Cocke-Younger-Kasami algorithm (Aho and Ullman, 1972) .
if a node j is of arity 2,
if a node j is of arity 1. An optimal structural alignment between a sequence w and a skeletal tree T is obtained by calculating
A similar approach was taken for the structural alignment problem of RNAs by Jiang et al. (2002) . Our advantage of PHMMTSs is that various types of structural alignments such as affine-gap alignments are available in the automata-theoretic framework.
A new type of gap penalty
We more closely look into the recurrence equation at the deletion state for the structural alignment, that is,
. At the branching node labeled σ (σ, σ ) of arity 2, we skip a whole subtree or equivalently a whole substructure of RNA and assign a probability by calculat-
. In this formula, the probability p D ( , T [ j 1 ]) corresponds to a probability of skipping the whole subtree (substructure) T [ j 1 ]. In our actual experiments, we set p D ( , T [ j 1 ]) at a constant probability independently of T [ j 1 ], which implies that a constant gap penalty is given to a whole substructure to be skipped independently of its size (length). This proposes a new type of gap penalty which is suitable for skipping a whole substructure independently of its length and avoids an exponentially decaying distribution. This gap penalty may relate to generalized HMMs (Pachter et al., 2002) and be applicable to aligning a full-length cDNA to genomic sequence.
Pair stochastic context-free grammars
Stochastic context-free grammars (SCFGs) are a more powerful class of stochastic grammars than the HMMs in the Chomsky hierarchy of formal languages, and have been successfully applied to the problems of folding, aligning and modeling families of homologous RNA sequences (Sakakibara et al., 1994; Eddy and Durbin, 1994) . Pair stochastic context-free grammars (PSCFGs) are a generalization of stochastic context-free grammars and can generate an aligned pair of sequences. PSCFGs have been studied for alignments of a pair of RNA sequences without any prior information about their secondary structures (Rivas and Eddy, 2001; Holmes and Rubin, 2002) .
On the other hand, it is known that the set of derivation (parse) trees of a CFG, and further the set of skeletal trees of a CFG can be recognized by a tree automaton. Combined with these observations, PHMMTSs with input of a pair of two linear sequences imply the PSCFGs. A serious problem using PSCFGs is its expensive computational cost to execute a parsing process of PSCFG.
Match state:
Insertion state:
Equal emission probabilities 0.25 for pairs of labels of the form (X, λ) for X ∈ {G, C, A, U}, and 0 emission probabilities for all other pairs.
Deletion state:
Equal probabilities for all pairs of labels of the form ( , V), where V is any label. 
EXPERIMENTAL RESULTS
We have designed a dynamic programming algorithm to calculate the recurrence equations for the structural alignment and implemented a prototype system to execute the algorithm. We have done two experiments on RNA families of Transfer RNAs and Hammerhead ribozyme to test the structural alignment algorithm. In our experiments, we use the emission probabilities based on the score matrix shown in Figure 5 , a part of which is employed from Gorodkin et al. (1997) .
Transfer RNA
The trusted sequences and alignments of tRNA sequences with the annotations of secondary structures were taken from the database of Steinberg et al. (1993) In our experiment, we have randomly chosen one tRNA sequence annotated with the known secondary structure from the group EUBACT in the database, which is shown in Figure 6 , and structurally aligned all other 'unfolded' i237 from our PHMMTS-based method is that those methods require complicated steps of designing an initial grammar, training parameters for the grammar and enough sequences for the training specific to a certain family of RNAs. Our method does not require such steps, and it is just input a pair of one target folded RNA sequence and one unfolded RNA sequence, and general enough to be applied to any family of RNAs.
Pair SCFGs (Rivas and Eddy, 2001; Holmes and Rubin, 2002) and related works (Gorodkin et al., 1997; Mathews and Turner, 2002) such as Sankoff's algorithm (Sankoff, 1985) are more challenging to align two unfolded RNA sequences of unknown structure. However, those methods are computationally expensive, and the methods may avoid such impractical computation time by taking pre-aligned sequences as input. Aligning two known secondary structures of RNA sequences (Shapiro and Zhang, 1990; Jiang et al., 2002) is also related to our work and is clearly reduced to the problem of alignment of trees. As we mentioned, our PHMMTSs provide a unifying framework for any studies to compare two RNA sequences such as alignments of trees, structural alignments and PSCFGs.
Computational complexity
The computational cost to execute PHMMTSs for structural alignments is theoretically of the same order as the computational complexity to parse an input sequence with SCFGs. More precisely, the computational complexity to run a PHMMTS for an input pair of an unfolded sequence of length N and a skeletal tree of size M is O (K M N 3 ) , where K is the number of states in the PHMMTS. The computational complexity to parse an input sequence of length N with a SCFG of size L is O (L N 3 ) , and in general, the size L of a profile SCFG specific to a family of RNAs is proportional to K and the size M of a skeletal tree for a representative folded RNA sequence in the family of RNAs. On the other hand, the computational complexity to train a SCFG of size L is O(J L 3 N 3 ) by using some parameter-estimation algorithms (Lari and Young, 1990; Sakakibara et al., 1994) for SCFGs, where J is the number of training sequences and N is the maximum length of training sequences.
The executions of pair SCFGs usually require O(L M 3 N 3 ) computation time for a pair of input sequences of length M and N by using dynamic programming, where L is the size of the PSCFG.
Future work
Our approach has a couple of advantages compared with existing methods. Our structural alignment method is fundamentally a pairwise alignment based on dynamic programming so that many techniques (Durbin et al., 1998) developed for alignments of sequences can be applied. For example, the Smith-Waterman algorithm can be applied to obtain local alignment for database search, and the Myers-Miller algorithm can also be applied to reduce the space complexity.
There are several remaining problems to make our method practically usable. Most important is to refine emission probabilities and related score matrix by calculating from existing reliable alignments for RNA families.
