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Abstract
In this paper we obtain the global regularity estimates of the solutions in Sobolev spaces and Orlicz
spaces for higher-order elliptic and parabolic equations of nondivergence form in the whole space. We only
need to focus on the parabolic case since the corresponding result in the elliptic case can be obtained as
a corollary.
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1. Introduction
Lp-type regularity found by Calderón–Zygmund [12] is one of the key a priori estimates in
the theory of second-order elliptic and parabolic equations. Many authors [4,13,14,30,35] stud-
ied such estimates of strong solutions for second-order elliptic and parabolic equations with
different assumptions on the coefficients and domain. Moreover, Lp-type regularity of weak
solutions for second-order divergence elliptic and parabolic equations is extensively studied
by many researchers [1,2,8,9,11,16–18,31,32]. Recently, some authors [18,27–29] obtained the
global Lp-type regularity for second-order elliptic and parabolic equations in the whole space.
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3496 L. Wang, F. Yao / Journal of Functional Analysis 262 (2012) 3495–3517However, the corresponding regularity results for the higher-order elliptic and parabolic equa-
tions are less (for instance, see [19,21,23,24,26,33,34,36–38]). In this paper we consider the
global regularity estimates in Sobolev spaces and Orlicz spaces for the higher-order parabolic










where ν = (ν1, ν2, . . . , νn) is a multiple index, νi  0 (i = 1,2, . . . , n) and |ν| =∑ni=1 |νi |. For
convenience, we often omit the subscript x in Dνxu and write Dku = {Dνu: |ν| = k}.
In this paper we are mainly concerned with global regularity estimates for the following
higher-order parabolic problems




νu = f (x, t) in RnT =:Rn × (0, T ), (1.1)
u(x,0) = 0, (1.2)










for all (x, t) ∈RnT and positive constants Λ1,Λ2 > 0. In fact, as a corollary of the parabolic case





νu = f (x) in Rn, (1.5)










for all x ∈Rn and positive constants Λ3,Λ4 > 0.
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aijuxixj + biuxi + ciu = f and ut − aijuxixj − biuxi − ciu = f. (1.8)
Definition 1.1. For 1 < p < ∞. The Sobolev space Wm,p(Rn) consists of all functions u ∈















Moreover, we denote by Hm = Wm,2, in the interest of simplicity.
Now we denote the distance in Rn+1 as
δ(P1,P2) = max
{|x1 − x2|, |t1 − t2|1/m} for P1(x1, t1),P2(x2, t2) ∈Rn+1,
and the cylinders in Rn+1 as
QR = BR ×
















)= {u: ut ,Dix ∈ Lp(RnT ) for 0 i m}.
Throughout this paper we assume that the coefficients of aν are in BMO space and their
semi-norms are small enough. More precisely, we introduce the following definitions.
Definition 1.2 (Small BMO condition). (i) Elliptic case. We say that the coefficients aν(x) are






∫ ∣∣aν(y)− aνBr (x)∣∣dy  δ, (1.9)Br(x)
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aν(y, s) dy ds.
Recently integrability of solutions for elliptic/parabolic problems with discontinuous coeffi-
cients of small BMO type have been extensively studied by many authors (see [5–10]). We would
like to point out that if a function satisfies the VMO condition, then it satisfies the small BMO
condition which we treat in this paper.
Suppose that {a0ν : |ν| = m} is a collection of constants, where m is a positive even integer.
Then we consider




νu = f (x, t) in RnT , (1.10)
u(x,0) = 0, (1.11)









for any ξ ∈ Sn−1 ⊂ Rn and positive constants Λ1,Λ2 > 0. Then, by Fourier transform, we can






Γ (x − y, t − s)f (y, s) dy ds, (1.13)
where













is the fundamental solution of L0Γ = 0. If u satisfies (1.10)–(1.11) with (1.12) and f ∈ Lp(RnT )
for p > 1, from the elementary Calderón–Zygmund decomposition for parabolic equations and
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Lp(RnT )
 C‖L0u‖Lp(RnT ) = C‖f ‖Lp(RnT ). (1.14)
Since the 1960s, the need to use wider spaces of functions than Sobolev spaces came from var-
ious practical problems. Orlicz spaces (see [3,5,7,6,10,15,25,40,41], etc.) have been considered
as one of the most natural generalizations of Sobolev spaces. Here for the reader’s convenience,
we will give some definitions on the general Orlicz spaces.
Definition 1.3. A convex function φ :R→R+ is said to be a Young function if
φ(−t) = φ(t), φ(0) = 0 and lim
t→∞φ(t) = +∞.
Definition 1.4. A Young function φ is said to satisfy the global 
2 condition, denoted by φ ∈ 
2,
if there exists a positive constant K such that for every t > 0,
φ(2t)Kφ(t). (1.15)
Moreover, a Young function φ is said to satisfy the global ∇2 condition, denoted by φ ∈ ∇2, if





(1) φ1(t) = (1 + |t |) log(1 + |t |)− |t | ∈ 
2, but φ1(t) /∈ ∇2.
(2) φ2(t) = e|t | − |t | − 1 ∈ ∇2, but φ2(t) /∈ 
2.
(3) φ3(t) = |t |p , φ4(t) = |t |p log(1 + |t |) ∈ 
2 ∩ ∇2, p > 1.
Remark 1.6.
(1) In fact, if a function φ satisfies (1.15) and (1.16), then
φ(θ1t)Kθp11 φ(t) and φ(θ2t) 2aθ
p2
2 φ(t), (1.17)
for every t > 0 and 0 < θ2  1 θ1 < ∞, where p1 = log2 K and p2 = loga 2 + 1.
(2) Under condition (1.17), it is easy to check that φ satisfies
φ(0) = 0, lim








Definition 1.7. Let φ be a Young function. Then the Orlicz class Kφ(Rn) is the set of all mea-



















)= {u: ut ,Dix ∈ Lφ(RnT ) for 0 i m}.
Lemma 1.8. (See [3,10,25,40].) Let φ be a Young function satisfying φ ∈ 
2 ∩ ∇2. Then







∣∣{x ∈Rn: |g| >μ}∣∣d[φ(μ)].


















When aν ∈ L∞ ∩VMO, Palagachev and Softova [36,37] have studied local Lp-type regularity
for the following higher-order elliptic and parabolic equations∑
|ν|=m
aν(x)D




νu = f (x, t).
Moreover, Haller-Dintelmann, Heck and Hieber [23] extended the corresponding local result in
[36] to the global case for the higher-order parabolic equation (1.1) when the leading coefficients
aν for |ν| = m belong to the class L∞ ∩VMO. Furthermore, Dong and Kim [19] have proved the
global Lp-type regularity of (1.1) and (1.5) with small BMO leading coefficients in the whole
space. Recently, Byun and Ryu [7] obtained the following results in Orlicz spaces∫
Ω
φ
(∣∣Dmx u∣∣2)dx  C( ∫
Ω
φ
(|f|2)dx + 1), φ ∈ 
2 ∩ ∇2





)= Dαfα x ∈ Ω, |α| = |β| = m.
Here f = {fα: |α| = m}. Moreover, Byun and Ryu [6] also proved the following local regularity
estimates in Orlicz spaces
|f|2 ∈ Lφ 
⇒ ∣∣Dmu∣∣2 ∈ Lφloc loc





)= Dαfα, (x, t) ∈ Ω × (0, T ), |α| = |β| = m. (1.18)
In this paper we consider the global regularity theory in Orlicz spaces, and give the corre-
sponding homogeneous estimates.
Theorem 1.9.
(1) Assume that φ ∈ 
2 ∩ ∇2 and the coefficients aν(x, t) satisfy (1.3)–(1.4) and small BMO
condition for |ν| = m. If u ∈ W 1,mφ (RnT ) satisfies (1.1)–(1.2) and f ∈ Lφ(RnT ), then there













(|f |)dx dt, (1.19)
where the constant C is independent of u and f .
(2) Assume that φ ∈ 
2 ∩ ∇2 and the coefficients aν(x) satisfy (1.6)–(1.7) and small BMO con-
dition for |ν| = m. If f ∈ Lφ(Rn) and u ∈ Wm,φ(Rn) satisfies
Mu− λu = f in Rn,











where the constant C is independent of u and f .
Remark 1.10.
(1) Especially when φ(t) = |t |p for p > 1, then (1.19)–(1.20) are reduced to Lp-type estimates.
(2) We remark that the global 
2 ∩ ∇2 condition in the theorem above is optimal (see [40]).
2. Regularity in Orlicz spaces
In this section we shall finish the proof of the main result: Theorem 1.9.
2.1. Auxiliary result
In this subsection we first prove the following auxiliary result, which will be a crucial ingre-
dient in the proof of Theorem 1.9.
3502 L. Wang, F. Yao / Journal of Functional Analysis 262 (2012) 3495–3517Theorem 2.1. Assume that u ∈ C∞0 (QR) is the solution of




νu = f in RnT , (2.1)
u(x,0) = 0 in Rn, (2.2)
where the coefficients aν(x, t) satisfy (1.3)–(1.4) and small BMO condition. Then there exists a










(|f |)dx dt, (2.3)
where the constant C is independent of u and f .
Let u ∈ C∞0 (RnT ) be the solution of (1.10)–(1.11), i.e.,




νu = f in RnT ,
u(x,0) = 0 in Rn,
with the constant coefficients a0ν satisfying (1.12). From (1.14) we have∥∥Dmu∥∥
Lp(RnT )
 C‖f ‖Lp(RnT ) = C‖L0u‖Lp(RnT ) for any p > 1.
Moreover, let w ∈ W 2m,1p (RnT ) be the solution of
L0w = L0u =
{L0u in Qκr ∩RnT , κ, r > 0,
0 in RnT \Qκr,
(2.4)
w(x,0) = 0. (2.5)
Furthermore, if we define h = u−w ∈ W 2m,1p (RnT ), then we find that h satisfies




νh = 0 in Qκr . (2.6)
In fact, we can suppose that w and u is vanishing in {t < 0} since we only consider the
space RnT . Then from (1.14) we have∫
Qκr
|wt |p +











|L0u|p dx dt = C
∫
Qκr
|L0u|p dx dt. (2.7)









|L0u|p dx dt + −
∫
Qκr
∣∣Dmx u∣∣p dx dt). (2.8)














∣∣Dm+1x h∣∣p + κpmrpm∣∣DtDmx h∣∣p}.
Moreover, from the elementary local estimates on derivatives whose proof is similar to that of





∣∣Dmx h− (Dmx h)Qr ∣∣p dx dt  Cκ−p −
∫
Qκr










∣∣Dmx u∣∣p dx dt + −∫
Qκr
∣∣Dmx w∣∣p dx dt}














This completes the proof. 
Lemma 2.3. There exists a positive constant C, depending only on n, Λ1, Λ2, such that, for any




∣∣Dmx u− (Dmx u)Qr ∣∣p dx dt  C{κm+n(|L0u|p)Qκr + κ−p(∣∣Dmx u∣∣p)Qκr }. (2.9)
Proof. Using Hölder’s inequality, we find that
−
∫ ∣∣Dmx u− (Dmx u)Qr ∣∣p dx dt  C
{
−
∫ ∣∣Dmx (u− h)∣∣p dx dt + −∫ ∣∣Dmx h− (Dmx h)Qr ∣∣p dx dtQr Qr Qr
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∫
Qr







∣∣Dmx w∣∣p dx dt + −∫
Qr
∣∣Dmx h− (Dmx h)Qr ∣∣p dx dt
}
=: I1 + I2. (2.10)
















|L0u|p dx dt + −
∫
Qκr
∣∣Dmx u∣∣p dx dt).









|L0u|p dx dt + κ−p −
∫
Qκr
∣∣Dmx u∣∣p dx dt), (2.11)
which completes the proof. 
We shall use the Hardy–Littlewood maximal function Mg and sharp maximal function g#
given by

















g(y, s) dy ds.
Now we recall the following Fefferman–Stein theorem.
L. Wang, F. Yao / Journal of Functional Analysis 262 (2012) 3495–3517 3505Lemma 2.4. (See [22].) Suppose f ∈ Lp(Rn) and f # ∈ Lp(Rn) for p > 1. Then




Lemma 2.5. (See [39].) If f ∈ Lp(Rn) for p > 1, thenMf ∈ Lp(Rn) with the estimate
‖Mf ‖Lp(Rn)  C‖f ‖Lp(Rn).
From Lemma 2.3, we obtain the following result.
Lemma 2.6. Assume that u ∈ C∞0 (QR) is the solution of (2.1)–(2.2), where the coefficients
aν(x, t) satisfy (1.3)–(1.4) and small BMO condition. Then there exists a positive constant C,
depending only on n, Λ1, Λ2, such that
(
Dmx u
)#  Cδ μσp(1+σ) [M(∣∣Dmx u∣∣p(1+σ))] 1p(1+σ) +C[M(|L1u|p)]μp [M(∣∣Dmx u∣∣p)] 1−μp , (2.12)
for some small constant σ > 0 and μ = p
n+m+p .












[M(∣∣Dmx u∣∣p(1+σ))(x0, t0)] 11+σ +M(|f |p)(x0, t0)]}
+Cκ−pM(∣∣Dmx u∣∣p)(x0, t0) (2.13)








∣∣Dmx u∣∣p dx dt  4pκ−pM(∣∣Dmx u∣∣p)(x0, t0).
So we only need to consider the case that κ  4. Fix (x0, t0) ∈RnT , κ  4 and r > 0. We define








aνQκr (x0,t0) if κr R,
aνQR if κr > R.
From the fact that u ∈ C∞(QR) and totally similar to the proof of Lemma 2.3, we obtain0
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∫
Qr(x0,t0)




(∣∣L′0u∣∣p)Qκr (x0,t0) + κ−p(∣∣Dmx u∣∣p)Qκr (x0,t0)}. (2.14)
Since u ∈ C∞0 (QR) and
L′0u = L′0u−L1u+ f =
∑
|ν|=m










∣∣∣∣p dx dt +C −∫
Qκr (x0,t0)
|f |p dx dt
=: J1 + J2.
Estimate of J1. We divide into two cases.








































∣∣Dmx u∣∣p(1+σ) dx dt) 11+σ  Cδ σ1+σ (∣∣Dmx u∣∣p(1+σ)) 11+σQκr (x0,t0),
where C depends on Λ2, n, σ .










Then, using Hölder’s inequality, Definition 1.2 and (1.4), we have








































∣∣Dmx u∣∣p(1+σ) dx dt) 11+σ  Cδ σ1+σ (∣∣Dmx u∣∣p(1+σ)) 11+σQκr (x0,t0).




∣∣L′0u∣∣p dx dt  Cδ σ1+σ (∣∣Dmx u∣∣p(1+σ)) 11+σQκr (x0,t0) +C −∫
Qκr (x0,t0)
|f |p dx dt. (2.15)












(∣∣Dmx u∣∣p(1+σ)) 11+σQκr (x0,t0) + −∫
Qκr (x0,t0)
|f |p dx dt
]









[M(∣∣Dmx u∣∣p(1+σ))(x0, t0)] 11+σ +M(|f |p)(x0, t0)]
+ κ−pM(∣∣Dmx u∣∣p)(x0, t0)}
for any κ > 0, r > 0 and some small constant σ , where C depends on Λ2, n.





]p  C{κm+n[δ σ1+σ [M(∣∣Dmx u∣∣p(1+σ))(x0, t0)] 11+σ +M(|f |p)(x0, t0)]
+ κ−pM(∣∣Dmx u∣∣p)(x0, t0)},
3508 L. Wang, F. Yao / Journal of Functional Analysis 262 (2012) 3495–3517which implies that
[(
Dmx u
)#]p  C{κm+n[δ σ1+σ (M(∣∣Dmx u∣∣p(1+σ))) 11+σ +M(|f |p)]+ κ−pM(∣∣Dmx u∣∣p)}.
By minimizing with respect to κ we can obtain
[(
Dmx u




(M(∣∣Dmx u∣∣p(1+σ))) μ1+σ [M(∣∣Dmx u∣∣p)]1−μ
+C[M(|f |p)]μ[M(∣∣Dmx u∣∣p)]1−μ,
where μ = p
m+n+p , which completes the proof of (2.12) since
[M(∣∣Dmx u∣∣p)] 1p  [M(∣∣Dmx u∣∣p(1+σ))] 1p(1+σ) . 
Let
q = (1 + p2)/2 > 1, (2.16)
where p2 is defined in (1.17). In fact, in the subsequent proof we can choose any constant q with
1 < q < p2. Moreover, we can select the fixed constants p and σ satisfying
1 <p = (1 + q)/2 = (3 + p2)/4 < q and p(1 + σ) < q. (2.17)
Lemma 2.7. Assume that u ∈ C∞0 (QR) is the solution of (2.1)–(2.2), where the coefficients
aν(x, t) satisfy (1.3)–(1.4) and small BMO condition. Then there exists a positive constant C,
depending only on n, Λ1, Λ2, such that
‖ut‖Lq(RnT ) +
∥∥Dmx u∥∥Lq(RnT )  C‖L1u‖Lq(RnT ).
Proof. Using Lemma 2.4, Lemma 2.6 and Hölder’s inequality, we arrive at




∥∥[M(∣∣Dmx u∣∣p(1+σ))] 1p(1+σ) ∥∥Lq(RnT )
+C∥∥[M(∣∣L1u∣∣p)] 1p ∥∥μLq(RnT )∥∥[M(|Dmx u|p)] 1p ∥∥1−μLq(RnT ).
Furthermore, from Lemma 2.5 and the fact that q > p(1 + σ) we obtain
∥∥Dmx u∥∥ q n  C1{δ μσp(1+σ) ∥∥Dmx u∥∥ q n + ‖L1u‖μq n ∥∥Dmx u∥∥1−μq n },L (RT ) L (RT ) L (RT ) L (RT )
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μσ
p(1+σ)  1/2, we finally
obtain ∥∥Dmx u∥∥Lq(RnT )  C‖L1u‖Lq(RnT ). (2.18)
Since u satisfies L1u = ut −∑|ν|=m aνDνu, from (1.4) and (2.18) we have














|f |q dx dt, (2.19)
where  > 0 is a small enough constant. Set
uλ = u/(M0λ) and fλ = f/(M0λ) (2.20)
for any λ > 0. Then uλ is still the solution of (2.1)–(2.2) with fλ replacing f .
























i = 5jQ0i =: B5jρi (xi)×
(
ti − (5jρi)m, ti + (5jρi)m
]
, j = 1,2.
Moreover, we have
∣∣Q0i ∣∣ C( ∫
{(x,t)∈Q0i : |Dmuλ|q>1/4}







Similarly to [6,10,40], we can easily finish the proof of Theorem 2.1. In fact, we can totally
omit the boundary part since u ∈ C∞(QR).0
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Observe that we have the artificial assumption u ∈ C∞0 (QR) in the statement of Theorem 2.1.
Next, motivated by [18,28,29], we shall show that this assumption is redundant and can be re-
moved.
Lemma 2.9. Under the same assumptions on the coefficients aν and f as those in Theorem 1.9.
Let u ∈ C∞0 (QR) be the solution of




νu+ λu = f (x, t) in RnT , (2.23)
u(x,0) = 0. (2.24)
















(|f |)dx dt (2.25)
for any λ λ0.
Proof. We divide into two cases.
Case 1: |ν| = m. Let u ∈ C∞0 (QR) be the solution of




νu+ λu = f (x, t) in RnT , (2.26)
u(x,0) = 0. (2.27)
Assume that ζ(y) ∈ C∞0 (−R/2,R/2) is a cut-off function. We define
u˜(z, t) = u˜(x, y, t) = u(x, t)ζ(y) cos(λ 1m y), z = (x, y) ∈Rn ×R,
and








where Dmy = d
m
dym
. Therefore, it is easy to check that the coefficients a˜ν of the operator L˜ still
satisfy (1.3)–(1.4) and small BMO condition. Since u satisfies (2.26)–(2.27), we find that
{ L˜1u˜(z, t) = f˜ ,
u˜(z,0) = 0,
L. Wang, F. Yao / Journal of Functional Analysis 262 (2012) 3495–3517 3511where
























(|f˜ |)dx dy dt. (2.28)
It follows from (1.17) that
φ
(∣∣Dmu(x)∣∣)K(∣∣ζ(y) cos(λ 1m y)∣∣)−p1φ(∣∣ζ(y) cos(λ 1m y)Dmu(x)∣∣).



































(∣∣Dmz u˜∣∣)dx dy dt.




































(∣∣Dm−1x u∣∣)dx dt),T T














(∣∣Dmz u˜∣∣)dx dy dt,















∣∣Dm−2x D2yyu˜+Dm−2x u(2λ 1m ζ ′(y) · sin(λ 1m y)






























(∣∣Dmz u˜∣∣)dx dy dt,














(∣∣Dmz u˜∣∣)dx dy dt (2.29)




























































by taking λ λ0 > 1 large enough.
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by taking λ λ0 > 1 large enough. Thus we finish the proof. 
Furthermore, we can remove the additional condition u ∈ C∞0 (QR) and then obtain the fol-
lowing result.
Lemma 2.10. Under the same assumptions on the coefficients aν and f as those in Theorem 1.9.
Let u be the solution of (2.23)–(2.24), i.e.,




νu+ λu = f (x, t) in RnT ,
u(x,0) = 0.

















for any λ λ0.
Proof. By an elementary approximation argument, we may assume that
u0(x, t) = u(x, t)ρ(x − x0, t − t0) =: u(x, t)ρ0(x, t),
3514 L. Wang, F. Yao / Journal of Functional Analysis 262 (2012) 3495–3517where (x0, t0) ∈RnT and ρ(x, t) ∈ C∞0 (QR/2). Then we compute
Lu0 + λu0 = f 0,
where












0(x, t)Dν−γx u(x, t).

























































































































































































Furthermore, by integrating with (x0, t0) overRnT and choosing proper λ λ0 > 1, we can obtain
the desired result. 
Now we are ready to finish the proof of Theorem 1.9.
Proof of Theorem 1.9. (1) Let ζ(t) ∈ C∞0 (R) be a cut-off function and











νu− λu = f (x) in Rn,
we have





































































(2) Now we denote
w(x, t) = u(x, t)e−λ0t .
Then w is the solution of
Lw + λ0w = e−λ0t f,

















(∣∣e−λ0t f ∣∣)dx dt,
where C depends on n, p, Λ1, Λ2. This completes our proof. 
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