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Abstract
This paper investigates the semi-online machine covering problems on m ≥ 3 parallel identical machines. Three different
semi-online versions are studied and optimal algorithms are proposed. We prove that if the total processing time of all jobs or the
largest processing time of all jobs is known in advance, the competitive ratios of the optimal algorithms are both m − 1. If the
total processing time and the largest processing time of all jobs are both known in advance, the competitive ratios of the optimal
algorithms are 32 when m = 3, and m − 2 when m ≥ 4.
c© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
In this paper, we study the semi-online machine covering problem on m parallel identical machines. This problem
was first proposed by Deuermeyer et al. [5] and has applications in the sequencing of maintenance actions for modular
gas turbine aircraft engines. The problem can also be described with the following standard scheduling terminology.
We are given a set J of independent jobs with positive processing times p1, p2, . . . , pn and a setM of m parallel
identical machines M1,M2, . . . ,Mm . We identify the jobs with their processing times. The goal is to assign the jobs to
the machines so as to maximize the minimum machine load, where the load of a machine is the sum of the processing
time of the jobs assigned to the machine. We denote this problem by Pm||Cmin.
A scheduling problem is called online if jobs arrive one by one, and we are required to schedule jobs irrevocably on
machines as soon as they are given, without any knowledge of the successive jobs. If we have full information of job
sequence before constructing a schedule, the problem is called offline. In fact, sometimes problems are neither strictly
online nor offline, but somewhat in between. This means that some partial information about the jobs is available
before constructing a schedule. Such a case is defined as a semi-online problem. Different partial information gives
rise to different semi-online problems. Algorithms for online (semi-online) problems are called online (semi-online)
algorithms.
The quality of the performance of an online (semi-online) algorithm is measured by its competitive ratio. For an
instance (M,J ) and an algorithm A, let C A(M,J ) (or shortly C A) be the objective value produced by A and let
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C∗(M,J ) (or shortly C∗) be the optimal value in an offline version. Then the competitive ratio of A is defined as
the smallest number c such that for any (M,J ), C∗(M,J ) ≤ cC A(M,J ). An online (semi-online) scheduling
problem has a lower bound ρ if there is no online (semi-online) algorithm with a competitive ratio smaller than ρ. An
online (semi-online) algorithm A is called optimal if its competitive ratio matches the lower bound of the problem.
Several semi-online variants have been studied so far. For example, Azar and Regev [2] considered those problems
whose optimal objective function value C∗ is known in advance (denoted by opt). Kellerer et al. [12] considered
the problem that the total processing time of all the jobs T = ∑nj=1 p j is known in advance (denoted by sum). He
and Zhang [11] considered the problem that the largest processing time of all jobs pmax = max
j=1,...,n
p j is known
in advance (denoted by max). In the same paper, they also considered the problem that the processing time of
jobs are tightly-grouped, i.e. p j ∈ [p, rp], j = 1, . . . , n, where p > 0 and r ≥ 1 (denoted by tightly-grouped).
Seiden et al. [13] considered the information that jobs are arriving in non-increasing processing time order, i.e.
p1 ≥ p2 ≥ · · · ≥ pn (denoted by decr). In semi-online studies, it is important to derive respective optimal semi-online
algorithms for different semi-online problems. Comparing their competitive ratios with that of corresponding optimal
online algorithms, we can see which type of partial information, and to what extent, can improve the performance of
a semi-online algorithm.
For the online version of Pm||Cmin, Woeginger [15] showed that LS is the optimal algorithm with competitive
ratio m, where LS always assigns current job to the machine with the smallest current load. He [9] proved that LS is
still optimal for Pm|tightly-grouped|Cmin with competitive ratio r if 1 ≤ r ≤ m, andm otherwise. For Pm|decr|Cmin,
LS has a competitive ratio 4m−23m−1 [4] and is optimal when m = 2, 3 [10]. Azar and Epstein [1] proposed an algorithm
F I LL for Pm|opt |Cmin with competitive ratio 2− 1m , and it is optimal for m = 2, 3, 4.
In this paper, we will consider semi-online versions of Pm||Cmin with the total processing time of all jobs T and the
largest processing time of all jobs pmax are known in advance. Since optimal algorithms for two machine cases were
given in [8], we focus on the case of m ≥ 3. We will present optimal algorithms for Pm|sum|Cmin and Pm|max|Cmin,
respectively. The competitive ratios of two algorithms are both m − 1, which is a little smaller than that of LS. To
further shed light on useful of different types of information, we are interested in whether a combination of two types
of information can admit construction of a semi-online algorithm with smaller competitive ratio than that of the case
where only one type of information is available [14,6]. Therefore, semi-online problems where both T and pmax are
known in advance are also considered. It is not difficult to verify that the algorithm SM given in [14] is the optimal
algorithm for P2|sum & max|Cmin with competitive ratio 5/4. In this paper, we will give optimal algorithms for
m ≥ 3. The competitive ratios of the optimal algorithms are 3/2 if m = 3, and m − 2 if m ≥ 4, which is smaller than
that for only one kind of partial information known in advance.
It is believed in the literature that two types of partial information of C∗ and T have some similarity in semi-online
algorithm design and analysis, especially for the strongly related problem of minimizing the maximal machine load
over identical machines [3,7]. However, the situation is quite different for machine covering. For Pm|opt |Cmin, the
competitive ratio of the algorithm F I LL converges to 2 when m → ∞, while the lower bound is even smaller [1].
For Pm|sum|Cmin, the competitive ratio of the algorithm, which matches the lower bound, tends to infinity when
m → ∞. There are still no constant competitive ratio algorithms for the problem where both T and pmax are known
in advance. These results indicated that C∗ is much more useful than T for designing semi-online algorithms for
machine covering.
This paper is organized as follows. Sections 2 and 3 propose lower bounds and optimal algorithms for
the semi-online problems Pm|sum|Cmin and Pm|max|Cmin, respectively. Section 4 is devoted to the problem
Pm|sum & max|Cmin.
In this paper, when analyzing a semi-online algorithm A, we denote by l ti the current load of Mi right before the
assignment of pt , and by L i the load of Mi after all the jobs have been assigned, i = 1, . . . ,m. Thus C A = min
1≤i≤m L i .
We denote by pB the first job with processing time pmax.
2. Optimal algorithm for Pm|sum|Cmin
Theorem 2.1. The competitive ratio of any semi-online algorithm A for the problem Pm|sum|Cmin, m ≥ 3, is at least
m − 1.
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Proof. The proof will be proved by an adversary argument. Let T = m. The first m − 1 jobs all have the same
processing time 1m−1 . If an algorithm A assigns them to m − 1 different machines, then m − 1 jobs with the same
processing time 1 arrive. We have C A ≤ 1m−1 while C∗ = 1. It follows that C
∗
C A ≥ m − 1. If the first m − 1 jobs are
assigned to less than m − 1 machines by algorithm A, the next and last job with processing time m − 1 arrives. We
have C A = 0 while C∗ = 1m−1 . It also follows that C
∗
C A ≥ m − 1. Therefore, we conclude that for any semi-online
algorithm A, the competitive ratio of A is at least m − 1. 
In the rest of this section, we present a semi-online Algorithm H1 and prove it is the optimal one.
Algorithm H1
1. LetM1 = {M1,M2, . . . ,Mm−1}. s = 1.
2. Always assign current job to one machine inMs chosen by the LS rule until there exists a job phs , such that
assigning phs to any machine will result in the load of this machine being at least
T
2m , i.e.
lhsi <
T
2m
and lhsi + phs ≥
T
2m
, ∀Mi ∈Ms .
Let Mis be the machine with the smallest current load inMs right before the assignment of phs , i.e.
lhsis = minMi∈Ms l
hs
i . (1)
(2.1) If lhsis + phs > Tm , assign phs to Mm . Then assign all remaining jobs toMs by LS rule. Stop.
(2.2) If lhsis + phs ≤ Tm , assign phs to Mis and goto Step 3.
3. If s < m − 1, letMs+1 =Ms\{Mis }, s = s + 1, goto Step 2. Otherwise, assign all remaining jobs to Mm . Stop.
The main idea of H1 is as follows. Since C∗ ≤ Tm , it is sufficient to prove CH1 = min1≤i≤m L i ≥
T
m(m−1) guarantees
the competitive ratio of H1 to be no greater than m − 1. Therefore, there is no necessity to process any more jobs for
machines with current loads greater than T2m ≥ Tm(m−1) . On the other hand, we must avoid the load of some machine
becoming too large. Hence we leave machine Mm unused from the beginning until there exists a large job which will
cause the load of some machine to be greater than Tm , or other machines all with loads greater than
T
2m . For the former
case, assigning the large job to Mm will make its load greater than T2m . For the latter case, only the current load of Mm
is less than T2m , therefore we assign all remaining jobs to Mm . The following lemma generalizes the upper bound of
C∗ ≤ Tm and is useful throughout the paper.
Lemma 2.1 ([10]). For each 1 ≤ s ≤ m − 1, C∗ ≤ T−
∑s
k=1 p jk
m−s , where p j1 , p j2 , . . . , p jm−1 are arbitrary m − 1 jobs
in J .
Proof. Assume that there exists some s, 1 ≤ s ≤ m − 1, such that C∗ > T−
∑s
k=1 p jk
m−s . It is clear that there exists at
least m− s machines not processing any jobs in {p j1 , p j2 , . . . , p js } in the optimal schedule. From the assumption, we
know that the load of any of these m − s machines is greater than T−
∑s
k=1 p jk
m−s . Hence the total load of all m machines
is greater than (m − s) T−
∑s
k=1 p jk
m−s +
∑s
k=1 p jk = T , which is a contradiction. 
Theorem 2.2. The competitive ratio of the algorithm H1 for the problem Pm|sum|Cmin, m ≥ 3, is at most m − 1.
Proof. W.l.o.g., we normalize the processing time of all jobs in such a way that T = m. Hence, C∗ ≤ 1. We
distinguish two cases according to the value of s when H1 terminates.
Case 1 s = m − 1.
In this case, we have 12 ≤ lhkik + phk ≤ 1 and phk is assigned to Mik , k = 1, . . . ,m − 1 (see Fig. 1(a)). Note that
(i1 i2 · · · im−1) is a permutation of (1 2 · · · m − 1). Since phk is the last job assigned to Mik , k = 1, . . . ,m − 1,
and all jobs after phm−1 are assigned to Mm , we have
1
2
≤ L ik = lhkik + phk ≤ 1, 1 ≤ k ≤ m − 1,
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Fig. 1. (a) Case 1: s = m − 1. (b) Case 2: s < m − 1.
Lm = T −
m−1∑
k=1
L ik = T −
m−1∑
k=1
(lhkik + phk ) ≥ m − (m − 1) >
1
2
,
CH1 = min
1≤i≤m L i = min{ min1≤k≤m−1 L ik , Lm} ≥
1
2
≥ 1
m − 1 ≥
1
m − 1C
∗.
Case 2 s < m − 1.
In this case, loads of Mik , 1 ≤ k ≤ s − 1, lie in the interval [ 12 , 1] right before the assignment of phs , and these
machines will not process any more jobs. Hence, we have
L ik = lhkik + phk ≥
1
2
, k = 1, . . . , s − 1. (2)
Moreover, since lhsis <
1
2 , l
hs
is + phs > 1 and phs is assigned to Mm , we have
Lm = phs >
1
2
. (3)
Denote the remaining m − s machines inMs = M\{Mi1 , . . . ,Mis−1 ,Mm} by Mis , . . . ,Mim−1 in such an order
that L is ≥ L is+1 ≥ · · · ≥ L im−1 . Note that (i1 · · · im−1) is still a permutation of (1 · · · m − 1). If L im−1 ≥ 1m−1 ,
combining with (2) and (3), we have
CH1 = min
{
min
1≤k≤s−1 L ik , mins≤k≤m−1 L ik , Lm
}
≥ 1
m − 1 ≥
1
m − 1C
∗.
Otherwise, CH1 = L im−1 < 1m−1 . Denote by pgk the last job assigned to Mik , s ≤ k ≤ m − 2 (see Fig. 1(b)). Since
pgk is assigned by the LS rule, we have
L ik − pgk = lgkik ≤ l
gk
im−1 ≤ L im−1 , s ≤ k ≤ m − 2. (4)
On the other hand, by (1), we have
lhkik = minMi∈Mk l
hk
i ≤ lhkim−1 ≤ L im−1 , 1 ≤ k ≤ s − 1. (5)
Since ph1 , ph2 , . . . , phs−1 , phs , pgs , · · · , pgm−2 are m − 1 jobs in J , by Lemma 2.1 and (2)–(5), we obtain
C∗ ≤
T −
(∑s−1
k=1 phk +
∑m−2
k=s pgk + phs
)
m − (m − 1) =
m∑
i=1
L i −
(
s−1∑
k=1
phk +
m−2∑
k=s
pgk + phs
)
=
s−1∑
k=1
(
L ik − phk
)+ m−2∑
k=s
(
L ik − pgk
)+ L im−1 + (Lm − phs )
=
s−1∑
k=1
lhkik +
m−2∑
k=s
lgkik + L im−1 + 0 ≤ (s − 1)L im−1 + (m − s − 1)L im−1 + L im−1
= (m − 1)L im−1 = (m − 1)CH1. 
Z. Tan, Y. Wu / Theoretical Computer Science 372 (2007) 69–80 73
From Theorems 2.1 and 2.2, we know that H1 is the optimal algorithm for Pm|sum|Cmin, m ≥ 3, with competitive
ratio m − 1.
3. Optimal algorithm for Pm|max|Cmin
Theorem 3.1. The competitive ratio of any semi-online algorithm A for the problem Pm|max|Cmin, m ≥ 3, is at least
m − 1.
Proof. Let pmax = m − 1 be known in advance. The first m − 1 jobs all have the same processing time 1. If an
algorithm A assigns them to m − 1 different machines, then m − 1 jobs with the same processing time m − 1 arrive.
We have C A ≤ 1 while C∗ = m−1. It follows that C∗C A ≥ m−1. If the first m−1 jobs are assigned to less than m−1
machines by algorithm A, then the next and last job with the processing time m − 1 arrives. We have C A = 0 while
C∗ = 1. It follows that C∗C A ≥ m − 1. Therefore, we conclude that for any semi-online algorithm A, the competitive
ratio of A is at least m − 1. 
Note that instances used in the proof of Theorem 3.1 are essentially the same as those in the proof of Theorem 2.1.
The following algorithm H2 is modified from PLS [11], and also has some similarity with H1. H2 consists of two
stages. We keep Mm unused during the former stage in order to leave some room for pB . On the other hand, avoid too
large a difference between the loads of machines. In the latter stage, we simply assign jobs by the LS rule.
Algorithm H2
1. Always assign current job to one machine inM\{Mm} chosen by LS rule until one of the following cases happens.
(1.1) The current job is pB .
(1.2) If the current job is assigned to the machine chosen by LS rule, the new load of this machine would be greater
than 2pmax.
2. Once (1.1) or (1.2) happens, then assign the current job to Mm . Thereafter assign all the remaining jobs by LS rule.
Stop.
Before giving the proof of the competitive ratio of H2, we give two lemmas about the loads of machines after all
jobs have been assigned by H2.
Lemma 3.1. Lm ≥ pmax.
Proof. If pB is the first job assigned to Mm , then it is clear that Lm ≥ pmax. Otherwise, assume pa to be the first job
assigned to Mm , which comes before pB . Then we have lai + pa > 2pmax, 1 ≤ i ≤ m − 1, i.e.
lai > 2pmax − pa > pmax, 1 ≤ i ≤ m − 1. (6)
By Step 2 of H2, all remaining jobs including pB are assigned by LS rule. If pB is assigned to Mm , the lemma is
obviously true. If pB is assigned to Mi , i < m, it implies that lBi ≤ lBm . Therefore, Lm ≥ lBm ≥ lBi ≥ lai > pmax and
we are done. 
Lemma 3.2. |L i − Lk | ≤ pmax, 1 ≤ i, k ≤ m.
Proof. Suppose Mi and Mk be any two machines with L i ≤ Lk, 1 ≤ i, k ≤ m− 1. Let p jk be the last job assigned to
Mk . Since p jk is assigned by LS rule and Mi , Mk are both candidate machines. We have Lk − p jk = l jkk ≤ l jki ≤ L i
and thus |L i − Lk | ≤ p jk ≤ pmax.
Next, we prove |L i − Lm | ≤ pmax, 1 ≤ i ≤ m − 1, by contradiction. If for some i, 1 ≤ i ≤ m − 1,
L i − Lm < −pmax. Denoted by p jm the last job assigned to Mm , then
l jmm = Lm − p jm ≥ Lm − pmax > L i ≥ l jmi .
This implies that p jm should be assigned to Mi , which violates the definition of p jm . If for some i, 1 ≤ i ≤ m − 1,
L i − Lm > pmax, let p ji be the last job assigned to Mi . By Lemma 3.1, l jii + p ji = L i > Lm + pmax ≥ 2pmax, so
p ji should be assigned to the machine inM with the smallest current load. However, l jii = L i − p ji ≥ L i − pmax >
Lm ≥ l jim , which is a contradiction. 
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Theorem 3.2. The competitive ratio of the algorithm H2 for Pm|max|Cmin, m ≥ 3, is at most m − 1.
Proof. We distinguish two cases according to the first job assigned to Mm .
Case 1 The first job assigned to Mm is pB .
By Lemma 3.2, we have |L i − Lk | ≤ pmax, 1 ≤ i, k ≤ m. Therefore,
L i ≤ min
1≤k≤m Lk + pmax = C
H2 + pmax, 1 ≤ i ≤ m,
C∗ ≤ 1
m
T = 1
m
m∑
i=1
L i ≤ 1m
(
CH2 + (m − 1)(CH2 + pmax)
)
= CH2 + m − 1
m
pmax.
If CH2 ≥ pmax, then
C∗ ≤ CH2 + m − 1
m
pmax ≤ 2m − 1m C
H2 ≤ (m − 1)CH2, (7)
where the last inequality is valid whenm ≥ 3. Otherwise, CH2 < pmax ≤ Lm . W.l.o.g., we assume that CH2 = Lm−1.
Note that for this case,
Lm = pmax. (8)
In fact, pB is the first job assigned to Mm . If there exists a job pd assigned to Mm after pB , then ldm−1 ≤ Lm−1 <
pmax ≤ ldm , which contradicts to the fact that pd is assigned by LS rule.
Denote by p ji the last job assigned to Mi , 1 ≤ i ≤ m − 2. Since they are assigned by LS rule, we have
L i − p ji = l jii ≤ l jim−1 ≤ Lm−1, 1 ≤ i ≤ m − 2. (9)
By Lemma 2.1 and (8) and (9), we obtain
C∗ ≤ 1
m − (m − 1)
(
T −
(
m−2∑
i=1
p ji + pB
))
=
m∑
i=1
L i −
m−2∑
i=1
p ji − pmax
=
m−2∑
i=1
(L i − p ji )+ Lm−1 + (Lm − pmax)
≤ (m − 2)Lm−1 + Lm−1 = (m − 1)CH2.
Case 2 The first job assigned to Mm is pa < pB .
By (6) and Lemma 3.1, we have L i ≥ lai > pmax, 1 ≤ i ≤ m − 1 and Lm ≥ pmax. Therefore, CH2 ≥ pmax, (7)
can finish the proof. 
From Theorems 3.1 and 3.2, we know that H2 is the optimal algorithm for Pm|max|Cmin, m ≥ 3, with competitive
ratio m − 1.
4. Optimal algorithms for Pm|sum & max|Cmin
Theorem 4.1. The competitive ratio of any semi-online algorithm A for the problem P3|sum & max|Cmin is at least
3
2 .
Proof. Let T = 9 and pmax = 3. The first two jobs are p1 = p2 = 1. If an algorithm A assigns them to the same
machine, let the last three jobs be p3 = p4 = 2 and p5 = 3. Then C A ≤ 2 while C∗ = 3. It follows that C∗C A ≥ 32 . If
the first two jobs are assigned to different machines by algorithm A, let the last three jobs be p3 = 1 and p4 = p5 = 3.
We also have C A ≤ 2 while C∗ = 3, thus C∗C A ≥ 32 . Therefore, we conclude that for any semi-online algorithm A, the
competitive ratio of A is at least 32 . 
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Now we are going to propose an algorithm H3. The design of the algorithm depends on the ratio between T and
pmax. When T/pmax is too big, all jobs have similar processing times, and hence the LS rule works. For the remaining
cases, we assume that pB is the first job of the sequence and we always assign it to M3. Such an assumption will not
affect strictness since the partial information ensures the existence of pB with known processing time pmax. One can
easily modify the Step 2 and 3 of the algorithm H3 given below to solve instances without the above assumption by
always taking pB into account when considering the load of M3. In other words, modify the definition of the current
load of M3 right before the assignment of p j to be
l
j
3 =
{
l j3 + pmax if p j comes before pB ,
l j3 otherwise.
Algorithm H3
1. For 0 < pmax ≤ T6 , assign all jobs by LS rule.
2. For 2T9 ≤ pmax ≤ T .
(2.1) Assign pB to M3.
(2.2) Assign jobs to M1 until there exists a job p f , such that l
f
1 <
1
3 (T − pmax) and l f1 + p f ≥ 13 (T − pmax).
(2.2.1) If l f1 + p f ≤ 23 (T − pmax), assign p f to M1 and all remaining jobs to M2. Stop.
(2.2.2) If l f1 + p f > 23 (T − pmax), assign p f to M2 and all remaining jobs to M1. Stop.
3. For T6 < pmax <
2T
9 .
(3.1) Assign pB to M3.
(3.2) While there exists at least one unassigned job. Suppose p j is the current job, define
U j =
{
Mi |l ji <
2T
9
, l ji + p j ≤
T
3
, i ∈ {1, 2}
}
, V j = {Mi |l ji ≤ pmax, i ∈ {1, 2}}.
(3.2.1) If M1 ∈ U j , assign p j to M1.
(3.2.2) If M1 6∈ U j and M2 ∈ U j , assign p j to M2.
(3.2.3) If U j = ∅ and M2 ∈ V j , assign p j to M2.
(3.2.4) If U j = ∅, M2 6∈ V j and M1 ∈ V j , assign p j to M1.
(3.2.5) If U j = V j = ∅, assign p j by LS rule.
From the description of Step 3.2, we can conclude that if p j is assigned to M3, then we must have U j = V j = ∅
and l j3 ≤ l ji , i = 1, 2. If Mi 6∈ U j ∪ V j and p j is still assigned to Mi then l ji = min{l j1 , l j2 , l j3 }, i = 1, 2.
Theorem 4.2. The competitive ratio of the algorithm H3 for P3|sum & max |Cmin is at most 32 .
Proof. For 0 < pmax ≤ T6 , since jobs are assigned by LS rule, we have
|L i − Lk | ≤ pmax, 1 ≤ i, k ≤ 3,
L i ≤ CH3 + pmax, i = 1, 2, 3,
C∗ ≤ T
3
= L1 + L2 + L3
3
≤ 2(C
H3 + pmax)+ CH3
3
= CH3 + 2
3
pmax,
C∗
CH3
≤
T
3
T
3 − 23 pmax
≤
T
3
T
3 − T9
= 3
2
.
For 2T9 ≤ pmax ≤ T , it is clear that L3 = pmax and C∗ ≤ T3 ≤ 32 pmax = 32 L3. Therefore, in order to prove
C∗ ≤ 32CH3 = 32 min{L1, L2, L3}, we only need to show C∗ ≤ 32 L1 and C∗ ≤ 32 L2. By Lemma 2.1, we have
C∗ ≤ T−pmax3−1 , and thus it is sufficient to prove L1 ≥ 13 (T − pmax) and L2 ≥ 13 (T − pmax). We distinguish two cases
according to the value of l f1 + p f .
Case 1 l f1 + p f ≤ 23 (T − pmax).
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By the definition of p f , we have l
f
1 + p f ≥ 13 (T − pmax). Therefore,
L1 = l f1 + p f ≥
1
3
(T − pmax), L2 = T − L3 − L1 = T − pmax − (l f1 + p f ) ≥
1
3
(T − pmax).
Case 2 l f1 + p f > 23 (T − pmax).
By Step 2.2.2, only p f is assigned to M2. Since l
f
1 <
1
3 (T − pmax), we have p f > 13 (T − pmax). Therefore,
L2 = p f ≥ 13 (T − pmax). On the other hand,
L1 = T − L3 − L2 = T − pmax − p f = T − (pmax + p f )3− 2 ≥ C
∗,
the last inequality is also due to Lemma 2.1.
The case of 2T9 ≤ pmax ≤ T is thus finished.
In the rest of the proof, we concentrate on the case of T6 < pmax <
2T
9 . We first give some lemmas about the loads
of three machines after all jobs have been assigned.
Lemma 4.1. If L i1 <
2T
9 , then L i2 >
T
3 and L i3 >
T
3 , where (i1 i2 i3) is any permutation of (1 2 3).
Proof. Suppose L i2 ≤ T3 , then L i3 = T − L i1 − L i2 > T − 2T9 − T3 = 4T9 . Denote by pe the last job assigned to Mi3 .
Because L i3 >
4T
9 > pmax and we assume pB is the first job of the sequence, pe can not be pB . Therefore, we have
lei3 = L i3 − pe ≥ L i3 − pmax > 2T9 > pmax. By the definition of U e and V e, we know that Mi3 6∈ U e ∪ V e. It follows
that pe will not be assigned to Mi3 unless l
e
i3
≤ lei1 and lei3 ≤ lei2 , which contradicts lei3 > 2T9 > L i1 ≥ lei1 . L i2 > T3 is
thus proved. L i3 >
T
3 can be proved in the same way. 
Lemma 4.2. If L1 < 2T9 or L2 <
2T
9 , then L i > pmax, i = 1, 2, 3.
Proof. If L1 < 2T9 , by Lemma 4.1, we have
L3 >
T
3
> pmax. (10)
Hence, there exist some jobs assigned to M3 besides pB . Denote one of such jobs by pr . Since pr will not be assigned
to M3 unless U r = V r = ∅, we have L i ≥ lri > pmax, i = 1, 2. Together with (10), the lemma is thus proved. If
L2 < 29T , the result can be proved similarly. 
Now we are going to prove C∗ ≤ 32CH3. Obviously, if CH3 ≥ 2T9 , then C∗ ≤ T3 = 32 · 2T9 ≤ 32CH3. Therefore,
we assume CH3 < 2T9 in the following. We further distinguish three cases to reach the final result. Denote by px , py
the last jobs assigned to M1,M2, respectively.
Case 1 CH3 = L3 < 2T9 .
Obviously,
L3 ≥ pmax (11)
since pB is always assigned to M3. Moreover, by Lemma 4.1, we have
L1 = lx1 + px >
T
3
, L2 = l y2 + py >
T
3
. (12)
We first show that
L1 − px = lx1 ≤ L3 <
2T
9
. (13)
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Fig. 2. (a) Subcase 1: CH3 = L3 < 2T9 . (b) Subcase 3: CH3 = L1 < 2T9 .
By (12), M1 6∈ U x . If M1 ∈ V x , by the definition of V x and (11), lx1 ≤ pmax ≤ L3 and we are done. If M1 6∈ V x ,
since px is assigned to M1, we have lx1 ≤ lx3 ≤ L3. (13) is thus proved,
L2 − py = l y2 ≤ L3 <
2T
9
. (14)
can be proved similarly.
Next, we will show that there is only one job assigned to M2 before py . Suppose that there are at least two jobs
assigned to M2 before the assignment of py with total processing time l
y
2 <
2T
9 , thus at least one job with processing
time less than T9 exists. Let pq <
T
9 be the first such job.
Subcase 1 px comes before pq .
We have already proved M1 6∈ U x . Since px is not assigned to M2, M2 6∈ U x , M2 6∈ V x and thus lx2 > pmax. As
py is the last job assigned to M2, pq comes before py . Also px comes before pq , and we have l
y
2 ≥ lq2 ≥ lx2 > pmax.
Hence, M2 6∈ V y . Note that we also have M2 6∈ U y by (12). So py is assigned to M2 by LS rule and l y3 ≥ l y2 > pmax,
which implies that there already exists some job, denoted by pt , assigned to M3 before the assignment of py . But this
also causes a contradiction. In fact, as pt ≤ L3− pB < 29T − pmax < 118T , together with (14), we have l t2 ≤ l y2 < 2T9
and l t2 + pt < 2T9 + T18 < T3 . It follows that M2 ∈ U t and pt should be assigned to M2.
Subcase 2 pq comes before px .
In this case, we have lq1 ≤ lx1 ≤ L3 < 2T9 and lq1 + pq ≤ 2T9 + T9 = T3 . It follows that M1 ∈ Uq and pq should be
assigned to M1, also a contradiction.
Combining with the above discussion, we know that there are only two jobs assigned to M2, one is py and we
denote the other one by pz(see Fig. 2(a)), thus
L2 = pz + py . (15)
Obviously, at least two of the four jobs px , py, pz and pB must be assigned to the same machine in the optimal
schedule. Assume that p j1 and p j2 , j1, j2 ∈ {x, y, z, B} are those two jobs. Similar to the proof of Lemma 2.1, we
can prove C∗ ≤ (T − (p j1 + p j2))/2. By (11), (13) and (15), we obtain
C∗ ≤ T − (p j1 + p j2)+ (4pmax − px − py − pz − pB)
2
≤ T + 2pmax − (px + py + pz + pB)
2
= (L1 − px )+ (L2 − pz − py)+ L3 − pB + 2pmax
2
≤ L3 + 0+ L3 + pmax
2
≤ 3
2
L3 = 32C
H3.
Case 2 CH3 = L2 < 2T9 .
We show that this case is impossible. Since CH3 = L2 < 2T9 , by Lemma 4.2, we have L2 > pmax. Therefore, there
are at least two jobs assigned to M2 with total processing time less than 2T9 , thus at least one job with processing time
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less than T9 exists. Let pq <
T
9 be the first such job. By Lemma 4.1, we have l
x
1 + px = L1 > T3 and thus M1 6∈ U x .
Since px is assigned to M1, we have
M2 6∈ U x ∪ V x (16)
and
lx1 ≤ lx2 ≤ L2 <
2T
9
. (17)
Subcase 1 px comes before pq .
By (16), we have lx2 > pmax. Together with (17), we know that there are at least two jobs assigned to M2 with total
processing time less than 2T9 before the assignment of px . Hence, one job with processing time less than
T
9 is assigned
to M2 before the assignment of pq , which contradicts the definition of pq .
Subcase 2 pq comes before px .
By (17), we have lq1 ≤ lx1 < 2T9 and lq1 + pq ≤ lx1 + pq ≤ 2T9 + T9 = T3 . Hence, M1 ∈ Uq and pq should be
assigned to M1, which is a contradiction.
From the above discussion, we know that CH3 = L2 < 2T9 is impossible.
Case 3 CH3 = L1 < 2T9 .
Since the current load of M1 is always less than 2T9 , the processing time of the jobs assigned to M2 and M3 must
be greater than T9 , otherwise, they will be assigned to M1 by Step 3.2.1. Moreover, there are only two jobs assigned
to M2. In fact, suppose ps is the third job assigned to M2, then ls2 > 2 × T9 > pmax and thus M2 6∈ U s ∪ V s . Since
ls2 >
2T
9 > L1 ≥ ls1, ps can not be assigned to M2 even by LS rule, which is a contradiction. Denote the job assigned
to M2 other than py by pz(see Fig. 2(b)) and we have
L2 = pz + py . (18)
Furthermore, there is only one job, denoted by pw, assigned to M3 besides pB . In fact, if pt is the third job assigned
to M3, then l t3 > pw + pB > T9 + pmax > 2T9 > L1 ≥ l t1, which implies that pt can not be assigned to M3 by LS
rule. Hence,
L3 = pw + pB . (19)
Similarly to the Case 1, at least two of px , py, pz and pB must be assigned to the same machine in the optimal
schedule. Combining with (18) and (19) and L1 > pmax, which is due to Lemma 4.2, we have
C∗ ≤ T + 2pmax − (py + pz + pw + pB)
2
= L1 + (L2 − pz − py)+ (L3 − pw − pB)+ 2pmax
2
= L1 + 2pmax
2
≤ 3L1
2
= 3
2
CH3. 
From Theorems 4.1 and 4.2, we know that H3 is the optimal algorithm for P3|sum & max |Cmin with competitive
ratio 32 .
Theorem 4.3. The competitive ratio of any semi-online algorithm A for the problem Pm|sum & max |Cmin, m ≥ 4,
is at least m − 2.
Proof. Let T = 2m − 3 and pmax = m − 2. The first m − 2 jobs have the same processing time 1m−2 . If an algorithm
A assigns them to m − 2 different machines, then m − 2 jobs with the same processing time 1 and the last job with
processing time m − 2 arrive. We have C A ≤ 1m−2 while C∗ = 1. It follows that C
∗
C A ≥ m − 2. If the first m − 2 jobs
are assigned to less than m − 2 machines by algorithm A, then the last two jobs with the same processing time m − 2
arrive. It follows that C A = 0 while C∗ = 1m−2 , then C
∗
C A > m − 2. Therefore, we conclude that for any semi-online
algorithm A, the competitive ratio of A is at least m − 2. 
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In the rest of the paper, we will present an optimal algorithm for m ≥ 4 machines. When T/pmax is large enough,
the LS rule still works. Otherwise, we assign pB to Mm solely. To assign the remaining jobs in J ′ = J \{pB} to
machine set M′ = M\{Mm}, as (M′,J ′) is an instance of Pm′|sum|Cmin with m′ = m − 1 and known total
processing time T ′ = T − pmax, we use algorithm H1 as a procedure. According to the competitive ratio of H1
and by revealing the relations between CH4(M,J ) and CH1(M′,J ′), C∗(M,J ) and C∗(M′,J ′), the competitive
ratio of H4 can be proved.
Algorithm H4
1. For 0 < pmax ≤ (m−3)(m−1)(m−2)T, assign all jobs by LS rule.
2. For (m−3)
(m−1)(m−2)T < pmax ≤ T ,
2.1 Assign pB to Mm whenever it arrives.
2.2 Assign J ′ toM′ by H1.
Theorem 4.4. The competitive ratio of algorithm H4 for the problem Pm|sum & max |Cmin, m ≥ 4 is at most m−2.
Proof. For 0 < pmax ≤ (m−3)(m−1)(m−2)T , since jobs are assigned by LS rule, we have
|L i − Lk | ≤ pmax, 1 ≤ i, k ≤ m,
C∗ ≤ T
m
=
m∑
i=1
L i
m
≤ (m − 1)(C
H4 + pmax)+ CH4
m
≤ CH4 + m − 1
m
pmax,
C∗
CH4
≤ C
H4 + m−1m pmax
CH4
≤ 1+
m−1
m pmax
T
m − m−1m pmax
≤ 1+
m−1
m · m−3(m−1)(m−2)T
T
m − m−1m · m−3(m−1)(m−2)T
= m − 2.
For (m−3)
(m−1)(m−2)T < pmax ≤ T , if CH4 = Lm = pmax > (m−3)(m−1)(m−2)T , we have
C∗ ≤ T
m
<
1
m
· (m − 1)(m − 2)
(m − 3) pmax ≤ (m − 2)pmax = (m − 2)C
H4,
where the third inequality is valid when m ≥ 4.
If CH4 = min
1≤i≤m−1 L i < Lm , then C
H4(M,J ) = CH1(M′,J ′). In the following paragraph we will show that
C∗(M,J ) ≤ C∗(M′,J ′). Therefore, by Theorem 2.2, we have
C∗(M,J )
CH4(M,J ) ≤
C∗(M′,J ′)
CH1(M′,J ′) ≤ m
′ − 1 = m − 2.
Consider any optimal schedule S∗ of (M,J ). W.l.o.g., assume pB is assigned to Mm in S∗ together with jobs
in J0 ⊆ J \{pB}. Construct a feasible schedule S′ of (M′,J ′) from S∗ by moving jobs in J0 from Mm to Mm−1.
Obviously, L ′i ≥ L∗i , 1 ≤ i ≤ m − 1, where L ′i and L∗i are loads of Mi , 1 ≤ i ≤ m − 1 in S′ and S∗, respectively.
Therefore,
C∗(M′,J ′) ≥ min
1≤i≤m−1 L
′
i ≥ min
1≤i≤m−1 L
∗
i ≥ min1≤i≤m L
∗
i = C∗(M,J ). 
From Theorems 4.3 and 4.4, we know that H4 is the optimal algorithm for Pm|sum & max |Cmin, m ≥ 4, with
competitive ratio m − 2.
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