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Граница Крамера-Рао оценки доплеровской деформации 
и задержки сигнала с произвольной шириной спектра
Представлены границы Крамера-Рао дисперсии совместных оценок доплеровской деформации и за­
держки для ситуации, когда ширина спектра сигнала не позволяет применить рассмотрение в рамках 
узкополосной модели. Рассмотрены два подхода: оценка всех неизвестных параметров сигнала, в том числе 
и начальной фазы, и усреднение функционала правдоподобия по его заданному априорному распределе­
нию. Показано, что дисперсии оценок одинаковы для обоих способов решения задачи.
Доплеровская деформация, граница Крамера-Рао, матрица Фишера, случайная фаза
В стандартной модели измерений [1], [2] эхо
r  ( t ) =  s [ t - т ( t )]
излученного локатором сигнала s ( t ) принимает­
ся с запаздыванием x (t ). При ненулевой относи­
тельной радиальной скорости v ( t ) оно оказыва­
ется деформированным относительно s ( t ) вслед­
ствие эффекта Доплера.
В узкополосной модели сигнала деформацией 
огибающей пренебрегают и эффект Доплера сво­
дится к сдвигу центральной частоты сигнала юс
на величину Юд = ( 2v/c )ю с , где с  -  скорость рас­
пространения электромагнитных колебаний.
Можно показать (см., например, [2]), что опи­
сание эффекта Доплера с помощью единственно­
го параметра Юд является следствием разложения
полной модели измерений по параметру Б / юс , где 
B  -  ширина спектра огибающей.
Для некоторых задач радиолокации, гидроаку­
стики, а также пассивной локации [2]-[4] узкопо­
лосная модель перестает быть адекватной проводи­
мым измерениям и информативными параметрами, 
подлежащими оценке, являются запаздывание т и 
фактор доплеровской деформации (масштаб) о.
В реальных задачах оценивания сигналы со­
держат помимо информационных параметров и 
мешающие, такие, как амплитуда и начальная
1 Точки над обозначениями переменных указывают на аналити­
ческие сигналы.
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фаза. Незнание априорных плотностей исключает 
возможность нахождения байесовских оценок [5]. 
В этом случае переходят к критерию несмещен­
ности и минимума условной дисперсии оценок. 
Особенность такого подхода заключается в том, 
что введенный критерий не ведет явно к конкрет­
ному правилу оценки, но именно такими асимп­
тотическими свойствами обладает оценка по мак­
симуму правдоподобия (ОМ П). При этом нижний 
предел условной дисперсии лю бой несмещенной 
оценки определяется границей Крамера-Рао.
Для выяснения перспектив применения моде­
ли  сигнала, не ограниченной узкополосными раз­
ложениями, необходимо вычислить нижнюю гра­
ницу дисперсии оценки введенных параметров.
Постановка задачи. В общем виде принятая 
реализация r  ( t ) рассматривается как функция 
времени t, вектора измеряемых информативных 
параметров {т, ст}, мешающих параметров -  ам­
плитуды а и случайной начальной фазы ф, а так­
же содержит и помеховую составляющую:
1 ( t ) = s ( t , а, т, ст.
. (  t —= as I -
V ст
,кр
, ф )  +  n ( t ) =
+ n ( t ) , ( 1)
где П ( t ) -  вклад белого гауссовского шума со 
спектральной плотностью Nq. При дальнейшем 
рассмотрении предполагается, что априорные 
плотности вероятности информационных пара-
3
метров и амплитуды неизвестны, а фаза распре­
делена равномерно на интервале [0, 2 л ].
Стандартную задачу -  формирование уравне­
ний для получения оценки и вычисление ее дис­
персии -  при большом отношении "сигнал/шум" 
можно решать по методу максимального правдо­
подобия. Известно [1], [5], что максимально 
правдоподобные оценки асимптотически состоя­
тельны и эффективны, т. е. их дисперсия совпада­
ет с нижней границей Крамера-Рао (НГКР).
При такой постановке оценка определяется 
как координата максимума функционала правдо­
подобия (Ф П ) W [r  ( t )| б ] , где 0 -  вектор пара­
метров сигнала, а дисперсии компонент удовле­
творяют неравенству
S-1
D  {0/| 0 }> Ф ,? . (2)
S-1Здесь 0, -  i-я компонента вектора 0; Ф,, -  диа­
гональный элемент матрицы, обратной информа­
ционной матрице Фишера
ф.. = -
d  2 ln W  [r  ( t )| 0]
d  0id  0 j
Таким образом, задача сводится к формирова­
нию Ф П  W [r  ( t  )| 0] и вычислению Ф,у.
Вид Ф П  в рамках О М П может быть различ­
ным в зависимости от выбранного способа раз­
решения затруднений, связанных с мешающими 
неинформационными параметрами.
Первый подход предполагает оценивание всех 
неизвестных параметров сигнала и дальнейшее 
отбрасывание неинформационных параметров. 
Это приводит к увеличению вектора измеряемых 
параметров, а для сигнала ( 1)  -  к увеличению 
размеров информационной матрицы до 4 х 4.
Второй подход основан на усреднении функ­
ционала правдоподобия по мешающему параметру 
с учетом его априорного распределения. Для рас­
сматриваемого случая усреднение по фазе приво­
дит к информационной матрице с размерами 3 х 3.
Из введенного описания не очевидно, что 
дисперсии оценки информационных параметров, 
вычисленные в соответствии с (2)  с усреднением 
Ф П  по фазе и без такого усреднения, одинаковы и 
соответствуют НГКР. В настоящей статье пред­
ставлено доказательство такого равенства.
Оценка с усреднением Ф П  по фазе. Ф П  реа­
лизации r  ( t )  при условии наличия в ней сигнала 
имеет вид
= к  exp
W  [ r  (t  )|<
f  , ю
- —  1
N 0 -Ю
Ф] =
as
t - х
а
?гФ
.* / \ .* 
r  ( t ) -  as
 ( t - х
а
-/ф dt (3)
где к  -  произвольная константа; -  символ 
комплексного сопряжения. Так как случайная фа­
за сигнала является неинформативной величиной 
с известной априорной плотностью вероятности, 
можно усреднить Ф П  по всем т с учетом извест­
ного распределения фазы:
W  [r  Wl 0] = 1 W [ r  Wl 0, Ф]  W  (ф )d  ф,
где 0 =  {  а, х, а }  -  вектор измеряемых параметров.
После усреднения по фазе при больших соот­
ношениях "сигнал/шум" Ф П  приобретает вид
W [r  ( t ) |0] = к  exp
E s (0 ) 2Z (0 )
N 0 N 0
(4)
где
E s  ( 0 ) = a2 1
Z  (0 ) =
a
 rsf —  ls* I —  |dt;
a
1 r  ( t ) as ( t ) I -— X |dt
a
Так как максимум Ф П  (4) достигается в той 
же точке, что и максимум логарифма ФП, то про­
цедура вычисления оценки заключается в реше­
нии системы уравнений
д ln W [r  (t  )| 0]
50,
= 0.
Элементы матрицы Фишера вычисляются как 
соответствующие производные логарифма (4 ) в 
точке правильного решения a = a0 ; х = х0 ; a  = a 0 . 
Результат можно записать в виде
2a0 E0 
Ф3 = — х
2 / 2
a 0 / a0
0
N 0a 0 
0 а 0/( 2a0 )
Q 2 - Q 2 tQ2 -  Q tQ
а 0/(2a0 )  tQ2 - Q tQ  12Q 2 -  tQ2
(5)
Выражения, входящие в матрицу Фишера (5), 
определяются следующим образом:
Q  = — — Im 1 s ( t ) s'* ( t ) dt;
E 0
tQ  = — — Im J ts ( t ) s' ( t ) dt;
E 0
Q 2 = E -  Jls( t) |2 dt;
E0
tQ2 = —  Jt|s'(t)|2 dt;
E 0
12Q 2 = —  J t2 |sf' ( t )|2 dt,
E 0
причем
E0 =J
ст0
s ( I - т о  1 s * ( t  - т 0
ст0
dt;
(7)
(8) 
(9)
( 10)
( 11)
верхней чертой обозначено усреднение по време­
ни; штрихом -  производная по времени.
В (6 )-(11 ) форма обозначений выбрана с це­
лью подчеркнуть аналогию с результатами, из­
вестными для узкополосной модели. Зависимость 
матричных элементов матрицы Фишера (5) от 
выбора начала отсчета подробно исследована в 
[ 6] - [ 8]  и далее не рассматривается.
Дисперсии оценки информационных пара­
метров т и о вычисляются в соответствии с (2):
D t = - — — М 22; Д ст= ‘ 1 п~М  33,
det Ф 3 det Ф 3
где М ц  -  дополнительный минор элемента Ф з,ц 
матрицы Ф 3. После несложных вычислений по­
лучим:
D t =
N 0ct0 ( t2Q 2 -  tQ 2 ) - 1 4 ;
2a0 E 0 d
Dct =
NqCTq Q 2 — Q 2
2a0 E 0 d
где
D  = ( Q 2 -  Q 2 )  [ ( t 2Q 2 -  tQ 2 )  - 1/4
-C+ (tQ 2 -  Q tQ )  .
Оценка полного вектора параметров сигнала.
Перепишем исходный функционал правдоподо­
бия (3):
= к  exp
W  [ r  ( t )\ а, т, ст, ф] =
t - т
(  , ю 
- —  f  
N 0 -ю
r  ( t ) - as
ст
Г  ( t ) -  as* ( —  1 e~i(P dt
Записав вектор измеряемых параметров как 
0 =  {a , т, ст, ф} и раскрыв скобки под интегралом, 
получим:
W [r  (t  )| 0] =
n 0 n 0
(14)
где
E s  (a , т, ст) = a2Eq (т, ст) =
= a2 J s
ст
 f I i _ I l s *  I —  \dt;
ст
K 0 ) = Jr ( t) a,1 ( t) — - je x p  ( - /ф) dt.
ст
Матрица Фишера для Ф П  (14) имеет вид
2a0 Eq 
Ф 4 = — х
N 0ст0
сто2/ a0 0 сто/( 2a0 )  0
0 Q 2
сто/( 2a0 )  tQ2 
0 Q
tQ2 
12Q 2 
tQ
Q
tQ
ст2_
(15)
( 12)
(13)
Элементы информационной матрицы оценки 
вектора параметров 0 =  {a , т, ст, ф} определены в 
[9], но полученный в ней результат нельзя считать 
верным, так как в указанной работе принято 
Ф13 = Ф au = 0, что приводит к выводу о некорре­
лированности измерений амплитуды и деформа­
ции сигнала. В полученной матрице (15) отме­
ченная ошибка устранена, т. е. учтена корреляция 
результатов измерений амплитуды и деформации 
сигнала.
Дисперсии оценок т и о вычисляются в соот­
ветствии с (2):
D t =
det Ф.
1 Т  .
l 22 ; Dст=-
4 det Ф,
1 Т
4
где L jj -  дополнительный минор элемента Ф 4ц 
матрицы Ф 4 .
Несмотря на различия в размерах матриц (5) 
и (15), а также на различный вид их компонент, 
справедливы равенства
det Ф 4 = -  det Ф 3; L22 = - М 22; L33 = - М 33.
х
Полученные результаты показывают, что дис­
персия оценки информационных параметров не 
зависит от выбранного подхода к формированию 
Ф П  при наличии мешающих параметров.
Так как О М П асимптотически эффективны, 
то полученные выражения (12), (13) можно трак­
товать как Н ГКР совместной оценки доплеров- 
ской задержки и деформации для сигнала со слу­
чайной начальной фазой и неизвестной амплиту­
дой. Выражения для дисперсии оценок парамет­
ров сигнала со случайной фазой и известной ам­
плитудой получены ранее в [7].
Проведенный анализ позволяет сделать сле­
дующие выводы.
При использовании модели сигнала, не огра­
ниченной разложениями по малым параметрам, 
необходимо переходить от оценки задержки и до-
плеровского сдвига частоты к совместным оценкам 
задержки и доплеровской деформации сигнала. По­
лученные в настоящей статье выражения для дис­
персии оценок введенных параметров позволяют 
вычислить НГКР для сигнала произвольной формы.
Несмотря на то, что информационные матри­
цы измерений при оценке всех параметров сигна­
ла и при усреднении функционала правдоподобия 
по начальной фазе с учетом формы ее распреде­
ления различны, дисперсии оценок информаци­
онных параметров оказываются одинаковыми. 
Таким образом, можно сделать вывод о том, что 
выбор способа построения оценки по максимуму 
правдоподобия не влияет на дисперсию оценки, а 
полученные выражения для дисперсии совмест­
ных оценок задержки и доплеровской деформа­
ции совпадают с НГКР.
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