Verification, validation and uncertainty quantification (VVUQ) have become a common practice in thermal-hydraulics analysis. An important step in the uncertainty analysis is the sensitivity analysis of various uncertainty input parameters. The efficient method for computing the sensitivities is the adjoint method. The cost of solving an adjoint equation is comparable to the cost of solving the governing equation. Once the adjoint solution is obtained, the sensitivities to any number of parameters can be obtained with little effort. There are two methods to develop the adjoint equations: continuous method and discrete method. In the continuous method, the control theory is applied to the forward governing equation and produces an analytical partial differential equation for solving the adjoint variable; in the discrete method, the control theory is applied to the discrete form of the forward governing equation and produces a linear system of equations for solving the adjoint variable. In this article, an adjoint sensitivity analysis framework is developed using both the continuous and discrete methods. These two methods are assessed with the one transient test case based on the BFBT benchmark. Adjoint sensitivities from both methods are verified by sensitivities given by the perturbation method. Adjoint sensitivities from both methods are physically reasonable and match each. The sensitivities obtained with discrete method is found to be more accurate than the sensitivities from the continuous method. The continuous method is computationally more efficient than the discrete method because of the analytical coefficient matrices and vectors. However, difficulties are observed in solving the continuous adjoint equation for cases where the adjoint equation contains sharp discontinuities in the source terms; in such cases, the continuous method is not as robust as the discrete adjoint method.
Introduction
In recent years, verification, validation and uncertainty quantification (VVUQ) have become a common practice in thermal-hydraulics analysis. In general, these activities deal with propagation of uncertainties in computer code simulations, e.g., through system analysis codes. An important step in uncertainty analysis is the sensitivity analysis of various uncertain input parameters. The common method to calculate sensitivity includes variance-based and regression-based methods. However, these methods require solving the system of interest multiple times, sometimes 100s of times, which is computationally expensive. An alternative method for calculating sensitivities is the adjoint method. The cost of solving an adjoint equation is comparable to the cost of solving the governing equation (forward equation, e.g. the two-phase two-fluid model). However, once the adjoint solution is obtained, the sensitivity to an arbitrary number of parameters can be calculated at the same time.
Adjoint equations are not rare throughout mathematics and its applications. There is a long history of using the adjoint method in optimal control theory. The use of adjoint method for computing sensitivities came up in the nuclear industry in the 1940s for the estimation of first eigenvalues of the transport equation. Later, the adjoint method became 2. Forward solver
Two-phase two-fluid model
For 1D problems, the basic two-phase two-fluid six-equation model without any differential closure correlations [18] can be written in a vector form as
where U is the vector of conservative variables, F is the vector of flux variables, P ix and P it are the vectors related to the partial derivatives of the void fraction, and S is the vector of source terms. They are defined as
Let the subscript k = l, g denote the liquid phase and gas phase, respectively. The variables (α k , ρ k , u k , e k ) denote the volume fraction, the density, the velocity, and the specific internal energy of k-phase. The summation of phasic volume fraction should be one, i.e. α l + α g = 1. p is the pressure of two phases. E k = e k + u 2 k /2 and H k = e k + p/ρ k + u 2 k /2 are the phasic specific total energy and specific total enthalpy.
An appropriate Equation of State (EOS) is required to close the system. For many practical problems in the nuclear thermal-hydraulics analysis, the temperature of two phases are required to model the source terms. In such a case, a useful EOS is given by specifying the Gibbs free energy as a function of pressure and temperature T k , i.e.
After specifying the specific Gibbs free energy, the phasic density and specific internal energy are obtained from the partial derivatives of the specific Gibbs free energy. The details about specifying the EOS through the specific Gibbs free energy are referred to [19, 15] .
Numerical scheme
For 1D problems, the spatial discretization is shown schematically in Figure 1 . The physical domain is divided into N cells. The cell center is denoted with an index i and the cell boundaries are denoted with i ± 1/2, for i = 1, · · · , N. All unknown variables are solved in the cell center (co-located mesh). On each side of the physical domain, ghosts cells are used to deal with boundary conditions. The two-phase two-fluid model is solved with the backward Euler method, which gives a fully implicit scheme
where L L L † is an operator representing the spatial differential operators and the source terms,
whereF i+1/2 andF i−1/2 are low-order numerical fluxes at cell boundaries. More details of the numerical scheme can be seen in [20] . A first-order Roe-type numerical flux is constructed following the Roe-Pike [21, 22] method. Let A c be the Jacobian matrix defined as A c ≡ ∂F/∂U. The subscript c denotes that the Jacobian matrix and eigenvalues/eigenvectors are obtained with the conservative part of the equation [23, 15] . Let λ m and K m , for m = 1, · · · , 6 be the eigenvalues and right eigenvectors of the matrix A c . Let Q(z) be a scalar function defined as
where δ is the coefficient for the addition of numerical viscosity term, which is set at 0.125 as was used by Yee [24] . The Roe-type numerical flux is constructed bŷ
where ω m,i+1/2 is the wave strength when projecting the conservative vectors to the characteristic space. The Jacobian matrix, approximate eigenvalues, and eigenvectors are given in the Appendix A for reference. Complete details about the approximate eigenvalues/eigenvectors and the average state are referred to [23, 15] . Eq. (4) forms a set of algebraic nonlinear equations, which are solved with the JFNK method. Eq. (4) can be generalized as
where G denotes the global residual function of Eq. (4) and W is the vector of unknown primitive variables. The JFNK method is based on the Newton's method, which solves the nonlinear algebraic equations iteratively
where m denotes the m-th step of the iteration. The iteration starts with an initial guess of W which is usually taken from the old time step. J m is the Jacobian matrix define as
In the JFNK scheme, the linear equation Eq. (9) is solved with the Krylov subspace method. The essential idea of the JFNK method is that the Krylov method requires only the matrix-vector product and the explicit form of the Jacobian matrix could be avoided. The matrix-vector project is approximated with
where v is the Krylov vector and is a small parameter. In this article, the JFNK method is implemented with the scientific computational toolkit PETSc [25] .
3. Adjoint sensitivity analysis 3.1. General framework Let G G G † be the operator that represents the governing equation of the forward problem, e.g. the two-phase two-fluid equation. Let W be the vector of physical variables. For the forward problem, there are usually a few parameters (ω ω ω) that affect the solution, e.g. the physical model parameters and boundary conditions. Suppose the governing equation is written as
Let R † be the operator that measures the quantity of interest (response function), e.g. void fraction. The response could be expressed as
In the following discussion, vectors and matrices are defined in a way such that the multiplications shown in the following equations are the inner product. Let δ be the variation operator. A perturbation in the parameter of interest, δω ω ω, will cause
Note that δR/δω ω ω is the sensitivity we would like to quantify. Solving for δW with Eq. (15) is usually expensive because it requires solving the forward problems. The idea of the adjoint method is to remove the dependency of δR on δW by combining Eq. (15) and Eq. (16) using Lagrange multipliers. For brevity, the subscripts ω ω ω and W in the partial derivatives are dropped. Let φ φ φ be a vector of free variables which represents the vector of Lagrange multipliers. Multiplying the transpose of the Lagrange multiplier to Eq. (15) gives
where the superscript T denotes the transpose operator. Since the right-hand side of Eq. (17) 
Eq. (18) is rewritten as
Because the Lagrange multiplier φ φ φ is a vector of free variables, it can be chosen in a way such that
The so-called adjoint equation is obtained by taking the transpose of Eq. (20), i.e.
The Lagrange multiplier φ φ φ given by Eq. (21) is the so-called adjoint variable. With Eq. (21), the sensitivity is obtained with
Note that if the response function does not depend explicitly on ω ω ω, then ∂R † /∂ω ω ω can be removed from Eq. (22) . The advantage of Eq. (22) is that it is independent of δW, which means that the sensitivity of the response to an arbitrary number of parameters can be determined without the need for additional forward calculations. 1). Note that the P it ∂α g /∂t term term can be handled by the matrix A it = P it ∂α g /∂U, i.e.
Because (I + A it ) and its inverse can be obtained analytically, its effect can be considered later if interested. The derivation is started with ∂U ∂t
Let * x denote the integration in space, * t denote the integration in time, and * xt denote the double integration in space and time. The integration in time is from t 0 to time t 1 and the integration in space is from x 0 to x 1 . In this article, the response function is generalized as R = q (x, t) xt (25) where q is the quantity of interest which is a function of the primitive variables (W). Applying the variation operator to the response function gives,
Let φ φ φ be the Lagrange multiplier (the adjoint variable). Multiplying φ φ φ T to the variation of Eq. (24) and integrating the product over space and time gives
where the following matrices are defined
Note that the effect of P it ∂α g /∂t term can be added to A 0 . Subtracting Eq. (27) from Eq. (26) gives
The continuous adjoint equation is obtained with Eq. (29) by removing the dependency of P 1 part on unknown δW, i.e.
The ICs for Eq. (30) is obtained by by removing the dependency of P 3 part on unknown δW, i.e.
The BCs for Eq. (30) are obtained by removing the dependency of P 4 part on unknown δW, i.e. 
Sensitivities of the response function to source parameters, boundary conditions, and initial conditions can be obtained with the first, second, and third part of the right hand side of Eq. (33), respectively. In the following analysis, the sensitivity obtained with the continuous adjoint method is denoted as 'CAS'. The same mesh, Figure 1 , will be used to solve the adjoint equation. A central finite difference discretization will be used, which works well for problems where the forward solution is smooth, see [16] . Eq. (30) is discretized as
where the superscript n denotes the n th time step. Note that Eq. (31) shows that the adjoint equation has to start from the end time (t 1 ) and integrate back to the start time t 0 , thus Eq. (34) will be assembled to a global linear equation for solving φ φ φ at step n.
Application of discrete adjoint method to two-fluid model
The derivation of discrete adjoint equation starts with the discrete form of the forward problem, i.e. Eq. (4). For the n th time step, The discrete form of Eq. (1) can be summarized as
where M is the total number of time steps. Considering Eq. (35) in all cells and the input parameters (ω ω ω), the discretized forward equation at n th time step can be generalized as
where G n and W n is the global residual and solution vector at n th step, respectively. There are in total M steps. Let G be the global residual vector assembled with G n for all M steps, i.e.
This way, the discrete form of the forward problem is specified by
where W represents the vector of forward solution at all time steps and all cells. The response function for the discrete adjoint problem can be generalized as
where R(W) is a scalar function of the solution vector W. Let φ φ φ n be the adjoint solution at the n th step and φ φ φ be the global adjoint solution assembled from all time step, i.e.
The discrete adjoint equation is obtained by assigning G to the operator G G G † and R (W) to the operator R † in Eq.
and the sensitivity is given as dR
Because the effect of ICs and BCs has already been included in the residual vector G, Eq. (41) and Eq. (42) haven o explicit dependency on ICs and BCs. In the following analysis, the sensitivity obtained with the discrete adjoint method is denoted as 'DAS'. The number of time steps for a transient problem may be very large, the dimension of Eq. (41) is too large to solve efficiently . Fortunately, because the temporal discretization of the forward problem involves only forward solution at two steps, Eq. (41) can be split into a series of linear equations with a smaller dimension. It is found that the coefficient matrix/vector in Eq. (41) has the following form
Thus, the adjoint variable can be solved with
In practice, the coefficient matrices and vectors in Eq. (44) are obtained with a numerical differentiation scheme. After obtaining the adjoint variable, the sensitivity can be obtained with
Because the forward discretization is upwind and the coefficient matrices for the DAS is the transpose of the forward Jacobian matrices, the solver for solving the discrete adjoint equation behaves like the forward solver. In other words, if the forward solver is stable and robust, the discrete adjoint solver is also stable and robust. This is a critical feature of the discrete adjoint method.
Steady-state problems
The adjoint equations for steady-state problems can be generalized from Eq. (30) and Eq. (41) by removing the dependency on time.
Response function
The form of the response function does not affect the application of the adjoint method and should depend on different problems. This article considers a group of response function that can be written as
where N is the total number of cells, M is the total number of time steps, x i is the location of the i th cell, and q denotes a function of the primitive variable, e.g. q = α g . The other variable, ξ(x), is a weight function which is used to study the behavior of the response function at different location x d and time t d . The dependency of the response function on x d and t d is designed for verification purposes. In this study, ξ(x) is non-zero only in the neighboring cells of x d and at time step t d , which simulates a point-wise response function. The adjoint sensitivity analysis is in general efficient for problems with few response functions.
The sensitivity coefficient is used for comparison. The sensitivity coefficient is defined as
where ω 0 and R 0 are the nominal values of the input parameter and response, respectively.
Perturbation sensitivity analysis
It is in general impractical to get exact sensitivities to verify the sensitivities obtained with the adjoint method. A perturbation analysis is used to provide the reference value of the sensitivities. The procedure for the perturbation sensitivity analysis is straightforward,
where PS denotes the sensitivity from perturbation sensitivity analysis, R ε and R 0 are the response functions calculated by performing the forward simulation with and without the perturbation to the input parameter of interest, respectively. In practice, ε = 10 −6 is used.
Numerical tests

Steady-state test with faucet flow
This test is the Ransom's faucet flow problem [26, 27, 28, 29] , which has an analytical solution. This test problem consists of a liquid stream entering a vertical tube at the top and falling under gravity to form a liquid stream of decreasing cross-section. The length of the vertical tube is L = 12 m. The boundary conditions are: α g,inlet = 0.2, T l,inlet = 300 K, T g,inlet = 500 K, u l,inlet = 10 m/s, u g,inlet = 0 m/s, and p outlet = 0.1 MPa. Properties of liquid and gas are obtained from the IAPWS-IF97 formulation [19] . Since there is no mass and heat transfer between the liquid and gas phases, the superheated steam is used to simulate the gas phase. The source vector of this problem is
where g is the gravitational acceleration constant and the superscript T is the transpose operator.
The void fraction, liquid velocity, and pressure are of particular interest to this test. The steady-state solution [27, 30] of this problem is
where g is the gravitational acceleration constant and g e is
where ρ g = 0.435 kg/m 3 and ρ l = 996.56 kg/m 3 .
Input parameters
For this test, 3 input parameters are considered: inlet void fraction, inlet liquid velocity, and gravitational constant, i.e. ω ω ω = α g,inlet u l,inlet g
The inlet void fraction and inlet liquid velocity represent typical input parameters related to boundary conditions; while the gravitational constant represent typical input parameters in the source terms. Several sensitivities can be obtained analytically, i.e.
These analytical sensitivities are used to verify the adjoint sensitivity analysis framework by studying the estimation error in the continuous and discrete adjoint sensitivity analysis.
Results
The forward solver is at first run to reach steady-state for preparing the coefficient matrices/vectors. Numerical solutions match the analytical solution well. Assessment of the forward solver is omitted in this article and is referred to [20] . For this test, σ d = 0.25 and 11 points (x d ) are used. At first, a mesh convergence study is done to select an appropriate mesh size, shown in Figure 2 . It is seen that N = 192 is fine enough for the sensitivity analysis, which is used in the following analysis. Then both continuous and discrete adjoint method are applied to calculate the sensitivities given in Eq. (55). The estimation error for the sensitivities from both methods is listed in Table 1 . It is seen that both continuous and discrete adjoint methods calculate the sensitivities very well. From the comparison, it is seen that the continuous adjoint method tends to give more accurate sensitivities than the discrete adjoint method. The explanation is that the coefficient matrix is approximated with a finite difference method in the discrete adjoint method; while the coefficient matrix is given analytically in the continuous adjoint method. Because of the extra effort to compute the coefficient matrix with a finite difference method, the discrete adjoint method takes more computational time than the continuous adjoint method. For a response at a certain location (x d ), we expect that the response is mainly affected by its upstream but not its downstream. The nonzero and zero magnitude of the adjoint component at the upstream and downstream, respectively, is consistent with this expectation. It is seen that the adjoint variable obtained from continuous and discrete adjoint method matches well except near the boundaries. This is reasonable. For the continuous adjoint method, the effect of boundary conditions is calculated by Eq. (33) (i.e. the B (φ φ φ) variable), which depends only on the adjoint variable at the boundary. However, for the discrete adjoint method, the effect of boundary conditions is calculated by Eq. (42), which actually depends on both the boundary point and its neighbors because of the three-point stencil used in the forward numerical scheme.
Transient test with BFBT benchmark
One of the most valuable and publicly available databases for thermal-hydraulic modeling of Boiling Water Reactor (BWR) channels is the OECD/NEA BWR Full-size Fine-mesh Bundle Test (BFBT) benchmark, which includes sub-channel void fraction measurements in a full-scale BWR fuel assembly [31] . There are two types of void distribution measurement systems: an X-ray CT scanner and an X-ray densitometer [31] . There are 4 measurement locations, which are denoted by DEN #3 (0.682 m), DEN #2 (1.706 m), DEN #1 (2.730 m), and CT (3.708 m) starting from the bottom. The geometry and system configurations of the channel are shown in Table 2 . Closure correlations are required to simulate the behavior of a boiling system. For this type of problems, the source vector S is modeled as
where Γ g is the net vapor generation rate due to near wall vapor generation (Γ w ) and bulk vapor generation (Γ ig ), u i is the interface velocity, f i is the interfacial friction, f wk is the phasic wall friction, Q ik is the phasic interfacial heat flux, Q wk is the phasic wall heat flux, h k is the phasic enthalpy carried by the wall vapor generation term (Γ w ), and h * k is the phasic enthalpy carried by the bulk vapor generation term (Γ ig ). Correlations based on RELAP5-3D code manual [32, 33] are used to model these variables. Details of all physical models are provided in [23, 15] .
The void fraction is the main response of interest in this test. The main physical model that affects the void fraction is the near wall vapor generation rate (Γ w ), which is determined by the Lahey ( [34] ) model, i.e.
where q w is the volumetric wall heat flux, a w is the volumetric wall surface area, h l,sat is the specific saturation enthalpy of liquid phase, and h lg is the difference between the liquid and gas phase specific saturation enthalpy. In case of the the subcooled boiling, the bulk liquid can be subcooled while liquid in the boundary layer is saturated and is flashing to vapor. Depending on the inlet subcooling level, the system may start from a liquid phase (α g = 0) and transits to two phases (α g 0). The condition for this transition is that the specific enthalpy of the liquid phase (h l ) is greater than a critical enthalpy h cr . Passing this transition point, the void fraction begins to increase. Currently, the critical enthalpy (h cr ) is modeled with the Saha-Zuber [33] correlation, i.e.
where Pe is the Peclet number, St is the Stanton number, and Nu is the Nusselt number. More details are referred to [33] .
Transient test problem
One transient test is designed for verification purposes. The test contains 4 transient period: outlet pressure (p outlet ) decrease transient (T1), inlet liquid temperature (T l,inlet ) increase transient (T2), inlet liquid velocity (u l,inlet ) decrease transient (T3), and assembly power (Q) increase transient (T4). These 4 periods simulate the typical boundary conditions change in the boiling channel that cause a increase in the void fraction. For simplicity reasons, the boundary conditions are changed through
where t 0 denotes the start of the transient period, t 1 denotes the end of the transient period, f denotes the boundary condition (e.g. p outlet ), f 0 denotes the value of f at time t 0 , and f t is the change rate of f . These values are listed in Table 3 . The transient void fraction at 3 locations is shown in Figure 4 . Both the forward and adjoint simulations will be performed with ∆t = 0.05 s and N = 48. 
Input parameters
The input parameters should be chosen according to the specific purposes. For typical boiling problems, boundary conditions are usually specified by inlet liquid temperature, inlet liquid velocity, and outlet pressure; physical models are specified by net vapor generation rate (Γ ig , Γ w ), interfacial friction ( f i ), wall friction ( f wl , f wg ), interfacial heat flux (Q il , Q ig ), and wall heat flux (Q wl , Q wg ). Many of these physical models are correlated, e.g. Γ ig , Q il , and Q ig are correlated through the interfacial heat transfer coefficients (H il , H ig ). Excluding the wall heat flux, which is mainly affected by the assembly power, there are 5 independent physical models that worth studying in details, including f i , f wl , f wg , H il , and H ig . In case of the subcooled boiling, the physical model for predicting the critical enthalpy (h cr ) is worth studying, as it specifies the transition from single-phase to two-phase flow.
Sensitivity of the void fraction (α g ) to 11 parameters will be studied. These 11 parameters are
where D h is the hydraulic diameter, which represents the typical geometry parameter. A perturbation is required to calculate the coefficient matrices and vectors. The 4 boundary conditions are perturbed by the change rate, i.e.
where ε denotes the perturbation. The hydraulic diameter is perturbed by
The critical enthalpy is perturbed by
where St cr,0 and Nu cr,0 are the nominal values used by Eq. (59). The remaining 5 physical model parameters are perturbed by,
Perturbation in this form is mainly a numerical compromise to avoid messing with the existing closure correlations; however, it does not affect the application of the adjoint method to calculate the sensitivity. Note that ω 0 is obtained directly from the existing closure correlations and remains unchanged.
Results
The response of interest is the void fraction at 3 locations (DEN 3, DEN 2, and DEN 1) and 50 time steps starting from 2.5 to 15.0 s. Sensitivities to all input parameters are calculated with perturbation sensitivity analysis (PS), continuous adjoint sensitivity analysis (CAS), and discrete adjoint sensitivity analysis (DAS). A large volume of the sensitivity result is generated. For brevity reasons, only a few series of the result will be shown quantitatively. The sensitive input parameters are the change rate of 4 boundary conditions. Figure 5 , Figure 6 , and Figure 7 show examples of the time and space dependent adjoint variables given by both CAS and DAS schemes. The void fraction at 3 locations and at t d = 8.75 s is the response of interest. The profile of the adjoint variables from CAS and DAS schemes are similar, which means that the CAS and DAS are consistent with each other. Vertically, it is seen that the adjoint variable is non-zero for x > x d but negligible for x > x d , which reflects that the response is mainly affected by forward solution in its upwind side. Horizontally, it is seen that when the time t decreases, the adjoint variable decreases rapidly to 0, which reflects that the response is mainly affected by its prior but close state.
For clarity reasons, let's denote adjoint variable with
In each time step, there are 6 components in the adjoint vector in each location. The component of the adjoint vector represents the effect of the corresponding governing equation, e.g. φ 1 for the liquid mass equation, to the response. (b) φ 5 -Gas momentum equation (b) φ 6 -Gas energy equation The notation (x, t) → (x d , t d ) in Eq. (66) represents the effect of the system at (x, t) to the response of interest at (
is the biggest. There are 6 characteristic waves in the two-phase system, including both acoustic waves and the convection waves. Because the time step is too large to capture the the acoustic waves, the remaining important wave is the convection of liquid enthalpy, which has a wave speed of the liquid velocity. Thus, t eff can be approximately by
Eq. (67) gives a curve in x − t space that represents the location of the maximum adjoint solution, see Figure 8 . The good agreement of this curve verifies the current adjoint sensitivity analysis framework. Figure 9 shows the comparison of sensitivities from different methods. The input parameters are the change rate of 4 boundary conditions. Table 4, Table 5, and Table 6 show quantitatively the comparison of sensitivities at selected 25 -5 .86E-02 -3.71E-02 -5.34E-02 -3.02E-03 -5.66E-04 -3.41E-03 -1.00E-03 -4.04E-04 -9.71E-04 13.75 -6.07E-02 -3.90E-02 -5.55E-02 -2.55E-03 -3.11E-04 -3.04E-03 -3.69E-04 -1.17E-04 -3.99E-04 time steps from CAS and DAS to sensitivities from PS. Overall, it is found that the sensitivities from DAS and CAS match that of PS well, which verify the adjoint sensitivity analysis framework. However, it is seen that the sensitivities from CAS are not as accurate as sensitivities from DAS. This is because of two reasons. The first reason is in the solution scheme for solving the continuous adjoint equation, the central finite difference scheme. For the response function considered in this test, the source vector Q in the continuous adjoint equation behaves like a Dirac delta function, this causes a difficulty in solving the adjoint variable. The second reason in in the difficulty in obtaining correct derivatives required by the coefficient matrices/vectors. Though the DAS is computationally more expensive due to the effort for evaluating the coefficient matrices/vectors than the CAS, the DAS is numerically more robust than the CAS.
Conclusion
In this article, an adjoint sensitivity analysis framework using the continuous and discrete adjoint method is developed and verified for transient two-phase flow simulations. Both methods are applied to one transient test case in a rod bundle. It is found that both methods give physically reasonable sensitivities to different input parameter. The discrete method is closely related to and consistent with the forward (upwind) discretization scheme and is found to be more robust than the continuous method. However it is found that the continuous method has difficulties in handling problems where there are discontinuities in the source terms. This is because of the central method in discretizing the continuous adjoint equation. Compared with the continuous method, the discrete method takes more computational time because it needs to evaluate the coefficient matrices with a numerical differentiation scheme.
The approximate eigenvalues and right eigenvectors are λ 1 ≈ u l − β l a l ; λ 2 = u l ; λ 3 ≈ u l + β l a l (A.4a) λ 4 ≈ u g − β g a g ; λ 5 = u g ; λ 6 ≈ u g + β g a g (A.4b)
where γ * l = 1/ (γ l − 1) and γ * g = 1/ γ g − 1 . q 4 and q 6 are two auxiliary variables defined as
(λ 4 − λ 1 ) (λ 4 − λ 3 ) ; q 6 ≡ σ l a
