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Abstract
Free Lagrangians are found both for gauge and non-gauge bosonic conformal fields
of any symmetry type and in any space-time dimension. Conformal gauge fields of var-
ious types, their gauge transformations and gauge invariant field strengths (generalized
Weyl tensors), which are derived by the σ− cohomology technics in the frame-like for-
mulation, are shown to correspond to supersymmetric vacua of certain supersymmetric
matrix mechanics. The correspondence between conformal and AdSd higher-spin mod-
els, that turn out to have identical generalized Weyl tensors, is discussed.
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1 Introduction
Symmetric conformal higher–spin (HS) gauge fields were originally studied by Fradkin and
Tseytlin in [1] where gauge invariant actions for these fields were found in four dimensions.
These authors used so-called metric-like formalism developed originally for Poincare` invariant
unitary relativistic systems including symmetric massive HS fields [2], symmetric massless
HS fields [3] and massless fields of arbitrary symmetry type [4]. (For related work see also
[5, 6, 7, 8, 9, 10, 11, 12, 13].) The results of [1] were extended to any dimension by Segal
[14] and to mixed symmetry gauge fields described by rectangular Young tableaux of height
n in even dimension d = 2(n+ 1) by Marnelius [15].
Specific examples of conformal HS fields have been extensively studied in the literature
(see in particular [16, 17, 18, 19, 20]). After the works [21, 22] it is known that, beyond
four dimensions, the class of conformal fields that corresponds to unitary theories is very
restricted. Namely, apart from massless scalar and spinor in any dimension, only mixed
symmetry fields that have field strengths described by rectangular Young diagrams of height
d/2 in even space–time dimensions, studied in [23, 24, 25, 26], have unitary spaces of single
particle states. However, the formulation of these systems in terms of gauge potentials
breaks down conformal invariance as happens, for example, for the 4d massless spin two
field described in terms of metric and, more generally, for all gauge fields except for the
generalized “spin one” fields described by rank d/2 − 1 differential form potentials in even
dimension, which include usual 4d spin one1. Beyond this class, conformal models, that allow
gauge invariant (and hence Lagrangian) formulation in flat space, contain higher derivatives
leading to ghosts. An example of such a model is provided by the 4d Weyl gravity with the
Lagrangian (see, e.g., [1])
L = Cnm,klC
nm,kl , (1.1)
where Cnm,kl is the Weyl tensor. In this case, the field equations contain four derivatives.
In this paper we describe bosonic conformal mixed symmetry fields of general type in
Minkowski space, using geometric methods of the frame-like formulation and unfolded dy-
namics approach. The frame-like formulation was originally proposed for the description of
symmetric massless fields of any spin in flat [28] and AdS spaces [29, 30] and then extended
to 4d conformal symmetric massless fields in [31], to mixed symmetry fields in AdS4 [32, 33]
and Minkowski [34] spaces, as well as to string inspired reducible sets of fields [35], partially
massless fields [36] and even to massive fields [37]. Unfolded formulation2 is a specific re-
formulation of partial differential equations in a coordinate–independent first-order form by
virtue of introducing an appropriate (may be infinite) set of auxiliary fields.
In fact, the full list of conformal invariant equations has been already elaborated in [41]
using the unfolded dynamics approach. However, being formulated in terms of zero–forms,
the approach of [41] makes gauge symmetries not manifest. In this paper we apply unfolded
dynamics to the frame-like formulation with manifest gauge symmetries of differential form
gauge fields, which reformulation is important for the further analysis of interactions. In
1 Note that in [27] it was shown that this effect can be avoided in the AdS geometry, that is the conformal
invariant formulation of [27] for general 4d gauge fields becomes singular in the flat limit.
2This terminology was introduced in [38], while the approach was originally introduced and applied to
the analysis of HS theory in [39, 40].
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addition, we construct free conformal invariant actions that describe both gauge and non-
gauge mixed symmetry conformal fields of general type.
As known from supergravity [42, 1] and world-like particle models [43], (super)conformal
models provide a useful tool for the study of quantum-mechanically well-defined unitary
models in terms of spontaneously broken conformal symmetry. A version of this approach
is known as two-time physics [44]. In all cases, the idea is that it is useful to describe
non-conformal models as spontaneously broken conformal ones. We expect that analogous
phenomenon is true for HS theories and the results of this paper will be useful for the study
of the unitary HS models.
In the unfolded dynamics approach, dynamical content of a model is characterized by
the so-called σ− cohomology [45] (for recent discussions and reviews see [46, 47, 48]) which,
in particular, classifies all gauge invariant tensors that can be constructed from a given
gauge field. From this perspective, the important difference between conformal models and
those in AdSd is that the analysis of the former is based on the study of σ− complex that
has clear group–theoretical meaning with respect to the conformal algebra o(d, 2), that,
in turn, greatly simplifies the study of its cohomology. In the unitary AdSd case, the σ−
complex is more involved, having no direct group–theoretical interpretation in terms of the
AdSd algebra o(d − 1, 2). The idea is that the interpretation of o(d − 1, 2) as a subalgebra
of the conformal algebra o(d, 2) provides natural relation between the AdS and conformal
σ− cohomology. In fact, one of the motivations for the study of this paper is to interpret
AdSd cohomology, obtained recently in [50], in terms of the conformal algebra cohomology.
This not only gives an efficient tool for the study of formal aspects of the HS gauge theory
but, hopefully, will lead to its “compensator version” with spontaneously broken conformal
symmetry. Eventually, accomplishment of this program may have important applications to
the study of nonlinear HS theories with mixed symmetry fields.
A useful observation that greatly simplifies the computation is that the σ− cohomology
in conformal gauge theories consists of supersymmetric vacua of some supersymmetric ma-
trix mechanics. We explain this method in some detail because it can be applied to other
interesting physical models associated to sln and sp(2M) symmetric models. The sln case
is expected to be related to off-shell higher–spin theories of the type considered in the pio-
neering paper [51]. The case of sp(2M) corresponds to HS gauge theories in the generalized
space-time with symmetric matrix coordinates [52, 53, 54, 55].
The idea to describe a conformal invariant system in the manifestly o(d, 2) covariant
way was originally proposed by Dirac in his celebrated paper [56] that underlies most of the
modern approaches to conformal field theories beyond two dimension (see [43, 57, 44, 17]
and references therein). In mathematical literature, a similar approach is called tractor
theory [58, 59] (for applications and more references see [60].) A new element of the unfolded
dynamics approach is that it operates with differential forms valued in an irreducible o(d, 2)–
module V . In this paper we consider the important subclass of finite dimensional o(d, 2)–
modules, i.e., spaces of irreducible tensors of o(d, 2). Comparing obtained results with those
of [41] we shall see that this class contains all possible finite-component conformal gauge
fields. The extension to differential forms gives several benefits. One is that space-time
enters the construction rather implicitly. The only characteristics, that matters in practice,
is its dimension. In other words, it is not important how exactly space-time is realized: as a
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slice of the projective cone or simply as Minkowski space. In all cases, conformal invariance
follows from the frame-like formulation in terms of o(d, 2)–modules.
The structure of the paper is as follows.
Section 2 recollects some well-known facts. In Subsection 2.1, we introduce conformal al-
gebra notation. In Subsection 2.2, we recall how conformal invariant backgrounds and global
conformal symmetries result from the zero-curvature equations for o(d, 2). Main elements of
the σ− cohomology analysis of unfolded partial differential equations are summarized in Sub-
section 2.3. In Subsection 2.4, we recall how tensorial spaces can be described as subspaces
of appropriate Fock spaces.
Section 3 contains the analysis of σ− cohomology for conformal gauge theories as well as
its dynamical interpretation. The operator σ− for the finite dimensional conformal modules
is introduced in Subsection 3.1. The homotopy operator is introduced in Subsection 3.2
while its interpretation in terms of supersymmetric matrix mechanics is given in Subsection
3.3. The σ− cohomology is computed in Subsection 3.4 and its dynamical interpretation is
presented in Subsection 3.5. Subsection 3.6 contains illustrative examples. General structure
of the unfolded field equations for conformal gauge fields is discussed in Subsection 3.7.
Conformal invariant actions for gauge and non-gauge fields are worked out in Section 4
which is rather independent. The shortcut is through Subsections 2.1, 2.2 and 3.5-3.7.
Section 5 focuses on the interpretation of the obtained results in terms of infinite di-
mensional modules of conformal algebra in the context of the results of [41] and possible
application of the unfolded dynamics at the action level.
Conclusions and perspectives are discussed in Section 6 with the emphasize on the relation
of the obtained results with the unitary HS models.
Appendix presents some properties of the conformal invariance condition.
2 Preliminaries
2.1 Conformal algebra
Generators TAB of o(d, 2) satisfy the commutation relations
[TAB , TCD] = ηBCTAD − ηACTBD − ηBDTAC + ηADTBC , (2.1)
where ηAB = ηBA is a nondegenerate o(d, 2) invariant symmetric form. Indices A,B, . . . take
d+2 values and are raised and lowered by ηAB and its inverse ηAB. We arrange A = (a,−,+)
with a, b, . . . = 0, . . . d− 1 so that
η+− = 1 , η++ = η−− = 0 , η±a = 0 , (2.2)
and ηab is a nondegenerate invariant form of the Lorentz algebra o(d− 1, 1) in d dimensions.
In Lorentz notation we assign
T−a = P a , T+a = Ka , T+− = D , T ab = Lab , (2.3)
where P a, Ka, D and Lab are the generators of translations, special conformal transfor-
mations, dilatations and Lorentz transformations, respectively. Note that D induces the
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following grading of the algebra
[D ,P a] = −P a , [D ,Ka] = Ka , [D , T ab] = 0. (2.4)
Conformal gravity can be described in terms of o(d, 2) one-form connection
W (x) =
1
2
WAB(x)T
AB , WAB(x) = dx
nWnAB(x) (2.5)
and two-form curvature
R(x) =
1
2
RAB(x)T
AB , RAB(x) = dWAB(x) +WAC(x)∧WCB(x) , d = dxn ∂
∂xn
. (2.6)
(Underlined indices m,n = 0, . . . d − 1 are associated to vector fields and differential forms
on the base manifold.) In terms of Lorentz irreducible components we have
W (x) = ha(x)Pa +
1
2
ωab(x)Lab + fa(x)K
a + b(x)D , (2.7)
R(x) = Ra(x)Pa +
1
2
Rab(x)Lab + ra(x)K
a + r(x)D , (2.8)
where
Ra = dha + ωab ∧ hb − b ∧ ha , (2.9)
Rab = dωab + ωac ∧ ωcb − ha ∧ f b + hb ∧ fa , (2.10)
r = db+ ha ∧ fa , (2.11)
ra = dfa + ωab ∧ f b + b ∧ fa . (2.12)
Here ωab(x) is Lorentz connection, fa(x) and b(x) are gauge fields for special conformal
transformations and dilatation, respectively, and ha = dxmhm
a is the vielbein one-form that
is required to be nondegenerate
det|hma| 6= 0 . (2.13)
The conformal gauge transformations are
δha = DLǫa − ǫabhb + ǫha − ǫab , (2.14)
δωab = DLǫab − haǫ˜b + ǫaf b + hbǫ˜a − ǫbfa , (2.15)
δb = dǫ+ haǫ˜a − ǫafa , (2.16)
δfa = DLǫ˜a − ǫabf b − ǫfa + ǫ˜ab , (2.17)
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where ǫa(x), ǫab(x), ǫ˜a(x) and ǫ(x) are gauge parameters of translations, Lorentz transfor-
mations, special conformal transformations and dilatations, respectively. DL is the Lorentz
covariant derivative
DLψa = dψa + ωab ∧ ψb . (2.18)
The AdSd algebra o(d− 1, 2) can be realized as the subalgebra of o(d, 2) spanned by the
generators Lab and Pa = Pa + λ2Ka, where λ2 > 0 (λ2 < 0 corresponds to the de Sitter case
of o(d, 1) ⊂ o(d, 2)). The limit λ→ 0 gives the Poincare subalgebra iso(d− 1, 1) ⊂ o(d, 2).
2.2 Unfolded dynamics
In the unfolded dynamics approach [40] (for more detail see e.g. [46, 27]), g–invariant
dynamical systems are described in terms of differential forms WΩ valued in one or another
g-module (index Ω). In the case of most interest in this paper, g = o(d, 2).
A g–invariant background is described by a flat connection of g, i.e., a one-form W0 that
satisfies the zero–curvature equation
dW0 +
1
2
[W0 ,W0] = 0 , (2.19)
where [ , ] is a Lie bracket in g. Usually, g contains one or another space-time symmetry as
a subalgebra. The part of W0 associated to the Poincare` or AdS translations is identified
with the frame one–form.
In the case of g = o(d, 2), different vacuum solutions W0(x) may have different interpre-
tations. If nonzero components of W0 are in the Poincare` subalgebra iso(d − 1, 1) ⊂ o(d, 2)
then it describes (locally) Minkowski space-time. For example, this is true in the case of
Cartesian coordinates in Minkowski space where the only nonzero component of W0 is
ha = dxa . (2.20)
If nonzero components of W0 belong to the AdSd subalgebra o(d− 1, 2) ⊂ o(d, 2), then it
describes (locally) AdSd space-time. A flat connection of o(d−1, 2), namely ea and ωab, gives
a flat connection of o(d, 2) with ha = ea, fa = λ
2ea, b = 0 and the same Lorentz connection
ωab, i.e., this Ansatz solves (2.19) for the conformal algebra provided that ea and ωab solve
the zero curvature equations for o(d − 1, 2). de Sitter case is described analogously with
λ2 < 0.) Note that, as a by-product, this gives a coordinate independent proof of conformal
flatness of (A)dSd.
Coming back to generic g-symmetric case, let D0 be a g–covariant derivative built from
W0. Then (2.19) implies
D20 = 0 . (2.21)
This allows us to introduce a linearized curvature
RΩ1 = D0WΩ1 (2.22)
for any p-form WΩ1 valued in some g-module V . Because of (2.21), R
Ω
1 satisfies the Bianchi
identities
D0RΩ1 (x) = 0 (2.23)
7
and is gauge invariant under the gauge transformation
δWΩ1 (x) = D0ǫΩp−1(x) , (2.24)
where ǫΩp−1(x) is an arbitrary V –valued (p−1)–form. Also note that there is a chain of gauge
symmetries for gauge symmetries
δǫΩi (x) = D0ǫΩi−1(x) , 0 ≤ i ≤ p− 1 , (2.25)
that leave invariant the gauge transformations (2.24) and the transformations (2.25) them-
selves.
We can let W1 describe a set of differential forms of different degrees extending the
definition (2.22) to
RΩ1 = dW
Ω
1 + F
Ω(W0,W1) , (2.26)
where FΩ(W0,W1) is built from wedge products of the differential forms W0 and W1 and is
linear in W1, but not necessarily in W0. The equation
RΩ1 = 0 (2.27)
is required to be formally consistent with (2.19), i.e., to respect d2 = 0 for any W0 that
satisfies (2.19). The system (2.19) and (2.27) expresses the exterior differential of any of
the fields WΩ1 (x) and W
A
0 via wedge products of the same set of fields. Such differential
equations are called unfolded.
General unfolded systems are associated to the curvatures
Rα = dWα + F α(W) (2.28)
where Wα(x) is some set of differential forms and F α(W) obeys the generalized Jacobi
condition
F α(W)∂F
β(W)
∂Wα = 0 , (2.29)
that expresses the compatibility of the unfolded equation
Rα(W(x)) = 0 (2.30)
with d2 = 0. The important subclass of unfolded systems is constituted by the so-called uni-
versal unfolded systems [46] where (2.29) still takes place with the odd and even differential
form variables treated as odd and even supercoordinates of some superspace. In other words,
the unfolded system is universal if (2.29) is insensitive to the dimension of space-time d (i.e.,
to the property that any (d+1)–form is zero; for more detail see [27]). The unfolded systems
that appear in HS models, and, in particular, the systems studied in this paper are universal.
In this case the derivative ∂F
Ω(W)
∂Wα is well-defined, allowing to define the transformation law
[40]
δWα(x) = dǫα(x)− ǫβ(x)∂F
α(W(x))
∂Wβ(x) , (2.31)
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where the derivative is left and ǫα(x) is an arbitrary (pα− 1)–form if Wα(x) is a pα-form. It
is easy to see that
δRα = (−1)pβǫβRγ ∂
2F α(W)
∂Wγ∂Wβ . (2.32)
Hence, the unfolded equation (2.30) is invariant under the gauge transformation (2.31).
The system (2.19), (2.27) describes general linearized unfolded field equations, where
W = (W0,W1) describes background geometry via W0 and dynamical fluctuations via W1.
In the case where FΩ(0,W1) = 0 (i.e., W0 enters F (W0,W1) at least linearly), which is con-
sidered in this paper, differential forms of various degrees contained inW1 are valued in some
g-modules so that d along with the terms linear in W0 in (2.26) provide covariant derivatives
of g in the respective modules. The terms of higher orders in W0, that cannot be removed
by a field redefinition, describe g-cohomology with the coefficients in the respective modules
(see, e.g. [27] for more detail and references). As is well-known [40, 27], the equations (2.27)
can describe a field theory with infinite number of degrees of freedom provided that zero-
forms contained in W1 are valued in infinite dimensional g-modules. In fact, the presence of
infinite dimensional modules is also crucial for the existence of a nontrivial g-cohomology for
semisimple g, represented in this construction by the part of FΩ(W0,W1) of higher orders of
W0.
For the unfolded system (2.19), (2.27) withW = (W0 ,W1) the transformation law (2.31)
gives two types of symmetries. The one associated to W1 is Abelian because F (W0 ,W1) is
linear in W1 at the linearized level. This is the Abelian gauge symmetry of free fields that
generalizes the transformation law (2.24) to F (W0 ,W1) nonlinear in W0.
The other one associated to W0 is
δWA0 (x) = D0ǫA(x) (2.33)
δWΩ1 (x) = (ǫ(x) ·W1(x))Ω , (2.34)
where
(ǫ ·W1)Ω = −ǫA∂F
Ω(W0,W1)
∂WA0
. (2.35)
This induces nonAbelian global symmetries of the linear (free) system (2.27). Indeed, having
fixed a background connection WA0 (x), we have to demand δW
A
0 (x) = 0 which implies by
virtue of (2.33) that the leftover global symmetry is described by the global symmetry
parameter ǫA0 (x) that verifies
D0ǫA0 (x) = 0 . (2.36)
Since D20 = 0, these equations are consistent, admitting a solution that can be reconstructed
from free values ǫA(x0) at any point x0. Of course, this is a local statement that can be
obstructed by additional topological (i.e., boundary) conditions. Assuming that this does
not happen (i.e., that a manifold, whereWA0 (x) is defined, is indeed g–invariant) we conclude
that the connections WΩ1 and curvatures R
Ω
1 transform covariantly
δWΩ1 (x) = (ǫ0(x) ·W1(x))Ω , δRΩ1 (x) = (ǫ0(x) · R1(x))Ω (2.37)
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under the global g–transformations. Hence, the equation (2.27) is g invariant. Note that due
to the cohomological terms of higher orders in W0, the global g–transformation laws of the
p-form connections with p > 0 acquire via (2.35) additional contributions that mix forms of
different degrees. (For particular examples see Subsection 3.7 and [27].)
In the particular case of global conformal symmetry important for the further analysis
it is elementary to solve the condition (2.36) in the Cartesian coordinate system (2.20) to
obtain
ǫ˜0 a(x) = ε˜a , (2.38)
ǫ0(x) = ε− xaε˜a , (2.39)
ǫab0 (x) = ε
ab + xaε˜b − xbε˜a , (2.40)
ǫa0(x) = ε
a + xbεab − xaǫ+ xaxbε˜b − 1
2
x2ε˜a , (2.41)
where εa, ε, ε
ab and ε˜a are arbitrary x–independent parameters of the global conformal
symmetry transformations which appear as integration constants of the equations (2.36)
and correspond, respectively, to translations, dilatations, Lorentz transformations and spe-
cial conformal transformations. Let us stress again that with this choice of the conformal
symmetry parameters, the Cartesian vacuum connection (2.20) remains invariant under the
conformal gauge transformations (2.33).
Let Cω denote the subset of zero-forms among WΩ1 . Since in the sector of zero-forms
F ω(W0, C) is a one-form, it is linear inW0 (recall thatW0-independent terms are not allowed
in our consideration). Hence, Cω span some g-module C. A distinguishing property of zero-
forms is that they have no associated gauge parameters and hence the inhomogeneous (i.e.,
the first) term in the transformation law (2.31). As a result, at the linearized level, they
describe gauge invariant combinations of derivatives of dynamical fields. Indeed, at least
some of the zero-forms Cω turn out to be expressed in terms of the gauge fields described
by the p-form gauge connections WΩ1 with p > 0 via the cohomological terms in (2.26) that
are nonlinear in W0. Those, that are not expressed via derivatives of the gauge fields by
this mechanism describe non-gauge fields like, for instance, scalar and spinor. From this
consideration it follows that the zero-form module C describes the space of gauge invariant
physical states. As such it is closely related to the module of single-particle states in the
corresponding field theory [54].
2.3 Dynamical content via σ− cohomology
We use the following terminology. The fields WΩ1 contain dynamical fields φ
dyn, auxiliary
fields φauxn and Stueckelberg fields φ
st. As explained in more detail below, auxiliary fields φauxn
are expressed via space-time derivatives of order up to n of φdyn by appropriate constraints.
Stueckelberg fields φst are pure gauge, i.e., they can be gauge fixed to zero by algebraic
Stueckelberg shift symmetries. Leftover fields, that are neither Stueckelberg nor auxiliary,
are dynamical.
The (p−1)–form gauge parameters describe differential gauge symmetries for the dynam-
ical fields and algebraic Stueckelberg (shift) symmetries that compensate the Stueckelberg
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fields. The parameters (2.25) ǫi(x) with i < p − 1, which exist for p > 1, govern the
degeneracy of gauge transformations, i.e., gauge symmetries for gauge symmetries.
The gauge invariant curvatures contain components of different types. Some can be
set to zero by imposing constraints that express algebraically auxiliary fields in terms of
derivatives of the dynamical fields. Some other are zero by virtue of Bianchi identities applied
to the constraints. The leftover components, that remain nonzero upon substitution of the
expressions for auxiliary fields in terms of derivatives of the dynamical ones, describe gauge
invariant combinations of derivatives of the dynamical fields. Among them, a distinguished
role have ground field strengths that result from the application of certain gauge invariant
differential operators to the dynamical fields and are such that all other gauge invariant
differential operators result from the ground ones by further differentiations. In other words,
all gauge invariant combinations of derivatives of the dynamical fields are the ground field
strengths or their derivatives. A set of all gauge invariant combinations of derivatives of the
dynamical fields forms an infinite dimensional g–module C that fully characterizes the gauge
invariant pattern of the system. It is called Weyl module.
As an example, consider Poincare` or AdS gravity, where g = iso(1, d− 1) or o(d− 1, 2),
respectively. The fields WΩ1 take values in the adjoint representation of g, describing the
weak field deviations of the full connectionWΩ =WΩ0 +W
Ω
1 from the vacuum oneW
Ω
0 . They
therefore contain vielbein one-form ea and Lorentz connection ωab. Here ωab is the auxiliary
field while ea contains the dynamical field, which is the symmetric part of en,a, i.e., the
linearized fluctuation of the metric, and the Stueckelberg field, which is the antisymmetric
part of en,a. The latter is pure gauge due to the (linearized) local Lorentz symmetry.
There are two types of gauge symmetries in this example. One is local Lorentz symmetry
with the gauge parameters ǫab, which is Stueckelberg. Another one is the “translation” gauge
symmetry with the vector gauge parameter ǫa. This is the true differential symmetry that
describes linearized diffeomorphisms.
The components Ra1 of the gauge invariant curvatures, associated to translations, can be
set to zero by imposing the zero–torsion constraint Ra1 = 0 that expresses Lorentz connection
via the first derivatives of the vielbein. With this substitution, R
nm
1 (with the convention
Rab1 = e
a
0ne
b
0mR
nm
1 ) is the linearized Riemann tensor two-form. The Bianchi identities applied
to the zero-torsion constraint imply the familiar linearized cyclic identity of the Riemann
tensor
ea0 ∧ R1ab = 0 . (2.42)
Other components of R
mn
1 remain algebraically independent. These include the linearized
Ricci tensor Rnm and the linearized Weyl tensor Cnm,kl. They represent all gauge invariant
combinations of the metric that contain two derivatives, i.e., the full set of gauge invariant
ground field strengths. Setting Rnm = 0 imposes the linearized Einstein (i.e., spin two)
equations. Setting Cnm,kl = 0 is the condition that the metric is conformally flat (in the
linearized approximation, that its traceless part is zero). Imposing both conditions, i.e., that
the linearized Riemann tensor is zero, implies that the linearized metric is pure gauge.
Pattern of a general g–invariant system is encoded in the so-called σ− cohomology [45]
(see also [54, 46]) which is a perturbative concept that emerges in the linearized analysis.
To apply this machinery, the following conditions have to be satisfied. First, a space V ,
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where fields WΩ1 take their values, should be endowed with some grading G such that its
spectrum is bounded from below. Usually G counts a rank of a tensor (equivalently, a power
of an appropriate generating polynomial) and eventually counts the order k − l of highest
space-time derivatives of degree l dynamical fields φdyn contained in the degree k auxiliary
fields φaux. In the example of gravity we set G(An) = 1 and G(Bmn) = 2 for elements An
and Bnm of the adjoint representation of g = iso(1, d− 1) or o(d− 1, 2).
Suppose that the background covariant derivative admits the decomposition
D0 = D00 + σ− + σ+ , (2.43)
where [G , σ−] = −σ− , [G ,D00] = 0 and σ+ is a sum of some operators of positive grade.
From (2.21) it follows that σ2− = 0 . The standard choice of σ− is such that it is the part of
the covariant derivative associated to the vielbein, that decreases the grading G by one. For
instance, in the example of gravity
σ−(Aa) = 0 , σ−(B)a = ebBba . (2.44)
(Recall that σ− maps a space of grade G to the space of grade G−1.) The grading G should
not be confused with the grading that counts a degree of a differential form. Since, in this
paper, σ− is a part of the covariant derivative, it has the form degree one. Note that the
more general situation (2.26) where σ− mixes differential forms of different degrees is also of
interest (for more detail see e.g. [46, 27]).
Provided that σ− acts vertically (i.e., does not differentiate xn), the cohomology of σ−
determines the dynamical content of the dynamical system at hand. Namely, as shown in
[45], for a p-form WΩ1 valued in a vector space V , H
p+1(σ−, V ), Hp(σ−, V ) and Hp−1(σ−, V )
characterize, respectively, ground field strengths (that can be interpreted as left hand sides of
possible gauge invariant field equations), dynamical fields, and differential gauge symmetries
encoded by the curvatures (2.22), gauge fields W1 and transformation laws (2.24). Let us
note that Hk(σ−, V ) with k > p + 1 describe so called syzygies3 of the field equations [27]
while Hk(σ−, V ) with k < p−1 describe differential gauge symmetries for gauge symmetries
(2.25) [61].
The meaning of this statement is simple.
From the level-by-level analysis of the linearized curvature R1 (2.22) it follows that all
fields that do not belong to Ker σ− can be expressed via derivatives of some lower grade
fields by setting appropriate components of the linearized curvature R1 to zero. Hence these
are auxiliary fields. Those that are σ− exact can be gauged away by the Stueckelberg part
of the gauge transformation (2.24) associated to the σ− part of D in (2.43). The fields that
remain belong to the cohomology of σ−. These are dynamical fields.
Dynamical content of the gauge transformations and field equations can be analyzed
analogously. For example, suppose that it is possible to impose constraints R1 i = 0 on the
auxiliary fields imposing no restrictions on the dynamical fields, where the curvatures R1 i
have grades imin ≤ i ≤ k. From the Bianchi identity (2.23) if follows then that σ−R1 k+1 = 0,
i.e., R1 k+1 is σ− closed. If the cohomology Hp+1 is zero in the grade k + 1 sector then
3Syzygies Hp+2(σ
−
, V ) describe differential relations (Bianchi identities) between the ground differential
operators, Hp+3(σ
−
, V ) describe differential relations between the latter differential relations, etc.
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the R1 k+1 = σ−(χk+2) for some χk+2. Since W1 k+2 also enters R1 k+1 via σ−(W1 k+2), it
can be adjusted to cancel χk+2, thus achieving R1 k+1 = 0. The latter condition becomes
a combination of identities that follow from the previously imposed constraints along with
the new one that expresses W1 k+2 via derivatives of the fields of lower grades. If, on the
other hand, a nontrivial cohomology Hp+1 appears on the level k, it is impossible to achieve
that R1 k = 0 without imposing further differential equations on W1 k+1 and hence on the
dynamical fields through which W1 k+1 has been already expressed. Equivalently, those
components of R1 that belong to H
p+1 represent gauge invariant ground field strengths built
from derivatives of the dynamical fields. Clearly, if the dynamical fields have grade l, the
resulting level k field strengths contain k + 1 − l their derivatives. If a system is such that
Hp+1 is zero, no gauge invariant field equations are imposed by the equations R1 = 0 and
the system is called off-shell.
Since σ− usually originates from the part of the covariant derivative of a space-time
symmetry algebra that contains vielbein, the nondegeneracy of the latter implies that a
maximal possible number of field components are expressed via space-time derivatives of the
dynamical fields.
2.4 Conformal gauge fields as Fock vectors
It is convenient to describe tensors as elements of an appropriate Fock space. Consider a
set of oscillators a†Ai , aBj , where 1 ≤ i, j ≤ h for some h ≥ 1, that satisfy the commutation
relations
[aAi , a
†Bj ] = δji η
AB , [aAi , a
B
j ] = 0 , [a
†Ai , a†Bj ] = 0 . (2.45)
The bilinears
TAB =
∑
i
(
a†AiaBi − a†BiaAi
)
(2.46)
satisfy the o(d, 2) commutation relations (2.1).
The bilinears
τ ij = a†Aia†BjηAB , τ
i
j =
1
2
{a†Ai , aBj }ηAB , τij = aAi aBj ηAB (2.47)
are generators of sp(2h) with the following nonzero commutation relations
[τ ij , τ
k
l] = δ
k
j τ
i
l − δilτkj , (2.48)
[τ ij , τkl] = −δikτjl − δilτjk , [τ ij , τkl] = δkj τ il + δljτ ik , (2.49)
[τij , τ
kl] = δkj τ
l
i + δ
k
i τ
l
j + δ
l
jτ
k
i + δ
l
iτ
k
j . (2.50)
The o(d, 2) generators TAB rotate o(d, 2) vector indices A,B with no effect on the sp(2h)
indices i, j while the sp(2h) generators τ act on the indices i, j with no effect on the vector
indices A,B. The two mutually commuting algebras o(d, 2) and sp(2h) form so-called Howe
dual pair [62].
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Consider a Fock space F spanned by vectors
|Φ〉 =
∑
L1≥0,L2≥0,...
1√
L1!L2! . . .
ΦA
1
1...A
1
L1
,A21...A
2
L2
...a†1
A11
. . . a†1
A1
L1
a†2
A21
. . . a†2
A2
L2
. . . |0〉 (2.51)
generated from the Fock vacuum |0〉 that satisfies
aAi |0〉 = 0 . (2.52)
From (2.46) it follows that homogeneous polynomials f(a†)|0〉 of different degrees form finite
dimensional o(d, 2)–submodules of V . To single out irreducible submodules one has to impose
further conditions built from the sp(2h) generators that commute to the o(d, 2). These are
the sp(2h) highest weight conditions
τij |Φ〉 = 0 , (2.53)
τ ij |Φ〉 = 0 j > i , (2.54)
τ ii|Φ〉 = Li|Φ〉 (2.55)
(no summation over i), where Li are some non-negative integers such that
Lj ≥ Li for i > j . (2.56)
Clearly, the condition (2.53) implies that the tensors in the expansion (2.51) are traceless.
The condition (2.54) implies that the symmetrization of all indices contracted with the oscil-
lators a†iA for some i with any index contracted with an oscillator a†jA with j > i gives zero.
This is the Young antisymmetrization condition in the so-called symmetric basis (indices
contracted with the bosonic oscillators a†iA for a given i are automatically symmetrized).
Finally, the condition (2.55) determines a number of indices in the manifestly symmetrized
groups. Such a tensor is depicted by the Young diagram composed of h = H1 rows of lengths
Li
L1
L2
L3......
LH−2
LH−1
H1H2 . . .
LH1 (2.57)
Note that Young diagrams that do not satisfy (2.56) are not considered because in this case
the conditions (2.54) and (2.55) admit only zero solution. Another restriction specific for
the modules of the orthogonal algebra, that results from the tracelessness conditions, is that
traceless Young diagrams of o(k, l) can be nonzero provided that the heights H1 and H2 of
its first (and hence any) two columns satisfy
H1 +H2 ≤ k + l . (2.58)
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Indeed, this is easily seen by the dualization of the two columns, that is by the contraction
of indices with two epsilon symbols
εA1...Ak+lεB1...Bk+la
A1
1 . . . a
Ah1
h1
aB11 . . . a
Bh2
h2
which, by virtue of the determinant formula for two epsilon symbols, turns out to be pro-
portional to the operator τij if (2.58) is not respected, because at least one pair of indices of
the two chosen columns will be contracted. (See, e.g., [63].)
The Young diagram (2.57) will be denoted Y (L|o(d, 2)) where
L = (L1, L2, . . . , Lh) . (2.59)
The space of such tensors will be denoted FLo(d,2). To single out an irreducible o(d, 2) tensor
it remains to impose the (anti-)selfduality condition, that is possible for d = 2mod 4 and
h = d/2 + 1. We will not consider (anti-)selfdual tensors in this paper, however.
The space Λ of differential forms in d dimensions is also convenient to realize as a Fock
module. To this end we introduce fermionic annihilation and creation operators ξa and ξ
†a,
respectively, that carry Lorentz indices and have anticommutation relations
{ξa , ξ†b} = δba , {ξa , ξb} = 0 , {ξ†a , ξ†b} = 0 . (2.60)
We identify ξ†a with tangent components of space-time differentials dxn via
ξ† a = dxnhan . (2.61)
Then Λ is realized as the space of states
|ω〉 =
d∑
p=0
dxn1 . . . dxnpωn1...np|0〉 =
d∑
p=0
ξ† a1 . . . ξ†apωa1...ap|0〉 , (2.62)
where the Fock vacuum is defined by
ξa|0〉 = 0 . (2.63)
We shall often omit the wedge symbol because the wedge product of differential forms is
nothing but the product in the Grassmann subalgebra generated by ξ†a of the Clifford algebra
generated by ξa and ξ
†b. p forms span the subspaces Λp of degree p–homogeneous polynomials
in Λ, i.e.,
|ω〉 ∈ Λp : ξ†aξa|ω〉 = p|ω〉 . (2.64)
The full Fock space F is
F = F ⊗ Λ . (2.65)
Its subspace FLo(d,2), that satisfies the conditions (2.53)-(2.55), is
FLo(d,2) = FLo(d,2) ⊗ Λ . (2.66)
The subspace associated to p–forms is
FL,po(d,2) = FLo(d,2) ⊗ Λp . (2.67)
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Let
|Ω〉 =
∑
p≥0;Li≥0
1√
L1!L2! . . .
Ω
A11...A
1
L1
,A21...A
2
L2
...
a1...ap ξ
† a1 . . . ξ†apa†1
A11
. . . a†1
A1
L1
a†2
A21
. . . a†2
A2
L2
. . . |0〉 .
(2.68)
We endow the Fock space F with the scalar product that pairs p-forms with p-forms
〈Φ|Ω〉 =
∑
p≥0;Li≥0
p ! Φ
a1...ap
A11...A
1
L1
,A21...A
2
L2
,...Ω
A11...A
1
L1
,A21...A
2
L2
,...
ap...a1 . (2.69)
Note that
〈0|ξ†a = 0 , 〈0|a† iA = 0 , 〈0|0〉 = 1 . (2.70)
3 σ− cohomology analysis
3.1 Operator σ−
Let a p–form |Ω(x)〉 be realized as a Fock vector (2.68) that satisfies the conditions (2.53)-
(2.55) and (2.64). In other words, it is a section of the vector fiber bundle over d-dimensional
Minkowski space Md (xn are any local coordinates of Md) with the fibers FL,po(d,2).
For any fixed conformal invariant background described by a flat connection W0 (2.19),
the linearized HS curvature R1 is
|R1(x)〉 = D0|Ω(x)〉 , D0 = d+ 1
2
W0ABT
AB , d = dxn
∂
∂xn
= ξ†ahna
∂
∂xn
. (3.1)
We define σ− as the part of covariant derivative associated to the translation generator
of the conformal algebra,
σ− = ξ†aT
−a . (3.2)
Let us stress that FLo(d,2) is invariant space of σ− for any L.
The grading operator G of Section 2.3 is the dilatation generator D = T+−
G = D = n+ − n− , (3.3)
where
n+ = a
†+ia−i , n− = a
†−ia+i . (3.4)
G counts the difference between the number of indices that take values − and + in the
coefficients Ω
A11...A
1
L1
,A21...A
2
L2
...
a1...ap (x) in Eq. (2.68) (recall that A
± = A∓). Note that 0 ≤ n± ≤ L1
because the Young properties imply that symmetrization over any L1+1 indices gives zero.
Generally, the grading G may or may not be induced by some grading of the symmetry
algebra g. For example, in the case of AdSd gravity with g = o(d− 1, 2), the grading (2.44)
is not a grading of g. (From the conformal algebra perspective this is so because the AdS
translation generators are represented by a mixture of conformal translation generators and
special conformal generators that carry different conformal dimensions.) In this case, σ−
acts in V but does not belong to the representation of g. Depending on whether σ− belongs
to g or not, σ− cohomology is related to the Lie algebra cohomology (as in the conformal
case) or not (as in the AdS case).
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3.2 Homotopy operator
3.2.1 Generalities
Let V = ∑∞p=−∞⊕Vp where Vp is some set of finite dimensional linear spaces. Let σ be a
grade one nilpotent operator
σ(Vp) ⊂ Vp+1 , σ2 = 0 . (3.5)
Cohomology Hp(σ,V) is the quotient space
Hp(σ,V) = Ker σ ∩ V
p
Imσ ∩ Vp . (3.6)
Roughly speaking, Hp(σ,V) consists of elements of Vp, that are σ closed but not exact.
Let σ† be a grade −1 operator that squares to zero, i.e.,
σ†(Vp) ∈ Vp−1 , (σ†)2 = 0 . (3.7)
Then, from (3.5) and (3.7) it follows that the homotopy operator
H = {σ , σ†} (3.8)
commutes both with σ and with σ†
[σ ,H] = 0 , [σ† ,H] = 0 (3.9)
and
H(Vp) ∈ Vp , ∀p . (3.10)
An efficient standard cohomology computation tool (see e.g. [64]) is provided by the
Homotopy Lemma
If H is diagonalizable in V, then H =∑p⊕Hp(σ,V) ⊂ KerH.
Indeed, let v be a σ–closed eigenvector of H
Hv = λv , σv = 0 (3.11)
with λ 6= 0. Then v is σ–exact because
v = λ−1H v = σχ , χ = λ−1σ†v  (3.12)
In other words, only those elements that belong to the subspace spanned by eigenvectors
of H with zero eigenvalue can belong to H .
Now we are in a position to apply Homotopy Lemma to the operator σ = σ− with
V = FLo(d,2) (2.66) and Vp = FL,po(d,2) (2.67). (Let us stress that the operator σ− (3.2) increases
a form degree, with respect to which the cohomology Hp is defined, but decreases the grading
in o(d, 2).) This will allow us to compute KerH and, hence, Hp(σ−,V) for all p. The method
provides a nice application of supersymmetry and turns out to be surprisingly simple and
efficient. Hence, we explain it in some detail.
17
3.2.2 Evaluation of H
Let
σ†− = −ξaT+a . (3.13)
Using (2.1), (2.46), (3.2), (3.3) and (3.4) it is easy to obtain
−2{σ− , σ†−} = −2H = {T−a , T+a } − T abT Fab +D[ξ†a , ξa] , (3.14)
where T ab and T Fab are the Lorentz generators that act, respectively, on the bosonic and
fermionic oscillators, i.e., T Fab act on the indices of differential forms
T Fab =
1
2
(
[ξa , ξ
†
b ]− [ξb , ξ†a]
)
. (3.15)
Let
TLab = Tab + T
F
ab (3.16)
be the total Lorentz generator that rotates all Lorentz indices. Then Eq. (3.14) gives
H = 1
4
(
TLabTLab − TABTAB
)
− 1
2
(∆ + p)(∆ + p− d) , (3.17)
where p is a form degree and ∆ is the conformal dimension
ξ†aξ
a|Ω〉 = pΩ , DΩ = ∆|Ω〉 . (3.18)
Hence, to evaluate H, it is enough to evaluate the Casimir operators of o(d, 2) and o(d−1, 1)
on their arbitrary finite dimensional modules.
An elementary computation by using the fact that the Casimir operators of o(d, 2) are
expressed via those of the Howe dual algebra sp(2h), which in turn are easily computed using
(2.53)-(2.55), gives the following well-known result [65]
TABTAB = −2
h∑
i=1
Li(Li + d+ 2− 2i) , (3.19)
where summation is over all rows of the Young diagram.
Note that analogous computation in terms of fermionic oscillator realization of Young
diagrams, that makes antisymmetries manifest, gives
TABTAB = 2
L1∑
i=1
Hi(Hi − d− 2i) , (3.20)
where i enumerates columns of the same Young diagram, that have heights Hi (H1 = h).
Although it is not immediately obvious that these two expressions give the same result for
any Young diagram, the identity can be checked by induction.
It is sometimes convenient to represent a Young diagram as a combination of rectangular
horizontal blocks composed of rows of equal lengths. In this representation, a Young diagram
is characterized by the lengths Lα and heights Fα of the α
th blocks. Again,
Lα ≥ Lβ for α < β . (3.21)
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In particular, one can consider the case with Fα = 1 that corresponds to the standard
description of a Young diagram in terms of rows. The maximal block decomposition of a
Young diagram is that with pairwise different lengths of all blocks, i.e., Lα > Lβ for α < β
︷ ︸︸ ︷L1
F1
{
︷ ︸︸ ︷L2F2


︸ ︷︷ ︸
L3
F3
{
(3.22)
For any block decomposition, Eq. (3.19) gives
TABTAB = −2
∑
α
LαFα(Lα + d+ 1− 2
α−1∑
β=1
Fβ − Fα) . (3.23)
The Casimir operator TABTAB in (3.17) is determined by the choice of the o(d, 2)–module
FLo(d,2). The rest terms in (3.17) are diagonal on irreducible modules Vu of the Lorentz
subalgebra o(d− 1, 1) ⊂ o(d, 2) contained in the tensor (2.68), i.e.,
Res
o(d,2)
o(d−1,1)FLo(d,2) =
∑
u
⊕Vu . (3.24)
Since indices of a differential p-form in (2.68) are totally antisymmetrized, they are de-
scribed by a column of height p. Hence, the o(d− 1, 1) pattern of the p–form (2.68) is
Ω =
∑
u
⊕ p
{
... ⊗ Vu . (3.25)
This can be worked out with the help of the two simple facts explained in Subsections 3.2.3
and 3.2.4.
3.2.3 Tensor product with a differential form
Let Vu be described by some Young diagram Y (li|o(d− 1, 1)) and
p ≤ [d/2] , lh+1 = 0 , h ≤ [d/2] . (3.26)
Then
Y (1, 1, . . . 1,︸ ︷︷ ︸
p
0, . . . 0)⊗ Y (l1, l2 . . .) =
∑
{εi}
⊕r(ε) Y (l1 + ε1, l2 + ε2, . . .) , εi = 0 or ± 1
(3.27)
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at the condition that
h∑
i=1
ε2i ≤ p (3.28)
and the resulting Young diagram is admissible, i.e., the conditions (2.56) and (2.58) are
respected. A positive integer r(ε) is the multiplicity of the diagram Y (l1 + ε1, l2 + ε2, . . .)
with a given set εi.
The meaning of this formula is as follows. In the tensor product (3.27), each index of the
column Y (1, 1, . . . 1,︸ ︷︷ ︸
p
0, . . . 0), referred to as form indices, can be either added or subtracted
from the diagram Y (l1, l2 . . .) (subtraction results from the contraction of a pair of indices
between the two factors in the tensor product). Because indices in a row are symmetrized
while the tensor Y (1, 1, . . . 1,︸ ︷︷ ︸
p
0, . . . 0) is totally antisymmetric, no two form indices can be
added or subtracted to the same row. So, there are three options. Some of form indices
are added to some rows. These are labelled by εi = 1. Some other are subtracted from
some other rows. These are labelled by εi = −1. The third option is that one form index is
contracted to a row and then some other is added to the same row. Such rows, as well as not
involved ones, are labelled by εi = 0. If the third option occurs in some
1
2
(p−∑hi=1(ε2i )) > 0
rows it leads to the degeneracy r(ε) > 1 . Fortunately, modules of this type will be shown
not to contribute to the cohomology of interest, that allows us to avoid the computation of
the multiplicities r(ε). For our purpose it is enough to use
Lemma 1
For p ≤ d/2, any Young diagram with all form indices added, i.e., ∑i εi = p , appears once.
Comment
By dualization, in the case of p ≥ d/2 the same is true with p replaced by p′ = d− p.
3.2.4 Dimension reduction
Now let us discuss the pattern of the decomposition (3.24). Let an o(d, 2)-module FLo(d,2) be
characterized by a Young diagram with the maximal horizontal rectangular blocks of lengths
Lα and heights Fα, i.e., abusing notation, L = ((L1, F1), (L2, F2), . . .) .
Let d+2 dimensions be decomposed into d+1 dimensions plus one distinguished dimen-
sion along a vector VA. Clearly, all o(d, 1) tensors contained in the original o(d, 2) tensor
result from various projections along VA. These are described by those o(d, 1) Young dia-
grams that result from the original o(d, 2) Young diagram by cutting any number of cells in
such a way that the resulting Young diagram is admissible and no two cut cells belong to
the same column because projection along the same vector VA is symmetric in all projected
(i.e., cut) indices. It remains to note that the latter symmetry property implies that all cut
cells of any block can be moved to its bottom row. This gives the following branching
Res
o(d,2)
o(d,1)F
L
o(d,2) =⇒
∑
L˜α
⊕FL(L˜α)o(d,1) (3.29)
where
L(L˜α) =
(
(Lα, Fα − 1), (L˜α, 1)
)
, Lα+1 ≤ L˜α ≤ Lα , (3.30)
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i.e.,
=⇒
F1
{
F2


F3
{
L1
L2
L3
L1
L˜1
{F1−1
F2−1
{
L2
L˜2
L3
L˜3
F3−1
{
As a result, we arrive at
Lemma 2
Pattern of Res
o(d,2)
o(d,1)F
L
o(d,2) results from cutting any number of cells from the last row of each
maximal block in such a way that the resulting Young diagram is admissible and no two cut
cells belong to the same column. Every diagram in this list appears once.
The branching of o(d, 2)–modules into o(d− 1, 1)–modules can be obtained by the repe-
tition of this procedure.
For our purpose, it is convenient to assume that the two types of cut indices are +
and −. Clearly, the result of branching is insensitive to whether the projected direction is
time-like, space-like or light-like as is the case for the ± directions. More precisely, we will
assume that irreducible Lorentz tensors carry n+ lower indices + and n− lower indices −,
i.e., the oscillators to which these indices are contracted carry n± upper indices ±. (Abusing
notation, we use the same notation for the operators (3.4) and their eigenvalues.) This
means that for each o(d − 1, 1) tensor resulting from the double dimensional reduction of
some o(d, 2) tensor, its conformal weight ∆ is
∆ = n+ − n− . (3.31)
It is straightforward to compute the homotopy operator H on any irreducible Lorentz
submodule by using the formula (3.17) and the formulae for the Casimir operators like (3.19)
or (3.23). Although H is automatically diagonal in this basis, for the first sight, it may seem
difficult to find KerH. The trick that allows us to solve the problem is to use underlying
supersymmetry.
3.3 Cohomology and supersymmetry
To observe supersymmetry it is enough to change notations
Q = σ− , Q† = σ
†
− . (3.32)
The supergenerators Q and Q† are conjugated with respect to the conjugation that maps
aBi to a
†i
B and ξ
a to ξ†a. In the unitary case of o(d+ 2) with positive-definite ηAB, the scalar
product on the Fock space F , that respects the involution †, is positive-definite. In this truly
supersymmetric case, the homotopy operator (Hamiltonian)
H = {Q ,Q†} (3.33)
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is non-negative, i.e., all eigenvalues of H are either positive or zero.
The finite dimensional space FLo(d,2) ⊂ F is invariant under the action of Q, Q† and H.
So, KerH can be searched separately for each of these spaces. The key observation, which
will allow us to find easily KerH and then cohomology Hp(σ−, FLo(d,2)), is
Lemma 3
The homotopy operator H is non-negative on FLo(d,2).
This follows from the observation that the eigenvalues (3.17) of H are insensitive to
the signature of the metric ηAB, depending only on the type of the Young diagrams and
eigenvalues ∆. In the compact case of o(d+ 2), where H is non-negative, the eigenvalues of
∆ are still given by Eq. (3.31), where ± components correspond to the complex notation on
a Euclidean two-plane: A± = 1√
2
(A0 ± iAd). Although in this case the generators T±A are
complex conjugated so that, strictly speaking, each of them does not belong to o(d + 2,R),
this does not affect the computation in the complex Hilbert space F .
Before going into detail of the computation, which is the subject of Section 3.4, let us
note that, using that the relevant spaces are finite dimensional, in the unitary case of o(d+2),
a stronger version of the Homotopy Lemma of Section 3.2.1 holds:
Lemma 4
H(Q,FLo(d+2)) = KerH
∣∣∣
FL
o(d+2)
. (3.34)
Proof: in the unitary case KerH consists of supersymmetric states annihilated both by Q
and by Q†
〈a|{Q ,Q†}|a〉 = 0 −→ Q|a〉 = 0 , Q†|a〉 = 0 . (3.35)
Hence, elements of KerH are Q-closed. To show that KerΣ does not contain Q-exact
elements, suppose that
H|a〉 = 0 , |a〉 = Q|b〉 (3.36)
for some |b〉. Since [Q,H] = 0 (cf (3.9)), the expansion of |b〉 in eigenvectors of H can only
contain those with zero eigenvalues, i.e., |b〉 ∈ KerH. But this implies that Q|b〉 = 0, i.e.,
every exact |a〉 ∈ KerH is zero 
Although, a priori, one has to be careful with the extrapolation of Lemma 4 beyond the
unitary case, the following
Proposition
Eq. (3.34) holds for o(d, 2)
turns out to be true. This happens because the signature of the metric neither affects the
cohomology computation nor obstructs (anti-)selfduality conditions due to complexification
of the space of states F .
3.4 Cohomology computation
First of all, we observe that the expression (3.17) forH is symmetric under the Hodge duality
supplemented by the sign change of conformal dimension
p→ d− p , ∆→ −∆ . (3.37)
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As a result, Proposition of Section 3.3 suggests that
Hp(σ−,FLo(d,2)) = Hd−p(σ−,FLo(d,2)) . (3.38)
Since ∆ changes its sign under the exchange of indices + and−, representatives ofHd−p(σ−,FLo(d,2))
andHp(σ−,FLo(d,2)) are related by the same exchange. We therefore consider the case p ≤ d/2.
Also it follows from this symmetry that in the case of p = d/2 for even d and ∆ 6= 0 the
cohomology is doubled due to the exchange between + and −.
The idea of computation is to study the dependence of H(µ) on parameters µ that
characterize various irreducible Lorentz modules in the system. If, for some µ, we find that
H(µ) > H(µ′) for some other possible µ′, then H(µ) > 0 by Lemma 3. This simple analysis
allows us to rule out most of the possibilities, and easily find KerH. (The reader not
interested in details can go directly to the Theorem in the end of this section.)
Parameters that can vary include
• The original o(d, 2) diagram Y (L|o(d, 2)).
• The numbers n+ and n− of indices associated to the Lorentz invariant directions +
and − and, in particular, the conformal dimension (3.31). Different positions of cells
and also matter.
• Parameters εi that characterize various types of irreducible Lorentz tensors resulting
from the tensor product with the form indices in (3.27), as well as the form rank p.
It is important to note that this analysis is true only for those Young diagrams that
describe nonzero tensor modules, i.e., satisfy (2.56) and (2.58).
Let the original o(d, 2) diagram Y be such that h1 ≤ [d2 ] + 1. This condition guarantees
that the restriction (2.58) holds and can always be reached by dualization.
From (3.17) we obtain
Lemma 5
a. For p < [d/2] KerH has ∆ ≤ 0, i.e., n− ≥ n+. For p > [d/2] KerH has ∆ ≥ 0, i.e.,
n− ≤ n+.
b. For p = [d/2] KerH is symmetric under the exchange of and .
Proof: from (3.17) it follows that the exchange of and which changes ∆ to −∆ only
affects the ∆–dependent term in (3.17) which is −1
2
(∆2 − (d− 2p)∆). The latter is even in
∆ if p = [d/2] and smaller (greater) for negative (positive) than for positive (negative) ∆ if
p < [d/2]. 
Lemma 6
Varying various εi in (3.27), H is minimized at
ε1 = . . . = εp′ = 1 , εp′+1 = . . . = εh = 0 , p
′ = min (p, d− p) , (3.39)
i.e., all (dualized for 2p > d) form indices are added to the first p′ rows.
This follows from the observation that only the first term in (3.17) changes for different ǫi
at given p and that from the formula (3.19) applied to the o(d−1, 1) modules it follows that
H is minimized in the case (3.39). 
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Let FL relo(d,2) ⊂ FLo(d,2) be spanned by relevant subspaces V relv
FL relo(d,2) =
∑
v
⊕V relv (3.40)
that are described by those Young diagrams in the Lorentz decomposition of Y (L|o(d, 2))
that have no Lorentz indices in the ([d
2
] + 1)th row, i.e., the lowest row of Y (L|o(d, 2)) is
either zero or fully filled with and cells. Also we use notation
Ωrel =
∑
v
⊕ p
{
... ⊗ V relv . (3.41)
The quotient space V/V rel is zero if the lowest row of Y (L|o(d, 2)) is zero i.e., H1 ≤ [d2 ].
If H1 = [
d
2
] + 1, then V/V rel is spanned by those Vu that are described by the Lorentz
Young diagrams that have one Lorentz vector cell in the ([d
2
] + 1)th row and still respect
the condition (2.58) (note that two Lorentz cells in the ([d
2
] + 1)th row is incompatible with
(2.58)). This case, however, is ruled out by
Lemma 7
KerH ⊂ Ωrel.
The proof follows from Lemma 6 along with the observation that by formula (3.19) applied
to the Lorentz algebra o(d − 1, 1) (i.e., with d + 2 replaced by d) the contribution of the
Lorentz cell in the [d
2
] + 1 row of the Lorentz diagram to the first term in (3.17) is zero
for odd d and 1
2
for even d. Replacing this cell by or therefore does not increase this
contribution. Using Lemma 5 we observe that in the case of p ≤ [d/2], ∆ ≤ 0 ( p ≥ [d/2],
∆ ≥ 0) the replacement of the Lorentz cell in the [d
2
] + 1 row by a ( ) cell decreases the
last term in (3.17). Hence KerH is minimized on Ωrel.
Thus, it remains to consider Ωrel. The following simple observations solve the problem.
Lemma 8
KerH consists of those Young diagrams in Ωrel that contain either cells or cells.
Proof: firstly, we observe that if there is a pair of and in some column, its removal
leads to the Lorentz diagram that can be obtained from the o(d, 2) Young diagram with the
removed two cells at the same positions. In this case only the second term in Eq. (3.17)
changes and from Eq. (3.19) it follows that the resulting diagram has smaller H.


[d/2]+1
=⇒


[d/2]+1
(3.42)
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After no and are left in any column, the same can be done in any row

[d/2]+1
=⇒


[d/2]+1
(3.43)
Eventually, one is left with the relevant diagrams of the form
r r r r r
r r r
r r r r r r r r (3.44)
where the dots encode either only cells or only cells. 
Lemma 8 implies in particular that the full pattern of the double dimensional reduction
of o(d, 2) modules into o(d− 1, 1) modules is not needed for the analysis of KerH, i.e., it is
enough to use the pattern (3.29) of the dimensional reduction along either or extra
dimension.
From Lemma 5 then follows that if p < d
2
(p > d
2
), KerH is concentrated on the diagrams
with no ( ) cells and if p = d
2
, KerH is concentrated on the diagrams with either only
or only cells.
Finally, we need
Lemma 9
Let Yp , Yp−1 ⊂ Ωrel be two Lorentz Young diagrams of the class prescribed by Lemma 6 for
p and p− 1 forms, respectively, and such that Yp results from Yp−1 via addition of the form
Lorentz index to the pth row followed by the replacement by of a Lorentz cell in some qth
row with q 6= p. Then H(Yp−1) > H(Yp) for q > p and H(Yp−1) < H(Yp) for q < p.


p
Yp
⇐⇒

p−1
Yp−1
(3.45)
Taking into account that ∆ + p in Eq. (3.17) remains the same in the two diagrams, the
proof is analogous to that of Lemma 8 .
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From Lemma 9 it follows that, for p < d
2
, H may vanish only for the maximal possible
number of cells below the pth row and no cells above the pth row. Hence, it remains
to consider the Lorentz Young diagram
Y (L1 + 1, . . . Lp + 1, Lp+2 . . . Lh|o(d− 1, 1)) =
L1 + 1
L2 + 1
Lp−1 + 1
Lp + 1
Lp+2
Lh
(3.46)
The Lorentz Young diagram (3.46) has the (p + 1)th row missed compared to the original
o(d, 2) Young diagram because Lp+1 cells are inserted below the p
th row. This yields
∆ = −Lp+1 . (3.47)
Let us show that indeed H = 0 in this case. First of all we observe using (3.19) that
the contribution of every (p + l)th row with l > 0 in (3.46) to the Lorentz Casimir in (3.17)
cancels that of the (p + l + 1)th row in the o(d, 2) Casimir because the shift of dimension
d→ d+2 exactly compensates the shift of the label i. The remaining contributions are due
to the first p lines in the Lorentz Casimir, the first p+ 1 lines of the o(d, 2) Casimir and the
third term in (3.17), i.e., taking into account (3.47),
H = 1
2
(
p∑
i=1
[Li(Li + d+ 2− 2i)− (Li + 1)(Li + d+ 1− 2i)]
+ Lp+1(Lp+1 + d− 2p)− (Lp+1 + p)(Lp+1 + p− d))
= −
p∑
i=1
(d+ 1− 2i)− p(p− d) = 0 . (3.48)
Thus we arrive at the following
Theorem
Let the original o(d, 2)–module be FLo(d,2), and G
L,p
o(d−1,1) be a linear space of o(d−1, 1) tensors
described by the Young diagram
Y (L1 + 1, L2 + 1, . . . , Lp + 1, Lp+2, Lp+3, . . . |o(d− 1, 1)) , (3.49)
that results from Y (L|o(d, 2)) by cutting the (p + 1)th row and adding a cell to each of the
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first p rows


p ⊗ ⇒ ⇒
FLo(d,2)
 ❅ ❅ ❅ ❅ ❅
GL,po(d−1,1)
(3.50)
The cohomology Hp(σ−, FLo(d,2)) and its conformal dimension ∆ are
2p < d : Hp(σ−, FLo(d,2)) = G
L,p
o(d−1,1) , ∆ = −Lp+1 , (3.51)
2p > d : Hp(σ−, F
L
o(d,2)) = G
L,p
o(d−1,1) , ∆ = Lp+1 , (3.52)
d = 2p, Lp+1 > 0 : H
p(σ−, F
L
o(d,2)) = G
L,p
o(d−1,1) ⊕GL,po(d−1,1), ∆ = ±Lp+1 , (3.53)
d = 2p, Lp+1 = 0 : H
p(σ−, F
L
o(d,2)) = G
L,p
o(d−1,1) , ∆ = 0 . (3.54)
3.5 Dynamical interpretation
According to general σ− cohomology analysis sketched in Section 2.3, for a p-form gauge
field valued in the o(d, 2)–tensor module FLo(d,2), H
q(σ−, FLo(d,2)) = G
L,q
o(d−1,1) with q = p− 1, p
and p + 1 describe, respectively, differential gauge symmetry parameters εdif(x), dynamical
fields φdyn(x) and gauge invariant ground field strengths C(x) called Weyl tensors. Since
GL,qo(d−1,1) is irreducible as a Lorentz module, all these objects have definite symmetry proper-
ties and are traceless. In particular, the tracelessness of the dynamical fields φdyn(x) is due
to Stueckelberg symmetries which generalize the spin two dilatation symmetry to a general
conformal field. Note that the HS dilatation symmetry was considered in [66] for the case of
spin three where it was shown that it leaves invariant the spin three generalized Weyl tensor
(see also [67] for more examples).
Let a representative of Hp(σ−, FLo(d,2)) be described in terms of the coefficients
Ωa1...ap;A
1
1...A
1
L1
,A21...A
2
L2
... in Eq. (2.68). Let Φa1...ap;A11...A1L1 ,A
2
1...A
2
L2
... be an arbitrary auxiliary
tensor, that has the same properties as Ω, i.e., it belongs to L with respect to the indices
Ai and is totally antisymmetric with respect to the form indices a.
For 2p ≤ d a representative of Hp(σ−, FLo(d,2)) is defined by
〈Φ|Ω〉 = Φb1...bp; a11...a1L1 ,...,ap1 ...apLp ,− . . .−︸ ︷︷ ︸
Lp+1
,ap+21 ...a
p+2
Lp+2
...ah1 ...a
h
Lh
ω
a11...a
1
L1
b1,...,a
p
1...a
p
Lp
bp,a
p+2
1 ...a
p+2
Lp+2
,...,ah1 ...a
h
Lh , (3.55)
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where ω
a11...a
1
L1+1
,...,ap1...a
p
Lp+1
,ap+21 ...a
p+2
Lp+2
...ah1 ...a
h
Lh is an arbitrary tensor valued in GL,po(d−1,1) (3.50)
to parametrize cohomology. To strip off Φ one should insert a Young projector Π that
enforces |Ω〉 (3.55) to satisfy the irreducibility conditions (2.53)-(2.55) of Y (L, o(d, 2)).
Analogously, for 2p ≥ d, a representative of Hp(σ−, FLo(d,2)) is
〈Φ|Ω〉 = ǫb1...bp′ c1...cpΦc1...cp; a11...a1L1 ,...,ap′1 ...ap′Lp′ ,+ . . .+︸ ︷︷ ︸
L
p′+1
,ap
′+2
1 ...a
p′+2
L
p′+2
,...,ah1 ...a
h
Lh
×ωa
1
1...a
1
L1
b1,...,a
p′
1 ...a
p′
L
p′
bp′ ,a
p′+2
1 ...a
p′+2
L
p′+2
,...,ah1 ...a
h
Lh , (3.56)
where p′ = d− p. For 2p = d the representatives (3.55) and (3.56) are different at Lp+1 6= 0
and coincide at Lp+1 = 0.
The gauge field transformation law can be represented in the form
δφdyn = LLp εdif , (3.57)
where LLp is a differential operator of order
q = Lp − Lp+1 + 1 , (3.58)
that maps tensor fields in GL,p−1o(d−1,1) to those in G
L,p
o(d−1,1). Note that in the case Lp > Lp+1 the
operator LLp contains more than one derivative. In this respect, the corresponding conformal
fields are analogues of the so-called partially massless fields in AdSd originally discovered by
Deser and Nepomechie in [68] and investigated further in [69, 70, 71, 72, 73, 16, 36, 49, 50]. In
fact, as discussed in Section 3.6, the system of conformal partially massless fields considered
in [16] provides a particular example of conformal systems considered in this paper.
On the other hand, the gauge transformation law contains one derivative in the case
where Lp = Lp+1, i.e., the p
th row of the original o(d, 2) Young diagram is not a lowest row
of some block in the maximal block decomposition. For example this is the case in conformal
gravity where p = 1 and L1 = L2 = 1 , L3 = L4 = . . . = 0.
Analogously, in the case where the (p+ 1)th row is not a lowest row of some block in the
maximal block decomposition, the corresponding Weyl tensor contains one derivative of the
dynamical field φdyn. In this case, the nontrivial cohomology Hp+1 appears at the lowest
level and, correspondingly, the condition that the lowest curvature is zero analogous to the
zero-torsion condition in gravity imposes not only constraints on the auxiliary fields but also
nontrivial differential equations on the dynamical fields.
In fact, LLp is determined up to an overall factor by a chosen o(d, 2) Young diagram
Y (L|o(d, 2)) and a nonnegative integer p. Its form is determined by the Lorentz irreducibility
properties of GL,p−1o(d−1,1) and G
L,p
o(d−1,1). To make it explicit, it is useful to introduce the Lorentz
invariant scalar product on GL,po(d−1,1)
(χ , φ) = χa
1
1...a
1
L1+1
,a21...a
2
L2+1
,... φa11...a1L1+1,a
2
1...a
2
L2+1
,... (3.59)
We have for χ ∈ GL,po(d−1,1) and ε ∈ GL,p−1o(d−1,1),
(χ ,LLp ε) = χa
1
1...a
1
L1+1
,a21...a
2
L2+1
,...,ap1 ...a
p
Lp+1
,ap+21 ...a
p+2
Lp+2
,ap+31 ...a
p+3
Lp+3
...
(3.60)
×∂ap
Lp+1+1
∂ap
Lp+1+2
. . . ∂ap
Lp +1
εa11...a1L1+1,a
2
1...a
2
L2+1
,...,ap1...a
p
Lp+1
,ap+21 ...a
p+2
Lp+2
,ap+31 ...a
p+3
Lp+3
... .
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To strip off the auxiliary parameter χ one has to insert the projector Π to GL,po(d−1,1)
(LLp ε)a11...a1L1+1,a21...a2L2+1,...,ap1...apLp+1,ap+21 ...ap+2Lp+2 ,ap+31 ...ap+3Lp+3 ... (3.61)
= Π(∂ap
Lp+1+1
∂ap
Lp+1+2
. . . ∂ap
Lp +1
εa11...a1L1+1,a
2
1...a
2
L2+1
,...,ap1 ...a
p
Lp+1
,ap+21 ...a
p+2
Lp+2
,ap+31 ...a
p+3
Lp+3
...) ,
that removes traces and imposes Young symmetrizations. This projector is fairly complicated
in the general case. Fortunately, in many cases, its manifest form is not needed for practical
analysis where it suffices to use Eq. (3.60).
The Weyl tensor C ∈ GL,p+1o(d−1,1) is obtained by a similar procedure with p replaced by p+1
C(φdyn) = LLp+1φdyn . (3.62)
Being a part of the manifestly gauge invariant curvature (2.26), the Weyl tensor is gauge
invariant. This implies
LLp+1LLp ≡ 0 . (3.63)
This relation with various p expresses the gauge invariance of the Weyl tensor, gauge sym-
metries for gauge symmetries, Bianchi identities
LLp+2C(φdyn) = 0 . (3.64)
and syzygies (i.e., Bianchi identities for Bianchi identities). In fact it is not difficult to
see directly that the identity (3.63) is true because in (3.60) with ε = LLp−1ε
′ some two
derivatives will be contracted with two indices of the same column in χ. Eq. (3.63) expresses
the complex associated to o(d, 2)-module homomorphisms discussed in [41].
The space of gauge invariant field strengths associated to the conformal Weyl tensors
coincides with the space of Weyl tensors introduced in [33] in the analysis of massless mixed
symmetry fields in AdSd. As discussed in Section 6, the full σ− cohomology in the AdS case
differs from that of the conformal case. This difference allows in particular second order wave
equations for the fields in AdSd associated to the additional AdS cohomology. Weyl tensors
in the AdS theory describe those components of the HS curvatures that remain nonzero
on shell. Remarkably, this part of the AdS cohomology is inherited from the conformal
cohomology. For example, in Einstein gravity, Einstein equations are associated to the
Einstein AdS cohomology while the Weyl tensor contains those components of the Riemann
tensor that can be nonzero on shell.
3.6 Examples
3.6.1 Maxwell theory and differential forms
4d Maxwell theory provides an example of a gauge conformal system. It corresponds to
the case of a one-form gauge field valued in the trivial o(d, 2)-module L = (0, 0, . . .). By
Theorem of Section 3.4, G0,po(d−1,1) (3.49) is the space of rank-p antisymmetric tensors. For
the case of gauge one-form (i.e., p = 1) we have scalar gauge parameter ǫ(x) (G0,0o(d−1,1)),
vector dynamical field A(x) = dxnAn(x) (G
0,1
o(d−1,1)) with the gauge transformation law
δA(x) = dǫ(x) (3.65)
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and antisymmetric field strength Ca,b(x) (G
0,2
o(d−1,1)) built from first derivatives of An(x)
dA(x) = ha ∧ hbCa,b(x) , (3.66)
where ha is vierbein of 4d Minkowski space (ha = dxa in the Cartesian coordinate system).
Clearly, Ca,b(x) identifies with the Maxwell tensor.
More generally, for a p–form gauge field in the trivial representation of o(d, 2), we have
a (p − 1)–form gauge parameter, a p-form dynamical field and a (p + 1)–form ground field
strength. Although this structure holds for any d, as demonstrated in Section 4, the form of
conformal invariant field equations and, in particular, their order depends on d.
3.6.2 Conformal gravity
In the case of conformal gravity, the gauge field is a one-form valued in the adjoint o(d, 2)–
module, i.e., p = 1 and L = (1, 1, 0, 0, . . .). According to Theorem of Section 3.4, the
differential gauge parameter in GL,0o(d−1,1) = Y (1, 0, 0, . . . |o(d − 1, 1)) is a Lorentz vector εa,
the dynamical field in GL,1o(d−1,1) ∼ Y (2, 0, 0, . . . |o(d−1, 1)) is a traceless symmetric tensor gab,
and the ground field strength in GL,2o(d−1,1) ∼ Y (2, 2, 0, . . . |o(d − 1, 1)) is a Lorentz traceless
tensor Cab,cd described by the “window” Young diagram . These results agree with the
standard analysis of conformal gravity. Namely differential gauge symmetries are linearized
diffeomorphisms. The dynamical fields characterize conformal equivalence classes of the
metric, described at the linearized level by a traceless symmetric tensor. The gauge invariant
ground field strength is the Weyl tensor.
In more familiar field–theoretical terms, the σ− cohomological analysis is equivalent to
the following. The dilatation gauge one-form b is Stueckelberg. It can be gauge fixed to zero
b = 0 (3.67)
by a special conformal gauge transformation with the parameter ǫ˜a(x) = ǫa−. (Here one uses
that ha is nondegenerate.) The leftover gauge symmetries are local translations, Lorentz
transformations and dilatations. The latter two are also Stueckelberg, taking away the
antisymmetric and trace parts of the linearized fluctuation h˜n
a of the vielbein. Apart from
the traceless symmetric part of h˜n
a, the remaining fields include the Lorentz connection ωab
and special conformal connection fa. These are auxiliary fields. The Lorentz connection ωab
is expressed via vielbein by the standard zero–torsion constraint
Ra = 0 . (3.68)
fa enters the dilatation curvature and the Lorentz curvature. The antisymmetric part of fn
a
can be adjusted to set the dilatation curvature to zero R = 0 . The symmetric part of fn
a
can be adjusted to set the trace part of the Lorentz curvature Rnm ;a,b to zero. The part of
the Lorentz curvature Rnm ;a,b antisymmetric in three indices is zero by virtue of the Bianchi
identity that follows from the zero–torsion constraint (3.68). The nonzero components of
the Lorentz curvature Rnm ;a,b are therefore contained in its traceless part described by the
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window Lorentz Young diagram. This is the Weyl tensor. All these facts can be concisely
written in the form
Rab(x) = h
c ∧ hdCca,db(x) , (3.69)
where Rab is the Lorentz curvature two-form and Cab,cd describes the Weyl tensor in the
symmetric basis, i.e.,
Cab,cd = Cba,cd = Cab,dc , C(ab,c)d = 0 , C
a
a,cd = 0 . (3.70)
Note that the relation with the conventional definition in the antisymmetric basis is
C[ac],[bd] =
1
3
(Cab,cd − Ccb,ad) , Cab,cd = C[ac],[bd] + C[bc],[ad] . (3.71)
As is well known, the condition Cab,cd = 0 implies that metric is conformally flat, i.e., the
dynamical field is pure gauge. This fact is a simple consequence of the unfolded formulation of
conformal gravity. Indeed, taking into account that, locally, any two o(d, 2) flat connections
are related by a o(d, 2) gauge transformation and that o(d, 2) gauge transformations contain
local dilatations of the metric, it follows that the metric tensor is conformally flat iff the
Weyl tensor is zero.
Let us note that the special conformal connection fa appears on the right hand side of
Einstein equations. This agrees with the fact that (linearized) Einstein equations are not
conformal invariant because the condition fa = 0 or fa = λ2ha are only Poincare´ or AdSd
invariant. A similar phenomenon takes place for most of conformal systems: to obtain a
unitary field-theoretical system with second-order field equations one has to set to zero some
of components of the conformal gauge fields, that breaks down conformal symmetry. This
phenomenon is anticipated to play important role for the study of σ− cohomology of the
Poincare’ or AdS algebra in terms of conformal algebra. The case of trivial gauge o(d, 2)-
module is exceptional in this respect. Hence, the case of forms considered in Section 3.6.1,
that includes 4d Maxwell theory, conforms with unitarity.
3.6.3 Rectangular diagrams
Let us consider a rectangular o(d, 2) Young diagram of length s− 1 and height h, i.e.,
L = (s− 1, . . . , s− 1︸ ︷︷ ︸
h
, 0, . . . 0 . . . 0) . (3.72)
There are two options. GL,po(d−1,1) with p < h is the space of Lorentz tensors described by
the Young diagram composed of two blocks. The higher one has length s and height p and
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the lower one has length s− 1 and height h− p− 1
GL,po(d−1,1) , p < h , h− p− 1
p
h− 1
}



︸ ︷︷ ︸
︷ ︸︸ ︷
s− 1
s
. (3.73)
GL,po(d−1,1) with p ≥ h is the space of Lorentz tensors described by the flag Young diagram
resulting from the addition the first column of height p to the original rectangular Young
diagram
GL,po(d−1,1) , p ≥ h ,
h
p
}

︷ ︸︸ ︷s
. (3.74)
The cases with p = h− 1 and p = h are of most interest.
In the case p = h− 1, physical fields are described by the rectangular Young diagram of
length s and height h− 1
φdyn : h− 1

︸ ︷︷ ︸
s
. (3.75)
Weyl tensor is described by the rectangular Young diagram of length s and height h
C : h

︸ ︷︷ ︸
s
(3.76)
and gauge parameter εdif is described by the diagram
εdif : h− 2


︸ ︷︷ ︸
︷ ︸︸ ︷
s− 1
s
. (3.77)
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These fields generalize the single row symmetric conformal HS fields of [1, 14], which cor-
respond to the case of h = 2, p = 1 as well as the case of h = d
2
, p = h − 1 considered
recently in [15], to an arbitrary rectangular block. The example of forms of Subsection 3.6.1
corresponds to s = 1. 4d conformal gravity has h = s = 2, p = 1. In all cases with p = h−1,
the Weyl tensor C contains s derivatives of φdyn and the gauge transformation law of φdyn
contains one derivative of the gauge parameter εdif .
In the case p = h, physical fields are described by the rectangular Young diagram of
length s and height h
φdyn : h

︸ ︷︷ ︸
s
. (3.78)
Weyl tensor is described by the diagram
C : h


︷ ︸︸ ︷s
. (3.79)
The gauge parameter is described by the rectangular Young diagram of length s and height
h − 1. The Weyl tensor C contains one derivative of the dynamical field φdyn, while the
gauge transformation of the latter contains s derivatives of εdif . This example generalizes
to any h partially massless conformal fields considered in [16, 36], which correspond to the
case of h = 1. Again, the degenerate case of s = 1 describes differential forms.
Finally, consider the case of a one-form gauge field in the single column representation
of height h. In this case, dynamical field is the hook of height h− 1
φdyn : h− 1


(3.80)
the gauge parameter is a rank h− 1 antisymmetric tensor
εdif : h− 1


(3.81)
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and the gauge invariant field strength is a two column traceless tensor with h−1 cells in the
first column and two cells in the second column
C : h− 1


. (3.82)
For the particular case of h = 3 this gives three-cell hook dynamical field with anti-
symmetric tensor as a gauge parameter and window as the generalized Weyl tensor.
Both the gauge transformation law and the expression for the Weyl tensor in terms of the
dynamical fields contain one derivative. Let us note that this pattern is analogous to that
of the hook field in flat [74, 7, 75, 76] and AdSd [77] spaces. The difference is that in the
conformal case the dynamical field is traceless while in the AdS case it is not [77]. This is
analogous to the case of gravity where the dynamical field is traceless in the conformal case
and traceful in the AdS or Poincare’ case. On the other hand, in the Poincare´ invariant case
the hook system acquires an additional gauge symmetry with the symmetric tensor gauge
parameter [74, 77].
3.7 Structure of unfolded conformal equations
From the analysis of σ− cohomology it follows that, in the system described by a gauge p-form
field with 2p ≤ d, all components of the curvature p + 1-forms with conformal dimensions
∆ < ∆(Hp+1(σ−, FLo(d,2))) can be set to zero imposing no restrictions on the dynamical
fields, i.e., these equations are zero-torsion-like constraints that express auxiliary fields via
derivatives of the dynamical fields. Let us write these equations symbolically as
R...− = 0 , ∆(R−) < ∆(H
p+1(σ−, FLo(d,2))) . (3.83)
The lowest conformal dimension of curvatures components RC that cannot be set to zero by
some choice of constraints on the connections is ∆(Hp+1(σ−, FLo(d,2))). Then the equation
R···C = h
··· ∧ . . . h···︸ ︷︷ ︸
p+1
C ··· (3.84)
is a constraint that expresses some auxiliary fields contained in the p-form gauge field
W ∈ FL,po(d,2) and the generalized Weyl zero-form C ∈ Hp+1(σ−, FLo(d,2)) via derivatives of
the dynamical fields φdyn ∈ Hp(σ−, FLo(d,2)) imposing no restrictions on the latter.
More precisely, the equation (3.84) reads as
ΦA11...A1L1 ,...,A
h
1 ...A
h
Lh
R
A11...A
1
L1
,...,Ah1 ...A
h
Lh
C = Φa11...a1L1 ,...,a
p+1
1 ...a
p+1
Lp+1
,− . . .−︸ ︷︷ ︸
Lp+2
,ap+31 ...a
p+3
Lp+3
,...,ah1 ...a
h
Lh
hb1 ∧ . . . ∧ hbp+1Ca
1
1...a
1
L1
b1,...,a
p+1
1 ...a
p+1
Lp
bp+1,a
p+3
1 ...a
p+3
Lp+2
,...,ah1 ...a
h
Lh , (3.85)
where ΦA11...A1L1 ,...,A
h
1 ...A
h
Lh
∈ FLo(d,2) is an auxiliary parameter introduced to avoid complicated
projectors. From this formula it follows that nonzero components of the p+1–form curvature
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R
A11...A
1
L1
,...,Ah1 ...A
h
Lh
C belong to the space U
L,p
o(d−1,1) of fiber Lorentz tensors described by the
Young diagram that results from the o(d, 2) Young diagram FLo(d,2) by cutting its (p + 2)
th
row


p


p + 2
⇒ ⇒
FLo(d,2)
 ❅ ❅ ❅ ❅ ❅
UL,po(d−1,1)
(3.86)
(Let us stress that this prescription refers to the fiber indices, while the differential form
indices remain untouched.)
A useful viewpoint is to interpret the Maxwell tensor Ca,b(x) in (3.66), Weyl tensor
Cab,cd(x) in (3.69) and generalized Weyl tensors C in (3.84) as new zero-form fields valued
in Hp+1(σ−, FLo(d,2)). With this interpretation one can say that the generalized Weyl tensor
fills in nontrivial σ− cohomology in the gauge curvature so that the equation (3.84) becomes
an algebraic constraint that expresses generalized Weyl tensors and, may be, some other
auxiliary gauge fields via derivatives of the dynamical fields. Being defined in terms of the
gauge invariant curvatures, the generalized Weyl tensors are manifestly gauge invariant.
In fact, the generalized Weyl tensor C is the ground (primary) field of an infinite dimen-
sional o(d, 2)-module called Weyl module. To uncover its structure one has to study Bianchi
identities that by virtue of the definition (3.84) of the generalized Weyl tensor impose re-
strictions on the derivatives of C(x). Denoting the unrestricted combinations of derivatives
of C(x) as new fields CI(x), eventually leads to the equations of the form
D0CI(x) = 0 , (3.87)
where the zero–forms CI(x) take values in some infinite dimensional o(d, 2)–module W off
(index I), which we call off-shell Weyl module, while the generalized Weyl tensor C(x) is
valued in its vacuum subspace with minimal conformal dimension. D0 is the o(d, 2) covariant
derivative in W off , built from the vacuum o(d, 2) connection W0. The higher components
of CI , i.e., those that have higher conformal dimension than the ground Weyl tensor, are
expressed by virtue of (3.87) via derivatives of the latter (see also Section 5).
In terms of zero-forms CI , the full unfolded system consists of the covariant constancy
equation (3.87) along with the equations that extend Eqs. (3.83) and (3.84) to all conformal
dimensions
R··· = W ···0 ∧ . . .W ···0︸ ︷︷ ︸
p+1
C··· . (3.88)
The equations (3.87) and (3.88) are formally consistent for any o(d, 2) flat connection and
provide a particular example of the linearized unfolded system (2.26), (2.27). This system is
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off-shell because it imposes no differential conditions on the physical field φdyn. Nontrivial
conformal equations result from the farther reduction of W off as discussed in Section 5.
Conformal dimension of the Weyl tensor valued in the Lorentz module GL,p+1o(d−1,1) can be
read off the equation (3.84)
∆C = −Lp+2 + p+ 1 , 2(p+ 1) ≤ d ,
∆C = Lp+2 + p+ 1 , 2(p+ 1) ≥ d . (3.89)
Here the terms with Lp+2 result from Lp+2 or cells in the original o(d, 2) tensor mod-
ule L where the p-form connection W1 and the p + 1-form curvatures R1 are valued. The
p-dependent terms come from the contribution of the background frame one-forms in (3.84),
since being associated to translations, each of the vielbein one-forms carries conformal di-
mension 1. In the case of 2(p+1) = d the Weyl tensors with both conformal dimensions are
present.
Analogously, representing the gauge p-form W1 in terms of the zero-form dynamical field
φdyn and the (p − 1)-form gauge parameter in terms of the zero-form differential gauge
parameter ǫdif as
W ···1 = h
··· ∧ . . . h···︸ ︷︷ ︸
p
φdyn··· , ǫ···1 = h
··· ∧ . . . h···︸ ︷︷ ︸
p−1
ǫdif ··· , (3.90)
implies that
∆φdyn = −Lp+1 + p , 2p ≤ d ,
∆φdyn = Lp+1 + p , 2p ≥ d . (3.91)
∆ǫdif = −Lp + p− 1 , 2(p− 1) ≤ d ,
∆ǫdif = Lp + p− 1 , 2(p− 1) ≥ d . (3.92)
As explained in Section 2.2, that the system of equations (3.87) and (3.88) along with
(2.19) is unfolded implies that it is conformal invariant. By the general formula (2.41),
the transformation law consists of two parts. The standard part, that results from the
terms linear in W0, is the transformation law in the module where W1 is valued. Additional
terms, that mix forms of different degrees, originate from the terms nonlinear in W0. This
modification leads in particular to the nontrivial conformal transformation for the spin one
field, described by a one-form valued in the trivial o(d, 2)-module. Indeed, from the unfolded
equation (3.66) it follows that
δAn = 2ε
n(x)hmn Cnm(x) = 2
(
εm(x)∂mAn + ∂n(ε
m(x))Am − ∂n(εm(x)Am)
)
, (3.93)
where the last terms describes a field-dependent gauge transformation.
An important consequence of Eq. (3.87) and general formula (2.41) applied to zero-forms
δCI = (ǫ(x) · C)I (3.94)
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is that generalized Weyl tensors are invariant under special conformal gauge transformations,
i.e., generalized Weyl tensors are primary conformal fields. Indeed, since Weyl tensor has
minimal conformal dimension ∆ in the Weyl module, its special conformal transformation
is zero because it increases conformal dimension. Let us stress that, being a consequence of
the unfolded formulation, the proof of this fundamental property does not use the manifest
form of C(φdyn).
4 Conformal actions
4.1 Generalities
Manifestly gauge invariant actions can be easily constructed from gauge invariant tensors
C(φdyn) and their derivatives E(C)
S =
∫
ddxL(E(C(φdyn))) . (4.1)
However, most of these actions are not conformal. Let us consider some examples.
The action of four dimensional Maxwell electrodynamics is
S =
1
2
∫
d4xCa,b(φdyn)Ca,b(φ
dyn) , (4.2)
where Ca,b(φ
dyn) is the Maxwell tensor, which in our terms is the generalized Weyl tensor for
the one-form conformal field An = φ
dyn
n in the trivial representation of the conformal group.
Conformal action of linearized 4d conformal gravity is
S =
1
2
∫
d4xCab,cd(φdyn)Cab,cd(φ
dyn) , (4.3)
where φdynab is the traceless part of linearized metric and Cab,cd(φ
dyn) is the linearized Weyl
tensor.
These actions are both gauge invariant and conformal invariant, as well as the actions of
4d conformal symmetric HS fields [1], which in our notations are
S =
1
2
∫
d4xCa1...as,b1...bs(φdyn)Ca1...as,b1...bs(φ
dyn) . (4.4)
φdyna1...as are metric-like HS fields that are rank s traceless symmetric tensors where s is spin.
However, Maxwell action and HS actions (4.4) are not conformal beyond d = 4 [14]
because the dilatation invariance requires conformal dimension ∆L of a Lagrangian to match
that of the volume element. Namely, as we demonstrate shortly, the necessary condition is
∆L = d . For a Lagrangian
L = Ψ1E(∂)Ψ2 (4.5)
bilinear in the fields Ψ1 and Ψ2 of conformal dimensions ∆1 and ∆2, respectively, ∆L =
∆1 +∆2 + q, provided that the differential operator E(∂) has order q. Hence the dilatation
invariance requires
q = d−∆1 −∆2 . (4.6)
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Since conformal dimensions (3.51)-(3.54) of generalized Weyl tensors are d–independent, this
implies that q should increase with d. The condition (4.6) is necessary but not sufficient,
however, because it does not guarantee invariance of the Lagrangian under special conformal
transformations. As demonstrated in Section 4.2, the latter condition restricts strongly E(∂)
and ∆1,2.
The simplest way to check global conformal invariance is to use that global conformal
symmetry transformations in Minkowski geometry are particular o(d, 2) gauge transforma-
tions (2.38)-(2.41). A nice feature of this approach is that, by their definition, the global
transformations leave invariant background (vacuum) connections in the Lagrangian. Nei-
ther, they act on the space-time coordinates xn. As a result, everything is determined by
the conformal properties of the fields that enter Lagrangian.
Let us analyze the transformation of a Lagrangian under the global transformations
(2.38)-(2.41). We shall discard total derivatives, hence checking invariance of the action.
(Note that the total derivative terms are artifacts of our formalism in which space-time
coordinates are not affected by the global symmetry transformations.) In this analysis one
should take into account that, in accordance with the form of unfolded equations (d +
dxaPa)C = 0 in Cartesian coordinates with the vielbein one-form h
a = dxa, the translation
generator is
Pa = − ∂
∂xa
. (4.7)
Invariance under global translations requires E in (4.5) be x-independent. The variation
under global dilatation with the constant parameter ǫ gives, taking into account (2.39) and
(2.41),
δL = ǫ(∆1 +∆2 + q − d)L+ ǫ∂n(xnL) . (4.8)
Hence, the condition (4.6) indeed guarantees global dilatation invariance.
Lorentz invariance requires Lorentz indices be contracted by the Lorentz invariant metric
or epsilon symbol. In this paper we mostly consider p-even models free of the epsilon symbol.
Let Lorentz tensor fields Ψ(x) be realized as Fock vectors analogous to (2.51)
|Ψ(x)〉 =
∑
l1≥0,l2≥0,...
1√
l1!l2! . . .
Ψa
1
1...a
1
l1
,a21...a
2
l2
...(x)a†1
a11
. . . a†1
a1
l1
a†2
a21
. . . a†2
a2
l2
. . . |0〉 . (4.9)
Lorentz generators are given by the formula analogous to (2.46)
T ab =
∑
i
(
a†aiabi − a†biaai
)
. (4.10)
Also the field |Ψ〉 and its conjugate 〈Ψ| are assumed to be Lorentz irreducible, satisfying the
conditions
tij |Ψ〉 = 0 , (4.11)
tij |Ψ〉 = 0 j > i , (4.12)
(tii − li)|Ψ〉 = 0 , no summation over i, (4.13)
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where
tij = a†aia†bjηab , tij =
1
2
{a†ai , abj}ηab , tij = aai abjηab (4.14)
and non-negative integers li satisfy lj ≥ li for i > j, characterizing the lengths of rows of a
Young tableau associated to the Lorentz module V l (l = (l1, l2, . . . lh)), where |Ψ〉 is valued.
Analogously,
〈Ψ|tij = 0 , 〈Ψ|tij = 0 j < i , 〈Ψ|(tii − li) = 0 . (4.15)
In these terms, a general Poincare´ invariant Lagrangian for |Ψ1〉 and |Ψ2〉 valued in the
same Lorentz module V reads
L = 〈Ψ1|E|Ψ2〉 , (4.16)
where
E = E(,Θij) (4.17)
and
 = ∂a∂a , Θ
i
j = a
†i aabj∂a∂b . (4.18)
Let us note that the operators Θij satisfy “almost glh” commutation relations
[Θij ,Θ
l
k] = 
(
δljΘ
i
k − δikΘlj
)
, [Θij ,] = 0 . (4.19)
These relations extend to “almost sp(2h)” by adding the operators
Θij = a†i aa†j b∂a∂b , Θij = aai a
b
j∂a∂b , (4.20)
that satisfy
[Θij ,Θ
nm] = (δni Θ
m
j + δ
n
jΘ
m
i + δ
m
i Θ
n
j + δ
m
j Θ
n
i) (4.21)
(other commutators are zero). A nonlocal rescaling to sp(2h) is (Θij,Θ
ij,Θij) −→ −1(θij , θij, θij).
It is easy to see that any operator of the form (4.17) has the following commutation
relations with the Lorentz generator (4.10)
[Tab , E] = Ea∂b − Eb∂a , Ea = [E , xa] = ∂E(∂)
∂∂a
. (4.22)
The meaning of (4.22) is that, as is obvious from (4.17) and (4.18), Lorentz rotation of
indices carried by oscillators is equivalent to that of indices carried by derivatives. Another
useful relation is
Ea∂a = qE , (4.23)
where q is the order of the differential operator E(∂). Note that in the case where Ψ1,Ψ2 ∈ V
and the Lagrangian is free of the epsilon symbol, q is even because it equals to 2dimV minus
twice a number of metric tensors that contract Lorentz indices.
Using these formulae along with (2.40) and (2.41) it is easy to see that, as anticipated, any
Lagrangian (4.16) is Lorentz invariant up to a total derivative, hence leading to the Poincare´
invariant action. Eq. (4.6) guarantees scaling invariance. Analysis of special conformal
symmetry is less trivial. Note that, from the action perspective, one difference between
special conformal transformations and translations is that the actions are invariant under
translations because the integration allows us to discard total derivatives δL ∼ PaΣa. In the
case of special conformal transformations, the terms δL ∼ KaΣa cannot be integrated out.
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4.2 Special conformal symmetry
Now we are in a position to derive the full conformal invariance conditions on E at the
condition that the fields Ψ1,2 in the Lagrangian (4.16) are primaries, i.e., that they do not
transform directly under special conformal gauge transformations. The global special con-
formal transformation of primary fields is entirely described by the x-dependent dilatations
(2.39), Lorentz transformations (2.40) and translations (2.41) with the parameter ε˜a. It
should be stressed that the condition that Ψ1,2 are primaries does not restrict the class of
conformal Lagrangians because, as is customary in conformal field theory, all other fields are
descendants (i.e., derivatives) of the primary fields. A contribution of descendants can still
be described by the Lagrangian (4.16) with an appropriate differential operator E.
In the unfolded formulation of conformal theory, primary fields are valued in H(σ−)
provided that σ− is defined so that it does not mix differential forms of different degrees.
(This is the case where the terms polylinear inW0 in (2.26) are not included in the definition
of σ− so that it has the form (3.2) in the respective module of the conformal algebra.)
As explained in Subsection (2.3), all other fields are descendants that are expressed via
derivatives of the primaries by the unfolded equations. In the case of conformal gauge fields
studied in Section 3, there are two types of primary fields for every conformal system, namely,
dynamical fields φdyn and Weyl tensors C(φdyn).
An elementary computation shows that, up to total derivatives, the special conformal
variation of the Lagrangian (4.16) with primaries Ψ1,2 is
δL = ε˜a〈Ψ1|
(
−(q − 1 + ∆2)Ea + 1
2
Eb
b∂a + E
bMba
)
|Ψ2〉 , Ebb = ∂
2E
∂ ∂b∂ ∂b
, (4.24)
where we made use of the dilatation invariance condition (4.6). Thus, any E, that satisfies
(4.6) and
−(q − 1 + ∆2)Ea + 1
2
Eb
b∂a + E
bMba ∼ 0 , (4.25)
where ∼ implies equivalence up to terms that are zero by virtue of the irreducibility condi-
tions (4.11)-(4.15), gives rise to a conformal invariant Lagrangian (4.16). This equation has
interesting properties summarized in Appendix, though they are not used directly in this
paper.
Let us look for a solution of Eq. (4.25) of the form
E = E( ,Θi) , Θi = Θ
i
i , no summation over repeated indices. (4.26)
It is not difficult to see that this form of E can always be achieved for Lorentz fields that
satisfy the irreducibility conditions (4.11)-(4.15).
Let E be represented in the form
E =
∮
dt ds ρ(s, t): exp t(+
h∑
i=1
siΘi): , (4.27)
where normal ordering is such that a†ai and aai are moved to the left and right, respectively.
The integration is defined via Cauchy formula normalized in such a way that∮
dww−1 = 1 ,
∮
dwwn = 0 , n 6= −1 (4.28)
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for w = t or w = si. The following useful identities result from partial integration
∮
dtdsσ(s, t)(+
h∑
i=1
siΘi) exp t(+
h∑
i=1
siΘi) = −
∮
dtds
∂
∂t
σ(s, t) exp t(+
h∑
i=1
siΘi) ,
(4.29)
∮
dt ds σ(s, t) tΘj exp t(+
h∑
i=1
siΘi) = −
∮
dtds
∂
∂sj
σ(s, t) exp t(+
h∑
i=1
siΘi) . (4.30)
The computation of (4.24) is not too hard. It is most conveniently accomplished in terms
in the star-product formalism with the normal-ordered star-product ∗ induced by the normal
ordering introduced above. In this computation one sets to zero terms of the form A ∗ tr
or tl ∗ A where tr and tl are operators that are zero by virtue of (4.11)-(4.13) or (4.15),
respectively. The final result is
〈Ψ2|1
2
Eb
b∂a + E
bMba − (q − 1 + ∆2)Ea|Ψ1〉 =
∮
dtds t〈Ψ2| : exp(t(+
h∑
i=1
siΘi))
∑
i
{(
d− 2t ∂
∂t
− 2(∆2 + q + 1)
)
[∂a +
1
2
si(a+ia a
b
i + a
+biaa i)∂b] (4.31)
+
(
si(li +
d
2
+ h− 2i− t ∂
∂t
+
∑
j≥i
sj
∂
∂sj
) + 2 +
∑
j<i
sj(1 + sj
∂
∂sj
)
)
(a+biaa i − a+ia abi)∂b
}
:
σ(s, t)|Ψ1〉.
The condition that the first term on the right hand side of (4.31) is zero demands
σ(s, t) = t(
d
2
−∆2−q−1)σ(s) . (4.32)
Since a power of t in (4.27) determines by virtue of (4.28) an order of the differential operator
in the Lagrangian, this in turn implies that q = 2∆2+2q−d . Comparing this with the scaling
invariance condition (4.6), we obtain that ∆1 = ∆2. Hence, in the sequel we set
∆1 = ∆2 = ∆ =
1
2
(d− q) . (4.33)
Since ∆1 = ∆2, one can choose Ψ1 = Ψ2. Because q is even, the condition (4.33) implies
that Ψ1,2 has integer (half-integer) conformal dimension in even (odd) space-time dimension.
The condition that the second term in (4.31) vanishes gives the following equations on
σ(s) (
si(λi +
∑
j≥i
sj
∂
∂sj
) + 2 +
∑
j<i
sj(1 + sj
∂
∂sj
)
)
σ(s) ∼ 0 , (4.34)
where
λi = li +
(d+ q)
2
+ h− 2i+ 1 . (4.35)
Here ∼ implies equivalence up to terms that are analytic in some of the variables si and
hence do not contribute under the integral (4.27).
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To solve Eq. (4.34), one observes that σ(s) can be represented in the form
σ(s) = σ˜(s1)
h∏
i=1
µi
(
si
si+1
)
, (4.36)
where σ˜(s1) and µi(
si
si+1
) verify the equations
(s(λ1 + s
∂
∂s
) + 2)σ˜(s) = const ∼ 0 , (4.37)
(
si+1λi+1 + s
i(1− λi) + (si − si+1)si ∂
∂si
)
µi
( si
si+1
)
= 0 , (4.38)
which is easy to solve to obtain
σ˜(s) =
∞∑
n=1
(−2)n(λ1 − n− 1)!s−n , µi(x) =
∞∑
n=−∞
(λi+1 − n− 1)!
(λi − n− 1)! x
n . (4.39)
Note that the issue of convergency of this infinite sum is irrelevant because only a finite
number of terms contribute to the Lagrangian. From (4.39) and (4.36) we obtain remarkably
simple explicit formula
σ(s) =
∞∑
ml≥0
(−2)
Ph
k=1mk
h∏
i=1
(li +
(d+q)
2
− i− 1−∑hj=imj)!
(li +
(d+q)
2
− i−∑hj=i+1mj)! (s1)−m1−1 . . . (sh)−mh−1 . (4.40)
4.3 Lagrangian conformal systems
4.3.1 General case
Plugging Eq. (4.40) into (4.32) and (4.27) gives manifest form of the Lagrangian (4.16) for
the primary conformal fields Ψ1,2 valued in a Lorentz tensor module V
l, that have conformal
dimension ∆ related to q via (4.33)
LV
l,q(Ψ1,Ψ2) =
∑
ml≥0
2
Ph
k=1mk
(q/2−∑hk=1mk)!
h∏
i=1
li!(li +
(d+q)
2
− i− 1−∑hj=imj)!
mi!(li −mi)!(li + (d+q)2 − i−
∑h
j=i+1mj)!
∂a11 . . . ∂a1m1∂a
2
1
. . . ∂a2m2 . . .Ψ
a11...a
1
m1
c1m1+1
...c1
l1
,a21...a
2
m2
c2m2+1
...c2
l2
,...
1

q/2−Pimi∂b
1
1 . . . ∂b
1
m1∂b
2
1 . . . ∂b
2
m2 . . .Ψ2 b11...b1m1 c
1
m1+1
...c1
l1
,b21...b
2
m2
c2m2+1
...c2
l2
,... .(4.41)
By construction, LV
l,q(Ψ1,Ψ2) (4.41) is conformal. Let us discuss some of its properties.
The factorials
1
mi!(li −mi)!(q/2−
∑h
k=1mk)!
restrict summation to a finite number of terms in the region 0 ≤ m1 ≤ li,
∑h
k=1mk ≤ q/2 ,
where the rest of factorials are finite for allowed Young tableaux and i ≤ h ≤ d/2.
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It should be stressed that not all terms in (4.41) are independent because the contraction
of indices of Ψ1,2 with those of derivatives implies their symmetrization. In particular, all
differently looking contractions of derivatives within a particular horizontal rectangular block
are equivalent up to a factor to the contraction with its bottom row. Another property is
that all terms that contain more than l1 derivatives contracted with indices of Ψ1 (and hence
Ψ2) are identically zero. We are not aware of a compact analogue of the formula (4.41) that
involves only linearly independent terms.
For Ψ1,2 = φ
dyn, where φdyn is an independent Lorentz tensor field of conformal dimension
(4.33) for a given q ≥ 0, conformal field equations that follow from the Lagrangian (4.41)
written in the form (4.5) with the differential operator EV
l,q are
EV
l,qΨ1,2 = 0 . (4.42)
In particular, in the case of trivial Lorentz representation this gives free Klein-Gordon equa-
tion for a scalar field of canonical conformal dimension ∆ = 1
2
d − 1 as well as the equa-
tions that contain kth power of the D’Alambertian for a scalar field of conformal dimension
∆ = 1
2
d − k. In the case q = 0, the operator E is a constant and the field equation (4.42)
implies Ψ1,2 = 0. Numerous examples of non-gauge invariant Lagrangian conformal field
equations, that follow from the Lagrangian (4.41), were considered in [41].
Comparison of the obtained results with [41] shows that Eq.(4.41) provides the full list
of conformal Lagrangians for conformal fields.
4.3.2 Conformal gauge fields
A particularly interesting case is where Ψ1,2 = φ
dyn for one of the gauge conformal fields,
i.e., φdyn is valued in the tensor space GL,po(d−1,1) and has the conformal dimension (3.91).
Since the conformal dimension (3.91) is integer, from (4.33) it follows that gauge invariant
conformal systems only exist in even space-time dimension. (Formally, in the case of odd d,
the Lagrangian becomes nonlocal containing a square root of the second-order differential
operator, that, however, does not make much sense from various perspectives.) From the
results of [41] it follows that for q > 0 there is a unique system of differential equations on
φdyn that can be Lagrangian, having as many field equations as dynamical fields. Hence,
it should coincide with the equation (4.42) which therefore has to be gauge invariant. By
(3.57) this means that
ELp LLp = 0 , q > 0 , (4.43)
where ELp is the differential operator E for the dynamical field of interest. Note that in the
case of q = 0, the equation (4.42) implies φdyn = 0 which is not a gauge invariant condition.
In this setup, the gauge invariance of the Lagrangian (4.41) for gauge fields φdyn is not
manifest. Note that lagrangians of this type were considered recently in [78] for the case
of symmetric conformal fields in any dimension. To make gauge invariance manifest, one
should express the action in terms of manifestly gauge invariant objects, i.e., Weyl tensors
C(φdyn). Since they are also primary fields associated to the lowest weight of the infinite
dimensional Weyl module one can try the Lagrangian (4.16) with Ψ1,2 = C(φ
dyn), i.e.,
LG
L,p+1
o(d−1,1)
,q =
1
2
〈C(φdyn)|ELp+1|C(φdyn)〉 . (4.44)
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We consider the case where the dynamical field φdyn results from a p-form gauge field with
p ≤ d/2− 1 . (4.45)
Since the Weyl tensor has conformal dimension (3.89), from (4.33) we see that ELp+1 is a
differential operator of order
q = d+ 2Lp+2 − 2p− 2 (4.46)
(d must be even). However, for q > 0 the Lagrangian (4.44) turns out to be zero. This fact is
not immediately seen from the formula (4.41), being a consequence of the general property
of gauge invariance of its field equations of (4.43) along with (3.62). Its explicit verification is
annoying even for differential forms in the simplest representations of the conformal algebra
(including the trivial representation), that we performed as a consistency check.
The only case where the Lagrangian (4.44) gives rise to nontrivial field equations is that
with q = 0 which condition is satisfied for
p = d/2− 1 , Ld/2+1 = 0 . (4.47)
The corresponding Lagrangian
L
GL,p+1
o(d−1,1)
,0
=
1
2
〈C(φdyn)|C(φdyn)〉 (4.48)
gives rise to the field equations
∗LLd/2LLd/2φdyn = 0 , (4.49)
where the differential operator ∗LLp+1 is dual to LLp+1 with respect to the integrated form
(3.59), i.e.,∫
ddx(∗LLp+1A,B) =
∫
ddx(A,LLp+1B) , ∀ A ∈ GL,p+1o(d−1,1) , B ∈ GL,po(d−1,1) . (4.50)
Examples of such Lagrangians are provided by the 4d Fradkin-Tseytlin system [1], where
Y is a two-row rectangular Young diagram of length s, and its recent generalization to any
even d [15] that corresponds in our terms to the case of a (d/2 − 1)-form W valued in a
rectangular o(d, 2) Young diagram Y of height d/2 and length s. These are examples (3.75)
and (3.76) with h = d/2.
Note that the Lagrangian (4.41) turns out to be dynamically nontrivial either for the
primary fields φdyn or for the Weyl tensors C(φdyn), depending on whether E is a nontrivial
differential operator or a constant, respectively.
The reason why the naive application of the construction of Lagrangian (4.41) to the Weyl
tensors fails to give the correct result in the general case is that the analysis of conformal
invariance of Section 4.2 does not account that gauge invariant generalized Weyl tensors
C(φdyn) satisfy Bianchi identities, i.e., that the conformal invariance conditions should be
imposed up to terms that are zero by virtue of (3.64). For the case of a constant differential
operator E such terms are irrelevant because the variation (4.24) is trivially zero. Hence in
this case the action (4.48) works properly. For nonconstant E the gauge invariant conformal
action may and, as we have shown, should differ from the naive action (4.44) that is trivial
in this case.
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It turns out, however, that the manifestly gauge invariant conformal action for general
conformal gauge fields can be constructed in a slightly different fashion using again the La-
grangian (4.41). The idea is to construct the action in terms of the gauge invariant curvatures
(2.22) rather than Weyl tensors. As shown in Section 3.7, from the σ− cohomology analysis
it follows that constraints on auxiliary fields can be imposed in such a way that the com-
ponents of the gauge invariant curvatures with sufficiently low conformal dimension vanish
according to (3.83) while the lowest nonzero components of the gauge invariant curvatures
RC given by (3.84) take values in the space U
L,p
o(d−1,1) (3.86). Once the constraints (3.83) are
imposed, RC behaves as the primary field with respect to the conformal group action on the
fiber indices. Indeed, the variation of RC under the local special conformal transformations
is proportional to the lower components R− of the gauge invariant curvature, which are zero
by (3.83). Translations, Lorentz transformations and dilatations act on RL in the standard
fashion with ∆(RL) = −Lp+2 .
The manifestly gauge invariant Lagrangian for any gauge conformal field associated to
the p-form gauge field in the representation L of the conformal algebra is
LL,p = gn1m1gn2m2 . . . gnp+1mp+1L
UL,p
o(d−1,1)
,q
(RLn1...np+1, RLm1...mp+1) , (4.51)
where mi and nj are differential form indices contracted by the background metric. RC is
valued in the Lorentz module UL,po(d−1,1). The differential operator E still has order q (4.46). It
is important to note that Bianchi identities do not affect the analysis of conformal properties
of the Lagrangian (4.51) because they account the antisymmetrization with the differential
form (i.e., underlined) indices of gauge invariant curvatures while the operator E in the
Lagrangian (4.51) acts only on the fiber indices which are implicit in Eq. (4.51).
Plugging the expression (3.85) for RC in terms of the Weyl field strength into (4.51) we
express the Lagrangian (4.51) in terms of C(φdyn). Generically, the resulting Lagrangian dif-
fers from (4.44). As anticipated, the exceptional case, where the two constructions coincide,
is p = d/2− 1 where E = const.
Let us note that the form of the differential operator, that acts on the Weyl field strengths
in the resulting action, admits the ambiguity modulo terms that vanish by virtue of the
Bianchi identities (3.64). For example, in the case of rectangular diagrams with p = h − 1
considered in Subsection 3.6.3, Eq. (3.64) implies that the antisymmetrization of any h + 1
indices of the first derivative of the Weyl tensor is zero (in this case, the Bianchi identities
are described by the Young diagram that has one cell in the (h+1)th row in addition to the
rectangular block of height h). It is not hard to see that in this case, by virtue of Bianchi
identities, any conformal invariant Lagrangian can be reduced to the form
L
GL,p+1
o(d−1,1)
,q
= α〈C(φdyn)|✷d2−h|C(φdyn)〉+ total derivatives , (4.52)
where α is some constant.
Indeed, consider for example the case of spin one with the Weyl tensor
Cn1 ,... ,nh = ∂[n1φn2 ,... ,nh] . (4.53)
By virtue of the Bianchi identities
∂[n0Cn1 ,... ,nh] = 0 (4.54)
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the term
∂mCk ,n2 ,... ,nh∂
kCm,n2 ,... ,nh (4.55)
is proportional to
∂mCn1 ,... ,nh∂
mCn1 ,... ,nh . (4.56)
For higher spins with s > 1 one proceeds analogously.
Note that the Lagrangian of the type (4.52) was considered in [14] in the particular case
of symmetric conformal fields, i.e., h = 2. It would be interesting to see what kind of
simplification can be achieved by virtue of Bianchi identities for generic mixed symmetry
gauge conformal fields.
4.3.3 BF -type conformal systems
One can also consider the mixed case of the Lagrangian
L =
1
2
〈φdyn1 |ELp+1|C(φdyn2 )〉 . (4.57)
Again, L turns out to be trivial for q > 0. In the case of q = 0 this Lagrangian describes
a conformal system analogous to the BF system with the Lagrangian L = B˜ab∂aAb, where
B˜ab = ǫabcdBcd is an independent field. The equations of motion are
C(φ˜dyn1 ) = 0 , C(φ
dyn
2 ) = 0 . (4.58)
However, in this setup, the gauge symmetry of φ˜dyn1 is implicit. To describe manifestly gauge
invariant BF systems it is more convenient to use the frame-like formalism.
Consider the following BF -type topological action
S =
∫
Md
ΛΩ(x) ∧ RΩ1 (W1(x)) , (4.59)
where RΩ1 is the gauge invariant (p + 1)-form curvature (2.22) built from the p-form gauge
field WΩ1 (x) valued in some o(d, 2)-tensor module L and ΛΩ(x) is a d − p − 1–form gauge
field valued in the same tensor module. Let ΥΩ be its d − p form curvature and ΣΩ be its
d− p− 2 gauge symmetry parameter
ΥΩ(x) = D0ΛΩ(x) , δΛΩ(x) = D0ΣΩ(x) . (4.60)
This action is obviously gauge invariant under both (2.24) and (4.60). In addition, it is
manifestly invariant under local o(d, 2) transformations that also act on the vacuum connec-
tion W0 which enters the covariant derivative D0. Hence it is manifestly invariant under the
global o(d, 2) transformations described by the local transformations with the parameters
ǫ0(x) that satisfy (2.36) to leave W0 invariant. Note that the action (4.59) is a simplified
version of the nonlinear action introduced in [40] for the general (nonlinear) unfolded system.
As explained in Section 5, a slight modification of this construction leads to the first-order
formulation of the conformal actions provided that the structure of the full unfolded system
(3.87) and (3.88) is available.
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5 Weyl module
The fact that g invariant field equations result from homomorphisms of g–modules is well
known (see e.g. [79, 80, 81] and references therein). The novelty of the unfolded dynamics
approach is that it incorporates gauge fields and gauge symmetries via inclusion of p > 0
differential forms. This extension is of primary importance for the analysis of physically
interesting gauge invariant nonlinear models.
In this section we comment briefly on the relation of the results of this paper with those
of [41], where the classification of conformal invariant field equations in any dimension was
given based on the analysis of generalized Verma modules. Recall that generalized Verma
modules are induced from finite dimensional modules of the parabolic subalgebra p = h⊂ t
that extends the maximal compact subalgebra h = o(2)⊕ o(d) ⊂ o(d, 2) by the subalgebra
of translations t spanned by Pa. A generalized Verma module Vh is therefore characterized
by the weights of h. The latter characterize a tensor type and conformal dimension of the
dynamical field φdyn(x).
The unfolded equations studied in [41] have the form
DΦ(x) = 0 , (5.1)
where Φ(x) is a zero-form field valued in Vh and D is the o(d, 2) covariant derivative in Vh.
φdyn(x) are components of Φ(x) valued in the vacuum subspace from which Vh is induced.
The two cases are different. If Vh is irreducible, the equation (5.1) is a set of constraints
that express all components of Φ(x) via derivatives of φdyn(x). If Vh is reducible, it contains
a submodule that is also a generalized Verma module Vh′ induced from a singular space
S ∈ Vh that itself forms a p-module being annihilated by the translation generators. The
appearance of a submodule (singular subspace) in Vh implies that the equation (5.1) contains
a differential equation on φdyn(x) and another dynamical field φ′dyn(x) valued in S appears,
that is not expressed via derivatives of φdyn(x) (and hence the equation on φdyn(x)).
If unfolded equations are imposed on fields valued in some g-module V that contains a
submodule U , i.e., the sequence
0→ U → V →W → 0 (5.2)
is exact, then a set of equations on the fields φ valued in the quotient module W = V/U
constitutes a subsystem of the unfolded equations while the set of equations on the fields χ
valued in U may receive a contribution from the fields valued in W , i.e., schematically,
dφ+W0φ = 0 , (5.3)
dχ+W0χ+W0φ = 0. (5.4)
For a reducible generalized Verma module V , the equation (5.3) contains a nontrivial differ-
ential condition.
To go off-shell it is more convenient to have opposite structure with the roles of φ and χ
exchanged. This is achieved in the contragredient module V ♮ which is the dual module to
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V with the exchanged roles of translations and special conformal transformations (i.e., the
dualization is combined with Chevalley involution). The structure of V ♮ is dual to that of
V , i.e.,
0→W ♮ → V ♮ → U ♮ → 0 , (5.5)
where W ♮ and U ♮ are dual to W and U respectively. Correspondingly, the equations dual to
(5.3) and (5.4) have the structure
dφ♮ +W0φ
♮ +W0χ
♮ = 0 , (5.6)
dχ♮ +W0χ
♮ = 0. (5.7)
The difference between the systems (5.3),(5.4) and (5.6),(5.7) is that the appearance of χ♮
in (5.6) puts this equation off-shell, expressing χ♮ via left hand sides of the field equations
resulting from Eq. (5.3). Provided that χ♮ is valued in an irreducible module U ♮, the equation
(5.7) imposes no differential conditions on χ♮ apart from Bianchi conditions that may follow
from (5.6).
In the non-gauge case the structure of V ♮ is just as described. The fields χ♮ describe the
left hand sides of the field equations on φ♮ and their derivatives. Setting χ♮ = 0, one puts
the system on-shell. The resulting irreducible o(d, 2)-module W ♮ where φ♮ is valued consists
of various on-shell nontrivial derivatives of the dynamical field φ♮dyn(x). The case of series of
generalized Verma modules listed in Eqs. (4.46), (4.66) of [41] corresponds to the nongauge
conformal systems.
On the other hand, the pattern of Lorentz representations and conformal weights of the
zero-forms valued in Hp(σ−, FLo(d,2)) matches the list of weights of generalized Verma modules
(4.41), (4.49) of [41]. These are the series of generalized Verma modules that are based on
dominant integral highest weights of o(d, 2). The latter property agrees with the analysis of
this paper performed in terms of gauge fields valued in finite dimensional o(d, 2)–modules,
i.e., dominant integral highest weights. In this case the structure of V ♮ is more subtle.
Let V be induced from the module equivalent to that of the Weyl tensor associated to
some o(d, 2) weight L and differential form degree p (being implicit, L and p are assumed to
be fixed in this section). By definition, V ♮ is fully off-shell in the sense that the covariant
constancy equation
DCα(x) = 0 (5.8)
on the fields Cα(x) valued in V ♮ imposes no restrictions on its ground state field identified with
the generalized Weyl tensor C(x), merely expressing all components of Cα(x) via derivatives
of C(x). This pattern, however does not take into account that C(x) should obey the Bianchi
identities as a consequence of the equation (3.84) or, equivalently, that C(x) can be built
from the dynamical fields according to (3.62). Demanding the Weyl tensor to satisfy Bianchi
identities implies that some combinations of derivatives of the Weyl tensor are set to zero.
Since the setting is conformal invariant, this set of derivatives should be determined by the
unfolded field equations for the components valued in some quotient module B = V ♮/W off
where W off is a submodule of V ♮. Roughly speaking, the module V ♮ is spanned by various
derivatives of the unrestricted Weyl tensorRC , whereR is an arbitrary differential operator,
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while the fields valued in the off-shell Weyl submodule W off describe those derivatives of
the Weyl tensor that remain nonzero upon C(x) is expressed in terms of the dynamical field
C(x) = Lφdyn(x). The module W off is off-shell in the sense that the unfolded equations
(3.87) and (3.88) impose no conditions on the dynamical field φdyn. Let us stress that the
module V ♮ has just one nontrivial submodule [41] which therefore is W off .
The crucial question then is whether or not it is possible to impose further conformal
invariant differential equations on C. The full answer to this question can be read off the
results of [41] and turns out to be surprisingly simple. The cases of odd and even dimensions
are essentially different in this respect.
In odd dimension d = 2k + 1, W off turns out to be irreducible, which means that,
except the trivial (pure gauge) case of the equation C(φ(x)) = 0 no conformal invariant field
equations can be imposed on the Weyl tensor for any type of conformal gauge fields. This
implies that any gauge invariant system in odd dimensions is trivial, being either off-shell
with the Weyl tensor restricted only by Bianchi identities or pure gauge with zero Weyl
tensor. For example, requiring the Weyl tensor to vanish in conformal gravity implies that
the metric tensor is conformally flat, hence being pure gauge with respect to local dilatations.
In even dimensions, W off contains a single submodule W on while W off/W on is spanned
by various derivatives of the left-hand sides of the field equations. The restriction of W off
to W on just imposes the nontrivial equations on the Weyl tensor C(φdyn) and hence on
φdyn. Note that the appearance of nontrivial field equations in this case is due to so-called
subsingular space in the generalized Verma module. This means that although the module
V has just one submodule V ′, the quotient module V/V ′ turns out to be reducible, i.e., it
acquires upon factorization a singular subspace called subsingular space. In more physical
terms this means that nontrivial equations on the Weyl tensor can only be imposed along
with Bianchi identities which hold automatically once it is expressed in terms of derivatives
of the dynamical field φdyn. In fact, this implies that the equations are imposed on φdyn.
These are the equations that follow from the Lagrangian (4.51).
Let us stress the difference between two seemingly similar classes of conformal HS fields.
One class consists of unitary conformal modules associated to Vh where h corresponds to
rectangular Young tableaux of height d/2 (hence d is even), length s and conformal dimension
d/2− s + 1. These systems were considered in [23, 21, 25, 83] and correspond to the fields
in the middle of the rhomb in the diagram in (B.2) of [41] with λi = s− 1, q = d/2.
Another class consists of the conformal gauge fields, that correspond to (d/2− 1)−forms
valued in rectangular Young diagrams of height d/2 [1, 15]. In notation of [41] their Weyl
tensors are described by the weights (−d/2, s, s, s . . . ± s). Since the first weight is minus
conformal dimension [41], we observe that the two types of fields have different conformal
dimensions for all spins s 6= 1. For s = 1 they coincide describing the case of forms.
For all s > 1, the two types of systems are essentially different. The gauge system is
non-unitary while the unitary system is not gauge, which means that the representation
of the fields to be associated to HS Weyl tensors as derivatives of gauge potentials in the
unitary case breaks conformal invariance because the conformal dimension does not match.
(Note, however, that in [27] it was shown that there is a nonstandard possibility to extend
the unitary system to the gauge case by such a doubling of the system in Anti-de Sitter
background that is singular in the flat limit.)
49
The actions obtained in Section 4 have a form typical for the metric-like formalism,
although the structure of both dynamical fields and gauge invariant field strengths was
derived from the unfolded dynamics based on the frame-like formalism that operates with
differential forms. Since the frame-like formalism seems to be most appropriate for the
extension to the nonlinear case, it is interesting whether there is a natural formulation
for conformal actions in the frame-like formalism. A special feature of conformal gauge
theories is that the nontrivial cohomology responsible for field equations belongs to the Weyl
module rather than to the gauge field module as in the unitary HS models. As a result, the
corresponding actions should be built in terms of the Weyl module. In this respect they
should be analogous to the scalar field action proposed in [45]. More precisely, we conjecture
that the corresponding action has the structure
S =
∫
Md
(
Λ(x) ∧ (R1(W1(x))−W ···0 ∧ . . .W ···0︸ ︷︷ ︸
p+1
C) + λDC + 1
2
〈C|E|C〉
)
, (5.9)
where C is regarded as an independent field and C denotes the infinite set of fields valued
in W off . The equations for the Lagrange multipliers impose the off-shell unfolded equa-
tions that express the Weyl tensor C via derivatives of the dynamical fields φdyn and C via
derivatives of C. Substitution of this result into the last term reproduces the action (4.51).
The action (5.9) is expected to provide a starting point towards a nonlinear HS conformal
action within the unfolded dynamics approach. For the case of symmetric HS fields, it would
be interesting to compare the result with the nonlinear action proposed by Segal [14] and
with the free second-order action proposed by Metsaev [18, 19]. To this end, it remains
however to derive the manifest form of the full unfolded system (3.87) and (3.88).
6 Conclusion
In this paper conformal mixed symmetry gauge fields in any dimension were analyzed in
the frame-like approach. In particular, the dynamical content of the gauge system based on
p-form gauge fields in any finite dimensional tensor module of the conformal algebra o(d, 2)
was worked out. This allowed us to describe a variety of conformal systems that include all
known and infinitely many new mixed symmetry conformal gauge fields. Conformal invariant
actions are constructed for generic conformal systems that include both gauge and non-gauge
fields. Comparison of the obtained results with the list of nontrivial conformal field equations
of [41] suggests that the list of bosonic conformal Lagrangian systems presented in this paper
is complete.
Technically, the analysis of the dynamical content of a system is performed in terms
of so-called σ− cohomology [45] which is particulary simple in the conformal case where it
amounts to the Lie algebra cohomology. Although the latter can be read of the literature
(see, e.g., [41] and references therein), its analysis is presented in full generality because the
applied method, based on the analysis of supersymmetric vacua in a specific supersymmetric
matrix model, is quite efficient and can have other applications. Every supersymmetric state
gives rise to a nontrivial σ− cohomology that has clear dynamical interpretation in conformal
field-theoretical models in terms of dynamical gauge fields, gauge invariant field strengths,
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gauge symmetry parameters, Bianchi identities, syzygies and gauge symmetries for gauge
symmetries.
The obtained results are anticipated to have applications to the description of more
complicated unitary field-theoretical systems in AdSd space, which are of most physical
interest. A useful viewpoint is to interpret nonconformal systems in AdSd as conformal
models with the o(d, 2) symmetry broken to the AdSd symmetry o(d − 1, 2) somewhat in
spirit of two-time physics [44]. This approach looks promising for better understanding
of the dynamical content of AdSd dynamical systems. In this case, the o(d, 2) irreducible
multiplets of fields of conformal theory decompose into reducible sets of o(d−1, 2) multiplets,
some of which may be set to zero by the conditions that break down the o(d, 2) symmetry.
One implication of this phenomenon is that the AdS σ− cohomology should result from
two sources. One comes from the conformal theory cohomology, i.e., Weyl field strengths.
Indeed, the Weyl tensors of the conformal models are shown to coincide with those of the
AdS mixed symmetry systems [32, 33]. Another part results from the comparison of the
sets of gauge fields in the AdS models and those in the conformal models. Along these lines,
it should be possible to give a concise interpretation of recent computation by Skvortsov
[49, 50] of σ− cohomology in the AdS models of mixed symmetry unitary fields.
Other directions for the future research include the analysis of fermionic conformal sys-
tems as well as of generalized conformal systems based on sln (see also [50]) and sp(2M).
The sln models are expected to be related to off-shell field-theoretical systems (see e.g. [25]
and references therein), while the sp(2M) models are of interest for the models in the sp(2M)
invariant matrix space-times [52, 53, 54, 55, 82, 27] (and references therein).
Finally, let us stress that unfolded dynamics provides a particularly useful tool for up-
lifting the field-theoretical models to larger spaces where their symmetries are geometrically
realized. For conformal models considered in this paper, an interesting development would
be their reformulation in d + 2 dimensional space-times where the conformal group O(d, 2)
acts geometrically, extending the previous developments along this direction [56, 43, 57, 44].
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Appendix
Properties of the conformal invariance condition
Using (4.22), the equation
EbMba +
1
2
Eb
b∂a = γEa , (6.1)
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where γ is a free parameter, can be equivalently written in the form
MabE
b +
1
2
Eb
b∂a = γ˜Ea , (6.2)
where
γ˜ = d+ q − 2− γ (6.3)
and q is a degree (4.23) of the differential operator E. Let E1 and E2 be solutions of (6.1)
with some parameters γ1 and γ2. It is easy to see that
(E1E2)
bMba +
1
2
(E1E2)b
b∂a = (γ2 + q1)E1E2a + γ1E1aE2 , (6.4)
where q1 is a degree of the differential operator E1. As a result, the operator E1,2 = E1E2
satisfies the equation (6.1) with γ = γ1 provided that
γ1 = γ2 + q1 . (6.5)
By virtue of (6.3), this is equivalent to
γ˜2 = γ˜1 + q2 . (6.6)
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