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Abstract
The characteristic properties of the principal solution for half-linear differential equation
ðaðtÞFðx0ÞÞ0 þ bðtÞFðxÞ ¼ 0;
where the functions a; b are positive and continuous for tX0 and FðuÞ ¼ jujp2u; p41; are
investigated. In the linear case it is well-known that the principal solution is the ‘‘smallest one’’
in a neighbourhood of inﬁnity; we show that this property continues to hold in the half-linear
case. In addition, it is proved that the principal solutions can be fully characterized by means
of two different integral criteria, which reduce to that one well known in the linear case.
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1. Introduction
The aim of this paper is to answer some open problems concerning properties of
the principal solutions of the half-linear equation
ðaðtÞFðx0ÞÞ0 þ bðtÞFðxÞ ¼ 0; ð1Þ
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where the functions a; b are positive and continuous for tX0 and FðuÞ ¼ jujp2u;
p41:
As it is well known, if the self-adjoint linear equation
ðaðtÞz0Þ0 þ bðtÞz ¼ 0 ð2Þ
is nonoscillatory, then there exists a solution u of (2), called the principal solution at
N; that is uniquely determined, up to a constant factor, by one of the following
conditions (in which z denotes an arbitrary solution of (2) linearly independent of u):
lim
t-N
uðtÞ
zðtÞ ¼ 0; ðp1Þ
u0ðtÞ
uðtÞo
z0ðtÞ
zðtÞ for large t; ðp2Þ
Z N dt
aðtÞu2ðtÞ ¼N: ðp3Þ
Roughly speaking, property ðp1Þ means that the principal solutions of (2) are
smallest solutions in a neighbourhood of inﬁnity; property ðp2Þ is related with the
Riccati-associated equation
w0 þ w
2
aðtÞ þ bðtÞ ¼ 0 ð3Þ
and means that (3) has an eventually minimal solution wu; in the sense that any other
continuable atN solution wz of (3) satisﬁes wz4wu for large t: Finally, property ðp3Þ
is related to the Wronskian identity. The notion of a principal solution was
introduced by W. Leighton and M. Morse in studying positiveness of certain
quadratic functionals associated to (2) and later on characterized by means of
properties ðp1Þ2ðp3Þ by Hartman and Wintner (see, e.g., [11, Chapter 11]).
The interest in considering Eq. (1) arises in relation with the existence of
spherically symmetric solutions of some degenerate partial differential equations
(see, e.g., [1,3] and references therein). It is known that there is a striking similarity
between (1) and (2), especially concerning the sturmian theory, Kneser- or Hille-type
oscillation and nonoscillation criteria; we refer the reader to [6,8,13,16,18] for more
details. From this point of view, in [9,15] the notion of a principal solution has been
extended to the half-linear case by using the Riccati equation approach and reads as
follows.
Deﬁnition (Elbert and Kusano [9] and Mirzov [15]). A nontrivial solution u of (1) is
said to be a principal solution of (1) if for every nontrivial solution x of (1) such that
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xalu; lAR; it holds
u0ðtÞ
uðtÞo
x0ðtÞ
xðtÞ for large t: ð4Þ
The set of the principal solutions of (1) is nonempty [9,15] and for any ma0 there
exists a unique principal solution u such that uð0Þ ¼ m; i.e. the principal solutions are
determined up to a constant factor.
In [4,5,9] difﬁculties with the extension of the properties ðp1Þ; ðp3Þ to the half-
linear case are discussed. In particular, in [4,5] the attempt to ﬁnd an integral
characterization of the principal solutions of (1), that reduces to ðp3Þ in the linear
case, has been made. More precisely, without the assumption on positiveness of the
function b; in [4] the following extension of property ðp3Þ is presented.
Let F be the inverse of the map F; then
Theorem A (Dosˇly´ and Elbert [4, Theorem 3.3]). Let (1) be nonoscillatory. Assume
(i)
RN
0 F
ð1=aðtÞÞ dt ¼N;
(ii) the function gðtÞ ¼ RN
t
bðsÞ ds exists and gðtÞX0; gc0 eventually.
Then u is a principal solution of (1) if and only if
Z N u0ðtÞ
aðtÞFðu0ðtÞÞu2ðtÞ dt ¼N: ð5Þ
In addition, in [4] other sufﬁcient or necessary conditions for the validity of (5) are
given according to pAð1; 2Þ or p42: Later on in [5], some classes of half-linear
equations with bðtÞo0 have been deﬁned in such a way that (5) is necessary and
sufﬁcient for a solution u to be a principal solution. Concerning the simplest and
most characteristic limit property ðp1Þ; the open problem of its validity for the half-
linear case (1) is posed in [4,5]. Observe that the main obstacle to this investigation
for the half-linear case is the lack of some analogy of the Wronskian identity [7].
Discussions given in [4,5,9] suggest the following questions:
(I) Can property ðp1Þ be extended for (1)?
(II) How can property ðp3Þ be extended for (1)? In particular, does it hold the
property (5) when
RN
0 F
ð1=aðtÞÞ dtoN?
A ﬁrst positive answer is given in [2] by assuming bðtÞo0: It is proved that
properties ðp1Þ and ðp2Þ are equivalent also for (1) and a necessary and sufﬁcient
integral criterion, for a nonoscillatory solution of (1) to be a principal solution for
every p41; is proved. More precisely, it is shown that a solution u of (1) is a principal
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solution if and only if Z N 1
FðaðtÞÞu2ðtÞ dt ¼N: ð6Þ
Clearly, such integral characterization reduces to ðp3Þ in the linear case and differs
from one in [4,5]. Finally, in [2] it is shown that the integral characterization (5) can
fail when b is negative.
In this paper, the case bðtÞ40 is examined and results in [4,5] are extended. In
particular, we will give an afﬁrmative answer to both problems (I) and (II): we will
show that (I) holds, i.e. the principal solution is the ‘‘smallest solution in a
neighbourhood of inﬁnity’’ also in the half-linear case when b is positive. Concerning
problem (II), we will prove that (5) holds under a certain additional condition, but
not in general. More precisely we will show that the principal solutions can be fully
characterized by means of two different integral criteria, according to the functions
1=FðaÞ and b are ‘‘big’’ or ‘‘small’’ in a neighbourhood of inﬁnity. Some examples
illustrating relationships with the quoted results complete the paper.
2. Reciprocity principle
Throughout the paper, for brevity, by ‘‘solution of (1)’’ we mean a nontrivial
solution of (1). In the linear case the set of solutions is a linear space, i.e. it is additive
and homogeneous. Passing to the half-linear equation (1), only the homogeneity
property remains to hold, that is if x is a solution of (1), then also lx it is for any
lAR; the term ‘‘half-linear’’ is exactly due to this fact. Every solution of (1) is deﬁned
on the whole ½0;NÞ and the existence and uniqueness of solutions of (1), with respect
to the initial data, hold (see, e.g. [6]). As already claimed, there is a striking similarity
in the qualitative behaviour of (1) and (2), in particular oscillatory solutions and
nonoscillatory solutions cannot coexist for (1) (see, e.g., [8,9,16]).
In studying the asymptotic behaviour of solutions of (1) a crucial role is played by
the following property (reciprocity principle) that extends to (1) a classical result of
[17] for studying oscillation of the second-order self-adjoint linear equation (2). The
reciprocity principle links solutions of (1) with those of the equation
F
1
bðtÞ
 
Fðy0Þ
 
0 þ F 1
aðtÞ
 
FðyÞ ¼ 0: ð7Þ
Eq. (7) is obtained from (1) by interchanging function a with Fð1=bÞ and b with
Fð1=aÞ and it is called reciprocal equation.
Proposition 1 (Reciprocity principle). If x is a solution of (1), then its quasiderivative
y ¼ x½1
;
yðtÞ ¼ x½1
ðtÞ ¼ aðtÞFðx0ðtÞÞ ð8Þ
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is a solution of (7). Vice versa if y is a solution of (7), then its quasiderivative
y½1
ðtÞ ¼ F y
0ðtÞ
bðtÞ
 
ð9Þ
satisfies y½1
ðtÞ ¼ xðtÞ; i.e. y½1
 is a solution of (1).
In addition, (1) is nonoscillatory if and only if (7) is nonoscillatory.
Proof. The ﬁrst part of the statement concerning the solutions x; y follows by a
direct computation. Assume that x be a nonoscillatory solution of (1). Without loss
of generality let xðtÞ40 for tXtx: Then x½1
 is decreasing for tXtx and so it has at
most one zero on ½tx;NÞ: Thus y is a nonoscillatory solution of (7) and the second
part of the statement holds. &
Hence, when (1) is nonoscillatory, any nonoscillatory solution x of (1) and its
quasiderivative y satisﬁes
sgn xðtÞx0ðtÞ ¼ sgn yðtÞy0ðtÞa0 for large t:
This means that it is possible, a priori, to divide the set of solutions of (1) into the
following two classes:
Mþ ¼ fx solution of ð1Þ : (txX0 : xðtÞx0ðtÞ40 for t4txg;
M ¼ fx solution of ð1Þ : (txX0 : xðtÞx0ðtÞo0 for t4txg:
For simplicity, the same notation is used for the reciprocal equation (7). Clearly,
solutions in Mþ; M are eventually monotone and it holds
xAMþ3yAM; xAM3yAMþ:
Classes Mþ; M can be characterized by means of the convergence or divergence
of the following two integrals:
Ja ¼ lim
T-N
Z T
0
F
1
aðtÞ
 
dt; Jb ¼ lim
T-N
Z T
0
bðtÞ dt;
as the following statement shows.
Lemma 1. (i) If Jb ¼N; then Mþ ¼ |:
(ii) If Ja ¼N; then M ¼ |:
Proof. (i) Let x be a solution of (1) in the class Mþ and, without loss of generality,
suppose xðtÞ40 for tXTX0: From (1) we obtain for tXT
aðtÞFðx0ðtÞÞpaðTÞFðx0ðTÞÞ  FðxðTÞÞ
Z t
T
bðsÞ ds
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that gives a contradiction as t-N: Claim (ii) follows by applying (i) to (7) and using
the reciprocity principle. &
In view of Lemma 1, if (1) is nonoscillatory and Ja þ Jb ¼N; then all solutions of
(1) belong to the same class (Mþ or M). In addition, from Lemma 1 the well-
known Leigthon-type oscillation result can be obtained: if Ja ¼ Jb ¼N; then (1) is
oscillatory. We note that Lemma 1(ii) follows also from [10, Lemma 5], in which a
more general equation is considered.
Our ﬁrst result gives a relation between (1) and the reciprocal equation (7) and
extends [4, Theorem 4.1].
Theorem 1. Let (1) be nonoscillatory and Ja þ Jb ¼N: Then a solution u is a principal
solution of (1) if and only if u½1
 is a principal solution of (7).
Proof. Assume u to be a principal solution of (1). Then v ¼ u½1
ðtÞ is a solution of (7);
let y be another solution of (7) such that yalv for any lAR: In view of (9) the
function xðtÞ ¼ Fðy0ðtÞ=bðtÞÞ is a solution of (1) and clearly xamu for any mAR:
Because u is a principal solution, taking into account that F is increasing, from (4)
we obtain for large t
u½1
ðtÞ
bðtÞFðuðtÞÞo
x½1
ðtÞ
bðtÞFðxðtÞÞ: ð10Þ
In view of (8) and (9) we have
vðtÞ
v0ðtÞ4
yðtÞ
y0ðtÞ: ð11Þ
From Lemma 1, as claimed, all solutions of (7) are in the same class (Mþ or M).
Then, either ½yðtÞ=y0ðtÞ
40 or ½vðtÞ=v0ðtÞ
o0 and from (11) we obtain
½v0ðtÞ=vðtÞ
o½y0ðtÞ=yðtÞ
 that means that v is a principal solution of (7). The vice
versa can be proved by using a similar argument. &
The following example shows that Theorem 1 does not hold if the assumption
Ja þ Jb ¼N is violating.
Example 1. Consider the linear equation
ððt þ 1Þln2ðt þ 2Þx0ðtÞÞ0 þ lnðt þ 2Þðt þ 2Þ2 xðtÞ ¼ 0: ð12Þ
Clearly, in view of property ðp3Þ; uðtÞ ¼ ðlnðt þ 2ÞÞ1 is a principal solution. It is easy
to verify that, again from ðp3Þ; the quasiderivative of u
yðtÞ ¼ u½1
ðtÞ ¼  t þ 1
t þ 2
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is a nonprincipal solution of the reciprocal equation
ðt þ 2Þ2
lnðt þ 2Þ y
0ðtÞ
 !0
þ 1ðt þ 1Þln2ðt þ 2Þ yðtÞ ¼ 0:
Observe that Theorem 1 cannot be applied because JaoN and JboN:
Similarly to the case bðtÞo0; an important role in the limit characterization is
played by the uniqueness of a certain boundary value problem associated to (1). To
this purpose, the following result is needed.
Theorem B (Hoshino et al. [12, Theorem 4.3]). Let Za0 be a given constant and
assume
RN
0
Fða1ðtÞðRN
t
bðsÞ dsÞ dtÞoN: Then there exists a unique solution x of (1),
xAMþ; such that limt-N xðtÞ ¼ Z; limt-N x½1
ðtÞ ¼ 0:
Theorem B has been stated in [12] in a slightly different form and proved under the
additional assumption Ja ¼N; but it is easy to verify that such hypothesis is
unnecessary.
3. Limit characterization
By using the reciprocity principle, we are able to show that the property of the
principal solutions to be smallest solutions in a neighbourhood of inﬁnity continues
to hold also in the half-linear case.
The following result gives a positive answer to the open problem (I).
Theorem 2. Assume (1) nonoscillatory and let u be a solution of (1). Then u is a
principal solution if and only if for any solution x of (1) such that xalu; lAR; we have
lim
t-N
uðtÞ
xðtÞ ¼ 0: ð13Þ
The proof of Theorem 2 is accomplished by means of the following lemma.
Lemma 2. (i) Assume Ja ¼N: Then any bounded nonoscillatory solution x of (1)
satisfies limt-Nx
½1
ðtÞ ¼ 0:
(ii) Assume (1) nonoscillatory and JaoN: Then (1) has solutions x such that
limt-N xðtÞ ¼ 0:
(iii) Assume JaoN; JboN: Then any solution x of (1) in M satisfies
limt-N x
½1
ðtÞ ¼ cx; where 0ojcxjoN:
Proof. Claim (i): Let x be a bounded nonoscillatory solution of (1). In view of
Lemma 1, xAMþ and, without loss of generality, suppose xðtÞ40; x0ðtÞ40 for
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tXtxX0: Because x½1
 is (positive) decreasing on ðtx;NÞ; if x½1
ðNÞ40; we have
xðtÞ4xðtxÞ þ Fðx½1
ðNÞÞ
Z t
tx
F
1
aðsÞ
 
ds
that gives a contradiction as t-N:
Claim (ii): If JboN; the assertion follows, as particular case, from [14, Theorem
2.2]. Assume now Jb ¼N and consider the reciprocal equation (7). Taking into
account the reciprocity principle and (9), it is sufﬁcient to show that there exists a
solution y of (7) such that y½1
ðNÞ ¼ 0: Assume that all (nonoscillatory) solutions y
of (7) satisfy y½1
ðNÞa0: Let v be a principal solution of (7) and, without loss of
generality, suppose vðtÞa0; v½1
ðtÞa0 for tXtvX0: Because jv½1
j is decreasing, we
have
Av :¼ lim
t-N
Z t
tv
v0ðsÞ
v2ðsÞv½1
ðsÞ dsp
1
jv½1
ðNÞj limt-N
1
vðtvÞ 
1
vðtÞ
				
				:
Because vAMþ; we have AvoN; i.e. a contradiction with Theorem A.
Claim (iii): Without loss of generality assume xðtÞ40; x0ðtÞo0 for tXtxX0:
Integrating (1) on ðtx; tÞ we obtain
aðtÞFðx0ðtÞÞ  x½1
ðtxÞ ¼ 
Z t
tx
bðsÞFðxðsÞÞ dsX FðxðtxÞÞ
Z t
tx
bðsÞ ds:
Taking into account that x½1
 is negative decreasing, as t-N the assertion
follows. &
Proof of Theorem 2. Assume that (13) holds for any solution x of (1) such that
xalu; lAR: Suppose u is a nonprincipal solution of (1) and let z be a principal
solution of (1). Without loss of generality, assume uðtÞ40; zðtÞ40 for tXt1X0: Then
for tXt1 we obtain
½z0ðtÞ=zðtÞ
o½u0ðtÞ=uðtÞ
 ð14Þ
and, because uamz for any mAR from (13) we have
lim
t-N
uðtÞ=zðtÞ ¼ 0: ð15Þ
In view of (14), the ratio uðtÞ=zðtÞ is positive increasing, that gives a contradiction
with (15).
Vice versa assume u is a principal solution of (1) and let us show that (13) holds for
any solution x of (1) such that xalu; lAR: Without loss of generality, assume
uðtÞ40; xðtÞ40 for tXt1X0: In view of (4) the ratio uðtÞ=xðtÞ is (positive)
decreasing.
Three cases are possible: (A) Ja ¼N; JboN; (B) JaoN; Jb ¼N; (C)
JaoN; JboN:
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Case (A): There are two possibilities: ðA1Þ all the solutions of (1) are unbounded
(as t-N); ðA2Þ (1) has bounded solutions.
Assume ðA1Þ: In view of Lemma 1, u; xAMþ: From Theorem 1, u½1
 is a principal
solution of (7) and so the ratio u½1
ðtÞ=x½1
ðtÞ is (positive) decreasing. Then there exists
the limit
lim
t-N
u½1
ðtÞ
x½1
ðtÞ ¼ limt-N F
u0ðtÞ
x0ðtÞ
 
¼ c; cX0:
By l’Hopital rule we obtain
lim
t-N
uðtÞ
xðtÞ ¼ limt-N
u0ðtÞ
x0ðtÞ ¼ F
ðcÞ:
If c ¼ 0; the assertion follows. If c40; we have
lim
t-N
u0ðtÞ
u2ðtÞu½1
ðtÞ
 
x0ðtÞ
x2ðtÞx½1
ðtÞ
 1
¼ lim
t-N
u0ðtÞ
x0ðtÞ
x2ðtÞ
u2ðtÞ
x½1
ðtÞ
u½1
ðtÞ ¼
1
cFðcÞ40:
Hence both integrals Z t
t1
u0ðsÞ
u2ðsÞu½1
ðsÞ ds;
Z t
t1
x0ðsÞ
x2ðsÞx½1
ðsÞ ds
have the same behaviour as t-N; that contradicts Theorem A, because u is a
principal solution of (1) and x is not.
Assume ðA2Þ: From (4) we obtain, for t4t1; uðtÞo½uðt1Þ=xðt1Þ
xðtÞ; that yields
the boundedness of u: If x is unbounded, the assertion immediately follows.
Now assume x bounded and let limt-N ½uðtÞ=xðtÞ
 ¼ dX0: In view of Lemma 2(i)
limt-N u
½1
ðtÞ ¼ limt-N x½1
ðtÞ ¼ 0 and, by l’Hopital rule, we obtain
lim
t-N
u½1
ðtÞ
x½1
ðtÞ ¼ limt-N F
uðtÞ
xðtÞ
 
¼ FðdÞ:
Using again a similar argument to this given in the ﬁnal part of proof of claim ðA1Þ;
we obtain a contradiction and in case (A) the proof is complete.
Case (B): Taking into account Lemmas 1 and 2(ii), clearly uðNÞ ¼ 0: If xðNÞ40;
the assertion follows. Now assume xðNÞ ¼ 0: In view of Theorem 1, applying the
same argument as in Case (A) to the reciprocal equation, we obtain
limt-N ½u½1
ðtÞ=x½1
ðtÞ
 ¼ 0; that implies limt-N ½u0ðtÞ=x0ðtÞ
 ¼ 0: Hence the assertion
follows by using the l’Hopital rule.
Case (C): In view of Lemma 2, we have uðNÞ ¼ 0; u½1
ðNÞa0: If xAMþ; or
xAM and xðNÞa0; then the assertion follows. Now suppose xAM; xðNÞ ¼ 0:
In view of Lemma 2(iii) we have x½1
ðNÞa0: Taking into account the homogeneity
property, we can suppose u½1
ðNÞ ¼ x½1
ðNÞ: Now deﬁne v ¼ u½1
ðtÞ; y ¼ x½1
ðtÞ: v
and y are solutions of the reciprocal equation (7) and v; yA Mþ: Because vðNÞ ¼
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yðNÞð¼ x½1
ðNÞÞa0 and v½1
ðNÞ ¼ y½1
ðNÞ ¼ 0 we obtain a contradiction with
Theorem B and the proof is complete. &
4. Integral characterizations
In this section, we study possible extensions of the property ðp3Þ to the half-linear
case and we will answer problem (II), by characterizing the principal solutions by
means of two different integral criteria. The following lemma will be useful.
Lemma 3. Assume (1) nonoscillatory and JaoN; Jb ¼N: Let x be a nonprincipal
solution of (1). Then limt-Njx½1
ðtÞj ¼N:
Proof. Let u be a principal solution of (1). From Lemmas 1 and 2(ii) we have
u; xAM and uðNÞ ¼ 0: Assume jx½1
ðNÞjoN: From Theorem 2 we obtain
limt-N ½uðtÞ=xðtÞ
 ¼ 0: In view of Theorem 1, u½1
 is a principal solution of (7) and so
Theorem 2 yields limt-N ½u½1
ðtÞ=x½1
ðtÞ
 ¼ 0; that implies u½1
ðNÞ ¼ 0: This is a
contradiction because ju½1
j is eventually positive increasing. &
The next result gives a necessary and sufﬁcient integral condition for a solution to
be a principal solution and extends [4, Theorem 3.3] (see Theorem A).
Theorem 3. Let (1) be nonoscillatory and Ja þ Jb ¼N: A solution u of (1) is a
principal solution if and only ifZ N u0ðtÞ
u2ðtÞu½1
ðtÞ dt ¼N: ð16Þ
Proof. Since (1) is nonoscillatory, if Ja ¼N; it holds JboN and this case is
considered in [4, Theorem 3.3] (see Theorem A). Assume Jb ¼N (and JaoN) and,
in view of Lemma 1, let u be a principal solution of (1) such that uðtÞ40; u½1
ðtÞo0
for tXtuX0: Using Theorem 1 and applying Theorem A to the reciprocal equation
(7) we obtain Z N
tu
bðtÞFðuðtÞÞ
uðtÞðu½1
ðtÞÞ2 dt ¼N:
Because for tXtu we haveZ t
tu
u0ðsÞ
u2ðsÞu½1
ðsÞ ds ¼ 
1
uðtÞu½1
ðtÞ þ cu þ
Z t
tu
bðsÞFðuðsÞÞ
uðsÞðu½1
ðsÞÞ2 ds
4 cu þ
Z t
tu
bðsÞFðuðsÞÞ
uðsÞðu½1
ðsÞÞ2 ds;
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where cu ¼ ½uðtuÞu½1
ðtuÞ
1; (16) holds. Vice versa, let x be a nonprincipal solution of
(1) and let us show that
Z N x0ðsÞ
x2ðsÞx½1
ðsÞ dsoN: ð17Þ
Without loss of generality suppose xðtÞ40; x½1
ðtÞo0 for tXtxX0: By using
Theorem 1 and applying again Theorem A to (7) we obtain
Z N
tx
bðtÞFðxðtÞÞ
xðtÞðx½1
ðtÞÞ2 dtoN: ð18Þ
Hence, the function
FxðtÞ ¼
Z t
tx
bðsÞFðxðsÞÞ
xðsÞðx½1
ðsÞÞ2 ds 
Z t
tx
x0ðsÞ
x2ðsÞx½1
ðsÞ ds
admits limit as t-N and limt-NFxðtÞ ¼ Lx; NpLxoN: Put cx ¼
½xðtxÞx½1
ðtxÞ
1: From the identity
xðtÞx½1
ðtÞ ¼ cx þ
Z t
tx
bðsÞFðxðsÞÞ
xðsÞðx½1
ðsÞÞ2 ds 
Z t
tx
x0ðsÞ
x2ðsÞx½1
ðsÞ ds
" #1
ð19Þ
also function xðtÞx½1
ðtÞ has limit as t-N and limt-N xðtÞx½1
ðtÞ ¼ cx; Npcxp0:
We claim that
lim
t-N
xðtÞx½1
ðtÞ ¼ N: ð20Þ
Otherwise there exists a positive constant K such that xðtÞx½1
ðtÞ4 K and
Z t
tx
bðsÞFðxðsÞÞ
xðsÞðx½1
ðsÞÞ2 ds4
1
K
Z t
tx
bðsÞFðxðsÞÞ
jx½1
ðsÞj ds ¼
1
K
ln
jx½1
ðtÞj
jx½1
ðtxÞj;
that gives a contradiction with (18) as t-N; because, from Lemma 3, we have
limt-Njx½1
ðtÞj ¼N: Hence (20) holds and from (19) we obtain (17). &
Theorem 3 fails when Ja þ JboN; as the following example shows.
Example 2. Consider the equation
½ðt þ 2Þ5ðx0ðtÞÞ3
0 þ 189 ðt þ 2Þ½ðt þ 2Þ3  1
3ðxðtÞÞ
3 ¼ 0:
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Clearly JaoN; JboN and xðtÞ ¼ 1 ðt þ 2Þ3 is a solution. In addition, we haveZ N x0ðtÞ
x2ðtÞx½1
ðtÞ dtE
Z N
t3 dt ¼N;
but x is not a principal solution because xAMþ:
When Ja þ JboN an integral characterization of the principal solutions is given
by the following result.
Theorem 4. Let Ja þ JboN: A solution u of (1) is a principal solution if and only ifZ N 1
FðaðtÞÞu2ðtÞ dt ¼N: ð21Þ
Proof. Let u be a principal solution of (1). In view of Lemma 2 we have uðNÞ ¼
0; u½1
ðNÞ ¼ cua0: Without loss of generality, suppose uðtÞ40; u0ðtÞo0 for tXtuX0:
Because
lim
t-N
uðtÞRN
t
Fð1=aðsÞÞ ds ¼ F
ðcuÞ40;
there exists a positive constant k such that uðtÞok RN
t
Fða1ðsÞÞ ds for tXtu: Then
Z N
tu
F
1
aðsÞ
 
1
u2ðsÞ ds4
1
k2
Z N
tu
F
1
aðsÞ
  Z N
s
F
1
aðrÞ
 
dr
 2
ds
¼
Z N
s
F
1
aðrÞ
 
dr
 1					
N
tu
¼N;
i.e. condition (21) is veriﬁed. Vice versa, let x be a nonprincipal solution of (1) and let
us show that Z N 1
FðaðtÞÞx2ðtÞ dtoN: ð22Þ
If xAMþ; then clearly condition (22) follows. It remains to consider the case xAM:
In this case, by using the same argument as given in the proof of Theorem 2—Case
C, we obtain xðNÞa0 and so the assertion again follows. &
The following two examples show that Theorem 4 fails when Ja þ Jb ¼N:
Example 3. Consider the equation
ðFðx0ÞÞ0 þ 8
27ðt þ 1Þ3 FðxÞ ¼ 0; ð23Þ
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where FðuÞ ¼ u2 sgn u: Clearly Ja ¼N; JboN: Function xðtÞ ¼ ðt þ 1Þ2=3 is a
solution. In view of Theorem 3, x is a principal solution because
Z N x0ðtÞ
x2ðtÞx½1
ðtÞ dtE
Z N
ðt þ 1Þ1 dt ¼N:
However, condition (21) does not hold, becauseZ N 1
FðaðtÞÞx2ðtÞ dtE
Z N
ðt þ 1Þ4=3 dtoN:
Example 4. Consider the equation
ðFðx0ÞÞ0 þ 2
37=3ðt þ 1Þ4=3
FðxÞ ¼ 0; ð24Þ
where FðuÞ ¼ juj1=3 sgn u: Clearly, Ja ¼N; JboN and function xðtÞ ¼ ðt þ 1Þ1=3 is a
solution. By Theorem 3, x is a nonprincipal solution, becauseZ N x0ðtÞ
x2ðtÞx½1
ðtÞ dtE
Z N
ðt þ 1Þ10=9 dtoN:
Observe that condition (22) is not satisﬁed, becauseZ N 1
FðaðtÞÞx2ðtÞ dtE
Z N
ðt þ 1Þ2=3 dt ¼N:
In the opposite case JaoN; Jb ¼N; other examples can be easily produced, by
considering the reciprocal equations of (23) and (24), respectively.
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