A stochastic algorithm for obtaining feasible initial populations to the Vehicle Routing Problem with Time Windows is presented. The theoretical formulation for the Vehicle Routing Problem with Time Windows is explained. The proposed method is primarily divided into a clustering algorithm and a two-phase algorithm. The first step is the application of a modified -means clustering algorithm which is proposed in this paper. The two-phase algorithm evaluates a partial solution to transform it into a feasible individual. The two-phase algorithm consists of a hybridization of four kinds of insertions which interact randomly to obtain feasible individuals. It has been proven that different kinds of insertions impact the diversity among individuals in initial populations, which is crucial for population-based algorithm behavior. A modification to the Hamming distance method is applied to the populations generated for the Vehicle Routing Problem with Time Windows to evaluate their diversity. Experimental tests were performed based on the Solomon benchmarking. Experimental results show that the proposed method facilitates generation of highly diverse populations, which vary according to the type and distribution of the instances.
Introduction
The Routing Problem is one of the most important and widely studied combinatorial problems focused on distribution, logistics, and transportation systems. It is important to note that there is great variation in real problems. Each company has a different problem with specific features that makes it unique. According to its importance and hardness, several variants of the Routing Problem have been proposed to provide approaches for more realistic problems. Variants of the Routing Problem are defined by theoretical mathematical models that focus on general problems with specific features. Due to its high complexity and similarities with real problems, the Vehicle Routing Problem with Time Windows (VRPTW) is one of the most studied models.
The VRPTW can be described as a set of identical vehicles that have to serve a set of customers. Each customer has a fixed distance, a defined service time, a specific demand, and a time window during which it must be served. In addition, each vehicle has a limited capacity. A route is defined as the set of ordered customers served by a single vehicle, which starts and finishes at the depot. The objective function finds a solution that minimizes the total travel cost. The cost of going from customer to is obtained by calculating the Euclidean distance.
The VRPTW is classified by the Complexity Theory as NP-Complete [1] [2] [3] . There is no known deterministic algorithm bound in polynomial time that solves this problem. It is necessary to implement heuristic methods for undertaking problems in this class.
Although several heuristics and metaheuristics have been applied to the VRPTW in attempt to develop efficient distribution strategies according to the constraints, this work is focused on the most widely used population-based 2 Mathematical Problems in Engineering methods, evolutionary algorithms, [4] and genetic algorithms [5, 6] . Population-based algorithms sometimes suffer from premature convergence due to loss of diversity during the evolutionary process; they become rapidly trapped in local optima. The initial population diversity and the selection of genetic operators are crucial for the optimal performance of these kinds of algorithms [7, 8] because the proper selection improves the exploration and exploitation of the solution space.
Several methods exist for generating feasible solutions to the VRPTW. The most frequently used ones are clustering methods and insertion heuristics [2, 9, 10] . Both of these techniques are taken into account in this work. Some of the recent work related to this problem is presented in [11] , where a basic insertion heuristic is implemented to solve the VRPTW with Multiple Routes per Vehicle in order to generate a feasible solution. At first, an unrouted customer is selected to be inserted between two customers and , if the hard problem constraints are fulfilled. Once a customer is inserted, the new route is updated. This process is iteratively repeated until all unrouted customers have been inserted into a route. In [12] , a sequential insertion heuristic is applied to three variants of the Routing Problem. Variants used in this research are the Multiple Time Windows Vehicle Routing Problem, Heterogeneous Fleet Vehicle Routing Problem, and Double Scheduling Vehicle Routing Problem. The efficiency of the insertion heuristic is evaluated based on Solomon's and Gehring and Homberger's benchmarks. This method is very useful for heuristics that require a high-quality initial solution, such as Taboo Search.
According to the literature, a crucial factor in obtaining high-quality solutions in a population-based algorithm is the diversity. There are several methods for obtaining equilibrium between exploration and exploitation of the solution space to get the proper convergence and avoid stagnation behavior. It is well-known that the initial population plays an important role in the convergence of population-based algorithms. High-quality solutions will be obtained with the combination of a sufficiently diverse population and the application of the proper genetic operators that allow diversity to be maintained [13] [14] [15] . In addition, several methods exist that inject diversity into the population. One of the most relevant of these methods is the DDCGA (Dynamic Diversity Control Genetic Algorithms) proposed by Chang et al. [16] . This method is a chromosome control mechanism that generates a set of artificial chromosomes with high diversity and injects them into the population to effectively maintain the diversity during the evolutionary process. Anselmo and Pinheiro [17] presented an interesting work which is not applied to Routing Problems but is focused on the construction of phylogenetic trees based on the evaluation of Hamming distance among DNA sequences. They proposed an Unweighted Pair Group Method with Arithmetic Mean (UPGMA) and neighbor joining (NJ). This method is applied to two binary data sets based on sequences of mitochondrial DNA from humans, chimpanzees, gorillas, and orangutans. The statistical properties of the DNA sequences are compared using Hamming distance to construct the phylogenetic tree based on their differences. In addition, this method has the capacity to efficiently deal with multiple and different numbers of sequences per group. The relevance of this work to the current paper is that the UPGMA examines several binary sequences. These DNA sequences are studied to identify which of them are related among themselves, in order to construct a phylogenetic tree. The idea of using Hamming distance to identify relationships among compound data sets with several subgroups is taken in this paper. The evaluation of dissimilarities allows for identification of the need to increase the diversity in the nonbinary initial population. The similarities help identify identical individuals, which could negatively affect the algorithm's behavior. More recently, Yang and Li [18] presented another relevant method called the Autoenhanced Population Diversity (AEPD). This method identifies when the population should be rediversified based on its convergence or stagnation and reinitializes individuals to enhance population diversity.
Based on the previously explained work, some modifications of the classical -means algorithm are implemented in this research. Those features are described in Section 3. The contribution of this paper is focused on the generation of feasible solutions from the partially feasible solutions obtained by the clustering method, where no time constraints have been evaluated yet. Therefore, a two-phase algorithm is proposed to evaluate the time windows and generate highly diverse initial populations. The first phase corresponds to an initial evaluation of time constraints, discarding those customers with time violations. The second phase implements a hybrid insertion heuristic to ensure the solutions feasibility. According to experimental results, the hybridization performed in this phase favors the diversity among solutions.
According to literature, one of the crucial features of a population is the diversity, because the convergence of a population-based algorithm depends on it. There are various methods for calculating diversity. The most widely used are Levenshtein distance [19] and Hamming distance [20] .
The Hamming distance is the most common diversity measure for comparisons of categorical sequences and binary sequences [21] . Although there are several ways to apply this method to optimization problems, in this work a modification was made. The Hamming distance was applied, but it was necessary to adapt the method to the solution structure that the VRPTW represents. A computational method is proposed based on this methodology.
The present work is organized as follows. Section 2 provides a description of the Vehicle Routing Problem with Time Windows. Section 3 describes the clustering problem and the implemented clustering algorithm. Section 4 explains the two-phase algorithm proposed in this work. Section 5 introduces the classical Hamming distance method. It also presents the modifications, methodology, and algorithm proposed for calculating the diversity among solutions in a population for the undertaken problem. Section 6 shows the obtained experimental results based on the well-known Solomon benchmarking of 100 customers. Finally, the conclusions and future research direction are presented.
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Vehicle Routing Problem with Time Windows
The Vehicle Routing Problem with Time Windows (VRPTW) is one of the most studied problems due to its wide application in industry and its economic significance. It is important because it involves the main features of the classical problems of transportation, distribution, and logistics. Therefore, the focus of this paper is on the model proposed by Paolo and Daniele [2] . The VRPTW is considered to be a hard problem and is classified by Complexity Theory as NP-Complete [1] [2] [3] . The VRPTW can be formally described as a directed graph = ( , ) with a set = {0, 1, 2, . . . , } and an edge set . The set consists of 1, 2, . . . , customers distributed into a two-dimensional space ( , ), where each customer has a defined service time , a specific demand , and a time window [ , ] in which the customer must be served. Each customer must be served at most by a single vehicle. Each vehicle belongs to a homogeneous fleet of identical vehicles with limited capacity . The ordered sequence of customers visited by a vehicle is known as a route; a single route is exclusive to a single vehicle. Each route must start and finish at the depot (identified as 0 at the beginning and + 1 at the end) within the time window of the depot [ , ] .
The objective is to minimize the number of routes and the total travel cost of the solution. The cost of a route is given by the sum of the Euclidean distance of each edge between customers ( , ) served by a single vehicle, where ̸ = . Therefore, the total travel cost corresponds to the sum of the route's costs involved in a solution. According to this description, the integer linear programming model of the VRPTW [2] can be formulated as shown below.
Integer Linear Programming Model of the VRPTW [2] . Consider
Subject to:
∈ {0, 1} ∀ ∈ , ( , ) ∈ .
The goal of the objective function (1) is to minimize the total cost of the solution by attempting to reduce the number of routes. The constraint set in (2) makes certain that each customer is visited by a single vehicle at most. The constraint set in (3) ensures that only one customer connects directly to the depot at the beginning of a route. The inequality set in (4) safeguards the idea that the number of vehicles arriving to a customer is the same as that leaving it. The constraint set in (5) verifies that only one customer connects to the depot at the end of a route. The constraint set in (6) guarantees the feasibility of a solution. The constraint set in (7) ensures that the time constraints of each customer are met. The constraint set in (8) guarantees that all of the routes are performed within the time window of the depot. The constraint set in (9) ensures that the sum of customer demands assigned to a specific vehicle does not exceed its maximum capacity. The constraint sets in (10) and (11) guarantee the nonnegativity of variables and define the formulation as a binary integer linear programming model.
Clustering Algorithm
Clustering is an important and difficult problem classified as NP-Hard [12] , with many applications in different areas. In Combinatorial Optimization, it is applied to difficult problems based on the paradigm "Divide and Conquer," where the problem is divided into segments or subsets [22] . Each subset groups together similar data, separating it by feature into different subsets so that a large problem can be approached as smaller independent subproblems. Formally, a clustering problem can be described as a problem divided into = 1 , 2 , . . . , subsets. Therefore, a solution is a compound of data subsets which can be undertaken independently.
Several clustering methods exist [23] that can be applied to Routing Problems, but one of the most well-known and widely used is the -means [24] . This method consists of the evaluation of a set of data distributed in a Euclidean space, where disjoint subsets of elements have to be created according to their data features, where is a known value at the beginning of the process. The first step is to determine the starting points called centroids. A centroid is determined as a point in space. Each centroid groups together a set of elements that minimize the mean squared Euclidean distances from each element to the nearest centroid. Despite its popularity, this method has advantages and disadvantages [8] , which are listed below.
Advantages are as follows:
(i) It is simple and fast.
(ii) It is relatively flexible and efficient. (iv) It has relatively good results for convex clusters.
Disadvantages are as follows:
(i) It is necessary to know the number of clusters at the beginning.
(ii) There is sensitivity to the starting point (selection of the first centroid).
(iii) There are clusters with similar form and density.
(iv) There is recalculation of centroids and distances.
According to the features of -means [23] and the known desirable features of clustering methods [25] , some modifications were applied according to the features of the clustering method and the proposed mathematical model shown in (1)- (11) . The algorithm is shown in Algorithm 1.
The proposed algorithm (Algorithm 1) divides the elements of input into subsets. This algorithm is applied specifically to the VRPTW. Elements are known as customers and the Euclidean distance between two customers and is denoted as distance or cost. Each obtained subset corresponds to a route. The modifications of the -means algorithm are such that each customer has a specific demand which is evaluated before the insertion of a customer into a cluster. In order to generate a semifeasible solution where capacity constraints are taken into account, the segmentation involves the evaluation of the distance between the customers ( , ) and the customers' demand. It is noteworthy that it is not necessary to know the number of clusters at the beginning of the process, because the algorithm finds the correct number of clusters according to the input and constraints.
The benchmarks of Solomon are the algorithm input in this research. The algorithm receives the input in Step (2) (Algorithm 1).
Step (3) takes the benchmarking information and focuses on the coordinates of customers in order to calculate the Euclidean distances between them.
Step (4) performs the initialization of the taboo list, which is useful to control the customer assignment, using 0 for nonassigned customers and 1 for assigned ones.
Step (5) is the iterative process of clustering. The first step is to create a new cluster by the random selection of a centroid. This centroid corresponds to a nonassigned customer. After this selection, the centroid status is changed in the taboo list and nonassigned customers are evaluated according to distance and demand, with an attempt to add as many customers as possible to the current cluster. If the maximum capacity of a vehicle is exceeded, another route is opened, without exceeding the maximum number of vehicles in the fleet.
Step (5) is repeated until all the customers are assigned to a route. At the end of this step, it is said that a semifeasible solution is obtained, because capacity constraints are met on each route.
The modifications applied to -means are as follows:
(i) Number of clusters does not have to be known.
(ii) A centroid is a customer, instead of a point in space.
(iii) Euclidean distances are calculated only once.
(
end-if (14) vect taboo [centroid] == 1 (15) Search nearest client at centroid (16) if
Algorithm 1: Clustering algorithm applied to VRPTW.
(iv) It is not necessary to recalculate centroids.
(v) Customers demand and maximum vehicle capacity are taken into account.
The solution obtained by the clustering algorithm is taken as the input for the two-phase algorithm to turn a semifeasible solution into a feasible one.
Two-Phase Algorithm
The input for this algorithm is a semifeasible solution, where capacity constraints of the VRPTW are met. However, some constraints have not been evaluated yet. The proposed twophase algorithm was developed to focus on the evaluation of time constraints with the aim of turning each semifeasible solution into a feasible one.
The two-phase algorithm is implemented in two distinct phases which are outlined here. The first phase performs a first debugging, leaving each cluster with only the customers whose time windows are met and marking those with violations of time constraints as nonassigned on the taboo list. The second phase corresponds to an insertion heuristic, which takes the nonassigned customers and tries to insert them into the existent routes based on the problem constraints. If any customer cannot be inserted, another route is created. The whole process of the proposed methodology is described in the following subsections.
First
Phase. This phase receives the semifeasible solution generated by the clustering algorithm described in Section 3. The algorithm then performs an evaluation of time constraints.
The time constraints are known for being the hardest constraints in the VRPTW, because each customer has a different and well-defined time window during which it must be served by a single vehicle. If the vehicle arrives before the time window opens, it has to wait, and no delays are permitted. If a vehicle arrives after the time window closes, the solution is considered unfeasible.
Based on this concept, the received solution is evaluated, leaving the customers with time violations out of the route and changing their status on the taboo list as nonassigned. In this research, this new solution is called partially feasible because all the constraints are met by the assigned customers, but there are still nonassigned customers.
Second
Phase. This phase receives the partially feasible solution generated by the first phase explained in Section 4.1. An insertion heuristic is applied in order to convert the partially feasible solution into a feasible one. The insertion heuristic proposed in this research is a hybridization of four randomly applied straightforward insertion methods. The methods involved in this hybridization are explained as follows.
(i) Nearest Route (NR). This method randomly selects a nonassigned customer, then looks for the nearest route, and evaluates capacity and time constraints. If constraints are met, the customer is assigned. Otherwise, another route is selected under the same evaluation criteria. If the customer cannot be assigned to an existent route, another one is created.
(ii) Direct/Swap Insertion (D/S). After selection of a nonassigned customer, this method tries to insert the customer directly into the nearest route according to problem constraints. If the constraints are not met, the customer is inserted and another route is randomly selected. Immediately, an exchange of one customer belonging to each of the two routes is performed. If capacity and time constraints are met in both routes, the operation is considered successful and the customer is marked as inserted. Otherwise, both routes return to their original sequences. Another route is then selected and the same procedure is repeated. It is repeated iterations or until the customer has been inserted. In case it cannot be inserted into any route, another one is created.
(iii) Swap Insertion (S).
A nonassigned customer and a route are randomly selected. The customer is inserted into the route independent of whether the capacity and time constraints are met or not. Consequently, another route is randomly selected. After that, one customer from each of the selected routes is randomly selected to perform an exchange. In this step, capacity and time constraints are evaluated in both routes. If constraints are met, routes are permanently modified and the customer is consider to be inserted. Otherwise, the process is repeated times or until the customer is inserted. If the customer cannot be inserted into any existing routes, another route is created.
(iv) Swaps 1 by 1 and 2 by 2 (1-1 and 2-2) . In this method, the procedure attempts to force customer insertion using two different exchange movements. First, a nonassigned customer is selected, and the process explained in the swap insertion is applied. If the customer was not inserted during this process after iterations, instead of creating a new route, the method performs exchanges of two customers per route under the same conditions as the swap insertion. At the end of this process, if the customer was not inserted, a new route is created.
These random procedures are iteratively performed until all the customers have been scheduled. Once all the customers have been inserted, it is said that a feasible solution to the VRPTW has been obtained.
This research is focused on a population-based algorithm so it is necessary to create a population of feasible individuals (solutions). Thus, the whole process of creating a feasible solution has to be repeated times.
Hamming Distance
The term Hamming distance is based on the Hamming codes proposed by Hamming Richard in 1950 [26] . The Hamming distance is a diversity measure used to understand how different two sequences are. The Hamming distance between two binary sequences, { } and { }, with the same length, , = 1, . . . , , is represented in (12) . corresponds to the quantity of elements in each sequence and refers to the difference between the two sequences. Therefore, a small value of indicates that the sequences are very similar. As the value of approaches , the difference between the sequences increases, indicating that more movements are required to make a transformation from one sequence to the other [27] :
An example of a Hamming distance calculation for sequences of = 3 is shown in Figure 1 .
Analogously, Hamming distance can be seen as the minimal number of edges connecting two vertices in andimensional representation [28] , where is the number of elements in each sequence. With this type of representation, the example in Figure 1 is seen as follows (Figure 2) .
With this representation, the Hamming distance allows the concept of the nearest neighbor to be defined. As fewer changes take place to go from one sequence to another, sequences become more similar. 
Methodology for Hamming Distance Calculation for the VRPTW
The procedure explained in Section 5 was modified in this research, according to the solution structure for the VRPTW of the model shown in (1)- (11) . Taking into account that a solution is an individual within the population, the structure of an individual is presented in Figure 3 . A chromosome corresponds to a route in a solution and a gene is a customer assigned to a specific route. In the literature, the Hamming distance method has been applied to simple sequences which do not have subsequences, as shown in Figures 4(a) and 4(b) .
Under these conditions, the Hamming distance is a very simple method, but its complexity increases when it is applied to sequences (individuals) with structural differences, such as those presented in Figure 3 . Each individual is composed of several subsequences (chromosomes); each of these is considered a compound route of a set of ordered customers. Based on the features of individuals, a methodology for applying the Hamming distance to VRPTW was developed. The proposed methodology is represented in Figure 5 .
This methodology is developed based on chromosomes (routes). The order of chromosomes within an individual is not relevant since two individuals can have the same chromosomes in different orders and still be identical. Therefore, comparisons are made according to positions of chromosomes. For instance, in Figure 5 , the customer in The value of the Hamming distance remains the same when a customer is found in the same position in any route in the second individual. Otherwise, it increases in value. Thus, a high Hamming distance value means that the individuals being compared are very different. On the contrary, a small Hamming distance value means that individuals are very similar.
Algorithm for Hamming Distance Calculation.
In the literature there are several computational methods for calculating the Hamming distance, but in this work an algorithm based on the methodology described in Section 6 was developed. This algorithm computes the diversity in a population for the proposed algorithm for the model presented in (1)-(11) . The algorithm was developed on Visual C 2008. The pseudocode of the proposed algorithm is shown in Algorithm 2.
The algorithm (Algorithm 2) shows an exhaustive comparison process, where each individual is compared with all of the individuals in the population. This process is useful to identify individuals with identical genotype, which is crucial because having identical individuals in a population reduces the diversity. It has been proven that population diversity directly affects the convergence of the algorithm.
According to the algorithm shown in Algorithm 2, the nested loops in Steps (3) and (4) (1) Initialize ind, aux, Hamming, cont, (2) Read Population (InitialPopulation) (3) for ind = 0 : ind < InitialPopulation (4) for aux = ind + 1 : aux < InitialPopulation (5) Hamming = cont = 0 (6) for vh = 0 : vh < ChromosomesInd1 (7) flag = 0 (8) for vhInd2 = 0 : vhInd2 < ChromosomesInd2 (9) if == IniChromInd1 cont = 0 (10) end-if (11) if ≤ FinChromInd2 && ≤ FinChromInd1 (12) if gens of ind and aux are identical (13) flag = 1 (14) vhInd2 = ChromosomesInd2 (15) end-if (16) end-if (17) end-for (18) if flag == 0 (19) Hamming++ (20) end-if (21) cont++ (22) end-for (23) end-for (24) = Hamming (25) end-for Step (6) takes each of the routes (chromosomes) of each individual.
Step (8) takes each of the customers in order which have been assigned to a specific route. Together, Steps (6) and (8) (18) to (21) increase the value of the Hamming distance; otherwise, it remains the same. The temporal function of the algorithm is shown in (13) and has a complexity of ( 2 2 ): 
where is size of population; is number of routes (chromosomes) in an individual; is number of customers per route, which used to be variable; is total number of customers to be assigned. This complexity does not affect the efficiency of the algorithm because it is applied only once, when the feasible initial population is created. Moreover, this code is applied as an external method and is not included in the populationbased algorithm.
Experimental Results
Experimental tests were performed using the 56 Solomon's benchmarks of 100 customers. The Solomon's benchmarks are divided into two types (according to the hardness of time windows and vehicles capacity) and three kinds of distribution. Type 1 refers to benchmarks with narrow time windows and vehicles with small capacities. Type 2 incorporates larger time windows and larger vehicle capacities. Distribution is divided into three categories: Clustered ( ), Random ( ), and Clustered-Random ( ). Clustered ( ) distribution indicates that customers are geographically grouped. Random ( ) distribution uses a random location for all the customers. Finally, the Clustered-Random ( ) distribution is a mix of the two distributions previously explained.
The goal of this research is to develop an algorithm that allows highly diverse populations to be obtained. These are crucial for optimal performance of population-based algorithms because they favor the process of exploration. However, a diverse population is not the only important factor for improving performance. The selection of the genetic operators plays an important role in this process also. With high diversity in the initial population and the application of the proper genetic operators, there is an elevated probability of achieving high performance in populationbased algorithms.
After applying the modified clustering method, the twophase algorithm is implemented to make the solution feasible using one of the following different insertion heuristics: nearest route (NR), direct/swap insertion (D/S), swap insertion (S), insertions 1 by 1 and 2 by 2 (1-1 and 2-2), and the proposed hybrid insertion algorithm. These five insertion heuristics were experimentally tested to determine which showed best performance for the undertaken problem.
Testing was performed on a laptop with a Quad-core 1.73 GHz processor and RAM of 6 GB using Windows 7 OS. All the algorithms in this research were developed using the compiler Visual C 2008. It is noteworthy that the quality of individuals is determined based on the diversity within a single population, because an optimization method has not yet been applied. The averages of experimental results are shown in Table 1 for each of the evaluated benchmarks. Thirty executions per benchmark were performed.
Experimental results shown in Table 1 correspond to the efficacy of the solutions based on the Hamming distance. It is important to mention that efficacy is calculated in terms of diversity, because an optimization method has not yet been applied. The Hamming distance is one of the most frequently used diversity measures because it calculates quantitatively how different two sequences are. The distance was calculated according to the average of 30 executions per benchmark, where each execution generates a population of 500 individuals to show the scalability of the algorithm.
Experimental testing was performed by evaluating each of the five chosen insertion heuristics separately. According to the results shown in Table 1 , the insertion heuristic that obtains the largest diversity is the proposed hybrid insertion heuristic. This proposal consists of random selection of the four straightforward insertion heuristics explained in this research, whose movements promote increased diversity. Variations in movement allow the neighborhood size to be modified upon each application of the proposed structure. Moreover, these results can be seen graphically for each benchmark in Figures 6(a)-6(c) .
According to the obtained results, which are shown in Figure 6 , the proposed hybrid insertion heuristic obtained more diversity than the single straightforward insertion heuristics for nearly all the benchmarks. Based on the type of distribution, Clustered ( ) benchmarks were shown to have more difficulty obtaining high diversity than other distributions because the customers' location plays an important role. This is contrary to Random ( ) and Random-Clustered ( ) benchmarks, which are more flexible and therefore able to achieve more diversity due to their distribution features. By analyzing the obtained value for the Hamming distance, it is possible to conclude that the critical parameters for diversity are the distribution of customers and the time windows, which are the hardest constraints.
The population diversity in populations is limited by the sets of hard constraints (6), (7), (8) , and (9). The attempt to generate greater diversity implies obtaining unfeasible solutions. The diversity is obtained within a part of the solution space limited by the problem constraints. If there were no sets of constraints, the diversity could be greater, but the model would correspond to a relaxation that does not include time window, capacity, and customer constraints.
In terms of efficiency, tests were performed under the same conditions as the efficacy tests, using 30 executions per benchmark and obtaining populations of 500 individuals. The obtained results were grouped together to calculate the average by type and distribution. The time average of the obtained results for each of the type/distribution benchmarks is shown in Figure 7 . The results in Figure 7 show that the proposed hybrid insertion heuristic, represented with a light blue bar, is competitive in efficiency compared to the other straightforward structures. This behavior is explained because it involves four different insertions, which are selected randomly. Thus, the execution time varies according to the number of times each movement is applied.
The application of the proposed hybrid insertion heuristic within the two-phase algorithm was decided according to the analysis of efficacy and efficiency results, shown in Figures 6  and 7 .
Once the genetic algorithm is applied to the problem, the genetic operators play an important role in the process of exploration and exploitation of the solution space. Genetic operators must be selected carefully according to the features of the problem in order to maintain the proper diversity and obtain the best possible solution. Another way to maintain diversity during the optimization process is to adapt the second phase of the proposed two-phase algorithm. A mutation operator can be applied at given intervals, after a certain number of generations, to reinsert diversity within the population and avoid premature convergence, as shown in Algorithm 3.
Conclusion
In this paper, a modified -means algorithm was applied to the VRPTW, where only the capacity constraints were taken into account. The experimental tests were performed to prove the efficacy of the clustering algorithm and the proposed twophase algorithm to obtain feasible solutions to VRPTW. The two-phase algorithm performs two procedures to generate a feasible solution based on the evaluation of time constraints. The first procedure evaluates the time windows of the customers in an assigned route, leaving out those that violate time constraints. The second procedure applies an insertion heuristic to add the nonassigned customers to a route. The selection of the insertion heuristic is done randomly. It is noteworthy that efficacy was evaluated according to the Hamming distance of the obtained population. Five insertion heuristics were evaluated and the best results were obtained with the proposed hybrid insertion heuristic. This proposed insertion heuristic obtains populations with more diversity and is competitive in efficiency when compared to the other insertion heuristics evaluated.
In this paper, a methodology to calculate the Hamming distance for solutions to the model of VRPTW was described and is shown in (1)- (11) . Moreover, a computational method was developed based on this methodology, enabling the calculation of Hamming distance for populations of feasible individuals. This is important, because, in a population, diversity is a critical feature for maintaining maximum performance of the algorithm. Therefore, this characteristic, in conjunction with genetic operators, is very important for avoiding stagnation behavior and becoming trapped in local optima.
Moreover, based on the results of the Hamming distance for benchmarks with different features, it is possible to identify the critical parameters for diversity, which are the hardness of time windows. Under these conditions, experimental results show that it is possible to obtain major diversity for type 2 benchmarks. In the case of distribution, benchmarks with a Random distribution allow higher values of Hamming distance to be obtained. The proposed methodology enables highly diverse populations to be attained based on the application of the clustering method followed by random application of insertion heuristics used in the two-phase algorithm. The neighborhood size is continuously changing which improves the distribution in the solution space.
