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Abstract
In this paper we introduce and study a higher-dimensional analogue of the giant component in
continuum percolation. Using the language of algebraic topology, we define the notion of giant
k-dimensional cycles (with 0-cycles being connected components). Considering a continuum per-
colation model in the flat d-dimensional torus, we show that all the giant k-cycles (1 ≤ k ≤ d− 1)
appear in the regime known as the thermodynamic limit. We also prove that the thresholds for the
emergence of the giant k-cycles are increasing in k and are tightly related to the critical values in
continuum percolation. Finally, we provide bounds for the exponential decay of the probabilities
of giant cycles appearing.
1 Introduction
Percolation theory focuses on the formation of large-scale structures, and originally introduced as a
model for propagation of liquid in porous media. The first percolation model, introduced by Broadbent
and Hammersley [11], is known today as the bond-percolation model where bonds (connection between
sites) can be either open or closed independently at random. Since then, percolation theory has become
one of the dominant areas in mathematics and statistical physics, see [14] for a survey on the field. In
this paper we focus on a continuum percolation model that was introduced first by Gilbert [21] as a
model for ad-hoc wireless networks. In continuum percolation, geometric objects (grains) are deployed
at random in space, and we consider the structure formed by their union (see [29]).
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We introduce a new higher-dimensional generalization of percolation phenomena using the language
of algebraic topology. In order to do so, we will be considering percolation in a finite (yet large)
medium, where structures such as “giant” connected components, one-arm events, and crossing com-
ponents, may appear. Our main observation is that these formations are mostly topological in nature,
i.e. they are concerned with qualitative aspects of connectivity rather than quantitative measures of ge-
ometry. In algebraic topology, connected components are considered “0-dimensional cycles” (or rather
equivalence classes of cycles), forming the first class in a sequence known as the homology groups
{Hk}k≥0 (see Section 2.1). For example, elements in H1 (1-cycles) can be thought of as loops sur-
rounding holes, elements in H2 (2-cycles) can be thought of as surfaces enclosing cavities, and there
is a general notion for k-dimensional cycles. Our goal is to introduce a notion of “giant k-dimensional
cycles,” and explore the probability of these structures to appear.
We focus on the continuum percolation model where the grains are balls of a fixed (nonrandom)
radius. Suppose that we have a homogenous Poisson process Pn with rate n generated over a space S,
and consider Or to be the union of balls of radius r around Pn. We define as giant k-cycles in Or any
k-cycle in Or that is also a k-cycle of S, i.e. elements in the image of the map Hk(Or)→ Hk(S) (see
Section 3 for formal definitions). Note, that taking S to be a box (or any compact and convex space)
will be pointless, since a box has Hk = 0 (i.e. no k-cycles) for all k > 0. Instead, we focus on the
d-dimensional flat torus Td, i.e. the unit box [0, 1]d with a periodic boundary. In this case, it is known
that rank(Hk(Td)) =
(
d
k
)
, and therefore we expect to observe giant k-cycles emerging in Or for all
1 ≤ k ≤ d.
Our main result is the following. We define Ek to be the event that there exists a giant k-cycle in
Or (i.e. Im(Hk(Or) → Hk(Td)) 6= 0), and Ak to be the event that Or contains all giant k-cycles
(i.e. Im(Hk(Or) → Hk(Td)) = Hk(Td)). Similarly to the study of random geometric graphs [32],
we study the limit when n → ∞ and r = r(n) satisfies nrd = λ (i.e. r = (λ/n)1/d), known as the
thermodynamic limit. Our results show that there exist two sequences of threshold values λ0,1 ≤ · · · ≤
λ0,d−1, and λ1,1 ≤ · · · ≤ λ1,d−1, such that:
(a) If λ < λ0,k then P (Ek)→ 0 exponentially fast.
(b) If λ > λ1,k then P (Ak)→ 1 exponentially fast.
Clearly, λ0,k ≤ λ1,k and we conjecture that these values are equal. We will prove equality for k = 1,
while for k > 1 this remains an open problem.
Related work. A few higher-dimensional percolation notions have been studied in the past. In [4, 23]
the model of random plaquettes was studied, as a generalization for bond percolation models. The
main idea here is to consider Zd, and instead of setting edges to be open/close, we do the same for
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the k-dimensional cubical faces (2 ≤ k ≤ d). The study in [4] focuses on 2-dimensional plaquettes,
and asks whether an arbitrarily large loop of edges in Zd is covered by a 2-dimensional surface of
random plaquettes. Note, that loops that are not covered by any surface are exactly what we refer to
as (nontrivial) 1-cycles. The results in [23] consider (d − 1)-dimensional plaquettes, and address the
formation of unoccupied spheres around the origin, which are related to entanglement. These spheres
can also be thought of as (d − 1)-cycles in homology. Using a similar cubical model, [25] studied
percolation in a graph generated by neighboring (d− 1)-cycles.
Another model is a generalization of the Erdo˝s-Re´nyi G(n, p) random graph. Instead of a graph, we
consider a simplicial complex (an object consisting of vertices, edges, triangles, tetrahedra and higher
dimensional simplexes). The random k-complex Xk(n, p) is generated by taking n vertices, including
all possible simplexes of dimensions 0, . . . , k−1, and setting the state of the k-simplexes independently
as open with probability p, and closed otherwise. In the G(n, p) graph a giant component consisting of
Θ(n) vertices is known to emerge when p = 1/n [19]. The shadow of a graph is the set of all edges not
in the graph, whose addition to the graph generates a new cycle. When the giant component emerges,
we observe that the shadow is giant, i.e. contains a fraction of the edges. Similarly, in [28] it was shown
that when p = c/n for a known c > 0, a giant k-shadow emerges in Xk(n, p) where here the shadow
refers to all the k-faces not in the complex, whose addition generates a new k-cycle.
The phenomena above and the formation of giant k-cycles introduced in this paper are not obviously
related. In particular, they are not directly comparable, as the plaquette model is infinite, the random
k-complex has no underlying topology, and the torus we study here is both finite and has nontrivial
homology. Nontheless, all these results describe different aspects of percolative behavior in higher
dimensions. It is an interesting question whether any of these notions coincide for any particular model.
Finally, we note that the topological study of Or here is equivalent (via the Nerve Lemma [10]) to
the study of the random Cˇech complex [27]. Recall that our results describe the appearance of the
giant k-cycles of the torus in the random process Or. A different transition related to Or (via the
Cˇech complex), which can be referred to as homological connectivity [6], describes the stage where
the k-th homology of Or not only contains all the k-cycles of the torus (Im(Hk(Or) → Hk(Td)) =
Hk(Td)) but is completely identical (isomorphic) to it (i.e. Hk(Or) ∼= Hk(Td)). For the flat torus,
it was shown in [6] that a sharp phase transition for the k-th homological connectivity occurs when
nrd = 1ωd (log n+ (k− 1) log log n), where ωd is the volume of a unit ball in Rd. Note that this regime
is much denser than the thermodynamic limit we consider here (nrd = const). For the top-dimensional
homology (Hd), the homological percolation and homological connectivity phase transitions are the
same, and occur when nrd = 1ωd (log n + (d − 1) log log n), which is also the coverage threshold.
Hence, we do not consider the case of k = d in this paper. With respect to the thermodynamic limit,
we also note that several limit theorems have been proved in the past, for examples – the Betti numbers
[38], the Euler characteristic [36], and the topological type distribution [5].
3
(a) (b)
Figure 1: Persistent homology for a random point cloud. (a) A random sample generated in an annulus
whose inner radius is 0.5 and outer radius is 1. (b) We consider the persistent homology PH1 (i.e. holes)
generated by drawing balls of radius r around the points, and increasing r. Each bar corresponds to a
1-cycle, and its endpoints are the birth and death times (radii) of that cycle. Note that there is a single
giant 1-cycle here (representing the hole of the annulus), and its death time is roughly 0.5 (same as the
inner radius).
Applied topology. While the study in this paper is mainly motivated and inspired by percolation
theory, and the main goal is to seek higher dimensional analogue to percolation phenomena, we also
want to highlight another interesting application of the results.
The field of applied topology (or topological data analysis) promotes the use of mathematical topology
in data and network analysis [12, 18, 20] One of the most powerful tools developed in this field is
persistent homology [17, 39]. Briefly, it is an algebraic tool that can be used to detect k-cycles that
appear at different scales in observed data. For example, given a point-cloud X , we can consider the
filtration generated by the union of balls of varying radii {Br(X )}∞r=0. As we increase the radius, k-
cycles can be formed (born), and later filled in (die). The k-th persistent homology, denoted PHk(X ) is
the collection of all such k-cycles, where each cycle γ is assigned with an interval [birth(γ),death(γ))
representing the range of scales (radii) in which the feature was observed, see Figure 1.
One of the key problems in the field is to decide, among all the features in PHk, which ones represent
statistically significant phenomena that one should look into (or the “signal” underlying the data), and
which are merely artifacts of our finite sampling or other sources of randomness that should be ignored
(“noise”). Over the years, several ideas have been proposed (see the survey [37]), but none has grown
into a robust statistical framework, so the problem is still very much open. The probabilistic analysis
of persistent homology is highly challenging due to the potentially global and dependent nature of the
algebraic-topological transformation. Nevertheless, over the past decade, some significant progress has
been achieved [1, 26, 31]. Considering individual cycles in PHk, the following theoretical result is the
only one available to date.
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For each k-cycle γ ∈ PHk we can associate a measure of topological persistence by taking pi(γ) :=
death(γ)/ birth(γ). Suppose that the data X are sampled over a space with a trivial homology (e.g. a
box, ball, etc.). In this case, all the cycles in PHk should be considered as noise, since the signal is
trivial. We define the extremal noise persistence as Πk(n) := maxγ∈PHk(Xn) pi(γ). The following
result was proved in [7].
Theorem 1.1 ([7]). If X = Xn is a homogeneous Poisson process with rate n, then there exist A,B >
0, such that with high probability we have
A
(
log n
log log n
)1/k
≤ Πk(n) ≤ B
(
log n
log log n
)1/k
.
In other words, this result provides us with the asymptotic rate of the most persistent noisy cycle.
While [7] proved this result in a box, we note that this result will hold for any smooth compact manifold,
as long Πk(n) is taken over the noisy cycles (i.e. ignoring precisely the giant cycles we study in this
paper). With this result in hand, an obvious question is then – how does the scaling in Theorem 1.1
compares to the persistence of the signal (giant) cycles? Notice that the death of a signal cycle (in
the limit) is non-random, and depends on the geometry of the underlying space only. For example,
sampling from an annulus, then the death time of the giant 1-cycle is the inner radius (asymptotically),
see Figure 1. Therefore, in order to estimate the persistence ratio of the signal cycles, we need to
evaluate their birth time. The results in this paper provide the correct scaling for these birth times,
and by that can be used to highlight the asymptotic differences between signal and noise in geometric
models (see Section 5).
2 Preliminaries
2.1 Homology
Homology is an algebraic invariant which characterizes spaces and functions using groups and homo-
morphisms. In a nutshell, if X is a topological space, we have a sequence of groups {Hk(X)}k≥0,
where loosely speaking, the generators of H0(X) correspond to the connected components of X ,
the generators of H1(X) correspond to closed loops surrounding holes in X , H2(X) corresponds to
surfaces enclosing voids in X , and in general the elements of Hk(X) are considered nontrivial k-
dimensional cycles. We refer the reader to [24] for more precise definitions, as for the most part we
will not require it. We assume homology is computed using field coefficients, denoted by F, and then
the homology groups are simply vector spaces and the dimension of these vector spaces are known as
the Betti numbers, denoted βk(X).
In this paper, we limit ourselves to the case of the d-dimensional torus. The homology groups in
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this case are Hk ∼= F(
d
k), where F is the field of coefficients we use. See Figure 2(a) for the case
d = 2. More concretely, we will study the flat torus Td = Rd/Zd, which is a topological torus with
a locally flat metric. A useful way to think of Td is using the unit box Qd = [0, 1]d with a periodic
boundary, i.e. Td = Qd/{0 ∼ 1}. In this case, we can view the cycles in Hk(Td) as follows. Let
γk,1 :=
(
[0, 1]k × {0}d−k
)
/ {0 ∼ 1}, i.e. we take a k-dimensional face of the Qd, with the periodic
boundary of the torus. Then each γk,1 introduces a k-dimensional cycle in Td. For each k, we can
similarly generate a basis for Hk(Td)
{
γk,1, γk,2, . . . , γk,(dk)
}
by taking k-faces of Qd in all possible(
d
k
)
directions (i.e. that are not parallel). We call these cycles the “essential cycles” of the torus Td. See
Figure 2(b). The careful reader should note that by cycle, we are referring to a cycle representative of
a non-trivial homology class.
In addition to describing the properties of a single space X , homology groups can also be used to
study functions between spaces. For a given function f : X → Y we have a collection of induced
maps f∗ : Hk(X) → Hk(Y ), that describe what happens to every k-cycle in X after applying f . As
Hk(X),Hk(Y ) are vector spaces, f∗ are linear transformations.
(a) (b)
Figure 2: The homology of the torus. (a) The 2d torus as a manifold. There is a single connected
component – H0 ∼= F, two independent 1-cycles (dashed line) – H1 ∼= F2, and a single “air pocket” –
H2 ∼= F. (b) The 3d flat torus T3 = [0, 1]3/ {0 ∼ 1}, where H1 ∼= F3 and H2 ∼= F3. On the first row
we mark the essential 1-cycles, and on the second row the essential 2-cycles. The columns are ordered
so that the 2-cycle at the bottom is the dual (via Lemma 4.3) of the 1-cycle above.
2.2 Continuum percolation
Percolation theory focuses primarily on the formation of infinite components in random media. In
continuum percolation (see [29]), the medium is generated by geometric objects (grains) placed at
random in space. In its simplest form, we have a homogeneous Poisson process in Rd with rate λ,
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denoted Pλ, and the grains are fixed-size balls. We define the occupancy and vacancy processes as
O :=
⋃
p∈Pλ
B1(p) and V := Rd\O,
where Br(p) is the ball of radius r around p.
The fundamental results in percolation theory are concerned with probability to form an infinite com-
ponent. To this end, we define the event when the origin is part of an infinite component in O as I0,
where ‘infinite’ could refer to either the diameter, volume or the number of points (cf. [29]). Similarly,
we define I¯0 for the vacancy V . Next, we define the percolation probabilities
θ(λ) := P (I0) , and θ¯(λ) := P
(
I¯0
)
,
and the percolation thresholds
λc := inf {λ : θ(λ) > 0} , and λ¯c := sup
{
λ : θ¯(λ) > 0
}
.
A fundamental result in continuum percolation then states that for all d ≥ 2 we have
0 < λc ≤ λ¯c <∞,
with equality for d = 2 [34], and a strict inequality for d > 2 [35].
The critical values λc, λ¯c were shown to control various phenomena related to the connected compo-
nents of the occupancy/vacancy processes. Of a particular interest to us will be those related to crossing
paths in a finite box. Define Wn := [−n2 , n2 ]d, and let O(n),V(n) be the occupancy and vacancy pro-
cesses generated by the points in Pλ ∩Wn. For every n, these processes are finite, and we can ask
whether either of them contains a path that crosses the box from one side to the other. This question is
interesting mainly in the limit as n→∞.
In the theory of random geometric graphs [32], an alternative and nearly equivalent model is studied,
which will be useful for us in this paper. Instead of taking the growing box Wn and a fixed radius
r = 1, we take the fixed unit box Qd = [0, 1]d, consider the homogeneous Poisson process of rate n in
this box Pn, and study the processes
(2.1) Or :=
⋃
p∈Pn
Br(p), and Vr := Q\Or.
To make the models equivalent we set nλ = (n/λ)1/d, and note that the limiting behavior of the
processes O(n),V(n) (in Wn) is same as O(nλ),V(nλ) (in Wnλ , for any fixed λ > 0). In addition, by
a scaling argument – taking Pλ inWnλ with balls of radius 1 is equivalent to taking Pn inQd with balls
of radius r = (λ/n)1/d. In other words, the processes O(nλ) and nλOr have the same distribution (up
to translation). To conclude, we will consider the model in (2.1), under the condition
(2.2) nrd = λ,
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for a fixed λ ∈ (0,∞). Note that this implies that r = (λ/n)1/d → 0 as n→∞.
To prove our main result, we will need the following statements that are adapted from the continuum
percolation literature. For any two sets A,B ⊂ Q we denote by A Or←→ B the event that there exists a
path in the occupancy process that connects a point inA to a point inB. Similarly, we defineA Vr←→ B
for the vacancy processes.
The first statements we need are about the exponential decay of the one-armed probabilities.
Proposition 2.1. Let c be the center point of the cube Q, and ∂BR(c) be the boundary of the ball of
radius R < 1/2 centered at c.
If λ < λc, there exists C1 > 0 (possibly depends on λ) such that
P
(
c
Or←→ ∂BR(c)
)
≤ e−C1Rn1/d .
If λ > λ¯c, there exists C2 > 0 (possibly depends on λ) such that
P
(
c
Vr←→ ∂BR(c)
)
≤ e−C2Rn1/d .
Proof. This is merely a scaled version of Theorem 2 and 4 in [16]. In [16] it is proved that if λ < λc
then for any R˜ > 0 we have
P
(
0
O←→ ∂BR˜(0)
)
≤ e−cλR˜,
for some cλ > 0. Scaling by r and shifting by c, we have
P
(
c
Or←→ ∂BR˜r(c)
)
≤ e−cλR˜.
Finally, since r = (λ/n)1/d we have
P
(
c
Or←→ ∂BR(c)
)
≤ e−cλR/r = e−C1Rn1/d .
Similarly, we can prove the statement for Vr.
The next statement we need is about the crossing paths and uniqueness of the giant component.
Proposition 2.2. Suppose that d ≥ 2 and λ > λc. Take any D ≤ 1. Denote by E the events that:
1. There exists a unique component of Or that crosses the box Q in all directions.
2. The diameter of all other components in Or is at most D.
Then there exists C3 > 0 (possibly depends on λ), so that
P (E) ≥ 1− e−C3Dn1/d .
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Proof. We use a scaled version of Proposition 2 in [33]. For the cube Wn it is proved in [33] that
when λ > λc, for any log n  φn ≤ n the probability that there exists a unique giant component in
O(n), crossing the box Wn in all directions, and that all other components have diameter less than φn
is bounded from below by 1 − e−C3φn for some C3 > 0. Scaling from O(n) to Or, then implies that
for n−1/d log n D ≤ 1 we have P (E) ≥ 1− e−C3Dn1/d .
Remark 2.3. While Theorem 2.2 is stated for a cube, the proof in [33] applies for a box of any fixed-size
dimensions.
3 Main result
Throughout this paper we let d ≥ 2 be fixed and consider the flat torus Td = Rd/Zd (see Section 2.1).
Let {X1, X2, . . .} be iid random variables uniformly distributed in Td, let N ∼ Poisson (n) be another
independent variable, and define Pn := {X1, . . . , XN}. Then Pn is a homogeneous Poisson process
on Td with rate n, and define the occupancy and vacancy processes as above by
Or :=
⋃
p∈Pn
Br(p), and Vr := Td\Or,
where we use balls with respect to the toroidal metric (which is locally flat).
In order to define the giant k-cycles, we consider the inclusion maps i : Or → Td and i¯ : Vr → Td
and consider their induced maps (homomorphisms) in homology,
ik : Hk(Or)→ Hk(Td), and i¯k : Hk(Vr)→ Hk(Td).
Loosely speaking, the image of ik (resp. i¯k) corresponds to the k-cycles of the tours that have a repre-
sentative element in Or (resp. Vr). We define the k-th homological percolation events as
Ek := {Im(ik) 6= 0}, and Ak := {Im(ik) = Hk(Td)},
and similarly for vacancy we define E¯k, A¯k. The event Ek asserts that at least one of the k-cycles of
the torus is represented in Or, while Ak asserts that all of them are.
In Figure 3, we observe 1-cycles that realize the event A1 in the 2-dimensional torus and the 3-
dimensional torus. In Figure 4 we show the 2-cycles that realize A2 for the 3-dimensional torus. One
important remark is that the examples illustrate that the giant cycles need not be simple, e.g. top-to-
bottom or left-to-right.
We can now state the main result of the paper, which considers the limiting probability of the events
Ek, Ak as n→∞.
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Figure 3: The formation of giant 1-cycles in the flat torus. (a) We plot realizations of the 1-cycles
generated by random balls in T2 (box with periodic boundary), where we have two giant cycles. The
first cycle consists of the green+red paths, and the second cycle consists of the blue+red paths. (b) We
plot the 1-cycles generated in T3, where we have three of them. To simplify the picture we do not show
the balls here, only the paths (red,gree,blue) that correspond to the =1-cycles (note that the cycles may
overlap).
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Figure 4: The formation of giant 2-cycles in the flat torus. Here we take T3 ([0, 1]3 with periodic
boundary) and draw the giant 2-cycles formed by the union of balls over a random sample. To simplify
the picture we only show a triangulated version (the nerve) of the balls generating the 2-cycles. Each
of the 2d surfaces presented is a 2-cycles, meaning that it encloses a cavity in the structure.
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Theorem 3.1. Let d ≥ 2, and let nrd = λ. Then there exist two sequences
(3.1) 0 < λ0,1 ≤ λ0,2 ≤ · · · ≤ λ0,d−1 <∞, and 0 < λ1,1 ≤ λ1,2 ≤ · · · ≤ λ1,d−1 <∞,
with λ0,k ≤ λ1,k, such that the following holds.
If λ < λ0,k then
(3.2) lim sup
n→∞
n−1/d logP (Ak) ≤ lim sup
n→∞
n−1/d logP (Ek) < 0,
and if λ > λ1,k then
(3.3) lim sup
n→∞
n−1/d log (1− P (Ek)) ≤ lim sup
n→∞
n−1/d log (1− P (Ak)) < 0.
Further, we have that λ0,1 = λ1,1 = λc, and λ1,d−1 ≤ λ¯c, where λc, λ¯c are the critical values for
continuum percolation discussed in Section 2.
In other words, the theorem implies that there exist C0,k, C1,k > 0 (possibly depending on λ) such
that for λ < λ0,k and for large enough n we have
P (Ak) ≤ P (Ek) ≤ e−C0,kn1/d ,
and for λ > λ1,k, for large enough n,
P (Ek) ≥ P (Ak) ≥ 1− e−C1,kn1/d .
This, in particular, implies that
lim
n→∞P (Ek) = limn→∞P (Ak) =
1 λ > λ1,k,0 λ < λ0,k.
The main conclusion from Theorem 3.1 is that the giant cycles of all dimensions 0 < k < d appear
within the thermodynamic limit (i.e. nrd = const). This observation is not so obvious, since forming
giant k-cycles requireOr to cover large k-dimensional surfaces, while the process itself is still relatively
sparse. For example, homological connectivity – the phase when Hk(Or) ∼= Hk(Td), occurs at a much
later stage, when nrd ∼ log n [6]. Note that k = d is excluded from the theorem. The d-cycle of the
torus can only appear in Or upon coverage, which also occurs when nrd ∼ log n [6].
Another conclusion from the theorem is that the appearance of the giant k-cycles occurs in an orderly
fashion, increasing in k. In addition, all the cycles are formed in the interval [λc, λ¯c]. Further, once
the giant component in Or appears (at λc) it already includes (w.h.p.) all the giant 1-cycles, and hence
λ0,1 = λ1,1 = λc. This behavior will be made clearer in the proof.
Note that Theorem 3.1 provides a sharp phase transition only for the case of k = 1, and the inequalities
between the thresholds are not strict. However, since sharpness is a key property in most percolation
models [3, 30, 15], we believe that a stronger statement is true here as well. The proof of this statement
will remain as future work.
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Conjecture 3.2. For all 0 < k < d we have λ0,k = λ1,k := λk, and in addition
λc = λ1 < λ2 < · · · < λd−1 = λ¯c.
4 Proofs
In this section we prove Theorem 3.1. We start by defining
λ0,k = sup
{
λ : lim sup
n→∞
n−1/d logP (Ek) < 0
}
,
λ1,k = inf
{
λ : lim sup
n→∞
n−1/d log(1− P (Ak)) < 0
}
.
(4.1)
In case the first set is empty, we set λ0,k = −∞, and in case the second set is empty we set λ1,k = ∞
(we will show later that neither set is empty). Note that by definition, (3.2) and (3.3) hold. From the
definitions we also have λ0,k ≤ λ1,k for all k, since if P (Ak) → 1 then surely P (Ek) 6→ 0. Thus,
in order to prove Theorem 3.1 we have to show that all thresholds are in (0,∞) and are increasing
in k as in (3.1). We will break the proof of Theorem 3.1 into three parts. We start by proving that
λ0,1 = λ1,1 = λc > 0. Next, we prove that λ1,d+1 ≤ λ¯c < ∞. Finally, we prove that for all
1 ≤ k ≤ d− 2 we have λ0,k ≤ λ0,k+1, and λ1,k ≤ λ1,k+1. That will conclude the proof.
4.1 Giant 1-cycles
Our goal in this section is to prove the following lemma.
Lemma 4.1. The thresholds for the giant 1-cycles satisfy λ0,1 = λ1,1 = λc.
Proof. Suppose first that λ < λc. Recall that we can consider the torus Td as the quotientQd/ {0 ∼ 1},
and take a discretization ofQd by the grid εr ·Zd, where ε is chosen small enough that any ball of radius
r intersects at least one grid point (i.e. ε < 1/
√
d).
Suppose that Im i1 6= 0, i.e. there exists a non-trivial 1-cycle in H1(Or) that is mapped to a non-trivial
1-cycle in H1(Td). Denote by γ one of the (possibly many) combinations of balls in Or that realizes
this cycle. Since γ contains at least one ball, it must intersect with at least one of the grid points, denoted
x0. In addition, fixing R < 1/2, then the ball BR(x0) ⊂ Td is contractible, and therefore its homology
is trivial. Thus, any cycle supported on a component that is contained in BR(x0) will be mapped to
a trivial cycle in Td (see Figure 5). We therefore conclude that γ must intersect with the boundary
∂BR(x0). In other words, there must be a path in Or connecting x0 to ∂BR(x0). By Proposition 2.1,
and the translation invariance of the torus, this occurs with probability at most e−C1Rn1/d . Since there
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(a) (b)
Figure 5: (a) The path presented here generates a giant 1-cycle in Or. The point x is on this cycle,
and we can see that there is a path from x to ∂BR(x). (b) Here we have a 1-cycle in Or that is fully
contained in BR(x). Indeed, this not a giant 1-cycle, since in Td this loop does not surround a hole
(i.e. it is a boundary).
are M = (εr)−d = O(n) many grid points, taking a union bound we conclude that
P (E1) ≤Me−C1Rn1/d = O
(
ne−C1Rn
1/d
)
.
Thus, we conclude that λ ≤ λ0,1. Since we assumed λ < λc, we have λ0,1 ≥ λc.
Next, suppose that λ > λc. Note that we can also think of the torus Td as Td = ([0, 4/3] ×
[0, 1]d−1)/Zd. With this in mind, we define the boxes
Ri =
(
[i/3, (i+ 2)/3]× [0, 1]d−1
)
/Zd ⊂ Td, i = 0, 1, 2,
as well as their intersections Ri,j := Ri ∩ Rj . For each of the boxes Ri, we can define a Poisson
process P(i)n = Pn ∩ Ri. Next, we define the occupancy process O(i)r as the union of r-balls around
P(i)n in Ri with its Euclidean (rather than toroidal) metric. Denote by Bi the event that
1. The process O(i)r contains a path crossing Ri along its short (2/3) side.
2. There is a unique component in O(i)r whose diameter is larger than 1/6.
According to Theorem 2.2, we have that P (Bi) ≥ 1− e− 16C3n1/d . Using a union bound we then have
that
P (B1 ∩B2 ∩B3) ≥ 1− 3e− 16C3n1/d .
Under the eventB = B1∩B2∩B3, we denote by Li the largest component inO(i)r , so that it contains a
crossing path on the short side, denoted pii. Note that each pii also contains a path crossing Ri,j (j 6= i)
along the shorter side, denoted pii,j . While pii,j is not necessarily contained in O(j)r , it is true that the
diameter of pii,j ∩ O(j)r is at least 1/3 − r > 1/6. Therefore, we conclude that pii,j ∩ O(j)r ⊂ Lj ,
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Figure 6: Considering the torus Td as the quotient [0, 4/3] × [0, 1]d−1/Zd. We then split the torus
into the boxes R1, R2, R3 and their intersection. Notice that the top and bottom rectangle are identical
(R1,3). Using the gluing arguments in the proof, and connecting the dots from 1 to 6, we get a loop
that generates the top-bottom 1-cycle in the picture. Note that as mentioned in the proof, the paths
pii,j ∩ O(j)r are not necessarily crossing for Ri,j , as can be seen in the figure.
implying that there is a path in O(j)r connecting pii,j and pij . To conclude, under the event B we have
the following sequence of connected paths,
pi1
O(1)r−→ pi1,2 O
(2)
r−→ pi2 O
(2)
r−→ pi2,3 O
(3)
r−→ pi3 O
(3)
r−→ pi3,1 O
(1)
r−→ pi1.
In other words, we showed that under B we can find a path in Or that loops along one of the sides of
the torus. Such a loop will generate an element in H1(Or) that is homologous to the essential 1-cycle
of the torus γ1,1 (see Section 2.1). Repeating the same arguments in all d-directions, and using a union
bound will imply that
P (Ak) ≥ 1− 3de−
1
6
C3n1/d .
Thus, we must have λ ≥ λ1,1, and since λ > λc we conclude that λ1,1 ≤ λc.
Finally, we showed that λ1,1 ≤ λc ≤ λ0,1. On the other hand, (4.1) implies that λ0,1 ≤ λ1,1. Thus,
we conclude that λ0,1 = λ1,1 = λc, concluding the proof.
Observation 4.2. The proof that a giant cycle or equivalently a non-contractible loop exists (in the
case of the torus) follows from the uniqueness of the crossing component. This uniqueness also implies
that a cycle cannot “wind around” the torus multiple times before forming a loop, as this would imply
multiple crossing components in all of the boxes.
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4.2 Duality
The proofs for k > 1 will require the following duality between the occupancy and vacancy processes.
Lemma 4.3. Recall that ik : Hk(Or) → Hk(Td) and i¯k : Hk(Vr) → Hk(Td) are the maps (group
homomorphisms) induced by the inclusion map. Then,
βk(Td) := rank(Hk(Td)) = rank(ik) + rank(¯id−k).
Note that since we are using field coefficients, the homology groups are vector spaces, and we can
simply replace rank with dim.
Recall the definitions of the eventsAk, Ek, A¯k, E¯k. The following corollary will be very useful for us.
Corollary 4.4. The event Ak occurs if and only if E¯d−k does not. In other words, Ak and E¯d−k are
complementing events.
Proof. The event Ak occurs if and only if rank(ik) = βk(Td). Using Lemma 4.3, this holds if and
only if rank(¯id−k) = 0. Finally, by definition rank(¯id−k) = 0 if and only if E¯d−k does not hold. This
completes the proof.
The proof of Lemma 4.3 requires more familiarity with algebraic topology than the rest of the paper,
but is not required in order to understand the rest of the paper. We use a form of Alexander duality,
which relates the homology of a suitably well-behaved subset of a space with the cohomology of its
complement (see [24]).
Lemma 4.5 ([24] Thm 3.44). Let M be a closed orientable d-manifold, and let K ⊂ M be compact
and locally contractible. Then,
Hk(M,M −K) ∼= Hd−k(K)
Before continuing we make a few remarks. First, the locally contractible condition follows in our
case as the number of balls intersecting any point is finite almost surely. We also note that since we
are considering (co)homology over a field, homology and cohomology are dual vector spaces, so their
ranks/dimensions are the same. Finally, we note for the reader that although Alexander duality is most
commonly stated for the case M = Sd, it remains true for any compact manifold.
Proof of Lemma 4.3. Take M = Td and K = Or (so that M −K = Vr) in Lemma 4.5, and consider
the following diagram,
Hd−k(Vr)
i¯d−k // Hd−k(Td)
∼=

j // Hd−k(Td,Vr)
∼=

Hk(Td) i
k
// Hk(Or)
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The first row in this diagram is a part of the long exact sequence for relative homology. The left vertical
map is the isomorphism given by Poincare´ duality, and the second vertical map is the isomorphism
provided by Lemma 4.5. The fact that this diagram commutes arises as part of the proof of Lemma 4.5
(see [24]).
By the rank-nullity theorem, we have
(4.2) rank(Hd−k(Td)) = rank(ker(j)) + rank(Im(j)).
Since the top row is exact we have that ker(j) = Im(¯id−k), implying that rank(ker(j)) = rank(Im(¯id−k)).
In addition, since we are assuming field coefficients, and using Poincare´ duality, we have that
rank(Hd−k(Td)) = rank(Hk(Td)) = rank(Hk(Td)) = βk(Td).
Finally, since the square in the diagram commutes, and both vertical maps are isomorphisms, we have
that rank(Im(j)) = rank(Im(ik)). Since we assume field coefficients, the rank of the vector space and
its dual are the same [13], and therefore rank(Im(ik)) = rank(Im(ik)). Putting all these arguments
into (4.2) completes the proof.
4.3 Giant (d− 1)-cycles
The duality in Lemma 4.3 and Corollary 4.4 imply that if we can prove a phase transition for H1(Vr),
it will imply a phase transition for Hd−1(Or) as they are complementing. We note that dualities of a
similar spirit have been used for bond percolation inR2 [22], as well as implicitly in “blocking surface”
arguments [15, 2].
Our proof of Lemma 4.1 shows that the transition for H1 is equivalent to the transition for the gi-
ant component. While uniqueness is known for the giant component in Or [33], to the best of our
knowledge, to date no proof exists for uniqueness of the giant component in Vr (i.e. the equivalent of
Proposition 2.2 for the vacancy). While we expect such statement to be true, there are numerous tech-
nical obstacles when dealing with the vacancy process, primarily due to its more complicated geometry
(see Figure 7). Thus, for the time being we make the following weaker statement.
Lemma 4.6. The thresholds for the giant d− 1-cycles satisfy
λ0,d−1 ≤ λ1,d−1 ≤ λ¯c <∞,
where λ¯c is the percolation threshold for the vacancy process in Rd.
Before proving the lemma, we require one intermediate technical result.
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Figure 7: An approximation of the vacancy (shown in blue) at thresholds small enough (λ < λ¯c)
so that A¯1 has occurred. (a) In T2, we have A¯1 = Ec1, and therefore we observe no 1-cycles in the
occupancy (white). (b) In T3, we have A¯1 = Ec2, and thus the occupancy contains no 2-cycles. As can
be seen, the vacancy has a much more challenging geoemtry as components can be arbitrarily small
(whereas in the occupancy, the volume of a component is lower bounded by the volume of a ball, i.e.
Ω(rd)).
Lemma 4.7. Let c be the center point of Qd, and let BR(c) be a ball centered at the origin of radius
R < 1/2, and be Qεr(c) be a box of side-length εr centered at c.
If λ > λ¯c then there exists C4 > 0 such that
P
(
Qεr(c)
Vr←→ ∂BR(c)
)
≤ e−C4Rn1/d .
Proof. From Proposition 2.1 we have when λ > λ¯c we have
(4.3) P
(
c
Vr←→ ∂BR(c)
)
≤ e−C2Rn1/d .
Next,
(4.4) P (Qεr(c) ⊂ Vr) ≥ P
(
Br(1+
√
dε/2) ∩ Pn = ∅
)
= e−λωd(1+
√
dε/2)d := C
Note that if we have that both Qεr(c) ⊂ Vr and Qεr(c) Vr←→ ∂BR(c), then necessarily c Vr←→ ∂BR(c).
Thus,
P
(
Qεr(c) ⊂ Vr and Qεr(c) Vr←→ ∂BR(c)
)
≤ P
(
c
Vr←→ ∂BR(c)
)
≤ e−C2Rn1/d .
Since both events on the LHS are decreasing, we can use the FKG inequality (see, e.g. [29]) together
with (4.4) and have
C · P
(
Qεr(c)
Vr←→ ∂BR(c)
)
≤ e−C2Rn1/d .
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Thus, we can find C4 > 0 such that P
(
Qεr(c)
Vr←→ ∂BR(c)
)
≤ e−C4Rn1/d , completing the proof.
Proof of Lemma 4.6. Suppose that λ > λ¯c. The proof is mostly similar to the proof of Lemma 4.1. The
main difference here is that there is no discretization Qd∩ (εr ·Zd) that guarantees that a component in
Vr will intersect any of the grid points. Instead, for every x in the grid we take Qεr(x) to be the box of
side-length εr centered at x. Since the union of these boxes covers Qd, we have that every component
in Vr must intersect at least one of these boxes. As in the proof of Lemma 4.1 we argue that if γ ⊂ Vr
is a realization of a non-trivial 1-cycle in H1(Vr) that is mapped to a non-trivial cycle in H1(Td), then γ
cannot be contained in a ball of radius R < 1/2. For any point x ∈ Td, using the translation-invariance
of the torus, and Lemma 4.7, we have that
P
(
Qεr(x)
Vr−→ ∂BR(x)
)
≤ e−C4Rn1/d .
Since we have M = (εr)−d = O(n) boxes, using a union bound, we have
P
(
E¯1
) ≤Me−C4Rn1/d = O (ne−C4Rn1/d) .
Using Corollary 4.4, we have that Ad−1 = E¯c1. Thus, we have
P (Ad−1) ≥ 1−Me−C4Rn1/d ,
implying that λ > λ1,d−1. Therefore, we conclude that λ1,d−1 ≤ λ¯c, completing the proof.
4.4 Giant k-cycles, 1 < k < d− 1
In this section we will prove that the appearance of all giant k-cycles (1 < k < d− 1) occurs between
λc and λ¯c, and in an increasing order, as staged in Theorem 3.1. The following lemma is the main result
of this section.
Lemma 4.8. For every 1 ≤ k ≤ d− 2 and θ = 0, 1, we have λθ,k ≤ λθ,k+1.
To prove Lemma 4.8, we will use the following statement, which is a consequence of the duality in
Lemma 4.3.
Lemma 4.9. The events Ak, Ek satisfy
A1 ⊃ A2 ⊃ · · · ⊃ Ad−1 and E1 ⊃ E2 ⊃ · · · ⊃ Ed−1,
and the same holds for A¯k, E¯k.
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Proof. For i = 1, . . . , d define Tdi := (Ri−1 × {0} × Rd−i)/Zd. In other words, Tdi are (d − 1)-
dimensional flat tori embedded in Td. Let O(i)r := Or ∩ Tdi , and V(i)r := Vr ∩ Tdi be the induced (or
projected) processes. Similarly to the eventsEk, Ak we can defineE
(i)
k , A
(i)
k , E¯
(i)
k , A¯
(i)
k (1 ≤ k ≤ d−2)
with respect to the processes O(i)r ,V(i)r , and the (d− 1)-torus Tdi .
Fix 1 ≤ k ≤ d− 2, and suppose that A(i)k occurs, then
(4.5) Im(Hk(O(i)r )→ Hk(Tdi )) = Hk(Tdi ).
We now require two topological facts:
1. The inclusion Tdi ↪→ Td induces an injective map in homology, i.e. the map Hk(Tdi )→ Hk(Td)
is injective;
2. For k < d, the k-dimensional classes in Td are spanned by the k-dimensional classes in the d
subtorii, Tdi , i.e.
∑d
i=1 Hk(Tdi ) = Hk(Td), where the summation represents the sum of the vector
spaces as subspaces of Hk(Td).
These two results are well-known. However, for completeness we include proofs in Appendix A. The
fact that Hk(Tdi )→ Hk(Td) is injective, implies that
Im(Hk(O(i)r )→ Hk(Tdi )) ∼= Im(Hk(O(i)r )→ Hk(Td)).
If A(i)k occur for all i = 1, . . . , d we have
Hk(Td) =
d∑
i=1
Hk(Tdi ) ∼=
d∑
i=1
Im(Hk(O(i)r )→ Hk(Td)) ⊂ Im(Hk(Or)→ Hk(Td)) ⊂ Hk(Td),
implying that the last relation is an equality, so that Ak holds as well. In other words, we showed that
(4.6) A(1)k ∩ · · · ∩A(d)k ⊂ Ak,
and similarly we can show that
(4.7) E(1)k ∪ · · · ∪ E(d)k ⊂ Ek.
The same inclusions will apply for A¯k, E¯k.
Next, from Corollary 4.4 we have that Ak = (E¯d−k)c, and since Tdi is a (d − 1)-torus, we also have
that A(i)k = (E¯
(i)
d−1−k)
c. Putting all these connections together we have that
Ak ⊃
(
A
(1)
k ∩ · · · ∩A(d)k
)
=
(
(E¯
(1)
d−1−k)
c ∩ · · · ∩ (E¯(d)d−1−k)c
)
⊃ (E¯d−1−k)c = Ak+1,
and
Ek ⊃
(
E
(1)
k ∪ · · · ∪ E(d)k
)
=
(
(A¯
(1)
d−1−k)
c ∪ · · · ∪ (A¯(d)d−1−k)c
)
⊃ (A¯d−1−k)c = Ek+1.
Similarly, we can prove that A¯k ⊃ A¯k+1 and E¯k ⊃ E¯k+1, concluding the proof.
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Proof of Lemma 4.8. For any λ < λ0,k we have lim supn→∞ n−1/d logP (Ek) < 0. From Lemma 4.9
we have that Ek+1 ⊂ Ek, and therefore we also have lim supn→∞ n−1/d logP (Ek+1) < 0, implying
that λ < λ0,k+1. Thefeore, we conclude that λ0,k ≤ λ0,k+1.
Similarly, for all λ > λ1,k+1 we have lim supn→∞ n−1/d log(1−P (Ak+1)) < 0, and from Lemma 4.9
we have lim supn→∞ n−1/d log(1 − P (Ak)) < 0, implying that λ > λ1,k. Therefore, λ1,k ≤ λ1,k+1.
This completes the proof.
5 Discussion
In this paper we have defined a notion of giant k-dimensional cycles that emerge in a continuum perco-
lation model on the torus. We have shown the existence of thresholds for the appearance of these cycles
and that these thresholds are in the thermodynamic limit. In this section we provide some insights and
directions for future work.
• The main open problem remains proving Conjecture 3.2, i.e. that all transitions are sharp, and
that the ordering between the thresholds is strict. As we stated earlier, to prove sharpness for
k = d− 1 all that is required is a uniqueness statement for the giant vacancy component. For the
intermediate dimensions, it is less clear how to prove sharpness.
• A desirable extension would be to state and prove analogous results for general manifolds as
well as the appearance of the fundamental group. In the case of the torus, the sharp threshold
for the fundamental group follows directly from the homological statements in this paper. The
main challenges in manifolds will be that we must deal with (a) curvature, and (b) the existence
and representability of giant cycles. In principle, we do not expect curvature to change these
statements, however it adds significant technical complications (see [8]). The lack of a product
structure in general manifolds makes relating giant cycles of different dimensions more difficult
as well. However, we note that these do not apply to the fundamental group.
• In this paper we used balls with a fixed radius r. The most common model studied in continuum
percolation is where the grains are balls with random radii. Most of the statements in this paper
can be translated to the random-radii case (assuming bounded moments). However, the equality
λ0,1 = λ1,1 = λc requires a quantitative uniqueness of the crossing component, i.e. bounds on
the second largest component, which to the best of our knowledge, has not been proved for the
general case.
• In a recent paper [9], we experimentally studied the homological percolation thresholds in vari-
ous models including continuum percolation, site percolation, and Gaussian random fields. We
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compared these thresholds to the zeros of the expected Euler characteristic curve (as a function
of λ), which has an explicit expression. The simulation results in [9] show that the percolation
thresholds always appear very near the zeros of the expected EC. This is a somewhat surprising
result, as the EC is a quantitive descriptor (counting cycles), while the percolation thresholds
describe a qualitative phenomenon (the emergence of giant cycles). It remains an open question
as to the nature of this observed correlation, and whether the zeros of the EC curve (which can be
evaluated analytically) can potentially be used to approximate or at least bound the percolation
thresholds.
• The definitions we used here for giant cycles, can be applied in the context on various other
percolation models such as bond and site percolation. In principle, the general behavior should
follow similarly to the one we observed here, while the proof might require a slightly different
approach. In particular, the duality statement we have here, does not apply directly to other
models.
• In the applied topology aspect of this work, recall that we wish to distinguish between the
signal and noise cycles in persistent homology. For every signal (giant) cycle γsignal, we have
death(γsignal) = const, while the results in this paper imply that birth(γ) = const · n−1/d (since
the giant cycles are formed when nrd = λ). Therefore, the persistence value for the giant cycles,
satisfies
pi(γsignal) :=
death(γsignal)
birth(γsignal)
= Θ(n1/d).
In [7] it was shown that the persistence of all the noise cycles satisfies
pi(γnoise) = O
((
log n
log logn
)1/k)
.
In other words, the results in this paper indicate that asymptotically the persistence of the signal
and the noise cycles differ by orders of magnitudes. From the applied topology perspective, this
is an optimistic statement, since it means that given a large sample, we could use persistence to
distinguish between signal and noise.
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A A topological supplement for the proof of Lemma 4.9
Recall that Td is the flat d-torus and Tdi is the (d− 1)-torus defined by the i-th flat. First, we show that
the inclusion map Tdi ↪→ Td, induces an injective map on homology
Hk(Tdi ) ↪→ Hk(Td),
Express the d-torus as the d-fold cartesian product of circles Td = S1× . . .×S1. Hence, we can rewrite
Td as the cartesian product Td = Tdi × S1. Taking homology, we have the following isomorphism via
the Ku¨nneth formula, ⊕
k+`=m
Hk(Tdi )⊗H`(S1) ∼= Hk(Td)
Restricting to ` = 0 yields the required injective map. Note that this follows from the fact that there is
no torsion since we are working over field coefficients.
Next we show that for k < d
d∑
i=1
Hk(Tdi ) = Hk(Td).
where Hk(Tdi ) are taken as vector subspaces of the vector space Hk(Td). This is well defined since the
maps are injective by the argument above.
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Hence, we can take the sum of the individual vector spaces as subspaces, denoted by
d∑
i=1
Hk(Tdi ). For
each i, Hk(Tdi ) ⊆ Hk(Td), so it follows that
d∑
i=1
Hk(Tdi ) ⊆ Hk(Td).
In the other direction, on can again use the representation of Td as the Cartesian product of circles.
Applying the Ku¨nneth formula d times, we obtain
Hk(Td) =
∑
∑
i k(j)=k
Hk(1)(S1)⊗ · · · ⊗Hk(d)(S1)
As the homology of S1 is only non-zero for k = 0, 1, a k-cycle in Td can be represented by taking
the H1(S1) in some k coordinates and H0(S1) in the others. This is an element of any Hk(Tdi ) where
k(i) = 0 and since k < d, there must be at least one. The result follows.
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