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Bizonyára sokan fel tudunk idézni olyan filmélményt, amelyben olyan robotok voltak a fõsze-
replõk, amelyek kedvelhetõk, szerethetõk voltak, esetleg a nézõ a robot szerepével még azono-
sulni is tudott. Számos olyan fejlesztésnek vagyunk a szemtanúi (például EveR, DER2,
Saya, Sophia, Jangjang), amelyiknél az elsõdleges cél olyan robotok megalkotása, amelyek
alapvetõen az emberre minél jobban hasonlító androidok, humanoidok. Ez igaz többek között
antropometriai jellemzõikre, mimikájukra, gesztusaikra, hangjukra. Jelen tanulmány az
ember érzékszervei (esetünkben látás, hallás, tapintás) útján érzékelhetõ, hagyományos és
kiterjesztett/virtuális külvilágban jelen levõ, embernek tûnõ robotmegjelenésekkel és meg-
nyilvánulásokkal foglalkozik. Kommunikációs aspektusból elsõsorban azt vizsgálja, hogy
milyen lehet, mitõl függhet az ember–robot kapcsolat, kialakulhatnak-e emberi érzelmek, ezek,
illetve a kapcsolat elmélyülhet-e. Tanulmányom elsõ részében teoretikus, második részében
pedig empirikus források, ez utóbbinál saját kutatás segítségével is vizsgálom a témát.
Az ember–robot kapcsolatra számos példát lehet találni amúltból. Tanulmányomban
négy – megítélésem szerint – érdekes példát kívánok röviden bemutatni. A vásárlók
az elsõ Tamagotchival 1996. november 23-án találkozhattak Japánban. Shirley és tár-
sai (Steinberg, Shirley et al. 2005) szerint többmint 400 millió példányt adtak el belõle
világszerte.
A készülék egy egyszerû életszimulátornak fogható fel, amit a fiatalok a termé-
ken található néhány gomb segítségével etethettek, itathattak, simogathattak, szóra-
koztathattak – összességében életben tarthattak. Városi legendák szerint a virtuális
állatkák elpusztulása után voltak olyan gyerekek, akik öngyilkosságot próbáltakmeg
elkövetni. Ezeket a legendákat tanulmányomban nem kívánom semmegcáfolni, sem
megerõsíteni, mindenesetre az tény, hogy több olyan weblap is található, amelyiknél
az elpusztult virtuális állatka emléke elõtt lehet tisztelegni. Ez az emberi cselekedet
túlmutat azon az egyszerû magatartáson, hogy a javíthatatlan készüléket kidobjuk.
A halott eszközre történõ emlékezés sokkal inkább hasonlít a biológiai élõlények
(emberek, állatok) meggyászolásához.
Ugyancsak Japánban, s ugyancsak a fiatalok számára fejlesztették ki a Smart
Doll-t, ami megjelenésében a Barbie babákhoz hasonlít, de van olyan változata,
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amelyikben a baba mozgásáért már mechatronikai egységek a felelõsek. Bizonyára
ezek az egyszerûmechatronikával ellátott játékok sok fiatal számára okoznak örömet.
Tévedés lenne azonban azt hinni, hogy robot(szerû) eszközök csak a gyerekek-
ben váltanak ki érzelmeket. Az 58 cm magas és 4,3 Kg tömegû NAO-ra is a pozitív
emberi érzéseinket kifejezõ mosollyal tudunk tekinteni.
Negyedik példám a mesterséges intelligenciára épülõ, IBM Watsonhoz kötõdik.
A szuperszámítógép attól vált híressé, hogy 2011-ben a Jeopardy! nevû televíziós
vetélkedõben a kvízkérdésekben legyõzte az embereket. Az ember–robot kapcsolat-
ban számos robotfajta vesz részt, errõl a következõ alfejezetben írok.
A robotok fajtái – pszichológiai megközelítés
Libin és Libin (Libin, Alexander V. – Libin, Elena V. 2004) Robot pszichológia címû
írásában 7 féle robotot 3 szempont alapján mutat be (1. táblázat).
1. táblázat.

































































KOLLÁR CSABA: Szerethetõk-e a robotok
A táblázat alapján látható, hogy az ipari és a kutatórobotok feladata pszicholó-
giai értelemben elsõsorban az, hogy megmaradjanak robotnak, fejlesztésük iránya is
inkább az ipari és egyéb feladatfüggõ tevékenységek minél hatékonyabb ellátására
irányul. Az ipari és kutató, illetve az interaktív robotok között átmenetet képeznek a
katonai és mentési, az orvosi és a rekreációs robotok.
Ezek fejlesztésénél rendszerint nem jelennek meg pszichológiai értelemben vett
érzelem-kiváltási funkciók (bár a katonai robotok egy része megjelenésével alkalmas
lehet pszichológiai hadviselésre is), ugyanakkor az ember–robot interakció során az
emberek táplálhatnak érzelmeket a robotok iránt. A katonai robotokat kedvelhetik
azok a katonák, akiknek az életét menti meg egy ilyen robot (például a robbanószer-
kezetet nem tûzszerész ember, hanem tûzszerész robot hatástalanítja, a veszélyes
területre elsõként a robotok mennek, majd csak a terület biztosítását követõen az
emberek). A finom és precíz manuális beavatkozást igénylõ mûtéteknél (például ér-
és idegsebészet) az orvost megnyugvással töltheti el a tudat, hogy a robot „keze”
hozzá képest pontosabban képes elvégezni az operációt. Egy sikeres operáció után a
páciens hálával és köszönettel gondolhat nemcsak az ember-, hanem a robotorvosra
is, fõleg, ha a beteg tudja, hogy amûtét egy részét robot végezte el. A rekreációs robo-
tok kedves hangon tudják nagyobb teljesítményre ösztönözni a sportolót, vagy a
lábadozó beteget, akinél a kommunikáció révén (amirõl még késõbb részletesen írok)
egyfajta kapcsolatelmélyülés figyelhetõ meg a robot irányába.
Tanulmányom szempontjából elsõsorban az interaktív robotok közé sorolható
társadalmi és terápiás képességgel rendelkezõ robotokkal foglalkozom. Ezek fejlesz-
tésénél ugyanis az elõbbiekhez képest sokkal nagyobb hangsúlyt kap az
ember–robot kétirányú interakció, a párbeszéd, a kommunikáció, az ember verbális
és nonverbális megnyilvánulásainak valós idõben történõ elemzése, így az ember
kimondott gondolatainak az értelmezése, majd ennek alapján a megfelelõ válaszok
megadása, a robotviselkedés (verbális és nonverbális) és robotjellem igazítása a vele
interakcionáló emberhez.
A társadalmi robotok jellemzõi
A társadalmi robotok jellemzõinek bemutatásánál elsõsorban Breazeal (Breazeal,
Cynthia L. 2002, 2003), Fong és társai (Fong et al. 2003), valamint Dautenhahn
(Dautenhahn, Kerstin 1998) munkáira támaszkodom.
Dautenhahn (Dautenhahn, Kerstin 2007) öt lényeges jellemzõt nevez meg a
robotok társas készségeivel kapcsolatban:
1) A társadalmi érzést felidézõ.




A társadalmi érzés felidézésekor az ember–robot interakció során a robotok az embe-
rekhez hasonlóan képesek ápolni, ellátni, megérinteni az embert. Az érintés terápiás
jellege vitathatatlan. A magatehetetlen, vagy éppen a mûtét utáni lábadozó szakasz-




robot – jólesõ érzés, hogy törõdik velük valaki/valami. A robotok a társadalmi szituáci-
ókba, s így a társadalmi környezetbe helyezhetõek, ahol érzékelnek, reagálnak, meg-
különböztethetõek más szereplõktõl és a környezettõl.
Talánmanapságmég furcsán hat az a kérdés, hogy egy robot lehet-e társaságked-
velõ. Ha egy robot egy társaság tagja lesz, az azt jelenti, hogy az emberekkel közösen
vesz részt a társadalmi célok megvalósítása érdekében. A robotok a társas megisme-
rés modelljeit igénylik, vagyis nem csak az ember–robot, hanem a csoport/társa-
ság–robot interakciókra épülõ gépi kommunikáció fejlesztése is hangsúlyosan szere-
pel. Ha elfogadjuk, hogy (idõvel) a robotok a társaság tagjaivá válnak (tanulmá-
nyomban nem vizsgálva, hogy ez a tagság alá/fölérendelt, avagy egyenrangú), akkor
elvárás lesz velük szemben, hogy emberszerû társadalmi intelligenciával rendelkezze-
nek, vagyis a robotok az emberi megismerés és a társas kompetencia modelljeit
igénylik.
A csoportnormákat jól ismerõ, a szituációkat felismerõ robotok idõvel képessé
válnak arra, hogy társadalmilag interaktívak legyenek, vagyis mûködésükben a szociá-
lis interakció központi szerepet játszik, s messze fejlettebbek lesznek a társadalmi
robotok e tekintetben is társaikhoz képest.
Dautenhahn (Dautenhahn, Kerstin 2007) társadalmi robotokról szóló öt társas
készségét megállapítva elmondható, hogy ha a fenti megállapításokból a robot szót
kivesszük, akkor gyakorlatilag egy olyan leírást kapunk, amelyik a társadalmilag
elfogadott, a társadalomban a helyét megtaláló, interaktív, megfelelõ társas intelli-
genciával rendelkezõ emberre is igaz. Ez azt is jelenti, hogy ha a robotok fejlesztésé-
ben a jelenleginél nagyobb hangsúlyt kap a társas interakciók fejlesztése, akkor idõ-
vel az emberi társadalom természetesnek veszi azt, hogy a robot része a társadalom-
nak, s kisebb egységeinek, így többek a családoknak, a munkahelyi és szabadidõs
csoportoknak.
A társadalmi robotokról leírtakat egészíti ki Salem (Salem, Maha 2016), aki sze-
rint a robotok fejlesztésénél számos olyan terület és funkció van, amelyik mindin-
kább az emberhez hasonlatos antropometriai és egyéb jellemzõk köré épül, s a végsõ
cél az, hogy az ember–robot interakció során az emberi intelligencia és a mesterséges
intelligencia varratmentes kapcsolata és együttmûködése valósuljon meg, ahogy az
az 1. ábrán is látható.
Meglátásom szerint az ember–robot interakció, illetve az emberi intelligencia és
a mesterséges intelligencia varratmentes kapcsolatának egyik (s talán legfontosabb)
jellemzõje az, hogy milyen fajta, s milyen mély érzelmek alakulhatnak ki – tanulmá-
nyomban elsõsorban a szeretetet és a szerelmet vizsgálom – ember és robot között.
A szeretet és a szerelem interdiszciplináris megközelítései
az ember–robot interakciókban
















A szeretetet tanulmányomban ötféle aspektusból közelítem meg, úgymint: evolucio-
nista, biológiai, pszichológiai, szociálpszichológiai és kommunikációelméleti. Az
alábbiakban ezeket a megközelítéseket mutatom be részletesebben.
Az evolucionista szeretettel/szerelemmel kapcsolatban Buss (Buss, David M.
(2000, 2003) és Trivers (Trivers, Robert L. 1972) a következõ túlélési és reprodukciós
stratégiákat fogalmazza meg írásaiban: szaporodás, hûség, elkötelezettség, szülõi
befektetés. Hakim (Hakim, Catherine 1998) kiemeli, hogy a párok egy része tudato-
san határozza el, hogy nem szeretne gyereket. Ha a hivatkozott szerzõk ember–ember
kapcsolatra vonatkozó evolucionista megállapításait áttesszük az ember–robot relá-
ciókra, akkor megállapítható, hogy a robot programozásától, illetve mesterséges
intelligenciájától függõen elképzelhetõ olyan kapcsolat, amikor az embernek a robot-
tal való kapcsolatát úgy tudja jellemezni, hogy nincs féltékenység, nincs szívfájda-
lom, nincs megcsalás és nincs elhagyás. Az emberi kapcsolatoknak ezek a dimenziói
egy ideális párkapcsolatra is rávetíthetõek. Ezek alapján talán megkockáztatható a
kérdés, hogy a robot lenne/lesz majd az ideális szeretõ?
A szerelem és szeretet biológiai megközelítésénél Damasio (Damasio, Antonio
2000) azon a véleményen van, hogy a szeretet különbözõ idegi aktivitások eredmé-




Az ember-robot interakció (HRI)
(Forrás: Salem, 2016)
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szexuális hajtóerõ (libidó), a vonzerõ, vonzódás, valamint az az érzelem, ami hosszú
távon megtartja a partnert (Fisher 1998). Bartels és Zeki (Bartels, Andreas–Zeki,
Semir 2000) szerint ha hasonló agyi tevékenységek (neurokémiai változások) men-
nek végbe az emberben, mint az ember–ember kapcsolat során, akkor az ember elvi-
leg érezhet megfelelõ vágyat egy robot iránt is.
Kacsúr (Kacsúr Adrienn 2016) Steinberg szerelemháromszöge alapján úgy véli,
hogy pszichológiai értelemben a szeretet/szerelem három összetevõbõl áll: intimitás,
szenvedély, valamint elkötelezõdés, elkötelezettség (2. ábra).
A fent nevezett három fogalmat az ember–robot interakciók során vizsgálva a
következõk mondhatók el:
 Intimitás: a szerelem (kapcsolat) központi eleme (Sternberg és Gracek 1984). Az
intimitás lehetõvé teszi, hogy legféltettebb titkainkat is megosszuk a másikkal, saját
valónkból semmit ne szégyelljünk. Az intimitást a párkapcsolaton belüli taktikázás
tönkreteheti. Megfigyelhetõ, hogy az emberek egy részének gyakran könnyebb
õszintének lenni egy idegennel (terapeuta effektus), mint a barátjával, vagy a társá-
val. Ilyen szempontból a terápiás robotok a jövõben az ember bizalmasai lehetnek.
Megjegyzem, hogy 60 évvel ezelõtt Weizenbaum egy olyan programot alkotott meg
ELIZA névvel, amelyiknek képesnek kellett lennie az emberrel, vagy robottal (ponto-
sabban másik programmal) való kommunikációra. A kísérlet a gyenge mesterséges
intelligencia kutatásának paródiája volt, eljátszotta a terapeutát, mégis sokan komo-
lyan vették. A szakmai szolgáltatásoknál (tanácsadás, terápia, coaching, mentorálás,
mediáció, szupervízió) új tendencia, hogy a szolgáltatóval az ügyfelek már nemcsak
a fizikai, hanem a virtuális világban is találkoznak (Kollár et al. 2016). A mesterséges
intelligencia fejlõdésével egyre nehezebb lesz megkülönböztetni az ember számára a
kommunikációs partnerét aszerint, hogy õ/az ember, vagy robot-e.




 Szenvedély: a robotokban még nincs olyan fejlett mesterséges intelligencia,
amelyik révén a robot el tudná dönteni a társas- és személyközi kapcsolatoknál, hogy
például mikor kell kezdeményezni a csókolózást, a megölelést. Kahn és társai (Kahn
et al. 2010) tanulmányukban többek között arra keresik a választ, hogy milyen típusú
emberek lehetnek a célcsoportjai a robotokkal átélt „pszichológiailag tartalmas és
mély érzelmi kapcsolatnak”. Meglátásuk szerint azok, akik félnek kezdeményezni,
félnek a visszautasítástól, illetve erõszakos, perverz szexuális igényeik vannak. Levy
már 2008-ban azon a véleményen volt, hogy a technológia adott ahhoz, hogy a szen-
vedély szexuális értelemben beteljesedjen.
 A szerelemháromszög harmadik fogalma az elkötelezettség. Ezzel kapcsolatban
Kacsúr (Kacsúr 2016) úgy fogalmaz, hogy „képesek vagyunk elvárások és félelmek nélkül,
szilárdan kitartani a másik mellett. Hosszú távon is el tudjuk képzelni kapcsolatunkat, ezen
kívül nem kívánunk mással kapcsolatot létesíteni se érzelmileg, se testileg”. Carter és Sokol
(Carter és Sokol 2004) úgy véli, hogy az emberek egy része fél magát elkötelezni egy
másik ember mellett. Az ilyen emberek számára egy ember–robot kapcsolat elfogad-
ható alternatíva lehet, különösen akkor, ha a robot mesterséges intelligenciája, s így
viselkedése, illetve külsõ megjelenése (például arc, hajszín) idõrõl-idõre átprogra-
mozható/felülírható a tulajdonos elvárásai szerint. Bár némi városi legenda jellege
van Moore (Moore 2009) cikkének, melyben arról ír (illetve egy videofelvételre is
hivatkozik), hogy egy japán játékos az egyik Nintendo karakterrel kötött házasságot,
az mindenesetre elgondolkodtató, hogy ha egy ember elkötelezõdik egy robot mel-
lett, akkor a jövõ jogászai ezt az elkötelezõdést akarják-e, tudják-e jogi keretekbe
(házasság, élettársi kapcsolat) foglalni. A történelmi egyházak ezzel kapcsolatban a
jövõben is nagy valószínûség szerint kitartanak amellett, hogy csak ember–ember
köthet szövetséget a házasság szentségében.
 Szociálpszichológiai alapvetés, hogy az ember társas lény. (Aronson 2011) Ha az
ember–robot szeretet és szerelem relációit szociálpszichológiai aspektusból vizsgál-
juk, akkor az alábbiakon érdemes elgondolkodni:
– Mennyi idõbe telik egy robotnak egy embert megismerni/kiismerni?
– Ha a robot teljesen úgy viselkedik, ahogy az az embernek tökéletes, akkor az
élet unalmas lesz.
– Azzal, hogy a robot teljesen kiismeri az embert, az ember maximálisan sebez-
hetõvé és manipulálhatóvá válik. Kérdéses, hogy ki az igazi fõnök a kapcso-
latban?
– Az ember hozza a szabályokat, melyeket folyamatosan felülír a robottal tör-
ténõ manipulatív interakciók során.
– Ki az igazi én (self) az ember–robot kapcsolatban?
– Hogyan hat az emberre, ha a robot hirtelen, minden indok nélkül hangulatot
vált (például a mestersége intelligencia meghackelése miatt).
Az ember–robot szerelem-szeretet relációjának kommunikációelméleti elemzésekor a
megannyi modell közül tanulmányomban hármat ismertetek: szimmetria-elv, kap-
csolat-elmélyülés elmélete, illetve a bizonytalanságcsökkentés elmélete. Kacsúr
(Kacsúr 2016) Newcomb szimmetria elvénél arra keresi a választ, hogy hogyan alakul




A megnevezett négy fogalom az ember–robot kapcsolatban a következõ módon
értelmezhetõ:
– Kommunikáció: a robot maximálisan figyel az emberre
– Egyetértés: a robot nem vitatkozik
– Hasonlóság: a robot hasonlóan vélekedik
– Megerõsítés: igazad van, jól csinálod, csak így tovább – mondja a robot.
A pozitív megerõsítés egészséges önbizalmat ad, a negatív pedig önteltté, túl-
zottan egoistává teszi az embert az ember-robot interakciók során.
Griffin (Griffin 2001) Taylor és Altman 1987-es kapcsolatelmélyülés elméletét egy – a
4. ábrán látható – példán keresztül szemlélteti.
A példában említett Pete személyiségének a szerkezete az ember–robot interak-
ció során is értelmezhetõ. A kapcsolatelmélyülés hagymamodelljénél, ahogy a kap-
csolat elmélyül, az ember úgy tárulkozik fel a robotnak. Ez a feltárulkozás ugyan fel-
vethet az emberek egy részében bizonyos aggályokat – ha egyáltalán ismerik és fog-
lalkoznak a kapcsolatelmélyülés modell gyakorlati alkalmazhatóságával – de a
végkövetkeztetés valahogy az lesz, hogy kiben bízzunkmeg, ha nem a robotunkban.
Ahogy az egyes hagymarétegek tartalmát a robot megismeri, annál inkább képes az
ember társa lenni:
– Életrajzi adatok: vásárláskor már klaszterizálhatják a fogyasztót, ezek az alap-
adatok belekerülnek a robot mesterséges intelligenciájába
– Öltözködési szokások, ételek, zenei ízlés: a robot az ember divattanácsadója,
megfõzi a kedvenc ételét, közösen tombol vele a kedvenc zenéjére
– Célok, inspirációk: a robot az embert megerõsíti, inspirálja, a célok elérésére
sarkallja
– Hitbéli meggyõzõdések: a robot (beállításától függõen) abban hisz, amiben a
tulajdonosa
– Rejtett félelmek, fantáziák: a robot képes lehet az ember legtitkosabb vágyait
is teljesíti
– Énkép: a robottal lehet teljes az ember élete. Analógiás hasonlat: ember-okos-
telefon.
KOLLÁR CSABA: Szerethetõk-e a robotok
3. ábra.
A kapcsolat kialakulása két ember között
(Forrás: Newcomb alapján Kacsúr 2016)
Berger (Berger 1988, hivatkozza Griffin 2001) a bizonytalanságcsökkentés elméleté-
ben nyolc axiómát fogalmaz meg. Ezek az axiómák átírhatóak az ember–robot kap-
csolatra is az alábbiak szerint:
1) Ahogy az ember elkezd kommunikálni a robottal, csökken a bizonytalan-
sága. A verbális kommunikáció gyakorisága növekszik.
2) Ahogy az ember elkezd nonverbálisan kommunikálni a robottal, csökken a
bizonytalansága. A nonverbális kommunikáció gyakorisága növekszik.
3) A fokozott bizonytalanság arra ösztönöz, hogy minél több információt tud-
junk meg a robotról. Ahogy csökken a bizonytalanság mértéke, az informá-
ciógyûjtés alábbhagy.
4) A bizonytalanság csökkenésével arányosan növekszik a bizalmunk, bizal-
masságunk a robot iránt.
5) A bizonytalanság csökkenésével növekszik a kölcsönösség.
6) Az ember–robot közötti hasonlóság csökkenti a bizonytalanságot.
7) Ahogy csökken a bizonytalanságérzet, úgy nõ a szimpátia.
8) Ha elfogadják a robotot az ember ismerõsi körében, az csökkenti a bizonyta-
lanságot (például másnak is van).
Tanulmányom következõ alfejezetében a bergeri axiómák között is megfogalmazott
szimpátiával foglalkozom részletesebben.
A szimpátia értelmezése az ember–robot interakcióban
Mori már 1970-ben leírta (Mori 2012), hogy az emberi replikák, amik majdnem, de
nem egészen olyanok, mint az ember, képesek egyes megfigyelõkben a titokzatosság





(Forrás: Taylor és Altman alapján Griffin 2001)
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kifejezés tanulmányom aspektusában arra utal, hogy a robotfejlesztésnek voltak,
vannak és egy ideig még lesznek olyan produktumai, amelyek nem egy
androidra/humanoidra, hanem sokkal inkább egy hullára (corpse), egy zombira
(zombie), egy játékbabára (ordinary doll), a csak egy érzés kimutatására képes álarcra
(okina mask), vagy egy bábura (bunraku puppet) hasonlítanak.
Minél inkább hasonlít a társadalmi és alapvetõen a terápiás robot arca, illetve
általános megjelenése egy egészséges emberéhez (Healthy Person), annál inkább
ébreszt szimpátiát az emberekben maga iránt. Jelen írásomban a robotok iránti szim-
pátiát 5 dimenzió mentén ismertetem.
1.) Ahogy a robotról beszélünk. Ez leginkább az állatokról vs. kedvenc állatainkról
szóló diskurzusokhoz hasonlítható. A közbeszédben rendszerint a kedvenc állatok-
ról általában már az „õ” személyes névmás és nem az „az” használatával beszélünk,
elnevezzük, becézgetjük. Természetesen nem lehet kizárni annak a lehetõségét,
hogy egy ipari robotot is becézgessenek a gyári munkások/karbantartók, de a
mélyebb érzelmekre épülõ kedves szavakat és megszólításokat inkább a társadalmi
robotok fogják kapni.
2.) A fizikai megjelenésbõl eredõ szimpátia. A megjelenés része többek között az
emberi, vagy emberhez hasonló arcvonások, illetve a lélek tükrének tartott szemek.
A szimpátiát kiválthatja az emberhez hasonlatos alkat, vagy olyan alkat, amelyik
megjelenésében kedves, állatszerû (például gyerekeknek kedvenc mesehõs). Duffy
(Duffy 2003) tanulmányában kiemeli, hogy a szimpátia elnyeréséhez a robotoknak
lényegesen több antropomorf tulajdonsággal kell rendelkeznie a jövõben.
MacDorman és szerzõtársai (MacDorman et al. 2005) szerint a robotokban a leggyen-
gébb pont az emberi szem antropomorfizálása.
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5. ábra.
A rejtélyes völgy
(Mori 2012, saját fordítás)
3.) A nonverbális kommunikációból eredõ szimpátia részei többek között a mimika, a
testtartás, a gesztikuláció és a proxemika. Duffy (Duffy 2003) a mimikával kapcsolat-
ban úgy véli, hogy az arckifejezés, a mozgás és a szociális interakciók közül az elsõd-
leges terület a robot feje. Az arcmozgások sem 2002-ben (DiSalvo et al. 2002), sem
most nem annyira kifinomultak, hogy a felnõtt emberek jelentõs része teljesen
emberszerûnek minõsítse a robot mimikáját. A publikusan elérhetõ beszámolók
alapján a robotok jelenleg még nem képesek a megfelelõen kifinomult testtartásra
(nyitott/zárt, ülõ/álló), illetve gesztikulációjuk (beleértve a robot fej-, váll-, kar- és kéz-
mozgásait) is inkább csak értelmetlen hadonászásnak tûnnek. A gesztikuláció és a
verbális közlés kongruenciájáról nem igazán beszélhetünk még. A publikusan elér-
hetõ videók szerint a robotoknál a távolságszabályozás (proxemika) fejlesztése is
inkább mérnöki, semmint pszichológiai és kommunikációelméleti alapok mentén
történik. Pedig a társas interakciók során a kultúráktól függõ intim tér, személyes tér,
társadalmi tér, illetve nyilvános tér távolságainak megfelelõ kialakítása alapvetõ fon-
tosságú. A nonverbális kommunikáció azért is érdemel különleges figyelmet, mivel
az interaktív kapcsolatok során kialakuló érzéseknek 7%-a a szavaktól, 38%-a a hang-
színtõl és több, mint a fele (55%) a test kifejezéseitõl függ.
4.) A verbális kommunikációból eredõ szimpátia része a hang(hordozás), illetve az is,
amit a robot mond. A hang- és beszédszintézis során az elmúlt években számos fej-
lesztés történt. Miközben a test nélküli (virtuális) robotokkal már lehet találkozni a
telefonos call centerekben, addig az androidok és humanoidok hangja még inkább
gépszerû. Choi (Choi 2008) szerint, ha az emberek el tudják hinni, hogy a robotoknak
igazi, tudatos gondolataik vannak, életszerûek és emberi intelligenciával rendelkez-
nek, akkor akár bele is tudnak szeretni. Knight és társai (Knight et al. 2011) tanulmá-
nyunkban egy kísérletrõl számolnak be, ahol a viccmesélõ robot valós idõben vizs-
gálta az emberi interakciókat (például nevetés, taps), s képes volt fenntartani közön-
ségével az interaktív kapcsolatot, ergo szimpátiát ébresztett maga iránt.
5.) A viselkedésbõl eredõ szimpátiával kapcsolatban Hinds-Addow (Hinds-Addow
2014) úgy véli, hogy mivel a robotok a jelenlegi fejlettségi szintjükön még nem képe-
sek kellõ hatékonysággal utánozni az emberi elmét, a testet, a lelket, s így magát az
embert, ezért a viselkedésbõl eredõ szimpátia csak komoly fenntartásokkal fogad-
ható el.
Záró gondolatok
Tanulmányom jelenlegi (elsõ) részében az ember–robot interakció humán oldalának
teoretikus aspektusát ismertettem. A robotok fajtái közül részletesebben a társadalmi
és a terápiás képességekkel rendelkezõ robotokkal foglalkoztam. Részletesen bemu-
tattam a társadalmi robotok jellemzõit, majd az ember–robot között létrejövõ szere-
tet-szerelem interdiszciplináris megközelítésére fókuszáltam, nevezetesen az evolu-
cionista, a biológiai, a pszichológiai, a szociálpszichológiai és a kommunikációelmé-
leti tudományterületek mûvelõinek a gondolatait mutattam be. A szeretet-szerelem
mellett a szimpátia kérdéskörét is részletesen tárgyaltam írásomban, s rámutattam





A teoretikus források elemzése során arra a megállapításra jutottam, hogy a
jövõben megjelenõ robotok már képesek lehetnek arra, hogy az emberekben
mélyebb érzelmeket váltsanak ki, az emberek ragaszkodjanak hozzájuk, társuknak
tekintsék õket/azokat. Kérdéses, hogy a társadalom felkészült-e erre. Tanulmányom
második részében – amelyikben az ember–robot interakció humán oldalának empiri-
kus aspektusával foglalkozom – többek között erre a kérdésre is választ keresek.
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