We prove the global triangulation conjecture that a family of refined p-adic representations admits a global triangulation in a scheme-theoretically dense subset of the base which contains all regular noncritical points. We also determine a large class of points which belongs to the triangulation locus. Furthermore, we prove that any p-adic representation appearing in refined families is trianguline. In the case of the eigencurve, we explicitly determine the local behavior at every point.
Introduction
In [20] , Kisin proved the Fontaine-Mazur conjecture for Galois representations attached to finite slope, overconvergent p-adic cuspidal eigenforms. The most significant part of his proof is showing that these representations satisfy the property that their restrictions on a decomposition group of p have nonzero crystalline periods on which Frobenius acts by the U p -eigenvalues. Furthermore, he conjectured that this property characterizes the Galois representations coming from overconvergent p-adic modular forms. This seminal result inspired some important subsequent developments. In p-adic Hodge theory, Colmez then introduced the notion of trianguline representations reformulating this property in the framework of (ϕ, Γ)-modules over the Robba ring [11] ; it plays a key role in his construction of the p-adic local Langlands correspondence for GL 2 (Q p ). In the direction of the Bloch-Kato conjecture, Bellaiche-Chenevier [2] and Skinner-Urban [26] applied some (different) variants of Kisin's result to construct elements of Selmer groups by deforming certain p-adic representations on eigenvarieties. More recently, as an application of his proof of the local-global compatibility of p-adic Langlands for GL 2 [13] , Emerton confirmed the aforementioned conjecture of Kisin (in most cases). Nowadays, it is widely assumed that the condition of being trianguline at p characterizes the Galois representations coming from overconvergent p-adic automorphic forms. In addition, for an arithmetic family of p-adic representations arising on eigenvarieties, it is conjectured that the triangulation varies analytically, i.e. there exists a global triangulation, in a scheme-theoretically dense subset of the base which contains all noncritical points.
The main objects of this paper are the so called refined families of p-adic representations. This notion was first introduced by Bellaiche-Chenevier [2] for G Qp -representations to encode the properties of the families of Galois representations arising on eigenvarieties. In this paper, we generalize this notion to G K -representations for a finite extension K of Q p . For technical reasons, we assume our refined families to be arithmetic families of p-adic representations, not just pseudocharacters as in Bellaiche-Chenevier's original definition. The main goal of this paper is then to prove the global triangulation conjecture for such families of p-adic representations under some mild condition. Namely, we will show that a family of refined p-adic representations admits a global triangulation in a scheme-theoretically dense subset of the base which contains all regular noncritical points. We also determine a large class of points which belongs to the triangulation locus. Furthermore, we prove that any p-adic representation appearing in refined families is trianguline. In the case of the eigencurve, we explicitly determine the local behavior at every point.
The proof consists of two major steps. The first step is to give a new construction of Kisin's finite slope subspace which avoids using the Y -smallness condition in Kisin's original work. To do so, we thoroughly use the framework of (ϕ, Γ)-modules. In fact, we impose the (ϕ, Γ)-module analogue of Kisin's original conditions (except the Y -smallness) to cut out the finite slope subspace. From our point of view, the restriction of the Y -smallness condition in Kisin's work is due to some technical obstacle to solve a certain Frobenius equation within B + crys . The novelty of our method is to apply a relative version of Kedlaya's extended Robba ring, which is first introduced in [22] , to solve this equation. As a consequence, we obtain a coherent sheaf of crystalline periods with prescribed Frobenius eigenvalue. We then introduce a notion of triangulation locus for families of p-adic representations and prove some results about it. Finally, using these results and a formal result of Bellaiche-Chenevier on descent [2, §3.3], we are able to conclude our main results. This constitutes the second step.
It is worthwhile to point out that there is now an emerging demand to interpolate crystalline periods on certain eigenfamilies of p-adic representations which have more than one constant HodgeTate weights (e.g. the finite slope families in [26] ). We hope that our technique will shed light on this interesting problem.
In the following we will explain the main results of the paper and the idea of proofs in more details.
Finite slope subspace
We fix a finite extension K of Q p in Q p to be our base field. Let K 0 be the maximal unramified subextension of K, and let f be the degree of K 0 over Q p . Let X be a separated rigid analytic space over Q p , and let V X be a family of p-adic representations of G K of dimension d over X. Suppose that the Sen polynomial for V X is T Q(T ) for some Q(T ) ∈ K ⊗ Qp O(X) [T ] . Let α ∈ O(X) × . Inspired by Kisin's original construction, we define finite slope subspaces of X as follows.
Definition 0.1.1. For such a triple (X, α, V X ), we call an analytic subspace X f s ⊂ X a finite slope subspace of X with respect to the pair (α, V X ) if it satisfies the following conditions.
(1) For every integer j ≤ 0, the subspace (X f s ) Q(j) is scheme-theoretically dense in X f s .
(2) For any affinoid algebra R over Q p and morphism g : M (R) → X which factors through X Q(j)
for every integer j ≤ 0, the morphism g factors through X f s if and only if the natural map
Triangulation locus
We will apply the above results to the wedge products of refined families to produce coherent sheaves of crystalline periods. To show that these periods give rise to a global triangulation, we propose the notion of triangulation locus for families of p-adic representations as follows. Now let X be a rigid analytic space over K 0 , and let V X be a family of p-adic representations of G K of dimension d over X. For 1 ≤ i ≤ d, let ∆ i : K × → O(X) × be a continuous character. Let M i be a locally free coherent K 0 ⊗ Qp O X -module of rank 1 contained in (D † rig (∧ i V X )) ∆ i . We further suppose that each M i generates a saturated rank 1 (ϕ, Γ)-submodule in ∧ i D † rig (V x )((∆ ′ i ) −1 (x)) for any x ∈ X. We call the set of x ∈ X for which the sequence M 1 , . . . , M d give rise to a triangulation of D † rig (V x ) the triangulation locus of V X with respect to (M 1 , . . . , M d ).
To cut out the triangulation locus, we view the associated family of (ϕ, Γ)-modules as a family of vector bundles over the relative annuli. For general bases, it may not be easy to deal with vector bundles over an open annulus. We avoid this difficulty by restricting the family on a closed annulus v p (T ) ∈ [r/p f , r] for some sufficiently small r, and then use a "linear algebra" argument to cut out the triangulation locus, which turns out to be an analytic subspace of X. We then use the Frobenius to extend the triangulation over the closed annulus to a triangulation of the original family of (ϕ, Γ)-modules. In summary, we prove the following: 
Refined families
Let E be the Galois closure of K in Q p , and let X be a rigid analytic space over E. Now let V X be a family of refined p-adic representations with Hodge-Tate weights κ 1 , . . . , κ d ∈ K ⊗ Qp O(X), d analytic functions F 1 , . . . , F d on X and a Zariski dense subset of crystalline points Z. Furthermore, for each 1 ≤ i ≤ d, there exists a continuous character χ i : O × K → O(X) × whose derivative at 1 is the map κ i and whose evaluation at any z ∈ Z is the map x → τ :K֒→E τ (x) κ i (z)τ where κ i (z) τ is the "τ -component" of κ i (z). Let α i = rig (∧ i V X )) ∆ i is a coherent sheaf on X. We then define the saturated locus for V X as the set of x ∈ X for which each (D † rig (∧ i V X )) ∆ i is locally free of rank 1 around x, and it generates a saturated rank 1 (ϕ, Γ)-
i (x)). Using Theorem 0.1.3, we first show that the saturated locus for V X is a scheme-theoretically dense subset X s of X. Furthermore, using the aforementioned result of Bellaiche-Chenevier, we prove that a large class of points, which includes all regular noncritical points, belongs to the triangulation locus of V Xs (Proposition 5.2.8). Since regular noncritical points form a Zariski dense subset of X, by Theorem 0.2.1, we immediately conclude that the triangulation locus for V Xs is just X s . In summary, we prove the following:
Theorem 0.3.1. (Theorem 5.2.9) The subset of saturated points X s is scheme-theoretically dense in X and contains all the points x ∈ X such that D † rig (V x ) admits a triangulation (Fil i ) 0≤i≤d with parameters
In particular, X s contains all regular noncritical points. Furthermore, the triangulation locus for V Xs with respect to
is X s itself. As a consequence, the coherent sheaves
Using a flattening technique, we further prove:
For any x ∈ X, the p-adic representation V x is trianguline.
Application to the eigencurve
In the case when X = C is the eigencurve associated to a 2-dimensional absolutely irreducible residue representation of G Q of tame level N , we determine the local behavior at every point.
Theorem 0.4.1. (Theorem 5.4.3) For any x ∈ C, we have that (D † rig (V C )) ϕ=α,Γ=1 is locally free of rank 1 around x unless κ(x) = 0 and V x is crystalline with dim(D crys (V x )) ϕ=α(x) = 2. If x is not of this form, it is non-saturated if and only if it satisfies one of the following two disjoint conditions:
(1) κ(x) is a positive integer and v p (α(x)) > κ(x). As a consequence, we have that V x belongs to S ng * ∩ S HT * in the sense of [12] ; hence V x is irreducible, Hodge-Tate and non-deRham. Furthermore, in this case t −κ(x) (D
Structure of the paper
In §1 we will do some preparation on (ϕ, Γ)-modules. In [5] , although Berger-Colmez have constructed the object D † (V S ) with ϕ, Γ-actions, they do not quite prove that it is a (ϕ, Γ)-module. Namely they do not verify that D † (V S ) is isomorphic to ϕ * (D † (V S )). We will fill this gap in §1.1. In §2 we will introduce the relative extended Robba ring. The main result of this section is Lemma 2.2.1. Section 3 is devoted to the construction of the finite slope subspace. We will prove Theorems 0.1.2, 0.1.3 and 0.1.4 in §3.3. In §4 we will introduce the notion of triangulation locus for families of p-adic representations and prove Theorem 0.2.1. We conclude our main results in §5. We will prove Theorems 0.3.1, 0.3.2 and 0.4.1 in §5.2, §5.3 and §5.4 respectively.
Let p be a prime number. For any r > 0, put ρ(r) = p−1 pr . We choose a compatible sequence of primitive p-powers roots of unity (ε n ) n≥0 , i.e. each ε n ∈ Q p is a primitive p n -th root of 1, and they satisfy ε p n+1 = ε n for all n ≥ 0. We fix ε = (ε 0 , ε 1 , . . . ) to be Fontaine's p-adic 2πi. We fix a finite extension K of Q p in Q p . Let O K be the ring of integers of K, and we fix a unifomizer π K of O K . For any continuous character of O × K , we may view it as a continuous character of K × using the projection K × → O × K determined by π K ; we then further extend it to a continuous character of W K using local class field theory. Let H K = Hom(K, Q p ); let h = [K : Q p ] be the cardinality of H K . Let K 0 be the maximal unramified subextension of K, and let f = [K 0 : Q p ]. For any σ ∈ Gal(K 0 /Q p ), let H σ be the set of τ ∈ H K such that its restriction on K 0 is σ. Let K n = K(ε n ) for any n ≥ 1. Let K ∞ = ∪ n∈N K n , and let K ′ be the maximal unramified subextension of K ∞ . Let H K = Gal(K/K ∞ ), and let Γ = Gal(K ∞ /K). Let E be the Galois closure of K in Q p . Let χ denote the p-adic cyclotomic character. For any affinoid algebra, we denote by | · | sp its spectral norm.
For any K 0 -algebra (resp. E-algebra) A, there is a canonical decomposition
where each A σ (resp. A τ ) is the base change of A by the automorphism σ (resp. τ ). For any
1 Preliminaries
The (ϕ, Γ)-module functor
Let S be an affinoid algebra over Q p . In this subsection, we will review the work of Berger-Colmez and Kedlaya-Liu on the (ϕ, Γ)-module functor for finite locally free S-linear representations of G K . Especially we will prove that the object they construct is really a (ϕ, Γ)-module in the sense that it is isomorphic to its ϕ-pullback, filling a gap in the previous works. We will follow the notation of [5] . For more details about the construction of this functor, we refer the reader to [5] and [18] . For n ∈ Z, let A †,s
The following proposition slightly refines [5, Proposition 4.2.8].
which is free of rank d, is fixed by H L and stable under G K , has a basis which is almost invariant under Γ L (i.e., for each γ ∈ Γ L , the matrix of the action of γ − 1 on the basis has positive valuation), and satisfies
Proof. We follow the proof of [5, Proposition 4.2.8] . Let r = ρ(s). The only point is that the ring Λ = A (0,r] satisfies the Tate-Sen conditions (see [5, Définition 3.1.3] for the definition) with We set the ϕ-action on T S ⊗ Zp A †,s K as the continuous extension of id ⊗ ϕ. It is then clear that the ϕ-action commutes with the Γ-action and induces a topological isomorphism from
K . Corollary 1.1.2. Keep notations as in Proposition 1.1.1. Then the following are true.
given by Proposition 1.1.1. Hence it coincides with D †,s L,n+1 (T S ). We get (2) by a similar reasoning.
which is free of rank d and satisfies
Furthermore, since ϕ and Γ commute, we have that
is fixed by H L and stable under G K , and has a basis which is almost invariant under Γ L . Hence
L,n (T S ) by the uniqueness of D †,ps L,n (T S ). For (4), using (1) and (3), we have
By the work of Berger-Colmez (see page 15 of [5] ), one may take k( (4), it is not difficult to see that for any integers n 1 , n 2 such that n(L) ≤ n 1 , n 2 ≤ n(s) − 1, we have
Thus one can replace n(L) by any integer n such that n(L) ≤ n ≤ n(s) − 1 in the construction of D †,s
If S → R is a map of affinoid algebras over Q p , we set V R = V S ⊗ S R. For any x ∈ M (S), we denote V k(x) by V x for simplicity. The following theorem slightly refines [5, Théorème 4.2.9] in the case of affinoid algebras.
its construction is independent of the choices of T S and L. Furthermore, it satisfies the following conditions.
(1) The natural map D †,s
The construction is functorial in V S , and it is compatible with passage from K to a finite extension
Proof. All the statements of the theorem except (4) 
Using (3), we get
We conclude by taking the H K -invariants on both sides.
From now on, we assume that s ≥ s(V S ) unless specified otherwise.
is an isomorphism.
Proof. Let T S be a free O S -lattice of S, and let L be a finite Galois extension of
Tensoring up the above equality with B †,ps
By Theorem 1.1.4(3), we may rewrite the above equality as
We set D †,s
, and it satisfies
Proof. Let T S be a free O S -lattice of V S , and let L be a finite Galois extension of K so that G Lacts trivially on T S /12pT S . By its construction we see that D †,s 
rig,L ⊗ Qp S for all i. The latter is equivalent to a i ∈ B †,s rig,L ⊗ Qp S for all i. This yields the desired result.
Sheafification of the (ϕ, Γ)-module functor
Following [18] , we can extend the (ϕ, Γ)-module functor to finite locally free S-linear representations. From now on, let V S be a locally free S-linear representation of G K of rank d. We can then choose a finite covering of M (S) by affinoid subdomains
is independent of the choice of the covering and satisfies the analogues of Theorem 1.1.4. We then set D †,s
for any affinoid subdomain M (S ′ ) of M (S). Proof. We choose a finite covering of M (S) by affinoid subdomains such that the restriction of V S on each piece is free. The theorem then follows from Proposition 1.2.2. Definition 1.2.4. Let X be a separated rigid analytic space over Q p , and let V X be a locally free coherent O X -module equipped with a continuous O X -linear G K -action. We choose an admissible covering of X by affinoid subdomains {M (S i )} i∈I . We then define the sheaf D † rig,K (V X ) on the weak G-topology of X by gluing the sheaves D † rig,K (V S i ) for all i ∈ I; this construction is independent of the choice of the covering {M (S i )} i∈I .
Localization maps
We equip K n [[t]] with the induced Fréchet topology via the identification
it is clear that D
, and call it the localization map. We set D
Convention 1.3.1. When the base field K is clear, we drop the symbol K in all of these notations for simplicity. (1) The localization map ι n : D †,s
Proof. For (1) and (2), since D †,s
We first show them for S = Q p . By [3, Proposition 4.8], we see that for f ∈ B †,s rig,K , t|ι n (f ) if and only if ϕ n−1 (q)|f . Note that t||ι n (ϕ n−1 (q)). We thus deduce that the map B †,s
Furthermore, it is an isomorphism for k = 1 by [3, lemme 4.9] . It follows that it is an isomorphism for any k.
Using a Schauder basis of S, we obtain the exact sequence
2) by a similar argument. We get (3) immediately from the fact that ι n+1 • ϕ = ι n for all n ≥ n(s). (1) The ideal (q n,K ) is a prime factor of (ϕ n−1 (q)).
Proof. By Proposition 1.3.3(1), ι f n induces an isomorphism
This implies the first two statements. We deduce (3) from Proposition 1.3.3 (3) . Note that (t K ) is the product of all (q n,K )'s which are mutually prime by (1). We then deduce (4) using a similar argument as in Proposition 1.3.3. For (5), after a suitable base change, we may assume that K is Galois over
rig,K ; this yields (5) by the fact that ϕ(t) = pt.
The sheaf (D
Proof. It suffices to show that D
. Hence the proposition is true for V S = S (with trivial G K -action). This yields the general case since D
Convention 1.4.3. Let X be a rigid analytic space over Q p . Let G be a group, and let M be a presheaf on X equipped with a G-action. We denote by M G the presheaf on X defined by
Lemma 1.4.4. Let G be a topologically finitely generated group. Let A be a commutative Hausdoff topological ring, and let M be a finite A-module equipped with a continuous A-linear G-action. Suppose that B is another commutative Hausdoff topological ring with a continuous flat morphism
Proof. Choose a finite set of topological generators g 1 , . . . , g m of G. Consider the exact sequence
where the last map is ⊕ m i=1 (g i − 1). Since B is flat over A, tensoring up this exact sequence with B, we get 0
This yields the lemma. (1) The presheaf D
hence it is a finite locally free S-module. The coherent sheaf condition then follows from the functoriality of D
is a locally free coherent sheaf on M (S). For (2) , it reduces to show that
for any affinoid subdomain M (S ′ ) of M (S). Since S ′ is flat over S, we deduce (2) from the above lemma.
Definition 1.4.6. Let X be a separated rigid analytic space over Q p , and let V X be a locally free coherent O X -module equipped with a continuous O X -linear G K -action. We choose an admissible covering of X by affinoid subdomains {M (S i )} i∈I . We then define the sheaf D
) for all i ∈ I; this construction is independent of the choice of the covering {M (S i )} i∈I .
Sen operator
By its construction, we may choose some L n -basis of D Ln Sen (V S ) which is almost Γ L -invariant; thus the matrix M γ of γ under this basis satisfies
The convergence of the right hand side follows from the condition
. Furthermore, since Γ is commutative, we see that log γ/ log p χ(γ) commutes with Γ; hence its characteristic polynomial has coefficients in K ⊗ Qp S. Definition 1.5.1. Let X be a separated rigid analytic space over Q p , and let V X be a locally free coherent O X -module equipped with a continuous O X -linear G K -action. We choose an admissible covering of X by affinoid subdomains {M (S i )} i∈I such that V S i is free for each i ∈ I. By the above discussion, the operator log γ/ log p χ(γ) is well-defined on each D Sen (V S i ); hence it is well-defined on D Sen (V X ). We set Θ = log γ/ log p χ(γ) ∈ End K∞⊗ Qp O X (D Sen (V X )), and call it Sen operator for V X . We glue the characteristic polynomials of Θ on each D Sen (V S i ) to form a polynomial in
, and called it Sen polynomial for V X . Since Θ commutes with the Γ-action, we see that the Sen polynomial has coefficients in K ⊗ Qp O(X).
The rest of this subsection is a (ϕ, Γ)-module interpretation of [20, (2. 3)-(2.6)]. Proposition 1.5.2. Let V S be a finite free S-linear representation. Then for any n ≥ n(V S ), both
are killed by γ − 1. It follows that both of them are killed by Θ; hence both of them are killed by det(Θ). This yields the desired result since
From now on, let V S be only locally free over S.
Corollary 1.5.3. For any k ≥ 1 and n ≥ n(V S ), the natural map
Γ has kernel and cokernel killed by
Sen (V S )) Γ are coherent sheaves, by restricting on a finite covering of M (S), it suffices to treat the case that V S is free over S. It then suffices to show that the natural map (D
Γ has kernel and cokernel killed by det(Θ + iI) for each i ≥ 1. By the short exact sequence
we get the exact sequence
We thus conclude from Proposition 1.5.2 and the fact that Sen operator for V S (i) is Θ + iI. 
. Then the matrix of u − 1 has positive valuation, yielding that u is invertible. Hence Θ/(γ ′ − 1) = χ(γ) −1 u is invertible. Now we suppose that det(Θ) = 0, and we write det
has kernel and cokernel killed by a power of f (Q(0)). In particular, if f (Q(0)) is a unit, this map is an isomorphism.
By the equality a 0 = Q(Θ) − Θ(
, we deduce that both the kernel and cokernel of the natural map ker(Θ|D
is an isomorphism. By the same reasoning, the natural map
is also an isomorphism. Consider the following commutative diagram
where the upper map, which is obtained by tensoring up (1.5.5.2) with R over S, is an isomorphism. Note that the right map is an isomorphism because D n Sen (·) is functorial in V S . We thus deduce that both the natural maps 
Γ has kernel and cokernel killed by a power of f (P (k)). In particular, if f (P (k)) is a unit, this map is an isomorphism.
Proof. Consider the following commutative diagram
The bottom map is an isomorphism by Proposition 1.5.5. The left map and right map are isomorphisms by Corollary 1.5.3. Hence the upper map is an isomorphism; this yields the desired result.
2 The extended Robba ring
Definitions
Let B be a Q p -Banach algebra with |B| discrete. Set v(x) = − log p (|x|) for any x ∈ B.
Definition 2.1.1. For any interval I ⊆ (0, ∞], let R I B be the ring of Laurent series
for which a i ∈ B and v(a i ) + si → ∞ as i → ±∞ for all s ∈ I. For any s ∈ I, define w s :
We denote R (1) For any c > 0, the set of i ∈ Q so that |a i | ≥ c is well-ordered (i.e. has no infinite decreasing subsequence).
(2) For all s ∈ I, v(a i ) + si → ∞ as i → ±∞, and inf i∈Q {v(a i ) + si} > −∞.
These series form a ring under formal series addition and multiplication. For any s ∈ I, set w s :
by R r B for simplicity. Let R bd,r B be the subring of R r B consisting of elements f with {v(a i )} i∈Q bounded below. Define w : R bd,r B → R as
We call R B = ∪ r>0 R r B the extended Robba ring over B, and R bd B = ∪ r>0 R r B the extended bounded Robba ring over B.
Remark 2.1.3. Since |B| is discrete, it follows from condition (1) that inf i∈Q {v(a i ) + si} (hence also sup i∈Q {|a i |p −si }) is attained at some i ∈ Q.
We equip R I B (resp. R I B ) with the Fréchet topology defined by {w s } s∈I ; then R I B (resp. R I B ) is a complete Fréchet algebra over Q p . Furthermore, in the case that I = [a, b] is a closed interval, R I B (resp. R I B ) is a Banach algebra over Q p with the norm max{w a , w b }. We equip R (1) For each c > 0, the set of i ∈ Q such that |a i | ≥ c is well-ordered.
(2) The set {v(a i )} i∈Q is bounded below and v(a i ) → ∞ as i → −∞.
We equip E B with the topology defined by w; then E B is complete for this topoology. Let L be a p-adic field equipped with a discrete valuation, and put B L = L ⊗ Qp B.
Proposition 2.1.5. For R ∈ {R bd,r , R I } and R ∈ { E, R bd,r , R I } where I ⊂ (0, ∞] is a closed interval, the natural maps
are embeddings of L-Banach algebras. For R = R r and R = R r , the natural maps
are embeddings of L-Fréchet spaces. Furthermore, i has dense image for all R ∈ {R bd,r , R I , R r }.
Proof. This is [22, Lemma 2.1.6].
Proposition 2.1.6. If B is of countable type, then
Proof. This follows from [22, Lemma 2.1.8] by taking S = E L .
Lemma 2.1.7. Let S be an affinoid algebra over Q p . Then for any x ∈ M (S), the natural map
Proof. It reduces to show that the natural map ρ x : R r S → R r k(x) is surjective and its kernel is m x R r S . By Hahn-Banach theorem for Banach spaces over discretely valued fields, the exact sequence 
Key lemma
From now on, suppose that L is equipped with an isometric automorphism ϕ L such that its restriction on Q p is the identity. We denote by ϕ the continuous extension of ϕ L ⊗ id on S L . We fix a positive integer q > 1, and we extend ϕ to automorphisms on R S L and E S L by setting
It is obvious that ϕ restricts to automorphisms on R L ⊗ Qp S and E L ⊗ Qp S. Let α ∈ S × , consider the following Frobenius equation
The following is a variant of [22, Lemma 2.3.5(3)].
Lemma 2.2.1.
, the following are true. , and it satisfies w r (b) ≥ w r (a) − C(r, α) where C(r, α) is some constant only depending on r, α.
is a solution of (2.2.0.1). By comparing coefficients, we get
for every i ∈ Q. Since |α −1 | sp < 1 and {|a iq −m |} m∈N are bounded, we get
by iterating (2.2.1.2). Thus b i is uniquely determined by α and a. This proves (1). Furthermore, for any k ∈ N,
this yields (2.2.1.1), proving the "only if" part of (2).
To prove the "if" part of (2), for f = i∈Q a i u i ∈ R r S L and c ∈ R, we set
It is clear that w 
for some constant C 1 (r, α). Hence
Since |α −1 | sp < 1, we see that the series
. Computing the coefficients of the sum, we get 
. It is then clear that b is the solution of (2.2.0.1). By (2.2.1.3) and (2.2.1.4), we get that w r (b) ≥ w(a)−C(r, α) for C(r, α) = max{C 1 (r, α), C 2 (r, α)}.
L ⊗ Qp S, by Proposition 2.1.6, we conclude that
Remark 2.2.2. One can reformulate the above lemma using the notion of cohomology of ϕ-modules. For any α ∈ S × , we define the rank 
; we therefore regard
as a subring of R r K ur
We will need the following results later. Proof. Choose an orthogonal basis {e j } j∈J of L over Q p ; then it is also an orthogonal basis of S L as an S-Banach module. Let I(a) be the ideal of S generated by the coefficients of a. It is then clear that one can take S(a) = S/I(a).
Lemma 2.3.2. Let a ∈ R r K ur ⊗ Qp S. Then there exists an analytic subspace M (S(a, r)) of S such that for any map g : S → R of affinoid algebras, g(a) ∈ (K ⊗ K 0 B †,ρ(r) rig,K ) ⊗ Qp R if and only if the map M (R) → M (S) factors through M (S(a, r) ).
K ur , by Hahn-Banach theorem for Fréchet type spaces over discretely valued fields, there exists a closed subspace V of R r K ur so that R r where I(c i ) is the ideal defined in the proof of Lemma 2.3.1. It is then clear that one can take S(a, r) = S/I(a, r).
Construction of finite slope subspaces
For an affinoid algebra S over Q p , we call an admissible open subset U ⊆ M (S) Zariski open if the complement of U is an analytic subspace M (S/I) of M (S). We further say that U is schemetheoretically dense if Spec(S) − Spec(S/I) is scheme-theoretically dense in Spec(S). We call an admissible open subset U of a separated rigid analytic space X over Q p Zariski open (resp. schemetheoretically dense) if it is true after restricting to the pieces of an (hence any) admissible affinoid covering of X. For any f ∈ O(X), we denote by X f the complement of the vanishing locus of f ; it is a Zariski open subset of X. Throughout this section, let X, V X and α be as in §0.1. For any morphism X ′ → X of rigid analytic spaces over Q p , we denote by V X ′ the pullback of V X on X ′ which is a locally free coherent O X ′ -module of rank d with a continuous O X ′ -linear G K -action. In the case when X = M (S) is an affinoid space, we denote V X by V S instead. We have defined finite slope subspaces of X with respect to (α, V X ) in Definition 0.1.1. The goal of this section is to prove that X has a unique finite slope subspace (which may well be empty).
Prelude
Proposition 3.1.1. The formation of X f s commutes with flat base change. Namely, if f : X ′ → X is a flat morphism of separated and reduced rigid analytic spaces over Q p , and if X f s is a finite slope subspace of X, then the pullback X ′ f s of X f s is a finite slope subspace of X ′ with respect to (V X ′ , f * (α)).
Proof. Note that the Sen polynomial for V X ′ is T f * (Q(T )). By (1) of the Definition 0.1.1, we get that Q(j) is not a zero divisor of X for every integer j ≤ 0. The flatness of f then implies that f * (Q(j)) is not a zero divisor in X ′ f s . Hence X ′ f s satisfies (1) of Definition 0.1.1. Now let g : M (R) → X ′ be a map of rigid spaces over Q p which factors through X ′ Q(j) for every integer j ≤ 0. Then f • g factors through X Q(j) for every integer j ≤ 0. By the universal property of X f s , we know that for n sufficiently large, the natural map
is an isomorphism if and only if f • g factors through X f s , i.e. if and only if g factors through X ′ f s . This implies that X ′ f s satisfies (2) of Definition 0.1.1.
Proposition 3.1.2. There exists at most one finite slope subspace of X.
Proof. Suppose that X 1 , X 2 are two finite slope subspaces of X. Let {U j } j∈J be an admissible affinoid covering of X by affinoid subdomains. It suffices to show that for any j ∈ J, the restrictions of X 1 , X 2 on U j coincide. By Proposition 3.1.1, we see that the restrictions of X 1 , X 2 on U j are finite slope subspaces of U j . Thus it reduces the case when X = M (S) is an affinoid space. We prove this by using Kisin's argument ([20, (5.8)]). Let I 1 , I 2 ⊂ S be the ideals corresponding to X 1 , X 2 respectively. Let W be the support of (I 1 + I 2 )/I 1 in X 1 (with its reduced structure). Let x ∈ X 1 be a closed point. If x ∈ X Q(j) for every integer j ≤ 0, applying (2) of Definition 0.1.1 to any finite length quotient R of O X 1 ,x , we get that x ∈ X 2 and O X 1 ,x = O X 2 ,x . This implies that x / ∈ W . Hence, for any w ∈ W there exists integer j ≤ 0 such that Q(j)(w) = 0. If W 0 is an irreducible component of W , then by [20, (5.7)], we deduce that there exists j W 0 ≤ 0 such that Q(j W 0 ) vanishes in W 0 . It follows that X 1 /W contains ∩ W 0 ⊆W (X 1 ) Q(j W 0 ) . The latter is scheme-theoretically dense in X 1 since W has only finitely many components. A fortiori we see that X 1 /W , which is contained in X 2 , is scheme-theoretically dense in X 1 , yielding X 1 ⊂ X 2 . Thus X 2 = X 1 .
Remark 3.1.3. The proof of Proposition 3.1.2 actually implies that if X 1 , X 2 are two analytic subspaces of X such that both of them satisfy (1) and (2) of Definition 0.1.1 for all Q p -finite algebras, then X 1 = X 2 . Proposition 3.1.4. Let {U j } j∈J be an admissible covering of X by affinoid subdomains. Suppose that each U j has the finite slope subspace (U j ) f s . Then {(U j ) f s } j∈J glues to form the finite slope subspace of X.
Proof. By the uniqueness of finite slope subspaces, we see that {(U j ) f s } j∈J glues to form an analytic subspace X f s of X. It is then clear that X f s satisfies (1) of Definition 0.1.1. Now let g : M (R) → X be a morphism of rigid analytic spaces over Q p which factors through X Q(j) for each integer j ≤ 0. The pullback {g −1 (U j )} forms an admissible covering of M (R). We choose a finite covering {M (R i )} i∈I of M (R) by affinoid subdomains which refines {g −1 (U j )}. It then follows that for each i ∈ I, the natural map (
is an isomorphism for all sufficiently large n. We deduce from Propositions 1.4.2 and 1.2.2 that the natural map (
is an isomorphism for all sufficiently large n. This yields that X f s is the finite slope subspace of X.
Techniques
Throughout this subsection, let S be an affinoid algebra over Q p , and let V S be a locally free Slinear representation of G K of rank d. Let α ∈ S × . For a as in Lemma 2.2.1, we denote by S(α, a) the intersection of
for all rational numbers i < 0.
rig (V S ) there exists an analytic subspace M (S(α, β, a)) of M (S) such that for any morphism g : S → R of affinoid algebras over Q p , the equation , β, a) ). Furthermore, the solution b is unique in this case.
Proof. Since D †,s rig (V S ) is a sheaf, it reduces to the case that V S is free over S. Choose an S-basis e 1 , . . . , e d of V S , and write a = 
Note that |y| = |β|. Thus |y −1 g(α) −1 | sp ≤ |β −1 ||α −1 | sp < 1. It therefore follows from Lemma 2.2.1 that (3.2.1.1) admits a solution in
K ur ⊗ Qp R) if and only if M (R) → M (S) factors through M (S ′ ) which is the intersection of all M (yα, ϕ f (x)a i ). Furthermore, in this case, the solution is unique. Let b be the solution of (3.2.
we may write 
rig,K (V S ′′ ) by Theorem 1.1.4(4). Therefore we can take S(α, β, a) = S ′′ .
By Lemma 1.3.2, we see that (D
Proposition 3.2.2. Let α ∈ S × . Then for any k > log p |α −1 | sp and n ≥ n(V S ), the natural map
Using the relation ϕ f (a) = αa and Proposition 1.3.3(3), we get a m = α n−m a n . Thus if a n = 0, then a m = 0 for all m ≥ n(V S ). This implies that t k K |a by Proposition 1.3.4. Now suppose that a lies in the kernel of the map, and write
Hence a ′ = 0 by Proposition 3.2.1. , α, a) ) of M (S) such that for any map g : S → R of affinoid algebras over Q p , g(a), which is an element of D +,f n dif (V R )/(t k ), is contained in the image of the natural map , α, a) ).
Proof. It suffices to show that proposition in the case that V S is free. Using Proposition 1.3.4, we chooseã ∈ D †,r f n
If g(a) can be lifted to an elementb of (
has a solution b ∈ D †,r f n rig (V R ). A short computation shows that (3.2.3.1) is equivalent to g( a) ).
By the construction ofã, we see that
We therefore deduce that (3.2.3.1) has a solution in D †,r f n rig (V R ) if and only if the equation
Corollary 3.2.4. For any integer n ≥ n(V S ) and positive integer k > log p |α −1 | sp , there exists an analytic subspace M (S(k, α, n)) of M (S) such that for any map g : S → R of affinoid algebras over
Proof. Note that for any
, then the lift is Γ-invariant by Proposition 3.2.2. Thus we can take M (S(k, α, n)) to be the inter- 
for all sufficiently large n if and only if the map
Proof. It is clear that we can take M (S(k, α)) to be the intersection of M (S(k, α, n)) for all n ≥ n(V S ).
Finite slope subspaces
Theorem 3.3.1. The rigid analytic space X has a unique finite slope subspace.
Proof. By Proposition 3.1.4, it suffices to treat the case that X = M (S) is an affinoid space. Let
and for each i ≥ 1, let X ′ i be the Zariski closure of
i is the finite slope subspace of X. First note that the decreasing sequence of closed subspaces X ′ 1 ⊇ X ′ 2 · · · becomes constant eventually because S is Noetherian. Hence X f s = X ′ i and (X f s ) P (i) = X ′ P (i) for sufficiently large i. This implies that (X f s ) P (i) is scheme-theoretically dense in X f s for each i ≥ 1. This yields that X f s satisfies (1) of Definition 0.1.1. Now suppose that g : M (R) → M (S) is a map of affinoid spaces over Q p which factors through X Q(j) for every j ≤ 0. It follows from Corollary 1.5.3 that for each k ≥ 1 and n ≥ n(V S ), the natural map (D
Γ is an isomorphism. Hence (0.1.1.1) is an isomorphism if and only if the natural map
is surjective for some (hence any) k ≥ 1. By Corollary 1.5.3, the natural map 
is an isomorphism for all n ≥ n(V S ).
Proof. Note that the finite slope subspace of X f s is itself. We then deduce that (M (S)) f s = M (S) since the formation of finite slope subspaces commutes with flat base change. This yields that M (S) ⊆ M (S(k, α)) following the construction of finite slope subspaces in Theorem 3.3.1; hence M (S) = M (S(k, α)). This yields the proposition.
Theorem 3.3.3. Let M (S) be an affinoid subdomain of X f s . Then for any n ≥ n(V S ) and k > log p |α −1 | sp where the norm is taken in S, the natural map of sheaves
Γ is an isomorphisms. As a consequence, we have that
Proof. By Proposition 3.3.2, it is clear that the natural map of sheaves
Γ is an isomorphism. By Proposition 1.4.5, we deduce that (D † rig (V S )) ϕ f =α,Γ=1 is a coherent sheaf. This yields the theorem. Theorem 3.3.4. For any affinoid algebra R and morphism g : M (R) → X f s which factors through X Q(j) for every integer j ≤ 0, the natural map
is an isomorphism for all sufficiently large k. As a consequence, we have that
Proof. We choose an admissible affinoid covering {M (S i )} i∈I of X f s by affinoid subdomains. Let {M (R j )} j∈J be a finite covering of M (R) which refines the pullback of the covering {M (S i )} i∈I on M (R). Suppose that M (R j ) maps to M (S i j ) for each j ∈ J. Let k be a positive integer such that k > |α −1 | sp where the norm is taken in the union of all S i j . Now for any affinoid subdomain
it is injective by Proposition 3.2.2; so it is an isomorphism. Hence the natural map (K
Remark 3.3.5. Our finite slope subspace X f s coincides with Nakamura's generalization of Kisin's finite slope subspace [24] . In fact, as noted in Remark 3.1.3, to characterize our finite slope subspaces, it suffices to test only finite Q p -algebras R in Definition 0.1.1 (2) . By the argument in [20, (5.8) ], the same thing holds for Nakamura's finite slope subspaces as well. For such R, we have
by [3, Théorème 3.6] and [14, Théorème 3.9] respectively. Thus our condition (2) coincides with the counterpart of Nakamura's in this case; hence the claim.
Triangulation locus of families for p-adic representations 4.1 Vector bundles and (ϕ, Γ)-modules
Definition 4.1.1. Let I be a subinterval of (0, ∞]. By a vector bundle over R I S K ′ of rank d we mean a coherent locally free sheaf M I S of rank d over the product of the annulus v p (T ) ∈ I within the affine T -line over K ′ with M (S) in the category of rigid analytic spaces over Q p . We call M I S free if it is freely generated by its global sections. By a vector bundle M S over R S K ′ we mean an object in the direct limit as r → 0 of the categories of vector bundles over R r S K ′ .
For a subinterval I ′ of I, we denote by M I ′ S the base change of M I S to the product of the annulus v p (T ) ∈ I ′ with M (S). If S → R is a map of affinoid algebras over Q p , we set M I R and M R as the base changes of M I S and M S to the product of the annulus v p (T ) ∈ I with M (R) and
Remark 4.1.2. A locally free R I S K ′ -module of rank d naturally gives rise to a vector bundle over R I S K ′ of rank d. The converse is also true when I is a closed interval.
We will need the following lemma in §4.2. Recall that there exists an isomorphism B † rig,K
rig,K with R r K ′ for all sufficiently small r. Using Proposition 2.1.5, we henceforth identify B † rig,K ⊗ Qp S with R S K ′ , and equip the latter with the induced ϕ, Γ-actions. Remark 4.1.5. Our definition of (ϕ, Γ)-modules over R S K ′ is the same as the notion of families of (ϕ, Γ)-modules over R S K ′ defined in [18] .
rig (V S ) for r sufficiently small. Remark 4.1.7. In the case when S is a finite extension of Q p , we have that D S is free over R S K ′ by the Bézout property of R S ; thus our definition is compatible with the classical definition of (ϕ, Γ)-modules.
For general S, we have the following result. Lemma 4.1.9. Let L be a finite extension of Q p , and put L ′ = L ⊗ Qp K ′ . Let D be a (ϕ, Γ)-module over R L ′ , and let E be a (ϕ, Γ)-submodule of D. Then there exists an r 0 > 0 such that if D r and E r are representative vector bundles of D and E for some r ≤ r 0 . Then we have E r ⊂ D r . As a consequence, we get that D has at most one representative vector bundle over R r L ′ for sufficiently small r.
Proof. We fix some r 0 > 0 so that for any a ∈ R K ′ , if ϕ(a) ∈ R r K ′ for some 0 < r ≤ r 0 , then a ∈ R pr K ′ . Now let d = (d 1 , . . . , d n ) and e = (e 1 , . . . , e m ) 
Proof. It suffices to show that if
hence it is an isomorphism because both sides have the same rank. This yields that the natural map (
The middle vertical map is an isomorphism. Thus the right vertical map is surjective; hence it is an isomorphism. Hence the left vertical map is also an isomorphism. This yields the claim. We then deduce the lemma from Lemma 4.1.9.
Proof. It suffices to show that E r x is saturated in D r x for every x ∈ M (S); this follows from Lemma 4.1.10.
Rank 1 (ϕ, Γ)-modules and trianguline representations
In this subsection, let S be an affinoid algebra over K 0 . Recall that one has a canonical decomposition
where each S σ is the base change of S by the automorphism σ. Furthermore, the Gal(K 0 /Q p )-action permutes all S σ 's in the way that τ (S σ ) = S τ σ . For any a ∈ S × , we equip S K 0 with a ϕ ⊗ 1-semilinear action ϕ by setting
where x σ ∈ S σ for each σ ∈ Gal(K 0 /Q p ); we denote this ϕ-module by D a . It is clear that the ϕ-action on D a satisfies ϕ f = 1 ⊗ a. Let T (S) be the set of continuous characters δ :
where we equip D δ(π K ) with the trivial Γ-action. For general δ, we write δ = δ ′ δ ′′ such that δ ′ (π K ) = 1 and δ ′′ | O × K = id. As explained in Notation and conventions, we may view δ ′ as an Svalued character of W K ; we then extend it to a character of G K continuously. We then set
is of type δ i for some δ i ∈ T (S); any such a filtration (Fil i (D S )) 0≤i≤d is called a triangulation of D S , and (δ i ) 1≤i≤d are called the parameters of this triangulation. We call a locally free S-linear representa-
Remark 4.2.2. In the case when S = L is a finite extension of Q p , for any δ ∈ T (S), Nakamura constructs a rank 1 B-pair W (δ) [23] . A short computation shows that R L (δ) is isomorphic to the (ϕ, Γ)-module corresponding to W (δ). Therefore, for an L-linear representation of G K , being trianguline with parameters (δ i ) 1≤i≤d in the sense of Definition 4.2.1 is the same as being split trianguline in the sense of Nakamura with the same set of parameters.
Triangulation locus
Definition 4.3.1. Let A be a commutative ring with identity, and let M be a free A-module of rank d.
(1) We call a free A-submodule N ⊆ M of rank c saturated if M/N is a free A-module of rank d − c. We call m ∈ M saturated if Am is saturated.
(2) Let m ∈ M be saturated, and let n ∈ ∧ i M for some 1 ≤ i ≤ d. Suppose that m ∧ n = 0 in ∧ i+1 M . Then there exists a unique n ∈ ∧ i−1 (M/Am) such that the wedge product of any lift of n in ∧ i−1 M and m is equal to n; we call n the quotient of n by m. Let N ⊂ M be a saturated A-submodule of rank 1, and let P ⊂ ∧ i M be a free rank 1 A-submodule. If N ∧ P = 0, we define the quotient of P by N to be the A-submodule of ∧ i−1 M generated by the quotient of some generator of P by some generator of N . (1) m 1 is saturated. Proof. We deduce (1) from Lemma 4.1.10. We deduce (2) from (1) and Lemma 4.3.3. Now let S be an affinoid algebra over K 0 . Lemma 4.3.5. Let I be a closed subinterval of (0, ∞], and let M I S be a vector bundle over
S such that its image in ∧ i M I x is saturated for any x ∈ M (S). Then the set of x ∈ M (S) at which the image of the sequence a 1 , . . . , a d forms a chain in M I
x is a Zariski closed subset of M (S).
Proof. We proceed by induction on d. The initial case is trivial. Suppose that the lemma is true for d = k − 1 for some k ≥ 2, and M I S has rank k. Since the image of a 1 in M I x is saturated for any x ∈ M (S), we get that M I S /R I S K ′ a 1 is a vector bundle over R I S K ′ of rank k − 1. Since I is a closed interval, using Lemma 4. 
be the quotient of a i by a 1 . Since a i is saturated in ∧ i M I x , by the Bézout property of R I K ′ , we see that the image of
is saturated for any x ∈ M (S ′ ). By Lemma 4.3.2, we see that the desired subset of M (S) is the set of x at which the image of the sequence
We therefore conclude the case d = k from the inductive assumption. x . The lemma then follows from Lemma 4.3.5. Now let X be a separated rigid analytic space over K 0 , and let V X be a locally free O X -module of rank d equipped with a continuous
be a continuous character, and let M i be a ϕ-stable rank 1 locally free The following is the main result of this section. 
for each j and gluing, we get a vector bundle N
S which is of type ∆ i /∆ 1 . We then iterate the above procedure as follows. Suppose that after the k-th step, we have a
k+1,S ; then it is a (ϕ, Γ)-module over R S K ′ of rank d − k − 1. By a similar argument as in the previous paragraph, for each k
The yields the second statement of the theorem.
Applications

Weakly refined families
From now on, and let X be a separated and reduced rigid analytic space over E. We first generalize Bellaiche-Chenevier's notion of weakly refined families [2] from Q p to K. For technical reasons, we assume our weakly refined families to be arithmetic families of p-adic representations, not just pseudocharacters as in Bellaiche-Chenevier's definition. (a) For every x ∈ X and τ ∈ H K , the Hodge-Tate weights of D dR (V x ) τ are, with multiplicity,
(e) For any non-negative integer C, let Z C be the set
Then Z C accumulates at any z ∈ Z for all C. (1) If x ∈ X P (k) for some positive integer k, then dim(D
ϕ f =F (z),Γ=1 σ has dimension 1. Furthermore, for any positive integer k such that max{v p (F (z) σ )} < k ≤ κ i (z) for all i ≥ 2, the natural map
Proof. For (1), by Corollary 1.5.3, we have that the map (D
Γ is an isomorphism. Furthermore, since κ 1 (x) = 0 is a multiplicity-one root of the Sen polynomial for 
For (3), since k > max{v p (F (z) σ )}, we get the injectivity of (5.1.3.1) by Proposition 3.2.2. On the other hand, since k
On the other hand, by (2) , the left hand side of (5.1.3.1) has k(x)-dimension at least h/f ; this yields that (5.1.3.1) is an isomorphism and dim(D †
Proposition 5.1.4. The finite slope subspace of X with respect to (V X , F ) is X itself.
Proof. Since Z is Zariki dense in X, it suffices to show that Z ⊂ X f s . For any z ∈ Z, let M (S) be an affinoid subdomain containing z. Let k be a positive integer so that
We therefore conclude M (S) f s = M (S) following the construction of finite slope subspace; hence z ∈ M (S) f s , yielding z ∈ X f s .
The following theorem follows immediately from Proposition 5.1.4 and Theorem 3.3.3.
Theorem 5.1.5. Let M (S) be an affinoid subdomain of X, and let k be a positive integer so that k > log p |F −1 | sp . Then the natural map
is a coherent sheaf on X. Definition 5.1.6. We call x ∈ X saturated for V X if it satisfies the following two conditions:
is locally free of rank 1 around x;
We denote by X s the subset of saturated points of X.
Proposition 5.1.7. Let M (S) be an affinoid subdomain of X, and let k be a positive integer so that k > log p |F −1 | sp . Then the following are true.
(1) For any x ∈ M (S) P (k) , the natural map
is an isomorphism. ≥ 1 by (2) and (3). We then deduce (4) from (1).
Lemma 5.1.8. Let L be a finite extension of E, and let
Proof. The "only if" part is obvious. For the "if" part, it suffices to show that Ind 
can be generated by h − 1 elements. This implies that the image has L-dimension
By the assumption on n, we have D n Sen (Ind
This yields a contradiction because
Proposition 5.1.9. The subset of saturated points X s is Zariski open in X.
Proof. For each τ ∈ H K , let Y τ be the set of x ∈ X such that the image of D † rig (V X ) ϕ f =F,Γ=1 in D n Sen (V x ) τ is zero for some (hence all sufficiently large) n. It is clear that each Y τ is a Zariski closed subset of X. By Proposition 5.1.7(3), we see that the condition (1) (2), we deduce that the map
Sen (V x )) Γ is an isomorphism, yielding that x satisfies Definition 5.1.6(2).
Corollary 5.1.11. The subset of saturated points X s is scheme-theoretically dense in X.
Proof. For any affinoid subdomain M (S) of X, we choose a positive integer k such that k > log p |F −1 | sp in S. It then follows from Proposition 5.1.10 that M (S) P (k) ⊂ X s . Since M (S) P (k) is scheme-theoretically dense in M (S), the corollary follows.
The rest of this subsection is devoted to prove Proposition 5.1.16. Let π : Y ′ → Y be a proper and birational morphism of separated and reduced rigid analytic spaces over Q p . Here birational means that for some coherent sheaf of ideals H, the complement U of the closed subset V (H), which is defined by H, is Zariski dense in Y , the restriction of π to π −1 (U ) is an isomorphism, and π −1 (U ) is Zariski dense in Y ′ . Let N be a coherent sheaf of O X -modules. If H ′ is the coherent sheaf of ideal defined the closed subset π −1 (V (H)) of X ′ , then the strict transform 
Γ τ factor through D 1 and D 2 respectively. Similarly, the natural map
factors through D 1 . To conclude, consider the following commutative diagram
where the top sequence satisfies that the second map is surjective and the composition map is zero. Note that the natural map D 1 → (D +,n dif (V Y ′ )/(t k )) Γ τ is an isomorphism on π −1 (π(V )∩U ). It follows that the cokernel of the natural map
supports on Y ′ \π −1 (π(V )∩U ), which is a nonwhere dense closed subspace of Y ′ ; hence the cokernel is zero because D 2 is locally free and Y ′ is reduced. This yields that the map
is an isomorphism; thus (D 
Refined families
Definition 5.2.1. Let L be a finite extension of E, and let V be a d-dimensional crystalline L-linear representation of G K such that ϕ f acting on D crys (V ) has all its eigenvalues in L × .
(1) By a refinement of V we mean a ϕ-stable K 0 ⊗ Qp L-filtration F = (F i ) 0≤i≤d of D crys (V ):
(2) For any τ ∈ H K , suppose that the Hodge-Tate weights of D dR (V ) τ are k 1,τ < k 2,τ · · · < k d,τ . We say that the refinement F is τ -noncritical if
for all 1 ≤ i ≤ d. We say that the refinement F is noncritical if it is τ -noncritical for every τ ∈ H K . Following Bellaiche-Chenevier [2] , we generalize the notion of refined families to G K -representations. Again, we assume our families to be arithmetic families of p-adic representations, not just pseudocharacters as in Bellaiche-Chenevier's definition. (c) If z ∈ Z, then κ 1 (z) τ < κ 2 (z) τ < · · · < κ d (z) τ for any τ ∈ H K .
(d) There exists a refinement of V z such that the associated ordering of the ϕ f -eigenvalues are
(e) For any non-negative integer C, let Z C be the set {z ∈ Z, |κ I (z) τ − κ J (z) τ | > C, ∀I, J ⊆ {1, . . . , d}, |I| = |J| > 0, I = J, τ ∈ H K }, where κ I = i∈I κ i . Then Z C accumulates at any z ∈ Z for all C. Proof. Note that Ind
