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La consommation d’énergie, la croissance et l’environnement  sont des thèmes 
d’ordre général mais qui deviennent des préoccupations croissantes vu la situation actuelle 
de la planète d’une part, sur le plan de la dégradation de l’environnement à travers son 
exploitation abusive et sa pollution et d’autre part, sur le plan énergétique. L’énergie est 
devenue incontournable dans la recherche du développement et du bien-être, mais elle est 
aussi plus difficilement accessible, surtout pour les pays en voie de développement. La 
pollution de l’environnement, est un sous-produit du processus de                        
croissance-développement. Ces questions sont devenues planétaires et le monde entier se 
mobilise, à travers plusieurs canaux  pour trouver des réponses adéquates : la recherche, 
les investissements, la sensibilisation, les sommets internationaux sur l’environnement. 
La responsabilité historique des pays développés dans la concentration actuelle des 
gaz à effet de serre dans l’atmosphère est relativement très élevée.  En effet les pays 
industrialisés sont à l’origine de 80% du CO2 déjà accumulé. En revanche, les 
responsabilités devraient s’inverser d’ici à l’an 2050 selon l’AIE. Le Graphique 0-1 ci-
dessous représente le niveau des émissions de CO2 pour les pays à revenu élevé (OCDE), à 
revenu intermédiaire (MIDDLE) et à revenu faibles (LOW).   
Graphique 0-1 : Emissions de CO2 (million de Kt) entre 1960 - 2009 
 
Source des données : base de données de la Banque Mondiale 
















 Le graphique 0-1 ci-avant montre la responsabilité historique des pays 
industrialisés dans la concentration de CO2 dans l’atmosphère. En effet, ces derniers 
émettaient environ quatre fois plus de CO2 que les autres pays de la planète en 1960. Ces 
émissions ont augmenté jusqu’à la fin des années 1970 où elles ont atteint environ six fois 
celles des économies à revenu intermédiaire et douze fois celles des économies à revenu 
faible. Après une légère baisse, ces écarts sont restés sensiblement constants jusqu’au début 
du 21e siècle. Depuis lors il y a un resserrement des écarts, caractérisé par la tendance à la 
baisse du niveau des émissions de polluants des pays industrialisés d’une part et une 
tendance à la hausse des émissions de polluants des pays à revenu intermédiaire et faible, 
d’autre part.  Selon l’AIE, les courbes du graphique 0-1 tendraient à se croiser d’ici à l’an 
2050.  
Les émissions futures de gaz à effet de serre seront fonction de la population et de 
l’évolution de la situation économique, technologique et des conditions sociales, d’une 
part, mais aussi de la quantité et des formes d’énergies consommées, d’autre part. 
L’essentiel de la croissance future proviendra probablement des économies émergentes et 
des économies en développement où la croissance économique et démographique est la 
plus rapide, mais où les projections sont aussi les plus incertaines. En revanche dans ces 
zones, le niveau technologique est encore faible, contrairement aux pays industrialisés, 
pour pouvoir contrôler et freiner les émissions de polluants d’origine anthropique.  A 
l’horizon 2020 les écarts de niveau de pollution se réduiraient de façon très nette. En 
revanche, à l’horizon 2050 les pays de l’OCDE auront tendance à relativement moins 
polluer. Le rythme de croissance de ce type de pollution est donc plus fort dans les pays du 
Sud. Les graphiques 0-2 et 0-3 illustrent bien les espoirs d’accélération de la croissance 
économique surtout dans les pays à revenu intermédiaire et faible, mais aussi, les 
préoccupations liées à l’accélération de la dégradation de l’environnement.  
Le graphique 0-2 trace l’évolution des taux de croissance du PIB dans le monde, 
dans les pays de l’OCDE, dans les pays à revenu intermédiaire et dans les pays à revenu 
faible. Sur ce graphique, nous notons qu’à partir de 1995, le taux de croissance du PIB est 




plus fort dans les pays autres que les pays développés. L’idée avancée plus haut que 
l’essentiel de la croissance mondiale future proviendrait des pays à revenu intermédiaire et 
faible, se confirme et se renforce au fil des années comme le montre le graphique 0-2.  
 
Graphique 0-2 : Taux de croissance du PIB réel selon les niveaux de développement 
Source des données : base de données de la Banque Mondiale 
 
 Le graphique 0-3 représente les taux de croissance des émissions de CO2 de l’OCDE, 
de l’ensemble des pays à revenu intermédiaire et des pays à revenu faible. De façon 
générale, les écarts entre les courbes sont assez faibles d’une part, toutefois, la courbe des 
pays de l’OCDE est en dessous de celles des pays à revenu intermédiaire et faible. Ce qui 
confirme que l’évolution des émissions de polluants dans ces derniers pays est plus élevée. 
Après l’année 2000, les écarts de croissance des émissions de CO2 sont devenus 
relativement plus nets. 
















 Il ressort que durant les dernières décennies, la croissance du PIB et des émissions 
de CO2 dans le monde provient en grande partie des pays émergents et des pays en voie de 
développement. Ce qui laisse penser qu’il y aurait un lien entre croissance et pollution. Un 
fait stylisé suscite également une inquiétude liée à la pollution dans le processus de 
croissance-développement dans les pays du Sud. Il s’agit du cas de la Chine.   
 
Graphique 0-3 : Taux de croissance des émissions de CO2 (tonne métrique par tête) en 
fonction des niveaux de développement 
 
Source des données : base de données de la Banque Mondiale 
 
 La Chine était jusqu’aux années 1980 un pays en voie de développement. Depuis 
1995 selon des chiffres de la Banque Mondiale, il y a eu un boom du PIB réel qui a atteint 
un taux de croissance de 14 % en 2007. La Chine est aujourd’hui la deuxième puissance 
économique mondiale. Parallèlement, les émissions de CO2, des polluants en général, ont 
explosé et la Chine est aussi devenue le deuxième plus gros pollueur après les Etats-Unis. 
Le processus de croissance dans les pays en voie de  développement semble avoir des effets 
néfastes sur l’environnement. Dès lors la question environnementale est devenue une 
préoccupation majeure pour les décideurs politiques et les chercheurs. L’interconnexion et 
l’interdépendance à l’échelle de la planète amènent la société dans son ensemble à 

















multiplier les sommets en vue de lutter contre le changement climatique. La recherche de 
solutions qui réconcilient croissance et préservation de l’environnement, autrement dit 
d’une croissance durable est devenue une priorité. La stratégie de lutte contre la 
dégradation de l’environnement est menée à l’échelle internationale, principalement à 
travers les campagnes de sensibilisations lors de sommets, qui constituent des forces de 
propositions. Ces dernières sont très souvent ciblées comme celles du protocole de Kyoto. 
En effet, ce dernier a fait une catégorisation des pays et proposé des stratégies en termes 
d’objectifs  pour les uns et en termes de programmes pour les autres. La mise en œuvre 
pratique des propositions de solutions est, a priori, individuelle ou régionale, vu 
l’hétérogénéité dans le monde. 
 Le but de la croissance durable est de préserver un environnement sain. Il s’agit 
par le biais de l’environnement de créer les conditions d’une économie plus stimulante qui 
attirera les capitaux. L’objectif ultime étant de rendre compatible croissance et 
développement durable. La notion de développement durable a été popularisée depuis le 
rapport Brundtland en 1984. Selon ce rapport le développement durable serait considéré 
comme un processus de changement par lequel l’exploitation des ressources, l’orientation 
des investissements, des changements techniques et institutionnels se trouvent en 
harmonie et renforcent le potentiel actuel et futur de satisfaction des besoins des hommes. 
L’on peut lui attribuer deux approches, économique et écologique. Selon l’approche 
économique globale, le développement durable serait l’ensemble des éléments qui 
permettent le maintien ou la croissance du revenu et du bien être économique. Quant à 
l’approche écologique, le développement durable exige la gestion et surtout le maintien 
d’un stock de moyens de production au moins constant et ce dans un souci d’équité 
intergénérationnelle mais aussi intra générationnelle, (Wanko et Smida, 2001). Deux types 
de stocks sont à distinguer selon Barde (1991). Un stock de capital que l’on qualifie 
d’artificiel et qui comprend l’ensemble des biens et facteurs de production qui sont le 
produit de l’activité humaine ; et le capital dit naturel qui comprend les ressources 
naturelles qu’elles soient renouvelables ou non. Le développement durable ne doit alors 





des facteurs clés de la croissance économique en particulier les ressources non 
renouvelables comme les énergies fossiles (pétrole, gaz, charbon etc.), (Wanko et Smida, 
2002). 
D’une part, l’analyse empirique de Kraft & Kraft (1978), de la relation entre la 
consommation d’énergie et la croissance économique et les implications de politiques 
économique et énergétique montre qu’il existe une relation positive entre la 
consommation d’énergie et la croissance économique surtout pour les pays en voie de 
développement. D’autre part l’analyse initiée par Forster (1973) suivies plus tard par celles 
de Luptacik & Shubert (1982), Van Der Ploeg & Withagen (1991)  ont montré que la 
pollution est un sous-produit de la production dans le processus de croissance et de la 
consommation d’énergie. Ces analyses soulignent la corrélation croissance économique – 
énergie – émissions de polluants, mais n’identifient pas les relations de causalité. 
Il existe deux autres approches complémentaires qui analysent la relation 
environnement et croissance économique de long terme. La première méthode est 
proposée par Grossman & Krueger (1991), qui se sont inspirés des travaux de Kuznets 
(1955). En effet, Kuznets (1955) prédit qu’au fur et à mesure que le revenu par tête 
s’accroît, l’inégalité de revenu s’accroît d’abord, puis décroît après avoir atteint un certain 
seuil. Autrement dit, la distribution des revenus devient plus inégale en début de 
croissance puis elle devient plus égale lorsque la croissance se poursuit. Cette idée a été 
reprise et testée dans le domaine de l’économie de l’environnement par Grossman et 
Krueger. Les émissions de polluants peuvent s’accélérer avec la croissance puis décélérer, 
formant une relation en forme de « U » inversé : c’est l’hypothèse EKC (Courbe de Kuznets 
Environnementale). La seconde est fondée sur les propriétés clefs du modèle de croissance 
de Solow (1956). Ce dernier prédit un rattrapage des pays à revenu relativement élevé, par 
les pays à revenu plus faible à terme : c’est le processus de convergence. Brock & Taylor 
(2004) s’inspirent du modèle de Solow, du moins de ses propriétés                   
fondamentales – rendements constants dans la fonction de production et rendements 
décroissants dans les facteurs de production – pour étudier la convergence des émissions 




de polluants. Brock et Taylor dans le cadre du modèle de Solow examinent les conditions 
d’existence de l’EKC. Le Green Solow Model, dérivé du modèle de croissance de Solow, 
constitue une explication théorique de l’hypothèse EKC, qui n’est observée que dans des 
conditions particulières de convergence des émissions de polluants.  
L’EKC, selon la littérature empirique, est généralement observée dans les pays 
développés et très peu dans les pays en voie de développement. Dans ces derniers, l’air, le 
sol et l’eau sont pollués à travers plusieurs procédés. Il y a non seulement les produits que 
rejettent les cheminées des usines des grandes branches comme celles des métaux non 
ferreux et des produits pétroliers, mais aussi les émanations diffuses des petites entreprises 
de cimenteries, de raffineries de plomb, de fabrique d’engrais chimique et de pesticides. La 
déforestation massive en vue de l’exportation du bois et de l’agriculture de même que les 
techniques agricoles (sur brulis) sont des causes de pollution surtout dans les pays 
africains. Ces polluants s’échappent directement dans l’atmosphère, dans les eaux ou 
subissent des mesures d’antipollution inadéquates. Toutefois dans les pays en 
développement la pollution est aggravée par l’apport des déchets toxiques et dangereux en 
provenance des pays industrialisés. D’autres facteurs d’aggravation existent. Il y a par 
exemple le manque de compétences et de connaissances quant aux effets de la pollution, 
aux méthodes de surveillance et aux techniques de dépollution et d’antipollution. 
L’absence d’infrastructures et d’investissements dans les technologies non polluantes qui 
semblent être déterminants dans le processus de développement durable. La relation 
croissance – environnement dans les pays en voie de développement est par conséquent 
généralement linéaire et positive. 
Dans cette thèse, nous nous intéressons à la zone UEMOA (Union Economique et 
Monétaire Ouest Africaine). L’UEMOA est aujourd’hui composée de huit pays en voie de 
développement que sont le Bénin, le Burkina Faso, la Côte d’Ivoire, la Guinée Bissau, le 
Mali, le Niger, le Sénégal et le Togo. A sa création, les pays fondateurs ne constituaient 
qu’une zone monétaire, l’UMOA (Union Monétaire Ouest Africaine) en mai 1962. Ils 





union, et avec la France au sein de la Zone Franc. Ces pays disposent désormais d’une 
monnaie commune, d’une Banque Centrale et d’une Banque de développement : le FCFA 
(Franc de la Communauté Financière Africaine),  la BCEAO (Banque Centrale des Etats de 
l’Afrique de l’Ouest) et la BOAD (Banque Ouest Africaine de Développement). Grâce à cet 
environnement monétaire plus stable - monnaie commune, ancrage au franc français et 
règles de gestion monétaire - les pays membres de l'UMOA, ont connu, en moyenne, de 
meilleures performances économiques que les autres pays d'Afrique sub-saharienne. La 
croissance économique a été en général supérieure à la croissance démographique. Ce qui 
a permis d'améliorer le bien-être des populations et fait de la zone, une des unions 
monétaires les plus abouties du continent. A cause de la succession des crises dans les 
années 1980 (la détérioration des cours des matières premières et l’appréciation réelle du 
FCFA), les principaux indicateurs macro-économiques et financiers ont connu une 
détérioration rapide, plongeant les pays de l'UMOA dans une crise économique profonde. 
Il est apparu donc, que la stabilité monétaire est nécessaire mais pas suffisante pour assurer 
une croissance durable. Il était devenu évident que les mécanismes de régulation 
monétaire devaient être accompagnés par des réformes économiques pour assurer la 
cohésion de l'Union et lancer les bases d'une croissance durable.  
Le 10 janvier 1994, les pays membres de l’UMOA ont signé le traité instituant 
l’UEMOA (Union Economique et Monétaire Ouest Africaine), à Dakar. Ils ont exprimé 
ainsi leur volonté d’approfondir leur intégration économique. Les objectifs et missions ont 
évolué et sont devenus principalement : 
- L’unification des espaces économiques nationaux, avec pour but de faire de 
l’Union un marché porteur et attractif pour les investissements ;  
- La consolidation des cadres macroéconomiques nationaux par 
l’harmonisation des politiques dans tous les secteurs. 
Le protocole additionnel N°2, relatif aux politiques sectorielles de l’UEMOA liste 
les secteurs du développement économique et social, qui sont concernés par la mise en 
œuvre commune des politiques. Les pays membres ont convenu de mettre en œuvre des 




politiques sectorielles communes dans les secteurs suivants : les ressources humaines, 
l’aménagement du territoire, les transports et télécommunications, l’environnement, 
l’agriculture, l’énergie, le secteur industriel et minier. 
Les pays de l’UEMOA, depuis le début du 21e siècle, semblent avoir retrouvé le 
chemin de la croissance économique et des perspectives prometteuses. Ce résultat 
proviendrait essentiellement de la réorientation des objectifs de l’Union en 1994. Le 
tableau 0-1 ci-après montre le dynamisme économique de la zone. 
 
Tableau 0-1 : Evolution du taux de croissance de la zone UEMOA  
                                 2004    2005    2006     2007     2008  2009    2010   2011    2012 
            
Bénin             3,1      2,9 3,8 4,6  5,1    2,7 2,8 3,5 4,7 
Burkina Faso  4,6 7,1 5,5 4,0  5,0   3,2 5,2 5,5 6,2 
Côte d’Ivoire  1,6 1,8 1,2 1,5   2,2  3,8 3,0 4,0 5,1 
Guinée Bissau 3,2 3,8 1,8 2,7   3,5 3,0 3,5 4,3 4,5 
Mali   2,3 6,1 5,3 3,2  4,9    4,5 5,0 5,4 6,0 
Niger   -0,8 7,4 5,1 3,1  9,5    -1,2 5,8 5,2 6,2 
Sénégal  5,8 5,7 2,3 4,8 3,3    2,2 4,0 4,4 4,7 
Togo   2,5 1,3 3,9 1,5 1,8  3,2 3,4 3,9 4,1 
UEMOA  2,8 4,1 3,1 3,0 3,1    3,0 3,9 4,5 5,3 
source: BCEAO (Banque Centrale des Etats de l’Afrique de l’Ouest) 
 Globalement la zone UEMOA a mieux résisté que prévu à la situation de crise 
mondiale entre 2008 et la fin 2010 et la situation économique générale laisse prévoir de 





zone paru en mars 2012, le commerce essentiellement basé sur les matières premières, les 
transferts de fonds des migrants, les investissements directs étrangers et les termes de 
l’échange sont les principaux canaux de transmission vers l’UEMOA et ils sont dans une 
dynamique positive. Vu cette dynamique, le FMI a établi des prévisions de croissance de 
plus de 5 % par an entre 2014 et 2016 pour la zone. Cette croissance s’accompagne d’une 
dégradation de l’environnement, les émissions de CO2 ont par exemple augmenté de 0.4 % 
environ par exemple depuis 2000 dans la zone.  
 L’objectif de la thèse est d’anticiper la relation croissance – environnement pour 
l’UEMOA. Elle examine l’homogénéité des pays membres afin d’établir s’ils doivent 
adopter des politiques communes. Pour atteindre cet objectif, notre analyse est organisée 
en deux parties, chacune composée de deux chapitres. La première partie de la thèse porte 
sur l’analyse de la relation entre le PIB par tête et les émissions de CO2 par tête dans la 
zone UEMOA. Cette partie recherche la forme et l’intensité de la relation entre les 
variables PIB par tête et les émissions de CO2 par tête dans le temps à travers des méthodes 
statistiques et économétriques. Le chapitre I estime l’hypothèse de la courbe de Kuznets 
Environnementale entre 1970 et 2010. Les résultats montrent que les pays de l’Union, de 
façon générale, se situent sur la partie ascendante de la courbe de Kuznets 
environnementale. En d’autres termes, la relation croissance – environnement dans 
l’UEMOA est linéaire et positive. Il et aussi apparu que les pays de l’Union ne sont pas 
homogènes. 
 Le chapitre II analyse la relation PIB – CO2 dans un cadre plus général de 
croissance. Nous estimons dans ce chapitre la convergence du revenu par tête d’une par 
part et la convergence des émissions de CO2 d’autre part, par le Green Solow Model 
(GSM). Les résultats montrent que la convergence du revenu par tête est une réalité dans 
la zone : il y a un phénomène de rattrapage des pays à revenu relativement plus élevé dans 
la zone par les pays à revenu plus faible et la prise en compte de la dimension spatiale 
confirme ce résultat. En revanche il n’y a pas de convergence des émissions de CO2 dans la 
zone : il n’y a pas de rattrapage. Cette partie montre aussi que le rattrapage du PIB réel ne 




s’est pas accompagné simultanément du rattrapage des émissions de CO2. Les résultats de 
l’estimation pays par pays de l’EKC révèlent l’hétérogénéité dans la zone UEMOA. 
La deuxième partie poursuit l’analyse de cette relation croissance - environnement  
sur la base de l’hétérogénéité de la zone. Dans cette partie, le chapitre III teste les liens de 
causalité entre les variables PIB réel, émissions de CO2 par tête et consommation d’énergie 
par tête. Ces liens de causalité sont estimés par les méthodes de correction d’erreur 
(VECM), DOLS et FMOLS. Les résultats trouvés, indiquent l’absence de liens de causalité 
uniforme entre les variables pour les pays, confirmant ainsi l’hétérogénéité de la zone. 
Nous avons pu établir pour chaque pays de l’UEMOA les triangles de causalité de long 
terme. Pour terminer, Le chapitre IV utilise une spécification vectorielle autorégressive  
(VAR) pour analyser l’impact des chocs d’offre et les chocs énergétiques sur la pollution 
pour chaque pays à travers les fonctions de réponse impulsionnelles et la décomposition de 
l’erreur de prévision. Il apparaît que ces chocs sont asymétriques, en d’autres termes, les 
réponses du CO2, de l’énergie et du PIB aux chocs d’offre et énergétique ne sont pas les 
mêmes pour tous les pays. Notre analyse montre l’hétérogénéité de la zone.  
La suite de la thèse est organisée comme il suit : 
Partie 1 : Croissance et environnement dans la zone UEMOA 
Chapitre I : Croissance – environnement : la relation de Kuznets 
Chapitre II : Croissance - environnement dans l’UEMOA : convergence du PIB par 
tête et des émissions de CO2 par tête 
Partie 2 : Croissance – environnement : une analyse par pays 
Chapitre III : Causalité entre PIB – énergie - CO2 
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INTRODUCTION DE LA PARTIE 1 
Le 20e siècle a été celui de profonds et remarquables progrès pour la civilisation 
humaine, marqué par de nettes avancées dans les domaines scientifique et technologique. 
Les principales conséquences de ce fait sont d’une part, l’accroissement de l’exploitation 
des ressources naturelles et le développement économique et d’autre part, des impacts 
négatifs de plus en plus croissants sur l’environnement. En effet, la planète entière et le 
continent Africain en particulier dispose de large quantité de ressources naturelles. Ces 
ressources ont longtemps été inexploitées et elles sont aussi à l’origine de nombreux 
conflits entre Etats ou de guerres civiles. L’exploitation de ces ressources a débuté depuis 
les années coloniales, elle s’est accentuée après les indépendances et continue sa 
progression, impulsée par la modernisation des moyens d’extraction. Ces ressources ont 
fortement contribué à la création de richesse.  Parallèlement, elles contribuent également 
à la dégradation de l’environnement à travers leur extraction et exploitation. La recherche 
du bien-être des populations exige de concilier accroissement du revenu et meilleure 
qualité de l’environnement. Cette exigence fait de l’évaluation de la relation entre la 
croissance économique et la pollution, une étape cruciale et préalable. 
Dans la littérature économique, plusieurs travaux ont porté sur l’analyse de la 
relation entre la croissance et la pollution. La référence dans ce domaine est la Courbe de 
Kuznets Environnementale (EKC). Elle décrit une relation en forme de « U » inversé entre 
la croissance et la pollution. Cette relation est essentiellement estimée de manière ad-hoc, 
mais elle peut aussi être évaluée dans un cadre général de croissance, notamment celui du 
Green Solow Model (GSM). Dans cette partie, nous analysons la relation PIB – CO2 dans la 
zone UEMOA dans un cadre statique puis dynamique.  
Cette partie de la thèse est organisée en deux chapitres. A la suite de l’introduction, 
le chapitre 1 dont le titre est  croissance – environnement : la relation de Kuznets, fait 
l’analyse dans un cadre statique de la relation PIB – CO2. Le chapitre 2,  Croissance – 
environnement : convergence du PIB par tête et des émissions de CO2 par tête, est suivi 
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I – INTRODUCTION 
 La question de l’environnement a connu une attention particulière depuis que le 
réchauffement de la planète et les autres problèmes environnementaux 1 sont devenus de 
plus en plus cruciaux. En particulier, selon Kijima et al. (2010), il est urgent pour les 
autorités en charge des politiques environnementales de comprendre et de prédire 
l’évolution de la qualité de l’environnement dans le temps. Pour cela, il est nécessaire de 
développer des modèles permettant d’identifier la relation entre la qualité de 
l’environnement et la  croissance économique. Contrairement au point de vue radical et 
pessimiste - développé depuis les années 1970 -  selon lequel la croissance économique a 
des effets néfastes sur l’environnement 2; s’est développé le point de vue selon lequel la 
relation entre la qualité de l’environnement et le revenu par tête peut avoir la forme d’un 
« U » inversé. C’est l’hypothèse EKC, la Courbe de Kuznets Environnementale. Elle 
indique qu’il peut exister une rupture de la relation positive entre la dégradation de la 
qualité de l’environnement et le revenu par tête à partir d’un niveau seuil du dernier, 
appelé point de retournement, à partir duquel la relation devient négative. La qualité de 
l’environnement est généralement mesurée par les émissions de polluants, la 
déforestation, la qualité de l’eau, la qualité du sol, …   Nous estimons la forme de la 
relation entre le PIB réel et les émissions de CO2 dans la zone UEMOA en testant 
l’hypothèse EKC (Courbe de Kuznets Environnementale). 
La relation en forme de « U » inversé entre le revenu et l’inégalité des revenus, qui a été 
mise en œuvre, en premier par Kuznets (1955), a été réinterprétée dans la littérature de 
l’économie environnementale depuis les années 1990 sous le nom de « Environmental 
Kuznets Curve (EKC) ». L’EKC est l’adaptation au domaine de l’environnement de la 
courbe de Kuznets (1955) qui définie la relation entre le revenu par tête et les inégalités. 
 
1. Les principaux problèmes environnementaux sont en autres la pollution des sols à cause de l’infiltration des engrais et des 
pesticides, la pollution des eaux de surface et des eaux souterraines, la pollution de l’air, la menace sur la biodiversité. 
 
2. Selon He (2007), pour les défenseurs de : « les limites à la croissance » tels que Georgescu-roegen (1973) et Meadows et al. 
(1972), la croissance de l’activité économique exige de plus en plus d’énergie et de matières premières tout en générant de plus 
en plus de déchets. 




En effet, Kuznets (1955) prédit qu’au fur et à mesure que le revenu par tête s’accroît, 
l’inégalité de revenu s’accroît d’abord, puis décroît après avoir atteint un certain seuil. 
Autrement dit, la distribution des revenus est plus inégale en début de croissance puis elle 
devient plus égale lorsque la croissance se poursuit.  
L’hypothèse EKC, conforme à l’argumentation originale stipule que la dégradation 
de l’environnement augmente d’abord avec la croissance puis baisse. En d’autres termes 
dans un pays, au départ de la croissance, celle-ci entrainera la dégradation de 
l’environnement mais au fur et à mesure que le niveau du revenu par tête s’accroît, cette 
dégradation de l’environnement baissera éventuellement et le pays aboutira à un 
environnement propre lorsqu’il devient prospère. 
La suite du chapitre est structurée en quatre autres sections. La section deux fait 
une revue de la littérature non exhaustive  de l’EKC. Dans la section trois, nous présentons 
le modèle de l’EKC, puis les résultats de l’estimation du modèle sont présentés et 















II – UNE REVUE DE LITTERATURE DE L’EKC 
 
II – 1 – Le débat autour de la courbe de Kuznets Environnementale 
 
Le débat autour de l’hypothèse de l’EKC a pour origine la controverse de la 
croissance et les politiques correspondantes, selon Dinda (2004). Les chercheurs avaient, 
au départ, émis l’hypothèse qu’un niveau élevé du revenu par tête accentuerait la 
dégradation de la qualité de l’environnement. Puis l’on a émis l’hypothèse selon laquelle, 
des niveaux élevés de revenu peuvent réduire la dégradation de l’environnement 
(Beckerman, 1992). Ainsi selon Bhagawati (1993), la croissance économique peut être une 
condition préalable à une amélioration de la qualité de l’environnement. Ce qui permet à 
Panayotou (1993) d’affirmer que la croissance économique peut être un puissant canal 
pour l’amélioration de la qualité de l’environnement dans les pays en voie de 
développement. Toutefois la dernière hypothèse a fait l’objet  de  polémiques. 
L’EKC peut être graphiquement illustrée comme indiqué sur le graphique I.1 
suivant : 
Graphique I.1 : Les différentes phases de l’EKC 
 
Source : Panayotou (2003) 
 Ce graphique détermine trois bandes verticales dans lesquelles les économies 
peuvent être classées en fonction de la nature de la relation entre le revenu par tête et les 
émissions de polluants par habitant.  La bande de gauche correspond aux économies 




préindustrielles, encore primaires. La relation entre le PIB et les émissions de polluants a 
une forme linéaire positive, la dégradation de l’environnement croît avec le produit. La 
bande centrale correspond aux pays en situation de transition, d’une économie primaire 
vers une économie industrielle. Cette situation est caractérisée par l’accélération de la 
consommation des ressources naturelles, surtout énergétiques. Les conséquences sont 
économiques et environnementales. La dégradation de l’environnement, en particulier les 
émissions de polluants, atteint un pic. Le niveau de revenu s’améliore, faisant sortir les 
populations de la pauvreté. En revanche, la demande d’un environnement de qualité 
devient plus forte. Ces économies relativement plus riches, se tournent vers des 
technologies d’exploitation des ressources naturelles et de production moins polluantes, ce 
qui permet d’inverser la courbe de la dégradation de l’environnement. Dans la dernière 
bande, la relation PIB – émissions de polluants, a une forme linéaire négative. La 
dégradation de l’environnement baisse avec le produit. Les économies renforcent 
l’utilisation de technologies de moins en moins polluantes et développent des activités 
moins polluantes, les services. 
La principale explication à la forme de l’EKC est la notion selon laquelle, lorsqu’une 
population atteint un niveau de vie suffisamment élevé, elle accorde une plus grande 
importance aux équipements environnementaux (Pezzey, 1989 ; Selden & Song, 1994 ; 
Baldwin, 1995). En effet, après avoir franchi un seuil particulier du revenu par tête, la 
volonté des populations à payer pour se procurer un environnement de qualité s’accroît 
dans une proportion plus grande que celle du revenu (Roca, 2003). Ceci se traduit 
généralement par de plus en plus de  dons aux organisations de protection de 
l’environnement, la demande et la consommation de produits moins polluants. A ce 
niveau l’élasticité revenue de la demande d’une qualité de l’environnement est supérieure 
à l’unité ; un environnement de qualité et sa préservation deviennent des biens de luxe. 
L’hypothèse EKC est tirée d’un modèle économique dans lequel il n’existe pas de 
rétroaction de la qualité de l’environnement sur la croissance économique. La dégradation 
de la qualité de l’environnement est reconnue avoir des effets pervers sur la qualité de la 




vie mais pas directement sur les possibilités de production (Stern et al. 1996). En l’absence 
de cette rétroaction, la croissance peut être une solution pour accéder à une meilleure 
qualité de vie dans les pays en voie de développement lorsque l’hypothèse EKC est 
satisfaite.   
Selon Lopez (1994), la croissance économique est rendue possible par 
l’accumulation des facteurs de production. Une conséquence est l’accroissement de la 
demande de facteurs de production polluants par les entreprises. De façon parallèle la 
demande pour un environnement de qualité par la population et la volonté de payer pour 
l’obtenir s’accroissent. Les bénéfices et les inconvénients associés à l’obtention d’un 
environnement de qualité donnent donc un aperçu conceptuel de l’EKC. Ce qui nous 
permet de mieux comprendre les points de vue de certains chercheurs. Munasinghe (1999) 
affirme que la courbe environnementale de Kuznets est l’ensemble des points 
d’intersection des courbes de coût marginal et de bénéfice marginal. Pour Andreoni & 
Levinson (2001), l’EKC peut être déduite du lien technologique qui existe entre la 
consommation d’un bien et la réduction de ses produits dérivés ou sous-produits non 
désirés ou polluants. Lorsque la pollution n’est pas taxée, les entreprises l’utilisent comme 
un facteur de production et cela jusqu’à ce que son produit marginal soit nul. La relation 
croissance-environnement apparaît comme un processus dynamique. Le stock de capital 
est reparti en deux : une partie est utilisée directement dans le processus de production 
avec comme sous-produit la pollution et la dégradation de l’environnement et la seconde 
partie est destinée à améliorer la qualité de l’environnement (Dinda, 2002). Ainsi pour 
Dessus & Bussolo (1998), Jaeger (1998), Selden & Song (1994), les dépenses de réduction 
de la pollution dans le processus de production sont cruciales. Cependant elles ne sont pas 
déterminantes dans l’EKC pour les déchets physiques dangereux, qui ne sont ni faciles à 
réduire, ni faciles à transférer. Pour un aperçu plus exhaustif des éléments qui peuvent 
expliquer la forme en « U » inversé de la relation entre croissance et environnement, voir 
Dinda (2004). Toutefois, plusieurs études ont vérifié l’EKC depuis, Grossman & Krueger 
(1991). La littérature sur l’EKC est caractérisée par le manque de consensus et la 
controverse. 




Plusieurs critiques de l’hypothèse EKC, ont été publiées par exemple par Ansuategi 
et al. (1998), Arrow et al. (1995), Ekins (1997), Pearson (1994), Stern et al. (1996) et Stern 
(1998). La principale critique, surtout tenue par Arrow et al. (1995), est la question de 
l’endogénéité. L’hypothèse d’absence d’influence de la qualité de l’environnement sur la 
croissance économique dans le modèle de l’EKC présenté dans « The World Development 
Report (1992) » est généralement posée. Cette idée suppose que la dégradation de 
l’environnement ne peut freiner le processus de croissance. Pour eux, l’activité 
économique est inévitablement perturbatrice dans certains cas. En effet, la satisfaction des 
besoins nécessite des flux d’énergies et d’autres ressources naturelles. Leur exploitation 
très souvent abusive, est la source de la croissance mais aussi des effets néfastes sur 
l’environnement. La question ici est de savoir si un environnement de mauvaise qualité ne 
constitue pas un frein à la croissance ? De façon générale, la réponse est affirmative. Selon 
Lieb (2003), le revenu par tête influence la pollution mais la pollution influence aussi le 
revenu par tête. La productivité du travail peut baisser à cause de certains polluants qui 
peuvent engendrer des problèmes de santé et une baisse des capacités de concentration et 
d’apprentissage, (Ewijk & Van Wijnbergen, 1995). Pour McConnell (1997), la pollution 
réduit les récoltes, les rendements forestiers et les rendements du secteur de la pêche. Il y 
aurait donc un lien de causalité bidirectionnel entre revenu et pollution.  La réduction de 
la pollution (baisse en volume des émissions de polluants) semble potentiellement 
constituer un frein à la progression du revenu, par la limitation des activités et des intrants 
fortement émetteurs de produits néfastes à la qualité de l’environnement. Toutefois, il est 
apparu que le niveau d’émissions de certains polluants a baissé dans les pays développés.  
Les études empiriques montrent en général que l’EKC est vérifiée, dans ces pays, pour les 
polluants autres 3 que le CO2. Ceci pourrait être lié à un changement du type de polluant 
émis, plutôt qu’à la baisse globale de la pollution. 
Pour Arrow et al. (1995) et Stern et al. (1996), la vérification de l’hypothèse EKC 
est en partie ou largement due aux effets des échanges internationaux fondés 
essentiellement sur la théorie des avantages comparatifs. En effet, chaque pays est censé se  
 
3. Voir tableau B dans les annexes 




spécialiser dans la production de biens et services intensifs dans les facteurs de production 
dont il dispose en abondance. Dans  ce  cas,  les  pays  développés  se  spécialisent  dans  les 
activités intensives en capitaux et capital humain. Les pays en voie de développement se 
spécialisent dans les activités intensives en ressources naturelles et en main d’œuvre non 
qualifiée. Ces spécialisations seraient la principale explication de l’hypothèse EKC. La 
réduction des émissions de polluants dans les économies développés selon ces auteurs 
pourrait être liée au transfert des activités polluantes vers les pays pauvres. 
 
II – 2 – Quelques résultats empiriques de l’EKC 
 
 Dans la littérature, deux schémas se dessinent au niveau des résultats en fonction 
de la qualité de la variable environnementale prise en compte dans le modèle. Les 
polluants dits locaux, tels que le dioxyde de soufre (SO2), l’oxyde d’azote (NOx), le 
monoxyde de carbone (CO), etc.… afficheraient avec le revenu une relation en forme de 
« U » inversé. L’EKC existe pour ces polluants de façon générale. En effet, les impacts de 
ces polluants peuvent être plus facilement internalisés dans une économie locale ou 
régionale. Ces polluants locaux influencent la qualité de l’air, de l’eau et donc  la  santé des  
populations d’une zone considérée. En revanche, l’hypothèse EKC n’est pas généralement 
vérifiée pour le CO2, ce dernier est considéré comme un polluant ayant un impact plus 
global et planétaire. Il est le principal polluant qui influence le changement climatique.  
 Le débat autour de la relation entre le revenu et la qualité de l’environnement est 
animé depuis bien longtemps. Avant les années 1970, il y eu la croyance selon laquelle la 
consommation ou l’utilisation des ressources naturelles croît presqu’au même rythme que 
l’économie, (Dinda ,2004). Dès les années 1970, la question de l’épuisement et de la rareté 
des ressources naturelles est posée (Meadows et al., 1972), de sorte que les économistes du 
Club de Rome proposèrent de limiter la croissance économique pour éviter les effets  
néfastes futurs sur l’environnement. Ce point de vue a été vérifié empiriquement et il est 
apparu que l’intensité d’utilisation des ressources naturelles et le revenu décrive une 
relation en forme de « U » inversé appelé « intensity-of-use hypothesis », (Auty, 1985). 




C’est à partir des années 1990 que les chercheurs ont testé la validité de l’hypothèse de la 
relation en forme de « U » inversé entre le revenu et la qualité de l’environnement, au 
préalable vérifiée entre le revenu et l’inégalité de revenu par Kuznets dans les année 1950 
puis dans les années 1970 entre l’intensité d’utilisation des ressources naturelles et le 
revenu par les économistes du Club de Rome. 
 C’est Grossman et Krueger (1991) qui sont les premiers à avoir testé l’hypothèse 
EKC. Ces auteurs ont testé les impacts environnementaux de l’Accord de Libre-échange            
Nord-Américain (NAFTA) dans le cadre d’un panel. Les variables environnementales 
prises en compte sont le dioxyde de soufre (SO2), les particules en suspension dans l’air 
(SPM).  L’hypothèse EKC est vérifiée et le point de retournement (le niveau de revenu par 
tête à partir duquel les émissions atteignent leur pic), pour le SO2 est compris entre 4000 $ 
et 5000$. En revanche, ce point de retournement est largement plus faible avec les 
particules en suspension.  
 Les travaux de Shafik and Bandyopadhyay (1992) ont porté sur le test de 
l’hypothèse EKC pour une dizaine d’indicateurs. Ils ont déterminé plusieurs formes de 
relation de ces indicateurs avec le revenu. Seule la variable, concentration de polluants 
dans l’air décrit avec le revenu une relation en forme de « U » inversé, le point de 
retournement étant compris entre 3000$ et 4000$. Les autres indicateurs décrivent une 
relation neutre (la déforestation), une relation linéaire positive (la qualité des rivières), 
une relation linéaire négative (le manque d’eau potable et le manque d’assainissement 
urbain). En revanche, dans le cas des émissions de CO2, les résultats sont ambigus.  
 Selden & Song (1994) ont testé l’EKC pour quatre variables d’émissions de 
polluants, le SO2, le NOx, le SPM et le CO. Cette étude a montré que l’hypothèse EKC est 
vérifiée pour toutes les variables environnementales dans les pays développés. En 
revanche, les points de retournement sont largement distincts pour chaque type de 
polluant. En effet, le niveau de revenu à partir duquel la rupture de la relation positive 
entre croissance et environnement a été établit à 8 700 $ pour le SO2, 11 200 $ pour le 
NOx, 10 300 pour le SPM et 5 600 $ pour le monoxyde de carbone (CO).  




 De leur côté, List & Gallet (1999), ont aussi montré qu’entre 1929 et 1994, la 
trajectoire des émissions de dioxyde de soufre (SO2) et d’oxyde de nitrate (NOx) par tête, 
par rapport au revenu par tête, a une forme en « U » inversé aux Etats-Unis. Plusieurs 
autres études ont trouvé les mêmes résultats. C’est le cas parmi tant d’autres de             
Cole (2000b), de Hill & Magnani (2000), Millimet et al. (2000). Toutefois, Cole et al. 
(1997) ont analysé la relation entre le revenu et plusieurs indicateurs environnementaux, 
dont le SPM, le SO2, NO2, les émissions de méthane, …. Ils ont trouvé que l’EKC est 
satisfaite que pour certains polluants. Ces derniers ont un impact localement déterminé. 
En revanche, pour les indicateurs environnementaux ayant un impact plus global ou 
indirect sur la santé des populations, la relation avec le revenu est positive ou le point de 
retournement est très élevé. De ces conclusions, il ressort implicitement que le CO2, qui 
est le principal gaz à effet de serre et dont les effets s’étendent largement dans le temps et 
dans l’espace, ne satisferait pas l’EKC ; si oui, le point de retournement est élevé.  
 Les résultats de l’EKC pour le CO2 dans la littérature ne sont pas unanimes. 
Certains éléments peuvent expliquer cela. Les résultats sont généralement influencés par 
la période d’études, le niveau de développement des économies étudiées, les techniques 
économétriques utilisées, le degré d’homogénéité de l’échantillon, la prise en compte de 
variables de contrôle ou par la forme quadratique ou cubique du modèle de l’EKC. En 
effet, Shafik (1994) a trouvé que la relation entre le PIB et le CO2 est positive entre 1960 et 
1990 dans un panel de 149 pays. La rupture dans la relation positive des émissions de CO2 
avec le PIB, satisfaisant ainsi l’EKC, n’a pas lieu  contrairement   chez    Holtz-Eakin & 
Selden (1995) dans un panel de 131 pays entre 1951 et 1986. Cependant, le point de 
retournement chez les derniers est très élevé (35 428 $). Leur résultat est semblable à celui 
de Cole et al. (1997) concernant les émissions de CO2. L’EKC est satisfaite mais le point de 
retournement est très élevé. Ce qui laisse un doute sur le changement de trajectoire des 
émissions de CO2 au fur et à mesure de l’évolution du revenu. 
 Des études ont trouvé des points de retournement réalisables. Schmalnesee et al. 
(1998), dans un panel de 141 pays entre 1951 et 1986 ont établi le point de retournement 
entre 10 000 $ et 17 000 $ par tête. Chez Galeotti & Lanza (1999a, 1999b), le point de 




retournement se situe plutôt entre 15 000 $ et 22 000 $ par tête. Panayotou et al. (1999), 
avec un échantillon de 150 pays entre 1960 et 1992 ont trouvé que le point de 
retournement est entre 11 500 $ et 17 000 $ par tête. L’élasticité revenu des émissions de 
CO2 est faible (souvent négative) lorsque le revenu par tête est bas, elle augmente avec le 
revenu jusqu’à un niveau seuil (le point de retournement situé entre 10 000 $ et 22 000 $), 
puis baisse. Ceci peut s’expliquer par le changement structurel des économies.  
 Certaines études ont montré l’effet de l’échantillon des économies considérées sur 
les résultats de l’estimation de l’EKC, principalement le niveau des points de 
retournement. En effet, les études qui ont d’un côté considéré un échantillon représentatif 
(cosmopolite) ont trouvé en général une relation monotone entre les différents types de 
polluants et le revenu, en d’autres termes l’EKC n’est pas vérifiée. En revanche, l’EKC est 
vérifiée sur des échantillons plus uniformes ou homogènes. C’est le cas des études portant 
sur les pays de l’OCDE, des économies structurellement proches (voir Dijkgraaf & 
Vollebergh (1998), Selden & Song (1994), Cole et al. (1997)). De l’autre côté, un 
échantillon d’économies avec des écarts de niveaux de revenu assez grands, détermine un 
point de retournement plus élevé qu’un échantillon d’économies avec des écarts de 
niveaux de revenu très proches (voir List and Gallet (1999), Stern & Common (2001), 
Lefohn et al. (1999)). En revanche, Hill & Magnani (2002), avec un panel de 156 pays ont 
montré que l’EKC est satisfaite, mais lorsqu’ils estiment l’EKC par groupe de pays à revenu 
par tête élevé, intermédiaire et faible, les émissions de CO2 semblent croître avec le revenu 
pour tous les groupes. L’EKC n’est pas satisfaite. 
 Une autre catégorie de recherches s’est intéressée à l’introduction de variables de 
contrôle dans le modèle EKC. Ces variables sont supposées influencer le produit et/ou la 
pollution. Ces variables explicatives additionnelles se rapportent généralement à la 
politique (Torras & Boyce, 1998), la structure du produit (Panayotou, 1997), le commerce 
(Suri & Chapman, 1998) et la variable énergétique (Jobert & Karanfil, 2010).   
Dans la suite, nous présentons et estimons le modèle de l’EKC dans l’UEMOA. 
 




III – PRESENTATION DU MODELE 
 Depuis que le débat sur l’hypothèse EKC a été lancé, de nombreuses études ont 
prouvé l’existence de la relation en forme de « U » inversé entre la pollution et le revenu 
par tête. Toutefois, d’autres études ont trouvé diverses formes à cette relation. Dans cette 
section, nous présentons le modèle et déterminons pour l’UEMOA la forme de la relation 
entre les émissions de CO2 par habitant et le revenu par tête. 
 L’Hypothèse EKC telle que proposée par Grossman et Krueger (1991) est 
empiriquement testée en estimant l’équation (1) définie ci-après.  
            =  + 	 + 
	
 + 	 +  +                        (1) 
Où  représente la variable environnementale, 	 représente le revenu par tête et  désigne 
toute autre variable qui peut influencer la dégradation de l’environnement. L’indice  
désigne le pays et l’indice  indique le temps.  est une constante et les  sont les 
coefficients des  variables explicatives. L’équation (1) permet de tester toutes les formes 
possibles de la relation entre le revenu par tête et la pollution. Sept différentes formes de 
cette relation peuvent être obtenues en fonction des valeurs prises par les coefficients	. 
 a - Si = 
 =  = 0, alors il n’existe aucune relation entre la variable 
économique 	 et la variable environnementale	. 
 b - si > 0 et 
 =  = 0, alors il existe une relation linéaire positive entre le 
revenu 	 et la pollution	. 
 c - Si < 0 et 
 =  = 0, alors il existe entre le revenu 	 et la pollution  une 
relation linéaire négative. 
 d - Si > 0 ; 
 < 0 et  = 0, alors la forme de la relation entre le revenu 	 et la 
pollution  est en « U » inversé. L’hypothèse  EKC est dans ce cas vérifiée. 
 e - Si  < 0 ; 
 > 0 et  = 0, alors la relation est en forme de « U » entre le 
revenu 	 et la pollution	.  




 f - Si > 0 ; 
 < 0 et  > 0, alors la relation entre le revenu 	 et la pollution  
a une forme cubique polynomiale ou en forme de « N ».  
 g - si < 0 ; 
 > 0 et  < 0, alors la relation prend la forme d’un « N » inversé.  
 
 L’hypothèse EKC correspond au cas d), il faut que > 0 et 
 < 0. Si c’est le cas 
l’on pourra aussi calculer le point de retournement dont la formule est :   





Graphique I.2: Différentes formes de la relation croissance-environnement  
                              Relation linéaire positive 
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Notes : ces formes correspondent aux formes que le modèle (1) peut décrire y compris la neutralité. 
 
 




 L’estimation du modèle (1) permet de détecter et de définir la forme de la relation 
entre le développement économique et l’environnement certes, toutefois elle peut 
permettre de répondre à d’autres questions. Par exemple, y a – t –il une influence d’autres 
variables ? Si oui, comment affectent – elles la forme de la relation                 
environnement – développement économique ?  Notre objectif est de déterminer la 
trajectoire des émissions de CO2 par habitant dans la zone UEMOA et de capter l’influence 
d’autres variables telles que la consommation d’énergie, le taux de croissance économique, 
la densité de la population et la part du secteur industriel dans le PIB. Le but est 
d’améliorer la spécification de base du modèle en y incluant des variables de contrôle 
susceptibles d’influencer directement ou indirectement les émissions de CO2 d’une 
économie d’une part mais aussi pour prendre en compte les différences structurelles entre 
les pays.  
Comme  Jobert et al. (2010) nous incluons l’énergie dans le modèle. Cette dernière peut 
directement contribuer au développement mais  un sous produit néfastes est le rejet de 
déchets toxiques et de polluants de l’air.  De nombreuses études ont montré le rôle positif 
de l’énergie dans le processus de développement à travers l’hypothèse de croissance. 
L’énergie 4 est considérée comme un simple input dans les modèles de croissance 
néoclassique, (Tsani, 2010). Selon Belloumi (2009), l’énergie est considérée comme la 
première source de valeur ajoutée parce que les autres facteurs de production tels que la 
main d’œuvre et le capital ne peuvent bien fonctionner sans l’énergie.  Une  influence 
positive de l’énergie pourrait indiquer la consommation de l’énergie fossile, qui émet plus 
de polluants. En revanche, une influence négative indiquerait une transition vers des 
sources d’énergie de moins en moins émettrices de polluants. 
 Dans le contexte actuel de dynamisme économique de la zone UEMOA, nous 
incluons dans notre modèle le taux de croissance économique, comme Nguyen (1999). En 
 
4. En suivant les recommandations faites par Apergis & Payne (2010) et Acaravci & Ozturk (2010) d’introduire dans l’équation 
(1) des variables explicatives   susceptibles d’influencer la pollution, nous faisons comme Jobert et Karanfil (2010) le choix 
de la variable consommation d’énergie par habitant. En effet la question de l’énergie se pose aujourd’hui aussi bien dans le 
processus de production que dans la problématique de l’environnement. 
 




effet, selon Nguyen (1999), l’impact de l’économie sur l’environnement est admis mais 
celui du taux de croissance économique n’est pas aussi évident. Pour un niveau donné 
d’une économie, un fort (faible) taux de croissance peut conduire à une meilleure 
(mauvaise) qualité de l’environnement, ou inversement 5. Selon les spécialistes, la plus 
grande partie de la croissance économique mondiale proviendra des pays en voie de 
développement de même que la plus grande partie de la croissance démographique. Ce qui 
justifie la prise en compte dans le modèle de la densité démographique. Selon Nguyen 
(1999), un taux de croissance rapide de la population dans les pays en voie du Sud peut 
être une menace pour les ressources naturelles dans la mesure où leurs économies sont 
essentiellement basées sur l’exploitation de ces ressources. La qualité de l’environnement 
peut baisser et ses capacités d’absorption fortement réduites. Selon Dinda (2004), au fur et 
à mesure que la pression démographique augmente, la qualité de l’environnement se 
détériore.  
L’une des principales explications de l’EKC est le changement structurel de 
l’économie. Arrow et al. (1995) donne une vue simplifiée de l’EKC, pour eux, c’est une 
représentation du processus naturel de développement économique d’une économie 
agricole peu polluante à une économie industrielle polluante et enfin à une économie de 
service peu polluante.  En général, la partie ascendante de l’EKC correspond au passage 
d’une économie primaire à une économie industrielle. La partie descendante correspond 
au passage de l’économie industrielle, intensive en énergie, à une économie de services et 
industrielle intensive en technologie. Nous prenons en compte dans notre modèle cet 
aspect de l’EKC en incluant la part du secteur industriel dans le PIB. Un signe positif du 
secteur industriel pourrait indiquer que la zone UEMOA est dans la partie ascendante de 
l’EKC et un signe négatif placerait la zone dans la partie descendante.  
Dans ce qui suit, nous présentons le modèle EKC que nous estimons pour la zone 
UEMOA.  Nous  partons  de  l’équation  de  base (1)  où  la  variable  environnementale est  
 
5. Une croissance économique rapide suppose un déplacement de la courbe décrivant la relation entre l’économie et 
l’environnement vers le haut. Selon Panayotou (1997), le changement des habitudes environnementales n’est pas 
systématique en situation de croissance rapide. 




expliquée par le produit en incluant ses formes quadratique et cubique, mais aussi des 
variables de contrôle. Il se présente comme il suit:  
 Ln(#$2) =  +  ln(&'() + 
 ln(&'()
 + ln	(&'()  
                             			+ ln()*) ++, + -*. + /ln	(. *0) +          (2)                       
                                                      
Où la variable CO2 représente les émissions de dioxyde de carbone par tête. Les variables 
PIB, PIB² et &'( sont le revenu par tête et ses formes quadratique et cubique 
respectivement. En représente la consommation d’énergie par tête, , désigne le taux de 
croissance économique, la variable (ind) est la part du secteur industriel dans le PIB et la 
variable (dens) mesure la densité de la population ; cette dernière est une variable proxy 
de la pression démographique. Le terme  représente les effets spécifiques inobservés des 
pays et  est le terme d’erreur. Les		1, p = 1, …, 7 sont les coefficients à estimer,               
t = 1…, T désigne les périodes et les i = 1, …, 7 désignent les pays. 
 Dans le cas de l’existence de l’EKC dans la zone UEMOA, le signe attendu du 
coefficient 		 est positif, celui du coefficient 		
 est négatif alors que 		 doit être nul. Il 
est toutefois possible d’avoir des signes différents de ceux indiqués, dans ce cas la relation 
entre le revenu par tête et les émissions de CO2 n’a pas la forme d’un « U » inversé. Elle 
pourra être monotone et positive ou négative, elle peut avoir une forme en « U », en « N » 
ou « N » inversé.  Les coefficients 		 et 		/ sont attendus positifs pour indiquer l’impact 
positif de la consommation d’énergie et de la pression démographique sur les émissions de 
CO2. 		+ peut être positif ou négatif. En effet, l’impact du taux de croissance peut 
renseigner sur les caractéristiques environnementales des sources de la croissance 
économique. Par exemple si 		+ est significativement positif et que l’économie est 
essentiellement basée sur le secteur industriel, alors l’on peut en déduire que l’industrie est 
intensive en énergie et polluante. Dans le cas contraire (		+ < 0), le secteur industriel est 
intensif en technologie et peu polluante. Le coefficient 		- peut aussi prendre le signe 
positif ou négatif.    
 




 IV – ESTIMATION DE L’EKC ET DE L’INFLUENCE DE L’ENERGIE ET DU TAUX DE 
CROISSANCE SUR LES EMISSIONS DE CO2 
 
 Dans la procédure standard d’estimation de l’EKC, la relation croissance - 
environnement  est déterminée par les coefficients β, de l’équation (2). L’idée dans le cas 
que nous analysons est que la relation entre les émissions de CO2 par habitant et le PIB par 
tête peut avoir la forme d’un « U » inversé ou bien d’autres formes. En général, il est 
possible d’évaluer l’effet d’autres variables sur la trajectoire des émissions de CO2. Dans 
notre cas, les variables de contrôle sont la consommation d’énergie (Aspergis & Payne 
,2010) d’une part, le taux de croissance économique et la densité de la population 
(Nguyen, 1999) d’autre part. La part du secteur industriel dans le PIB est aussi prise en 
compte. En définitive, nous estimons le modèle (2) d’abord dans le cadre d’un panel puis 
pour chaque pays (Jobert et al., 2010). En procédant ainsi, nous déterminons si les 
spécificités individuelles des pays (l’hétérogénéité) influencent les résultats.   
 
IV – 1 – L’analyse descriptive des données : statistiques et  « découplage » 
 
 Les données utilisées pour cette étude sont annuelles et s’étendent de 1970 à 2010. 
Elles sont obtenues à partir de la base de données de la BCEAO (Banque Centrale des Etats 
de l’Afrique de l’Ouest) pour la consommation d’énergie. Le PIB par tête, le taux de 
croissance économique, la part du secteur industriel dans le PIB et la densité de la 
population sont obtenues à partir de la base de données de la Banque Mondiale (World 
Development Indicators (WDI, 2012)). Ces données concernent sept des pays membres de 
l’UEMOA : le Bénin, le Burkina Faso, la Côte d’Ivoire, le Mali, le Niger, le Sénégal et le 
Togo. La Guinée Bissau n’est pas prise en compte 6. Le produit intérieur brut par tête (PIB) 
est exprimé en dollar (US constant 2005). Quand à la consommation totale d’énergie (En), 
elle est exprimée en kilotonne  équivalent pétrole (ktep) par habitant, les émissions de CO2   
 
6. L’accord d’adhésion de la Guinée Bissau, le huitième pays membre de l’UEMOA, est entré en vigueur le 2 mai 1997. Les 
données concernant ce pays ne couvrent pas la période 1970-2010. Nous l’avons exclu de l’échantillon.  




en tonnes métriques par habitant, la densité de la population (dens) en nombre de 
personnes au Km2 et la part du secteur industriel (ind) est exprimée en pourcentage du PIB 
total. Les données (PIB/tête, En/tête, CO2/tête, dens) sont prises en logarithme pour le 
traitement économétrique. Dans ce cas les coefficients sont interprétés comme des 
élasticités. 
 Nous présentons dans le tableau I.1 ci-après les statistiques descriptives des 
données. Considérons les variances between du tableau I.1. Nous pouvons remarquer que 
toutes les variables dans l’Union n’ont pas le même degré de dispersion. Les écarts entre 
les pays sont plus importants dans l’ordre pour la variable densité de la population, la part 
du secteur industriel dans l’économie, les émissions de CO2 par tête, le PIB par tête, le taux 
de croissance économique et la consommation d’énergie par tête. En observant les 
statistiques de chaque pays dans les tableaux A1 à A7 des annexes, la dispersion du taux de 
croissance est généralement la plus forte.  
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Notes : En = consommation d’énergie, Ktep = kilotonne équivalent pétrole, tm = tonne métrique 
 




Une analyse complémentaire aux statistiques des séries est le « découplage » ou le 
‘decoupling’. A l’origine, c’est Von Weizsäcker (1989) qui introduit la notion du 
decoupling. Elle a au fil du temps été reconnue comme une conceptualisation réussie de 
l’intégration  économie - environnement. Toutefois ce concept a été utilisé pour la 
première fois par Zhang (2000) pour étudier les problèmes environnementaux. Le 
decoupling semble suggérer que le produit intérieur peut s’accroître, alors que dans le 
même temps, la dégradation de l’environnement peut être maîtrisée. Le terme de 
« decoupling » a été employé la première fois en 2001 dans un rapport de l’OCDE : « 
Environmental Strategy for the First Decade of 21st Century » (stratégie 
environnementale pour la première décennie du 21e siècle). La  première définition 
donnée par l’OCDE, est que le « decoupling » désigne la rupture dans la relation positive 
entre la production des biens économiques et les effets néfastes sur l’environnement. 
Quelques années plus tard en 2005, l’Union Européenne reconnait le terme « decoupling » 
et lui trouve deux aspects : le « decoupling » de l’exploitation des ressources naturelles 
d’une part et le « decoupling » de l’impact de cette exploitation principalement sur 
l’environnement d’autre part, par rapport à la croissance économique. Selon UNEP 
(United Nations Environment Program) (2011), le « decoupling » des ressources naturelles 
ramène à l’accroissement de la productivité des  ressources, tandis que le « decoupling » 
des impacts fait référence à l’efficience économique. En d’autres termes le decoupling des 
ressources correspond à la baisse du ratio d’input par unité d’output tandis que le 
decoupling des impacts correspond à la réduction de la dégradation de l’environnement 
quand l’output s’accroît, c'est-à-dire une situation dans laquelle un déclin des effets 
pervers sur l’environnement accompagne la création de valeur ajoutée. La différence entre 
les deux types de decoupling peut être perçue, selon l’UNEP (2011), à travers le fait que le 
premier cherche à résoudre le problème de la rareté des ressources naturelles et à relever 
le défi de l’équité intergénérationnelle par le ralentissement de l’épuisement des 
ressources naturelles et l’amélioration de la productivité. Le second  recherche une 
meilleure et plus saine utilisation des ressources. L’on peut dire que le premier est 
quantitatif et que le second est qualitatif.  




 Nous représentons graphiquement les deux formes de decoupling décrites plus 
haut, inspiré de celui de l’UNEP (2011). 
Graphique I.3 : Représentation stylisée du decoupling des ressources et de celui des 
impacts 
             Bien être 
             Activité économique (pib) 
             Ressources naturelles utilisées 
          t             Decoupling des ressources
                      Decoupling des impacts  
             Pression environnementale   
 
   Source : UNEP (2011) 
 Wang (2010) définit aussi le decoupling et son contraire le recoupling. Pour lui le 
développement économique, dès son amorce, s’accompagne d’un accroissement de la 
consommation des ressources naturelles. A moyen ou long terme la tendance s’inverse ; le 
développement économique s’accompagne d’un recul de la consommation de ressources 
naturelles : c’est le decoupling des ressources naturelles. Sun (1998) parle de decoupling 
lorsque la pression environnementale baisse et de recoupling lorsqu’elle s’accroît. De façon 
générale le decoupling et recoupling font référence aux changements dans la coordination 
entre la croissance économique, la consommation des ressources naturelles et la pression 
environnementale. Au-delà des deux types de decoupling, il y a aussi deux formes de 
decoupling : le decoupling absolu et le decoupling relatif. Selon Wang (2010), l’indice 
decoupling est le ratio de la variation de la consommation de ressources naturelles 
(decoupling des ressources) ou la variation de la pression environnementale par rapport au 
taux de croissance de l’économie pendant une période donnée. En pratique, le decoupling 
désigne l’effort qui fait en général référence à toutes les actions directes ou indirectes qui 
induisent une réduction des émissions de polluants dans une dynamique de croissance. Ces 




actions peuvent être un changement dans les formes d’énergie consommée, dans les 
activités économiques, une réduction de l’intensité énergétique. 
 Certaines études ont adopté la méthode du decoupling pour mener leur analyse, 
c’est le cas de Climent & Pardo (2007) qui ont analysé la relation entre le PIB et la 
consommation d’énergie en Espagne. Diakoulaki & Mandaraka (2007) ont évalué, à travers 
le calcul de l’indice decoupling, les efforts de 14 pays de l’Union Européenne dans les 
émissions de CO2 liées à la croissance d’origine industrielle. Freistas & Kaneko (2011) 
cherchent s’il y a decoupling entre l’activité économique et les émissions de CO2 au Brésil 
en prenant en compte la consommation d’énergie. 
 Nous utilisons ici l’indice decoupling introduit par l’OCDE (2002) : 
 '2 = 345 678 9:;<	=>	?éA;B=>345 678 9=éCDE	=>	?éA;B=>                                                                              (0) 
 Avec EP la pression environnementale qui est représentée par les émissions de CO2 
par tête et DF le produit représenté par le PIB par tête. L’indice decoupling (ID) prend 
les valeurs suivantes : 
  '2 ≥ 1 , ce qui indique une situation de  decoupling absolu ; 
 0 < '2 < 1 , ce qui indique une situation de decoupling relatif ; 
 '2 ≤ 0 , ce qui indique une situation de recoupling. 
L’indice decoupling des impacts peut renvoyer à la notion d’élasticité, puisqu’il 
mesure la sensibilité des émissions de CO2 aux variations du revenu par tête. Le tableau ci- 
après donne l’indice decoupling entre le CO2 et le PIB pour chaque pays de l’UEMOA sur 









 Tableau I.2 : Résultats du calcul de l’indice decoupling (CO2-PIB) entre 1970 - 2010 
Pays / périodes    1970-1980     1980-1990        1990-2000     2000-2010    1970-2010 
Bénin   - 0.51    0.02  - 0.53  - 0.01  - 1.28 
Burkina Faso  - 1.25    0.09  - 0.04  - 0.12  - 1.91 
Côte d’Ivoire  - 0.51    0.13    0.07    0.18    0.01 
Mali   - 0.36    0.10    0.13    0.23    0.19 
Niger   - 1.66    0.49    0.16    0.33  - 1.18 
Sénégal  - 1.19    0.26    0.07    0.14  - 0.27 
Togo   - 0.67  - 0.01  - 0.37    0.06  - 1.19 
Source : calcul de l’auteur 
 Nous pouvons déduire du tableau I.2 les observations suivantes : 
- Il n’y a aucun pays de l’UEMOA qui soit dans une situation de decoupling 
absolu (ID > 1) aussi bien d’une décennie à l’autre que sur la période entière d’étude, 1970-
2010. Ce qui indique qu’il n’y a pas eu de stagnation ou de baisse des émissions de CO2 
pendant qu’au même moment le PIB par tête croît.   
- Le Bénin, le Burkina Faso et le Togo sont dans une situation de recoupling 
pendant presque toutes les périodes ; les émissions de CO2 ont évolué plus rapidement que 
le PIB par tête. 
- La Côte d’Ivoire, le Mali, le Niger et le Sénégal sont dans une situation de 
decoupling relatif à toutes les périodes sauf pendant la décennie 1970-1980. Les émissions 
de CO2 ont évolué dans une proportion moindre que le PIB. 
- Globalement sur la période 1970-2010, seuls la Côte d’Ivoire et le Mali ont 
eu une augmentation des émissions de CO2 moins importante que celle du PIB. 
Le calcul de l’indice decoupling dans la zone UEMOA soulève certains aspects de 
l’Union. Le résultat laisse soupçonner une relative hétérogénéité des pays dans l’Union.  




 IV – 2 – Présentation des résultats  
 Nous présentons dans cette sous-section les résultats de l’estimation du modèle (2) 
défini plus haut.  L’équation (2) est estimée pour déterminer la forme de la relation entre 
le revenu par tête est les émissions de CO2 par tête dans l’UEMOA. Notre démarche se 
présente comme il suit : 
1. Estimation pays par pays, ce qui permettra de déterminer s’il y a une formation 
de groupes de pays ayant des trajectoires d’émissions de CO2 semblables ; 
2. Estimation within, est-ce la spécification appropriée ? 
3. Estimation par groupe de pays, selon les résultats de l’estimation pays par pays ; 
4. Réestimation par la méthode des variables instrumentales (IV) ou GMM avec la 
spécification appropriée en 1, 2 ou 3 et test d’endogénéité.  
 
  IV – 2 – 1 -  Estimation pays par pays 
 
Les premiers résultats de l’estimation du modèle sont présentés dans le tableau C 
des annexes. Toutes les variables de contrôle ne sont pas significatives pour tous les pays. 
Nous avons exclu celles qui ne sont pas significatives dans chacun des pays et avons 
















Tableau I.3 : Résultats de l’EKC pays par pays 
 
   Bénin          Burkina           CI      Mali  Niger          Sénégal       Togo 	I	        53, 48   (0.38)     168, 42*** (0.00)    1833, 89* (0.08)   251, 79*** (0.00)     228, 34*** (0.00)     2468, 52*** (0.00)   -219, 49*** (0.00) 
 JKL         3, 16** (0.01)       -1, 20     (0.14)    -14, 25*   (0.06)     -1, 49*** (0.00)      -1, 57***   (0.00)        -20, 28***(0.00)        3, 39     (0.64) 
 JKLM    -0, 01*** (0.00)      - 0, 009   (0.74)       0, 02*   (0.07)       0, 01*** (0.00)      0, 008***  (0.00)          0, 04***  (0.00)       -0, 008   (0.67)                
 JKLN     0, 03  (0.33)          0, 007   (0.88)     -0, 008  (0.75)         0, 09** (0.03)        -0, 07     (0.24)         -0, 007   (0.68)        0, 001   (0.81)           
 	OP         -                                -                  0, 53*** (0.00)                -                     0, 28*** (0.00)            0, 25**   (0.03)                  - 
 Q                -                       0, 05*   (0.08)      -0, 06*   (0.08)                -                                  -                           -                                - 
 RPS         -                        0, 10 *   (0.06)                -                          -                                  -                    -0, 53*** (0.00)                 - 
 TUPV	-0, 29*** (0.00)                   -                  0, 26**  (0.03)              -                        -0, 19*** (0.00)           0, 45***(0.00)                 - 
 
TP   7 275 331, 95 $US     nd          nd            nd   nd    nd  nd 
 WM           0, 89                         0, 84                   0, 67                        0, 41        0, 58                      0, 45                        0, 16 
      X        87, 11***(0.00)      45, 76*** (0.00)       17, 85***(0.00)      10, 62***(0.00)          12, 27*** (0.00)         7, 63***(0.00)          1, 08   (0.39)  
 
Notes : TP = point de retournement et nd = non défini.  
(***), (**) et (*) indiquent la significativité au seuil statistique de 1%, 5% et 10% respectivement. Les p-value sont entre parenthèses. 
 
Les résultats montrent que les variables de contrôle maintenues dans le modèle 
dans chacun des pays sont significatives. La consommation d’énergie a un effet 
significativement positif, comme attendu, sur les émissions de CO2 en Côte d’Ivoire, au 
Niger et au Sénégal avec des élasticités respectives de 0.53, 0.28 et 0.25. En revanche, 
l’impact du taux de croissance économique, du secteur industriel et de la densité de la 
population n’est pas le même (signe).  Le taux de croissance a un effet positif sur le CO2 au 
Burkina Faso mais négatif en Côte d’Ivoire. La part du secteur industriel dans le PIB n’est 
significative qu’au Burkina Faso, avec un signe positif (0.10), et au Sénégal, avec un signe 
négatif (-0.53). Lorsque la densité de population augmente de 1 %, elle contribue à faire 
baisser les émissions de CO2 de 0.29 % au Bénin et 0.19 % au Niger. En revanche, les 
émissions de CO2 augmentent de 0.26 % en Côte d’Ivoire et de 0.45 % au Sénégal. 
 L’interprétation des coefficients		,  
  et   permet de déterminer la forme de la 
relation PIB – CO2. Nous pouvons distinguer deux groupes de pays au sein de l’UEMOA. 




Les pays pour lesquels il n’y a pas de relation entre croissance et environnement sont le 
Burkina Faso et le Togo. Le Bénin, la Côte d’Ivoire, le Mali, le Niger et le Sénégal forment 
le groupe des pays où la relation croissance – environnement existe. Cependant, la relation 
n’a pas une forme en « U » inversé, elle est en générale, plutôt monotone et négative. Ce 
résultat est contraire à celui attendu pour des pays en voie de développement. Des 
éléments d’explication peuvent être trouvés.  
Dans la littérature de l’EKC, la phase descendante de la courbe de Kuznets 
environnementale correspondrait au passage d’une économie industrielle polluante à une 
économie de services moins polluante. Avec des données issues de la base de données de la 
BCEAO, nous avons calculé la part des différents secteurs de l’économie dans le PIB dans 
l’UEMOA. Les contributions s’établissent de 1970 à 2010 entre 17 et 41 % pour le secteur 
agricole, entre 13 et 22 % pour le secteur industriel et entre 40 et 62 % pour le secteur 
tertiaire, dans l’Union. Le secteur tertiaire a été dominant, toutefois le secteur primaire 
continue d’employer la majeure partie de la population active. Cela est dû essentiellement 
aux perturbations des conditions climatiques, d’une part, responsables de la baisse des 
productions agricoles et à l’hostilité de l’environnement international, d’autre part, qui se 
traduit par la baisse des cours des matières premières et les difficultés d’accès aux marchés 
extérieurs. Par ailleurs, de nouveaux types de rentes sont apparus et se sont développés. Il 
y a d’un côté, les revenus du commerce de réexportation développé autour des voitures et 
du matériel informatique d’occasion. De l’autre côté, le secteur des télécommunications a 
connu un développement fulgurant. Selon le GSMA, l’association de défense des intérêts 
des opérateurs de téléphonie mobile, l’Afrique est devenu le deuxième marché mondial 
après l’Asie dans la dernière décennie. La côte d’Ivoire compte par exemple sept 
opérateurs en 2012, le Bénin en compte cinq et les autres pays trois. Ces éléments peuvent 









 IV – 2 – 2 – Estimation panel de l’EKC 
 
Tableau I.4 : Résultats de l’estimation du modèle en panel  
 
      MCO                   Within                             MCG 	I	                154, 16***    (0.00)  175, 31***      (0.00)                        174, 53***    (0.00)  
 JKL                   -0, 23          (0.14)                      -0, 99***        (0.00)                        -0, 87***      (0.00) 
 JKLM                 -0, 0004      (0.53)                        0, 001**       (0.01)                        0, 0007*      (0.09) 
 JKLN              0, 001        (0.93)                       -0, 11***       (0.00)                        -0, 08**       (0.01) 
 	OP            0, 20***      (0.00)                        0, 42***        (0.00)                          0, 39***       (0.00) 
 Q            0, 01         (0.48)                        0, 04*           (0.07)                          0, 05**        (0.02) 
 RPS              0, 14***      (0.00)                 0, 26***        (0.00) 0, 24***        (0.00) 
 TUPV.          -0, 12***     (0.00)                        -0, 06***       (0.00)                         -0, 08***       (0.00) 
 
TP        nd               nd       nd  
 WM              0, 91                                              0, 85       0, 85 
      X − VZ[Z	[        26, 09***    (0.00)                       253, 51***    (0.00)                       1671, 17***   (0.00) 
 
Notes : TP = point de retournement et nd = non défini.  
(***), (**) et (*) indiquent la significativité au seuil statistique de 1%, 5% et 10% respectivement. Les p-value sont entre parenthèses. 
(a) Dans la colonne des effets aléatoires, il s’agit de la statistique de Wald qui suit une loi de Chi2(k), avec k le nombre de 
variables explicatives.  
 
 
 Le tableau I.4 présente les résultats de l’estimation des modèles par les moindres 
carrés ordinaires (MCO), les effets fixes individuels et les effets aléatoires. Les résultats 
attendus pour que l’EKC existe seraient que le coefficient (β1) du PIB par tête soit 
significativement positif, le coefficient (β2) du PIB par tête au carré soit significativement 
négatif et celui du PIB par tête au cube (β3) soit statistiquement nul. Les résultats du 
tableau I.4 indiquent de façon unanime, pour les deux derniers estimateurs, que tous les 
coefficients sont significatifs. Les coefficients β1, β2 et β3 ne sont pas significatifs avec 
l’estimateur MCO.  Les performances du modèle sont relativement bonnes, il explique 
entre 85 % à  90 %, les émissions de CO2 dans l’UEMOA.  




 Les estimateurs Within et MCG donnent des résultats très proches. Il est toutefois 
nécessaire de déterminer la spécification panel appropriée du modèle de l’EKC dans 
l’Union. Pour cela, nous mettons en œuvre le test d’Hausman (1978). Ici l’hypothèse testée 
concerne la corrélation des effets individuels et des variables explicatives : 
   \]: )(|`) = 0 
 
                                   \a: )(|`) ≠ 0 
Sous l’hypothèse nulle H0, la statistique du test d’Hausman est distribuée selon  un Chi 
deux à k degré de liberté (k étant le nombre de paramètres estimés),  nous devons retenir 
l’estimateur MCG, en revanche sous l’hypothèse alternative Ha l’estimateur retenu est le 
within. Les résultats du test sont les suivants : 
 
   #ℎ2(7) = 13.91 
   &ghi(#ℎ2) = 0.04 
 
La p-value du test d’Hausman est inférieure à 5 %, nous rejetons l’hypothèse nulle. Nous 
retenons l’estimateur Within.  
   Les coefficients  β1, β2, et β3 qui déterminent la forme de la relation entre le revenu 
par tête et les émissions de CO2 par tête, bien que significatifs n’ont pas les signes attendus 
dans le cas dans le cas de l’existence de l’EKC. L’EKC n’existe pas dans l’UEMOA. 
Toutefois, ils décrivent une situation prévue dans la littérature, le revenu par tête et les 
émissions de CO2 par tête présente une relation en forme de « N » inversé. En effet, β1 < 0, 
β2 > 0, et  β3 < 0 ce qui correspond bien au cas g) décrit plus haut. Les émissions de CO2 par 
tête baissent d’abord quand le revenu par tête augmente jusqu’à un seuil, puis augmentent 
jusqu’à un autre seuil avant de baisser à nouveau.  
 Nos résultats sont semblables à ceux de Gianni Bellla, Carla Massidda & Ivan Etzo 
(2010) qui ont trouvé une relation en forme de « N » inversé entre le PIB et le CO2 pour 55 
pays non membres de l’OCDE avec la consommation d’électricité comme variable de 
contrôle. Toutefois, l’absence de l’EKC dans l’UEMOA n’est pas une surprise, surtout 
lorsque la variable environnementale considérée est le CO2. Pour certains polluants 




comme le CO2 notamment, l’EKC n’est pas vérifiée, (Holtz-Eakin & Selden, 1995 ; Robers 
& Grimes, 1997 ; Dinda, 2001). La relation est plutôt monotone et positive comme chez 
Shafik (1994), Moomaw &Unruh (1997), ou en forme de « N » comme l’indique Dinda 
(2004) et comme l’ont montré Holtz-Eakin & Selden (1992). Les preuves empiriques de la 
relation en forme de « N » inversé entre le PIB et le CO2 sont rares à notre connaissance.  
 Les résultats du tableau I.4 donnent les effets des variables de contrôle. Comme l’on 
pouvait si attendre, la consommation d’énergie a un impact positif sur les émissions de 
CO2 comme chez Jobert et al. (2011). Un accroissement de 1 % de la consommation 
d’énergie augmente les émissions de CO2 d’environ 0.42 %. Le taux de croissance a un 
effet positif sur les émissions de CO2. Un taux de croissance de 1 % dans la zone UEMOA 
ferait augmenter de 0.04 % environ les émissions de CO2. La croissance économique est, 
dans l’Union entre 1970 et 2010, une cause des émissions de CO2. Le coefficient β6 est 
significativement positif. Il indique qu’un accroissement de 1 % de la part du secteur 
industriel fait accroître les émissions de CO2 d’environ 0.26 %.  
La densité de la population a un effet significativement négatif sur les émissions de 
CO2. Son augmentation de 1 % fait baisser les émissions de CO2 de 0.06 % environ. Ce 
résultat est contraire à celui de Nguyen (1999), Selden & Song (1994), Cropper & Griffiths 
(1994) et Panayotou (1997). 
 Nous avons une relation en forme de « N » inversé dans l’Union comme l’indique 
les résultats du tableau I.4. Au fur et à mesure que le revenu par tête augmente, les 
émissions de CO2 d’abord baissent, ensuite augmentent puis baissent à nouveau. Cette 
forme suppose qu’il y a deux points de retournement, un point de retournement minimum 
qui correspond au revenu par tête à partir duquel les émissions de CO2 augmentent et le 
point maximum correspondant au revenu par tête à partir duquel le CO2 baisse. La 
formule générale de calcul de ces points de retournement est : 
 
 	∗ = exp	[(−
 ∓ m

 − 3)/3] 




Les coefficients obtenus dans le tableau I.4 ne permettent pas de calculer les points de 
retournement			∗	 et			
∗. En effet, 
 est trop faible comparé à  et  si bien que les 
points de retournement sont indéterminés. Dans ces conditions, nous prenons avec 
réserves les résultats obtenus. Ici l’on suppose que les pays de l’Union sont homogènes. Si 
cette hypothèse n’est pas vraie, il est possible qu’il y ait un biais lié à l’hétérogénéité des 
pays. Dans ce cas, il serait plus raisonnable de considérer que les coefficients de pente 
varient d’un pays à l’autre et retenir les résultats du tableau I.3. Nous faisons un test de 
Fisher pour déterminer la meilleure spécification.  
 Considérons que les résultats des tableaux I.3 et I.4 sont ceux des modèles non 
contraint et contraint respectivement. Certaines contraintes concernent les coefficients 
estimés du tableau I.4, ils sont supposés constants pour tous les pays de l’UEMOA. Nous 
faisons un test de Fisher, ici l’hypothèse nulle d’homogénéité des paramètres contre 
l’hypothèse d’hétérogénéité. pq > p(].]), l’hypothèse nulle d’homogénéité des paramètres 
du modèle de l’EKC dans l’UEMOA est rejetée. Les coefficients de pente varient d’un pays 
à l’autre. Nous retenons les résultats du tableau I.3 où il apparaît deux groupes de pays. 
 
 IV – 2 – 3 -  Prise en compte de l’existence de 2 sous-groupes  
 Les résultats de l’estimation de l’EKC pays par pays a permis de déterminer deux 
groupes de pays. Le premier groupe est constitué du Bénin, de la Côte d’Ivoire, du Mali, du 
Niger et du Sénégal. Le second groupe est celui du Burkina Faso et du Togo. La relation 
entre croissance et environnement existe chez les premiers et neutre chez les seconds. 
Nous recherchons ici la forme de la relation croissance – environnement dans chacun des 
groupes, puis effectuons le test de Fisher. 












Tableau I.5 : Résultats de l’EKC par groupe de pays 
 
    Groupe 1 = UEMOA 2  Groupe 2 = UEMOA 2 
  	I	                250, 56***     (0.00)                            87, 47     (0.47)  
 
                        JKL                 -1, 57***         (0.00)                                             -0, 85       (0.64) 
 
                        JKLM                0, 001***       (0.00)                                              0, 003      (0.61) 
 
                        JKLN             -0, 14***    (0.00)                                                0, 009     (0.47) 
 
  	OP            0, 23***     (0.00)                                      0, 83***   (0.00) 
 
  Q                      -                                           - 
 
  RPS               0, 28***    (0.00)                                                    - 
 
  TUPV.          - 0, 11***  (0.00)                                               -0, 15***    (0.00) 
 
   
                       WM           0, 90                               0, 92 
      
                            X − VZ[Z        256, 50***    (0.00)                                               94, 24***   (0.00) 
 
                 Notes : TP = point de retournement et nd = non défini. (***), (**) et (*) indiquent la significativité au seuils   
    statistique de 1%, 5% et 10% respectivement. Les p-value sont entre parenthèses.      




 Les performances de l’estimation sont bonnes, les coefficients de détermination 
sont 0.9 et 0.92 pour l’UEMOA 1 et l’UEMOA 2 respectivement d’une part, la statistique 
de Fisher est significative au seuil de 1 % d’autre part. Dans le groupe 1 (UEMOA 1),  < 0, 
 > 0 et < 0, ce qui indique que la relation PIB – CO2 a la forme d’un « N » 
inversé. Le coefficient de la consommation d’énergie par tête est significatif, 1 % 
d’accroissement de la consommation d’énergie fait croître les émissions de CO2 de 0.23 %. 
L’effet de la part du secteur industriel dans le PIB est significativement positif, en 
revanche la densité de la population a un effet significativement négatif. Les résultats de 
l’estimation de l’EKC pour le groupe UEMOA 1 sont proches de ceux de l’Union du 
tableau I.4. Ils indiquent que les émissions de CO2 par tête dans l’UEMOA 1, baissent 
d’abord, puis croissent avant de baisser à nouveau avec le PIB par tête. Cependant les 
points de retournement ne sont pas indéterminés. Dans le groupe 2 (UEMOA 2), les 




résultats indiquent l’absence de relation entre le PIB et le CO2. Ce résultats est conforme 
aux ceux obtenus dans l’estimation pays par pays. En effet, la relation croissance – 
environnement est neutre dans chacun de ces pays. Le taux de croissance et la part du 
secteur industriel dans le PIB ne sont pas significatifs. La consommation d’énergie a un 
effet significativement positif au seuil de 1 %, tandis que l’impact de la densité de la 
population est significativement négatif au seuil de 1 %. 
 Faut-il retenir les résultats du tableau I.3 ou ceux du tableau I.5 ?  Le test de Fisher 
permet de répondre à cette question. Nous testons ici l’hypothèse nulle d’homogénéité des 
paramètres dans l’UEMOA 1 d’une part et dans l’UEMOA 2 d’autre part, contre 
l’hypothèse d’hétérogénéité. Les résultats du test de Fisher indiquent que		pq > p(].]), 
l’hypothèse nulle d’homogénéité des paramètres du modèle de l’EKC dans l’UEMOA 1 et 
dans l’UEMOA 2 est rejetée au seuil de 1 %. Les coefficients de pente varient d’un pays à 
l’autre. Nous retenons définitivement les résultats du tableau I.3 pour estimer la relation 
croissance – environnement dans l’UEMOA. 
 
Nous avons souligné plus haut la critique formulée dans la littérature de l’EKC sur 
l’ignorance du problème d’endogénéité, qui peut affecter la qualité des estimations. Il 
existe un biais introduit par le lien de causalité bidirectionnel entre le PIB et la 
dégradation de l’environnement, Lin & Liscow (2013). La croissance du PIB entraîne la 
pollution, cette dernière peut affecter négativement les capacités de production en 
agissant par exemple sur la santé des populations. Pour résoudre le problème du biais de 
simultanéité, le modèle peut être estimé par la méthode des variables instrumentales (IV) 
ou la méthode des moments généralisés (GMM) en cas de présence d’hétéroscédasticité.  
 
IV – 3 – Prise en compte du problème d’endogénéité dans l’estimation de l’EKC 
 
La question de l’endogénéité a été beaucoup ignorée dans la littérature de l’EKC, 
pourtant, elle peut affecter la qualité des estimations. Pour résoudre ce problème, nous 
faisons comme Lin & Liscow (2013) et bien d’autres, en employant une approche avec 




variables instrumentales. Les instruments utilisés ici sont le logarithme des variables 
explicatives décalées d’une période, de deux périodes et/ou de trois périodes. Ces 
instruments n’agissent pas directement sur les émissions de CO2. Selon Baum et al. (2003), 
un bon instrument est celui qui est corrélé avec le régresseur et non corrélé avec les 
résidus.  Nous réestimons le modèle de l’EKC par la méthode des variables instrumentales 
dans l’Union pays par pays, ce qui permet de contrôler le problème d’endogénéité. Pour 
vérifier la robustesse de nos résultats, nous faisons le test de Durbin-Wu-Hausman qui 
permet de confirmer la présence d’un problème d’endogénéité et justifier l’estimation par 
la méthode IV. Nous faisons également les tests de Sargan et de Pagan & Hall pour vérifier 
respectivement la validité des instruments et l’absence d’hétéroscédasticité.  Les résultats 
sont reportés dans le tableau I.6 : 
 
Tableau I.6 : Résultats de l’EKC avec prise en compte du problème d’endogénéité 
 Bénin Burkina CI Mali Niger Sénégal Togo I 63, 88*** (0.00) 51, 21 (0.86) 320, 17*** (0.00) 297, 02*** (0.00) 195, 10*** (0.00) 230, 52*** (0.00) 85, 13*** (0.00) JKL 13, 60** (0.02) 6, 36  (0.44) 9, 69**  (0.04) 1, 60   (0.15) -1, 27   (0.28) 15, 26*** (0.00) 1, 70     (0.84) JKLM   -0, 15**   (0.01) 0, 06   (0.39) -0, 17** (0.04) 0, 02  (0.10) 0, 007  (0.63) 0, 12***  (0.00) 0, 026  (0.67) JKLN 0, 005*** (0.00) -0,002  (0.27) 0, 001** (0.04) 0, 001 (0.24) 0, 004   (0.93) 0, 002***  (0.00) 0, 008  (0.64) OP - 1, 41*   (0.09) 0, 66*** (0.00) - 0, 32*** (0.00) 0, 25*    (0.06) 0, 09** (0.03) Q - 0, 15**   (0.04) - - - - - RPS - 0, 33* (0.05) - - - 0, 64*** (0.00) - TUPV 0, 33*** (0.00) - 0, 34*   (0.05) - -0, 19*** (0.00) 0, 52*** (0.00) - 
TP 6, 57 1018 $US - 2, 38 1012 $US - - 4, 09 1027 $US - WM 0, 85 0, 70 0, 87 0, 42 0, 65 0, 74 0.33 X 19, 65*** (0.00) 12, 64***(0.00) 35, 94***(0.00) 4, 84*** (0.00) 8, 79***(0.00) 37, 94*** (0.00) 31.23***(0.00) 
Sargan test 10, 67     (0.13) 3, 07   (0.80) 7, 87   (0.21) 6, 22   (0.58) 10, 47 (0.21) 9, 35     (0.43) 9, 69   (0.32) 
D-W-H test 7, 49*   (0.05) 10, 31** (0.01) 7, 21* (0.07) 9, 82**   (0.03) 7, 03* (0.08) 8, 13**  (0.04) 6, 68* (0.08) 
Pagan hall test 23, 94  (0.12) 2, 58     (0.99) 8, 46  (0.85) 9, 48   (0.66) 3, 31 (0.85) 8, 12   (0.88) 21, 21  (0.17) 
Notes : TP = point de retournement  
(***), (**) et (*) indiquent la significativité au seuil statistique de 1%, 5% et 10% respectivement. Les p-value sont entre parenthèses. 
 
 




 Les résultats de l’estimation de l’EKC dans chaque pays dans le tableau I.6 sont 
obtenus en relâchant l’hypothèse d’absence d’endogénéité du PIB par tête. Ce qui permet 
d’éviter un biais de simultanéité. Le lien de causalité entre croissance et environnement 
pouvant être bidirectionnel dans l’Union. La deuxième partie du tableau des résultats 
indique que les performances de l’estimation sont plutôt bonnes, le coefficient de 
détermination est globalement satisfaisant de même que la statistique de Fisher qui est 
significative au seuil de 1 % dans tous les cas. La validité des instruments est mesurée par 
le test de Sargan. L’hypothèse nulle de ce test est H0 : les instruments sont valides. Le choix 
des instruments peut ne pas être pertinent, il s’agit dans la pratique, selon Goaied & Sassi 
(2012) de procéder à des changements des instruments à retenir jusqu’à l’obtention de 
résultats satisfaisants. Selon les résultats du tableau I.6, nous ne pouvons pas rejeter 
l’hypothèse nulle de validité des instruments. La p-value de la statistique de Sargan est 
supérieure à 5 % dans tous les cas. Le test Durbin-Wu-Hausman (D-W-H) est équivalent 
au test de spécification de Hausman. Ici, il permet de vérifier que l’estimateur MCO est 
convergent (H0). Dans ce cas l’estimateur IV qui permet de résoudre ce problème 
d’endogénéité n’est pas justifié. Les p-value du test de D-W-H sont globalement 
inférieures à 10 %, l’hypothèse nulle est donc rejetée avec un risque d’erreur de 10 %. La 
présence du problème d’endogénéité est confirmée. L’estimation de l’EKC dans la zone 
UEMOA par la méthode des variables instrumentales est justifiée. Toutefois, la méthode 
IV produit des estimateurs convergents, si les erreurs sont homoscédastiques. Sinon, 
l’estimateur GMM est plus approprié selon Baum et al. (2003). Pagan & Hall (1983) ont 
proposé un test dont l’hypothèse nulle est que les erreurs sont homoscédastiques. Les 
résultats de ce test dans le tableau I.5 ne permettent pas de rejeter l’hypothèse nulle. En 
définitive, l’estimateur IV fournit des estimateurs convergents de l’EKC dans l’UEMOA. 
 L’estimation pays par pays avec la prise en compte du problème d’endogénéité 
permet de définir deux types de relation PIB – CO2 au sein de l’Union. La relation est 
neutre au Burkina Faso, au Mali, au Niger et au Togo, les coefficients , 
 et  ne sont 
pas significativement non nuls dans ces pays. En revanche, l’EKC est satisfaite au Bénin, 
en Côte d’Ivoire et au Sénégal. Le coefficient  et le coefficient  sont significativement 




positifs et le coefficient 
 est significativement négatif dans ces pays.  Ces trois pays ont 
les revenus par tête et les émissions de CO2 les plus élevés dans l’UEMOA. Ces chiffres 
sont respectivement 1144.97, 2190.22 et 1520.24 pour le Bénin, la Côte d’ivoire et le 
Sénégal, comparés à 1161.46 $US par tête pour la zone et 0.21, 0.50 et 0.44 d’émission 
moyenne de CO2 par tête comparés à 0.22 tonne métrique par tête pour la zone. La prise 
en compte du problème d’endogénéité  a permis d’obtenir des coefficients , 
 et  
statistiquement significatifs avec les signes attendus pour que l’EKC soit satisfaite au 
Bénin, en Côte d’Ivoire et au Sénégal, mais les points de retournement paraissent trop 
élevés et donc irréalisables, comme dans Bella et al. (2010). Ces derniers ont montré dans 
leur étude que les résultats de l’estimation de l’EKC dans les pays non membres de l’OCDE 
entre 1971 et 2006 affichaient des coefficients significatifs avec les signes attendus, mais 
les points de retournements n’étaient pas accessibles. 
 Les variables de contrôle, qui n’ont pas un effet significatif sont exclues de 
l’estimation. Toutefois, elles ont un effet généralement positif sur les émissions de CO2 
quand elles sont significatives sauf pour la densité de la population au Niger et la part du 
secteur industriel dans le PIB au Sénégal. Comme dans Bella et al. (2010), étant donné 
l’impossibilité de réaliser les points de retournement, les coefficients  positifs du PIB par 
tête et les effets globalement positifs des variables de contrôle, nous pouvons supposer que 
la relation entre le PIB par tête et les émissions de CO2 est monotone et positive dans 
l’UEMOA.   
 Au terme de cette section, nous pouvons établir un tableau de synthèse des 
résultats de l’estimation de l’EKC dans la zone UEMOA. Ce tableau donne dans sa 
première colonne les groupes de pays, la colonne deux donne la forme de la relation PIB-
CO2 lorsque le problème d’endogénéité du PIB par tête est ignoré, la colonne trois prend 
en compte le problème d’endogénéité et la colonne quatre fait des observations. 
 Le tableau I.7 fait la synthèse des résultats de l’estimation de l’EKC. 
 









EKC avec prise en 
compte du problème 
d’endogénéité 
Observations 
(variables de contrôle) 
UEMOA « N » inversé 
TP= Non défini 
 Energie (+), taux de croissance 
économique (+), secteur industriel (+) et 




TP = 6,57x 1018 $US 
Non accessible 
Densité de la population (-) 
[point de retournement inaccessible] 
Burkina 
Faso 
Neutre Neutre Taux de croissance économique (+) et 








TP=2,38x 1012 $US 
Non accessible 
Energie (+), taux de croissance 
économique (-) et densité de la 
population (+) 
Mali Monotone et 
négative 
Neutre Néant 
Niger Monotone et 
négative 
Neutre  Energie (+), densité de la population (-) 
Sénégal Monotone et 
négative 
EKC 
TP=4,09x 1027 $US 
Non accessible 
Energie (+), secteur industriel (-) et 
densité de la population (+) 
Togo Neutre Neutre  Néant 
Notes : les signes (+) et (-) indiquent un effet positif et négatif respectivement 
TP = point de retournement 
 
 Il ressort en définitive que, dans la zone UEMOA, la détermination de la relation 
croissance – environnement nécessite la prise en compte des problèmes d’hétérogénéité 
des pays et d’endogénéité du PIB par tête. En effet, les tests de Fisher et de Durbin-Wu-
Hausman ont permis de justifier cela. Il est apparu deux groupes de pays pour lesquels la 
trajectoire des émissions de CO2 par rapport au PIB est la même. L’un des groupes, est 
composé du Bénin, de la Côte d’Ivoire et du Sénégal. L’EKC est satisfaite dans ces pays, 
mais le point de retournement est inaccessible. Ce résultat indique dans ce cas, en suivant 
Cole et al. (1997) et Stern & Common (2001), que ces pays sont situés sur la partie 
croissante de la courbe de Kuznets environnementale. La relation PIB – CO2 est monotone 




et croissance. L’autre groupe est constitué du Burkina Faso, du Mali, du Niger et du Togo. 
La relation est neutre dans ces pays.  
 
V – CONCLUSION 
 
 Comme l’a indiqué Dinda (2004), il est très important pour les autorités 
responsables des politiques environnementales de comprendre la théorie de l’évolution de 
la qualité de l’environnemental. Ce qui donne une importance particulière à la recherche 
de la forme de la relation entre le produit et la dégradation de l’environnement. Cette 
question est traitée depuis très longtemps. Avant les années 1970, l’idée soutenue était que 
la consommation des ressources naturelles (y compris l’énergie) évoluait au même rythme 
que la croissance économique. A partir de 1970, les économistes du Club de Rome 
proposent de limiter la croissance économique pour éviter des problèmes 
environnementaux futurs. Au début des années 1990, Grossman et Krueger (1991) ont 
déterminé une relation entre la qualité de l’environnement et le revenu par tête en forme 
de « U » inversé. C’est l’EKC. Selon cette hypothèse, la dégradation de l’environnement 
s’accélère d’abord jusqu’à un certain niveau du revenu par tête puis baisse. La littérature 
s’est par la suite enrichie dans le domaine de l’environnement avec une large confirmation 
de l’hypothèse EKC. Toutefois, certaines études ont remis en cause l’EKC aussi bien sur le 
plan théorique, empirique que méthodologique. En effet, la relation                         
revenu – environnement peut prendre plusieurs autres formes et peut avoir diverses 
explications 7.  
 Avec des données annuelles sur les émissions de CO2 par tête et le PIB par tête, 
nous avons estimé l’EKC dans la zone UEMOA dans le cadre d’un panel puis pays par pays. 
La consommation d’énergie par tête, le taux de croissance économique, la part du secteur 
industriel dans le PIB et la densité de la population ont été utilisés comme variables de 
contrôle. Ces variables sont toutes significatives dans le cadre du panel, mais pas toutes 
significatives pays par pays. Dans le cadre du panel, l’EKC n’existe pas, la relation entre le  
 
7. Voir Dinda (2004)  




 PIB et le CO2 a plutôt en forme en « N » inversé. Cependant, les coefficients estimés n’ont 
pas permis de déterminer les points de retournement correspondants. L’estimation pays 
par pays rejette l’EKC et la forme en « N » inversé pour tous les pays de l’Union sauf pour 
le Bénin, pour qui l’EKC existe. Le test de Fisher a permis de  montrer que la  spécification 
du modèle de l’EKC dans la zone UEMOA est la spécification pays par pays où les 
coefficients estimés varient d’un pays à l’autre. 
Nos résultats vont dans le sens des critiques formulées dans la littérature empirique 
de l’EKC. Certaines études ont montré que l’EKC est généralement vérifiée dans les pays 
industrialisés. En revanche, Dasgupta et al. (2002) ont prouvé que dans les pays en voie de 
développement l’EKC peut exister et présenter des pics d’effets négatifs sur 
l’environnement moins élevés que les pays développés. En d’autres termes, ils peuvent 
décrire une relation en forme de « U » inversé plus aplatie. Le choix de la variable 
environnementale, les émissions de CO2 par habitant, peut expliquer les résultats obtenus. 
En effet, l’EKC n’est pas observée de façon générale pour le polluant CO2 dans la 
littérature. L’EKC n’est pas aussi observée pour des échantillons hétérogènes.  
Une des hypothèses forte de l’EKC, bien que très critiquée, est l’absence supposée 
de rétroaction, le CO2 n’influence pas le PIB. En relâchant cette hypothèse, les tests ont 
montré qu’il existe un biais de simultanéité. En prenant en compte le problème 
d’endogénéité, les résultats de l’estimation de l’EKC par la méthode des variables 
instrumentales IV, ont montré qu’il y a deux groupes de pays dans l’UEMOA. Le groupe 
pour lequel la relation est neutre est constitué des pays à revenu relativement bas dans la 
zone. Ce sont le Burkina Faso, le Mali, le Niger et le Togo. Le second groupe est constitué 
des pays dont le revenu par tête est le plus élevé dans la zone. Il s’agit du bénin, de la Côte 
d’Ivoire et du Sénégal. L’EKC y est satisfaite. Cependant, les points de retournement ne 
peuvent être atteints. Ces pays sont donc situés sur la partie ascendante de la courbe de 
Kuznets environnementale, dans ce cas la relation PIB – CO2 est positive. 
Bien qu’urgente, vu la situation environnementale de la planète, la question de la 
soutenabilité du développement ne semble pas encore être mise à la tête des priorités dans 




les pays en voie de développement. La priorité reste l’éradication de la pauvreté. L’EKC est 
difficilement ou quasi impossible à observer dans ces pays. En effet, leur revenu par tête 
est très éloigné des points de retournement supposés pour réaliser le découplage entre la 
croissance économique et la dégradation de l’environnement. 
Notons que nous avons analysé la relation entre le PIB par tête et les émissions de 
CO2 par tête dans l’UEMOA, par le modèle proposé par Grossman & Krueger (1991). Selon 
Cole et al. (2001), ce modèle ramène à l’analyse de la corrélation plutôt qu’au mécanisme 
de causalité entre le revenu et la pollution. Il est nécessaire d’adopter un modèle plus 
dynamique. Plusieurs modèles analysent la trajectoire de la pollution dans un cadre plus 
large de croissance macroéconomique. C’est par exemple le cas de Brock & Taylor (2004), 
qui ont mis en œuvre le Green Solow Model, dans lequel le produit est destiné à la 
consommation et aux dépenses de réduction des effets néfastes sur l’environnement. Ils 
ont montré que l’on peut déterminer ou retrouver la relation croissance – environnement 
grâce à cette méthode, dont l’EKC dans des cas particuliers. Nous appliquons cette 
















ANNEXES DU CHAPITRE I 
 
Tableau A1 : Statistiques descriptives pour le Bénin 
Variables Nbre 
d’obs 
  Moyenne  Ecart   
type 
  CV Maximum Minimum 
 
PIB/tête ($US constant) 
 
CO2/tête(tm/hbt) 
tm= (Tonne Métrique) 
 
En/tête (ktep/hbt) 
  (Kt équivalent pétrole) 
 
Taux de croissance (%) 
 
Secteur industriel (%) 
 
Densité de la population 


















   0.21         
 
 
   0.10  
 
 
    0.59 
 
   13.48 
 






                    
0.07 
 







   0.09 
 
   0.57 
 
 
   0.7 
 
 
   5.22 
 
    0.09 
 
     0.36 
 
   1329.95 
 
     0.49 
 
 
     0.32 
 
 
     6.95 
 
      17.08 
 
     84.33 
 
   979.92 
 
    0.07 
 
 
    0.04 
 
 
  -7.18 
 
    11.70 
 
     25.78 
Notes : En = consommation d’énergie, Kt = kilotonne, CV = coefficient de variation 
 




  Moyenne  Ecart   
type 
  CV Maximum Minimum 
 
PIB/tête ($US constant) 
 
CO2/tête(tm/hbt) 
tm= (Tonne Métrique) 
 
En/tête (ktep/hbt) 
  (Kt équivalent pétrole) 
 
Taux de croissance (%) 
 
Secteur industriel (%) 
 
Densité de la population 


















   0.06         
 
 
   0.03  
 
 
    1.85 
 
   21.59 
 






                    
0.01 
 







   0.23 
 
   0.33 
 
 
   0.33 
 
 
    1.17 
 
    0.12 
 
    0.31 
 
   1204.50 
 
     0.12 
 
 
     0.05 
 
 
     7.98 
 
      28.08 
 
     56.79 
 
   571.33 
 
    0.02 
 
 
    0.01 
 
 
  -4.26 
 
    15.55 
 
     20.55 
Notes : En = consommation d’énergie, Kt = kilotonne, CV = coefficient de variation 
 
 









  Moyenne  Ecart   
type 
  CV Maximum Minimum 
 
PIB/tête ($US constant) 
 
CO2/tête(tm/hbt) 
tm= (Tonne Métrique) 
 
En/tête (ktep/hbt) 
  (Kt équivalent pétrole) 
 
Taux de croissance (%) 
 
Secteur industriel (%) 
 
Densité de la population 


















   0.50         
 
 
   0.24  
 
 
    -0.67 
 
   21.39 
 






                    
0.04 
 







   0.21 
 
   0.24 
 
 
   0.16 
 
 
   6.14 
 
   0.14 
 
   0.35 
 
   3252.48 
 
     0.78 
 
 
     0.33 
 
 
     7.85 
 
      26.86 
 
     59.67 
 
   1711 
 
    0.31 
 
 
    0.17 
 
 
  -14.76 
 
    15.15 
 
     16.48 
Notes : En = consommation d’énergie, Kt = kilotonne, CV = coefficient de variation 
 




  Moyenne  Ecart   
type 
  CV Maximum Minimum 
 
PIB/tête ($US constant) 
 
CO2/tête(tm/hbt) 
tm= (Tonne Métrique) 
 
En/tête (ktep/hbt) 
  (Kt équivalent pétrole) 
 
Taux de croissance (%) 
 
Secteur industriel (%) 
 
Densité de la population 


















   0.04         
 
 
   0.04  
 
 
    1.54 
 
   16.86 
 






                    
0.05 
 







   0.16 
 
   0.12 
 
 
   1.25 
 
 
   3.27 
 
   0.27 
 
   0.27 
 
   1095.12 
 
     0.06 
 
 
     0.24 
 
 
     11.78 
 
     27.54 
 
     11.46 
 
   512.16 
 
    0.03 
 
 
    0.002 
 
 
  -12.84 
 
    9.86 
 
     4.68 
Notes : En = consommation d’énergie, Kt = kilotonne, CV = coefficient de variation 
 
 









  Moyenne  Ecart   
type 
  CV Maximum Minimum 
 
PIB/tête ($US constant) 
 
CO2/tête(tm/hbt) 
tm= (Tonne Métrique) 
 
En/tête (ktep/hbt) 
  (Kt équivalent pétrole) 
 
Taux de croissance (%) 
 
Secteur industriel (%) 
 
Densité de la population 


















   0.09         
 
 
   0.04  
 
 
   -1.12 
 
   15.94 
 






                    
0.01 
 







   0.21 
 
   0.33 
 
 
   0.25 
 
 
   5.30 
 
   0.24 
 
   0.40 
 
   1150.29 
 
     0.15 
 
 
     0.06 
 
 
     10.32 
 
      22.94 
 
     12.54 
 
   158.39 
 
    0.04 
 
 
    0.01 
 
 
  -19.31 
 
    6.94 
 
     3.48 
Notes : En = consommation d’énergie, Kt = kilotonne, CV = coefficient de variation 
 
 




  Moyenne  Ecart   
type 
  CV Maximum Minimum 
 
PIB/tête ($US constant) 
 
CO2/tête(tm/hbt) 
tm= (Tonne Métrique) 
 
En/tête (ktep/hbt) 
  (Kt équivalent pétrole) 
 
Taux de croissance (%) 
 
Secteur industriel (%) 
 
Densité de la population 


















   0.44         
 
 
   0.19  
 
 
    0.21 
 
   21.39 
 






                    
0.05 
 







   0.06 
 
   0.15 
 
 
   0.26 
 
 
   17.14 
 
    0.14 
 
    0.33 
 
   1697.76 
 
     0.61 
 
 
     0.28 
 
 
     6.07 
 
      25.46 
 
     67.26 
 
   1330.91 
 
    0.31 
 
 
    0.09 
 
 
  -8.44 
 
    12.32 
 
     21.90 
Notes : En = consommation d’énergie, Kt = kilotonne, CV = coefficient de variation 
 










  Moyenne  Ecart   
type 
  CV Maximum Minimum 
 
PIB/tête ($US constant) 
 
CO2/tête(tm/hbt) 
tm= (Tonne Métrique) 
 
En/tête (ktep/hbt) 
  (Kt équivalent pétrole) 
 
Taux de croissance (%) 
 
Secteur industriel (%) 
 
Densité de la population 


















   0.22         
 
 
   0.11  
 
 
  -0.21 
 
   20.87 
 






                    
0.02 
 







   0.10 
 
   0.27 
 
 
   0.18 
 
 
   27.23 
 
    0.15 
 
    0.32 
 
   1170.75 
 
     0.53 
 
 
     0.16 
 
 
     12.25 
 
      33.13 
 
     115.94 
 
   701.43 
 
    0.13 
 
 
    0.06 
 
 
   -17.11 
 
    15.98 
 
     38.89 
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Tableau C : Résultats de l’EKC pays par pays 
 
   Bénin          Burkina           CI      Mali  Niger          Sénégal       Togo 	I	        48, 35*** (0.00)     168, 42*** (0.00)   1808, 53* (0.08)   260, 09*** (0.00)     222, 05*** (0.00)     2477, 50*** (0.00)   -809, 15*** (0.00) 
 JKL         3, 62** (0.01)         0, 21     (0.86)     -14, 04   (0.10)     -1, 61*** (0.00)      -1, 56***   (0.00)        -20, 28***(0.00)        9, 40     (0.24) 
 JKLM    -2, 02*** (0.00)      - 0, 006   (0.28)       0, 02    (0.11)       0, 01*** (0.00)      0, 008***  (0.00)          0, 04***  (0.00)        0, 02     (0.25)                
 JKLN     0, 03  (0.36)          0, 02     (0.66)      0, 004  (0.71)         0, 07   (0.13)        -0, 06     (0.34)         -0, 007   (0.68)        0, 03     (0.49)           
 	OP   -0, 03   (0.82)         0, 28     (0.21)      0, 53*** (0.00)       -0, 04   (0.10)          0, 29*** (0.00)          0, 25**   (0.03)        0, 40     (0.11)  
 Q         -0, 02   (0.45)         0, 07**   (0.03)     -0, 06*   (0.08)         0, 03   (0.10)          0, 03    (0.38)          0, 004    (0.91)        0, 008    (0.86) 
 RPS     -0, 09 (0.43)          0, 11 **  (0.03)     -0, 006  (0.95)          0, 02  (0.53)         -0, 05    (0.25)           -0, 53***(0.00)        0, 05     (0.46) 
 TUPV	-0, 32***(0.00)        0, 41     (0.17)      0, 26*   (0.05)           0, 01  (0.70)         -0, 18*** (0.00)           0, 45***(0.00)        -0, 04     (0.29)        
 
TP  1.79$US               nd          nd         nd   nd    nd  nd 
 WM           0, 89                       0, 84                     0, 66                    0, 48         0, 58                      0, 43                        0, 04 
      X      47, 38***(0.00)     33, 21*** (0.00)       14, 46***(0.00)          6, 48***(0.00)          9, 16*** (0.00)            6, 18***(0.00)          0, 80   (0.52)  
 
Notes : TP = point de retournement et nd = non défini.  


















           CHAPITRE II :  
 
 
CROISSANCE - ENVIRONNEMENT:   
CONVERGENCE DU PIB PAR TETE ET 









I – INTRODUCTION  
 L’EKC entre croissance et environnement analysée dans le chapitre précédent est 
une relation ad-hoc statique. Pour approfondir l’analyse, nous nous appuyons sur le 
modèle de croissance. Analyser la relation entre le PIB et l’environnement, au sein d’un 
ensemble d’économies, dans un cadre général de croissance économique peut ramener à la 
notion de convergence. Cette dernière a longtemps et fréquemment été utilisée dans 
l’analyse économique principalement dans les domaines du développement et de 
l’intégration économique. Elle l’est aussi bien au niveau national entre régions d’un même 
pays comme les Etats Unis par exemple (entre Etats),  qu’au niveau régional entre pays 
comme l’UE (Union Européenne) ou l’UEMOA (Union Economique et Monétaire Ouest 
Africaine). Les traités de convergence à travers le monde ont imposé, de façon générale, 
des conditions de convergence sur le revenu réel, sur les taux d’inflation, les taux d’intérêt, 
le déficit public, la dette publique et aussi du niveau de vie ou de productivité entre pays, 
des prix entre marchés. 
 Depuis plus d’un demi-siècle la question de l’environnement, du moins de la 
préservation ou du frein du déclin de la qualité de l’environnement est devenue cruciale. 
Cette question préoccupe les scientifiques ou spécialistes de l’environnement, les 
politiques et de plus en plus l’opinion internationale. En effet, avant les années 1970 
jusqu’à ce jour, les études théoriques et empiriques se sont multipliées de même que les 
sommets internationaux sur l’environnement. Une des raisons principales est que la 
qualité de l’environnement est liée au bien être des individus. Grossman & Krueger (1991) 
ont analysé la relation entre le revenu réel et la qualité de l’environnement à travers la 
célèbre courbe  de Kuznets environnementale (EKC). De leur côté, Brock & Taylor (2004) 
ont étudié la relation entre le revenu et la pollution dans un cadre générale de croissance. 
Ils s’appuient sur Kuznets (1955) et le modèle de croissance de Solow (1956) pour étudier 
la convergence des niveaux des émissions de polluants dans 173 pays.  
 L’objectif de ce chapitre est de traiter la question de la relation entre le produit et 
les émissions de CO2 à travers celle de la convergence dans la zone UEMOA. Nous nous 




intéressons spécifiquement à la convergence du revenu réel et celle des émissions de CO2 
par habitant à travers le modèle de croissance de Solow (1956)  avec une prise en compte 
de la dimension spatiale. Y a-t-il convergence du PIB et convergence du CO2 dans 
l’UEMOA ? En d’autres termes, le rattrapage des revenus par tête dans l’Union est-elle 
accompagné par celui des émissions de CO2 par tête ? Si c’est le cas, il est possible que 
l’EKC existe dans des conditions particulières, selon Brock & Taylor (2004). 
 La prise en compte de la dimension spatiale paraît légitime pour l’analyse de la 
convergence dans l’UEMOA. En effet, la réorientation des objectifs de l’Union en 1994 a 
visé à renforcer l’intégration en favorisant la coordination des actions dans tous les 
domaines. Il est donc possible que les phénomènes économiques et environnementaux 
soient spatialement autocorrélés dans l’Union. Nous considérons que la prise en compte de 
l’autocorrélation et de l’hétérogénéité spatiale constitue une voie alternative pour 
améliorer le modèle de convergence, Le Gallo (2004). 
Les résultats de l’estimation montrent que le coefficient de convergence 
conditionnelle du revenu réel est significatif et la vitesse de convergence est  0.8% par an. 
La prise en compte de la dimension spatiale a fait passer la vitesse de convergence à 1.85% 
par an. Il y a un rattrapage du revenu par tête dans l’Union. En revanche, il n’y a pas de 
convergence des émissions de CO2 dans la  zone UEMOA ; car selon nos résultats 
d’estimation, le coefficient de convergence conditionnelle des émissions de CO2 n’est pas 
significativement négatif.  
 La suite du chapitre est structurée comme il suit. La section II présente le cadre 
d’analyse, le Green Solow Model et le concept de convergence. La section III fait une 
revue de littérature. La section IV estime la vitesse de convergence du revenu par tête 
d’une part, la vitesse de convergence des émissions de CO2 par tête d’autre part,  dans 








II – CROISSANCE ET ENVIRONNEMENT : UN CADRE D’ANALYSE BASE SUR LE 
PROCESSUS DE CONVERGENCE 
 
 La question de l’environnement est posée depuis longtemps. Son lien avec l’activité 
économique est un débat qui est aussi de longue date, avant 1970. Il s’est surtout renforcé 
à partir des années 1990 à travers les études empiriques de plus en plus nombreuses et la 
multiplication des sommets internationaux. L’analyse de la relation PIB – environnement 
a surtout été faite autour de la courbe de Kuznets environnementale, introduite par 
Grossman et Krueger (1991). La relation entre croissance et environnement est supposée 
avoir une forme de « U » inversé. L’amélioration de la qualité de l’environnement dans 
une économie est réalisée qu’au delà d’un certain seuil de revenu par tête. Toutefois, le 
modèle proposé par Grossman et Krueger (1991), prévoit d’autres formes de la relation. 
Les études empiriques sur la relation entre croissance et environnement dans le cadre de la 
courbe de Kuznets environnementale sont légions depuis 1990. Cette littérature empirique 
est marquée par le manque de consensus et de larges contradictions, ce qui a animé les 
critiques. Ces critiques sont aussi bien théoriques que méthodologiques, (voir Dinda, 
2004). Nous avons analysé la relation croissance – environnement dans la zone UEMOA à 
travers la courbe de Kuznets environnementale en tenant compte de certaines critiques 
formulées à l’encontre du modèle. Nous avons en effet, tenu compte de l’endogénéité du 
PIB par tête en estimant le modèle par la méthode des variables instrumentales, de 
l’omission de variables en y incluant des variables de contrôle, du degré  d’hétérogénéité 
de l’Union en prenant en compte les spécificités des pays, …. Toutefois,  ce modèle ne 
nous a pas permis de déterminer nettement la forme de la relation entre le PIB et le CO2 et 
de la prédire convenablement dans l’UEMOA. Des insuffisances persistent. Selon Cole et 
al. (2001), le modèle de la courbe de Kuznets environnementale proposé par Grossman et 
Krueger (1991), ramène à l’analyse de la corrélation plutôt qu’au mécanisme de causalité 
entre le PIB et l’environnement. Cette  méthode est statique. Compte tenu de la 
perpétuelle mutation des économies de façon générale, il serait plus approprié et plus 
adapté d’analyser la relation PIB – CO2 dans le cadre d’un modèle plus dynamique. 




Certains ont proposé de le faire dans un cadre général de croissance économique qui 
ramène à la notion de convergence, comme Brock & Taylor (2004), qui ont mis en œuvre 
le Green Solow Model dans lequel le produit est destiné à la consommation et aux 
dépenses de réduction de la pression environnementale. Dans ce modèle, l’on peut 
déterminer la trajectoire d’une variable environnementale, où l’occurrence de la courbe de 
Kuznets environnementale a lieu dans des situations particulières. Dans cette section, nous 
revenons sur le concept de convergence et le Green Solow Modèle de Brock & Taylor 
(2004).  
 
II – 1 – Fondements théoriques de la convergence : le modèle de Solow (1956) 
comme cadre de référence 
 
 Une question fondamentale souvent posée dans la littérature économique est de 
savoir si les économies convergent vers les mêmes niveaux de revenu par tête, de 
production par tête et plus récemment, vers les mêmes niveaux d’émissions de polluants 
par tête. En d’autres termes, selon (Baumol, 1986 ; Barro et Sala-i-Martin, 1991, 1992), y   
a – t – il un mécanisme de rattrapage qui permette à une économie de rejoindre le niveau 
de revenu par tête d’une autre économie plus développée ? Les mutations institutionnelles 
que connait le monde à travers des processus d’intégration, matérialisés par les formations 
ou les modifications d’unions économiques, monétaires et budgétaires, donnent à cette 
préoccupation une importance particulière et justifient son actualité. L’idée de rattrapage, 
prédite par le modèle de Solow (1956), suppose que la coopération entre les pays dans le 
cadre des intégrations régionales permettrait aux pays ayant les niveaux de revenu par tête 
plus faibles, d’atteindre ceux des pays ayant des niveaux plus élevés. Cette même idée de 
rattrapage est prédite par le Green Solow model (GSM) développée par Brock & Taylor 
(2004) pour les émissions de polluants par tête, sous certaines conditions.   
 Le concept de convergence est dérivé  des propriétés clefs du modèle néo-classique 
de croissance de Solow (1956). Il existe dans la littérature deux principaux indicateurs de 
la convergence : la β-convergence et la σ-convergence. Employé par Baumol (1986) puis 




Barro (1991) et Barro & Sala-i-Martin (1991 et 1992), le premier indicateur, la                   
β-convergence permet de décrire le fait que la dynamique de croissance d’un ensemble 
d’économies réduit les différences entre les uns et les autres. Il y a donc convergence si le 
coefficient de l’équation de convergence est significativement négatif, ce qui suppose que 
les économies pauvres évoluent plus vite que les économies plus riches. La convergence 
indique qu’il existe une relation inverse entre le taux de croissance par tête et le PIB par 
tête initial. Le second indicateur concerne la distribution de  la variable revenu par tête, 
c’est la σ-convergence. Introduite par Barro & Sala-i-Martin (1991) la σ-convergence, 
mesurée par l’écart type ou le coefficient de déviation indique, si elle existe, que la 
variance du revenu par tête tend à baisser dans le temps. Selon Quah (1993), la                 
β-convergence est nécessaire, mais elle n’est  pas suffisante pour indiquer que des entités 
convergent. Toutefois les deux formes de convergence sont complémentaires. Nous 
décrivons de façon explicite les indicateurs de la convergence, mais avant nous revenons 
sur la source du concept de convergence. 
La source de la théorie de la convergence est le modèle de croissance néoclassique 
de Solow (1956) et Swan (1956). Supposons une fonction de production de type Cobb-
Douglas :  r() = s()t[u()v()]wt                                                                                        (1) 
 
Où Y(t), K(t), A(t) et L(t) désignent respectivement la production, le capital, le niveau de 
technologie et le travail. Les paramètres α et (1-α) représentent les élasticités de 
production du capital et du travail. Supposons que les facteurs de production sont 
rémunérés à leurs coûts marginaux sur les marchés et que les taux de croissance, exogènes, 
du travail et de la technologie sont respectivement		*, différents d’un pays à l’autre de 
façon générale, et , constant pour tous les pays. L’accumulation du capital est décrite 
comme il suit : 
              x () = 0r() − ys                                                                                                    (2) 
Où s et δ sont le taux d’épargne et le taux de dépréciation du capital physique. En 
considérant que  = r/v et sous forme logarithmique, nous pouvons spécifier la 




convergence standard par une approximation en série de Taylor autour de l’état 
stationnaire de la façon suivante : 
 ln() = 31 −  wz{9 twt ln(0) − 31 −  wz{9 twt ln(* + , + y) − 31 −  wz{9 ln(w{) +																							31 −  wz{9u] + ,( −  wz{( − |))                                                                  (3) 
 
Où τ est la période de temps considérée, et ϑ est la vitesse de convergence. En posant que  = (1 −  wz{)	 et que		~ = twt 31 −  wz{9, la réécriture de l’équation (3) permet 
d’aboutir au modèle empirique (4), étendue au cas des panels par Islam (1995) : 
              ln() = ] + ( + 1) ln3,w9 +  ln(	) + 	                                                 (4) 
 
 Où					est un vecteur de régresseurs. 
 
 
  II – 1 – 1 – La sigma convergence (σ-convergence) 
 
 La σ-convergence peut être mesurée par l’écart type, Carlino & Mills (1996) ou le 
coefficient de déviation, Bernard & Jones (1996) et elle est définie par Baro &                
Sala-i-Martin (1995) comme la mesure du niveau de dispersion du revenu par tête. La 
sigma convergence (σ-convergence) existe s’il y a une baisse de la dispersion du revenu 
par tête dans le temps. Elle stipule que la dispersion du revenu par tête entre les pays 
s’amenuise dans le temps. Les théories traditionnelles de la croissance, Solow (1956) 
prévoient un rattrapage des pays riches par les pays pauvres dans le long terme. Et Barro 
(1991) estime la vitesse de convergence entre 2% et  3% par an. Cette hypothèse est par 










  II – 1 – 2 – La béta convergence (β-convergence) 
 
 La β-convergence mesure la vitesse de convergence. Celle-ci existe lorsqu’au sein 
d’un ensemble de pays, le revenu par tête d’un pays plus pauvre tend à croître plus vite 
que celui d’un pays plus riche, par conséquent dans le long terme le pays relativement 
pauvre tendra à rattraper le pays relativement riche. La β-convergence peut être absolue 
(inconditionnelle) ou conditionnelle.  
La bêta-convergence absolue suppose que les pays ou les régions soient 
convergentes vers le même niveau d’équilibre et elle existe lorsque le niveau initial du 
revenu par tête est négativement corrélé avec le taux de croissance moyen de la période. 
Elle est fondée sur le modèle néo-classique de la croissance, Solow (1956) et Swan (1956) ; 
par conséquent elle est basée sur les hypothèses de rendements d’échelles constants dans la 
fonction de production et de rendements décroissants dans les facteurs de production.  
La bêta-convergence conditionnelle est aussi fondée sur la théorie de la croissance 
de Solow (1956) et Swan (1956). Ici l’on prend en compte un vecteur de variables 
supposées influencer l’état stationnaire de toute économie i. Ces variables peuvent être le 
stock de capital physique, le stock de capital humain, les investissements directs étrangers, 
la technologie …. La β-convergence conditionnelle existe lorsque le niveau initial du 
revenu par tête est négativement corrélé avec le taux de croissance moyen de la période 
considérée et que toutes les variables d’état pour toutes les économies i soient identiques. 
Les économies convergent vers le même état d’équilibre si elles ont des conditions initiales 
identiques. Si les économies ont des conditions initiales distinctes alors chacune d’elles 
tend vers son propre et unique état d’équilibre stable.  
 
 II – 1 – 3 – Les clubs de convergence 
 
En cas de convergence absolue, il y a un seul niveau d’équilibre vers lequel toutes 
les économies tendent. La convergence conditionnelle stipule que la croissance de long 
terme dépend des conditions initiales ou des dotations initiales de toute économie. Le 




concept de club de convergence est fondé sur les modèles de croissance endogène, 
caractérisés par la possibilité d’existence de multiples états d’équilibre stable. Des 
économies ayant des conditions initiales proches convergent à terme les unes vers les 
autres, leurs états d’équilibre stable étant tout aussi proches. Chaque ensemble 
d’économies convergentes constituent ainsi un club de convergence. 
Notons que le processus de convergence ; absolue ou conditionnelle ; ou de 
divergence jusque-là décrit ; qui est basé sur la théorie néo-classique de la croissance et la 
théorie de la croissance endogène n’impose aucune interaction entre les économies 
considérées. Pendant longtemps l’hypothèse de convergence a été analysée sans tenir 
compte de la proximité géographique et des interactions économiques. Le risque de ne pas 
prendre en compte la dimension spatiale ou les interactions dans l’analyse de la 
convergence, est la production de résultats biaisés et des conclusions erronées, Fingleton & 
Lopez-Bazo (2006). L’hypothèse selon laquelle les économies sont fondamentalement 
fermées, dans la théorie néo-classique de croissance dans le cadre de laquelle la 
convergence est étudiée semble très forte. Elle l’est d’autant plus dans le cas d’une étude 
de la convergence entre les régions d’un pays, ou entre les pays d’une union économique. 
Dans ces derniers cas, les barrières commerciales et la mobilité des facteurs de production 
sont supposées levées. L’absence de convergence absolue et la présence de club de 
convergence, dues à la disparité des conditions initiales des économies considérées, 
peuvent être résolues par l’ouverture et la mobilité des facteurs de production. C’est à juste 
titre que la nouvelle théorie du commerce et l’économie géographique mettent l’accent 
sur le rôle de l’agglomération et les économies d’échelle en vue de la soutenabilité de la 
divergence entre économies, Fujita et al. (1999). L’ouverture et la mobilité sont 
relativement mieux développées dans les cas de proximité géographique. 
Le développement de l’économétrie spatiale a donné les moyens de capter 
empiriquement la présence des effets spatiaux lors de l’analyse de la convergence. Ces 
effets ou schémas spatiaux peuvent être de l’autocorrélation spatiale ou de l’hétérogénéité 
spatiale. L’autocorrélation spatiale décrit la transmission des conditions économiques dans 
l’espace. En d’autres termes l’ouverture et la mobilité dans un espace permettraient de 




réduire les disparités en dotations initiales entre les entités géographiques concernées (à 
proximité).  L’hétérogénéité spatiale renvoie à l’évolution ou les mutations économiques 
dans un espace géographique. 
 
 II – 2 – Le « Green Solow Model » (GSM) 
 
 Nous présentons le Green Solow Model tel qu’il a été formulé théoriquement par 
Brock et Taylor (2004). Ce modèle vise à expliquer l’EKC par le modèle de Solow. Il est  
une simple spécification basée sur le modèle moderne  de Solow où le progrès technique 
induit de la croissance et un environnement de qualité. Le modèle théorique de base de 
l’EKC proposé par Grossman et Krueger (1991) introduit des rendements croissants et des 
effets de seuil dans la réduction des émissions de polluants. Il introduit également des 
changements de politiques induits par le revenu et les mutations vers une économie de 
service. Selon la théorie de l’EKC, ces éléments expliquent la forme de la relation entre les 
émissions de polluant et le revenu. Le GSM remet en cause ces explications et son apport 
peut se résumer en trois points, le premier est une explication théorique de l’EKC et des 
caractéristiques de la baisse en volume et en intensité des émissions de polluants. La 
deuxième contribution de Brock et Taylor (2004) à travers le GSM est sa simplicité du fait 
qu’il est une variante du modèle simple de Solow fondée sur l’hypothèse de rendements 
décroissants dans le capital et la technologie de réduction des émissions. Enfin le GSM 
fournit une équation de convergence des émissions de polluants qui peut être estimée.  
 Brock et Taylor se sont appuyés sur des faits stylisés aux Etats Unis qui contredisent 
les explications fournit par la théorie de l’EKC pour justifier la forme de la relation entre la 
pollution et le revenu. Les émissions par unité de PIB aux Etats Unis ont commencé à 
baisser depuis longtemps et bien avant que les émissions totales ne suivent. Les coûts de la 
baisse des émissions par unité de PIB sont restés relativement constants. Pour eux le 
modèle de croissance de Solow, en incorporant les émissions de polluants et la technologie 
de réduction de ces émissions peut expliquer l’EKC.  




 Le point de départ est une fonction de production concave à rendements d’échelles 
constants du type Cobb Douglas. Le processus de production de l’économie génère de la 
pollution (E) selon l’équation (5) : 
  ) = p(s, (v)                (5) 
F est la taille de l’économie et  les techniques de production. Le taux de croissance des 







7                                                 (6) 
L’économie F croît  au taux 
7x
7 = (* + , + y) et supposons que l’économie crée un secteur 
de dépollution influencé par les techniques de production dont le taux de croissance  
est  x = −,. Dans ce cas, l’équation (6) peut se récrire comme il suit : 
  
4x
4 = ,4 = * + , + y − ,                                                                                 
Pour la suite, nous considérons deux situations dans lesquelles l’économie peut se trouver, 
l’état stationnaire ou une dynamique transitionnelle.   
• Lorsque l’économie est à l’état régulier, elle croît au  taux (* + ,). Le capital 
par tête converge vers son état d’équilibre et le taux de croissance des émissions de 
polluants devient : 
            4 =  , + * −                          (7) 
Il est la différence entre l’effet d’échelle (, + *) et l’effet technique (). Il peut être 
positif, nul ou négatif et les conditions pour une croissance soutenable (4 < 0) sont : 
  , > 0   et       > , + *     
• Lorsque l’économie est dans une dynamique transitionnelle, donc hors de 
l’état régulier, l’économie évolue selon  Mankiw et al. (1992) et Barro (1991) de la façon 
suivante : 
       ln  EE = i + (1 −  
wz) ln(w)                                                              (8) 




Où  = k1 − ok* + , + yo est la vitesse de convergence. A partir de l’équation (8), nous 
pouvons écrire que		w =  w w8 . En posant que		 = )/(v et en substituant le taux 
de croissance de l’économie et		w par leurs expressions l’évolution des émissions de 
polluants peut être exprimée par une équation estimable de la forme : 
                         ln  EE = ] +  ln( w) +                                                                   (9) 
Où  = (1 −  wz) En réécrivant (9) sous forme panel, nous retrouvons l’équation de 
convergence du revenu par tête (10) en y intégrant un vecteur de variables de contrôle X, 
où le revenu par tête est remplacé par les émissions de polluant par tête. A partir de (9) 
l’on analyse la convergence des émissions de polluant, où β est le coefficient de 
convergence.  
                         ln[ ] = 	] + (1 + )ln	( w) + ~ln	( `) +                  (10) 
 
Si φ = 0, β est le coefficient de convergence absolue, sinon il est le coefficient de 
convergence conditionnelle. 
 Brock & Taylor (2004) montre que le GSM donne une explication théorique de la 
courbe de Kuznets environnementale (EKC). Dans ce qui suit, nous présentons le lien 
entre le GSM et l’EKC. 
 
II – 3 – “Le Green Solow Model” et la Courbe de Kuznets Environnementale              
(GSM – EKC) 
   Le Green Solow Model permet de tracer l’EKC, selon Brock & taylor (2004). Pour  
cela, considérons que les émissions de CO2 et le capital évoluent selon les équations (11) et 
(12) : 
     
4x4 = , +  x                      (11) 
               
x = 0tw(1 − ) − (y + * + ,)                    (12) 




Ces deux équations permettent de faire le lien entre la dynamique de l’accumulation du 
capital  et l’évolution de la pollution. Trois différents cas peuvent se présenter: 
 1 - si 	  	4 < 0	, situation de croissance soutenable, et (0) < (), alors les 
émissions vont d’abord croître puis baisser de façon continue ; 
 2 - si  	4 	  < 0, situation de croissance soutenable et 	(0) > (), alors les 
émissions  baissent de façon continue ; 
 3 - si 	  	4 > 0, alors les émissions vont croître de façon continue mais à un taux 
décroissant. 
De ces diverses situations, nous pouvons déduire que : 
- Le cas 1 correspond à l’EKC 
- Un ensemble d’économies identiques, qui présentent des conditions initiales 
distinctes, produiront des formes de relation entre le revenu par tête et les émissions par 
habitant différentes. L’ensemble n’aura pas un unique pick d’émission de polluants et le 
revenu par tête correspond. Ceci est une limite de la théorie de l’EKC dans un  cas de 
données en coupe transversale.  
 Le Green Solow Model se définit de façon synthétique par le système d’équations 
suivant :  = ()[1 − ]     
            x = 0()[1 − ] − [y + * + ,]  
        				 = 	()()     
Où θ est l’investissement dans le secteur de dépollution. Ce modèle aussi simple qu’il soit 
peut expliquer la relation entre le niveau de revenu et la qualité de l’environnement, 
l’EKC parmi d’autres formes de relations, bien que le GSM ne contienne ni effets de 
composition, ni effets de politique économique et contraintes de relations 
intergénérationnelles à résoudre. Il se fonde essentiellement sur l’accumulation du capital 
et montre qu’une politique environnementale en soi n’est pas une condition sine qua none 
pour réaliser l’EKC. 




En considérant les équations (11) et (12) qui décrivent les dynamiques d’évolution 
de la pollution et de l’accumulation du capital, nous pouvons produire une représentation 
de la relation entre les émissions de polluant par habitant et le revenu par tête. 
Le graphique II.1 ci-après, sous l’hypothèse de croissance soutenable (		4 < 0 ), 
présente un double schéma. La première partie plus haute, le schéma (a), trace le taux de 
variation de l’accumulation du capital en fonction du capital effectif. La seconde partie, le 
schéma (b), déduit du premier, trace la courbe des émissions de CO2 en fonction du capital 
effectif. Le schéma (a) est obtenu à partir de l’équation (12). Il décrit une relation négative 
entre le taux de croissance du capital par tête et son niveau. L’écart entre la courbe 
d’équation 0tw(1 − ) et la droite horizontale d’équation (y + * + ,) (la distance 
verticale) est α fois le taux de croissance du capital effectif. On obtient le point 
d’intersection B lorsque		0tw(1 − ) = (y + * + ,), et le niveau de capital effectif 
correspondant    k(B) =		∗. C’est le capital effectif d’équilibre. Sur la courbe, à gauche du 
point d’intersection B, tout déplacement vers ce point d’équilibre coïncide avec un 
accroissement du capital par tête. En revanche tout déplacement sur la courbe vers le 
point B, à droite de celui-ci, correspond à une baisse du capital par tête. Plus éloigné est le 
niveau de capital effectif d’une économie de son point d’équilibre, B sur la courbe, plus 
vite cette économie évolue vers cet équilibre		∗. Lorsque	x = 0, l’économie est sur un 
sentier de croissance équilibrée et le taux de croissance de l’économie et du capital 
est		( + *). 
 Considérons l’équation (11) :   
4x4 = 4 +  x et supposons que 4 est une constante, 
dans ce cas la dynamique d’évolution des émissions de polluants 		4x4  a les mêmes 
caractéristiques que celle du capital par tête décrite plus haut. Ici l’écart entre la courbe 
d’équation  0(1 − )−1 et la droite horizontale d’équation 	(* + , + y) − 4  mesure 
le taux de croissance des émissions de CO2. T est le point d’intersection entre ces deux 
courbes (schéma (a). A  ce point, 	0(1 − )tw = (* + , + y) − 4  ce qui équivaut 
à			4x4 = 0, le taux de croissance des émissions de CO2 est nul pour		 = (). On en déduit 
qu’à gauche du point T sur la courbe d’équation	0(1 − )tw , correspondant à des 




valeurs de		 < (), le taux de croissance des émissions de polluants est positif. En 
revanche il est négatif à droite de T, qui est appelé le point de retournement. 
 
     Graphique II.1 : L’EKC à partir du GSM 
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 Sous les hypothèses que la croissance soit soutenable (4 < 0) et que le point T soit 
à gauche du point B (schéma (a)), nous obtenons le schéma (b). Nous reconnaissons la 
relation qui est ainsi décrite, c’est la courbe de Kuznets environnementale, l’EKC. 
 Le graphique II.1 ci- avant n’est que la représentation d’une situation particulière 
des caractéristiques du Green Solow Model. En effet, plusieurs situations peuvent se 
présenter 8.  
8. Voir Brock & Taylor (2004) 




III – CROISSANCE ECONOMIQUE ET CONVERGENCE : UNE REVUE DE         
LITTERATURE 
 
L’hypothèse de convergence du revenu par tête, de la production par tête ou des 
émissions de polluants par tête, fondée sur le modèle de croissance néoclassique de Solow 
(1956) et qui implique un rattrapage à long terme entre les pays, a donné lieu à de 
nombreuses applications empiriques. Les résultats obtenus sont souvent contradictoires, 
tant les concepts de convergence étudiés et/ou les méthodologies d’approche et procédures 
de tests appliquées sont différents.  La convergence a été étudiée à différents niveaux dans 
la littérature ; au niveau international [Barro & Sala-i-Martin (1995), Mankiw et al. (1992), 
Quah (1996)…], au niveau régional [Lopez-Bazo et al. (1999), Bivand & Brunstad 
(2005)…] et au niveau local [Royuela & Artis (2006)…]. Les méthodes d’analyse de la 
convergence sont tout aussi variées ; la béta convergence (β-convergence), la sigma-
convergence (σ-convergence) et les clubs de convergence sont les plus utilisées parmi bien 
d’autres. L’analyse de la convergence s’est d’abord faite sur des données en coupe 
transversale. L’on a été confronté principalement à deux types de problèmes. Il s’agit d’une 
part, d’un problème d’omission de variables pertinentes dû essentiellement à 
l’indisponibilité de données et d’autre part, d’un  problème d’hétérogénéité, les spécificités 
des entités étudiées ne sont pas prises en compte. Compte tenu de ces limites, des 
contributions théoriques et empiriques ont été proposées pour corriger le possible biais. 
Les probabilités de transition, les changements ou évolutions dans la distribution du 
revenu par tête ont été prises en compte dans l’analyse de la convergence par Quah (1993 
et 1996). Magrini (1999) a considéré les propriétés de Markov Chain. L’approche par les 
données de panel est mise en avant par Knight et al. (1996), Evans & Karras (1996), 
Soukiazis & Castro (2004) et l’application des mesures de concordance et de stratification 
par Webber & White (2003). 
 L’une des contributions les plus importantes à la correction des biais de variables 
omises et d’hétérogénéité est la prise en compte des interactions et de la dépendance 
spatial avec Blommestein (1983), Anselin (1988), Florax et Folmer (1992), Bernat (1996), 
Rey & Montouri (1999) et Baltagi et Li (1999).  




La question de la convergence a fait l’objet de nombres d’études sur les pays 
d’Afrique qui ont formé plusieurs Communauté Economiques régionales (CER) 9.   Bécart 
et Ondo-Ossa (1997), sur la base des critères d’une Zone Monétaire Optimale et les tests de 
convergence ont montré dans la Zone Francs d’Afrique que les pays de l’UEMOA 
convergent avec une plus grande homogénéité que les pays de l’UMAC (Union Monétaire 
de l’Afrique Centrale).   Diop (2002) dans son étude qui a porté sur les pays de la 
Communauté Economique des Etats de l’Afrique de l’Ouest (CEDEAO) a établit qu’il y a 
une absence de convergence des économies. Mais lorsqu’il restreint son échantillon aux 
pays de l’UEMOA, il trouve une convergence des revenus par tête. Contrairement à Diop 
(2002), Hakim et al. (2007) ont  trouvé  que la  convergence, bien  qu’elle soit faible, existe 
dans la CEDEAO. Ils ont aussi montré que les 14 pays de la SADC (Communauté de 
Développement d’Afrique Australe) ont des coefficients de convergence absolue et 
conditionnelle très proches, ceux-ci convergent donc vers un unique état d’équilibre. 
Jones (2002), à l’aide des tests de sigma-convergence et de bêta-convergence, est arrivé à la 
conclusion que dans la CEDEAO il y a des clubs de convergence. Akanni-Honvo (2003) 
trouve dans son étude que les régions en développement qui sont dans des régimes 
d’intégration, sont en général dans un processus de bêta-convergence conditionnelle 
faible ; surtout en Afrique. De son côté Ndiaye (2006) montre que l’hypothèse de 
convergence conditionnelle est plus robuste que l’hypothèse de convergence absolue, la 
dernière ayant donné de mauvais résultats dans l’UEMOA. Combey et Mally (2010) n’ont 
pu rejeter l’hypothèse de convergence conditionnelle dans l’UEMOA entre 1997 et 2008. 
Ils ont aussi trouvé que le Pacte de Convergence, de Stabilité et de Croissance (PCSC), 





9. Les objectifs de stimulation de la croissance et de l’intégration économique par la stabilisation des taux de change et des prix a 
conduit les pays Africains à former des Union Monétaires et à enregistrer une convergence de leurs structures économiques. 
Selon Loufir et Reichlin (1993), la convergence nominale induira la convergence réelle. 
 




Nakelse et al. (2011) en adoptant la méthodologie d’Evans et Karras (1996), ont trouvé que 
la convergence est absente dans les pays de  l’Afrique  dans  leur  ensemble.  En  revanche, 
ils ont mis en évidence la présence de clubs de convergence en considérant les CER, telles 
que la CEDEAO, la CEMAC, a SADC et l’UEMOA. 
Du côté de la pollution, par exemple Stegman (2005) a montré que la convergence 
des émissions de polluants est faible de façon générale, mais qu’elle est inexistante dans les 
pays à taux de croissance économique élevés. De son côté Nguyen (2005) a prouvé 
l’évidence d’une convergence des émissions de polluants pour les pays industrialisés et une 
faible convergence au sein d’un ensemble de 100 pays moins homogènes. Westerlund 
(2008) dans un échantillon de pays développés et en voie de développement a trouvé 
l’évidence de la convergence. Un axe de recherches fait le lien entre la convergence des 
émissions et celle du revenu par tête, se rapprochant ainsi de  l’hypothèse  EKC.  C’est  par 
exemple le cas de Strazicich & List (2003) qui s’interroge sur la convergence spatiale des 
émissions de CO2 dans 21 pays industrialisés. Ils ont prouvé  l’existence d’une convergence 
conditionnelle pour l’ensemble des pays et justifié ce résultat par le fait que l’EKC est 
vérifiée dans ces pays. Brock & Taylor (2004) ont montré que le model de croissance de 
Solow (sur lequel est fondé le modèle de convergence) et l’hypothèse EKC sont 
intimement liés. Ils ont pu montrer que les déterminants de la croissance économique et 
de la  convergence du revenu sont les même qui déterminent l’EKC et la convergence des 
émissions de polluants. Brock & Taylor (2004) ont modifié le modèle de convergence 
proposé par Mankiw et al. (1992), Barro & Sala-i-Martin (1992) inspiré de Solow (1956) et 
Swan (1956) en y remplaçant le revenu par tête par une variable environnementale. Ils 
obtiennent un modèle qu’ils appellent le « Green Solow Model ». Selon eux le Green 
Solow Model, que nous abrégeons ici (GSM), est une alternative au modèle proposé par 
Grossman & Krueger (1991), pour analyser la relation croissance-environnement. Le GSM 
selon eux, permet de corriger certaines insuffisances de l’EKC qui peuvent expliquer les 
raisons pour lesquelles cette dernière n’est pas vérifiée dans certains cas. Le GSM apparaît 
comme une correction du biais de spécification de la relation entre les émissions de 
polluants par habitant et le revenu par tête. 




 Une des particularités du GSM est qu’il est fondé sur la convergence des émissions 
de polluants entre pays. Cette question n’est toutefois pas nouvelle dans la littérature, 
plusieurs études l’ont traité comme celles de Strazicich & List (2003), Lee & List (2004), 
Bulte et al. (2007). En plus de la convergence des émissions, ce qui le distingue de l’EKC, le 
GSM fait une analyse d’un point de vue théorique de la relation entre les émissions de 
polluants et le revenu, ce qui constitue sa valeur ajouté par rapport aux études sus-citées. 
Ces études ne prennent pas en compte les effets spatiaux. Pourtant, certains 
facteurs explicatifs de la convergence, telles que la diffusion des technologies et la mobilité 
des facteurs peuvent avoir une forte dimension géographique. Il  est   nécessaire   de   faire  
comme Rey et Montouri (1999) dans une étude sur les Etats-Unis, Dillings-Hansen et 
Smith (1997) sur des municipalités danoises, et bien d’autres ; car la répartition 
géographique des phénomènes de croissance à l’échelle régionale n’est pas aléatoire, selon 
Dramani (2010). Ce dernier, en prenant en compte les effets spatiaux dans la zone CFA 
constituée de l’UEMOA et de la CEMAC (Communauté Economique et Monétaire des 
Etats de l’Afrique Centrale), a mis en évidence l’existence d’effets inhibiteurs sur la vitesse 
de convergence, entre 1970 et 2000.    
 
IV – CONVERGENCE DU PIB ET DU CO2 PAR TETE DANS L’UEMOA : UNE PRISE EN 
COMPTE DES EFFETS SPATIAUX 
Dans cette section, nous vérifions dans la zone UEMOA si la convergence du 
revenu par tête existe. Nous commençons par l'analyse de la σ-convergence 
essentiellement à travers la description des données. Le coefficient de β-convergence est 
par la suite estimé en tenant compte des effets spatiaux. La présentation du modèle 








IV – 1 – L’analyse de l’évolution de la dispersion du revenu par tête et du CO2 par 
tête : la σ-convergence  
Barro and Sala-i-Martin (1995) ont définit la sigma convergence (σ-convergence) 
comme une mesure du niveau de dispersion du revenu par tête au sein d’un ensemble de 
régions ou de pays. La σ-convergence existe s’il y a une baisse dans le temps de la 
dispersion du revenu par tête. Il existe plusieurs méthodes ou mesures statistiques qui 
permettent de tester la σ-convergence, nous utilisons ici le coefficient de variation du PIB 
par tête et les résultats sont présentés dans le graphique II.2. 
 
Graphique II.2 : Sigma convergence du PIB/tête et des émissions de CO2/tête (1970-2010) 
 
 Le graphique II.2 décrit l’évolution de la distribution du revenu par tête et des 
émissions de CO2 par tête dans la zone UEMOA entre 1970 et 2010. Le schéma de gauche 
concerne le PIB par tête, le schéma de droite concerne les émissions de CO2 par tête. 
Lorsqu’on considère le schéma de gauche, il indique l’absence de tendance unique à 
la baisse   (σ-convergence) ou à la hausse du coefficient de variation (σ-divergence) sur 
toute la période. Nous pouvons déduire néanmoins trois périodes de σ-convergence, 1970-
1981, 1985-1990 et 1994-2006. Le graphique montre aussi trois autres périodes de            
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Entre 1994 et 2000, il y a eu une instabilité, due probablement à deux principaux 
événements. Le premier est la dévaluation de la monnaie unique de la zone le Francs CFA 
en janvier 1994. Le second événement est la création de l’UEMOA ou du moins  la 
réorientation des objectifs de l’union en janvier 1994 (l’UMOA devient UEMOA). Cette 
période se présente comme une période d’ajustement. Le début des années 1980 a été 
marqué par la chute des cours des matières premières, principaux produits d’exportation 
de la majorité des pays membres, ce qui peut expliquer la σ-divergence entre 1981 et 1985. 
C’est en 1990 qu’est né le multipartisme dans la zone en particulier en Côte d’Ivoire, l’une 
des conséquences négatives est qu’il a induit une instabilité politico-militaire dans toute la 
zone et probablement des disparités dans la distribution des revenus par tête. Nous 
constatons qu’un choc peut entraîner une divergence, ce qui indique que ce choc affecte 
différemment les pays de la zone. Il apparaît ici que la dispersion des revenus se réduit 
depuis 1970 mais cette tendance a souvent été perturbée par l’occurrence de chocs 
d’origine économique, politique ou institutionnelle. 
Le schéma de droite présente globalement deux tendances. La première est une 
forte tendance à la baisse entre 1970 et 1982. La seconde est plutôt une situation de  
stationnarité. Entre 1970 et 1982, les écarts d’émissions de CO2 se sont réduits rapidement 
pendant la première décennie, traduisant une situation de convergence. En revanche, 
après 1980, le coefficient de variation a oscillé entre 0.5 et 0.6, ce qui semble avoir mis un 
terme au processus de convergence enclenché depuis 1970. 
Notons toutefois, qu’entre 1970 et 1980, la réduction des écarts de revenu par tête 
entre les pays de l’Union est accompagnée par celle des émissions de CO2. Après 1980, le 
graphique montre que le PIB et le CO2 ne présente pas les mêmes trajectoires du 
coefficient de variation. Des questions restent toutefois persistantes, comment et à quelle 
vitesse s’effectue le retour à la moyenne du revenu par tête et les émissions de CO2 de 
chaque pays ou de la zone suite à un choc aléatoire ? Les réponses à ces questions sont 
données par la mesure de la β-convergence.   
 




      VI – 2 – Estimation de la vitesse de convergence du revenu par tête dans                       
l’UEMOA : la β-convergence 
 
Dans cette partie nous analysons en détail le processus de β-convergence dans la 
zone UEMOA. Comme précisé plus haut la β-convergence peut être absolue ou 
conditionnelle. La β-convergence absolue stipule que toutes les entités considérées 
convergent vers un unique équilibre stable à terme. La β-convergence conditionnelle 
quant à elle décrit la situation où chaque économie converge vers son propre sentier 
d’équilibre. Contrairement au cas de convergence absolue les économies ont des 
caractéristiques structurelles différentes, c’est-à-dire des taux d’investissement, des taux de 
croissance de la population, des niveaux de technologie, … différents. Toutefois, 
l’UEMOA étant une union économique et monétaire, il est probable qu’il y ait des 
interactions dans la zone.  En effet la coordination des politiques sectorielles par la mise en 
œuvre d’actions communes  (objectifs et missions de l’UEMOA) et la proximité 
géographique des pays membres peut créer des externalités spatiales. Ignorer ces effets 
peut altérer les résultats de l’estimation de la convergence. Selon Anselin (2006), il est 
impossible d’ignorer le problème d’effets spatiaux lorsqu’on travaille avec des données 
géo-localisées.  
IV – 2 – 1 - Présentation des modèles et de la méthode économétrique 
  a – Le modèle 
Le concept de β-convergence a été développé dans le cadre d’un modèle de 
croissance de type néoclassique. Les modèles de Solow (1956) et Swan (1956) offrent un 
cadre simple pour comprendre la croissance par un processus d’accumulation du capital. 
La propriété de convergence résulte des implications des représentations traditionnelles de 
la croissance des modèles de Solow (1956) et Swan (1956). C’est à partir de ce cadre 
théorique que sont tirés les outils d’analyse empirique de la croissance et des concepts de 
convergence. Le coefficient de convergence a longtemps été évalué empiriquement pour 
vérifier le rattrapage des niveaux de revenu par tête, de production par tête des économies. 




Toutefois, il est plus récemment utilisé pour vérifier le rattrapage des niveaux de 
pollution. 
  Pour analyser la  β-convergence, il s’agit de régresser le taux d’évolution de la 
variable Y d’un pays ou d’une région sur son niveau initial. Il est aussi possible de 
contrôler les différences en termes d’état stationnaire entre les pays ou régions en 
incorporant d’autres variables supplémentaires dans le modèle. Mankiw et al. (1992), 
Barro and Sala-i-Martin (1992) et Brock & Taylor (2004) ont proposé un modèle pour 
tester la β-convergence, qui a été adapté au cas des panels par Islam (1995). L’approche par 
les données de panel permet de résoudre non seulement un problème de variables omises 
mais aussi celui de l’hétérogénéité inobservée, en modélisant les spécificités des économies 
prises en compte, Islam (2003).  
Le modèle de convergence proposé par Mankiw et al. (1992), Barro and Sala-i-
Martin (1992) peut être de façon synthétique présenté sous forme panel selon l’équation 
(13) : 
         ln  ;E;E = 	 , + ,                                                 (13) 
Où ln  ;E;E est le taux de croissance de la variable Y.  , est le terme d’erreur. Le terme , est explicité de la manière suivante : 
 
  , =  + 31 −  wz9ln	(rw)                                                                   (14) 
 
Où ϑ est la vitesse de convergence et 31 −  wz9 est le coefficient de convergence. Le 
modèle s’écrit comme : 
                     ln  ;E;E = 	 + ln	(rw) + ~ln	(`,) + ,                           (15)  
 
Où Y peut être le PIB par tête, Mankiw et al. (1992), Barro and Sala-i-Martin (1992) ou 
une variable environnementale tel que le CO2, Brock & Taylor (2004).   = (1 −  wz) est 
le coefficient de convergence et X est un vecteur de variables de contrôle, qui peuvent être 
les taux d’épargne, les taux de croissance de la population, le niveau d’ouverture des 
économies, … La convergence existe si le coefficient β est statistiquement et 




significativement négatif. Lorsqu’en plus, le vecteur des coefficients φ est 
significativement différent de zéro, alors la convergence est dite conditionnelle. En 
revanche, si φ = 0, alors la convergence est dite absolue. Le modèle (15) peut être réécrit 
sous forme d’une équation dynamique en suivant Caselli et Leffort (1996), Durlauf et al. 
(2006) et nous obtenons l’équation : 
                         ln	() =  + (1 + ) ln(w) + ~ ln(	) +                        (16) 
 
Nous réécrivons l’équation (16) comme il suit : 
 
  ln() =  +  ln(w) + ~ ln(	) +                     (16a) 
 
Où 	 = 1 + , avec  le coefficient de convergence.  
 
 La proximité géographique d’une part et le renforcement du processus d’intégration 
initié par l’Union laissent penser que les phénomènes économiques et environnementaux 
peuvent être spatialement autocorrélés. Selon Le Gallo (2004), il est intéressant d’estimer 
les impacts des effets de débordement et la façon dont les performances économiques et 
environnementales, dans notre cas, des pays interagissent. En prenant en compte les effets 
spatiaux, ceux-ci peuvent être incorporés de plusieurs manières dans le modèle (16) et 
permettent d’améliorer le modèle de convergence. Les méthodes de correction sont basées 
sur l’introduction de variables exogènes décalées spatialement ou d’une spécification 
autorégressive de la variable endogène ou du terme d’erreur, Baltagi (2001). Il y a trois 
façons qui sont plus communément utilisés : le modèle avec variable endogène décalée, le 
modèle spatial croisé avec variables explicatives décalées et le modèle avec autocorrélation 
des erreurs. En prenant en compte les trois façons d’intégrer les effets de débordement 
décrites, l’équation (16a) devient dans ce contexte: 
ln( ) = 	 +ln	(rw) +  ln3	,9 + ln	() + (, + ,)                       (17) 
Où		 = 1 + , avec  le coefficient de convergence. X est l’ensemble des variables 
explicatives qui peut inclure ou pas le niveau initial de la  variable Y, 	ln	(r,). W est la 




matrice de poids de la zone et , + , = , le terme d’erreurs. Les effets de 
débordement géographiques qu’implique cette spécification sont globaux. Elle implique 
deux types de débordements géographiques selon Le Gallo (2004). D’un côté, le taux de 
croissance moyen annuel du PIB ou des émissions de CO2 d’un pays i peut être influencé 
par les taux de croissance moyens annuels de ses pays voisins à travers la variable 
endogène décalée, dans ce cas il s’agit du modèle SAR où		 =  = 0. De l’autre côté, le 
taux de croissance moyen du PIB ou des émissions de CO2 d’un pays i peut être influencé 
par les niveaux initiaux du PIB ou des émissions de CO2 des pays voisins ou par d’autres 
variables supplémentaires, à travers les variables explicatives décalées, dans ce cas il s’agit 
du modèle SDM où		 = 0. Les coefficients γ et ρ indiquent l’intensité de l’influence des 
observations des pays voisins sur le taux de croissance moyen du revenu par tête ou des 
émissions de polluants d’un pays i. Le coefficient λ représente l’intensité de 
l’autocorrélation dans les résidus. Il indique la capacité de diffusion des chocs entre les 
pays. Un choc spécifique dans un pays influence non seulement le taux de croissance de ce 
pays, mais il crée aussi un impact sur le taux de croissance des autres pays, si λ est 
significatif.   
 
 b – La méthodologie 
 
Nous analysons la convergence dans le cadre d’un panel, ce qui permet de contrôler 
l’hétérogénéité inobservée. Selon islam (2003), l’approche panel de la convergence a pour 
avantage de permettre de corriger les biais d’omission de variable et d’hétérogénéité qui 
peuvent exister dans une approche en coupe transversale. Nous pouvons supposer que les 
comportements des pays sont identiques et estimer le modèle (16a) par les Moindres 
Carrés Ordinaires (MCO). Cette hypothèse semble forte, il est nécessaire de tenir compte 
des spécificités individuelles des pays qui peuvent être fixes ou aléatoires. Dans les 
équations (16a) et (17), ces spécificités sont exprimées par	, qui peut être supposé fixe ou 
aléatoire. En pratique et de façon générale, les spécificités individuelles fixes sont mieux 
adaptées lorsque l’analyse porte sur un échantillon limité et précis d’individus. En 




revanche, les effets aléatoires sont plus appropriés lorsque l’analyse portant sur une 
population plus large, ne tient compte que d’une partie de celle-ci 10. Nous considérons les 
pays de la zone UEMOA, pour cela nous supposons les spécificités individuelles fixes. 
La spécification en panel dynamique du modèle de convergence est devenue très 
courante, comme dans notre cas. L’estimateur within peut toutefois conduire à des 
résultats biaisés dans deux principaux cas : si la période d’étude est très courte ou si la 
variable dépendante est corrélée avec les spécificités individuelles   selon Matyas & 
Sevestre (2008). Le biais peut être lié à un problème d’endogénéité et un problème 
d’omissions de variables, Bond et al. (2001) et Nickell (1981). Pour résoudre ces problèmes, 
Holtz-Eakin et al. (1988) et Arellano & Bond (1991) proposent d’estimer les panels 
dynamiques par la méthode des moments généralisés (GMM). Le biais lié aux spécificités 
individuelles  peut  être  éliminé  par  le  GMM  en  différence.  Arellano  &  Bond  (1991)  
proposent d’utiliser par exemple les variables		w, (j=2, 3 …, T) comme instruments de la 
différence 	∆w = (w − w
) mais aussi des autres variables ∆	 . Cependant, cette 
méthode est limitée par la faiblesse de ces instruments et par son imprécision lorsque nous 
sommes dans le cas d’un échantillon de petite taille, Bouayad-Agha et al. (2013), mais aussi 
pour des variables continues, Bonnefond (2013). Arellano & Bover (1995) et Blundell & 
Bond (1998) ont proposé comme alternative l’estimateur GMM en système. Ce dernier 
prend en compte simultanément l’estimation de l’équation en différence première, avec 
comme instruments les variables en niveau décalées et l’estimation de l’équation en niveau 
avec comme instruments adéquats les variables en différence première décalées.  
Toutefois, la pertinence de l’estimateur GMM de façon générale est basée sur deux 
hypothèses. La première est l’hypothèse de validité des instruments, vérifiée par le test de 
Sargan. La seconde hypothèse concerne l’absence d’autocorrélation d’ordre 2 [AR(2)] dans 
les erreurs.  
 
 
10. Voir Baltagi (2005) pour plus de détails 




L’un de nos objectifs dans ce chapitre est de tenir compte des effets spatiaux. Il peut 
y avoir un biais de spécification si la dépendance spatiale est ignorée, Arbia et al. (2008).  
Selon Anselin (2001) et Abreu et al. (2005), la prise en compte de la dimension spatiale  
dans le modèle de convergence crée un biais de simultanéité et d’endogénéité, la méthode 
d’estimation appropriée dans ce cas se situerait entre les MCO et le Within.  Pour Elhorst 
(2011), en présence d’effets spatiaux dans un panel dynamique, trois méthodes ont été 
développées pour estimer le modèle. L’une est basée sur le maximum de vraisemblance ou 
quasi maximum de vraisemblance. La deuxième méthode est fondée sur celle des variables 
instrumentales (IV) ou celle des moments généralisés (GMM) et enfin la troisième est 
l’approche de Monte-Carlo par chaînes de Markov (MCMC). Toutefois, ces différents 
estimateurs peuvent être complémentaires en fonction de la spécification du modèle 
considéré, Bouayad-Agha et al. (2013). 
 Dans ce chapitre nous choisissons d’introduire la dépendance spatiale dans les 
variables et non dans les erreurs, le modèle SAR et SDM. En effet, l’autorégression spatiale 
semble mieux adaptée pour mesurer comment la croissance d’une région est affectée par 
celle de ses voisins, (Beck et al., 2006, Blonigen et al., 2007). L’estimateur GMM présente 
des avantages pour estimer les modèles panels dynamiques, il tolère la présence de 
l’autocorrélation d’ordre 1 et est plus flexible et moins exigeante en termes de restrictions. 
Cependant, cet estimateur GMM fournit des résultats biaisés quand on introduit les effets 
d’interaction, Elhorst (2010c), dus au nombre élevé des moments considérés,                   
Lee & Yu (2010c). Selon Parent & LeSage (2010, 2011), la méthode MCMC nécessite une 
distribution conditionnelle de chaque paramètre, ce qui amène à inévitablement faire des 
simplifications de calcul. L’approche par la méthode du maximum de vraisemblance 
apparaît plus simple.  
 
IV – 2 – 2 - Les données 
 L’étude porte sur les pays de l’UEMOA (Union Economique et Monétaire Ouest 
Africaine) qui regroupe huit pays que sont le Bénin, le Burkina Faso, la Côte d’Ivoire, la 
Guinée Bissau, le Mali, le Niger, le Sénégal et le Togo. Les données du revenu par tête et 




des émissions de CO2 pour ces pays ont été tirées de la base de données de la Banque 
Mondiale (World Development Indicators (WDI, 2012)). Le PIB par tête est exprimé en 
dollar US (prix constant) et nous prenons son logarithme. D’autres variables sont utilisées 
comme variables de contrôle, ce sont le logarithme du taux d’investissement utilisé 
comme une variable proxy du taux d’épargne, du taux de croissance de la population, du 
niveau de développement financier, du taux de scolarisation et du taux d’ouverture 
économique, mesuré par la somme des exportations et des importations dans le PIB. Ces 
variables ont pour source la base de données de la BCEAO (Banque Centrale des Etats de 
l’Afrique de l’Ouest). L’étude a finalement porté sur sept des huit pays de la zone pour des 
raisons d’indisponibilité de données pour la Guinée Bissau et les données couvrent la 
période 1970 – 2010.  
Avant d’estimer les vitesses de convergence du PIB et du CO2 dans un régime 
spatial, il est nécessaire de définir la matrice de poids pour la zone UEMOA. Nous 
construisons une matrice W de contiguïté standardisée. Deux pays ayant une frontière 
commune sont dits contigus et l’élément wij correspondant de la matrice est 1, sinon        
wij = 0. Il est toutefois possible de construire d’autres formes de matrice de poids, surtout 
les matrices de distance. Avec une matrice de contiguïté, nous supposons que les 
interactions entre des entités géographiques n’existent que lorsque celle-ci partagent une 
frontière commune. Dans le cas d’une matrice distance, nous supposons que l’intensité de 
la dépendance spatiale dépend de la distance entre les centres de gravité des entités 
géographiques considérées. Plusieurs indicateurs peuvent être utilisés pour déterminer la 
matrice distance en fonction de la définition que l’on donne à la notion de distance, 
(Baumont et al., 2000). 
La matrice de contiguïté Wp de la zone UEMOA et sa W la matrice de contiguïté 
standardisée sont données ci-après. La matrice standardisée permet de simplifier les 
interprétations et la comparaison des paramètres estimés, (Bouayad-Agha et al., 2013), 
mais aussi de réduire le problème d’hétérogénéité des superficies des régions, (Anselin, 
2002).   
 




0 1 0 0 1 0 1         0    0.33     0      0     0.33     0    0.33 
1 0 1 1 1 0 1        0.2    0       0.2   0.2     0.2     0      0.2 
0 1 0 1 0 0 0         0     0.5      0    0.5       0       0       0   
Wp =  0 1 1 0 1 1 0       W=     0   0.25   0.25   0      0.25   0.25    0 
1 1 0 1 0 0 0       0.33 0.33     0   0.33      0        0       0 
0 0 0 1 0 0 0         0      0        0       1       0        0       0 





IV – 2 – 3 – Les résultats empiriques de la convergence : l’effet de la 
dépendance spatiale 
  
Les résultats de l’estimation de la convergence dans l’UEMOA sont donnés dans les 
tableaux II.1 et II.2. Chaque tableau de résultats se présente sous deux parties principales. 
La première donne les résultats de l’estimation du modèle de convergence sans effets 
spatiaux (équation 16a), la seconde partie concerne les résultats du modèle avec 
autorégression spatiale (équation 17). Nous faisons comme Elhorst (2010c, 2011), LeSage 
(2008), Baumont & Le Gallo (2000) et estimons le modèle (17) par la méthode du 
maximum de vraisemblance. Toutefois, nous notons les résultats des méthodes within et 
GMM dans un souci de comparaison. Dans chacune des parties, nous commençons par 
l’estimateur pooled comme spécification de référence. Ensuite, les spécificités 
individuelles sont prises en compte et les modèles sont estimés par le within. Enfin nous 
prenons en compte le caractère dynamique des modèles (16a) et (17) et estimons par les 
méthodes GMM de Arellano & Bond (1991) et système GMM proposé par               
Arellano & Bover (1995) et Blundell & Bond (1998). Enfin nous réestimons le modèle (17) 
par la méthode du maximum de vraisemblance lorsque les effets spatiaux sont pris en 
compte. Les II.1 et II.3 donnent les résultats de la convergence du PIB par tête et des 
émissions de CO2 par tête, respectivement. 
 




Les tableaux de résultats présentent une partie haute et une partie basse. La partie 
haute donne les coefficients estimés et calcule la vitesse 11 de convergence et la demi-vie 12 
si possible. La vitesse de convergence mesure la vitesse à laquelle une économie se 
rapproche de son niveau d’équilibre stationnaire. La demi-vie est le temps nécessaire à une 
économie pour combler de moitié, la distance qui la sépare de son état stationnaire. La 
partie basse donne les performances des estimateurs. Avant d’interpréter les coefficients 
obtenus, il est nécessaire de s’assurer de la bonne qualité des estimations, en d’autres 
termes il faut s’assurer que les estimateurs sont convergents. Les estimateurs GMM et 
système GMM sont efficaces si les instruments utilisés sont valides (hypothèse nulle) et 
qu’il n’y a pas d’autocorrélation d’ordre 2 (hypothèse nulle), l’autocorrélation négative 
d’ordre 1 étant permise. Les tests de Sargan et AR(2) d’Arellano & Bond (1991) permettent 











11. La vitesse de convergence interprétée comme le taux de convergence, est mesurée par la formule suivante :                          
 = − ln(1 + ) /, où T est le temps. 
 
12. La demi-vie est définie comme le temps nécessaire à une économie pour combler la moitié de la distance qui la sépare de son 
niveau d’équilibre stable de long terme, sa formule est DV=	– ln(2) /ln	(1 + ).




Lorsque l’hypothèse, selon laquelle les pays de l’Union ont des conditions initiales 
identiques est relâchée, la convergence est dite conditionnelle et le tableau II.1 donne les 
résultats pour le PIB par tête. Le coefficient de convergence est d’abord estimé dans un 
régime standard, puis dans un régime spatial. En l’absence de dépendance spatiale, 
l’équation (16a) est estimée par l’estimateur pooled, within, GMM et système GMM. Les 
hypothèses nulles d’absence d’autocorrélation de second ordre et de validité des 
instruments utilisés dans les estimations GMM et système GMM sont rejetées, au seuil de 
10 %. Ces dernières ne fournissent donc pas des estimateurs convergents. L’estimateur 
within semble ici mieux spécifier la convergence du PIB par tête. Le coefficient et la 
vitesse de convergence du PIB par tête sont respectivement	 = 0.993 − 1 = −0.007 
et		 = 0.8	%. La demi-vie s’établit à 98 ans. Avec la prise en compte de la dépendance 
spatiale, les estimateurs GMM et système GMM ont de bonnes performances. Les 
instruments sont valides et il n’y a pas d’autocorrélation de second ordre, comme 
l’indiquent les tests, mais le biais persiste. L’estimateur ML fournit des coefficients 
convergents et il explique plus de la moitié des variations du PIB par tête des pays de 
l’UEMOA. Les coefficients ρ et γ sont significatifs dans les deux cas, modèle SDM et SAR, 
ce qui justifie bien la nécessité de prendre en compte la dépendance spatiale dans la zone 
UEMOA. La vitesse de convergence du PIB par tête est passée de 0.8 %, avant la prise en 
compte des effets frontières à une valeur qui varie entre 1.85 % et 2.60 %. 
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Tableau II.1 : Convergence conditionnelle du PIB par tête 
Variable endogène : log(PIB/tête) 
  SANS EFFETS SPATIAUX        AVEC EFFETS SPATIAUX 
RZ                        SDM             SAR 
 Pooled       Within   GMM      Sys-GMM                 GMM         Sys-GMM           ML               GMM         Sys-GMM             ML 
Const  97, 50*** -20, 63   53, 58*** 41, 99*** 43, 09*** - 49, 16*** 40, 35***  - 
 (0.00)  (0.40)        (0.00)   (0.00) (0.00)  (0.00) (0.00) 
ρ       0, 02 0, 01  0, 14***  -0, 003  0, 034** 0, 13***       
      (0.19)  (0.24)  (0.00)  (0.82)  (0.03)  (0.00) 
γ       0, 03** 0, 041**   0.03**       
      (0.02)  (0.02)  (0.04) 
ln(yt-1) 0, 9979*** 0, 993*** 0, 972***  0, 994*** 0, 9925*** 0, 9926*** 0, 984**  0, 992*** 0, 988***  0.987*** 
  (0.00)  (0.00) (0.00) (0.00) (0.00) (0.00) (0.04) (0.00) (0.00) (0.00) 
ln(s)  0, 17**  0, 73*** 0, 78***   0, 27***  0, 16*** 0, 16***   0, 05**  0, 13** 0, 16***  0,07**  
 (0.01) (0.00) (0.00) (0.00) (0.00) (0.00) (0.01) (0.01) (0.00) (0.01) 
ln(n) 0, 06 0, 03 -0, 003 0, 04*** 0, 27*** 0, 25*** 0, 06** 0, 28*** 0, 26*** 0, 05** 
 (0.27) (0.59) (0.78) (0.00) (0.00) (0.00) (0.01) (0.00) (0.00) (0.03) 
ln(tf) 0, 36*** 0, 28*** 0, 39*** 0, 69*** 0, 34*** 0, 40*** 0, 05*** 0, 38*** 0, 38*** 0, 04*** 
 (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) 
ln(ts) 0, 05 0, 39*** 0, 17*** 0, 08*** -0, 06** -0, 006 0, 04 0, 01 0, 03 0, 03 
 (0.41) (0.00) (0.00) (0.00) (0.04) (0.88) (0.20) (0.80) (0.93) (0.33) 
ln(ouv) -0, 03 -0, 007 -0, 08*** -0, 15*** -0, 03 -0, 07 0, 01 -0, 05 -0, 06 0, 01 
 (0.57) (0.99) (0.00) (0.00) (0.13) (0.101) (0.47) (0.20) (0.11) (0.35) 
Vitesse 0, 22 % 0, 8 % DIV 0, 71 % 0, 89 % 0, 89 % 2, 60 % 1,04 % 1, 84 % 1, 85 % 
 
R2 0.39  0.56   0.61 0.39 0.54 0.36 0.38 0.58 
AR(1)    -7, 21*** -9,75*** -4, 50*** -3, 13***  -5, 72*** - 4, 01*** 
   (0.00) (0.00) (0.00) (0.00)  (0.00) (0.00) 
AR(2)    1, 83* 1, 93* 1,39 2, 27  0, 80 0, 72 
    (0.05) (0.05)  (0.23) (0.13)  (0.37) (0.39) 
Sargan test    301, 42* 325, 36* 209, 43 288, 94  218, 32 306, 64  
   (0.07) (0.050) (0.99) (0.66)  (0.96) (0.32) 
Notes : (*), (**) et (***) indiquent la significativité aux seuils de 10%, 5% et 1% respectivement. ML = Maximum de Vraisemblance. Les P-value sont entre parenthèses. DIV indique une situation de divergence 
  




Nous notons ici les forces positives des interactions spatiales qui déterminent les 
dynamiques de croissance et de convergence. Cette vitesse de convergence est six fois et 
environ trois fois plus forte que celle trouvée par Dramani (2010) dans la zone Francs 
CFA13 tout entière avec une prise en compte des effets spatiaux entre 1970 et 2000, 
respectivement avant et après les programmes d’Ajustement Structurel (PAS). Toutefois, la 
vitesse de convergence du PIB par tête dans l’UEMOA est proche de celle généralement 
trouvée dans la littérature qui est comprise entre 2 % et 3 % pour les économie 
développées.  
La convergence du PIB par tête existe dans l’UEMOA et nous notons que les effets 
spatiaux ont une influence positive sur le processus de convergence. Le taux 
d’investissement, le taux de financement et le taux de scolarisation ont un effet 
significativement positif, ce qui est conforme aux résultats obtenus dans la littérature. Le 
taux de croissance de la population et le taux d’ouverture ne sont pas significatifs. Nous 
trouvons ici que le vecteur de coefficients φ est non nul. Tous les coefficients des variables 
de contrôle ne sont pas significativement nuls. Nous en déduisons qu’il existe dans 
l’UEMOA une convergence conditionnelle du PIB par tête. Toutefois, selon LeSage (2008), 
pour estimer le signe et l’intensité de l’impact des variables explicatives, dans un régime 
spatial, il faut regarder du côté des effets directs, des effets indirects et des effets totaux. En 
effet, l’impact d’une variable explicative sur la variable expliquée est vu comme une 
combinaison d’influences directes et indirectes de voisinage. Et LeSage (2008) de préciser 
que, comme l’impact des variations d’une variable explicative est différent d’un pays à 
l’autre, il est plus approprié de rechercher les effets moyens. Ces effets sont définis par 






13. La zone Francs CFA est constituée de l’UEMOA et la CEMAC (Communauté Economique et Monétaire de l’Afrique Centrale) 
qui regroupe le Cameroun, le Congo Brazzaville, le Gabon, la République Centrafricaine et le Tchad. 




- Les effets directs moyens mesurent l’impact moyen de la variation d’une 
variable exogène X dans un pays donné i sur sa variable endogène. Ces mesures prennent 
en compte les effets de la variation de l’exogène X du pays i sur l’endogène des autres pays 
du système spatial considéré. 
- Les effets indirects moyens mesurent l’impact moyen sur la variable 
endogène d’un pays donné  provenant  de  la variation de la variable  exogène X, dans tous 
les pays du système spatial pris en compte. 
- Les effets moyens totaux, c’est la somme des effets directs et des effets indirects. 
Le tableau II.2 suivant donne les effets directs, indirects moyens et totaux des variables de 
contrôle sur le PIB par tête dans l’UEMOA.  
 
Tableau II.2 : Effets directs, indirects et totaux sur le PIB par tête 
     SDM      SAR  











































Notes : (***), (**) et (*) indiquent les seuil de significativité de 1 %, 5 % et 10 % respectivement. Les P-valu sont entre parenthèses. 
 
Les effets (directs, indirects et totaux) moyens de long terme, des variables 
investissement, développement financier et population, reportés dans le tableau II.2 sont 
significatifs. Les effets directs ont le signe positif attendu pour ces variables. Ce qui 
indiquent qu’un accroissement de la population, de l’investissement ou une amélioration 
du système financier dans un pays quelconque de l’UEMOA a un impact positif sur le PIB 
par tête des pays de l’union. En revanche, les effets indirects sont significativement 
négatifs, il apparaît donc que l’impact moyen de l’accroissement de l’une des variables 
dans les pays de l’Union, sur le PIB par tête d’un quelconque pays de l’UEMOA est négatif. 
Toutefois, les effets directs sont supérieurs en valeur absolue aux effets indirects, ce qui 




donne des effets totaux de ces variables positifs. Les effets du taux de scolarisation et du 
taux d’ouverture ne sont pas significatifs, c’est la raison pour laquelle nous les avons omis 
dans le tableau II.2. Ces résultats sont en conformité avec les résultats de l’estimation des 
coefficients. Notons que les résultats des modèles SAR et SDM ne se contredisent pas 
fondamentalement, il existe juste une faible différence dans l’amplitude des effets directs 
et indirects. Les effets indirects mesurent l’impact moyen de tous les voisins à un pays de 
l’Union, augmentant leurs investissements, développant leur système financier et 
connaissant un accroissement de leur population, sur le PIB par tête du dit pays. Ces effets 
sont négatifs et indiqueraient la mobilisation des forces motrices de l’économiques vers les 
pays voisins au détriment du pays tiers concerné, en effet il y a la libre circulation des 
biens et des personnes dans l’Union. 
Les résultats de l’estimation de la convergence des émissions de CO2 par tête dans la 
zone UEMOA sont donnés dans le tableau II.3. En ignorant la dépendance spatiale,  
l’estimateur within est retenu ici, les estimateurs GMM de Arellano & Bond (1991) et 
système GMM de Blundell & Bond (1995) n’étant pas convergents. En effets, les 
hypothèses nulles de validité des instruments et d’absence d’autocorrélation d’ordre 2 sont 
rejetées. Le coefficient de convergence est significatif. Le coefficient de convergence 
conditionnelle des émissions de CO2 dans l’UEMOA en l’absence des effets spatiaux est 
 = −0.01  et la vitesse de convergence conditionnelle est		 = 1.36	%. Cette vitesse de 
convergence correspondant à une demi-vie égale à 66 ans.  
Les estimateurs GMM et système GMM affichent de bonnes performances avec la 
prise en compte de la dépendance spatiale. Les tests de diagnostics, de Sargan et AR(2) de 
Arellano & Bond (1991), le confirment. Les hypothèses nulles d’absence d’autocorrélation 
d’ordre 2 et de validité des instruments ne peuvent être rejetées. En revanche, le risque de 
biais persiste comme nous l’avons expliqué plus haut. L’estimateur GMM peut produire 
des résultats biaisés en présence des effets d’interaction. Nous considérons les résultats de 
l’estimateur ML (Maximum de vraisemblance), convergent dans une situation de modèle 
dynamique avec effets spatiaux. Les résultats indiquent certes, que les coefficients ρ et γ 
sont significatifs, ce qui justifient bien la nécessité de prendre en compte les effets de 




frontière pour estimer la convergence des émissions de CO2 dans l’UEMOA. En revanche, 
le coefficient estimé		 = 1 + , n’est pas significatif. Il apparaît qu’il n’y a pas de 
convergence des émissions de CO2. La dépendance spatiale a eu un pouvoir inhibiteur sur 
le processus de convergence des émissions de CO2 dans l’UEMOA. Seules deux variables 
de contrôle sont significatives. Le taux d’investissement a un impact négatif sur les 
émissions de CO2. Le taux d’ouverture, mesuré par la somme des exportations et des 
importations dans le PIB, a un effet positif. Le vecteur φ est donc ici non nul. Nous en 






Tableau II.3 : Convergence conditionnelle des émissions de CO2 par tête 
Variable endogène : log( CO2/tête) 
  SANS EFFETS SPATIAUX        AVEC EFFETS SPATIAUX 
¯°MZ                        SDM       SAR 
Pooled       Within          GMM      Sys-GMM   GMM         Sys-GMM           ML               GMM         Sys-GMM         ML 
Const 276, 77***        389, 66***        416, 03***       339, 89*** 207, 18*** 224, 44*** - 205, 45*** 230, 08***  - 
(0.00)                  (0.00)                  (0.00)                 (0.00) (0.00)   (0.00) (0.00) 
ρ (SAR)      0, 03 0, 03 0, 12*** 0, 0356** 0, 0355  -0, 05*** 
     (0.29) (0.18) (0.00)  (0.01)  (0.79)  (0.00) 
λ (SDM)       0, 05 0, 14*** 0, 10***  
                               (0.30)                     (0.00)                    (0.00) 
ln(co2t-1) 0, 9919*** 0, 99*** 0, 988*** 0, 986*** 1, 013 1, 29*** 0, 996 1, 17* 1, 9***  0, 992 
 (0.00) (0.00) (0.00) (0.00) (0.22) (0.00) (0.15) (0.09) (0.00)  (0.21) 
ln(s) 0, 045 -0, 26** -0, 19*** 0, 011 -0, 05 -0, 06* -0, 07** 0, 03 -0, 053  -0, 054* 
 0.56) (0.03) (0.00) (0.88) (0.15) (0.07) 0.03) (0.31) (0.109)  (0.05) 
ln(n) -0, 15** -0, 08 -0, 13*** 0, 014 -0, 30***  -0, 31*** -0, 007 0, 30*** -0, 31***  -0, 008 
 (0.02) (0.21) 0.00) (0.79) (0.00) (0.00) (0.52) (0.00) (0.00)  (0.62) 
ln(tf) -0, 22*** -0, 28*** -0, 34*** -0, 55*** -0, 26*** -0, 26*** -0, 13 -0, 27*** -0, 27***  0, 008 
(0.0) (0.00)  (0.00) (0.00) (0.00) (0.00) (0.46) (0.00) (0.00) (0.47)  (0.51) 
ln(ts) -0, 29*** -0, 07*** -0, 85*** -0, 42*** -0, 097*** -0, 11*** -0, 09** -0, 12*** -0, 12***  0, 06 
 (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.04) (0.00)  (0.00)  (0.12) 
ln(ouv) 0, 03 0, 03 0, 09*** 0, 19*** 0, 021 0, 025 0, 03** 0, 015 0, 022  0, 029* 
 (0.38) (0.53) (0.00) (0.00) (0.43) (0.35) (0.03) (0.59) (0.41)  (0.09) 
Vitesse 1, 04 % 1, 36 %  1, 76 % 2, 14 % NS DIV NS DIV DIV NS 
  
R2 0.25  0.46   0.47 0.53 0.69 0.49 0.54 0.68 
AR(1)   -9, 24*** -12, 57*** -16, 69*** -16, 36***  -15, 79*** -15, 22*** 
   (0.00 (0.00) (0.00) (0.00)  (0.00) (0.00) 
AR(2)   -2, 34*** -6, 82*** 2,66 2, 04  2, 37 2, 17 
   (0.00) (0.00) (0.10) (0.15)  (0.12) (0.14) 
Sargan test   -325, 82*** -444, 76*** 220, 36 270, 60  220, 01 277, 11 
   (0.00) (0.00) (0.96) (0.85)  (0.95) (0.82) 
Notes : (*), (**) et (***) indiquent la significativité aux seuils de 10%, 5% et 1% respectivement. Les P-value sont entre parenthèses. NS = Non Significatif. DIV indique une situation de divergence 




Nous calculons les effets directs, indirects et totaux des variables explicatives, les 
résultats sont donnés dans le tableau II.4 ci-dessous : 
Tableau II.4 : Effets directs, indirects et totaux sur les émissions de CO2 par tête 
     SDM      SAR  












































Les effets directs, indirects et totaux des variables population et développement 
financier ne sont pas significatifs, nous les avons omis donc dans le tableau des résultats. 
Ces variables n’ont pas d’impact sur les émissions de CO2 dans l’Union, ce qui est en 
conformité avec les résultats des coefficients estimés. Le taux d’investissement a, au 
contraire, au niveau des deux modèles des effets significatifs. Ses effets directs sont négatifs 
et dominent, en valeur absolue, les effets indirects positifs. D’un côté l’accroissement des 
investissements dans un pays de l’UEMOA a un impact négatif sur ses émissions de CO2 
mais aussi sur les émissions de CO2 de ses voisins, membres de l’Union. De l’autre côté, 
l’accroissement des investissements dans les pays voisins à un pays tiers de l’Union a un 
impact moyen positif sur les émissions de CO2 de ce dernier. Les effets directs sont plus de 
deux fois importants en intensité que les effets indirects, il s’en suit que les effets totaux 
sont négatifs. Les effets directs et indirects du taux de scolarisation sont significatifs et 
négatifs ce qui est en conformité avec les résultats du tableau II.3. Comme dans le cas des 
investissements, les effets directs ont une amplitude plus importante que celle des effets 
indirects avec le même signe négatif. Ce qui implique que le taux de scolarisation ait un 
impact total moyen négatif plus important sur les émissions de CO2. Une évolution 
positive du taux de scolarisation dans l’UEMOA permet de réduire les émissions de CO2. 
Les effets du taux d’ouverture sont significatifs. Les effets directs sont significativement 




positifs et plus importants en intensité que les effets indirects qui sont significativement 
négatifs, il s’en suit que les effets totaux sont positifs. Ce résultat nous ramène à 
l’hypothèse du Havre de pollution. En effet, l’UEMOA constituée de pays en voie de 
développement peut être considérée comme une petite économie avec une externalité de 
production qui s’ouvre aux échanges avec l’extérieur. D’un côté, il peut y avoir des effets 
de composition qui conduisent à des spécialisations guidées par les avantages comparatifs. 
Une spécialisation dans des biens « propres » fait baisser la pollution contrairement à la 
spécialisation dans des biens polluants. De l’autre côté, le laxisme de la règlementation 
environnementale est un facteur de localisation, qui amène les industries polluantes à 
quitter les pays du Nord pour s’installer dans les pays du Sud.   
Il ressort que la convergence conditionnelle du PIB par tête existe, ce qui confirme 
le processus de rattrapage des pays de la zone UEMOA. Chaque pays converge vers son 
état stationnaire, toutefois, les pays à revenu plus faible évoluent plus vite et à terme il  y 
aura un phénomène de rattrapage. Ce qui n’est pas systématiquement le cas pour les 
émissions de CO2 par tête, la convergence conditionnelle n’existant pas en présence 
d’effets spatiaux. Ces derniers ont eu un impact inhibiteur sur la convergence des 
émissions de CO2, mais un impact positif sur le processus de convergence conditionnelle 
du PIB. Les effets totaux moyens des variables explicatives sont globalement positifs sur le 
PIB par tête (investissement, développement financier et la population), mais négatifs sur 
les émissions de CO2 par tête (investissement et taux de scolarisation), sauf le taux 
d’ouverture qui a un effet positif sur les émissions de CO2.  
Les résultats de l’estimation de la convergence du PIB par tête et des émissions de 
CO2 dans un régime spatial dans cette partie sont obtenus avec une matrice de contiguïté. 
Les effets frontières sont dans ce cas liés au partage d’une frontière commune. Les résultats 
sont-ils les mêmes avec une matrice distance ? 
 
 




V – SENSIBILITE DES RESULTATS A LA MATRICE DE POIDS 
 
Dans la section précédente, nous avons estimé le modèle de convergence avec 
effets spatiaux où les variables ont été spatialement décalées avec la matrice de contiguïté 
de la zone UEMOA. Il existe dans la littérature deux manières d’évaluer les connections 
géographiques. Celle que nous avons considérée dans la section précédente, l’indicateur de 
contiguïté, suppose que deux régions ne peuvent avoir des interactions que si elles 
partagent en commun une frontière. La seconde façon de construire la matrice de poids 
suppose que l’intensité des interactions entre des régions dépend de la distance entre les 
centres de gravité de ces régions ou entre les capitales des régions, Baumont & Le Gallo 
(2000). La matrice de poids ainsi construite est appelée, matrice de distance. Il appartient 
toutefois à l’utilisateur de la matrice de définir la distance et de choisir la forme 
fonctionnelle à donner aux éléments de la matrice de poids. Dans notre cas, nous prenons 
la distance . en kilomètres entre les capitales des pays membres de l’UEMOA (distance 
par la route), d’une part et pour chaque élément ± de la matrice de poids, ± = 1/.. 
En procédant ainsi, nous supposons que les activités économiques des pays sont 
concentrées dans leurs capitales respectives ; ce qui est vraisemblable dans la zone 
UEMOA. Il existe généralement dans ces pays un nombre très limité de grands axes 
routiers le long desquels se développent des activités et des agglomérations. 
 Dans cette section nous réestimons la convergence spatiale du PIB par tête et des 
émissions de CO2 par tête dans l’UEMOA avec une matrice de distance définie comme 
indiqué ci-dessous, puis comparons les résultats de l’estimation à ceux obtenus avec la 
matrice de contiguïté. L’objectif ici est d’analyser la sensibilité des résultats au type de 
matrice de poids. 
   ± = 0 si  = ² 
                         ± = 1/. si  ≠ ² 
Où . est la distance en kilomètre entre les capitales des pays i et j.  




L’estimation de la convergence spatiale avec une matrice de distance, donne des 
résultats (en annexe) globalement semblables à ceux obtenus avec la matrice de contiguïté. 
En effet, les pays de l’UEMOA convergent vers leur niveau de revenu par tête d’équilibre 
de long terme ; confirmant ainsi le processus de rattrapage. Du côté des émissions de CO2, 
il n’y a pas de convergence et par conséquent le processus de rattrapage est inexistant. Ce 
qui indique que les résultats ne sont pas systématiquement influencés par le choix de la 
matrice de poids (matrice de contiguïté ou matrice de distance). Nos résultats sont en 
conformité avec ceux de Baumont & Le Gallo (2000). Elles ont montré avec une simple 
matrice de contiguïté et quatre différentes matrices de distance, que la configuration 
globale des résultats est quasiment la même ; le processus de convergence n’est pas 
influencé entre les régions de l’Europe. 
 Les résultats de l’estimation du modèle de convergence avec une matrice  distance 
ne contredisent pas ceux obtenus avec une matrice de contiguïté dans la zone UEMOA. En 
effet, l’existence de convergence conditionnelle du PIB par tête et l’absence de 
convergence conditionnelle des émissions de CO2 sont confirmées. Cette absence de 















Tableau II.5 : Récapitulatif des résultats de l’analyse de la convergence  
 









Effets directs Effets indirects  
PIB par tête Oui 
ϑ=0.8 % 
DV = 98 ans 
Oui 
ϑ=1.85  











Coefficients ρ et γ sont 
significatifs avec un apport de gain 
de vitesse de convergence 
conditionnelle de plus de 1 % par 
an. 
CO2 par tête Oui 
ϑ=1.36 % 






Scolarisation et aux 
d’ouverture) 
Positifs (investissement) 
Négatifs (taux de 
scolarisation et taux 
d’ouverture) 
Coefficients ρ et γ sont 
significatifs avec un effet 
d’inhibition sur le  processus de 
convergence conditionnelle. 




VI – CONCLUSION 
 Ce chapitre analyse la relation croissance – environnement dans un cadre 
dynamique de croissance. Elle est effectuée à travers la notion de convergence du revenu 
réel et celle des émissions de CO2 par habitant par le Green Solow Model (GSM), avec une 
prise en compte de la dimension spatiale dans la zone UEMOA entre 1970 et 2010. La 
convergence est définie comme la réduction de la différence ou de la dispersion entre des 
séries dans le temps. Plusieurs notions de convergence existent. La convergence absolue 
concerne l’évaluation de la tendance au rapprochement des niveaux de vie de différentes 
économies dans le temps et renvoie à la notion de rattrapage des économies. La 
convergence conditionnelle s’entend comme l’évolution de chaque économie vers son 
propre sentier de croissance. Toutefois les deux notions sont liées par le concept de sentier 
de croissance des pays étudiés.  
Au terme de l’analyse de la convergence du PIB par tête et des émissions de CO2 
par tête dans la zone UEMOA, nous pouvons élaborer un tableau récapitulatif des résultats 
obtenus, tableau II.5. Plusieurs conclusions peuvent être tirées de ce tableau. (i) Il apparaît 
globalement que l’hypothèse de convergence est clairement vérifiée pour le PIB par tête 
dans l’UEMOA, mais elle ne l’est pas pour les émissions de CO2. En effet, il y a 
convergence conditionnelle du PIB par tête avec ou sans la prise en compte des effets 
frontières. Dans le cas du CO2, il y a convergence conditionnelle lorsque la dépendance 
spatiale est ignorée et absente lorsqu’elle est prise en compte. (ii) Les effets frontières ont 
un impact inhibiteur sur le processus de convergence conditionnelle des émissions de CO2 
par tête dans l’Union. Mais ces effets frontières constituent un facteur de renforcement et 
d’accélération du processus de convergence conditionnelle du PIB par tête. (iii) Les 
variables de contrôle, le taux d’investissement, le taux de croissance de la population, le 
développement financier, ont des effets totaux significativement positifs sur le  PIB par 
tête. Sur les émissions de CO2 par tête, seuls l’investissement et le taux de scolarisation ont 
des effets totaux significativement négatifs. (iv) Les effets directs des variables de contrôle 
ont de façon générale une amplitude plus importante que celle des effets indirects. Les 
effets directs des variables de contrôle sont positifs sur le PIB par tête et négatifs sur le CO2 




par tête, sauf le taux d’ouverture. Ces effets sont relativement proches des coefficients 
estimés, ce qui indique l’absence ou la faiblesse des effets de rétroaction. (v) Les 
coefficients ρ et γ sont significatifs, aussi bien pour le PIB que pour le CO2, ceci justifie 
bien la nécessité de prendre en compte les effets de frontières pour estimer le coefficient 
de convergence dans l’UEMOA, au risque d’obtenir des résultats biaisés. 
Comme précisé plus haut, la convergence fait référence au processus de rattrapage. 
Dans le cas de l’UEMOA comme dans toute union économique et dans un contexte de 
mondialisation, il est opportun de tenir compte des interactions entre les pays, ce qui a été 
empiriquement prouvé (ρ et γ significatifs). La vitesse de convergence conditionnelle 
indique la vitesse à laquelle le PIB par tête converge vers son niveau d’état stationnaire de 
long terme dans l’UEMOA et elle atteint 1.85% par an et le processus durera entre 44 ans. 
Ce qui n’est pas le cas pour les émissions de CO2 par tête. Le rattrapage du revenu par tête 
dans l’union n’est pas suivi par celui des émissions de CO2. Ce résultat correspond plutôt à 
une situation désirable. Toutefois, il laisse penser que l’intégration régionale dans cette 
zone est restée quasi économique et ne s’est pas encore étendue à d’autres secteurs tels que 
le secteur de l’environnement. 
L’hétérogénéité des pays de l’Union constaté dans la relation croissance – 
environnement dans un cadre statique (chapitre I) est retrouvée aussi dans l’analyse 











ANNEXES DU CHAPITRE II 
Annexe IIa : Convergence conditionnelle du PIB par tête (avec une matrice distance) 
Variable endogène : log(PIB/tête) 
  SANS EFFETS SPATIAUX        AVEC EFFETS SPATIAUX 
RZ                        SDM             SAR 
 Pooled       Within   GMM      Sys-GMM                 GMM         Sys-GMM           ML               GMM         Sys-GMM             ML 
Const  97, 50*** -20, 63   53, 58*** 51, 01*** 55, 45*** - 41, 16*** 40, 10***  - 
 (0.00)  (0.40)        (0.00)   (0.00) (0.00)  (0.00) (0.00) 
ρ       0, 02 0, 01  0, 14***  -0, 02  0, 03** 0, 15***       
      (0.19)  (0.24)  (0.00)  (0.61)  (0.01)  (0.00) 
γ       0, 03** 0, 03**   0.03**       
      (0.04)  (0.02)  (0.01) 
ln(yt-1) 0, 9979*** 0, 993*** 0, 972***  0, 994*** 0, 99*** 0, 99*** 0, 985**  0, 99*** 0, 99***  0.985*** 
  (0.00)  (0.00) (0.00) (0.00) (0.00) (0.00) (0.04) (0.00) (0.00) (0.00) 
ln(s)  0, 17**  0, 73*** 0, 78***   0, 27***  0, 14*** 0, 14***   0, 15**  0, 13** 0, 14***  0,12*** 
 (0.01) (0.00) (0.00) (0.00) (0.00) (0.00) (0.01) (0.01) (0.00) (0.00) 
ln(n) 0, 06 0, 03 -0, 003 0, 04*** 0, 23*** 0, 25*** 0, 26** 0, 25*** 0, 26*** 0, 10** 
 (0.27) (0.59) (0.78) (0.00) (0.00) (0.00) (0.01) (0.00) (0.00) (0.03) 
ln(tf) 0, 36*** 0, 28*** 0, 39*** 0, 69*** 0, 34*** 0, 40*** 0, 15*** 0, 34*** 0, 31*** 0, 02*** 
 (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) 
ln(ts) 0, 05 0, 39*** 0, 17*** 0, 08*** -0, 06** -0, 06 0, 04 0, 05 0, 03 0, 03 
 (0.41) (0.00) (0.00) (0.00) (0.04) (0.91) (0.20) (0.20) (0.23) (0.41) 
ln(ouv) -0, 03 -0, 007 -0, 08*** -0, 15*** -0, 03 -0, 07 0, 01 0, 02 0, 02 0, 01 
 (0.57) (0.99) (0.00) (0.00) (0.33) (0.24) (0.16) (0.52) (0.41) (0.50) 
Vitesse 0, 22 % 0, 8 % DIV 0, 71 % 1, 28 % 1, 28 % 2, 32 % 1,28 % 1, 28 % 2, 32 % 
    
R2 0.39  0.56   0.61 0.43 0.64 0.34 0.38 0.68 
AR(1)    -7, 21*** -9,75*** -4, 30*** -3, 09***  -5, 72*** - 4, 01*** 
   (0.00) (0.00) (0.00) (0.00)  (0.00) (0.00) 
AR(2)    1, 83* 1, 93* 2,01 2, 07  0, 80 0, 72 
    (0.054) (0.054)  (0.33) (0.25)  (0.21) (0.50) 
Sargan test    301, 42* 325, 36*   214, 29 240, 47  203, 00 206, 53  
   (0.07) (0.050) (0.85) (0.83)  (0.86) (0.62) 
Notes : (*), (**) et (***) indiquent la significativité aux seuils de 10%, 5% et 1% respectivement. ML = Maximum de Vraisemblance. Les P-value sont entre parenthèses. DIV indique une situation de divergence 
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Annexe IIb : Convergence conditionnelle des émissions de CO2 par tête ( avec une matrice distance) 
Variable endogène : log( CO2/tête) 
  SANS EFFETS SPATIAUX        AVEC EFFETS SPATIAUX 
¯°MZ                        SDM             SAR 
Pooled       Within      GMM      Sys-GMM                  GMM         Sys-GMM           ML               GMM         Sys-GMM        ML 
Const 276, 77***        389, 66*** 416, 03*** 339, 89*** 221, 18*** 181, 01*** - 174, 12*** 204, 52***  - 
 (0.00)                     (0.00) (0.00)  (0.00) (0.00) (0.00)   (0.00) (0.00) 
ρ (SAR)      0, 03 0, 03 0, 15*** 0, 059** 0, 06  - 0, 05*** 
     (0.60) (0.58) (0.00)  (0.01)  (0.79)  (0.00) 
λ (SDM)       0, 05 0, 14*** 0, 10***  
                               (0.30)                    (0.00)                   (0.00) 
ln(co2t-1) 0, 9919*** 0, 99*** 0, 988*** 0, 986*** 1, 13 1, 04*** 0, 896 1, 01** 1, 11***  0, 82 
 (0.00) (0.00) (0.00) (0.00) (0.41) (0.00) (0.27) (0.04) (0.00)  (0.21) 
ln(s) 0, 045 -0, 26** -0, 19*** 0, 011 -0, 04* -0, 06* -0, 04** 0, 03 -0, 04  -0, 04* 
 0.56) (0.03) (0.00) (0.88) (0.08) (0.07) 0.03) (0.31) (0.22)  (0.05) 
ln(n) -0, 15** -0, 08 -0, 13*** 0, 014 -0, 30***  -0, 31*** -0, 07 0, 30*** -0, 30***  -0, 04 
 (0.02) (0.21) 0.00) (0.79) (0.00) (0.00) (0.16) (0.00) (0.00)  (0.32) 
ln(tf) -0, 22*** -0, 28*** -0, 34*** -0, 55*** -0, 26*** -0, 26*** -0, 13 -0, 27*** -0, 27***  0, 08 
(0.0) (0.00)  (0.00) (0.00) (0.00) (0.00) (0.46) (0.00) (0.00) (0.47)  (0.54) 
ln(ts) -0, 29*** -0, 07*** -0, 85*** -0, 42*** -0, 13*** -0, 11*** -0, 1** -0, 12*** -0, 12***  0, 06 
 (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.04) (0.00)  (0.00)  (0.20) 
ln(ouv) 0, 03 0, 03 0, 09*** 0, 19*** 0, 02 0, 02 0, 03** 0, 01 0, 02  0, 10 
 (0.38) (0.53) (0.00) (0.00) (0.13) (0.15) (0.01) (0.25) (0.71)  (0.24) 
Vitesse 1, 04 % 1, 36 %  1, 76 % 2, 14 % NS DIV NS DIV DIV NS 
   
R2 0.25  0.46   0.51 0.50 0.71 0.50 0.54 0.75 
AR(1)   -9, 24*** -12, 57*** -12, 01*** -12, 16***  -15, 85*** -15, 72*** 
   (0.00 (0.00) (0.00) (0.00)  (0.00) (0.00) 
AR(2)   -2, 34*** -6, 82*** 2,16 2, 04  2, 30 2, 13 
   (0.00) (0.00) (0.13) (0.20)  (0.22) (0.19) 
Sargan test                    -325, 82***   -444, 76*** 202, 01 200, 19  220, 12 272, 84 
   (0.00) (0.00) (0.74) (0.55)  (0.81) (0.80) 
Notes : (*), (**) et (***) indiquent la significativité aux seuils de 10%, 5% et 1% respectivement. Les P-value sont entre parenthèses. NS = Non Significatif. DIV indique une situation de divergence
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CONCLUSION DE LA PARTIE 1 
 
 Dans cette partie, il s’est agit essentiellement d’évaluer la relation entre la 
croissance et la pollution dans la zone UEMOA, plus spécifiquement la relation entre le 
PIB par tête et les émissions de CO2 entre 1970 et 2010. Cette analyse a été faite de deux 
manières différentes qui sont complémentaires. La première méthode considérée comme 
statique, a consisté à rechercher la position de l’Union sur la courbe de Kuznets 
Environnementale. Cette dernière stipule que dans le processus de développement, la 
pollution augmente d’abord avec la croissance économique avant de baisser après avoir 
atteint un niveau maximum, décrivant ainsi une relation en forme de « U » inversé.  La 
deuxième méthode a recherché la relation PIB – CO2 dans un cadre plus dynamique de 
croissance économique, avec une prise en compte des effets d’interaction spatiale. 
 Il est apparu d’un côté que la forme de la relation PIB – CO2 n’est pas uniforme 
dans l’UEMOA. En effet, nous avons trouvé que l’hypothèse EKC n’est pas vérifiée dans 
tous les pays. Les pays dans lesquels elle vérifiée, le point de retournement reste 
indéterminé. Nous en avons déduit que la zone UEMOA est caractérisée par 
l’hétérogénéité des pays, et l’Union se situe sur la partie ascendante de l’EKC. En d’autres 
termes, la relation PIB – CO2 est positive. 
 De l’autre côté, l’analyse de la relation PIB – CO2 dans un cadre dynamique de 
croissance à travers la convergence du PIB par tête et la convergence des émissions de CO2 
par tête a permis de confirmer l’hétérogénéité des pays de l’Union, qui viendrait du côté 
du CO2. En effet, les résultats ont montré qu’il y a une convergence du PIB par tête, alors 
qu’il n’y a pas de convergence des émissions de CO2. Le rattrapage du PIB par tête n’est pas 
suivi par celui des émissions de CO2. 
 Les résultats ont montré que la dépendance spatiale a un effet positif sur la 
convergence du PIB par tête, elle fait gagner plus d’un point de vitesse de convergence. En 
revanche, elle a un effet d’inhibition sur la convergence des émissions de CO2.  
 Dans la suite des travaux, nous tenons compte de l’hétérogénéité de l’Union et 


































INTRODUCTION DE LA PARTIE 2 
Nous avons pu montrer dans la partie 1, grâce à une analyse par le Green Solow 
Model (GSM), qu’il n’y a pas de convergence entre pays, des émissions de CO2, dans 
l’UEMOA. Rappelons que le GSM est inspiré du modèle de croissance de Solow lui-même 
fondé sur les hypothèses de rendements décroissants du capital et de progrès 
technologique dans la production, clefs de la convergence. Le GSM fournit une explication 
théorique de la relation empirique entre le niveau du revenu et la qualité de 
l’environnement dont une forme particulière est l’EKC. Ainsi l’on peut en déduire que 
l’absence de convergence pourrait être liée au fait que l’hypothèse EKC ne soit pas vérifiée 
dans la zone UEMOA entre 1970 et 2010. En effet nous avons montré, d’une part, que 
l’EKC n’est pas vérifiée dans l’Union, mais nous n’avons pu trouver d’autre part, aucune 
des formes de relations hypothétiques définies dans la littérature.  
L’analyse de l’élasticité revenue des émissions de CO2, à travers l’indice decoupling, 
les écarts, relativement grands, entre les effets individuels estimés dans le modèle de l’EKC 
et l’absence de convergence des émissions de CO2 indiquent bien qu’il y a une 
hétérogénéité des pays dans l’Union. Il est donc nécessaire de tenir compte de cette 
hétérogénéité dans la recherche de solutions pour une meilleure maitrise des émissions de 
polluants dans l’UEMOA dans sa dynamique de croissance. 
Théoriquement et empiriquement l’énergie est considérée comme un facteur de 
production mais aussi comme une source de pollution. Dans cette partie, nous analysons la 
relation croissance - énergie – environnement dans chacun des pays de l’UEMOA. Dans 
un premier temps nous étudions les liens de causalité entre les variables PIB par tête, 
consommation d’énergie par tête et émissions de CO2 par tête, dans le chapitre III. Ce qui 
nous permet d’établir les triangles de causalité de long terme. Puis dans le chapitre IV, 
nous analysons les effets des chocs d’offre et des chocs  énergétiques sur l’environnement 




























CHAPITRE III :  CAUSALITE ENTRE PIB, ENERGIE  ET CO2 
I – INTRODUCTION 
 Partout dans le monde, la question du réchauffement climatique est abordée avec 
beaucoup d’intérêt et d’inquiétude. Selon l’IPCC, le Panel Intergouvernemental sur le 
Changement Climatique, le réchauffement climatique est le plus important problème 
environnemental de note temps, provoqué par les émissions de gaz à effet de serre, surtout 
le CO2 (environ 60 %) provenant essentiellement de l’utilisation des énergies fossiles 
(Mehrara, 2007).  La menace du réchauffement climatique et du changement climatique a 
été l’une des questions dominantes pendant les trois dernières décennies aussi bien sur le 
plan politique qu’économique (Aspergis & Payne, 2010). Face à cette menace, la question 
qui se pose aux chercheurs est : comment atténuer les effets néfastes du changement 
climatique ? Le sommet international sur le développement durable, Johannesburg (2002) 
a souligné l’influence néfaste de l’énergie sur l’environnement d’une part, mais aussi son 
importance dans le processus de développement économique. L’énergie est considérée 
comme l’outil indispensable pour le développement durable. Dans ces conditions, la 
détermination du lien de causalité entre la consommation d’énergie, la croissance 
économique et les émissions de polluants a une importance particulière pour les 
chercheurs et les responsables ou décideurs. En effet, elle permet d’en déduire les 
implications de politiques énergétiques, économiques et environnementales adéquates 
pour atteindre l’objectif de développement durable. La relation entre la croissance 
économique et les émissions de polluants 14 est étroitement lié à la relation entre la 
consommation d’énergie et les émissions de polluants  (Ozturk & Uddin, 2012). 
Restreindre la consommation d’énergie aura pour effets de freiner les émissions de 
polluants d’une part, mais aussi de freiner la croissance économique d’autre part. 
Toutefois, le lien de causalité énergie-croissance-pollution peut varier pour un pays dans 
le temps ou d’un pays à un autre, dans la mesure où il peut  dépendre  d’autres facteurs tels  
 
14. Voir Dinda (2004) sur l’EKC ou le chapitre 1 




que  la  structure  de l’économie, l’intensité des échanges commerciaux, etc. A la suite de 
l’analyse de la convergence du revenu par tête et des émissions de CO2 d’une part, de 
l’hypothèse EKC d’autre part, une interrogation a émergée. Celle-ci peut s’exprimer de 
façon synthétique comme il suit : les performances énergétiques, environnementales et 
économiques sont-elles liées dans la zone UEMOA ? S’agit – il de relations 
unidirectionnelles ou bidirectionnelles ?  
Selon Angeloni et al. (2003), connaître les mécanismes de transmission d’une 
politique permet aux décideurs de surveiller correctement l’état de l’économie, de prendre 
les décisions adaptées de politiques économiques et d’expliquer au public l’intérêt de ces 
décisions. Dans la littérature, l’étude du lien tripartite entre la croissance, la 
consommation d’énergie et la pollution est quasi inexistante dans les pays de l’UEMOA. 
Ce qui justifie l’intérêt de ce chapitre. 
  Ce chapitre a pour objectif de renseigner les influences mutuelles des variables en 
question dans les pays de l’UEMOA. Toutefois la théorie économique établit quatre liens 
hypothétiques entre la consommation d’énergie et le produit intérieur. Ce sont : 
l’hypothèse de neutralité, l’hypothèse de croissance, l’hypothèse de rétroaction et 
l’hypothèse de conservation. Entre le produit et la qualité de l’environnement, la théorie 
économique a défini  des formes de relation diverses. Il s’agit de la relation linéaire 
(positive ou négative) à la relation en forme de  « U » inversé dite hypothèse de Kuznets en 
passant par la relation en forme de « N », en forme de « N » inversé et enfin la relation 
nulle. Aussi, depuis plus d’un demi-siècle, les spécialistes de l’énergie et de 
l’environnement établissent ou font un lien plus ou moins évident dans leurs analyses et 
commentaires entre la dégradation persistante de l’environnement et l’utilisation accrue 
de l’énergie. Tous ces liens de causalité théoriques ou analytiques interpellent d’une part, 
sur les dangers de l’action humaine et appellent d’autre part, à des mesures pour assurer le 
bien être des générations dans le temps. Une difficulté se trouve dans le fait que ces liens 
ne sont pas uniformes aussi bien dans le temps que dans l’espace (géographie). Ce qui 




justifie aussi l’intérêt de cette partie. En effet nous étudions ici le sens et l’intensité de 
l’influence des variables PIB réel, consommation d’énergie par tête et émissions de CO2 
par tête dans la zone UEMOA les unes sur les autres.  
 La suite du chapitre est structurée de la façon suivante, la section II fait une revue 
de littérature sur le lien énergie-croissance-pollution. La section III présente le modèle et 
la méthodologie. La section IV commente les résultats des estimations en se focalisant sur 
la vitesse d’ajustement de long terme. La section V prend en compte l’hétérogénéité dans 
les pays et le biais d’endogénéité dans les régresseurs et estime les relations de long terme. 
La section VI conclut. 
 
II – LE LIEN DE CAUSALITE ENERGIE, CROISSANCE ET ENVIRONNEMENT : UNE 
REVUE DE LITTERATURE 
  La relation entre la consommation d’énergie et la croissance économique, de 
même que la relation entre la croissance économique et les émissions de polluants, ont fait 
l’objet de nombreuses investigations durant ces trois dernières décennies. Il y a eu 
principalement trois axes de recherches dans la littérature. Le premier axe de recherche 
est la relation entre la croissance économique et la consommation d’énergie. Le deuxième 
axe a concerné la relation entre la croissance économique et la pollution. Enfin, le 
troisième axe combine les deux premiers axes en étudiant simultanément la relation entre 
la croissance économique, la consommation d’énergie et la pollution dans un même 
modèle. 
Le lien croissance économique et énergie a été largement étudié. Les résultats 
empiriques de ces études, de façon générale, sont très variés et souvent contradictoires, 
(voir tableaux a1 et a2 des annexes). Ils semblent différents sur l’existence et la direction 
du lien de causalité et sur leurs implications de politique énergétique de court terme et de 
long terme. Ces implications de politiques énergétiques peuvent significativement 
dépendre du type de causalité qui existe entre la consommation d’énergie et le taux de 
croissance (Ozturk, 2010). Le manque de consensus dans les résultats des études portant 




sur un même pays ou une même zone géographique se trouve donc lié aux différences 
méthodologiques et / ou aux différences de bases de données prises en compte. Par 
exemple Kraft & Kraft (1978), avec des données annuelles entre 1947 et 1974, ont trouvé 
par la méthode de Granger qu’aux Etats-Unis la croissance « Granger cause » l’énergie. 
Cependant,  Yu & Hwang (1984) n’ont trouvé aucun lien entre 1947 et 1979 par la 
technique de Sim. Par la méthode de correction d’erreurs, Hwang & Gum (1991) ont 
montré qu’à Taïwan entre 1961 et 1990, la relation est bidirectionnelle entre l’énergie et la 
croissance, tandis que Cheng & Lai (1997) entre 1954-1993 ont trouvé que la relation est 
unidirectionnelle du PIB vers l’énergie. Lee (2005) et Lee & Chang (2007b) ont trouvé des 
résultats opposés pour les pays en voie de développement. Lee (2005) par un VECM sur la 
période 1975-2001 a trouvé que l’énergie « Granger cause » la croissance. Pour Lee & 
Chang (2007b) la relation est plutôt dans le sens croissance vers énergie, par la méthode 
VAR et GMM entre 1965-2002. Deux études sur la Corée ont aussi eu des résultats 
contradictoires, Glasure (2002) avec des données annuelles entre 1961 et 1990 a trouvé 
une relation bidirectionnelle, l’énergie et le PIB s’influencent mutuellement, mais Oh & 
Lee (2004) ont trouvé une relation de causalité unidirectionnelle, l’énergie cause le PIB 
entre 1970 et 1999. Dans les pays du G-7, Soytas & Sari (2006), dans une étude qui a 
couvert la période 1960-2004, ont déterminé l’existence de trois formes de lien, le PIB 
cause l’énergie en Allemagne, l’énergie cause le PIB en France et aux Etats-Unis et enfin 
l’énergie et le PIB s’influencent mutuellement en Italie, au Canada, au Japon et en 
Angleterre. De leur côté Narayan & Smith (2008) n’ont trouvé qu’un seul sens dans les 
pays du G-7, l’énergie cause le PIB dans leur étude couvrant la période 1972-2002. 
Aspergis & Payne (2009) ont eux démontré la possibilité de l’évolution de la relation de 
causalité dans le temps. En effet, par leurs travaux sur des pays du Commonwealth, ils ont 
démontré qu’entre l’énergie et le produit, le lien de causalité est unidirectionnel dans le 
court terme, l’énergie cause le produit et il est bidirectionnel dans le long terme.    
 Pour des zones géographiques distinctes, la diversité du sens du lien de causalité 
peut être due aux caractéristiques des pays telles que l’approvisionnement en énergie 
locale, l’histoire politique et économique, les différences institutionnelles et culturelles, les 




politiques énergétiques mises en œuvre, etc. (Chen et al, 2007). Selon Ighodaro (2010), 
l’absence de consensus sur le sens de causalité entre la consommation d’énergie et la 
production entre les économies pourrait être due à la différence des caractéristiques de 
consommation d’énergie aussi bien que les sources de l’énergie, ce qui pourrait avoir des 
impacts variés sur la croissance économique. En effet, par des méthodes d’analyse très 
proches, Cheng & Lai (1997) montrent que la relation de causalité est dans le sens 
croissance-énergie à Taïwan, Stern (2000) trouve que l’énergie cause la croissance aux 
Etats-Unis, Fatai et al. (2004) ne trouvent aucun lien de causalité pour la Nouvelle Zélande 
tandis que Ghali et El-Sakka (2004) trouvent qu’elle est bidirectionnelle au Canada. Ces 
pays sont différents les uns des autres en ce qui concerne le secteur énergétique. Seul le 
Canada est un exportateur net d’énergie et il a aussi le plus haut niveau d’intensité 
énergétique, avant les Etats-Unis, la Nouvelle Zélande et le Taïwan. En revanche le 
Taïwan a le taux de croissance de l’intensité énergétique le plus élevé, 0.28 en 2009 contre 
0.21 pour le Canada et 0.17 pour les Etats-Unis et la Nouvelle Zélande.  
 Depuis que l’idée de l’étude du lien de causalité entre la consommation d’énergie 
et la croissance a été introduite par Kraft & Kraft (1978), plusieurs travaux ont porté sur 
cet exercice. Dans la littérature, la direction de la relation de causalité entre ces deux 
variables est définie en quatre catégories, chacune ayant d’importantes implications de 
politiques énergétiques (Ozturk, 2010 ; Aspergis & Payne, 2009a ; Squalli, 2007 ; Chen et 
al., 2007 ; Mozumder & Marathe, 2007 ; Yoo, 2005 ; Jumbe, 2004 ; Shiu & Lam, 2004). Les 
quatre relations hypothétiques définies dans la littérature sont les suivantes : 
1 – L’hypothèse de neutralité : elle stipule qu’il n’existe aucune relation de causalité 
entre la consommation d’énergie et le taux de croissance économique. Ces deux variables 
ne sont donc pas corrélées. Ceci implique que ni une politique de conservation d’énergie 
(restrictive en énergie), ni une politique intensive en énergie n’influence le niveau de 
création de richesse d’une économie. 




2 – L’hypothèse de conservation : elle stipule qu’il existe une relation de causalité 
unidirectionnelle de la croissance vers la consommation d’énergie. En d’autres termes plus 
de croissance entraîne un accroissement de la consommation d’énergie. Ce qui implique 
qu’une politique énergétique restrictive peut être mise en œuvre dans une économie sans 
effets pervers sur la croissance. 
3 – L’hypothèse de croissance : cette hypothèse indique qu’il existe une relation 
unidirectionnelle qui part de la consommation d’énergie vers la croissance économique. 
Elle suppose que la consommation d’énergie joue un rôle primordial aussi bien 
directement qu’indirectement dans le processus de production. L’énergie est ici considérée 
comme un facteur de production complémentaire aux facteurs habituels que sont le capital 
et le travail. Dans ces conditions, la politique énergétique mise en œuvre influence le 
niveau de production. 
4 – L’hypothèse de rétroaction ou de  « feedback »: ici, il existe un lien de causalité 
bidirectionnelle entre la consommation d’énergie et la croissance. Les deux s’influencent 
mutuellement. Ce qui implique que les politiques énergétiques et économiques devront 
être mises en œuvre conjointement.  
 Okey (2009) a établi une relation bidirectionnelle, hypothèse de rétroaction, dans 
le court terme entre l’énergie et le PIB sur la période 1970-2005 par des tests de 
cointégration et de causalité de Granger dans quatre pays de l’UEMOA. Ce qui 
impliquerait que chacun de ces pays peut mettre en œuvre les politiques économiques et 
énergétiques conjointement. Nous avons toutefois indiqué plus haut que les résultats de 
l’étude du lien de causalité sont influencés par l’étendue de la période considérée et la 
méthodologie utilisée. Notre étude a par conséquent, tout un intérêt dans la mesure où 
elle couvre la période 1970-2010 ; elle porte sur les sept pays membres fondateurs de 
l’UEMOA.  
Le deuxième axe de recherches s’est focalisé sur le lien de causalité entre la 
croissance économique et les émissions de polluants. La littérature sur la qualité de 
l’environnement et la croissance économique dans le cadre de la vérification de l’existence 




ou la validité de la courbe de Kuznets environnementale (EKC). Les travaux précurseurs 
de Kuznets (1955) qui ont établit une relation en forme de « U » inversé entre la croissance 
économique et les inégalités de revenu, ont été reformulé pour retrouver cette forme de 
relation entre la croissance économique et la qualité de l’environnement. Dans ce 
contexte, Grossman & Krueger (1991) ont été les premiers à tester l’EKC. Ils ont été suivis 
par plusieurs autres auteurs 15, entre autres Shafiq (1994), Heil & selden (1999), Friedl & 
Getzner (2003), Dinda & Coondoo (2006), Ang (2007), Acaravci & Ozturk (2010), Pao & 
Tsai (2011). Toutefois les conclusions sont diversifiées et souvent contradictoires et dans la 
plupart des cas, l’EKC n’est pas observée. Selden & Song (1994), Galeotti, Manera & Lanza 
(2009), Tunc et al. (2009), Ozturk (2010) ont pu démontrer dans différentes économies la 
validité de l’EKC. En revanche, Holtz-Eakin & Selden (1995) trouvent une relation 
monotone et positive entre la croissance économique et la pollution, d’une part et Friedl & 
Getzner (2003), une relation en forme de « N » inversé, d’autre part. De leur côté, Agras & 
Chapman (1999), Richmond & Kaufman (2006) etc., concluent à une relation neutre. 
Le troisième axe de recherche qui a émergé, combine les deux précédents et 
analyse  simultanément  la relation  entre  les  trois variables croissance-énergie-pollution.  
Certaines des récentes investigations de cette approche ont été menées par exemple par 
Soytas et al. (2007), Akbostanci et al. (2009), Soytas & Sari (2009), Zhang & Cheng (2009), 
Jalil & Mahmud (2009), Ozturk & Acaravci (2010), Apergis & Payne (2010), Alam et al. 
(2011) etc.  
Par exemple Izyan et al. (2013) ont analysé le lien de causalité entre la 
consommation d’énergie, la croissance économique et les émissions de CO2 dans trois pays 
de l’Association des Pays de l’Asie du Sud-Est (ASEAN), la Malaisie, l’Indonésie et 
Singapour  sur  la  période  1975-2011. Les  résultats  sont  différents  d’un  pays  à  l’autre.  
En Malaisie, il existe deux relations de causalité unidirectionnelle allant des émissions de 
CO2  vers la consommation  d’énergie et de la  consommation  d’énergie vers la  croissance  
 
15. Pour plus de détail, voir Dinda (2004), Stern (2004





économique. En Indonésie, la croissance économique granger cause les émissions de CO2  
et l’énergie granger cause la croissance. Dans le cas de Singapour, il n’y a pas de relation de 
causalité entre ces trois variables. 
Arouri et al. (2012) ont analysé l’EKC dans 12 pays du Moyent-Orient et de 
l’Afrique du Nord (MENA) entre 1981 et 2005. Ils ont trouvé que l’EKC n’est pas vérifiée 
et ils en déduisent que tous les pays membres du MENA ne sauraient réduire leurs 
émissions de CO2 sans freiner la croissance économique. Par des tests de racine unitaire et 
de cointégration en panel, ils ont établi pour toute la zone dans son ensemble que la 
consommation d’énergie a un impact significativement positif sur les émissions de CO2 
dans le long terme et la relation entre la croissance et les émissions de CO2 est une relation 
quadratique.  
Alam et al. (2011), ont étudié le lien de causalité entre la consommation d’énergie, 
le dioxyde de carbone (CO2) et le revenu sur la période  1971-2006 en Inde. Leurs résultats 
montrent l’existence d’une relation bidirectionnelle de long terme entre la consommation 
d’énergie et les émissions de CO2. En revanche, la relation est neutre entre d’une part le 
revenu et la consommation d’énergie, d’autre part entre le revenu et les émissions de CO2.  
De leur côté Wang et al. (2011) confirment dans leur étude sur 28 provinces 
Chinoises entre 1995 et 2007, l’existence de relations de causalité entre la croissance 
économique, la consommation d’énergie et les émissions de CO2. Par un VECM, ils ont 
trouvé que les relations entre le CO2 et l’énergie, d’une part et entre la croissance et 
l’énergie, d’autre part sont bidirectionnelles dans le court terme. Dans le long terme, 
l’énergie et la croissance influencent les émissions de CO2, mais aussi, la croissance et le 
CO2 ont un impact sur la consommation d’énergie.  
Al-Mulali (2011), dans son étude sur les pays du Moyen-Orient et de l’Afrique du 
Nord (MENA) sur la période 1980-2009, a démontré que les émissions de CO2 et le pétrole 
ont une relation de long terme avec la croissance économique. Toutefois, les résultats de 




ses estimations ont révélé l’existence d’une relation bidirectionnelle de court terme entre 
le CO2, la consommation de pétrole et la croissance économique.  
Apergis & Payne (2010) ont considéré 11 pays du Commonwealth sur la période 
1992-2004, pour lesquels ils ont étudié les liens de causalité entre la consommation 
d’énergie, le PIB réel et les émissions de CO2. Ils ont trouvé dans le court terme une 
relation bidirectionnelle entre la consommation d’énergie et le PIB réel et deux relations 
unidirectionnelles du PIB réel vers les émissions de CO2, d’une part et de la consommation 
d’énergie vers les émissions de CO2, d’autre part. Dans le long terme, il existe une relation 
bidirectionnelle entre l’énergie et le CO2. En revanche, la relation entre le PIB réel et le 
CO2 a une forme de « U » inversé, les émissions de CO2 croissent d’abord  avec le PIB réel 
puis baissent après avoir atteint un certain seuil.  
 
III – LA METHODOLOGIE D’ESTIMATION DU LIEN DE CAUSALITE ET LA 
PRESENTATION DES DONNEES 
 
 III – 1 – Les données 
 L’analyse porte sur les pays de l’UEMOA (Union Economique et Monétaire Ouest 
Africaine) qui regroupe huit pays que sont le Bénin, le Burkina Faso, la Côte d’Ivoire, la 
Guinée Bissau, le Mali, le Niger, le Sénégal et le Togo. Les principales variables de 
l’analyse sont le PIB par tête, la consommation d’énergie par tête et les émissions de CO2. 
Les données sur le PIB par tête et les émissions de CO2 pour ces pays ont été tirées de la 
base de données de la Banque Mondiale (World Development Indicators (WDI, 2012)) et 
celles sur la consommation de la base de données de la BCEAO (Banque Centrale des Etats 
de l’Afrique de l’Ouest). Le PIB par tête est exprimé en dollar US (prix constant), le CO2 
est exprimé en tonne métrique par tête et la consommation d’énergie en kilotonne 
équivalent pétrole (ktep). Nous prenons le logarithme de ces variables. Cette 
transformation en logarithme facilite d’une part, l’interprétation des coefficients estimés 




qui sont lus comme des élasticités et peut maîtriser d’autre part, le problème 
d’hétéroscédasticité. En effet, la transformation logarithmique permet de résoudre ou de 
réduire les écarts entre les variables liés aux différences dans leurs unités de mesure 
(Gujarati, 1995). Une autre variable est utilisée comme variable de contrôle, il s’agit du 
logarithme du taux d’investissement utilisé comme une variable proxy du taux d’épargne. 
Cette variable a pour source la base de données de la BCEAO. Nous avons finalement 
considéré sept des huit pays de la zone pour des raisons d’indisponibilité de données pour 
la Guinée Bissau et les données couvrent la période  1970 – 2010.  
 
 III – 2 – La méthodologie  
  
 Notre objectif dans cette analyse est de déterminer le lien de causalité entre la 
consommation d’énergie, la croissance économique et les émissions de CO2 dans les pays 
de l’UEMOA. Une  variable additionnelle est introduite, il s’agit du taux d’investissement. 
Pour estimer la relation entre les variables,  nous spécifions le modèle à équations multiple 
suivant, équation (1), (2) et (3) respectivement :  
 
µ*&'( = ] + µ*)¶ + 
µ*#$2 + µ*'¶·)¸ +                (1) 
µ*)¶ = ] + µ*&'( + 
µ*#$2 + µ*'¶·)¸ +                      (2) 
µ*#$2 = ] + µ*&'( + 
µ*)¶ + µ*'¶·)¸ +                        (3) 
 
Où lnPIB est le logarithme du PIB par tête, lnEN est le logarithme de la consommation 
d’énergie par tête, lnCO2 est le logarithme des émissions de CO2 par tête. µ*'¶·)¸ est 
le logarithme du taux d’investissement. Nous adoptons une procédure en quatre étapes 
pour déterminer les relations de causalité. 
 




 III – 2 – 1 – L’analyse de la stationnarité des séries  
 
 La première étape de notre analyse est de s’assurer de la stationnarité des séries ou 
de l’ordre d’intégration de chacune d’elles. Cette étape est importante dans la mesure où, 
l’utilisation de variables non stationnaires dans une régression peut avoir des 
conséquences telles que l’obtention de coefficients non efficients, des prévisions non 
optimales et des tests de significativité non valides (Granger, 1969). Une série temporelle 
est stationnaire si sa moyenne et sa variance ne varient pas avec le temps, sinon elle est 
dite non stationnaire. Nelson & Plosser (1982) pensent que la plupart des variables 
économiques ne sont pas stationnaires. Ce point de vue est soutenu par Curtains (1955) 
qui ajoute que les séries deviennent stationnaires lorsqu’elles sont différenciées une fois ou 
plus. L’analyse des séries temporelles non stationnaires est devenue un exercice  
incontournable dans la pratique économétrique courante, pour éviter les problèmes posés 
par l’utilisation de variables non stationnaires. De façon traditionnelle, le test de racine 
unitaire de Dickey-Fuller Augmenté (ADF) est mis en œuvre pour étudier la stationnarité 
des séries temporelles. Ce dernier souffre d’un problème de faible pouvoir de rejet de 
l’hypothèse nulle de stationnarité des séries, surtout pour les données de courte période. 
Dans ce chapitre, nous mettons en œuvre en plus du test de Dickey et Fuller Augmenté 
(ADF), le test de stationnarité de Phillips & Perron (PP). Les distributions asymptotiques 
des statistiques des tests de racine unitaire ont été construites sous l’hypothèse que le 
terme des résidus est un bruit blanc. Contrairement au test de Dickey & Fuller simple, les 
tests de Dickey & Fuller Augmenté (1979) et de Phillips & Perron (1988) tiennent compte 
de l’éventualité d’une autocorrélation des résidus dans leur construction. Le premier 
propose de contrôler l’autocorrélation directement dans le modèle en incluant un ou 
plusieurs termes autorégressifs différenciés. Le second, le test de Phillips & Perron, a 
proposé une correction des estimateurs des MCO et des statistiques de Student associées. 
C’est ce qui a motivé le choix de ces tests. 
 




 III – 1 – 2 – L’analyse de la cointégration  
 Après avoir déterminé l’ordre d’intégration des séries, l’étape suivante consiste à 
détecter l’existence de relations de cointégration. Si les variables sont intégrées du même 
ordre, il est possible qu’il y ait un mouvement d’ensemble de celles-ci. Les tests de 
cointégration, qui sont considérés comme une extension des tests de stationnarité, 
permettent de détecter que les variables intégrées du même ordre ont la même tendance 
stochastique et par conséquent une relation de cointégration. Le concept de cointégration 
peut être défini comme un co-mouvement systématique à long terme entre deux ou 
plusieurs variables économiques, (Yoo, 2006). Introduite sous le nom de « spurious 
regressions » ou régressions fallacieuses dès 1974 par Engle et Newbold, la notion de 
cointégration a été formalisée d’abord par Engle & Granger en 1987 puis par Johansen en 
1991 et 1995. Les tests de Granger et de Johansen sont bien indiqués pour les séries 
temporelles. Engle & Granger (1987) ont montré qu’il est possible qu’une combinaison 
linéaire de séries intégrées du même ordre soit stationnaire avec un ordre t’intégration 
strictement inférieur à celui des variables. Le test de Granger s’articule autour de deux 
étapes, la régression statistique entre les variables intégrées du même ordre et la 
vérification de la stationnarité des résidus. La méthode de Johansen consiste à imposer des 
restrictions par la cointégration et de les tester. Pour tester la cointégration et déterminer 
le nombre de relations de cointégration, le test de Johansen-Juselius a été beaucoup utilisé. 
C’est ce test que nous appliquons ici aussi.  
 
 III – 1 – 3 – Le test de causalité et vitesse d’ajustement  
 Lorsque les résultats du test de cointégration soutiennent l’absence de relations de 
cointégration entre les variables, nous estimons un modèle VAR puis récupérons les 
fonctions de réponse impulsionnelles et la décomposition de la variance des erreurs. En 
revanche,  si les tests de cointégration confirment la présence de relations de long terme, 
les résidus des équations d’équilibre de long terme (1), (2) et (3) sont utilisés pour estimer 
les modèles à correction d’erreurs (VECM) dans la troisième étape. Le VECM est une 




restriction du VAR. Il contient un terme de cointégration représenté par un terme de 
correction d’erreurs (ECT) et contraint les variables endogènes à converger vers les 
relations de cointégration tout en permettant les ajustements dynamiques de court terme, 
Kareem et al. (2012). La correction d’erreurs implique que les variations des variables 
endogènes soient une fonction du niveau de déséquilibre dans la relation de cointégration 
qu’elle récupère. L’ECT est la méthode de correction du déséquilibre et de détermination 
des relations de court terme et de long terme entre les variables. Le modèle à correction 
d’erreur se présente de la manière suivante : 
∆µ*&'( = ] + ∑ ∆µ*&'(w + ∑ 
∆µ*)¶w + ∑ ∆µ*#$2w +1º1º1º
)#1»,w + ∑ ∑ ∆µ*'¶·)¸1º¼º+ +                                                         
(4) 
∆µ*)¶ = ] + ∑ ∆µ*)¶w + ∑ 
∆µ*&'(w + ∑ ∆µ*#$2w +1º1º1º
)#½,w + 	∑ ∑ ∆µ*'¶·)¸1º¼º+ +                                                           
(5) 
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,w +	∑ ∑ ∆µ*'¶·)¸1º¼º+ +                                                          
(6) 
Où ∆ est l’opérateur de différence première, k (k= 1, … p) est le nombre de retard optimal 
déterminé par les critères d’information AIC. Le terme )#w dans chacune des équations 
est le terme de correction d’erreur décalé d’une période, dérivé des relations de 
cointégration de long terme, équations (1) à (3) de la façon suivante : 
 
)#1», = µ*&'( − ¿µ*)¶ − ¿
µ*#$2 − ¿µ*'¶·)¸  
 )#½, = µ*)¶ − Àµ*&'( − À
µ*#$2 − Àµ*'¶·)¸  
 
)#q¾
, = µ*#$2 − Àµ*&'( − À
µ*)¶ − Àµ*'¶·)¸  
 




L’indice i désigne les pays. Les	,  et  sont les coefficients d’ajustement qui nous 
renseignent sur l’existence de relation de long terme. Les coefficients	,  et		, où 
(j=1,…3 et j=5…9) donnent les informations sur les liens de causalité de court terme.  
est le terme d’erreurs. Nous estimons dans cette partie pour chacun des pays de l’UEMOA, 
la vitesse d’ajustement vers l’équilibre de long terme. 
 
 III – 2 – 4 – La détermination des relations de causalité de long terme  
 Le modèle à correction d’erreurs permet d’estimer les relations de court terme 
d’une part et d’indiquer l’existence de relations de long terme à travers la significativité du 
terme de correction d’erreur. Pour déterminer les coefficients de long terme, des 
méthodes ont été proposé. Il est reconnu que la méthode des moindres carrés ordinaires 
ne donne pas toujours des estimateurs convergents. Pour cela, Kao & Chiang (1999) ont 
proposé l’estimateur DOLS (Dynamic Ordinary Least square). Cet estimateur n’accorde pas 
une grande importance à l’hétérogénéité des individus. Pour résoudre ce problème, 
Pedroni (2001, 2004) propose l’estimateur FMOLS (Fully Modified Least Square) qui 
permet de prendre en compte l’hétérogénéité des individus, mais aussi le problème 
d’endogénéité et de l’autocorrélation. Ces derniers estimateurs (DOLS et FMOLS) ne 
fournissent pas que des estimations efficaces en échantillon de petite taille, ils permettent 
de contrôler le problème d’endogénéité des régresseurs et le problème d’autocorrélation 
(Ramirez, 2006). 
Le  modèle estimé ici est  spécifié comme il suit, équations (7) à (9) respectivement : µ*&'( = ] + µ*)¶ + 
µ*#$2 	
+ Á ∆µ*)¶w + Á 
∆µ*#$2w + ;ºw;
;
ºw;  µ*)¶ = ] + µ*&'( + 
µ*#$2








µ*#$2 = ] + µ*&'( + 
µ*)¶








IV – RESULTATS DES TESTS DE CAUSALITE ET ESTIMATION DES VITESSES 
D’AJUSTEMENT DE LONG TERME 
 
 L’objectif principal de ce chapitre est de déterminer les liens de causalité entre la 
croissance, la consommation d’énergie et les émissions de CO2 dans la zone UEMOA. Nous 
prenons en compte l’hétérogénéité des pays de l’Union la possibilité d’un biais 
d’endogénéité des régresseurs et estimons les relations de long terme individuelles entre  
les variables par les méthodes DOLS et FMOLS. Mais avant, les vitesses d’ajustement de 
long terme sont estimés par la méthode de correction d’erreurs qui est précédée des tests 
de stationnarité de Dickey & Fuller (ADF) et de Phillips & Perron (PP) et le test de 
cointégration de Johansen.  
 
 IV – 1 – Les résultats des tests de racine unitaire 
 
 Avant d’estimer les relations entre les variables, il y a une nécessité de déterminer 
l’ordre d’intégration de chacune des variables afin d’éviter de réaliser des estimations 
fallacieuses.  Pour cela, nous appliquons les tests de racine unitaire sur le logarithme des 
variables PIB par tête, consommation d’énergie par tête, émissions de CO2 par tête, le taux 
d’investissement en niveau et en différence première. Les résultats de ces tests sont donnés 
dans le tableau III.1. Nous effectuons ici le test de racine unitaire ADF de Dickey & Fuller 
et PP de Phillips & Perron. Ces tests ADF et PP testent l’hypothèse nulle de présence 
d’une racine unitaire (non stationnarité) contre l’hypothèse alternative d’absence de 
racine unitaire (stationnarité). Les résultats des tests sont donnés dans le tableau III.1       
ci-dessous pour les sept pays de l’UEMOA considérés ici. 
 




Tableau III.1 : Résultats des tests de racine unitaire dans l’UEMOA 
BENIN 
               Dickey-Fuller Augmenté (ADF)           Phillips-Perron (pp) 
                 Constant + trend     constant sans trend           Constant + trend    constant sans trend   
En niveau     
LNPIB   -3.29  -2.08    -3.53  -1.97          
LNEN       -1.45  -0.10    -1.70  -0.25 
LNCO2                     0.81  2.56    1.41  3.61 
LNINVEST              0.58  0.07    0.18  -0.24 
En différence première 
ΔLNPIB  -5.25***  -5.28***    -7.25***  -7.36***           
ΔLNEN                  -5.07***  -4.79***    -4.68***  -4.91*** 
ΔLNCO2                -4.43***  -3.03**    -6.18***  -5.43*** 




               Dickey-Fuller Augmenté (ADF)           Phillips-Perron (pp) 
                 Constant + trend     constant sans trend           Constant + trend    constant sans trend   
En niveau     
LNPIB   -3.22  -3.20**    -3.17  -1.38          
LNEN       -3.34  -3.07**    -2.43  -1.60 
LNCO2                     -3.45  -3.27**    -1.51  0.88 
LNINVEST              -2.67  -0.63    -3.43  -1.13 
En différence première 
ΔLNPIB  -3.62**  -3.20**    -14.18*** -12.40***      
ΔLNEN                  -3.74**  -3.78***    -4.30***  -4.37*** 
ΔLNCO2                -3.63**  -3.40**    -8.02***  -7.62*** 
ΔLNINVEST          -6.12***  -6.16***    -8.25***  -8.38*** 
Notes: (***) et (**)  désignent les niveaux de significativité aux seuils statistiques de 1 % et 5 % respectivement.   
Les valeurs critiques sont -4.25 et -3.65 à 1% et 5% respectivement pour le modèles avec constante et trend,       











               Dickey-Fuller Augmenté (ADF)           Phillips-Perron (pp) 
                 Constant + trend     constant sans trend           Constant + trend    constant sans trend   
En niveau     
LNPIB   -3.02  -1.12    -2.62  -1.42          
LNEN       -2.53  -1.92    -2.63  -2.14 
LNCO2                     -3.42  -2.36    -3.71**  -2.90 
LNINVEST              -2.34  -2.03    -2.28  -1.92 
En différence première 
ΔLNPIB  -3.27  -3.45**    -4.29***  -4.36***           
ΔLNEN                  -4.79***  -4.74***    -6.85***  -6.82*** 
ΔLNCO2                -5.70***  -5.72***    -8.17***  -8.18*** 




               Dickey-Fuller Augmenté (ADF)           Phillips-Perron (pp) 
                 Constant + trend     constant sans trend           Constant + trend    constant sans trend   
En niveau     
LNPIB   -3.17  -2.49    -3.91**  -2.90          
LNEN       -3.24  -2.55    -3.63**  -3.18 
LNCO2                     -3.74**  -1.92    -2.98  -2.41 
LNINVEST              -4.68***  -2.69    -4.73  -1.94 
En différence première 
ΔLNPIB  -6.63***  -6.73***    -8.82***  -7.36***           
ΔLNEN                  -4.68***  -4.70***    -6.35***  -4.91*** 
ΔLNCO2                -3.82**  -3.62**    -8.10***  -5.43*** 
ΔLNINVEST          -3.61**  -3.75***    -10.85*** -10.86*** 
Notes: (***) et (**)  désignent les niveaux de significativité aux seuils statistiques de 1 % et 5 % respectivement.   
Les valeurs critiques sont -4.25 et -3.65 à 1% et 5% respectivement pour le modèles avec constante et trend,       












               Dickey-Fuller Augmenté (ADF)           Phillips-Perron (pp) 
                 Constant + trend     constant sans trend           Constant + trend    constant sans trend   
En niveau     
LNPIB   -2.99  -2.10    -4.60***  -2.92          
LNEN       -1.48  -1.42    -1.40  -1.29 
LNCO2                     -1.94  -1.79    -1.78  -1.73 
LNINVEST              -2.12  -1.44    -2.36  -1.19 
En différence première 
ΔLNPIB  -7.06***  -7.06***    -13.34*** -13.13***           
ΔLNEN                  -4.54***  -4.59***    -5.44***  -5.44*** 
ΔLNCO2                -4.57***  -4.38***    -5.71***  -5.59*** 




               Dickey-Fuller Augmenté (ADF)           Phillips-Perron (pp) 
                 Constant + trend     constant sans trend           Constant + trend    constant sans trend   
En niveau     
LNPIB   -1.30  -1.41    -1.65  -1.88          
LNEN       0.07  1.30    0.14  1.69 
LNCO2                     -2.73  -2.63    -3.33  -3.33** 
LNINVEST              -2.96  -0.59    -3.36  -0.50 
En différence première 
ΔLNPIB  -4.62***  -4.42***    -8.99***  -8.75***           
ΔLNEN                  -3.55**  -3.11**    -6.67***  -6.19*** 
ΔLNCO2                -5.08***  -5.00***    -8.71***  -8.66*** 
ΔLNINVEST          -5.23***  -5.32***    -7.84***  -7.90*** 
Notes: (***) et (**)  désignent les niveaux de significativité aux seuils statistiques de 1 % et 5 % respectivement.   
Les valeurs critiques sont -4.25 et -3.65 à 1% et 5% respectivement pour le modèles avec constante et trend,       -












               Dickey-Fuller Augmenté (ADF)           Phillips-Perron (pp) 
                 Constant + trend     constant sans trend           Constant + trend    constant sans trend   
En niveau     
LNPIB   -3.53  -2.46    -3.00  -2.37          
LNEN       -2.81  -2.83    -3.87**  -3.84*** 
LNCO2                     -3.86  -3.34**    -4.00**  -3.54** 
LNINVEST              -2.80  -1.90    -3.32  -2.17 
En différence première 
ΔLNPIB  -4.53***  -4.59***    -5.61***  -5.69***           
ΔLNEN                  -5.65***  -5.73***    -9.09***  -9.23*** 
ΔLNCO2                -6.57***  -6.67***    -7.96***  -8.10*** 
ΔLNINVEST          -5.28  -5.33***    -8.26***  -8.33*** 
 Notes: (***) et (**)  désignent les niveaux de significativité aux seuils statistiques de 1 % et 5 % respectivement.   
Les valeurs critiques sont -4.25 et -3.65 à 1% et 5% respectivement pour le modèles avec constante et trend,       -
3.54 et -2.96 à 1% et 5% respectivement pour le modèle avec constante sans trend. 
 
 
 De façon générale, les résultats du tableau III.1 indiquent que le logarithme des 
séries du PIB par tête, de la consommation d’énergie par tête, des émissions de CO2 par 
tête et du taux d’investissement sont intégrées du même ordre 1. En effet d’un côté, les 
tests ADF et PP, avec constante et/ou trend, de façon générale, ne permettent pas de 
rejeter l’hypothèse nulle de présence d’une racine unitaire. Les séries du logarithme du Pib 
par tête, de la consommation d’énergie par tête, des émissions de CO2 par tête et de 
l’investissement en niveau ne sont pas stationnaires. En revanche, l’hypothèse nulle de 












 IV – 2 – Les résultats des tests de cointégration  
 
 Après avoir montré que les variables de notre analyse sont intégrées du même 
ordre 1, il est nécessaire de réaliser le test de cointégration. Comme précisé plus haut, nous 
mettons en œuvre les tests de cointégration de Johansen (1988). Le nombre de relations de 
cointégration est déterminé à travers deux statistiques, Âaq et		ÃaÄ. L’hypothèse nulle 
du test de la trace est qu’il y a au plus 	g relations de cointégration, contre l’hypothèse 
alternative qu’il y a plus que		g. L’hypothèse nulle du test du maximum est qu’il y a 
exactement 		g relations de cointégration contre l’hypothèse alternative qu’il y en a 
exactement		g + 1. Ces tests sont menés de façon séquentielle. L’économètre commence 
par tester l’hypothèse nulle que		g = 0, si cette hypothèse nulle est rejetée, il continue 
avec l’hypothèse nulle que		g = 1. Le test de cointégration de Johansen est sensible au 
nombre de retards utilisé. Il est donc important de déterminer d’abord le nombre de 
retards optimal. Cette sélection est faite par les critères d’information AIC, SBC et HQ. Les 
résultats de la sélection du nombre de retards optimal pour chaque pays de l’Union sont 
donnés dans les annexes du chapitre. Ils indiquent à l’unanimité que ce nombre 		Å = 1 
pour chaque pays. 
Nous pouvons à présent faire les tests de cointégration de Johansen, les résultats 
sont donnés dans le tableau III.2 ci-après. Dans le tableau des résultats, sur chaque ligne 
nous avons l’hypothèse nulle	g = ², ² = 0,… 3, les statistiques Âaq et ÃaÄ et les valeurs 
critiques correspondantes. L’hypothèse nulle est rejetée lorsque la statistique Âaq ou ÃaÄ est supérieure à la valeur critique au seuil de 5%. Il apparaît que l’hypothèse nulle 
que r = 0, indiquant l’absence de relation de cointégration entre les variables du PIB par 
tête, de la consommation d’énergie par tête, des émissions de CO2 et de l’investissement 
dans chacun des pays de l’UEMOA est rejetée au seuil de 5%. Les deux sont en adéquation 
et indiquent une relation de cointégration au Bénin et au Togo. Pour ces deux pays, nous 
ne pouvons rejeter l’hypothèse nulle que r = 1, les statistiques Âaq et ÃaÄ sont 
inférieures aux valeurs critiques au seuil de 5%. Pour les autres pays, l’hypothèse nulle 
selon laquelle le rang de cointégration r = 1 est rejetée. En revanche l’hypothèse nulle r = 2 
ne peut être rejetée au seuil de 5%. Le rang de cointégration est donc égale à 2. 




Tableau III.2 : Résultats du test de cointégration de Johansen (1988) 
                           H0     		Âaq       Valeurs critiques (5%)            ÃaÄ     valeurs critiques (5%) 
r = 0  51.8915*** 47.21   33.0671*** 27.07   
  BENIN    r = 1 28.8245  29. 68   12.4763  20.97 
  r = 2 6.3482  15.41   6.2265  14.07 
  r = 3 0.1216  3.76   0.1216  3.76    
                         H0     		Âaq       Valeurs critiques (5%)            ÃaÄ     valeurs critiques (5%) 
r = 0  56.8174*** 47.21   27.1181*** 27.07   
  BURKINA    r = 1 29.6993*** 29. 68   21.3902*** 20.97 
   FASO  r = 2 8.3091  15.41   7.9866  14.07 
  r = 3 0.3225  3.76   0.3225  3.76    
                           H0     		Âaq       Valeurs critiques (5%)            ÃaÄ     valeurs critiques (5%) 
r = 0  57.3842*** 47.21   39.3861*** 27.07   
  CÔTE     r = 1 37.9981*** 29. 68   23.2694*** 20.97 
   D’IVOIRE r = 2 4.7287  15.41   3.8163  14.07 
  r = 3 0.9124  3.76   0.9124  3.76    
                           H0     		Âaq       Valeurs critiques (5%)            ÃaÄ     valeurs critiques (5%) 
r = 0  72.5292*** 47.21   45.1855*** 27.07   
  MALI     r = 1 32.3437*** 29. 68   14.8991  20.97 
  r = 2 12.4446  15.41   12.4436  14.07 
  r = 3 0.0010  3.76   0.0010  3.76    
                           H0     		Âaq       Valeurs critiques (5%)            ÃaÄ     valeurs critiques (5%) 
r = 0  49.9286*** 47.21   30.2195*** 27.07   
  NIGER   r = 1 29.7091*** 29. 68   21.3088*** 20.97 
  r = 2 10.4002  15.41   6.2419  14.07 
  r = 3 4.1584  3.76   4.1584  3.76    
                           H0     		Âaq       Valeurs critiques (5%)            ÃaÄ     valeurs critiques (5%) 
r = 0  53.9999*** 47.21   32.6633*** 27.07   
  SENEGAL    r = 1 31.3376*** 29. 68   22.4634*** 20.97 
  r = 2 3.8742  15.41   3.2686  14.07 
  r = 3 0.6056  3.76   0.6056  3.76    
                           H0     		Âaq       Valeurs critiques (5%)            ÃaÄ     valeurs critiques (5%) 
r = 0  50.3782*** 47.21   27.9473*** 27.07   
  TOGO    r = 1 22.4309  29. 68   12.4545  20.97 
  r = 2 9.9764  15.41   8.2693  14.07 
  r = 3 1.7071  3.76   1.7071  3.76    
                 Notes: (***) indique le rejet de l’hypothèse nulle  
 




 IV – 3 – L’analyse de la vitesse d’ajustement de long terme   
 
 Suite aux résultats des tests de cointégration, qui ont indiqué la présence de 
relations de long terme dans chacun des pays de l’Union, nous adoptons la méthode de 
correction d’erreurs pour chaque pays pour analyser l’ajustement de long terme entre les 
variables. Elle permet de déterminer le sens et l’intensité des relations de court terme, 
d’une part et d’indiquer la vitesse d’ajustement de long terme. La procédure est faite en 
deux étapes. La première consiste à estimer les modèles (1) à (3) et de récupérer les résidus 
correspondants aux déviations par rapport à l’équilibre. La seconde étape correspond à 
l’estimation des équations (4) à (6) qui contiennent les résidus récupérées. Cette étape 
estime les coefficients qui correspondent aux ajustements de court terme, d’une part et aux 
vitesses d’ajustement de long terme. Le tableau III.3 donne les résultats des estimations. 
Tableau III.3 : Résultats de l’estimation de la vitesse d’ajustement de long terme 
Pays         Sources de l’influence (variables indépendantes) 
BENIN        Court terme             vitesse d’ajust de LT 
Variable dépendantes ΔLNPIB ΔLNEN ΔLNCO2   ΔLNINVEST        ECT 
ΔLNPIB       -           -0, 07  (0.25)        0, 27*** (0.00)       -0, 21  (0.82)  -0,31***  (0.00) 
ΔLNEN          0, 57    (0.44)                  -                 0, 16     (0.30)       0, 56   (0.14)           0, 03    (0.16) 
ΔLNCO2                    2, 23*** (0.00)      -0, 47   (0.86)                 -                -0, 12   (0.71)           -0, 18  (0.11) 
ΔLNINVEST             -1, 02   (0.43)      0, 51** (0.01)      -0, 05    (0.66)                 -    -0, 07  (0.23) 
BURKINA FASO ΔLNPIB ΔLNEN ΔLNCO2   ΔLNINVEST        ECT 
ΔLNPIB       -            0, 06  (0.22)       -0, 02     (0.29)       -0, 03  (0.74)  -0,005*  (0.06) 
ΔLNEN         -1, 01    (0.18)                  -                0, 22 *  (0.05)       0, 07*  (0.07)          -0, 02    (0.11) 
ΔLNCO2                   -0, 21    (0.30)       0, 11   (0.49)                 -                -0, 21** (0.04)           -0, 32***(0.00) 
ΔLNINVEST             -1, 50   (0.13)     -0, 28   (0.65)       0, 36    (0.91)                 -     0, 03  (0.75) 
 
 




Tableau III.3 : Résultats de l’estimation de la vitesse d’ajustement de long terme (suite) 
CÔTE D’IVOIRE ΔLNPIB ΔLNEN ΔLNCO2   ΔLNINVEST        ECT 
ΔLNPIB       -           - 0, 1   (0.34)        0, 05     (0.50)       0, 08** (0.01)  -0,01     (0.81) 
ΔLNEN          0, 22    (0.70)                  -               -0, 51*   (0.05)       0, 06    (0.23)          -0, 88*** (0.00) 
ΔLNCO2                   -0, 89    (0.74)       0, 18   (0.47)                 -                  0, 32** (0.02)           0, 05    (0.59) 
ΔLNINVEST              5, 59** (0.03)     -2, 71** (0.01)       1, 17*   (0.08)                 -    -0, 38***(0.00) 
MALI              ΔLNPIB ΔLNEN ΔLNCO2   ΔLNINVEST        ECT 
ΔLNPIB       -           - 0, 11  (0.23)       -0, 24   (0.79)        0, 11 * (0.07)  -0,06     (0.45) 
ΔLNEN          -1, 44   (0.58)                  -               -1, 21    (0.77)     - 0, 96   (0.29)          -0, 52*  (0.09) 
ΔLNCO2                    -0, 16    (0.37)      0, 18   (0.47)                 -                 0, 04    (0.30)          -0, 06**  (0.01) 
ΔLNINVEST              1, 27** (0.04)      0, 02   (0.82)        2, 59   (0.16)                 -    -0, 007  (0.97)
                   
NIGER  ΔLNPIB ΔLNEN ΔLNCO2   ΔLNINVEST        ECT 
ΔLNPIB       -             0, 02  (0.62)       -0, 06   (0.52)        0, 07 * (0.07)   0,02     (0.47) 
ΔLNEN          0, 13   (0.73)                  -                   0, 10   (0.41)      0, 12   (0.15)            0, 04    (0.65) 
ΔLNCO2                    0, 87**  (0.37)       0, 11   (0.10)                 -                -0, 02    (0.14)         -0, 08* (0.08) 
ΔLNINVEST              3, 54** (0.02)       1, 49***(0.00)       1, 07*  (0.09)                 -               -0, 45*** (0.00) 
SENEGAL  ΔLNPIB ΔLNEN ΔLNCO2   ΔLNINVEST        ECT 
ΔLNPIB       -            -0, 09*  (0.07)        0, 11   (0.24)        0, 02   (0.68)  -0,19*** (0.00) 
ΔLNEN         -0, 12   (0.62)                  -                   0, 19    (0.82)      -0, 10   (0.60)         -0, 06   (0.37) 
ΔLNCO2                   -1, 31**  (0.03)        0, 25*  (0.09)                 -                 0, 14    (0.49)         -0, 09* (0.06) 
ΔLNINVEST             -0, 04    (0.76)      -0, 19   (0.38)       -0, 22  (0.35)                 -                 0, 006   (0.29) 
TOGO   ΔLNPIB ΔLNEN ΔLNCO2   ΔLNINVEST        ECT  
ΔLNPIB       -             0, 04   (0.44)        0, 14** (0.02)       -0, 005 (0.84)  -0,04      (0.33) 
ΔLNEN          1, 33   (0.19)                  -                   0, 26    (0.20)      -0, 13   (0.94)         0, 01      (0.81) 
ΔLNCO2                    1, 60**  (0.02)      - 0, 44** (0.01)                 -                -0, 13    (0.40)       -1, 01*** (0.00) 
ΔLNINVEST              0, 81    (0.21)      -0, 92   (0.72)       -0, 29  (0.38)                 -                 0, 06     (0.27) 
 
Notes: ECT désigne le terme de correction d’erreurs ;  (*), (**) et (***) indiquent les seuils de significativité à 
10 %, 5 % et 1 % respectivement. 




L’objectif principal de cette partie est de déterminer la capacité d’ajustement de 
chacune des variables pour chaque pays de l’UEMOA et de mesurer la vitesse à laquelle 
s’effectue le retour à l’équilibre de long terme. Toutefois, l’on peut en déduire les relations 
de causalité de court terme. En effet, les résultats du tableau III.3 indiquent une relation 
de causalité bidirectionnelle, d’une part entre le PIB par tête et les émissions de CO2 par 
tête et une relation unidirectionnelle dans laquelle le CO2 influence positivement 
l’investissement. Au Burkina Faso, il existe trois relations unidirectionnelles dont deux 
positives où les émissions de CO2 et de l’investissement influencent la consommation 
d’énergie et une négative où l’investissement a une influence sur le CO2. Dans le cas de la 
Côte d’ivoire, il y a deux relations bidirectionnelles entre le PIB et l’investissement et 
entre l’investissement et le CO2. Il existe également deux relations de causalité 
unidirectionnelles négatives du CO2 vers l’énergie et de l’énergie vers l’investissement.  Au 
Mali il y a une seule relation de causalité positive bidirectionnelle entre l’investissement et 
le PIB par tête. Dans le court terme au Niger le PIB et l’investissement s’influencent 
mutuellement. Nous notons aussi des influences unilatérales du PIB sur le CO2, de 
l’énergie  et du CO2 sur l’investissement. Au Sénégal il n’y a que des relations 
unidirectionnelles du PIB vers  le CO2 et de l’énergie vers d’une part le CO2 et d’autre part 
le PIB. Enfin au Togo, le PIB et le CO2 s’influencent mutuellement, en revanche l’énergie 
cause le CO2 de façon unilatérale. Les relations de causalité de court terme entre le PIB par 
tête, la consommation d’énergie, les émissions de CO2 par tête et l’investissement dans la 
zone UEMOA sont diversifiées, ce qui est une preuve de l’hétérogénéité des pays de 
l’Union.  
L’existence de relations de causalité de long terme est déterminée par le terme de 
correction d’erreurs ECT. Lorsqu’il est significatif et négatif, il indique qu’il y a au moins 
une relation de long terme entre les variables et que la variable endogène joue un 
important rôle de facteur d’ajustement quand le système s’écarte de l’équilibre (Farhani & 
Ben Rejeb, 2012). Les résultats du tableau III.3 montrent qu’il y a un co-mouvement 
d’ensemble des variables prises en compte pour chaque pays de l’UEMOA.  Il apparaît que 
le PIB par tête est le facteur d’ajustement au Bénin et la vitesse d’ajustement est 0.31 % par 




an. Au Burkina Faso, le PIB par tête avec une vitesse de 0.05 % et les émissions de CO2 par 
tête avec une vitesse de 0.32 % sont les facteurs d’ajustement de long terme vers 
l’équilibre. L’énergie et l’investissement sont les facteurs d’ajustement pour la Côte 
d’Ivoire avec 0.88 % et 0.38 % de vitesse d’ajustement respectivement. L’énergie (0.52 %) 
et le CO2 (0.06 %) jouent le rôle de variables d’ajustement au Mali. Au Niger ce sont 
l’investissement et le CO2 qui sont les facteurs d’ajustement avec 0.45 % et 0.08 % comme 
vitesses respectives. Le PIB par tête au Sénégal (0.19 %) et le CO2 (0.09 %) au Sénégal et 
(1.01 %) au Togo y sont les facteurs d’ajustement de long terme.  
  
V – LES RELATIONS DE CAUSALITE DE LONG TERME DANS L’UEMOA 
Les résultats du tableau III.3, en particulier les coefficients du terme de correction 
d’erreurs confirment la présence de relations de long terme entre les variables indiquées 
par les tests de cointégration. Nous déterminons ces relations en estimant les modèles (7) à 
(9) par la méthode des moindres carrés ordinaires mais aussi par les méthodes FMOLS et 
DOLS. Les MCO sont utilisés comme estimations de référence. L’estimation par les MCO 
d’un modèle où les variables sont cointégrées ne fournit pas des coefficients convergents à 
cause du problème d’endogénéité. Les méthodes FMOLS et DOLS permettent de prendre 
en compte l’endogénéité des régresseurs et l’autocorrélation. Ce qui permet d’obtenir des 
estimateurs convergents, même avec des échantillons de petite taille. Nous estimons ici les 
relations de long terme entre le PIB par tête, la consommation d’énergie par tête et les 
émissions de CO2 par tête dans la zone UEMOA pour chaque pays individuellement. Nous 
considérons chacune des variables (PIB, énergie et CO2) comme variable endogène et 
déterminons l’intensité et la significativité de l’influence des autres variables du système 
(le PIB, l’énergie, les émissions de CO2 et l’investissement). Les résultats sont donnés dans 
le tableau III.4 pour le PIB par tête, le tableau III.5 pour l’énergie et le tableau III.6 pour 
les émissions de CO2.  
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Tableau III.4 : Relations de causalité de long terme dans l’UEMOA (variable dépendante = LNPIB) 
   LNEN      LNCO2     LNINVEST  
Pays MCO DOLS          FMOLS          MCO        DOLS  FMOLS MCO       DOLS FMOLS 
Bénin    0.5              2.72***            3.79***              0.7**               1.21                   1.15            0.1               1.76**          2.71***            
Burkina Faso   -0.12            0.54                0.84                0.03                0.19                    0.30           0.20***           0.55           0.50*** 
Côte d’Ivoire      0.64***         3.92***            3.41***            0.15               -0.76                 -0.28            -0.14***          1.51***        1.55***         
Mali                   -0.11           2.17***            -0.34               -0.26             -1.80                   0.27             0.10***           1.31***         0.32 
Niger                 0.23**          0.34                0.30                -1.24             -1.86                  -1.31           -1.21***           0.70***        0.79***         
Sénégal             0.83**          0.79                0.62                -0.82              -0.98                  0.21           -0.11               0.63***        0.76*** 
Togo                  1.29***         3.25***           1.44**              -0.40               2.62                   0.64           -0.39              1.003***       1.49  
Notes : (***) et (**) indiquent les niveaux de significativité aux seuils de 1 % et 5 %  respectivement. MCO = Moindres Carrés Ordinaires. DOLS = Dynamic Ordinary 
Least Square et FMOLS = Fully Modified Ordinary Least Square. LNEN = logarithme de la consommation d’énergie, LNCO2 = logarithme des émissions de CO2, 
LNINVEST = logarithme du taux d’investissement et LNPIB = logarithme du PIB par tête. 




 Le tableau III.4 ci-avant reporte les résultats de l’estimation des relations de 
causalité de long terme de l’énergie, du CO2 et de l’investissement sur le PIB. En 
considérant les pays individuellement, dans deux pays sur sept, c’est l’hypothèse de 
neutralité qui est vérifiée entre le PIB et l’énergie, précisément au Burkina Faso et au 
Niger ; le coefficient de l’énergie n’est pas significatif. Dans les autres pays la 
consommation d’énergie a un effet significativement positif sur le PIB. L’accroissement de 
la consommation d’énergie de 1% fait croître le PIB par tête de plus de 3 % au Bénin, en 
Côte d’Ivoire et au Togo, de plus de 2 % au Mali et environ 0.8% au Sénégal. Dans ces pays 
on en déduit que l’hypothèse de croissance est vérifiée. Cette dernière suppose que 
l’énergie joue un rôle primordial dans le processus de production. Elle est un facteur de 
production complémentaire aux facteurs habituels que sont le capital et le travail.  
De façon unanime, les estimateurs indiquent que l’investissement a un impact 
significativement positif sur le PIB par tête dans chacun des pays de l’Union. Ces résultats 
sont ceux attendus et généralement trouvés dans la littérature, ils montrent que les pays 
font des investissements productifs. En revanche, l’influence des investissements comme 
celle de l’énergie n’est pas uniforme dans l’Union.  En effet, un accroissement de 1% des 
investissements font croître le PIB par tête d’environ 2% au Bénin, 0.5% au Burkina Faso, 
0.8% au Niger et au Sénégal et de plus de 1%  au Mali, en Côte d’Ivoire et au Togo.  
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Tableau III.5 : Relations de causalité de long terme dans l’UEMOA (variable dépendante = LNEN) 
   LNPIB      LNCO2     LNINVEST  
Pays MCO DOLS          FMOLS          MCO        DOLS  FMOLS MCO       DOLS FMOLS 
Bénin   1.70            -0.19***          -0.13***             0.64               0.29                    0.32              0.43***           0.61***        0.58***            
Burkina Faso   -0.48           0.19                 0.28**             0.33**              0.10                    0.07             0.25***            0.05           -0.01 
Côte d’Ivoire    0.53***        -0.19***           -0.13***          0.22**            -0.04                   0.28              0.12***            0.28***         0.24***         
Mali                   -0.72          -0.39***           -0.24**              -0.77              1.64                    0.36             0.65***            0.67***         0.51*** 
Niger                 0.62**          0.45***             0.02                 0.30**             0.89                   0.27             0.18***            -0.24            0.13          
Sénégal             1.26**           0.61***            0.20                  0.45              -0.98                   0.21             0.11***           -0.54**        -0.04 
Togo                 0.92***          -0.03              -0.14**               0.04               0.06                    0.09             0.09              -0.03           0.23** 
Notes : (***) et (**) indiquent les niveaux de significativité aux seuils de 1 % et 5 % respectivement. MCO = Moindres Carrés Ordinaires. DOLS = Dynamic Ordinary 
Least Square et FMOLS = Fully Modified Ordinary Least Square. LNEN = logarithme de la consommation d’énergie, LNCO2 = logarithme des émissions de CO2, 
LNINVEST = logarithme du taux d’investissement et LNPIB = logarithme du PIB par tête. 




 Nous avons reporté dans le tableau III.5 les résultats de l’estimation de l’intensité 
des influences de long terme du PIB par tête, des émissions de CO2 et de l’investissement 
sur la consommation d’énergie.  
 Il apparaît que la relation PIB - énergie dans les pays de l’UEMOA est 
statistiquement significative. L’une des relations hypothétiques définies dans la littérature 
est vérifiée ici. Il s’agit de l’hypothèse de conservation, qui stipule qu’il existe une relation 
de causalité unidirectionnelle de la croissance vers la consommation d’énergie. Ceci 
implique qu’une politique énergétique restrictive peut être mise en œuvre sans un risque 
de nuisance pour la croissance. Une croissance du PIB par tête de 1% entraîne un 
accroissement de la consommation d’énergie de plus de 0.2% au Burkina Faso, 0.45% au 
Niger et 0.61% au Sénégal. En revanche, la consommation d’énergie baisse de 0.19% au 
bénin et en Côte d’Ivoire, de 0.39% au Mali et 0.14% au Togo lorsque ces pays réalisent un 
point de croissance.  
 Dans le cas des émissions de CO2, les résultats indiquent de façon générale 
l’absence d’influence sur la consommation d’énergie. En effet, les estimateurs FMOLS et 
DOLS donnent des coefficients qui ne sont pas statistiquement significatifs pour chaque 
pays de l’UEMOA. 
L’investissement a un impact significativement positif sur la consommation 
d’énergie dans la plupart des pays de l’Union sauf au Sénégal ou son influence est négative 
mais nulle au Burkina Faso et au Niger. Il n’y a qu’au Sénégal où les investissements 








Tableau III.6 : Relations de causalité de long terme dans l’UEMOA (variable dépendante = LNCO2) 
   LNPIB      LNEN      LNINVEST  
Pays MCO DOLS          FMOLS          MCO        DOLS  FMOLS      MCO        DOLS   FMOLS 
Bénin    2.006**       0.14***              0.07               0.05               0.90***                   0.45          0.29***            -0.08           0.19            
Burkina Faso     0.16          -0.02                 0.06               0.47**             0.23                     0.27            0.16                 0.10           0.17 
Côte d’Ivoire   -0.34           0.26***            -0.03               0.61**            -0.56                    0.83**        -0.06                0.19          -0.11         
Mali                    -0.33          0.08**              -0.01              -0.01              0.23***                 -0.01           0.05                  0.09          -0.01 
Niger                 -0.55          0.21***             0.19**              0.51**             0.41**                   0.44         -0.105               0.05           0.07        
Sénégal              -0.48          0.32***           -0.003              0.17               0.30***                  0.11         -0.006              -0.32***      -0.02 
Togo                  -0.22           0.22***             0.05                0.05              1.17***                   0.10           0.17***             -0.08           0.10 
Notes : (***) et (**) indiquent les niveaux de significativité aux seuils de 1 % et 5 % respectivement. MCO = Moindres Carrés Ordinaires. DOLS = Dynamic Ordinary 
Least Square et FMOLS = Fully Modified Ordinary Least Square. LNEN = logarithme de la consommation d’énergie, LNCO2 = logarithme des émissions de CO2, 
LNINVEST = logarithme du taux d’investissement et LNPIB = logarithme du PIB par tête. 




 Le tableau III.6 donne les résultats de l’estimation des effets de long terme du PIB 
par tête, de la consommation d’énergie par tête et de l’investissement sur les émissions de 
CO2 dans la zone UEMOA. Il apparaît que le PIB par tête ait un impact significatif dans 
tous les pays sauf au Burkina Faso sur les émissions de CO2. Son effet est statistiquement 
positif au seuil de 1% dans la quasi-totalité des pays de l’Union. Un point de croissance du 
PIB par tête fait augmenter les émissions de CO2 par tête de 0.14 % au bénin, 0.26 % en 
Côte d’Ivoire, 0.08 % au Mali, 0.21 % au Niger, 0.32 % et 0.22 % au Sénégal et au Togo 
respectivement. L’activité est dans les pays de l’UEMOA une source de pollution. 
Comme attendu, l’énergie a un impact positif sur les émissions de CO2 au Bénin, en 
Côte d’ivoire, au Mali, au Niger, au Sénégal et au Togo. Son impact est nul au Burkina 
Faso. L’accroissement de la consommation d’énergie de 1% est une source de pollution 
supplémentaire, en particulier d’émissions de CO2 de 1.17% au Togo, 0.9% au bénin, 
0.83% en Côte d’Ivoire, 0.41% au Niger, 0.30% au Sénégal et 0.23% au Mali. Ces résultats 
peuvent indiquer la qualité de l’énergie utilisée dans ces pays, les énergies fossiles par 
exemple. 
Les résultats du tableau montrent que l’investissement n’a pas d’influence sur les 
émissions de CO2 dans les pays de l’Union, son impact est nul dans six pays sur sept. Seul 
le Sénégal affiche un coefficient statistiquement significatif. Un accroissement des 
investissements de 1% fait baisser les émissions de CO2 de 0.32%. Ils indiquent que les 
investissements dans les pays de l’UEMOA ne sont pas orientés vers le secteur 
environnement. 
 A l’issue de la détermination des influences de long terme, nous pouvons de façon 
synthétique, établir pour tous les pays de l’Union des triangles de causalité entre le PIB par 






Graphique III.1 : Triangles de causalité 
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En observant ces triangles de causalité, nous constatons des tendances générales. 
D’abord, les relations de causalité neutre sont rares dans l’Union. Seul le Burkina Faso 
affiche des relations de neutralité entre le PIB et le CO2 d’une part et  l’énergie et le CO2 
d’autre part. Ensuite, parmi les relations hypothétiques définies dans la littérature entre le 
PIB et l’énergie, deux d’entre elles sont vérifiées ici. Il s’agit de l’hypothèse de rétroaction 
qui décrit une relation bidirectionnelle entre le PIB et l’énergie. Cette hypothèse est 
vérifiée au Bénin, en Côte d’Ivoire, au Mali et au Togo. Dans le cas du Burkina Faso, du 




Niger et du Sénégal, c’est l’hypothèse de conservation qui est vérifiée. Cette dernière 
indique une relation de causalité unidirectionnelle du PIB vers l’énergie. Enfin, la 
consommation d’énergie et la croissance sont des sources de pollution dans la quasi-
totalité des pays de l’Union sauf le Burkina Faso.  
En définitive, les résultats montrent et confirment l’hétérogénéité des pays de 
l’Union. Les relations de causalité divergent essentiellement en intensité et les vitesses 
d’ajustement varient d’un pays à l’autre. 
Tableau III.7 : Tableau récapitulatif 
 PIB-ENERGIE PIB-CO2 ENERIGE-CO2 OBSERVATIONS 
BENIN Bidirectionnelle 
Hypothèse de rétroaction 
PIB cause CO2 Energie cause 
CO2 
Mise en œuvre 
conjointe des politiques 
écono. Energ. Et envir. 
BURKINA 
FASO 







Politiques intensives ou 
restrictives en énergie 




Hypothèse de rétroaction 
PIB cause CO2 Energie cause 
CO2 
Mise en œuvre 
conjointe des politiques 
écono. Energ. Et envir. 
MALI Bidirectionnelle 
Hypothèse de rétroaction 
PIB cause CO2 Energie cause 
CO2 
Mise en œuvre 
conjointe des politiques 
écono. Energ. Et envir. 








Mise en œuvre 
conjointe des politiques 
écono. Energ. Et envir. 








Mise en œuvre 
conjointe des politiques 
écono. Energ. Et envir. 
TOGO Bidirectionnelle 
Hypothèse de rétroaction 
PIB cause CO2 Energie cause 
CO2  
Mise en œuvre 
conjointe des politiques 
écono. Energ. Et envir. 




VI – CONCLUSION 
 L’objectif de ce chapitre a été de déterminer les relations de causalité entre la 
consommation d’énergie par tête, le PIB par tête et les émissions de CO2 par tête dans la 
zone UEMOA. Le taux d’investissement a été pris comme variable de contrôle. Pour 
atteindre notre objectif, nous avons utilisé des données annuelles sur 41 années allant de 
1970 à 2010 et adopté une procédure en plusieurs étapes, des tests de stationnarité aux 
estimations DOLS et FMOLS en passant par les tests de cointégration et la détermination 
des vitesses d’ajustement de long terme par des estimations VECM.  
 Les tests de racine unitaire de Dickey & Fuller augmenté et de Phillips & Perron  
ont permis de montrer à l’unanimité que les séries du PIB par tête, de la consommation 
d’énergie par tête, des émissions de CO2 par tête et du taux d’investissement ne sont pas 
stationnaires en niveau. Toutefois, leur différence première est stationnaire. Ces séries 
sont donc intégrées du même ordre 1 dans chaque pays de l’Union.  
 Après avoir établi l’ordre d’intégration des séries, nous avons examiné la présence 
ou non de relations de long terme entre elles pour chacun des pays membres de l’UEMOA. 
Nous avons pour cela utilisé les tests de cointégration de Johansen. Les résultats du test ont 
indiqué le rejet de l’hypothèse nulle d’absence de relations de cointégration. Il existe dans 
chaque pays au moins une relation de long terme entre les séries du PIB par tête, de la 
consommation d’énergie et des émissions de CO2 par tête. 
 Les séries du PIB, de l’énergie et du CO2 sont intégrées du même ordre et 
cointégrées, il est possible de déterminer les relations de causalité de court terme à travers 
un VECM. Les estimations VECM pour chaque pays de l’Union nous a permis de 
confirmer l’existence des relations de causalité de long terme et de calculer les vitesses 
d’ajustement lorsque le système s’écarte de sa trajectoire de long terme, à travers la 
significativité et le signe du terme de correction d’erreurs. Les résultats ont confirmé que 
dans chacun des pays de l’Union, il existe au moins une relation de causalité de long 
terme. Les vitesses d’ajustement, en cas de déviation, peuvent atteindre jusqu’à 0.88 %.  




 Pour déterminer le sens et l’intensité des influences des séries les unes sur les 
autres, nous avons adopté les méthodes d’estimation DOLS  et FMOLS. Ces méthodes 
prennent en compte l’endogénéité des régresseurs et le problème d’autocorrélation, ce qui 
permet d’obtenir des estimateurs convergents, ce qui n’est pas toujours le cas pour 
l’estimateur MCO. Les résultats montrent que les relations de neutralité sont rares (entre 
le PIB et le CO2, d’une part et l’énergie et le CO2 d’autre part seulement au Burkina Faso). 
Au Bénin, en Côte d’Ivoire, au Mali et au Togo, la relation de long terme entre le PIB et 
l’énergie est bidirectionnelle et positive. Dans ce cas, la littérature indique que c’est 
l’hypothèse de rétroaction qui est vérifiée entre ces variables. Dans les autres pays de 
l’Union, c’est plutôt l’hypothèse de conservation qui est vérifiée ; la relation est unilatérale 
du PIB vers l’énergie. Sauf au Burkina Faso, la consommation d’énergie d’une part et la 
croissance d’autre part sont des sources de pollution dans les pays de l’UEMOA. 
 Il ressort globalement que les politiques économiques, énergétiques et 
environnementales dans chacun des pays membres de l’Union devront être 
nécessairement mises en œuvre de façon conjointe afin de créer à la fois de la croissance et 
de limiter au mieux les émissions de CO2. Toutefois, les signes des coefficients de long 
terme estimés ne sont pas les mêmes pour tous les pays. Une question reste posée, les pays 
de l’Union peuvent-ils envisager de mettre en œuvre ces politiques en commun, c’est-à-
dire à l’échelle de l’Union ? Les préalables à une telle initiative, sont la symétrie des chocs 










Tableau a1 : Résumé des études du lien énergie-croissance par des analyses en séries temporelles 
Auteurs              Période Pays Méthodologie      Résultats 
Kraft and Kraft (1978) 
Akarca and Long(1980) 
Yu and Hwang (1984) 
Abosedra and Baghestani 
(1989) 
Hwang and Gum (1991) 
Yu and Jin (1992) 
Stern (1993) 
Cheng (1995) 
Cheng and Lai (1997) 
Cheng (1998) 
Cheng (1999) 
            1947-1974 
            1950-1970 
            1947-1979 
            1947-1987 
            1961-1990 
            1974-1992 
            1947-1990 
            1947-1990 
            1954-1993 
            1952-1995 















Cointegration and Granger causality 
Cointegration, error correction 
Cointegration and Granger causality 
Multivariate VAR model 
Cointegration and Granger causality 
Granger causality 
Hsiao’s Granger causality 
Cointegration, ECM, Granger 
causality 
     GDP         En 
     GDP          En 
     GDP          En 
     GDP          En 
     GDP          En 
     GDP           En 
      En          GDP 
     GDP        En 
     GDP        En 
     GDP        En 
     GDP        En 
Stern (2000) 
Soytas et al. (2001)                       
Aqeel and But (2001) 
 
Fatai et al. (2002) 
Glasure (2002) 
Hondroyiannis et al. (2002) 
Altinay and Karagol (2004) 
Ghali and El-Sakka (2004) 
Paul and Bhattacharya (2004) 




Lee and Chang (2005) 
Ang (2007) 
Lee and Chang (2007a) 
 
Jobert and Karanfil (2007) 
Ho and Siu (2007) 
Zamani (2007) 




Erdal et al. (2008) 
Bowden and Payne (2009) 
Halicioglu (2009) 
Payne (2009) 
Soytas and Sari (2009) 
Belloumi (2009) 
 
Zhang and cheng (2009) 
           1948-1994 
           1960-1995 
           1955-1996 
            
           1960-1999 
           1961-1990 
           1960-1999 
           1950-2000 
           1961-1997 
           1950-1996 
           1970-1999 
 
           1952-1999 
 
          1954-2003 
          1960-2000 
          1955-2003 
           
          1960-2003 
          1966-2002 
          1967-2003 
          1970-2003 
          1970-2005 
          
          1971-1999 
          1970-2006 
          1949-2006 
          1960-2005 
          1949-2006 
          1960-2000 
          1971-2004 
 


































Cointegration, Granger causality 
Cointegration, Granger  causality 
Hsiao’s version of Granger causality 
method, cointégration 
Granger causality, ARDL, Toda and 
Yamamoto test 
Cointegration, error correction, 
variance decomposition 
Error correction model                           
Hsiao’s version of Granger causality 
Cointegration,VEC,Granger causality 
Cointegration, Granger causality 
Granger causality, ECM 
 
A modified version of Granger 
causality (Toda and Yamamoto) 
Johansen-Juselius,cointégration, VEC 
Cointegration, VECM 
Granger causality, cointégration, 
VECM 
Granger causality test 





Johansen cointégration, VEC model 
Pair-Wise Granger causality, 
Johansen cointégration           
Toda-Yamamoto causality test 
Granger causality, ARDL, 
cointégration 
Toda-Yamamoto causality test 
Toda-yamamoto causality test 
 
Granger causality, VECM 
 
     En         GDP 
     En         GDP 
     GDP         En 
      GDP       En 
      GDP          En       
      GDP         En 
      GDP         En 
      GDP         En    
      GDP         En 
         En        GDP 
 
        En         GDP 
 
        En         GDP 
        En  GDP    
(in  the short run) 
    En     GDP    
(low Energy use) 
         GDP       En 
          En         GDP 
        GDP        En 
        GDP        En 
        GDP        En 
         
        GDP         En      
    GDP         En         
    GDP         En 
     En          GDP 
    GDP        En 
    GDP        En 
    GDP        En 
 En          GDP in sr 
 En          GDP in lr 
    GDP        En 




Tableau a2: Résumé des études du lien de causalité énergie-croissance par des analyses en panel 
Auteurs période Pays Méthodologie résultats 
Yu and Choi (1985) 
 
Erol and Yu (1987) 
 









































Chiou-Wei et al. 
(2008) 
Lee and al. (2008) 
 
Huang et al. (2008) 
 





























































































11 pays exportateurs 
de pétrole 
22 pays développés 
18 PVD 





Asian countries and 
USA 













































Panel VARs and 
GMM 








Panel VEC model 





GDP       En (USA, UK, Poland) ; GDP        En (Korea) 
En          GDP   (Philippines) 
GDP         En (Jalan) ; GDP        En (Italy, Germany) 
En          GDP (Canada) ; GDP       En (France, UK)   
GDP        En (except Venezuela and Colombia) 
 
En        GDP (India) ; GDP         En (Indoneia) 
GDP           En (Pakistan) ; 
GDP          En (Malaysia, philippines, Singapore) 
GDP            En 
En            GDP 
GDP         En (South korea) 
En            GDP (Singapore) 
GDP             En (Philippines, Thailand) 
En             GDP (India, Indonesia) 
 
GDP         En (Argentina) ; GDP         En (Italy, Korea) 
En           GDP (Turkey, France, Japan, Germany) 
En           GDP 
GDP       En (Algeria, RDC, Egypt, Ghana, Ivory Cost) 
En       GDP (Cameroon, Morocco, Nigeria) 
GDP            En (Gabon, Zambia) 
GDP       En (Benin, Congo RP, Kenya, Senegal, South 
Africa, Sudan, Togo, Tunisia, Zimbabwe) 
GDP    En (Germany, UK); GDP     En (Sweeden, 
USA)En  GDP (Belgium, Netherlands, Canada, 
Switzerlands 
GDP         En (France, Italy, Japan) 
GDP          En (Germany) 
En             GDP (France, USA) 
GDP          En (Canada, Italy, Japan, UK) 
GDP          En (Bahrain, Kuwait, UAE Oman, Qatar, 
Saudi Arabia) 
GDP           En (in short run for three countries) 
GDP           En (in long run for Haiti and Jamaica) 
GDP            En (in long run for Trinidad and Tobago) 
GDP    En (Iran, Kuwait, UAE, Saudi Arabia, Bahrain, 
Oman, Algeria, Nigeria, Mexico, Ecuador, Venezuela) 
GDP          En (for developing countries) 
GDP           En (for developed countries) 
En           GDP (developed countries) 
En     GDP (in the short run for developing countries) 
GDP    En (Gambia, Ghana, Sudan, Zimbabwe, 
Congo, Senegal) 
GDP     En (Cameroon, Côte d’Ivoire, Nigeria, Kenya, Togo) 
GDP          En (USA, Thailand, South korea) 
GDP         En (Philippines, Singapore) 
En     GDP (Taiwan, Hong Kong, Malaysia, Indonesia) 
GDP            En 
GDP         En (middle and high-income countries) 
GDP          En (low-income countries) 





Suite du tableau a2 
Auteurs Période     Pays Méthodologie Résultats 




Aspergis and Payne 
(2009a) 
 






















16 pays asiatiques 
 
4 pays de 
l’UEMOA 








6 pays d’Amérique 
Centrale 





error correction model 
 
Panel cointégration, 




Panel vector error 
correction model 
En          GDP (in the long run) 
En          GDP (in the short run) 
GDP             En (in the short run) 
 
En          GDP (Costa Rica, El Salvador, 
Guatemala, Honduras, Nicaragua,  
Panama) 
En            GDP in the long run 
En            GDP in short run 
(Armenia, Azerbaijan, Belarus, Georgia, 
Kazakhstan, Kyrgyzstan, Moldova, Russia, 
Tajikistan, Ukraine, Uzbekistan) 
En             GDP in the short run 
Note: GDP        En signifie que le PIB cause la consommation d’énergie (hypothèse de conservation) 
           En        GDP, signifie que l’énergie cause le PIB (hypothèse de croissance) 
           GDP          En, signifie que l’énergie et le PIB se cause mutuellement (hypothèse de rétroaction) 
           GDP         En, signifie qu’il n’y a aucune relation entre l’énergie et le PIB (hypothèse de neutralité) 
            sr = short run ; lr = long run 
 
Tableau a3 : Sélection du nombre de retards optimal 
BENIN 
Variables endogènes : LNPIB  LNEN  LNCO2  LNINVEST 
Variable exogène : constante 
Retard   AIC   SBC             HQ 
    0          2118, 59   2132, 32  2124, 10 
    1            659, 16   727, 07*   686, 00 
    2            618, 47   739, 40   665, 45 
    3            578, 93*   751, 61   644, 80* 
    4            607, 49   830, 60   690, 93 
BURKINA FASO 
Variables endogènes : LNPIB  LNEN  LNCO2  LNINVEST 
Variable exogène : constante 
Retard   AIC   SBC             HQ 
    0          2118, 59   2132, 32  2124, 10 
    1            659, 16   727, 07*   686, 00 
    2            618, 47   739, 40   665, 45 
    3            578, 93*   751, 61   644, 80* 









Variables endogènes : LNPIB  LNEN  LNCO2  LNINVEST 
Variable exogène : constante 
Retard   AIC   SBC             HQ 
    0          2118, 59   2132, 32  2124, 10 
    1            659, 16   727, 07*   686, 00 
    2            618, 47   739, 40   665, 45 
    3            578, 93*   751, 61   644, 80* 
    4            607, 49   830, 60   690, 93 
MALI 
Variables endogènes : LNPIB  LNEN  LNCO2  LNINVEST 
Variable exogène : constante 
Retard   AIC   SBC             HQ 
    0          2118, 59   2132, 32  2124, 10 
    1            659, 16   727, 07*   686, 00 
    2            618, 47   739, 40   665, 45 
    3            578, 93*   751, 61   644, 80* 
    4            607, 49   830, 60   690, 93 
NIGER 
Variables endogènes : LNPIB  LNEN  LNCO2  LNINVEST 
Variable exogène : constante 
Retard   AIC   SBC             HQ 
    0          2118, 59   2132, 32  2124, 10 
    1            659, 16   727, 07*   686, 00 
    2            618, 47   739, 40   665, 45 
    3            578, 93*   751, 61   644, 80* 
    4            607, 49   830, 60   690, 93 
SENEGAL 
Variables endogènes : LNPIB  LNEN  LNCO2  LNINVEST 
Variable exogène : constante 
Retard   AIC   SBC             HQ 
    0          2118, 59   2132, 32  2124, 10 
    1            659, 16   727, 07*   686, 00 
    2            618, 47   739, 40   665, 45 
    3            578, 93*   751, 61   644, 80* 
    4            607, 49   830, 60   690, 93 
TOGO 
Variables endogènes : LNPIB  LNEN  LNCO2  LNINVEST 
Variable exogène : constante 
Retard   AIC   SBC             HQ 
    0          2118, 59   2132, 32  2124, 10 
    1            659, 16   727, 07*   686, 00 
    2            618, 47   739, 40   665, 45 
    3            578, 93*   751, 61   644, 80* 
    4            607, 49   830, 60   690, 93 
Notes : (*) indique le choix du nombre de retards par le critère d’information correspondant,  












CHAPITRE   IV : 
 












CHAPITRE IV :  ANALYSE DES CHOCS  
 
 
I – INTRODUCTION 
Le présent chapitre se propose d’évaluer la symétrie des chocs de production, des 
chocs énergétiques et des chocs environnementaux dans l’UEMOA de 1970 à 2010, 
d’analyser les fonctions de réponse impulsionnelles et la décomposition de la variance de 
l’erreur de prévision. Symétrie ici veut dire que les pays qui forment l’Union se retrouvent 
dans les mêmes phases d’expansion ou de récession au même moment. En d’autres termes 
ils ressentent les chocs de la même manière et y répondent de façon identique et 
synchrone, sinon l’on parle d’asymétrie. Les buts visés sont d’une part, de déterminer les 
effets des chocs dans les secteurs concernés et d’autre part, de trouver les sources des 
fluctuations des différentes variables de l’étude. En effet, la symétrie des chocs entre les 
pays est la condition idéale et optimale pour la mise en œuvre de politiques communes 
dans un quelconque secteur par un ensemble de pays. La condition de symétrie permet de 
s’assurer que la politique commune pourra être stabilisatrice pour tous les pays. L’objectif 
principal ici est de déterminer si les pays de l’UEMOA réagissent de la même manière aux 
chocs d’offre, énergétique et de pollution. 
 Cette analyse est faite en trois étapes. Nous identifions d’abord les chocs, puis 
mesurons la corrélation des chocs énergétiques, des chocs de pollution et des chocs d’offre 
pour enfin tracer les fonctions de réponse et faire la décomposition de la variance des 
erreurs de prévision. L’identification des chocs est menée par la méthode VAR structurel 
avec des restrictions de long terme, empruntées aux résultats du chapitre précédent qui 
porte sur la détermination des relations de causalité. 
Les résultats montrent que les différents chocs ne sont pas symétriques dans la zone 
UEMOA. En d’autres termes, les impacts des innovations dans les secteurs de l’énergie, de 
l’environnement et de l’activité de production ne sont pas similaires dans tous les pays. Les 
fonctions de réponse et la décomposition de la variance de l’erreur de prévision 




permettent de confirmer l’asymétrie des chocs énergétiques et de pollution 
essentiellement. Ces résultats sont en conformité avec les résultats des chapitres 
précédents et confirment l’hétérogénéité des pays de l’Union. Ce qui permet de dire que 
l’UEMOA n’est pas encore une zone énergétique et environnementale optimale. 
La suite du chapitre est organisée de la façon suivante. La section 2 fait l’analyse des 
chocs. Cette étape permet d’identifier et de représenter les chocs pour chacun des pays de 
l’Union et de les comparer. La section 3 mesure la corrélation des séries et des chocs. Selon 
la CEA/BSR-AC (Commission Economique pour l’Afrique/Bureau Sous-Régional pour 
l’Afrique Centrale, 2007), les coefficients de corrélation bilatérale entre les composantes 
cycliques et les chocs des différents pays peuvent être utilisés comme une mesure 
statistique de la symétrie entre les pays. La section 4 traite les fonctions de réponse 
impulsionnelles et la décomposition de la variance de l’erreur de prévision, pour mesurer 
et représenter graphiquement les réactions des variables aux différents chocs d’une part et 
les sources des fluctuations d’autre part. La section 5 conclut.   
 
II – ANALYSE DES CHOCS  
 Le traité instituant l’UEMOA en janvier 1994 engage les Etats membres à réaliser 
une intégration économique complète couvrant tous les secteurs de leurs économies. Le 
succès du processus d’unification d’une telle union repose sur l’harmonisation à long 
terme des politiques économiques nationales. L’harmonisation au niveau monétaire est 
déjà une réalité dans la zone et des critères de convergence sont établis au niveau fiscal. 
Les secteurs de l’énergie et de l’environnement sont aussi inscrits dans les objectifs de 
l’Union dans son processus d’intégration régionale. Pour que l’Union soit 
économiquement viable et avantageuse il est nécessaire que les chocs soient symétriques. 
Nous évaluons la symétrie statistique des chocs d’offre, des chocs énergétiques et de 
pollution dans cette partie en calculant les coefficients de corrélation entre les pays. Mais 
avant nous faisons l’identification et la représentation des chocs.




 Cette section se propose d’évaluer la symétrie des chocs dans l’UEMOA de 1970 à 
2010. Les séries considérées sont le PIB par tête (en $US constant), nous utilisons comme 
Narayan et al. (2008), la consommation d’énergie par tête (en Kilotonne équivalent 
pétrole) et enfin les émissions de CO2 par tête (en tonne métrique).  
L’étude est faite en deux étapes. La première étape, par la méthode SVAR, calcule 
et représente les différents chocs. Il ressort que les chocs d’offre, les chocs énergétiques et 
de pollution entre pays sont asymétriques. La seconde partie porte sur le calcul des 
coefficients de corrélation des différents chocs entre pays, complété par le calcul des 
coefficients de corrélation bilatérale entre les composantes cycliques. En effet, ces 
coefficients de corrélation sont des mesures de la symétrie selon la CEA/BSR-AC (2007). 
Ces deux approches sont complémentaires, elles ont été largement utilisées pour étudier 
les questions d’unification monétaire en Europe (CEA/BSR-AC, 2007). Il apparait que les 
cycles du PIB sont relativement corrélés, ceux de l’énergie et du CO2 le sont moins. En 
revanche, les chocs entre pays sont quasi non corrélés.  
L’identification des chocs a fait l’objet de nombreuses études, principalement dans 
la formation des unions monétaires en vue de s’inscrire dans la  logique de la théorie des 
zones monétaires optimales, introduite par Mundell (1961). La corrélation des chocs est un 
des principaux critères qui déterminent l’opportunité de la mise en place d’une union 
monétaire. En effet les pays membres d’une union monétaire perdent la capacité de mener 
des politiques monétaires indépendantes, perdant ainsi l’arme de change comme 
instrument d’ajustement. Toutefois l’intérêt est de mener des politiques à l’échelle de 
l’union et d’en retirer des gains de bien-être à travers la réduction des coûts de transaction 
et des incertitudes de tout ordre.  
Cette partie s’inscrit dans la philosophie globale de la théorie des zones monétaires 
optimales. Elle s’en distingue toutefois par son caractère plus large. Nous étudions ici la 
corrélation des chocs de production, des chocs énergétiques et de pollution au sein d’une 




union monétaire, l’UEMOA. Si ces chocs sont positivement corrélés entre les membres il 
est opportun de mettre en œuvre des politiques à l’échelle de l’Union pour corriger les 
déséquilibres, comme l’a indiqué Mundell (1961) dans sa théorie des zones monétaires 
optimales.   
Cette section est structurée de la façon suivante. La première partie expose la 
méthodologie standard d’identification des chocs ; la méthode VAR (Vecteur 
Autorégressif) structurel et la seconde partie calcule la corrélation bilatérale des chocs 
entre les pays de l’UEMOA.  
De nombreuses études se sont penchées sur la corrélation des chocs au sein d’un 
groupe de pays dans le cadre de l’analyse de l’opportunité d’une union monétaire entre ces 
pays. Ces études ont principalement adopté la méthode VAR proposée par Bayoumi et 
Eichengreen (1993), qui est devenue l’approche standard pour étudier l’asymétrie des 
chocs au sein d’un groupe de pays. Nous mettons en œuvre la méthodologie VAR 
structurel (SVAR) dans ce chapitre pour déterminer si les chocs économiques, 
énergétiques et environnementaux sont symétriques ou non dans la zone UEMOA. Un 
modèle est structurel seulement si l’on peut l’utiliser pour prédire les effets d’actions 
délibérées ou de changements majeurs dans l’économie (Narayan et al. , 2008). Un VAR 
structurel permet de poser des restrictions de court et de long terme, ce que ne permet pas 
le VAR. 
 La méthodologie SVAR : présentation 
L’identification économétrique des chocs relève de la littérature VAR et 
notamment de l’article fondateur de Blanchard et Quah (1989). Nous adoptons cette 
procédure à l’instar de De Serres et Lalondes (1994), de Clarida et Gali (1994), N’Goma 
(2000), Garatti (2003a et 2003b). 
Supposons que les taux de croissance du PIB, de la consommation d’énergie, des 
émissions de CO2, suivent un processus stochastique stationnaire auxquels répondent trois 




chocs orthogonaux. Il s’agit ici des chocs d’offre () , des chocs énergétiques	(), des 
chocs environnementaux		(1).  
Le modèle structurel peut s’écrire sous forme moyenne mobile comme suit : 
                                     ` =	u] +	uw +	…        (1) 
                      =	∑ vu∞º]                                            (2) 
Avec ` un vecteur de variables stationnaires que sont les différences premières du 
logarithme du PIB par tête, du logarithme de la consommation d’énergie, du logarithme 
des émissions de CO2. Nous avons également un nombre de chocs () égal à celui des 
variables. (L) est l’opérateur de retard et les  u sont les matrices qui représentent les 
impulsions des fonctions de réponse aux chocs des variables du vecteur	`.  
La forme réduite moyenne mobile de l’équation (2) s’écrit : 







 È . É
1Ê                           (3) 
Les .		. sont les éléments de la matrice 	u définie plus haut. Ç ∆∆)*∆#$2È est la matrice des 
variables du modèle et É1Ê est la matrice des perturbations indépendantes à long terme 
du PIB (), de la consommation d’énergie () et des émissions de CO2 (1). Nous 
supposons pour simplifier l’identification, ce qui usuel dans la littérature des VAR, que les 
variances des chocs structurels suivent une loi normale, ce qui permet d’écrire : 
E (′) = Ç1 0 00 1 00 0 1È et E (Ë) = 0,∀, 	 ≠ 0, dans ce cas les chocs ne sont pas corrélés 
entre eux et ont une variance unitaire.  
Le vecteur des perturbations structurelles  n’est pas observable. Dans ces 
conditions, l’équation (3) ne peut pas être estimée directement selon Corthinas (2006). 




Suivant la méthode de décomposition de Blanchard et Quah (1989), nous supposons   le 
vecteur des résidus estimés du VAR tel que:    = #    
Le vecteur des résidus estimé   est une représentation linéaire du vecteur des chocs 
structurels inobservables	. Nous pouvons estimer le VAR suivant où les B sont les 
coefficients estimés et ` un vecteur de variables stationnaires: 
                                        ` =	(`w + (
`w
 +⋯	+	(½`w½ +	                        (4) 
                                                      = [(' − ((v))]w  
                                                      =	 [' + ((v) + 	((v)
 + 	((v) +	…	]   
En développant nous avons    `  =	  + 2 w + 2
 w
 + 2 w 	…,  
Où  ((v) = 2 w 







 .È∞w . É
   1Ê                          (5)  ,	 , 	 1 sont les résidus estimés des équations du PIB, de l’énergie et des émissions de 
CO2. 
 Des systèmes (3) et (5) on en déduit l’équation (6) : 














 ÈÏ . É
1Ê             (6) 
     = C.	É1Ê,  














 Pour identifier les chocs structurels	,	 et	1, il suffit d’identifier les éléments de 
la matrice C, comme l’indique l’équation (6). Il est nécessaire de poser certaines 
restrictions au modèle pour le rendre identifiable. Nous devons poser au minimum




		*(* + 1)/2 = 9	 restrictions dans notre cas aux éléments de la matrice C afin de réduire 
le nombre des inconnues au moins égal au nombre des paramètres estimés de la matrice de 
variance-covariance   )	(  ′) = ## ′ = ∑ des innovations	 ,	  et	 1  puisque nous 
avons une matrice carrée d’ordre	* = 3.  







Nous avons supposé plus haut que les chocs structurels	,	 et	1 ne sont pas 
corrélés et la matrice de variance-covariance, qui est supposée suivre une loi normale, est 
la matrice identité. De cette manière, selon Corthinas (2006), la condition d’orthogonalité 
impose six restrictions non linéaires sur les éléments de la matrice	#. Les contraintes 
d’orthogonalité ont une justification plus technique qu’économique véritablement. Ce qui 
constitue la faiblesse de cette méthode. Il n’existe toutefois pas encore d’études empiriques 
remettant en question les contraintes d’orthogonalité. L’orthogonalisation, selon Sims 
(1980), autorise une décomposition de la variance de l’erreur de prévision correspondant 
aux différentes séries comme somme des contributions des différents chocs structurels. Il 
reste trois restrictions qui portent sur les réponses du système aux différentes impulsions 
structurelles, à faire sur les éléments de la matrice C. Pour cela plusieurs méthodes ont été 
proposées dans la littérature selon Sarr et N’Diaye (2010).  
La façon la plus simple d’imposer les contraintes supplémentaires qui est purement 
statistique est celle proposée par Choleski. Il s’agit de décomposer la matrice de variance 
∑, définie comme l’unique matrice triangulaire inférieure C tel que	∑ 	= 	CC’. Cette 
méthode a une exigence, le choix de l’ordre des séries qui doivent être rangées de la série 
la plus exogène à la série la plus endogène. Dans notre cas, le PIB a une influence dans 
tous les pays de l’UEMOA sur la consommation d’énergie et les émissions de CO2 (voir les 
résultats dans le chapitre III). L’énergie influence les émissions de CO2 dans tous les pays 
sauf au Burkina Faso et aussi sur le PIB, mais que dans certains pays. Le CO2 n’a pas 
d’influence sur le PIB et l’énergie. L’ordre des séries s’établirait donc de la façon suivante : 
le PIB en première ligne, puis l’énergie en deuxième ligne et enfin le CO2. 




L’orthogonalisation par la décomposition de Choleski a été beaucoup critiquée et d’autres 
méthodes ont été proposées. L’une des  plus anciennes est celle de Blanchard et Quah 
(1989) qui consiste à poser des restrictions de long terme inspirées de la théorie 
économique. Gali (1992) propose de combiner des restrictions de court terme et de long 
terme, ce qui est une extension naturelle, selon Jordan et Lenz (1999), de l’une des 
premières approches VAR qui proposait d’imposer soit uniquement des restrictions de 
court terme, ou uniquement des restrictions de long terme. Quant à Montford et Uhlig 
(2005), tout comme Faust (1998), Canova and Pina (1998) et autres, ils introduisent des 
restrictions de signe. Toutefois Narayan et al. (2008) indiquent que les restrictions sont 
fonction du modèle estimé. Ainsi pour eux, un modèle SVAR permet d’imposer à la fois 
des restrictions de court terme et de long terme inspirées de la théorie économique. 
Toutefois selon Gali (1992), les restrictions de court terme sont supportées soit par des 
preuves empiriques indépendantes, soit par la théorie économique. Le choix de poser des 
restrictions de court terme n’altère vraiment pas les résultats de l’identification dans la 
mesure où selon Jordan et Lenz (1999), les réponses des variables aux différents chocs 
dépendent de façon critique des hypothèses de stationnarité, mais l’influence des 
restrictions d’identification des chocs est moins importante. 
Dans le chapitre précédent, nous avons estimé les relations de causalité de long 
terme entre les séries du PIB par tête, de la consommation d’énergie par tête et des 
émissions de CO2 par tête. Nous pouvons donc poser des contraintes de long terme 
supportées par des preuves empiriques et/ou théoriques. Nous supposons que les chocs 
d’offre ont seul un effet permanent sur le taux de croissance. Les chocs énergétiques et les 
chocs de pollution de leur côté ne peuvent exercer qu’un effet transitoire sur le taux de 
croissance. Nous pouvons illustrer un choc énergétique par le fait qu’il correspond à une 
modification de la demande d’énergie. Nous faisons aussi l’hypothèse d’une neutralité à 
long terme des chocs de pollution. A l’inverse du choc énergétique, le choc de pollution 
n’a aucun effet de long terme sur l’énergie. Nous pouvons supposer que nos contraintes 
sont supportées par nos résultats empiriques antérieurs (chapitre III). Ces restrictions et les 




conditions d’orthogonalité peuvent permettre d’identifier le modèle. Notons que la 








 ÒÈ  
Par hypothèse les chocs énergétiques et les chocs de pollution n’ont pas d’effet de long 
terme sur le taux de croissance. Nous pouvons donc écrire que : 
 Ò
 = Ò = 0 
Le choc de pollution n’a pas d’effet à long terme sur la consommation d’énergie, nous 
pouvons noter que : 
Ò
 = 0  




 ÒÈ  
Nous aboutissons à l’issue de notre méthode d’identification la méthode de décomposition 
de Choleski.  
 Analyse des chocs 
Avant d’estimer le modèle et de calculer les chocs, il est nécessaire de s’assurer de 
la stationnarité des séries et tester la cointégration dans le cas où toutes les séries sont 
intégrées du même ordre. Les tests de racine unitaire des variables PIB par tête, 
consommation d’énergie par tête et émissions de CO2 par tête ont été déjà effectués dans le 
chapitre précédent.  
Nous pouvons maintenant identifier les innovations de chaque variable pour 
chaque pays et les représenter graphiquement. Ce qui nous permet de faire une 
comparaison entre pays afin de détecter la symétrie ou non (asymétrie) des chocs dans 
l’UEMOA. La méthodologie VAR structurel consiste à transformer des résidus issus d’un 
VAR canonique en des chocs structurels pouvant être interprétés de façon économique. 




Les résidus du modèle VAR canonique représentent la partie non prévisible, compte tenu 
de l’information provenant des réalisations passées des variables du système. Une 
multitude de chocs, dont la propagation se traduit par des fluctuations du système 
dynamique étudié, sont captés par ces résidus canoniques. Pour autant, ceux-ci ne 
constituent pas des chocs structurels et la méthode VAR structurel permet de les  
transformer en chocs. 
 Les graphiques qui suivent présentent les chocs d’offre, les chocs énergétiques et les 
chocs de pollution dans l’UEMOA. Chaque pic représente un choc. Tout pic au dessus de 
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Graphique IV.3 : Chocs de pollution 
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Les graphiques IV.1, IV.2 et IV.3, qui présentent respectivement les chocs d’offre, 
les chocs énergétiques et les chocs de pollution dans l’UEMOA, donnent une première 
idée du niveau de symétrie de ces chocs. Rappelons que mesurer la symétrie des chocs 
entre des pays revient à vérifier que les pays ressentent les chocs de façon synchrone et 
dans les mêmes proportions et réagissent de la même manière. Les graphiques ci-avant 
répondent en partie à cette préoccupation. Nous pouvons noter que sur la période        
1970-2010, les pays ressentent les chocs, relativement de la même manière qu’au début des 
années 1970. A partir de 1972 généralement, les déviations des variables du PIB, de 
l’énergie et du CO2, de leur tendance sont nettement différentes d’un pays à l’autre comme 
le montrent les graphiques.  Nous déduisons de l’analyse graphique que les chocs d’offre, 
les chocs énergétiques et de pollution sont asymétriques dans l’UEMOA. Ce résultat est 
conforme aux précédents qui concluent à l’hétérogénéité des pays de l’Union. La section 
suivante fait une mesure statistique de la symétrie des chocs. 
 
III –  CORRELATION DES CHOCS DANS L’UEMOA 
 Après avoir calculé et représenté les chocs d’offre, les chocs énergétiques et les 
chocs de pollution dans la zone UEMOA, nous analysons ici la corrélation de ces chocs, 
pour approfondir l’analyse de la symétrie. Toutefois, nous examinons d’abord la 
corrélation des séries du PIB par tête entre pays, de même que celles de la consommation 
d’énergie et des émissions de CO2.  
III – 1 - Corrélation des séries du PIB par tête, de la consommation d’énergie et des 
émissions de CO2 
Des corrélations bilatérales positives et significatives indiqueraient que les cycles 
des pays bougent de façon synchronisée et qu’il y a une forme de symétrie. Les tableaux 
ci-dessous donnent les corrélations bilatérales pour tous les pays et toutes les variables. 




Tableau IV.1 : Corrélation des séries du PIB par tête entre les pays de l’UEMOA 
   Bénin  Burkina Faso  Côte d’Ivoire  Mali    Niger       Sénégal    Togo 
Bénin      1, 00     
  
Burkina Faso     0, 83**          1, 00 
 (0.00) 
Côte d’Ivoire      -0, 79**       -0, 83**            1, 00 
(0.00)           (0.00) 
Mali     0, 69**         0, 70**       -0, 61**     1, 00 
                                    (0.00)          (0.00)                    (0.00) 
Niger     -0, 66**       -0, 83**        0, 77**     0, 38**         1, 00 
                 (0.00)          (0.00)                    (0.00) (0.01) 
Sénégal     0, 17           -0, 02        -0, 10 0, 49**        0, 31*           1, 00 
(0.00)          (0.88)                    (0.52) (0.00)         (0.04) 
Togo      -0, 59**       -0, 70**         0, 88**     -0, 42**       0, 77**          0, 08          1, 00 
(0.00)          (0.00)                    (0.00)                    (0.00)         (0.00)          (0.58) 
Notes : (**) et (*) indiquent la significativité au seuil de 1% et 5% respectivement 
Lorsque le coefficient de corrélation est calculé, pour son interprétation l’on se 
reporte aux intervalles suivants (en valeur absolue) : [0 ; 0.35] correspond à une faible 
corrélation ; [0.36 ; 0.67] correspond à une corrélation modérée ; [0.68 ; 0.89] indique une 
forte corrélation et [0.90 ; 1] indique une très forte corrélation. Le tableau IV.1 indique 
que les séries du PIB par tête des pays de la zone UEMOA sont en majorité corrélées. Le 
Sénégal fait l’exception avec deux coefficients de corrélation positivement significatifs au 
seuil de 1% et 5% avec respectivement le Mali, une corrélation modérée (0,49) et le Niger, 
une corrélation faible (0,31). Le PIB par tête du Bénin a une forte corrélation positive avec 
le Burkina Faso (0.83) et le Mali (0.69) mais négative avec la Côte d’Ivoire et négativement 
modérée avec le Niger (-0.66) et le Togo (-0.59). Le PIB par tête du Burkina Faso est 
fortement et négativement corrélé avec ceux des autres pays sauf  avec le Mali où la 
corrélation est significativement positive (0.70). La Côte d’ivoire a son PIB par tête 
significativement et fortement corrélé avec celui des autres pays sauf avec le Sénégal, mais 
le signe des coefficients n’est pas le même. Le Mali et le Niger ont tous les deux leur PIB 
par tête significativement corrélés avec celui de chaque pays de l’UEMOA. Il ressort que 
les séries du PIB par tête des pays de l’UEMOA sont fortement corrélées mais le sens de la 
corrélation n’est pas uniforme. Ce qui indique une faible synchronisation des cycles du 
PIB dans l’Union.  




Tableau IV.2 : Corrélation des séries de la consommation d’énergie par habitant entre les 
pays de l’UEMOA 
   Bénin  Burkina Faso  Côte d’Ivoire  Mali    Niger       Sénégal    Togo 
Bénin      1, 00     
  
Burkina Faso     0, 71**            1, 00 
 (0.00) 
Côte d’Ivoire      -0, 15             -0, 21              1, 00 
  (0.32) (0.17) 
Mali     0, 45**             0, 59**              0, 01         1, 00 
(0.0)            (0.00)                      (0.98) 
Niger     0, 27                0, 11              0, 36*         0, 25          1, 00 
                 (0.09)            (0.48)                       (0.05) (0.10) 
Sénégal    0, 79**             0, 50**              0, 09   0, 12           0, 21            1, 00 
                                    (0.00)             (0.00)                      (0.56) (0.43)         (0.17) 
Togo       0, 13              -0, 01              0, 38**     -0, 18           0, 43**          0, 14        1, 00 
     (0.31)            (0.95)                       (0.01)              (0.24)          (0.00)           (0.36) 
Notes : (**) et (*) indiquent la significativité au seuil de 1% et 5% respectivement 
 Au niveau de la consommation d’énergie, seul le Bénin affiche deux fortes 
corrélations significativement positives avec le Burkina Faso (0.71) et le Sénégal (0.79) et 
aussi deux corrélations modérées et positives avec le Mali (0.45). La consommation 
d’énergie du Burkina Faso, au-delà de celle du Bénin, est de façon modérée positivement 
corrélée avec celles du Mali (0.59) et du Sénégal (0.50). Il en est de même pour le Togo 
avec la Côte d’Ivoire (0.38) et le Niger (0.43). Il ressort que, dans le cas des séries de la 
consommation d’énergie, peu de coefficients de corrélation sont significatifs, mais ils sont 
presque tous positifs. Il y a une synchronisation des cycles de l’énergie entre le Bénin, le 










Tableau IV.3 : Corrélation des séries des émissions de CO2 entre les pays de l’UEMOA 
   Bénin  Burkina Faso  Côte d’Ivoire  Mali    Niger       Sénégal    Togo 
Bénin      1, 00     
  
Burkina Faso     0, 76**            1, 00 
 (0.00) 
Côte d’Ivoire      -0, 75**           -0, 54**           1, 00 
(0.0)   (0.00) 
Mali     -0, 51**          -0, 17          0, 49**     1, 00 
(0.0)              (0.27) (0.00) 
Niger     -0, 31*              0, 18           0, 43**     0, 50**         1, 00 
                 (0.04)              (0.24)   (0.00) (0.00) 
Sénégal    -0,001               0, 27            0, 13                 0, 53**        0, 31*              1, 00 
      (0.99)  (0.07)  (0.41)                (0.00)         (0.04) 
Togo      0, 34*                0, 57**           -0, 20      0, 10           0, 12                0, 32*       1, 00 
      (0.02)  (0.00)  (0.20)                (0.50)         (0.41)              (0.03) 
Notes : (**) et (*) indiquent la significativité au seuil de 1% et 5% respectivement 
 Selon le tableau IV.3 les émissions de CO2 du Bénin sont fortement et 
significativement corrélées avec celles du Burkina Faso (0.76), de la Côte d’Ivoire (-0.75), 
de façon modérée avec celles du Mali (-0.51) et faiblement avec les émissions de CO2 du 
Niger (0.31) et du Togo (0.34). Celles du Burkina Faso le sont de façon significativement 
négatives avec celles de la Côte d’Ivoire (-0.54) et positives avec celles du Togo (0.57). 
D’autres coefficients de corrélation significativement positifs existent entre la Côte 
d’Ivoire et le Mali (0.49), la Côte d’ivoire et le Niger (0.43) d’une part mais aussi entre le 
Mali et le Niger (0.50), le Mali et le Sénégal (0.53), le Niger et le Sénégal (0.31) et enfin le 
Sénégal et le Togo (0.32) d’autre  part. La synchronisation des cycles d’émissions de CO2 
dans l’UEMOA n’est pas établie. 
 Dans cette partie nous avons étudié la corrélation des séries du PIB par tête, de la 
consommation d’énergie par habitant et des émissions de CO2 par habitant. Les résultats 
montrent que la synchronisation n’est pas nette dans l’Union. Nous pouvons affirmer que 
dans l’ensemble, même si quelques coefficients de corrélation bilatérale sont 
significativement positifs, au niveau sous-régional nous ne pouvons pas identifier une 
situation globale de fluctuation cyclique synchronisée.  




III – 2 - Corrélation des chocs de production, chocs énergétiques et chocs de 
pollution 
 
Nous avons plus haut calculé et représenté les chocs, nous pouvons calculer leurs 
coefficients de corrélation bilatérale entre les pays. En effet, ils constituent une mesure 
statistique de la symétrie qui est complémentaire à l’interprétation graphique.  Nous 
estimons dans ce qui suit les corrélations de chocs entre les pays pour chaque type de 
chocs.  
Tableau IV.4 : Corrélation des chocs d’offre entre les pays de l’UEMOA 
   Bénin  Burkina Faso  Côte d’Ivoire  Mali    Niger       Sénégal    Togo 
Bénin      1, 00     
  
Burkina Faso     -0, 05             1, 00 
  (0.76) 
Côte d’Ivoire       -0, 11              0, 20               1, 00 
   (0.50)            (0.23) 
Mali     -0, 25              0, 05              -0, 07         1, 00 
       (0.11)            (0.74)                        (0.65) 
Niger      0, 14               0, 03                0, 09       -0, 04         1, 00 
                 (0.39)            (0.81)      (0.56)  (0.79) 
Sénégal    -0,15              -0, 01                0, 15                0, 02         -0, 01              1, 00 
      (0.37)            (0.94)      (0.36)              (0.89)         (0.98) 
Togo       0, 03               0, 05              -0, 20          -0, 01         0, 03              -0, 14       1, 00 
     (0.85)            (0.76)                        (0.22)               (0.94)         (0.83)             (0.39) 
  
Tableau IV.5 : Corrélation des chocs énergétiques entre les pays de l’UEMOA 
   Bénin  Burkina Faso  Côte d’Ivoire  Mali    Niger       Sénégal    Togo 
Bénin      1, 00     
  
Burkina Faso    -0, 02              1, 00 
 (0.85) 
Côte d’Ivoire       -0, 02             -0, 05                1, 00 
  (0.87)             (0.74) 
Mali      0, 05               0, 05                0, 01       1, 00 
       (0.73)            (0.58)    (0.98) 
Niger      0, 17               0, 29               -0, 01        0, 14            1, 00 
                 (0.29)             (0.07)       (0.92)              (0.40) 
Sénégal     0,18                0, 02                 0, 18               0, 29           0, 16             1, 00 
      (0.25)            (0.89)       (0.25)             (0.06)          (0.33) 
Togo      -0, 16             -0, 10                 0, 07          -0, 07          0, 03              0, 09           1, 00 
     (0.32)            (0.52)      (0.67) (0.63)          (0.83) (0.55)




Tableau IV.6 : Corrélation des chocs de pollution entre les pays de l’UEMOA 
   Bénin  Burkina Faso  Côte d’Ivoire  Mali       Niger     Sénégal    Togo 
Bénin      1, 00     
  
Burkina Faso    -0, 02            1, 00 
 (0.90) 
Côte d’Ivoire       0, 24             0, 17                1, 00 
  (0.13)          (0.30) 
Mali     -0, 15            0, 17               -0, 06         1, 00 
       (0.36)          (0.30)     (0.67) 
Niger     -0, 17            0, 07                 0, 14         0, 18         1, 00 
                 (0.29)          (0.67)       (0.37)   (0.25) 
Sénégal      0,25            0, 02                 0, 09                0, 16         0, 14               1, 00 
      (0.12)          (0.89)      (0.55)               (0.33)        (0.40) 
Togo      -0, 14            0, 24                 0, 01            0, 06         0, 01              -0, 11        1, 00 
      (0.38)          (0.13)                           (0.95)               (0.71)        (0.94)             (0.47) 
 
 Il ressort de l’analyse des tableaux IV.4, IV.5 et IV.6 que les coefficients de 
corrélation des chocs d’offre, des chocs énergétiques et des chocs de pollution entre les 
pays de la zone UEMOA sont très faibles et statistiquement non significatifs. Ce qui 
permet d’en déduire que ces chocs sont asymétriques dans cette zone. Au terme de cette 
section nous obtenons une confirmation supplémentaire de l’hétérogénéité des pays de la 
zone UEMOA. Les pays de l’Union ne subissent pas les chocs de la même manière, ni de 
façon synchrone. Dans ce qui suit, nous estimons les réponses des variables aux différents 
chocs. L’objectif est de vérifier si les pays répondent de façon symétrique aux chocs. 
 
 IV –  LES EFFETS DES CHOCS ENERGETIQUES ET DES CHOCS D’OFFRE 
 
 Dans la littérature empirique, l’analyse des effets des chocs sur des variables est 
faite par la méthodologie VAR ou SVAR, plus spécifiquement à travers les fonctions de 
réponse impulsionnelles. C’est la méthode utilisée par Romer and Romer (1994), Ramsey 
and Shapiro (1998), Faust (1998),  Blanchard and Perotti (2002), Fatas and Mihov (2001a, 
b), Eichenbaum and Fisher (2003), Uhlig (2005), Mountford and Uhlig (2005, 2009) et 




Caldara (2011),  pour analyser les effets de politiques fiscales. Favero (2001) a présenté une 
large revue de littérature d’études ayant utilisés les fonctions de réponse impulsionnelles 
pour étudier les effets des chocs de politiques monétaires.  Chacune de ces études a utilisé 
une méthode d’identification qui a posé soit restrictions de signes, soit des restrictions de 
court terme et / ou des restrictions de long terme comme nous l’avons fait plus haut. En 
revanche, la quasi-totalité de ces études se sont appuyées sur les fonctions de réponse 
impulsionnelles et la décomposition de la variance de l’erreur de prévision pour évaluer 
les effets des chocs.  
 En effet, les fonctions de réponse impulsionnelles montrent les effets des chocs sur 
les trajectoires d’ajustement des variables. La décomposition de la variance de l’erreur de 
prévision mesure la contribution de chaque type de choc à la variance de l’erreur de 
prévision. Tous ces calculs sont utiles pour évaluer la façon dont les chocs sur des variables 
se répercutent à travers un système, dans notre cas, le système énergie – PIB – CO2.  
 
 IV – 1 – Les fonctions de réponse impulsionnelles 
  Les fonctions de réponse impulsionnelles pour les chocs structurels sont tracées et 
sont visibles dans les graphiques ci-après. Nous y trouvons les fonctions de réponse de 
chacune de nos trois variables, pour chaque pays de l’UEMOA, sur un horizon de huit 
années. Le lien de causalité entre les variables ne donne pas l’historique de l’interaction 
entre les variables du système. En revanche les fonctions de réponse impulsionnelles 
calculent et tracent les interactions entre les variables dans le temps.  Par exemple dans 
notre système à trois variables - le PIB réel, la consommation d’énergie et les émissions de 
CO2 par tête - les effets d’un accroissement de l’utilisation de l’énergie ou d’une variation 
positive du PIB réel sur chacune des variables du système peuvent être d’un grand intérêt 
dans un contexte de réchauffement climatique inquiétant et de rareté énergétique, qui 
induisent de la pollution et du développement surtout dans les pays du sud. 




 Soit pour chaque pays le système suivant : 
r	=		 		&'()*		#$2     
&'(	gé µé* g, &hµµÓh*  
Pour isoler l’effet d’un quelconque choc, nous supposons que chacune des variables, a 
priori, a sa moyenne à la date  = 0 et nous admettons par conséquent que : 
r = , ∀	 < 0 
Supposons ensuite que l’énergie s’écarte de sa moyenne  à partir de la date  		 = 0,     
c’est-à-dire que le terme d’erreurs dans l’équation de l’énergie à cette date devient		5] ≠
0. Les fonctions de réponse impulsionnelles calculent et tracent ce qui se passe au niveau 
du système aux dates 	 = 1, 2, 3… si une autre déviation ne se produit pas. 
 Supposons que :  
  r = Ôrw +                                                                        (7) 
Sous forme matricielle l’équation (7) s’écrit : 











Supposons un choc énergétique à la date 		 = 0, ceci permet d’écrire : 




A la date		 = 1, l’on a : 
    r =		 &'()*#$2 	= Ôr] 	= 		
5ÕÖ,4½,×Ø
, 
A la date		 = , l’on a : 








Les éléments de la matrice 		Ô   donnent les effets d’un choc sur les variables du système 
après 	* périodes, ce sont les réponses impulsionnelles. Si nous posons que		Ô =  , le  
coefficient de la matrice Ô dans la représentation moyenne mobile du vecteur 
autorégressif, la fonction de réponse impulsionnelle peut s’écrire de la façon suivante : 
   rË½ = ∑ Ë½,∞º]                                   (8)                 
avec 		 le temps, 	* le nombre de périodes après le choc et 	  la variable de réaction du 
système. La réponse de la variable 		 du vecteur  r à la période 	* à un choc de la variable 
	² qui a eu lieu à la date 	 peut s’exprimer comme il suit :   
                                               Ù½Ú = ÛË½ Û⁄  
Les réponses de chaque variable à un choc d’offre et à un choc énergétique donnent donc 
dans les graphiques, une vision de la dynamique de l’interrelation dans le système. Nous 
représentons dans ces graphiques les réponses de chaque variable à un choc d’un écart 
type de 1%. Nous analysons ici les réponses de chacune des variables à un choc de 
production ou d’offre et à un choc énergétique. Les réponses aux différents chocs sont 
présentées en indiquant les bornes à 95 %. Nous avons essentiellement posé des 










Graphique IV.4 : Réponses du PIB aux chocs d’offre dans l’UEMOA 
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  IV – 1 – 1 – Les effets d’un choc d’innovation sur le PIB 
Dans le graphique IV.4, nous avons reporté les réponses du PIB, de l’énergie et du 
CO2 à un choc d’offre d’un écart type de 1% dans chaque pays de l’UEMOA. Nous 
observons qu’un choc d’offre provoque une contraction immédiate de l’activité dans tous 
les pays de l’UEMOA. Ce qui est un résultat attendu, les pays de l’Union ont des structures 
de production plutôt similaires. C’est aussi le résultat sans doute du processus d’unification 
entamé depuis le début des années 1960 surtout dans le secteur de l’activité. Nous 
constatons, en revanche, quelques éléments de divergence. En effet, les effets du choc 
d’offre deviennent positifs après la première période au Burkina Faso, au Mali et au 
Sénégal, alors qu’ils ne le deviennent qu’à partir de la période 2 au Bénin, en Côte d’Ivoire 
et au Niger. Nous notons que les effets du choc se dissipent dès la période 3 au Burkina 
Faso, au Mali, au Niger et au Sénégal. La dissipation des effets se produit un an après le 
choc au Togo, mais un peu plus tard au Bénin et en Côte d’Ivoire, environ 6 périodes. Il 
convient de souligner également que l’ampleur des réactions n’est pas identique pour tous 
les pays.  
 Les réponses de l’énergie à un choc d’innovation sur la variable PIB par tête dans 
les pays de l’UEMOA sont présentées dans le graphique IV.5 ci-après. Nous observons ici 
que les allures des fonctions de réponse ne sont pas systématiquement identiques pour 
tous les pays. Un choc d’offre provoque un accroissement immédiat de l’utilisation de 
l’énergie au Bénin, au Mali et au Togo, les ampleurs de réaction sont toutefois différentes. 
Les effets dans ces pays ne se dissipent qu’au delà de cinq périodes après des oscillations 
régulières. Les réponses immédiates de l’énergie à un choc d’offre au Burkina Faso, au 
Niger, au Mali et au Sénégal se traduisent par une contraction de son utilisation.  Les effets 
se dissipent après quatre périodes. Nous notons que les amplitudes de réaction sont 
diversifiées. Seuls le Niger et le Sénégal ont des réponses de l’énergie au choc d’offre 
quasiment identique. 
 




Graphique IV.5 : Réponses de l’énergie aux chocs d’offre dans l’UEMOA 
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Graphique IV.6 : Réponses du CO2 aux chocs d’offre dans l’UEMOA 
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 Les allures des fonctions de réponse, qui tracent les réactions du CO2 aux chocs 
d’innovations sur le PIB par tête  demeurent diversifiées dans la zone UEMOA, sauf pour 
le Bénin et le Burkina Faso. Ces deux pays présentent toutefois des ampleurs de réaction 
différentes, le Bénin réagit deux fois plus fortement et les effets y sont plus persistants que 
le Burkina Faso. La Côte d’Ivoire se distingue aussi par une réponse quasi nulle.  Les 
réponses du CO2 au choc d’offre sont à relativiser en raison de l’importance de l’intervalle 
de confiance. Toutefois, nous pouvons noter la diversité des réactions. 
 En résumé, il apparaît que face à un choc d’innovation sur le PIB par tête dans la 
zone UEMOA les pays réagissent de façon plutôt hétérogène. Les allures des fonctions de 
réponse du PIB demeurent identiques, mais les ampleurs et la persistance des réactions 
sont diversifiées. Du côté de l’énergie et du CO2, les allures des fonctions de réponse sont 
plus diversifiées de même que les forces de réaction. La Côte d’Ivoire paraît mieux résister 
aux chocs d’offre, les réactions de l’énergie et du CO2 y sont plus faibles. 
 Nous regardons dans la suite les allures des réactions des variables PIB par tête, 
consommation d’énergie par tête et émissions de CO2 par tête lorsqu’un choc énergétique 
se produit. 




Graphique IV.7 : Réponses du PIB aux chocs énergétiques dans l’UEMOA 
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  IV – 1 – 2 – Les effets d’un choc d’innovation sur le PIB  
 
 Les graphiques IV.7 ci-avant, IV.8 et IV.9 ci-après représentent les réponses du 
PIB, de l’énergie et du CO2 respectivement à un choc énergétique. Du côté du PIB, nous 
distinguons deux groupes de pays. Le premier groupe est constitué des pays qui montrent 
une contraction immédiate du PIB par tête, il s’agit de la Côte d’Ivoire et du Sénégal. Le 
choc énergétique ici qui se traduit par un accroissement de la consommation d’énergie 
présente un effet négatif sur le PIB réel. Ces deux pays sont autosuffisants en énergie et 
exportateurs nets, ce qui peut justifier ce résultat. Les autres pays réagissent différemment 
et de façon diversifiée en ce qui concerne l’ampleur de réaction.  
 Les allures des réponses de l’énergie sont plutôt uniformes. Comme dans le cas du 
PIB, les ampleurs de réaction sont différentes.  
 Du côté du CO2, un choc énergétique provoque une augmentation immédiate des 
émissions de CO2 dans les pays de l’UEMOA sauf au Bénin et en Côte d’Ivoire. La réponse 
du CO2 est faible et n’est pas immédiate contrairement à celle du Bénin qui est négative. 
Les degrés de réaction sont différents d’un pays à l’autre et les effets sont plus persistants 
au Bénin et au Mali.  Nous retenons ici que les réponses du PIB, de l’énergie et du CO2 à 
un choc énergétique dans l’UEMOA sont hétérogènes. 
 En définitive, il ressort du calcul et de la représentation des fonctions de réponse 
impulsionnelle du PIB, de l’énergie et du CO2 émanant d’un choc d’offre et d’un choc 
énergétique que les pays de l’UEMOA ne sont pas homogènes. Les réactions sont très 
souvent opposées et/ou dans des proportions diverses. 
 Nous cherchons à approfondir notre analyse sur les réactions des pays face aux 
chocs en examinant dans la suite les sources des fluctuations du PIB, de la consommation 
d’énergie et des émissions de CO2 pour chaque pays de l’Union. 
 




Graphique IV.8 : Réponses de l’énergie aux chocs énergétiques dans l’UEMOA 
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Graphique IV.9 : Réponses du CO2 aux chocs énergétiques dans l’UEMOA 
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IV – 2 – La décomposition de la variance de l’erreur de prévision  
 La décomposition de la variance de l’erreur de prévision permet de déterminer les 
sources les plus importantes de fluctuations des variables endogènes pour la période 
d’étude. En particulier, elle permet de mesurer la part de la variance anticipée de chaque 
variable endogène à différents horizons, expliquée par les différents chocs                   
(Drine et Rault, 2009). Les résultats de la contribution des différents chocs aux variations 
des variables d’étude sur un horizon de huit ans sont présentés dans les tableaux suivants.   
Tableau IV.7 : Décomposition de la variance de l’erreur de prévision du Bénin (%) 
                     PIB                                     ENERGIE                      CO2 
H    	       	        	1            	       	        	1             	       	        	1 
1     100       0           0  2 98 0   4  7          89  
2      98        2           0  2 98 0  14  9  77 
3      98        2           0 2 98 0  15  9  76 
4      98        2           0 2 98 0  15  9  76 
5      98        2           0  2 98 0  15  9  76 
6      98        2           0  2 98 0  15  9  76 
7      98        2           0  2 98 0  15  9  76 
8      98        2           0  2 98 0  15  9  76 
Notes : 	, 	  et 	1 désignent respectivement les chocs d’offre, énergétique et de pollution. 
Tableau IV.8 : Décomposition de la variance de l’erreur de prévision du Burkina Faso (%) 
                     PIB                                     ENERGIE                      CO2 
H    	       	        	1             	       	        	1             	       	        	1 
1     100       0           0                         2 98   0   2  4           94  
2      95        4           1    3 95   2  10 22   68 
3      94        5           1   3 95   2  12 22   66 
4      94        5           1   3 95   2  13        22   65 
5      94        5           1    3 95   2  13        22   65 
6      94        5           1               3 95   2  13        22   65 
7      94        5           1    3 95   2  13        22   65 
8      94        5           1    3 95   2  13        22   65 
Notes : 	, 	  et 	1 désignent respectivement les chocs d’offre, énergétique et de pollution. 
  
 





Tableau IV.9 : Décomposition de la variance de l’erreur de prévision de la Côte d’Ivoire 
(%) 
                     PIB                                     ENERGIE                      CO2 
H    	       	        	1             	       	        	1             	       	        	1 
1     100        0          0    10   90   0            16 14         70  
2      97         2          1     9   89   2            16       13  71   
3      97         2          1                9   88   3            16 13   71 
4      97         2          1               9   88   3            16 13  71 
5      97         2          1    9   88   3            16 13  71 
6      97         2          1     9   88   3            16 13  71 
7      97         2          1     9   88   3            16 13  71 
8      97         2          1     9   88   3            16 13  71 
Notes : 	, 	  et 	1 désignent respectivement les chocs d’offre, énergétique et de pollution.  
 
Tableau IV.10 : Décomposition de la variance de l’erreur de prévision du Mali (%) 
                     PIB                                     ENERGIE                      CO2 
H    	       	        	1             	       	        	1             	       	        	1 
1     100        0            0   1 99   0             18 16         66  
2      99         1            0   4 94   2   25 18  58 
3      99         1            0  5 94   1   26 20  54 
4      99         1            0  5 94   1   27 20  53 
5      99         1            0   5 94   1   27 20  53 
6      99         1            0   5 94   1   27 20  53 
7      99         1            0   5 94   1   27 20  53 
8      99         1            0   5 94   1              27 20  53 
Notes : 	, 	  et 	1 désignent respectivement les chocs d’offre, énergétique et de pollution. 
 
Tableau IV.11 : Décomposition de la variance de l’erreur de prévision du Niger (%) 
                     PIB                                     ENERGIE                      CO2 
H    	       	        	1             	       	        	1             	       	        	1 
1     100       0           0   1 99    0  12 14         74  
2      98        2           0   2 98    0  15 13  72 
3      98        2           0  2 98    0  15 13  72 
4      98        2           0  2 98    0  15 13  72 
5      98        2           0              2 98    0  15 13  72 
6      98        2           0   2 98    0  15 13  72 
7      98        2           0   2 98    0  15 13  72 
8      98        2           0   2 98    0  15 13  72




Notes : 	, 	  et 	1 désignent respectivement les chocs d’offre, énergétique et de pollution. 
Tableau IV.12 : Décomposition de la variance de l’erreur de prévision du Sénégal (%) 
                     PIB                                     ENERGIE                      CO2 
H    	       	        	1             	       	        	1             	       	        	1 
1     100       0            0   1 99   0  17         1          82  
2      99        1           0   5         95   0  19  2  79 
3      98        2            0             5         95   0  20  3  76 
4      98        2            0                        5         95   0  20  3  76 
5      98        2            0                        5         95   0  20  3  76 
6      98        2            0            5         95   0  20  3  76 
7      98        2            0            5         95   0  20  3  76 
8      98        2            0    5         95   0  20  3  76 
Notes : 	, 	  et 	1 désignent respectivement les chocs d’offre, énergétique et de pollution. 
  
Tableau IV.13 : Décomposition de la variance de l’erreur de prévision du Togo (%) 
                     PIB                                     ENERGIE                      CO2 
H    	        	         	1             	       	        	1             	       	        	1 
1     100         0           0  10 90   0  10 70         20  
2      81         19          0  10 90   0  12 65  23 
3      80         20          0 10 90   0  14 63  23 
4      80         20          0 10 90   0  17 58  25 
5      80         20          0  10 90   0  17 58  25 
6      80         20          0  10 90   0  17 58  25 
7      80         20          0  10 90   0  17 58  25 
8      80         20          0  10 90   0  17 58  25 
Notes : 	, 	  et 	1 désignent respectivement les chocs d’offre, énergétique et de pollution. 
 
 Il apparaît à l’analyse de la décomposition de la variance de l’erreur de prévision 
dans l’UEMOA que : 
- Le principal déterminant des fluctuations du PIB réel est l’innovation dans le 
processus de production. Les innovations dans le secteur de l’énergie déterminent en 
grande partie la dynamique de la consommation d’énergie. Les chocs de pollution sont en 
grande partie ceux qui expliquent les variations des émissions de CO2, sauf au Togo où ce 
sont les chocs énergétiques qui dominent.  




- Les chocs de pollution n’ont pas d’effets sur la dynamique du PIB par tête et de  la 
consommation d’énergie dans les pays de l’UEMOA. Ce résultat est en conformité avec les 
résultats de la détermination des liens de causalité entre les variables PIB, énergie et CO2. 
- Les chocs d’offre, les chocs énergétiques et les innovations dans le secteur de 
l’environnement expliquent de façon  instantanée les variations de la consommation 
d’énergie et des émissions de CO2. Seuls les chocs d’offre ont un impact instantané sur la 
dynamique du PIB. 
- Les chocs d’offre et les chocs énergétiques apparaissent très déterminants dans la 
dynamique des émissions de CO2.  
En conclusion à cette partie, les pays de l’UEMOA sont plutôt proches en ce qui 
concerne les sources des fluctuations du PIB par tête et de la consommation d’énergie. En 
effet, les chocs d’innovation des émissions de CO2 ne contribuent pas aux fluctuations de 
ces variables dans tous les pays. De façon générale, plus de 90% des variations du PIB et de 
la consommation d’énergie ont pour source les chocs d’innovation sur les variables elles 
même dans tous les pays quasiment. Du côté des émissions de CO2, l’homogénéité des pays 














V – CONCLUSION  
 
Ce chapitre a examiné la symétrie des chocs énergétiques et des chocs d’offre dans 
l’UEMOA afin de mesurer le degré d’homogénéité des pays de l’Union. Pour atteindre 
notre objectif, nous avons mis en œuvre une méthodologie en plusieurs étapes. 
L’identification des chocs par la méthode VAR structurel en imposant des contraintes de 
long terme déduites des résultats de l’étude des relations de causalité, a précédé le calcul et 
la représentation graphique de ces chocs, puis le calcul des coefficients de corrélation des 
séries et des chocs. La dernière étape a consisté à calculer et à représenter les fonctions de 
réponse impulsionnelles et la décomposition de la variance des erreurs de prévision en vue 
de déterminer les effets des chocs de production, des chocs énergétiques sur les variables 
d’étude et les sources de leur fluctuation.  
Il ressort que les chocs d’offre, les chocs énergétiques et de pollution dans les pays 
de l’UEMOA sont asymétriques. Par contre les cycles du PIB sont corrélés, mais très 
souvent de façon négative, de même que ceux de l’énergie et du CO2 dans une moindre 
mesure. En revanche, les chocs entre pays sont quasiment non corrélés. Ceci a permis d’en 
déduire que dans l’UEMOA, les pays ne subissent pas les chocs de la même manière, ni de 
façon synchrone. 
Les fonctions de réponse impulsionnelles ont permis de confirmer l’hypothèse 
d’asymétrie des chocs dans l’UEMOA. Toutefois certains pays de l’Union ont des réponses 
relativement proches dans la forme. En effet, les séries du PIB par tête, de la 
consommation d’énergie par tête et des émissions de CO2 par tête ont des réponses aux 
chocs qui vont dans le même sens, mais avec des amplitudes de réaction différentes.  
La décomposition de la variance de l’erreur de prévision a montré que les sources 
les plus importantes de fluctuations du PIB réel, de la consommation d’énergie et des 
émissions de CO2 sont proches d’une part pour le Togo et le Sénégal et d’autre part pour le 
Bénin, le Mali et le Niger. 




En définitive, il apparaît qu’il y a une asymétrie des chocs d’offre, des chocs 
énergétiques et de pollution dans l’UEMOA, ce qui implique qu’une mise en œuvre de 
politiques énergétiques et environnementales communes ne serait pas adaptée. En effet les 
effets d’une politique commune dans le secteur énergétique et le secteur environnemental 
peuvent être opposés dans la zone. Elles pourraient produire les effets attendus de création 
de croissance et/ ou de réduction des émissions de CO2 chez les uns, mais aussi les effets 





















CONCLUSION DE LA PARTIE 2 
 Dans cette partie 2 nous avons tenu compte du caractère hétérogène des pays de 
l’UEMOA dans la relation entre le PIB et le CO2 et procédé à une analyse pays par pays. La 
variable consommation d’énergie est utilisée ici comme variable de contrôle ou 
d’ajustement. L’énergie est en effet théoriquement reconnue comme un facteur de 
production et son utilisation est une source de pollution.  
Dans le chapitre III, nous avons mesuré le sens et l’intensité du lien de causalité 
entre le PIB par tête, la consommation d’énergie et les émissions de CO2. La méthodologie 
VECM nous a permis de calculer les vitesses d’ajustement et d’indiquer l’existence des 
relations de causalité de long terme, déterminées par les estimations DOLS et FMOLS. Il 
est apparu significativement que la croissance et la consommation d’énergie sont des 
sources de pollution dans tous les pays de l’UEMOA sauf au Burkina Faso. Entre l’énergie 
et le PIB, la relation de causalité est bilatérale au Bénin, en Côte d’Ivoire, au Mali et au 
Togo, on dit que l’hypothèse de rétroaction est vérifiée. En revanche, la relation de 
causalité est unilatérale, du PIB vers l’énergie au Burkina Faso, au Niger et au Sénégal, 
c’est l’hypothèse de conservation qui est vérifiée. Nous notons toutefois que les intensités 
d’influence varient d’un pays à l’autre. 
Dans le chapitre IV, la symétrie des chocs d’offre, des chocs énergétiques et des 
chocs de pollution a été évaluée par le calcul des coefficients de corrélation et par la 
méthodologie VAR structurel à travers les fonctions de réponse impulsionnelles et la 
décomposition de la variance de l’erreur de prévision. Les résultats montrent que les chocs 
sont asymétriques dans l’Union. Les réponses du PIB par tête, de la consommation 
d’énergie par tête et des émissions de CO2 aux chocs d’offre et aux chocs énergétiques sont 












 Les questions de l’utilisation des ressources naturelles, en particulier l’énergie, de la 
croissance économique et de la préservation de l’environnement sont des thèmes qui 
revêtent une importance capitale pour chaque nation, mais aussi pour toute la planète. Les 
pays en voie de développement doivent relever le défi de réaliser une croissance soutenue 
dans un contexte international assez contraint. C’est donc de façon légitime, que nous 
nous sommes posé la question de la quête de la croissance-développement avec une 
utilisation appropriée de l’énergie et la préservation de l’environnement dans la zone 
UEMOA. La réponse à cette question a été organisée en deux parties, autour de quatre 
chapitres avec des données annuelles sur le PIB par tête, de la consommation d’énergie par 
tête et des émissions de CO2 par tête. La période d’étude s’étend de 1970 à 2010. Les pays 
concernés sont le Bénin, le Burkina Faso, la Côte d’Ivoire, le Mali, le Niger, le Sénégal et le 
Togo. 
 Les pays sus-cités se sont organisés en Union en deux phases. Ils se sont d’abord 
constitués en une union monétaire (UMOA), dans les années 1960 avant de l’étendre à 
d’autres secteurs en 1994 (UEMOA). Depuis sa création, le 12 mai 1963, l’Union a connu 
une dynamique de croissance. Cette dernière s’est interrompue dans les années 1980. En 
effet, les seuls mécanismes monétaires n’ont pu résorber la crise due à la chute des prix des 
matières premières et à la perte de la compétitivité liée à l’ancrage de la monnaie unique 
de l’Union, le Francs CFA, au Francs Français, devenu fort. L’extension de l’Union à 
d’autres secteurs en 1994, a permis de retrouver le chemin de la croissance.  En revanche, 
cette dynamique de croissance s’accompagne de la hausse de la consommation d’énergie et 
de l’accélération des émissions de gaz à effet de serre. Ce qui nous amène à en déduire que 
la croissance dans l’Union n’est pas une croissance « propre », en d’autres termes, une 
croissance économique sans contreparties négatives sur l’environnement. Ce constat est en 
conformité avec les prédictions de l’Agence Internationale de l’Energie (AIE) qui prévoit 





émergents et en voie de développement. Il apparaît nécessaire de rechercher les voies et 
moyens pour maîtriser la pollution essentiellement dans les pays en voie de 
développement. Cette thèse se situe dans ce contexte général. Elle a examiné 
principalement la relation PIB – CO2 – énergie dans l’UEMOA. Pour Angeloni et al. 
(2003), connaître les mécanismes de transmission d’une politique permet aux décideurs de 
surveiller correctement l’état de l’économie, de prendre les décisions de politiques 
économiques adaptées et, d’expliquer au public l’intérêt de ces décisions. 
La première partie de la thèse qui a porté sur l’analyse de la relation PIB – CO2,  est 
organisée en deux chapitres. Le premier, à travers l’analyse de l’hypothèse EKC (Courbe 
de Kuznets Environnementale), n’a pu permettre de déterminer clairement la relation 
entre le PIB et les émissions de CO2 dans la zone UEMOA. En revanche, nous avons pu 
établir que l’UEMOA en général se situe sur la partie ascendante de la courbe de Kuznets 
environnementale. En d’autres termes, la relation entre le PIB et le CO2 est définie 
linéaire et positive, plus de croissance s’accompagne de plus d’émissions de CO2. Nous 
avons recherché cette relation dans un cadre plus général de croissance économique, la 
convergence. 
Le chapitre II a porté d’une part, sur la convergence du revenu par tête et d’autre 
part, sur la convergence des émissions de CO2. Nous avons analysé la convergence du 
revenu par tête dans la zone UEMOA sous ses deux formes définies dans la littérature, la 
sigma-convergence et la béta-convergence. Rappelons que l’analyse de la convergence est 
fondée sur les propriétés clefs du modèle de croissance de Solow (1956). Nous avons pu 
montrer qu’il y a une dynamique de réduction de la dispersion des revenus par tête dans 
l’UEMOA entre 1970 et 2010 à travers la sigma-convergence. Cette dynamique a été 
perturbée par des chocs aléatoires d’origine économique, politique et même 
institutionnelle. La béta-convergence mesure la vitesse de convergence. La béta-
convergence peut être absolue, on dit qu’il y a convergence entre pays. Elle peut être 
conditionnelle, chaque pays converge vers son propre sentier d’équilibre. Le test et la 
mesure de la vitesse de convergence dans l’UEMOA a été faite par la méthode du 




maximum de vraisemblance avec prise en compte des effets spatiaux. La vitesse de 
convergence conditionnelle dans l’UEMOA s’est établit à 0.8% par an . La prise en compte 
des interactions entre les pays de l’Union (effets spatiaux) a contribué à accroître la vitesse 
de convergence qui se situe entre 1.80 et 2.60% par an, ce qui reduit de moitié environ le 
temps nécessaire pour atteindre l’équilibre. Les effets spatiaux ont donné un coup 
d’accélération à la vitesse de convergence. Ce résultat permet de déduire qu’il y a un 
ratrappage dans l’Union des niveaux de revenu par tête. 
La convergence des émissions de CO2 a été étudiée dans le cadre du Green Solow 
Model (GSM) de Brock & Taylor (2004, 2010). L’estimation est faite par la méthode des 
variables instrumentales et du maximum de vraisemblance. Rappelons que le GSM est 
inspiré du modèle de croissance de Solow lui-même fondé sur les hypothèses de 
rendements décroissants du capital et de progrès technologique dans la production, clefs 
de la convergence. Le Green Solow Model semble très bien expliquer l’évolution des 
émissions de CO2 par tête dans l’UEMOA. D’un côté, le coefficient de convergence β 
significativement négatif lorsque la dépendance spatiale est ignorée, ce qui correspond à 
une vitesse de convergence conditionnelle égale à 1.36% par an. De l’autre côté, le 
coefficient de convergence β n’est pas significatif lorsque la dépendance spatiale est prise 
en compte. Ce qui a conduit à conclure qu’il n’y a pas de convergence des émissions de 
CO2 par tête dans l’UEMOA. La dépendance spatiale constitue un facteur d’inhibition de 
la convergence du CO2 dans l’UEMOA. Il n’y a pas de rattrapage des émissions de CO2 
dans l’Union.  
Le GSM fournit une explication théorique de la relation empirique entre le niveau 
du revenu et la qualité de l’environnement dont une forme particulière est l’EKC. Ainsi 
l’on peut déduire que l’absence de convergence des émissions de CO2 pourrait justifier le 
fait que l’EKC ne soit pas vérifiée dans l’Union. Nous pouvons déduire de cette première 
partie que la zone UEMOA est caractérisée par une relative hétérogénéité.   
La deuxième partie de la thèse recherche une stratégie adaptée à l’UEMOA pour 





compte l’hétérogénéité de la zone et la consommation d’énergie comme variable 
d’ajustement. Elle est organisée en deux chapitres. Le chapitre III a eu pour objectif de 
déterminer les liens de causalité entre les séries du PIB par tête, de la consommation 
d’énergie par tête et des émissions de CO2 par tête pour chaque pays de l’Union. Il s’est 
agit de vérifier les relations hypothétiques et analytiques définies dans la littérature entre 
le PIB, l’énergie et le CO2 dans la zone UEMOA. Entre le PIB et l’énergie, ce sont les 
hypothèses de croissance, de conservation, de rétroaction et de neutralité. La relation peut 
être nulle ou linéaire entre l’énergie et le CO2. L’énergie est de façon générale supposée 
être un facteur de production, d’une part et une source de pollution d’autre part. Les 
méthodes de correction d’erreurs (VECM), DOLS et FMOLS ont permis respectivement de 
détecter l’existence de relations de causalité de long terme, et de les estimer. Il ressort que 
dans le long terme dans les pays de l’UEMOA, l’énergie et la croissance sont des sources 
d’émissions de CO2. La consommation d’énergie et le PIB s’influencent mutuellement au 
Bénin, en Côte d’Ivoire, au Mali et au Togo, vérifiant ainsi l’hypothèse de rétroaction. Au 
Burkina Faso, au Niger et au Sénégal c’est plutôt l’hypothèse de croissance qui est vérifiée 
entre le PIB et l’énergie, le PIB « Granger cause »   l’énergie.  
Enfin, le chapitre IV a évalué les effets des chocs énergétiques et des chocs d’offre, 
sur le PIB, l’énergie et les émissions de CO2 dans chaque pays de l’Union. Pour cela nous 
avons d’abord mesuré le niveau de symétrie des chocs d’offre, des chocs énergétiques et 
des chocs de pollution entre les pays membres de l’Union, puis calculé les fonctions de 
réponse impulsionnelles et enfin, effectué la décomposition de la variance de l’erreur de 
prévision. Il apparaît que les chocs énergétiques et les chocs de pollution ne sont pas 
symétriques dans la zone UEMOA. Le calcul des coefficients de corrélation des cycles du 
PIB entre les pays montre qu’ils sont assez bien corrélées, mais en grande partie de façon 
négative. Celles de l’énergie et des émissions de CO2 sont aussi corrélées, mais à un degré 
moindre. En revanche, les chocs de production ou d’offre, les chocs énergétiques et les 
chocs de pollution sont très peu corrélés dans l’Union. Nous avons déduit de ces résultats 
que la zone UEMOA n’est pas encore une zone énergétique et environnementale optimale 
ou du moins aboutie. Les fonctions de réponse et la décomposition de la variance de 




l’erreur de prévision mesurent la réaction des variables à un choc et la contribution de 
chaque type de choc à la variance de l’erreur de prévision. Tous ces calculs sont utiles pour 
évaluer la façon dont les chocs sur des variables se répercutent à travers un système, dans 
notre cas, le système énergie – PIB – CO2. Il ressort que : 
- Les variables PIB réel, consommation d’énergie par habitant et émissions de 
CO2 par habitant ne répondent pas exactement de la même manière aux chocs de 
production, énergétique et de pollution dans la zone UEMOA. Ce qui est en conformité 
avec les résultats de l’étude plus haut qui a montré qu’il y a une asymétrie des chocs dans 
la zone. 
- Le principal déterminant des fluctuations du PIB réel est l’innovation dans le 
processus de production. Les innovations dans le secteur de l’énergie déterminent en 
grande partie la dynamique de la consommation d’énergie. Les chocs de pollution sont en 
grande partie ceux qui expliquent les variations des émissions de CO2, sauf au Togo où ce 
sont les chocs énergétiques qui dominent.  
- Les chocs de pollution n’ont pas d’effets sur la dynamique du PIB par tête et de  la 
consommation d’énergie dans les pays de l’UEMOA. Ce résultat est en conformité avec les 
résultats de la détermination des liens de causalité entre les variables PIB, énergie et CO2. 
- Les chocs d’offre, les chocs énergétiques et les innovations dans le secteur de 
l’environnement expliquent de façon  instantanée les variations de la consommation 
d’énergie et des émissions de CO2. Seuls les chocs d’offre ont un impact instantané sur la 
dynamique du PIB. 
- Les chocs d’offre et les chocs énergétiques apparaissent très déterminants dans la 
dynamique des émissions de CO2, ce qui fait de la consommation d’énergie et de l’activité 
de production des variables clefs de la lutte contre la grande pollution. 
 
En définitive, il apparaît que la zone UEMOA est dans une bonne dynamique de 
croissance depuis le début du 21e siècle. Celle-ci semble être due, en partie, à la 





apportées à l’Union en 1994. Cependant, la consommation d’énergie et les émissions de 
gaz à effets de serre se sont accrues. La croissance dans l’Union ne serait donc pas une 
croissance « propre ». Les chocs ne sont pas symétriques dans la zone, elle n’est donc pas 
une zone énergétique et environnementale optimale. En revanche, des potentialités de 
coordination existent et peuvent être améliorée.  Pour toutes ces raisons, il est plus adapté 
de mettre en œuvre, dans l’UEMOA pour le moment, une stratégie de croissance durable 
avec une limitation des émissions de CO2 basée sur des politiques en termes d’objectifs. 
 
RECOMMANDATIONS 
 Dans le cadre de la poursuite du double objectif de croissance et de préservation de 
la qualité de l’environnement, nous faisons les recommandations suivantes : 
-  Réaliser une véritable transition énergétique en faisant jouer le mécanisme 
des avantages comparatifs. La zone UEMOA est à cheval sur le littoral et sur le désert. Les 
pays membres près du littoral – le Bénin, la Côte d’Ivoire, la Guinée Bissau, le Sénégal et le 
Togo – bénéficient d’une pluviométrie favorable, environ 3000 mm par an, contre environ 
100 mm pour les autres. Les pays membres qui sont dans les terres, principalement le Mali, 
le Niger et le Burkina Faso ont un niveau d’ensoleillement très élevé et intense. Il dure 
3000 heures par an et un productible de 5.8 KWh par mètre carré. Il est nécessaire de 
mettre en place une stratégie commune de transition énergétique fondée sur: la 
production structurée de l’hydroélectricité dans les pays du littoral, la production 
structurée de l’énergie solaire dans les pays sahéliens et le renforcement du réseau 
d’interconnexion. 
 
- Coordonner, moderniser et renforcer les investissements dans les 
infrastructures énergétiques  des pays membres. Il s’agit de résoudre le problème de la 
vétusté des infrastructures et des délestages qui influencent négativement l’activité et le 
bien-être des populations.  




- Renforcer l’intégration politique dans l’Union, afin d’assainir le jeu 
démocratique. L’objectif est de mettre en place des mécanismes sous-régionaux pour 
anticiper et contrôler les crises politiques et institutionnelles. Nous avons montré qu’une 
crise politico-militaire et institutionnelle dans un pays  peut déstabiliser toute la zone et 
freiner le processus de convergence. Cette dernière est nécessaire à la construction d’une 
Union forte. 
 
- Faire la promotion d’un environnement sain et gérer de façon concertée et 
durable les ressources naturelles.   
 
- Coordonner, moderniser et développer le secteur de la biomasse à des fins 
de production d’électricité. En effet la zone UEMOA a un fort potentiel de biomasse 
d’origine animale et végétale. Cependant, ce potentiel est fortement exploité de façon 
traditionnelle qui par conséquent a des effets de pollution. 
Toutes ces actions communes visent la réalisation d’un espace socio-économique et 
géopolitique stable. Cet espace pourra être fortement intégré dans un environnement sain, 
où les ressources naturelles, mieux orientées, contribueront au développement durable et 
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Energie, croissance et environnement dans l’UEMOA 
 Les pays membres de l’UEMOA (Union Economique et Monétaire Ouest Africaine) 
ont décidé, en 1994, de coordonner leurs actions dans les secteurs de l’environnement et 
de l’énergie. En s’inspirant de la théorie des Zones Monétaires Optimales (ZMO), qui 
fonde la formation d’une union monétaire, la thèse examine l’homogénéité des pays en 
terme de croissance et environnement afin d’établir si les pays de l’union doivent adopter 
des politiques communes. La première partie étudie la relation                         
croissance – environnement dans des cadres statique et dynamique. Ensuite la seconde 
partie analyse le lien de causalité entre les variables PIB – énergie - CO2 pour chaque pays, 
d’une part et la symétrie des chocs entre pays d’autre part. Les résultats montrent que la 
relation croissance-environnement est plutôt positive et que les chocs sont asymétriques. 
En définitive, la thèse conclut à une forte hétérogénéité des pays de la zone et qu’il est 
donc plus approprié pour le moment de mettre en place une stratégie en termes d’objectifs 
pour la croissance et la limitation de la pollution. 
Mots clés : Croissance économique, Environnement, Chocs, Asymétrie, Hétérogénéité 
 
 
  Energy, environment and growth in the WAEMU 
 
The member countries of the WAEMU (West African Economic and Monetary Union) 
decided in 1994 to coordinate their actions in the areas of environment and energy. 
Inspired by the theory of Optimal Monetary Area (OMA), which contemplates the 
formation of a monetary union, the thesis examines the homogeneity of the countries in 
terms of growth and environment in order to establish whether the WAEMU countries 
must adopt common policies. The first part examines the relationship between          
growth and environment in static and dynamic frameworks. Then the second part 
analyzes the causal relationship between the variables GDP - energy - CO2 for each 
country on the one hand and the symmetry of shocks between countries on the other. 
The results show that the growth - environment relationship is quite positive and that the 
shocks are asymmetric. Ultimately, the thesis concludes with a strong heterogeneity of the 
countries of the area and it is therefore more appropriate at this time to develop a strategy 
in terms of objectives for growth and limiting pollution. 
 
Keywords: Economic Growth, Environment, Asymmetric shocks, Heterogeneity 
 
 
