In this paper we compute the generalized Kodama state for the Klein-Gordon scalar field coupled to gravity in Ashtekar variables for a nonconstant self-interaction scalar potential, the next degree of complexity relative to Part I. This requires that the mixed partials condition be incorporated into the constraints to take the matter field into account. The criterion for finiteness of the states subject to a proper semiclassical limit for quantum gravity below the Planck scale is found to uniquely determine the scalar potential. It also leads to a set of generalized Kodama states labeled by the product of the potential energy and the kinetic energy of the scalar field, which must be a numerical constant. Additionally, we show that the state is unique and compute the radius of convergence of the asymptotic series determining the 'effective' cosmological constant in terms of this parameter. It is hoped that the results of this work can be utilized to determine the initial conditions of the universe prior to inflation.
Introduction
In Part I we constructed the generalized Kodama state for gravity in Ashtekar variables coupled to the Klein-Gordon scalar field in anisotropic minisuperspace for the case of a numerically constant scalar potential V . The consistency condition for the classical limit was that the semiclassical matter momentum f , as well a numerical constant, be related to V via the Schrödinger equation below the Planck scale. The result was that the CDJ matrix Ψ ae is independent of the scalar field and the resultng generalized Kodama state Ψ GKod was factorizable into a gravitational part and a matter part. For the simplified case considered in Part I, the mixed partials condition trivializes. The mixed partials condition is given, for the full theory, by
where the functional derivative appears in the last term on (1) . One can see that for the case treated in part I, the second term vanishes leaving π = f . We would like to examine in Part II the case in which the CDJ matrix contains φ dependence. Since such dependence is acquired through the functions f and V , then the potential V must be allowed to be a general function of φ. If a proper link is to be maintained to the limit below the Planck scale, then the function f should as well contain φ dependence. We should expect the generalized Kodama state for a general model to take on the form
with the CDJ matrix Ψ ae appearing as some sort of asymptotic series. Expressing this in terms of the CDJ deviation matrix ǫ ae we have the relation
where Λ 1 is the cosmological constant which defines the vacuum state in the absence of additional fields. We use the prime to distinguish the bare cosmological constant Λ from the cosmological constant which acts as the cosmological term Λ ′ = Λ + GV (φ) in the Hamiltonian constraint, which also functions as the self-interaction potential V (φ) for the scalar field. The decomposition Ψ ae = 1 3 δ ae trΨ + ψ ae , where ψ ae is the traceless part, shows that the trace of the CDJ matrix makes up a contribution to the cosmological constant when field dependence is taken into account. Using the definition X = Γ B i e δA a i = L CS for the Chern-Simons Lagrangian, the gravitational sector of Ψ GKod can be written in the form Ψ grav = exp (3 G)
Looking further at the isotropic term, using trΨ = −
18
Λ ′ + trǫ , we see that the possibility exists for a further field-dependent part in the trǫ term, which might possibly lead to the conclusion that the incorrect vacuum, labeled by Λ ′ , was chosen to expand deviations about. In the case considered in Part I we took Λ ′ to be the cosmological constant, a small numerical constant. The solution method for the constraints treats ǫ ae as a fluctuation from a vacuum determined by some Λ ′ , but does not specify what the value of Λ 1 should be.
In the case of anisotropic minisuperspace for the case of a general potential, we should still expect Ψ GKod to take on the general form identified in Part I Ψ GKod = exp i Θ exp − 6l 3 a 1 a 2 a 3 G(Λ + GV )
where it is clear the separation of the cosmological term. The term Λ + GV denotes the vacuum part and the function F (η), an asymptotic expansion in η ∝ (a 1 a 2 a 3 ) −1 , determines the contribution due to fluctuations about this vacuum. One may define a field-dependent 'effective' cosmological constant Λ ef f , given by Λ ef f (detB, φ) = (trΨ) −1 = (F (η)) −1 (Λ + GV (φ)).
One approach to determine the relative contributions to Λ ef f is to take the limit a e → ∞. In this limit the function F asymptotically aproaches 1 and Ψ GKod = (Ψ Kod ) Λ ef f → (Ψ Kod ) Λ+GV , which means that the generalized Kodama state approaches the 'pure' Kodama state 1 It is the goal of this paper to show how the requirement of finiteness at the level of the generalized Kodama state uniquely fixes the semiclassical limit below the Planck scale, which determines the relative contributions to Λ ef f imposed by quantum gravity. A next step is then to make observational predictions which can be tested below the Planck scale.
The format of this paper is is some respects similar to that in Part I. We conform as much as possible to the notation developed in that work, particularly in the application of the Cauchy integral formula 2 In section 2 we rederive the constraints of Part I taking into account the mixed partials condition. In part 3 we compute the Green's function matrix making use of momentum space methods and revisit the invariance of topological sectors in more detail. One aspect of the momentum space method is that the Green's function depends on the countour of integration through the sequence of integration in multiple variables. In part 4 we analyse the effect of the 'dressed' Green's function, which can be seen in analogy to the Dyson-Scwhinger equation relating the bare to the full propagator of a selfinteracting theory. We find, as in part 5, that the the dressed propagator imposes the condition that the product of the scalar potential energy with its kinetic energy Q 0 in the limit of special relativity must be a numerical constant in order to yield a finite state. This takes into account the full iteration of Ψ GKod to all orders. The result is to restrict the scalar potential V to a function of the scalar field which we determine. In section 6 we examine the criteria for stability and finiteness of the generalized Kodama state, and propose a navie radius of convergence for the asymptotic series determining the 'generalized cosmological constant. In section 7 we provide a brief discussion of these results and some potential implications for observational predictions of quantum gravity.
Approach to the full-blown solution
We would like to find a unique nonperturbative solution (ǫ(a a , φ), π(a a , φ)) f from the starting function f and the scalar potential V , for the generalized Kodama state Ψ GKod f (a a , φ). In the case of the Klein-Gordon field in anisotropic minisuperspace, the full-blown equations read [1] 
∆ 11 ǫ 11 + ∆ 22 ǫ 22 + ∆ 33 ǫ 33 = 0. (7) Here we have incorporated the self-interaction potential V = V (φ) into the cosmological constant Λ = Λ(φ), where V is at this point unrestricted. It is expected, due to the acute sensitivity of the iterative process to modifications in boundary conditions, that the gravitationally quantized theory should place constraints upon V which cannot be deduced from from quantum Minkowski spacetime physics alone. This should help to fix the proper semiclassical limit of the quantized theory. Let us first focus on the linear part of (7) . Making the identifications ǫ 11 = ǫ 1 , ǫ 22 = ǫ 2 , and ǫ 33 = ǫ 3 ,
where η k = e −kξ . Note that the matter momentum π appears on the right hand side of (8), which would make ǫ a and consequently Ψ GKod depend on this momentum. This is unsatisfactory, 3 since the state should depend entirely and explicitly on the configuration variables (ξ 1 , ξ 2 , ξ 3 , φ). The way forward is to substitute the mixed partials condition into π on the right hand side of (7) and then solve the resulting equations for ǫ a . The integrated form of the mixed partials condition in these variables reads 4
We will need the square of (9) as well as its derivative with respect to φ.
The functional integrations in the quadratic term of (10) are associated with their respective indices. This term is nonlinear in ǫ a and should be grouped with the error vector. So we note a contribution to the quadratic part of E 1 giving (in Einstein summation convention)
3 Except when π is a numerical constant, as treated in [1] . 4 Note that (9) is based upon a cosmological term Λ ′ = Λ + GV which we will relabel by Λ. If this is taken as the 'pure' contribution, then the possibility might exist to modify this by f → f + η−1h(φ), where h is the contribution due to ǫae, given by h =
for some arbitrary function V1. We will examine this possiblity later.
where I ae = 1 6 c |ǫ cae | and I abc = 1 72 ǫ abc as in [1] . One also has, upon differentiating (9),
We have made use in (12) of the fact that φ and ξ are dynamically independent variables in order to commute the partial derivative with respect to φ past the indefinite δA a i integrals. There is no contribution to the error vector from the functional divergence term since it is linear in ǫ a at the linearized level. So we make the definition
whereV bc =
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a |ǫ abc | ∂ ∂ξa +8 . We then rewrite the quantized constraint, transferring all terms linear in ǫ a to the left hand side while maintaining any inhomogeneous terms and terms nonlinear in ǫ a on the right hand side. Substitution of (10) and (12) into (7) yields
One may attempt to perform the analogous steps treated in Part I to identify a 'propagator' corresponding to the linearized part. However, since the operators do not commute one must be careful with operator-ordering. Starting with an equation of the form O ae v e = J a , written out in full form with the identification η −1 = e ξ , where
one must find a matrix M ae of integro-differential operators, such that M f a O ae v e = D ae v e = M f a J a . D ae = δ ae D e is a diagonal matrix of integro-differential operators which can now be inverted by individually inverting its diagonal elements. Our approach is to expand the Green's function about a matrix which can be exactly inverted.
Making the replacement Λ → Λ ′ = Λ + GV and redefining the variable
as well as making the observation that any variables not integrated can be factored out of the integrand, as in
the system (15) can then be written, setting any constants of integration to zero for simplicity, as
corresponding to the linear part of q 0 = 0. In (20) we have made the definition for the 'shifted' integration operatorsÎ a as in
The part of (18) proportional to η will be treated as the deviation about the c-number 1.
Corresponding to the linear part of the functional divergence q 1 = 0, we have
Note that this term, due to cancellation of the exponential factors, does not contain a convenient variable to expand about. Therefore we must treat it exactly. The functional Laplacian q 2 = 0, is given by
is unaltered due by presence of the Klein-Gordon field. The components of the error vector become
Our goal is now to compute the Green's function corresponding to (18), (20) and (21). Equation (18) will be treated by expansion in η and equation (21) consists of a set of second-order partial differential operators with constant coefficients. However, equation (20) as it stands consists of differential operators with nonconstant coefficients, which furthermore do not commute with the operators of (21).
Matrix representation and solution at the linearized level
The matrix form of the constraints is given by
a nonlinear system of differential equations with nonconstant coefficients. The method of attack will be to first solve the linearized part,
where we have defined Q = f 2 (Λ + GV )/24. Then we iteratively solve the system as a linear system, then incorporating the correction due to the error vector evaluated on the previous solution, generating an infinite series expansion in Λ ′ . The linear part itself already constitutes a simultaneous system of differential equations with nonconstant coefficients. We would like to be able to solve this system by momentum space Fourier methods, but need a technique for dealing with these nonconstant coefficients. It will be convenient to decompose the matrix comprising the linear part of the transformation into a part which can be inverted exactly plus a correction. 
and the matrix e ae , which has the interpretation of a 'self-energy' operator, is given by
where we have defined a new matter 'coordinate' ρ, given by
The constant-coefficients part of the linearized matrix is slightly modified from the matter-free case treated in Part I. The nonconstant coefficent part proportional to η is a further correction owing to the presence of the KleinGordon scalar field. Note that η, due to its factor of η 1 = e −ξ does not commute with the matrix of shifted integration operatorsÎ a , hence the ordering of this factor must be stricly maintained to the left. The operator ∂/∂ρ however does commute with this matrix. It will be convenient to transform the operators directly into their momentum space versions and find the corresponding Green's functions. Hence one makes the following replacements
The 'shifted' integration operators then have the convenient interpretation of a shift in the corresponding momentum space arguments
which motivates the change of variables q a = p a − i for a = 1, 2, 3.
Momentum space inversion of the bare kinetic operator
We now invert the linearized part of the matrix operator in stages. First we invert the part excluding η by reading off the momentum space version
such that
with entries given, in direct analogy to Part I, by
K 32 = (ip 3 + 1)(ip 1 + 1) + 2 = −q 3 q 1 + 2;
As a reminder of dimensional consistency note that q 1 , q 2 and q 3 are dimensionless, serving as momentum space counterparts to the dimensionless variables ξ 1 , ξ 2 and ξ 3 . On the other hand q is of mass dimension [q] = −1 since it acts as the momentum space counterpart of the field φ, which is of mass dimension [φ] = 1. Note that q 2 balances the mass dimension of
The task now becomes that of finding a momentum space matrix µ ab such that µ ab K be = Dδ ae which is diagonal. By performing the analogous steps to the matter free version treated in Part I, treating the matter contribution as a correction, one obtains the following for the matrices 5
with the entries given by
µ 12 = q 1 (q 2 − q 3 );
;
The matter-coupled version of the matrix elements µ ae differ from their matter-free counterparts µ ae by terms proportional to q 2 . Note that the operator D, the analogue of D in the matter-free case, is unaltered relative to [1] . This is given by
As a doublecheck on consistency, one sees that (28) and (29) reduce in the matter-free limit (q 2 → 0) to the correct form as determined in [1] . The property of the matter-free case which enabled unambiguous computation of the propagator was the cancellation of the terms leading in singularity between the operator D and the matrix elements µ ae . The analogous effect occurs in the matter-coupled case. The momentum space matrix elements of the inverse operator are then given by
The configuration space propagator matrix elements of the matter-coupled theory are then given by U ae = δ(φ − φ ′ )U ae + αZ ae , with the identification
with the elements Z ae given, modulo factors of 1/2 or 1/4, by
with similar matrix entries for the remaining elements obtained by cyclic permutation of indices.
Bare Green's functions for the matter-coupled theory via the method of residues
We must now first compute the Green's function for the linearized part of the constraints. It will suffice to evaluate U 11 to get the general idea. Recall from [1] that the configuration space Green's function depends upon the sequence of integration over the variables. We will show that there exists a natural integration sequence for which the matter contribution vanishes. We will focus first on this sequence. The contributions to the matrix element U 11 are given by
Let us now attempt to find the first approximation to the propagator. As we have seen from the gravity-free case, it makes a difference to the final form of the configuration space Green's function as to the sequence of the integrations in momentum space. From (33) it is clear that q 1 is special and that the integrand is symmetric with respect to q 2 and q 3 . So it will make a difference to the result as to whether the integration is performed first over q 1 or last over q 1 , but not the sequence of integration over q 2 and q 3 for a given sequence with respect to q 1 . Let start by performing the integration first over q 1 and then last over q 2 and q 3 . Starting with the pure gravitational contribution U 11 , we have
In (33) there is a pole at q 1 = q 2 and another pole at q 1 = q 3 . We must apply the residue theorem, maintaining the chosen order of integration.
The final result, though symmetric in the variables, does imply a trivial contribution due to gravity. Moving on the the computation of Z 11 for the chosen sequence of q 1 begin integrated first, we have
The innermost integrands of (36) each have a pole at q 3 = 0 and at q 3 = q 2 .
Applying the residue theorem,
So while the final result due to integration first over the 'odd-variable-out' q 1 is not symmetric in the variables, it does have a sensible physical interpretation that the imprint of this choice manifests itself in the corresponding configuration space variable x with the remaining variables y and z absent. Still, we would like to have our Green's functions completely symmetric in their arguments. 6 This is asthetically pleasing for several reasons, including the availability of vector space methods to compute the CDJ matrix elements for Ψ GKod . Let us now evaluate the Green's function for the case where the oddvariable-out q 1 is integrated last, with the remaining variables q 2 and q 3 integrated first. Note that the result in this case should not depend upon whether we integrate dq 2 dq 3 or dq 3 dq 2 . This can be seen by relabeling these variables, treated as dummy indices.
Let us first compute U 11 for this case. This is given by
The result of (38) is symmetric in the variables, which thus far is physically appealing. We must now compute Z 11 for this chosen integration sequence. This is given by
The innermost integrals in (39) each have a pole at q 3 = 0 and at q 3 = q 1 . Application of the residue theorem yields
This is a very encouraging result, namely that for this integration ordering the matter contribution to the Green's function at this level of approximation is not only symmetric in the variables, it is zero. The remaining integration sequences are not physically interesting, but let us nonetheless show the results of all possible orderings. We divide the orderings into two groups, group I and group II. Group I is given by (Z 11 ) I with orderings
and group II is given by (Z 11 ) II with orderings
By all possible cyclic permutations of the indices 3 → 2 → 1 and 2 → 3 → 1 one can obtain the analogous results for the remaining matrix elements for (Z ae ) I and (Z ae ) II . Hence at the level of the first-order approximation to O −1 , the matter-free and the matter-coupled inverse kinetic operators produce the same result for the chosen ordering. This simplifies the computation of O considerably. There is a physically appealing reason for this grouping. We will find that group II sequences in symmetric Green's functions, which simplify and enable a computation of the generalized Kodama states Ψ Kod to any accuracy desired. Group I sequences, on the other hand, result in nonsymmetric Green's functions. These are not physically appealing, since there is no compelling reason for why one direction in field space should be prefered over another. We will find that this case is automatically eliminated as a result of the computation of the generalized Kodama state Ψ GKod , which in turn reduces directed to the pure Kodama state Ψ Kod .
Invariance of topological sectors revisited: The method of characteristics
We now derive the invariance of topological sectors in greater detail to build on the results of Part I. First, we will perform a change of variables on the configuration space kinetic operator
By redefining the vector fields
one finds that the third operator in D is not linearly independent of the first two operators. Hence
Before attempting to evaluate the effect of propagation with respect to these directions, let us determine the variables that U and V correlate to, given that ξ 1 , ξ 2 and ξ 3 are themselves linearly independent. Using the identities
From (44) one can deduce that
from which the most general form is given by
for arbitrary functions f ′ , g ′ and h ′ , where T is a third direction linearly independent of U and V . But also, the following identity holds
which in conjunction with (44) leads to the conditions
Equation (50) in conjection with (48) imply that
for arbitrary functions f , g, h, of the third coordinate independent of U and V . Equations (47), (48) and (51) imply that
From (52) one finds that
which is an arbitrary function of T . One simply redefines ξ = T , then it is clear that the third independent direction is T = ln(a 1 a 2 a 3 ) which is the topological instanton number identified in Part I. So the conservation of instanton number is simply a manifestation of the fact that the propagator acts only on the U and the V dependence of the source term Q a in the constraints. Since the only dependence upon gravitational variables appears in the combination η k = e −kξ = e −kT , it follows that the effect of solving the constraints does not alter this term. The effect can be more clearly seen in the U , V variables. Denote p the momentum space counterpart to U , with q the corresponding counterpart to V , not to confuse this with the use of p and q in the previous sections. One will have to compute propagators of the form
or some permutation thereof. We have omitted the contribution due to propagation in the variable T since this contribution is trivial due to conservation of topological instanton number. Taking the first order of integration, we note a pole at q = 0 and at q = −p, applying the residue theorem to yield
= (1/2πi) dp p e ipU − (1/2πi) dp p e ip(U −V ) = 1 − 1 = 0. (54) This ordering corresponds to the asymmetric ordering in the ξ a variables. Applying the alternate ordering, we have
iqV dp e ipU q(q + p) = (1/2πi) 2 de iqV dp e ipU p + q
which corresponds to the configurations preserving instanton number. One then wonders the manner in which the Green's functions get implemented at the linearized level in terms of these variables. It is clear that for the first ordering, the effect of the propagator is to annihilate any matter charges. However, for the second operator the effect is to propagate any dependence on U and V , of which there is none. The result is the occurence of the factor ν, given by
Equation (56) represents the volume of configuration space orthogonal to the T direction. This is a numerical constant whose value should be fixed by experiment. If these variables are unrestricted then the answer will be infinite, making the propagator not well-defined. 7 Nevertheless, it becomes apparent that the gravitational variables of interest defining the generalized Kodama states Ψ GKod must appear in the combination T = ξ = ln(a 1 a 2 a 3 ) or √ detB, which as an invariant of the connection A a i , invariant under SO(3) rotations both of the internal a and the spatial i indices.
Computation of the dressed Green's function
Now that we have chosen an integration ordering which produces both symmetric and asymmetric bare Green's functions, we must now compute full propagator. Recall that the constraints appear in the matrix form (O − e) ae ǫ e = GQ a + E a (ǫ e ).
The technique is to first find the linearized solution by subtracting inhomogeneous non-constant coefficient part of the linearized part of (57)
Note that O is the part of the full linearized kinetic operator which can be inverted exactly. Defining O −1 = U and iterating (58), we obtain ǫ e = GU ea Q a + GU ea e aa 1 U a 1 a 2 Q a 2 + GU ea e aa 1 U a 1 a 2 e a 2 a 3 ǫ a 3 .
The linearized solution to all orders then is given by
Observe that for group I ordering we must have ǫ e 0 = 0. This can be seen, from (60) since as shown in the previous section, U bf = (U bf ) I = 0. The action on the source vector Q f is given by U bf Q f = 0, which becomes iterated to all orders in (60). Hence the CDJ deviation vector ǫ a vanishes at the linearized level for this case ((ǫ a ) I = 0). It follows that the error vector E a for this iteration also vanishes. Hence the zero vector becomes iterated to all orders, causing the generalized Kodama state to equal the pure Kodama state for this case. Hence (Ψ GKod ) I = Ψ Kod , with cosmological constant Λ + GV (φ). This is an acceptable solution to the constraints, which corroborates the results of [4] for isotropic minisuperspace. 8 We can now focus on the group II ordering, which features symmetry amongst the arguments of the wavefunction (Ψ GKod ) II corresponding to a nontrivial solution. It will be convenient to tabulate the action of the matrix operators on a convenient set of basis functions. Let us first focus on the gravitational variable dependence via the functions η k = e −kξ . We must transform from the q e back into the p e variables in order to correctly evaluate the effect of the differential operators comprising U ae . We obtain the following configuration space matrix representation
The action on the set of basis functions η k = e −kξ is given by
On a general three-vector,
One advantage of the symmetric Green's functions is that it preserves the invariance of the topological sectors. Also, each application of the propagator introduces a factor of ν as defined by (56).
We can now asses the action of the perturbation e. Noting the action of the shifted integration operator part ofÎ on this same basis set
we see that the action is well-defined for all basis functions except for η 1 . It is expected that this case should be avoided by choice of the symmetric Green's functions.
Let us now compute the first few terms of (60) to get the basic idea. The zeroth-order term is given, just as in the matter-free case in Part I, by
This action is crucial, since it eliminates any occurence of η 1 . This enables the action of the perturbation to be well-defined for the symmetric Green's functions. The first-order term of (60) is then given by
where ρ is as defined in (23). Simplifying further, we obtain
which has brought in the third topological sector. 9 Let us compute the effect of the k th term in the series. Define the matter basis function
, where H 2 = λ 2 . Then one can write the following recursion relation
The effect of incorporation of the complete matter effects even at the linearized level involves all topological sectors. The n th term is given by
where we have defined
and we have made use of the definition (a) n of the rising Pochhammer symbol, given by (a) n = a(a + 1)(a + 2) . . . (a + n − 1) = Γ(n + a)/Γ(a).
As the general solution involves an iteration of the linearized solution to all orders via the error vector, it will be necessary to compute the effect of this inversion on an arbitrary basis vector Qη k , where Q represents the zeroth-order term in the expansion. The general expression is given by
where the eigenvalue-operator C(n, k) is given by 10
The effect of the full expansion to all orders, if convergent, can be expressed as a hypergeometric function. Recall the definition of the generalized hypergeometric series, given by
The condition for convergence of the series (66), as an infinite series, is that q ≥ p + 1. One can attempt to define a hypergeometric operator 3 F 1 which acts on the zeroth order term, the charge Q, such thatF = 3 F 1 k −2+ √ 6, k −2− √ 6, 1; k −1; −3νη 1 ∂/∂ρ , however the operator would be ill-defined since the corresponding series 3 F 1 diverges. So it appears, naively, that the CDJ matrix elements Ψ ae cannot be constructed, making the generalized Kodama state for the nontrivial case not well-defined. We will now examine the implications of this for the generalized Kodama states.
Criteria for convergence of the dressed Green's function
There has arisen a problem with convergence of the CDJ deviation matrix at the linearized level of the constraints due to the nonconvergence of a corresponding generalized hypergeometric series, given by
where the operatorĈ(n, k) consists of n applications of a differential operator on the function Q. One can circumvent the issue of convergence by requiring the generalized hypergeometric series 3 F 1 to terminate at finite order. In order for this to be the case, it is a necessary and sufficient condition that the zeroth-order function Q = Q(ρ) be at most polynomial in the variable ρ. This is easy enough to enforce, due to the freedom in choice of the scalar potential V (φ) and the function f (φ). The result is that for a polynomial of order M , all terms beyond the M th term are annihilated by the ∂/∂ρ derivatives. This is straightforward to see when the function Q = Q(ρ) is expressed in terms of the variable ρ = ρ(φ).
where one recalls the kinetic energy component of the matter charge Q a , given by
For the Klein-Gordon scalar field with a mass term the potential is given by V (φ) = (1/2)m 2 φ 2 with corresponding gravity-free Schrödinger equation
the semiclassical matter momentum is given by f (φ) = αφ, where α = iml 3 / . Substitution into (68) yields a ρ coordinate of
One can now compute the function Q(ρ) for the harmonic oscillator to test for convergence of the CDJ deviation matrix and finiteness of the corresponding generalized Kodama state. One obtains
The expression (75) is not polynomial in ρ. One concludes therefore that the dressed propagator in the case of a harmonic oscillator diverges, hence the generalized Kodama state Ψ GKod is not given by the nontrivial case, or Ψ GKod = (Ψ GKod ) II . In order for a finite state to exist for the quadratic potential, it must necessary be of the form corresponding to a vanishing CDJ deviation tensor (asymmetric Green's function), which a corresponding generalized Kodama state of
which coincides in form to the result of [4] (in the sense that there is no asymptotic expansion) as generalized to the anisotropic case. One can then ask the question as to whether there exist potentials V (φ) for which the generalized Kodama state Ψ GKod for the symmetric integration sequence I is determined by Λ ef f = Λ ′ . A necessary condition is the dressed propagator must not diverge. The basic procedure is to choose Q such that the generalized hypergeometric series 3 F 1 terminates at finite order, 11 The relevant task then becomes that of expressing the potential V and the function f as functions of ρ rather than as functions of φ. However, this 11 A necessary condition for this is that Q(ρ) be polynomial in ρ and then to compute the required form of the scalar potential V (ρ). Hence we see that the requirement of finite states of quantum gravity other than those most closely resembling the pure Kodama state Ψ Kod places constraints upon the potential and the corresponding semiclassical limit which cannot be deduced based either on general relativity or on quantum mechanics alone.
analysis must be carried out to all all orders of iterations of the error vector to ascertain convergence of the full-blown solution to the constraints.
Starting with the zeroth order of iteration, one can specialize to the case that V and f are constrained, in the weak gravitational limit below the Planck scale, by special relativity. In this case, the quantum theory of the Klein-Gordon scalar in Minkowski spacetime should hold. One can then pose the question as to whether this scenario is a feasible semiclassical limit deducible from the quantized theory when gravity is coupled to the scalar field. The relationship between V (φ) and f (φ) can be fixed, without using an approximation, by application of the Schrödinger equation
where E is the energy eigenvalue, which may be fixed if applicable by the Sommerfeld quantization condition, and l is the characteristic length scale of the universe. One must now express the relation (74) in terms of the variable ρ, namely
where we have made use of (68). Hence the relation (75) can be written in the form
Equation (76) is a linear first-order differential equation for f 2 with solution
The implication of (77) is that one specifies Q as a polynomial function of ρ such that the CDJ deviation matrix at the linearized level is convergent. The question then becomes whether the convergence of the CDJ matrix is preserved under all iterations of the error vector.
First-order iteration of the error vector
A necessary condition for convergence of the full-blown solution to all orders to the constraints is that the hypergeometric series for the CDJ deviation matrix ǫ ae terminate at each order in the iteration. It is simple enough to impose convergence of the linearized solution of the zeroth iteration by imposing that Q(ρ) be some polynomial of degree M in ρ, which imposes that ǫ ae as well be polynomial in M . The criteria for which ǫ ae remains polynomial for all iterations of the error vector can then be established. First, it is clear that ǫ ae must be isotropic at the linearized level, due to homogeneity on the function η k in all its variables ξ a . This enables computation of the components of the error vector, which as well must be polynomial in ρ. Starting with E 2 we have
where the factor of 3 in (78) arises due to the isotropy. Since ǫ is already polynomial in ρ as determined at linearized level by the polynomial Q(ρ), the requirement that E 2 (ρ) be polynomial in ρ is equivalent to requiring that V (ρ) be as well polynomial in ρ. This is easy enough to enforce, since one at this stage has complete freedom in the choice of the self-interaction potential V . If ǫ ∼ ǫ(ρ) is a polynomial of degree M , due to the degree of Q, and V is chosen to be a polynomial of degree N , then it follows for the given order of iteration that E 2 is a polynomial of degree N + 2M . Next we must consider E 1 , given by
The middle term in (79) is the contribution to the mixed partials condition, the factor of 9 arising due to the isotropy imposed on ǫ ae by the propagator.
Observe that the first term is a polynomial of degree N + 2M , with the third term being a polynomial of degree 2N + 3M . To assess the possibility of the middle term of (79) being polynomial, one must convert it entirely into ρ variables. Hence one uses the identity
By making use of (69), one finds that the ratio f /Q = 24f −1 (Λ + GV ) −1 determines the middle term of (79), which is given by
In order for the error vector to be polynomial in ρ, then (81) must as a necessary condition be as well polynomial in ρ, which means that 1/Q be polynomial in ρ (since ǫ is already polynomial). But by the results of the previous section, Q must as well be polynomial in ρ in order for the action of the dressed propagator on the zeroth order solution to be convergent. The only way that a function Q(ρ) and its reciprocal 1/Q(ρ) can be polynomial in the same variable ρ is when the function Q is a numerical constant. Therefore, the function Q must be a numerical constant, which means that the middle term of (79) is actually a polynomial of order 2M − 2. Overall, the error vector is then a polynomial of degree 2N + 3M , the highest degree being that of the cubic term. By iteration of this polynomial one obtains that by the L th stage of iteration, the degree of the polynomial should be
For Q = const. = Q 0 , the variable ρ acquires an interesting interpretation. Simplification of (68) yields
or that the variable ρ is the 'phase' of the matter part of the wavefunction. Another convenience of the constancy of Q 0 is that it enables the simplification of (77) such that f can be directly related to V
This raises the question as to whether f and V can still be related by special relativity below the Planck scale. One should require that
Substitution of the constraint (74) into (84) yields the relation
where we have defined α = 2ω 0 /G, β = 2(E − Λ/G). The solution to (85) is given by
Restrictions on the allowable scalar potential due to quantum gravity
We now write down the functional relationship between the scalar potential V and the field φ which must exist in order for a convergent generalized Kodama state to reproduce a semiclassical limit below the Planck scale corresponding to special relativity. Starting from the requirement that Ψ GKod satisfy the Schrödinger equation in this limit and remembering that V = V (ρ) must be polynomial in the variable ρ,
Substituting the relation f 2 (Λ + GV )/24 = ω 0 /24 = const., we have
Differentiation of the numerical constant ω 0 yields
which substituted into (88) yields
where we have made the identifications
For small V the relation (91) can be inverted to yield
which is a simple harmonic oscillator potential for ω 0 < 0, 12 or an inverted oscillator for ω 0 > 0. One can then read off the mass of the scalar field m = 2l 3 / ω 0 /G imposed by quantum gravity. In the opposite regime, for V → ∞, the scalar field φ approaches a finite value. This implies that the scalar field is confined to within a range ±i
times all odd integers. The ability to detect the field φ within this range would provide experimental support for the existence of the generalized Kodama states Ψ GKod .
6 Generalized Kodama state for nonconstant selfinteraction potential
Stability of the generalized Kodama state
Based upon the requirement that Q = Q 0 be a numerical constant, the subsequent iterations of ǫ ae proceed exactly as in Part I, which should produce a generalized Kodama state of the form
with f given by (86) and V given by (91). The function F (η) is the same as in Part I, with the dimensionless variable η given by
We now address the question of whether the condition of finiteness of the dressed Green's function is sufficiently strong such as to guarantee the existence of a nontrivial generalized Kodama state. It will be convenient to examine the form of the Green's function for U to the right of e ǫ a = U ae 0 ∞ n=0 (eU ) e 0 e 1 (eU ) e 1 e 2 . . . (eU ) e n−1 en δ nf J f
where the undressed Green's function and the 'self-energy' are given, in algebraic form, by
where we have made the identifications ∆ e = ∂ ∂ξ e ∂ ∂ξ e + 6
∂ ∂ξ e + 3, with no summation over e, and ∇ e = ∂ ∂ξ e + 1. The product then is given by
Given that any source vector J f , which upon going through the full iteration procedure such as to produce a finite state must be numerically constant Q 0 with respect to its dependence upon the matter variables, it then suffices to find the most general form of q e which is annihilated by the self-energy operator eU . Such a vector would be transparent to the action of the error vector, having been annihilated at the linearized level, and therefore can make a contribution at most to the cosmological constant. Clearly, any source vector of the form
and c = c(ρ) cannot contribute to Ψ GKod since it constitutes the null space of U . Also, quadratic functions of ξ e = lna e of the form
where the coefficients can in general be functions of ρ, are annihilated by the ∂/∂ξ e derivatives for specially chosen relations amongst these coefficients. 13 All other source vectors not considered in this work do not lead to finite states, and must therefore be excluded from consideration.
The question arises as to how one can be certain that the appropriate balance between the potential V and the CDJ deviation matrix ǫ exists in (94). In other words, how sensitive is the solution to changes in the potential, and can one still obtain a finite state consistent with the canonical quantization procedure introduced in [2] ? A way to deduce this is to shift the momentum π by H(ρ)η −1 for some arbitrary function H, consistently with the mixed partials condition. This leads to a contribution to Ω 0 of the form
and to Ω 1 of the form 13 Such source vectors are not of physical interest since they cannot arise from the canonical quantization procedure, and furthermore do not contribute to Ψ GKod .
The first term of (100), given by Q 0 η 2 , by itself generates the function F (η) as in [1] . The second term, owing to the factor η 1 , will yield a divergent hypergeometric series unless annihilated at linearized order. This leads to the condition ∂((Λ + GV )f H)/∂ρ = 0, which determines H in terms of f and V . The first term of (101) gets annihilated by U . Therefore, the only surviving term contributing to the linearized level is given by
Though the action of the shifted integration operatorÎ on the terms in brackets is trivial since there is no ξ e dependence, this term acquires a factor of η 1 which upon subsequent applications of the self-energy operator can generate a divergent hypergeometric series leading to a non finite state. This can be avoided only when the term in brackets is a numerical constant, annihilated by the ρ derivative. This condition and the condition (Λ + GV )f H = const. cannot both be satisfied. Therefore we must have that H = 0, leading to the conclusion that a proper vacuum state of quantum gravity is given by (94), with its associated Λ ef f .
Proof of finiteness of the generalized Kodama state
Although the series for the dressed propagator (56) is expected in general to diverge for other than numerically constant value of Q = λ 2 = Q 0 , the product of the potential energy and the kinetic energy of the scalar field, it remains to be shown that for this case the resulting asymptotic series has a nonzero radius of convergence. Recall from [1] that the asymptotic series determining the effective cosmological constant Λ ef f is given by an even function
Here, the coefficients g n are allowed to have dependence upon the field consistent with constant Q = Q 0 . A criterion for the convergence of a power series is the ratio test for an appropriate enumeration of the terms in the series. In this case we have arranged the series (103) in increasing powers of the variable η 2 , or in increasing even numbered topological sectors. It suffices to check the ratio r = g 2n /g 2n−2 of succesive terms in the series for large n to assess its convergence or divergence. Take the series at a given order of iteration to be given by F n = g 2n η 2n +g 2n−2 η 2n−2 +· · ·+g 4 η 4 +g 2 η 2 .
To evaluate the finite generalized Kodama state at this order we must first apply the bare Green's function to F n 14 , then apply the error vector and then assess the ratio at the (n + 1) th iteration.
The action of the Green's function is given by U F n ∼ ν (4n 2 − 12n + 3)g 2n + (4n 2 − 16n + 10)g 2n−2 + . . .
Since the two highest-order terms form the dominant contribution, it is sufficient to focus on these two terms in what follows. Note that the series goes as U F n ∼ 4νn 2 (g 2n + g 2n−2 ) for large n. The ratio of successive terms is given by lim n→∞ r = g 2n /g 2n−2 , which is independent of the details of U . The next step then is to apply the error vector, keeping track of the leading-order terms. Starting with E 2 , we have E 2 (φ) = 3 8 (Λ + GV )(4νn 2 ) ∂ ∂η 1 (g 2n η 2n + g 2n−2 η 2n−2 + . . . ) 
Moving on E 1 , the middle term of (79) is zero due to constant Q = Q 0 .
E 1 (φ) = (Λ + GV )ǫ(φ)ǫ(φ) + (Λ + GV ) 2 12 ǫ(φ)ǫ(φ)ǫ(φ).
The quadratic term of (106) goes as (E 1 ) quadratic = (Λ + GV )(16ν 2 n 4 ) g 2n η 2n + g 2n−2 η 2n−2 + . . . ) 2 = 16ν 2 n 4 (Λ + GV ) g 2 2n η 4n + 2g 2n g 2n−2 η 4n−2 + . . .
which matches the corresponding orders in E 2 . Moving on to the cubic term of (106), we have the following (E 1 ) cubic = (Λ + GV ) 2 (64ν 3 n 6 ) g 2n η 2n + g 2n−2 η 2n−2 + g 2n−4 η 2n−4 + . . . ) The highest order terms in (108) are the first two terms. In order to accurately perform the ratio test, one must first assess any contribution to the second highest term in (108), of order η 6n−2 , from (E 1 ) quadratic and from E 2 . The highest order of these is just η 4n . It suffices to note that 6n−2 > 4n for n > 2, to realize that in the large n limit, the only contribution to the highest order terms resides in the cubic term. By By the ratio test, the critetion for convergence becomes lim n→∞ r = g 3 2n η 6n 3g 2 2n g 2n−2 η 6n−2 = 1 3
There are three things to note regarding (109). First, the ratio is independent of the details of the error vector. Secondly, the ratio has acquired a factor of 1 3 relative to the ratio r at the linearized level of the propagator. Thirdly, the ratio is independent of the coefficients comprising the error vector. This ratio leaves the imprint of the zeroth order term Q 0 η 2 which has been extrapolated to infinitely high order. This implies a naive radius of convergence of detB < 3/Q 0 for the function F
Discussion
We have illustrated in this paper the nonperturbative construction of the generalized Kodama state Ψ GKod for the Klein-Gordon-Ashtekar model in anisotropic minisuperspace for the case of a nonconstant self-interaction potential V = V (φ). A main requirement was the incorporation of the mixed partials condition to insure consistency of the quantization procedure developed in [2] when matter fields are present in addition to gravity. The results of Part I led to an orthogonal basis of states labeled by a (constant) scalar potential V , and the results of Part II have led to a set of states labeled by the parameter Q 0 , the product of the potential with the kinetic energy of the scalar field below the Planck scale, where the requirement of consistency with quantum special relativity in the weak gravitational limit ws imposed. If one treats the scalar field φ as an inflation field, then one may attempt to determine the initial conditions of the universe by extrapolating observations of the scalar field, through the generalized Kodama state, at the end of the inflationary period 15 . Additionally, when one interprets the constraints in analogy to a usual quantum field theory on spacetime, one finds that the self-energy of the field undergoing quantum fluctuations, the CDJ deviation matrix ǫ ae , must not contribute to Ψ GKod . 16 Some areas of future research within this line of work include generalization of the construction of the generalized Kodama state in the case of the Klein-Gordon-Ashtekar model in the full theory, as well as to determine the criterion for an orthonormal basis of states in the general case.
