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Research Article    
Abstract 
We propose in this paper a fast and iterative algorithm for estimating the parameters of a 
Gaussian vector autoregressive-moving average (VARMA) model. This algorithm is a multivariate 
generalization of that suggested by Sabiti (1996) for estimating the parameters of a univariate 
ARMA(p,q) process. It is proposed, mainly for providing initial estimators for the iterative 
maximization of a log-likelihood function. Comparisons about the number of computations in 
terms of multiplication operations are made with a method that uses gradients to locate a 
maximum of the likelihood function and the fast method suggested by Spliid (1983). 
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1. Introduction 
This article proposes a new procedure for ordinary least squares (OLS) estimation of vector 
autoregressive moving average models. Consider a k-dimensional time series {𝑌(𝑡)} where series 
𝑌(𝑡) = {𝑌1(𝑡), 𝑌2(𝑡), … , 𝑌𝑘(𝑡)}′ is generated by a mixed ARMA model of order (𝑝, 𝑞) of the form 
                                     (𝐵)𝑌(𝑡) = (𝐵)𝜀(𝑡)       𝑡 = 1,2, … , 𝑁                        (1) 
where 𝑁 is the sample size, 𝐵 is the backshift operator such that 𝐵𝑌(𝑡) = 𝑌(𝑡 − 1) and 
                     (𝐵) = 𝐼 − 1𝐵 − 2𝐵
2 − ⋯ −𝑝𝐵
𝑝                              (2a) 
                      (𝐵) = 𝐼 − 1𝐵 − 2𝐵
2 − ⋯ − 𝑞𝐵
𝑞                              (2b) 
are 𝑘𝑘 matrix polynomials and 𝑗 (𝑗 = 1,2, … , 𝑝) and 𝑗 (𝑗 = 1,2, … , 𝑞)  are respectively the 
autoregressive and moving average matrices of parameters, where we assume that the orders 
(𝑝, 𝑞) are known. The 𝐼 is the 𝑘𝑘 identity matrix and the (𝑡) = {1(𝑡), 2(𝑡),… , 𝑘(𝑡)}′ are independent 
and identically distributed vector random variables with mean zero and matrix . 
© MBAMBE, SOTAZO, KISETA,  & AKUMOSO 
  31 Published by Scientific Research Initiative, 3112 Jarvis Ave, Warren, MI 48091, USA 
 
We assume that the process (1) is stationary if the roots of determinantal equation |(𝐵)| = 0 are 
all outside of the unit circle, and is invertible if the roots of the determinantal equation |(𝐵)| = 0 
are all outside circle. We also assume that the equation (1) satisfies the conditions derived by 
Hannan (1969) for the model to be identified. The unknown matrices of parameters are arranged 
in a single matrix 𝛽 = (1, 2 , … , 𝑝,1, 2 , … , 𝑞 )′ of order (𝑘𝑝 + 𝑘𝑞) × 𝑘. 
 
A stationary and invertible VARMA (𝑝, 𝑞) process (1) can be expressed as an infinite autoregressive 
process 
                      (𝐵)𝑌(𝑡) = 𝜀(𝑡),    (𝐵) = (𝐵) (𝐵)⁄ ,                   (3) 
or as an infinite moving average process 
                          𝑌(𝑡) = (𝐵)𝜀(𝑡),   (𝐵) = (𝐵) (𝐵)⁄ ,     .             (4) 
The estimation of the vector parameters β has been treated by several authors from a theoretical 
and a computational point of view. Some authors have proposed the OLS method as Spliid (1983) 
and Sabiti (1996, 1997). Since the maximum likelihood (ML) estimators are asymptotically efficient, 
many authors have preferred the use of the approximate maximum likelihood (AML) estimation 
and the exact maximum likelihood (EML) estimation for obtaining the ML estimators. Typically, 
such approximations are aimed at preserving the asymptotic properties of the estimators, namely 
consistency, efficiency and asymptotic normality while reducing the computational complexity. 
Another approach is the generalized least squares (GLS) method, which is often considered as a 
ML estimation method when suitable assumptions about the structure of the model are made as 
in Söderström (1974) and Poskitt and Salau (1995). 
The AML methods include nonlinear least squares (NLS) method have been proposed by 
Tunnicliffe-Wilson (1973), Hannan (1970), Box and Jenkins (1976), Anderson (1980a-b), Grillenzoni 
(1991), Reinsel, Basu and Few-Yap (1992), Reinsel (1998) and White, Wen, Bowling and 
Schuurmans (2015). These methods was not based on the exact likelihood but rather on its 
conditional form where the first values of the innovations are assumed to be known, instead of 
being determined conditionally on the observed series. Some other slightly improved procedures 
have been suggested by Hillmer and Tiao (1979), Nicholls and Hall (1979), Gardner, Harvey and 
Phillips (1980), Hall and Nichols (1980) and Tiao and Box (1981). More recently, that approach has 
been transformed by Mauricio (1995, 1997, 2002) into an EML and computationally efficient 
algorithm. See also Penzer and Shea (1997), Shea (1984, 1987, 1988, 1989), Mélard, Roy and Saidi 
(2006), Jonasson (2008) and Jonasson and Ferrando (2008). 
It is known that the computation of the maximum likelihood estimations is complicated and 
requires extra computations and iterative procedures such as the Newton-Raphson algorithm or 
the Marquardt’s algorithm which is based on the calculation of the gradient vector and the 
Hessian matrix of the log likelihood function. A method that uses gradients to locate a maximum 
of the log likelihood function will generally need more iterations than parameters and at each 
iteration, gradients have to be computed in as many directions as parameters. More 
computations are needed in the estimation procedure where to obtain the optimum, the 
algorithm is : compute new values of the log likelihood function and update the Hessian matrix 
to obtain new estimators of the parameters. 
To avoid these computations as well as their complexity, several authors have presented fast 
methods for estimating the vector β. Several of these approximated methods have been 
proposed for providing initial estimators for iterative maximization of a log likelihood function. 
Spliid (1983) has presented a fast method based on the OLS principle for estimating parameters 
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parameters of univariate ARMA process that is a modified Mayne and Firoozan (1982) method in 
the univariate case which uses three least squares regressions in a version which only uses two 
least squares regressions. 
For showing that the algorithm described in this paper is very comparable to the method of Spliid 
(1983) and requires less computations than those using the maximum likelihood principle, 
numerical comparisons will be presented to compare the proposed algorithm with these 
methods. 
 
2. Estimation Procedure 
The methodology allowing to the algorithm of Sabiti (1996) consists in observing that a multivariate 
ARMA process (1) can also be written under the form  
                (𝐵)[(𝐵)𝑌(𝑡)] = (𝐵)[(𝐵)𝜀(𝑡)]                           (5) 
where the series (𝐵) is defined in (3) and the 𝑗 are 𝑘𝑘 matrices of coefficients. The relation (5) 
can also be written as 
              (𝐵)?̅?(𝑡) = (𝐵) ̅(𝑡)                                                (6) 
where ?̅?(𝑡) and (̅𝑡) are the filtered sequences given respectively by 
                                                       (7a) 
                                                         (7b) 
In the sequel, we will consider the following approximations of (7a) and (7b) as 
                                                                         (8a) 
                                                                           (8b) 
where  is an approximated order of the autoregression (3) and the approximation error can be 
negligible by taking the order  sufficiently large. This order  can also be obtained as in Shittu 
and Asemota (2009) by using the Akaike information criterion or Schwarz information criterion. 
To initiate the algorithm, we denote 𝑌 and ?̅? the 𝑁𝑘 matrices of observed time series and the 
filtered sequences respectively by 
     𝑌 = [
𝑌1(1)  𝑌2(1) ⋯ 𝑌𝑘(1)
⋮ ⋱ ⋮
𝑌1(𝑁) 𝑌2(𝑁) ⋯ 𝑌𝑘(𝑁)
],    ?̅? = [
?̅?1(1)  ?̅?2(1) ⋯ ?̅?𝑘(1)
⋮ ⋱ ⋮
?̅?1(𝑁) ?̅?2(𝑁) ⋯ ?̅?𝑘(𝑁)
].        (9) 
Similarly, we define the matrix  and the matrix of (unknown) filtered sequences  ̅  respectively as   
                                       = [
1(1)  2(1) ⋯ 𝑘(1)
⋮ ⋱ ⋮
1(𝑁) 2(𝑁) ⋯ 𝑘(𝑁)
],        ̅  = [
1̅(1)  2̅(1) ⋯  ̅𝑘(1)
⋮ ⋱ ⋮
1̅(𝑁) 2̅(𝑁) ⋯  ̅𝑘(𝑁)
].        (10) 
Finally we define the following matrices of lagged data: 
                      𝑍 = (𝐵𝑌, 𝐵2𝑌, … , 𝐵𝑝𝑌),             ?̅? = (𝐵?̅?, 𝐵2?̅?, … , 𝐵𝑝?̅?)           (11a) 
                     ?̅? = (𝐵 ̅, 𝐵2 ̅, … , 𝐵𝑞 ̅),                  ?̅? = (?̅?, ?̅?)                                  (11b) 
where for example 𝐵𝑠 = {𝑌𝑖(𝑡 − 𝑠)} for 𝑖 = 1, … , 𝑘 and 𝑡 = 1, … , 𝑁. The matrix of autoregressive 
coefficients are also arranged to one single matrix of order ℎ𝑘𝑥𝑘 as  
                               = ( 1,2, … ,ℎ)
′.                                                   (12) 
The algorithm proposed by Sabiti (1996) is based on the ordinary least squares (OLS) principle and 
only uses two regressions. No initial estimators of parameters are needed as for the Mayne and 
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where the stage 0 is an initialization. Afterwards the algorithm cycles through stages 2-3 until 
convergence. 
Stage 0: Determine the autoregressive coefficients vector  from  
                                                                 (13) 
which is obtained by fitting the autoregression 𝑦 = 𝑍 + . The order  of this autoregression may 
be selected by minimizing the information criterion (Quinn, 1980 and Schwarz, 1977) 
                                                                                 (14) 
Stage 1: Determine the residual sequence ̂(𝑡) and the filtered sequences ?̅?(𝑡) and  ̅(𝑡) 
respectively from 
                                                         (15a) 
                                                         (15b) 
                                                            (15c) 
Put ̂
(0) = 0 and 𝐽 = 0 where 𝐽 is the iteration counter and proceed with stage 3. 
Stage 2: Generate the new filtered sequences ?̅?(𝑡)(𝐽)  and  ̅(𝑡)(𝐽)  from  
                               (16b) 
                                           (16b) 
Stage 3: Create the matrices ?̅? and ?̅? and construct the matrix ?̅?(𝐽). Obtain the new estimator of 
β from 
𝛽(𝐽+1) = (?̅?′(𝐽)?̅?(𝐽))−1?̅?′(𝐽)?̅?(𝐽)                                              (17) 









> 𝜆    for      𝑖 = 1, … , (𝑝𝑘 + 𝑞𝑘)𝑘                             (18) 
with 0 < 𝜏 and 𝜆 << 1 is not satisfied where 𝜏 and 𝜆 are two positive constants sufficiently small, 
then increase 𝐽 by 1 and repeat stages 2 through 3. Else ?̂? =  ?̂?(𝐽+1) and stop the iterative 
procedure. 
 
Note that the convergence can be checked by computing this relative change in the estimator 
of each parameter in successive iterations. If each of the relative changes is less than a 
preselected threshold value, convergence may be assumed. 
 
3. Computational Speed 
We indicate the computational advantages of the proposed fast algorithm by comparing it with 
a method that uses gradients to locate a maximum of the log likelihood function. We also 
compare our algorithm with the fast method suggested by Spliid (1983). As a measure, we take 
the number of multiplications used by each method. We will only consider the number of 
multiplication operations required in the iterative procedure for these methods. Numerical 
comparisons between these methods are also proposed. We first give the computation 
operations required by the maximum likelihood method following an indication of Spliid (1983). 
After we will give the number of multiplication operations required by our algorithm. The number 
of operations for the Spliid (1983) method will be evaluated as for the proposed fast algorithm. 
̂
  YZZZ  1ˆ
h
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As we said, a method that uses gradients to locate a maximum of the likelihood functions needs 
more iterations than parameters and at each iteration gradients have to be computed in as 
many directions as parameters. One evaluation of the residuals 
     𝜀̂(𝐽) = 𝑌(𝑡) −  ∑ ̂𝑗
(𝐽)𝑝
𝐽=1 𝑌(𝑡 − 𝑗) +  ∑ ̂𝑗
(𝐽)𝑞
𝐽=1 𝜀̂
(𝐽)(𝑡 − 𝑗)                 (19) 
requires 𝑁(𝑝 + 𝑞)𝑘² multiplications. The number of multiplications needed to estimate the second 
derivative of the log likelihood with respect to the parameter estimators, that is the Hessian matrix 
𝜕²𝐿(̂)/(𝜕̂
′
𝜕̂) where 𝐿(. ) is that log-likelihood is 𝑁(𝑝 + 𝑞)𝑘²((𝑝 + 𝑞)𝑘2)² multiplications. 
 
Note that we have neglected certain operations used for example in the evaluation of the 
Hessian matrix at several points where each value of 𝐿(. ) requires computation of new residuals. 
Since extra computations are needed for the ML method, it is difficult to obtain exactly the total 
number of multiplications required by this method and we will give approximately this number. 
We assume that all the methods will converge after a same number of iterations. 
 
For the present algorithm, the evaluation of the filtered sequences ?̅?(𝑡) and (̅𝑡) in (15a–c) requires 
2𝑁ℎ𝑘² multiplications. In stage 3, the determination of  ?̂? = (?̅?′?̅?)−1?̅?′?̅?, the product ?̅?′?̅? and its 
inversion require respectively (𝑝 + 𝑞)(𝑝 + 𝑞 + 1)𝑘2𝑁/2  and ((𝑝 + 𝑞)𝑘²/2 multiplications. The 
products ?̅?′?̅? and (?̅?′?̅?)−1?̅?′?̅? require respectively (𝑝 + 𝑞)𝑘²𝑁  and ((𝑝 + 𝑞)𝑘)² multiplications. If 𝐼𝑇 
denotes the number of iterations and 𝑀 symbolizes multiplications, one concludes that the 
present algorithm and the ML method require approximately 






+ (𝑝 + 𝑞)𝑘²𝑁 + ((𝑝 + 𝑞)𝑘)
2
+ 2(𝑝 + 𝑞)𝑁𝑘²] 
and  




+ (𝑝 + 𝑞)𝑘²𝑁 + 𝑄] 
multiplications respectively with 𝑁 ≫ 𝑘(𝑝 + 𝑞)² and 𝑄 represents the first four terms of Malgor which 
are needed to obtain an increase to be added to the initial estimate. By the same procedure of 
the evaluation of the number of operations for the present algorithm, the Spliid (1983) method 
will require 







+ (𝑝 + 𝑞)𝑘2𝑁 + ((𝑝 + 𝑞)𝑘)
2
+ 𝑁(𝑝 + 𝑞)𝑘2]. 
multiplications. 
In the following table, we present the number of operations required by each method by varying 
the dimension of 𝑌(𝑡) and the orders of the polynomials  and . The maximum likelihood, 
the Spliid (1983) method and the proposed algorithm are referred to as ML, SPL and Algor 
respectively. 
Table 1 : Number of operations (in thousands) required by the ML, Spliid and the new algorithm 
Dimension p q ML Spliid Algorithm 
2 1 1 0.520 0.076 0.084 
2 10 1 8.500 6.200 6.200 
2 30 1 1906.700 125.200 125.400 
2 50 1 8489.900 546.700 546.900 
2 5 5 64.000 4.700 4.700 
2 20 20 4096.200 266.000 266.200 
2 50 50 64000.400 4061.000 4061.400 
2 10 0 64.000 4.700 4.700 
2 50 0 8000.200 515.500 515.700 
4 1 1 32.800 0.400 0.500 
4 10 1 5452.000 45.900 46.100 
4 50 1 543339.300 4309.300 4310.100 
4 10 10 32768.300 266.400 266.700 
)(B )(B
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From this table, we can observe that the proposed fast algorithm and the method of Spliid (1983) 
are faster than maximum likelihood procedures. For different models and different dimensions, 
these approximated methods are very fast. When we compare the present algorithm with the 
Spliid (1983) method, we find that these two methods are very comparable. 
For an 𝐴𝑅𝑀𝐴(1,1)  with 𝑘 = 2, the approximated methods are more than 6 times faster than the 
ML method. For an 𝐴𝑅𝑀𝐴(50,1) with 𝑘 = 2, the approximated methods are more than 15 times 
faster than the ML method. The interesting comparison between these approximated methods 
and the ML methods appears when we increase the dimensions. Thus, for an 𝐴𝑅𝑀𝐴(1,1) with 𝑘 =
4, the approximated methods become more than 75 times fasters than the ML method and more 
than 123 times faster for an 𝐴𝑅𝑀𝐴(10,10) with 𝑘 = 4.  
 
4. Some comments about the present fast algorithm 
The algorithm proposed by Sabiti (1996) uses two least squares regressions instead of the three 
regressions procedures of Mayne and Firoozan (1982) described in the Sabiti (1996) article. For 
that, we have suggested to write the ARMA model (1) in the form (5) where 𝑌(𝑡) and 𝜀(𝑡) are 
multiplied by the series (𝐵). When the autoregression (3) of order h is fitted at the first stage, we 
can obtain directly the filtered sequences ?̅?(𝑡) and  ̅(𝑡) as in (15a-c) and to continue with the 
final regression at the third stage. By this way, we have avoided to fit another regression in the 
second stage as for the method of Mayne and Firoozan (1982). 
For the Mayne and Firoozan (1982) method, the estimators ̂𝑗 of the autoregressive coefficients 
are used to obtain the residuals 𝜀̂(𝑡) as in (15a). The lagged values of these residuals are used 
together with the lagged values of 𝑌(𝑡) to form the regression of the form  
𝑌(𝑡) = ∑ 𝑗
𝑝
𝑗=1 𝑌(𝑡 − 𝑗) − ∑ 𝑗
𝑞
𝑗=1 𝜀̂(𝑡 − 𝑗) + 𝑒(𝑡)                             (20) 
witch wil be fitted by the ordinary least squares (OLS) method. Thus the estimators of 𝑗 will be 
used to filter the sequences ?̅?(𝑡) and (̅𝑡) and to continue with a third regression. Although our 
filtered sequences (16a-b) contain a ratio of two polynomials compared to those of Mayne and 
Firoozan (1982), the form (5) have allowed us to avoid the fitting of the regression (20) and to 
obtain the filtered sequences ?̅?(𝑡) and  ̅(𝑡) directly after fitting an autoregression at the first stage. 
Except the number of regressions fitted by our fast algorithm and that of Mayne and Firoozan 
(1982), another difference comes from the filtered sequences used by each procedure. For the 
method of Mayne and Firoozan (1982), the sequences ?̅?(𝑡) and  ̅(𝑡) are generated by a moving 




We have described in this paper a fast and iterative algorithm in order to compute the least 
square estimators of multivariate ARMA processes. The present algorithm is a multivariate 
generalization of a method proposed by Sabiti (1996) to estimate the parameters of a univariate 
ARMA process. This algorithm has been suggested mainly for providing initial estimators for 
iterative maximization of a log likelihood function. The performance of the present algorithm has 
been compared in terms of number multiplications with the Spliid (1983) and the maximum 
likelihood methods. We conclude that the present algorithm is faster than the methods that use 
gradients to locate a maximum of the likelihood function. 
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