Abstract. We show that if T is a strongly 10 9 k 6 log(2k)-connected tournament, there exists a partition A, B of V (T ) such that each of
1. Introduction 1.1. Partitions of highly connected tournaments. The study of graph partitions where the resulting subgraphs inherit the properties of the original graph has a long history with some surprises and numerous open problems, see e.g. the survey [7] . For example, a classical result of Hajnal [1] and Thomassen [9] implies that for every k there exists an integer f (k) such that every f (k)-connected graph has a vertex partition into sets A and B so that both A and B induce k-connected graphs. A related conjecture of Thomassen [12] states that for every k there is an f (k) such that every f (k)-connected graph G has a bipartition A, B so that the spanning bipartite graph G[A, B] is k-connected. It is not hard to show that one cannot achieve both the above properties simultaneously in a highly connected graph. (For example, consider the bipartite graph with vertex classes A and B where A := [n], B consists of all -element subsets of [n] and a ∈ A is joined to b ∈ B if and only if a ∈ b.) On the other hand, our main result states that for tournaments, we can find a single partition which achieves both the above properties. Below we denote by T [A, B] the bipartite subdigraph of T which consists of all edges between A and B but no others. Theorem 1.1. Let T be a tournament and k ∈ N. If T is strongly 10 9 k 6 log(2k)-connected, there exists a partition V 1 , V 2 of V (T ) such that each of T [V 1 ], T [V 2 ] and T [V 1 , V 2 ] is strongly k-connected.
We have made no attempt to optimize the bound on the connectivity in Theorem 1.1. (It would be straightforward to obtain minor improvements at the expense of more careful calculations.) On the other hand, it would be interesting to obtain the correct order of magnitude for the connectivity bound.
Kühn, Osthus and Townsend [4] earlier proved the weaker result that every strongly 10 8 k 6 log(4k)-connected tournament T has a vertex partition V 1 , V 2 such that T [V 1 ] and T [V 2 ] are both strongly k-connected (with some control over the sizes of V 1 and V 2 ). This proved a conjecture of Thomassen. [4] raised the question whether this can be extended to digraphs.
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As described later, our proof of Theorem 1.1 develops ideas in [4] . These in turn are based on the concept of robust linkage structures which were introduced in [2] to prove a conjecture of Thomassen on edge-disjoint Hamilton cycles in highly connected tournaments. Further (asymptotically optimal) results leading on from these approaches were obtained by Pokrovskiy [5, 6 ].
Subdivisions and linkages.
The famous Lovász path removal conjecture states that for every k ∈ N there exists g(k) ∈ N such that for every pair x, y of vertices in a g(k)-connected graph G we can find an induced path P joining x and y in G for which G \ V (P ) is k-connected. In [11] , Thomassen proved a tournament version of this conjecture. Here, we generalize his argument to observe that highly connected tournaments contain a non-separating subdivision of any given digraph H (with prescribed branch vertices). The case when d = 2 and m = 1 corresponds to the result in [11] . Theorem 1.2. Let k, d, m ∈ N. Suppose that T is a strongly (k + m(d + 2))-connected tournament, that D is a set of d vertices in T , that H is a digraph on d vertices and m edges and that φ is a bijection from V (H) to D. Then T contains a subdivision H * of H such that (i) for each h ∈ V (H) the branch vertex of H * corresponding to h is φ(h), (ii) T \ V (H * ) is strongly k-connected, (iii) for every edge e of H, the path P e of H * corresponding to e is backwards-transitive.
Here a directed path P = x 1 . . . x t in a tournament T is backwards-transitive if x i x j is an edge of T whenever i ≥ j + 2. The graph version of Theorem 1.2 is still open and would follow from the following beautiful conjecture of Thomassen [10] . The case |M | = 2 would already imply the path removal conjecture. The case M = ∅ was proved in [3] . It implies the existence of non-separating subdivisions (without prescribed branch vertices) in highly connected graphs. Clearly, Theorem 1.1 implies a tournament version of Conjecture 1.3. (Indeed, to see this apply Theorem 1.1 to obtain a partition
is strongly 2k-connected. So in particular, each vertex in V 2 has at least 2k out-neighbours and at least 2k in-neighbours in V 1 . By moving all vertices in M ∩ V 2 to V 1 we obtain a partition V 1 , V 2 such that both T [V 1 ] and T [V 2 ] are strongly k-connected, and actually
The next theorem guarantees a spanning linkage in a highly connected tournament. It was proved by Thomassen [11] with a super-exponential bound on the connectivity. He asked whether a linear bound suffices. Here we reduce the bound to a polynomial one. Pokrovskiy [5] showed that a linear bound suffices to guarantee a linkage if we do not require it to be spanning. Theorem 1.4. Let k ∈ N. Suppose that T is a strongly (k 2 + 3k)-connected tournament and that x 1 , . . . , x k , y 1 , . . . , y k are vertices in T such that x i = y i for all i ∈ [k] and all the pairs (x i , y i ) are distinct. Then T contains pairwise internally disjoint paths P i from x i to y i such that {x 1 , . . . , x k , y 1 , . . . , y k } ∩ V (P i ) = {x i , y i } and V (T ) = k i=1 V (P i ). Both Theorem 1.2 and 1.4 can be deduced from Theorem 1.1, but with weaker bounds. (For example, to deduce Theorem 1.2 from Theorem 1.1, we first consider a partition V 1 , V 2 as in Theorem 1.1 and move all vertices of D ∩ V 2 into V 1 to obtain a new partition V 1 , V 2 . Then T [V 1 ] is still highly connected and thus highly linked (cf. Theorem 2.2). We can use the latter property to find H * satisfying (i) and (iii) in T [V 1 ]. We now move the remaining vertices of V 1 into V 2 to obtain a set satisfying (ii). To derive Theorem 1.4 we proceed similarly except that at the end we use a result of Thomassen [8] that Theorem 1.4 holds for k = 1.) However, in Section 4 we adapt the argument from [11] to obtain a short direct proof of both Theorems 1.2 and 1.4.
Notation and tools
We write N := {1, 2, . . . } for the set of all natural numbers. Given k ∈ N, we let [k] := {1, . . . , k}, [k, k + ] := {k, . . . , k + } and log k := log 2 k. We only consider digraphs which contain no loops and at most two edges between every pair of vertices, at most one in each direction. We write V (G) and E(G) for the set of vertices and the set of edges in a digraph G. We let |G| := |V (G)|. If u, v ∈ V (G) we write uv for the directed edge from u to v. We write N 
| for the in-degree and the out-degree of v. We write δ − (G) and δ + (G) for the minimum in-degree and the minimum out-degree of G and let
there exists a vertex a ∈ A such that ba ∈ E(G). Similarly, we say that A out-dominates B if for every vertex b ∈ B there exists a vertex a ∈ A such that ab ∈ E(G). We say that a tournament T is transitive if we may enumerate its vertices v 1 , . . . , v m such that v i v j ∈ E(T ) if and only if i < j. In this case we call v 1 the source of T and v m the sink of T . When referring to subpaths of tournaments, we always mean that these paths are directed (i.e. consistently oriented). The length of a path is the number of its edges. We say that a path P is odd if its length is odd, and even if its length is even. We say that two paths are disjoint if they are vertex-disjoint. A tournament T is strongly k-connected if |T | > k and for every set F ⊆ V (T ) with |F | < k and every ordered pair x, y of vertices in V (T ) \ F there exists a path from x to y in T − F . A tournament T is called k-linked if |T | ≥ 2k and whenever x 1 , . . . , x k , y 1 , . . . , y k are 2k distinct vertices of T there exist disjoint paths P 1 , . . . , P k such that P i is a directed path from x i to y i for each i ∈ [k].
We now collect the tools which we need in our proof of Theorem 1.1. The following proposition is a straightforward consequence of the definition of linkedness. Proposition 2.1. Let k ∈ N. Then a tournament T is k-linked if and only if |T | ≥ 2k and whenever (x 1 , y 1 ), . . . , (x k , y k ) are ordered pairs of (not necessarily distinct) vertices of T , there exist distinct internally disjoint paths P 1 , . . . , P k such that for all i ∈ [k] we have that P i is a directed path from x i to y i and that {x 1 , . . . ,
We will also use the following bound from [5] on the connectivity which forces a tournament to be highly linked. Theorem 2.2. For each k ∈ N every strongly 452k-connected tournament is k-linked.
The following two lemmas guarantee that every tournament contains almost out-dominating and almost in-dominating sets which are not too large. (A similar observation was also used in [2] 
Proof. Let v 1 := v. Roughly speaking, we will find A by choosing vertices v 1 , . . . , v i such that the size of their common in-neighbourhood (i.e. the intersection of their individual inneighbourhoods) is minimised at each step. More precisely, suppose inductively that for some 1 ≤ i < c we have already found a set A i = {v 1 , . . . , v i } and a set W i such that the following holds:
, where
We first consider the case that
Else let a be the vertex in W i . In both cases let A := A i ∪ {a} and E := E i \ {a}. Then A and E satisfy (i)-(iii).
So suppose next that
(Note that in particular, this means that |E i | ≥ 2.) By averaging, it follows that E i must contain a vertex x of in-degree at most
, and let W i+1 := {x} (note that we can find such a
] is a transitive tournament with sink v 1 and
So we have shown that (a)-(c) hold with i+1 playing the role of i. By repeating this construction, we will eventually find A and E satisfying (i)-(iii). (Indeed, note that we must be in the first case for some i < c, in particular this implies that |A| ≤ c.)
The next lemma follows immediately from Lemma 2.3 by reversing the orientations of all edges. 
. We will also need the following observation, which guarantees a small set Z of vertices in a tournament such that every vertex outside Z has many out-and in-neighbours in Z.
Proposition 2.5. Let k, n ∈ N and let T be a tournament on n ≥ 4 vertices. Then there is a set Z ⊆ V (T ) of size |Z| ≤ 3k log n such that each vertex in V (T ) \ Z has at least k out-neighbours and at least k in-neighbours in Z.
Proof. We may assume that n ≥ 3k log n. We will use the fact that every tournament on n vertices contains an in-dominating set of size at most c := log n ≤ (3 log n)/2. (This can be proved by choosing the vertices x 1 , x 2 , . . . in the in-dominating set one by one, similarly as in the proof of Lemma 2.3: at the ith step we let x i be a vertex with the smallest out-degree in T [ j<i N + (x j )].) Choose an in-dominating set V 1 in T of size at most c. Now consider the tournament T − V 1 . Choose an in-dominating set V 2 in T − V 1 with size at most c. Continue in this way to obtain disjoint sets V 1 , . . . , V k . Proceed similarly to obtain disjoint sets U 1 , . . . , U k , each of size at most c, such that each U i is an out-dominating set in
3. Proof of Theorem 1.1
Let X := {x 1 , x 2 , . . . , x 6k } ⊆ V (T ) consist of 6k vertices whose in-degree in T is as small as possible, and let Y := {y 1 , y 2 , . . . , y 6k } be a set of 6k vertices in V (T ) \ X whose out-degree in T is as small as possible. Definê 
Indeed, to see that we can find such sets satisfying (D1)-(D6), we first apply Lemma 2.3 with
playing the roles of v, T to obtain sets A 1 and E A 1 and a vertex a 1 ∈ A 1 . Next apply Lemma 2.3 again with x 2 , T − (A 1 ∪ Y ∪ X \ {x 2 }) playing the roles of v, T to obtain A 2 , E A 2 and a 2 ∈ A 2 . Continue in this way. (To obtain B i , E B i and b i ∈ B i apply Lemma 2.4 instead of Lemma 2.3.) Let
Note that
c−2δ
by our choice of c. Moreover, we may assume that
follows by a symmetric argument.) In particular, this implies that
10k .
In our proof of Theorem 1.1 we will iteratively colour the vertices of T with colours α and β, and at each step V α will consist of all vertices of colour α and V β is defined similarly. (If at some stage a vertex of T is coloured, we will never change its colour again.) At the end of our argument, every vertex of T will be coloured either with α or with β, i.e. V α , V β will form a partition of V (T ). Our aim is to colour the vertices in such a way that we can take V 1 := V α and V 2 := V β .
We say a path P is alternating if the colour of the vertices on P alternates as we move along P . P is monochromatic if all vertices of P have the same colour.
At each step and for each γ ∈ {α, β}, we call a vertex v ∈ V γ forwards-safe if for any set F v of at most k − 1 vertices, there is a directed monochromatic path (possibly of length 0) in
Similarly, we say that v ∈ V γ is backwards-safe if for any set F v of at most k − 1 vertices, there is a directed monochromatic path (possibly of length 0) in
We call a vertex v ∈ V γ alternating-forwards-safe if for any set F v of at most k − 1 vertices, there is a directed alternating path (possibly of length 0) in
Similarly, we say that v ∈ V γ is alternating-backwards-safe if for any set F v of at most k − 1 vertices, there is a directed alternating path (possibly of length 0
We say that a vertex v is safe if it is safe in all four respects. In our proof of Theorem 1.1 we will often use the following properties (for each {γ, δ} = {α, β}), which follow immediately from the definitions:
are forwards-safe as well as alternating-forwardssafe and all coloured vertices in V (T )\(D∪E A ) are backwards-safe as well as alternatingbackwards-safe, (S3) if v ∈ V γ has at least k forwards-safe out-neighbours of colour γ then v itself is forwardssafe, the analogue holds if v has at least k backwards-safe in-neighbours of colour γ, (S4) if v ∈ V γ has at least k alternating-forwards-safe out-neighbours of colour δ with δ = γ then v itself is alternating-forwards-safe, the analogue holds if v has at least k alternatingbackwards-safe in-neighbours of colour δ, (S5) if v ∈ V γ is safe and in the next step we colour some more (previously uncoloured) vertices then v is still safe.
In what follows, by a (partial) colouring of the vertices of T we always mean a colouring with colours α and β in which all the vertices in
are coloured α, and all the vertices in
Claim 0: Suppose that there are paths P 1 , . . . , P 6k of T satisfying the following properties:
• for each i ∈ [6k] the path P i joins b i to a i , • the paths P 1 , . . . , P 6k are disjoint from each other and meet D only in their endvertices.
Suppose that we have coloured all vertices of T such that
• P 2k+1 , . . . , P 6k are alternating, • every vertex is safe.
Then the sets V 1 := V α and V 2 := V β form a partition of V (T ) as required in Theorem 1.1.
Note that the conditions of Claim 0 imply that P i must be an even path for i ∈ [2k + 1, 4k] and an odd path for i ∈ [4k + 1, 6k] (see Figure 1 ).
Figure 1: Colour patterns of the paths P 1 , . . . , P 6k in the case when k = 1.
To prove Claim 0, we first show that T [V α ] is strongly k-connected. So consider any set F of at most k − 1 vertices and any two vertices x, y ∈ V α \ F . We need to check that T [V α \ F ] contains a path from x to y. Since x is forwards-safe there exists a path
A similar argument shows that V β is strongly k-connected too. It remains to show that T [V α , V β ] is stongly k-connected. Consider any set F of at most k − 1 vertices and any two vertices x, y ∈ V (T )\F . We will show that there is an alternating path between x and y avoiding F . Since x is alternating-forwards-safe there exists an alternating path
Similarly, since y is alternating-backwards-safe there exists a path
We now choose an index i as follows: To prove Claim 1, note that the strong 10 9 k 6 log(2k)-connectivity of T implies that δ 0 (T ) ≥ 10 9 k 6 log(2k). Hence
and similarly
Consider any colouring of Z \ C. For each vertex z ∈ Z in turn we greedily choose 2k uncoloured in-neighbours outside N ∪ E A , and colour k of them α and the remaining k by β.
(We do not modify C in this process.) To see that we can choose all these vertices to be distinct from each other, note that the total number of vertices we wish to choose is 2k|Z| and
For each vertex in Z as well as for each of the 2k|Z| vertices that we coloured in the previous step in turn, we greedily choose 2k uncoloured out-neighbours outside N ∪ E, and colour k of them by α and the remaining k by β. To see that we can choose all these vertices to be distinct from each other, note that the total number of vertices we wish to choose is 2k(1 + 2k)|Z| and
Let Z be the set of vertices outside C ∪ Z that we coloured. Then Z ∩ N = ∅. Moreover, by (S1) and (S2) all vertices in Z are safe. Together with (S3) and (S4) this in turn implies that all vertices in Z are safe. This completes the proof of Claim 1.
Recall that we have already coloured all the vertices in D 1 by α and all the vertices in D 2 by β.
Step by step, we will now colour further vertices of T . Our final aim is to arrive at a colouring of V (T ) which is as described in Claim 0. The first step is to colour some more vertices in order to achieve that all the coloured vertices are safe. In what follows, when saying that we colour some additional vertices we always mean that these vertices are uncoloured so far.
Claim 2:
We can colour some additional vertices of T in such a way that every coloured vertex is safe and the set C 1 consisting of all vertices coloured so far satisfies |C 1 | ≤ 1500k 4 .
To prove Claim 2, for every v ∈ {x 1 , . . . , x 6k , y 1 , . . . , y 6k } in turn, we greedily choose 2k uncoloured in-neighbours and 2k uncoloured out-neighbours, all distinct from each other, and colour k of the in-neighbours and k of the out-neighbours by α and the remaining 2k in/outneighbours by β.
Let Z * denote the set of 4k · 12k = 48k 2 new vertices we just coloured and let
Apply Claim 1 with N := ∅ to find a set Z of uncoloured vertices and a colouring of these vertices such that all the vertices in Z ∪ Z are safe and |Z ∪ Z | ≤ 9k 2 · |Z| ≤ 1500k 4 . Our choice of Z * and (S3), (S4) together now imply that the vertices in X ∪ Y are safe as well. This completes the proof of Claim 2.
Suppose that P is a path whose endvertices are already coloured, but whose internal vertices are still uncoloured. We say that we colour (the internal vertices of) P in an alternating manner consistent with its endvertices if the colouring results in an alternating path. (So for example, if the endvertices of P have the same colour, then P needs to be an even path.) Claim 3: There are paths P 1 , P 2 , . . . , P 6k of T satisfying the following properties:
, the path P i joins b i to a i , (ii) the paths P 1 , . . . , P 6k are disjoint from each other and meet C 1 only in their endvertices, (iii) we can colour the internal vertices of P 1 , . . . , P k by α, the internal vertices of P k+1 , . . . , P 2k by β and the internal vertices of P 2k+1 , . . . , P 6k in an alternating manner consistent with their endvertices and can colour some additional vertices such that the set C 4 of all coloured vertices satisfies the following properties: (a) all vertices in C 4 are safe, (b) there is a set C 0 ⊆ C 4 such that the number of coloured vertices outside C 0 is at most 3 · 10 7 k 6 log(2k), (c) every vertex outside C 4 which has an in-neighbour in C 0 has at least k in-neighbours of each colour, and every vertex outside C 4 which has an out-neighbour in C 0 has at least k out-neighbours of each colour.
We will prove Claim 3 via a sequence of subclaims. For i ∈ [6k] we define an i-path to be a directed path from the sink b i of B i to the source a i of A i whose internal vertices lie outside C 1 . Ideally, we would like to find disjoint i-paths P i (one for each i ∈ [6k]) such that the following properties hold:
(1) we can colour all the internal vertices of P 1 , . . . , P k by α, the internal vertices of P k+1 , . . . , P 2k
by β and the internal vertices of P 2k+1 , . . . , P 6k in an alternating manner consistent with their endvertices, (2) by colouring some additional vertices we can achieve that all coloured vertices are safe.
For each i ∈ [6k] we will first try to find a short i-path P i such that all these i-paths are disjoint and such that for each i ∈ [2k + 1, 6k] the length of the path P i has the correct parity in order to ensure that the internal vertices of P i can be coloured in an alternating manner consistent with the endvertices of P i (so P i needs to be even for i ∈ [2k + 1, 4k] and odd for i ∈ [4k + 1, 6k]). We will then colour the vertices on these short i-paths as well as some additional vertices such that (1) and (2) are satisfied for the set I short of all indices i for which we have been able to choose a short i-path (see Claim 3.1). This provides some of the paths required in Claim 3. To find the remaining paths, for all i / ∈ I short we will choose 10 5 k 4 log(2k) i-paths Q i,1 , . . . , Q i,10 5 k 4 log(2k) such that all these paths are internally disjoint from each other. For each i / ∈ I short with i ∈ [2k] there will be three distinct indices j i,1 , j i,2 , j i,3 ∈ [10 5 k 4 log(2k)] such that the path P i required in Claim 3 will consist of an initial segment of Q i,j i,1 , a middle segment of Q i,j i,2 , a final segment of Q i,j i,3 as well as two edges joining these three segments. Similarly, for each i / ∈ I short with i ∈ [2k + 1, 6k] the path P i required in Claim 3 will either be one of the Q i,j or will consist of an initial segment of Q i,j i,1 and a final segment of Q i,j i,2 as well as an edge joining these two segments.
We will now choose the short i-paths. Let P correct short be a collection of i-paths satisfying the following properties: (P1) for each i ∈ [6k], P correct short contains at most one i-path, (P2) all the paths in P correct short are disjoint from each other, (P3) each path has length at most 10k + 10, (P4) for each i ∈ [2k + 1, 6k] for which P correct short contains an i-path, this path P i has the correct parity, meaning that P i is even if i ∈ [2k + 1, 4k] and odd if i ∈ [4k + 1, 6k], (P5) subject to the above conditions, |P correct short | is as large as possible. Let I correct short be the set of all those indices i ∈ [6k] for which P correct short contains an i-path, and let P i denote this i-path. Let V correct short be the set of all internal vertices of the P i for all i ∈ I correct short .
Moreover, set I long := [6k] \ I correct short . Recall that the definition of an i-path implies that all the vertices in V correct short are uncoloured so far (i.e. V correct short ∩ C 1 = ∅).
Claim 3.1:
We may colour all vertices in V correct short as well as some additional vertices of T such that the following properties hold:
short , all the vertices on P i are coloured α if i ∈ [k] and β if i ∈ [k + 1, 2k], (ii) for each i ∈ I correct short \ [2k], P i is coloured in an alternating manner consistent with its endvertices, (iii) the set C 2 consisting of all vertices coloured so far has size |C 2 | ≤ 4000k 4 and all vertices in C 2 are safe, (iv) for each i ∈ I long , any i-path whose internal vertices lie in V (T ) \ C 2 is either b i a i or has length at least 10k + 10.
To prove Claim 3.1, consider any i ∈ I correct short and colour all internal vertices of P i by α if i ∈ [k], by β if i ∈ [k + 1, 2k], and in an alternating manner consistent with the endvertices of P i if i ∈ [2k + 1, 6k] (this is possible by (P4)). Note that |V correct short | ≤ 6k(10k + 9) ≤ 120k 2 . Together with Claim 1 (applied with N := ∅ and Z := V correct short ) and the fact that |C 1 | ≤ 1500k 4 by Claim 2 this implies Claim 3.1(i)-(iii), with room to spare in (iii). Indeed, the set C 2 of vertices coloured so far has size |C 2 | ≤ 3000k 4 .
We will now colour some additional vertices to ensure that (iv) holds too. Consider any i ∈ I long . If there exists an i-path P whose internal vertices lie in V (T ) \ C 2 and whose length is at most 10k + 9, then P must have incorrect parity, i.e. P is odd if i ∈ [2k + 1, 4k] and even if i ∈ [4k + 1, 6k]. Note that there cannot be two such i-paths of length at least two which are internally disjoint from each other. Indeed, if P = v 1 . . . v a and P = v 1 . . . v a are two such ipaths which are internally disjoint, then we may assume that v 2 v 2 ∈ E(T ) and so v 1 v 2 v 2 v 3 . . . v a is an i-path of length at most 10k + 10 with the correct parity which is disjoint from all the other paths in P correct short , a contradiction to (P5). Let P incorrect short be a collection of i-paths (with i ∈ I long ) whose internal vertices lie in V (T ) \ C 2 and whose length is at least two and at most 10k + 9, such that all these paths are disjoint from each other and, subject to these properties, such that |P incorrect short | is as large as possible. Let ). Then the set C 2 of all vertices coloured so far satisfies |C 2 | ≤ 3000k 2 + 9k 2 · 100k 2 ≤ 4000k 4 , so (iii) still holds. Moreover, now (iv) holds too. (Indeed, recall that for each i ∈ I long any i-path P whose length is at least two and at most 10k + 9 must have the incorrect parity, and so P cannot be internally disjoint from all the paths in P incorrect short (by the maximality of P incorrect short and our argument in the previous paragraph).) This completes the proof of Claim 3.1.
Claim 3.1(iii) implies that all uncoloured vertices together with the a i and b i for all i ∈ I long induce a strongly (7 · 452 · 10 5 k 5 log(2k))-connected subtournament T of T (with some room to spare). Theorem 2.2 implies that T is 7 · 10 5 k 5 log(2k)-linked. Together with Proposition 2.1 this implies that for each i ∈ I long we can find 10 5 k 4 log(2k) i-paths in T such that all these 10 5 k 4 log(2k)|I long | paths have length at least two and are internally disjoint from each other and such that the internal vertices on all these paths lie outside C 2 . We choose this collection of 10 5 k 4 log(2k)|I long | paths such that the set V long of all internal vertices on these paths is as small as possible. For all i ∈ I long and all j ∈ [10 5 k 4 log(2k)], let Q i,j denote the jth i-path we chose. Write
, so that q 0 i,j is b i and q
is a i . Claim 3.1(iv) implies that each Q i,j must have length at least 10k + 10. Moreover, the minimality of |V long | implies the following:
(Q1) the interior of each Q i,j induces a backwards-transitive path, (Q2) if v ∈ V (T ) \ (C 2 ∪ V long ) is an out-neighbour of q s i,j , then v is also an out-neighbour of q s i,j for all s ≥ s + 3,
and write
Claim 3.2:
There exist disjoint index sets I R,α , I R,β ⊆ I long × [10 5 k 4 log(2k)] such that, writing
has at least k inneighbours and at least k out-neighbours in each of R α and R β . Also |I R,α |, |I R,β | ≤ 100k log(2k) and |R α |, |R β | ≤ 1000k 2 log(2k).
To prove Claim 3.2, apply Proposition 2.5 to T [V 0 long ] to find a set Z α ⊆ V 0 long with |Z α | ≤ 3k log |V 0 long | ≤ 100k log(2k) and such that every vertex in V 0 long \ Z α has at least k outneighbours and k in-neighbours in
, there exists a set Z β ⊆ W with |Z β | ≤ 3k log |W | ≤ 100k log(2k) and such that every vertex in W \ Z β has at least k out-neighbours and in-neighbours in Z β . Let
Let R α and R β be as defined in the statement of Claim 3.2. Then by definition of I R,α and I R,β , for each (i, j) ∈ I long × [10 5 k 4 log(2k)] every vertex in V (Q 0 i,j ) \ (R α ∪ R β ) has at least k in-neighbours and at least k out-neighbours in each of R α and R β . Also |R α |, |R β | ≤ (6k + 4) · 100k log(2k) ≤ 1000k 2 log(2k). This completes the proof of Claim 3.2.
Let I R := I R,α ∪ I R,β , R := R α ∪ R β and
Claim 3.3:
We may colour all vertices in R α ∪ R β ∪ R 4,6 as well as some additional vertices lying outside V long such that (i) all vertices in R α are coloured α, all vertices in R β are coloured β, (ii) for each (i, j) ∈ I R and each s ∈ {4, 6}, Q s i,j is an alternating path, (iii) all coloured vertices are safe, (iv) the set C 3 consisting of all vertices coloured so far has size |C 3 | ≤ 4 · 10 4 k 4 log(2k).
To prove Claim 3.3, colour the vertices in R α ∪ R β ∪ R 4,6 such that (i) and (ii) hold. Apply Claim 1 with
) playing the roles of C, Z, N to obtain a set Z ⊆ V (T ) \ (V long ∪ C 2 ) and a colouring of the vertices in Z such that every vertex in R α ∪ R β ∪ R 4,6 ∪ Z is safe and
This completes the proof of Claim 3.3.
Claim 3.4:
For each i ∈ I long there is an i-path P i such that the following properties hold:
(i) P i has no internal vertices in C 3 , and P i and P i are disjoint whenever
is the last vertex of for t = 1, 2, 3, 4, 5. T i contains at least two vertices of out-degree at least two, assume they are
. We may also assume that q . Finally,
has at least two outneighbours in T i , we may assume q
sends an edge to q
. We set j i,t := s i,t and let P i be as described in Claim 3.4(ii), see Figure 2 . So suppose next that i ∈ I long ∩ [2k + 1, 4k]. If Q i,s i,t is an even path for t = 1 or t = 2 we take it to be P i . So suppose that these two paths are odd. We may assume that q . We set j i,1 := s i,1 and j i,2 := s i,2 and let P i be as described in Claim 3.4(iii). If i ∈ I long ∩[4k +1, 6k], we define P i similarly, see Figure 3 . This completes the proof of Claim 3.4.
Colour patterns of the paths int(Q i,j ) with i ∈ I long ∩ [k] in the case when k = 1 and Q i,j does not intersect C 3 . The thick arrows indicate int(P i ).
Colour patterns of the paths int(Q i,j ) with i ∈ I long ∩ [4k + 1, 5k] in the case when k = 1, Q i,ji,t is an even path for t ∈ {1, 2} and Q i,j does not intersect C 3 . The thick arrows indicate int(P i ).
We are now ready to prove Claim 3. For each i ∈ I long , let P i be as given by Claim 3.4. We will colour all those vertices on the paths Q i,j with (i, j) ∈ I long × [10 5 k 4 log(2k)] which are uncoloured so far as follows.
For each i ∈ I long ∩ [2k], we colour all internal vertices of P i by α if i ≤ k and by β if i > k.
, we colour all internal vertices of P i in an alternating manner consistent with the endvertices of P i . (Claim 3.4(iv) ensures that this is possible.) For all j ∈ [10 5 k 4 log(2k)] we also colour all vertices in
) in an alternating manner, see Figure 3 . (That is, if b i = q 0 i,j is coloured α, we colour q s i,j by α for all even numbers s ≤ 5k + 4, and colour q s i,j by β for all odd numbers s ≤ 5k + 4. We colour each vertex x in (
) in a similar way, depending on the colour of a i and the distance of x to a i in Q i,j .)
Now all uncoloured vertices of V long belong to Q 5 i,j for some i, j. We let C 0 be the union of V (Q 5 i,j ) over all (i, j) ∈ I long × [10 5 k 4 log(2k)]. We colour all uncoloured vertices in C 0 by α, and let C 4 denote the set consisting of all the vertices coloured so far. Note that |C 4 \ C 0 | ≤ |C 3 | + |V long | ≤ 4 · 10 4 k 4 log(2k) + 2 · 10 7 k 6 log(2k) ≤ 3 · 10 7 k 6 log(2k). Together with Claim 3.1 this implies that parts (i), (ii) and (iii)(b) of Claim 3 hold.
We now show that all the vertices on the paths Q i,j are safe. Together with Claim 3.3(iii) this will imply that all vertices in C 4 are safe, i.e. Claim 3(iii)(a) will hold. Consider first any vertex v ∈ V 0 long . If v ∈ R, then v is safe by Claim 3.3(iii). If v / ∈ R, then by Claim 3.2 v has at least k out-neighbors and at least k in-neighbours in each of R α and R β , so it has k safe out-neighbours and k safe in-neighbours of each colour. Thus v is safe by (S3) and (S4). So all the the vertices in V 0 long are safe.
i,j } contains at least k vertices of each colour and so does V (
is the final vertex of
is the initial vertex of Q 7 i,j .) Now consider a vertex v ∈ V long \ V 0 long , and let i, j be such that To check Claim 3(iii)(c), note that if a vertex v outside C 4 has an out-neighbour in C 0 , then by (Q3) all vertices in Q 1 i,j ∪ Q 2 i,j ∪ Q 3 i,j ∪ Q 4 i,j (apart from possibly the last two vertices of Q 4 i,j ) are out-neighbours of v. Thus v has at least k out-neighbours of each colour. In a similar way one can use (Q2) to show that v also has k in-neighbours of each colour. This completes the proof of Claim 3.
Claim 4:
We can colour all uncoloured vertices in such a way that every vertex is safe.
To prove Claim 4, we colour all the vertices outside C 4 one by one. We first deal with all vertices in E A \ C 4 (see STEP 1), then we move to the vertices in E B \ C 4 (see STEP 2) . Finally, we colour all the remaining vertices (see STEP 3). We let Z A := ∅. While dealing with each vertex in E A \ C 4 in turn (i.e. during STEP 1), we will update Z A . At each substep, Z A will satisfy the following properties:
(a) Z A consists of coloured vertices and
We can colour all vertices in E A \ C 4 as well as some set Z A of additional vertices in such a way that all the vertices in E A \ C 4 are backwards-safe and alternating-backwards-safe and Z A satisfies (a)-(c).
Consider each vertex v ∈ E A \C 4 in turn. Suppose first that v has 2k uncoloured in-neighbours v 1 , v 2 , . . . , v 2k outside E A . We colour k of them by α and k of them by β and replace Z A by Z A ∪ {v 1 , v 2 , . . . , v 2k }. We also colour v with α. Note that (S2) implies that v 1 , v 2 , . . . , v 2k are backwards-safe and alternating-backwards-safe. Together with (S3) and (S4) this shows that v is backwards-safe and alternating-backwards-safe.
So suppose that v has less than 2k uncoloured in-neighbours outside E A . Recall from Claim 3(iii)(b) that at most 3 · 10 7 k 6 log(2k) vertices in C 4 lie outside the set C 0 . Together with (3.3) and (c) this shows that
Since all coloured vertices lie in C 4 ∪ E A ∪ Z A , this implies that v has an in-neighbour in C 0 . But now Claim 3(iii)(c) implies that v has k in-neighbours of colour α and k in-neighbours of colour β in C 4 . Since all the vertices in C 4 are safe, this implies that v becomes backwards-safe and alternating-backwards-safe by colouring v with α.
Note that we add at most 2k vertices to Z A for each vertex v ∈ E A \ C 4 . So at the end of STEP 1, we will still have that |Z A | ≤ 2k|E A |. Since by (S2) every vertex outside E B is forwards-safe and alternating-forwards-safe, after STEP 1, all vertices in E A \ E B will be safe, while the vertices in E A ∩ E B might only be backwards-safe and alternating-backwards-safe.
Let Z B := ∅. While dealing with each vertex in E B \ C 4 in turn during STEP 2, we will update Z B . At each substep, Z B will satisfy the following properties (where
(a ) Z B consists of coloured vertices and
We can colour all uncoloured vertices in E B \ C 4 as well as some set Z B of additional vertices in such a way that all the vertices in E B \ C 4 are safe and Z B satisfies (a )-(c ).
Consider each vertex v ∈ E B \C 4 in turn. If v / ∈ E A , then v is backwards-safe and alternatingbackwards-safe by (S2). If v ∈ E A , then by STEP 1 v is also backwards-safe and alternatingbackwards-safe.
Suppose first that v has 2k uncoloured out-neighbours v 1 , v 2 , . . . , v 2k outside E. We colour k of them by α and k of them by β. We replace Z B by Z B ∪ {v 1 , v 2 , . . . , v 2k }. If v is uncoloured, we colour v with α. Then (S2)-(S4) together imply that v becomes safe.
So suppose that v has less than 2k uncoloured out-neighbours outside E. Note that δ + (T ) − |E ∪ Z| ≥δ + (T ) − 5k|E| ≥ 5 · 10 8 k 6 log(2k) ≥ 2k + |C 4 \ C 0 | by (3.4), (c ) and Claim 3(iii)(b). Since all coloured vertices lie in C 4 ∪ E ∪ Z, this implies that v has an out-neighbour in C 0 . But now Claim 3(iii)(c) implies that v has k out-neighbours of colour α and k out-neighbours of colour β in C 4 . Since all the vertices in C 4 are safe, this implies that v becomes safe by colouring v with α (in case v is still uncoloured).
Note that we add at most 2k vertices to Z B for each vertex in E B \ C 4 . Thus we always have that |Z B | ≤ 2k|E B | and so |Z| ≤ 4k|E|. After STEP 2, all vertices in C 4 ∪ E are safe. STEP 3. By colouring all the remaining uncoloured vertices with α, every vertex becomes safe.
This follows immediately from (S2).
This completes the proof of Claim 4 and thus of Theorem 1.1.
Spanning linkedness and non-separating subdivisions
The following lemma generalizes a result of Thomassen [11] . Theorems 1.2 and 1.4 then both follow easily by an inductive application of Lemma 4.1.
Lemma 4.1. Let k, d be nonnegative integers. Let x, y, z 1 , . . . , z d be any distinct vertices in a strongly (k + d + 4)-connected tournament T and let P be a shortest xy-path in T − {z 1 , . . . , z d }. Then T − (V (P ) \ X) is strongly k-connected for any (possibly empty) subset X ⊆ {x, y}.
Proof. Write P := x 0 x 1 . . . x m with x = x 0 and y = x m . Note that P must be a backwardstransitive path. If P has length at most two, the result trivially holds. So suppose that P has length more than two. Note that in this case it suffices to show that T − V (P ) is strongly kconnected (otherwise we consider x ∈ {x, x 1 }, y ∈ {y, x m−1 } and proceed through the argument with x , y playing the role of x, y). So suppose T − V (P ) is not strongly k-connected. Then there exist a partition of V (T ) \ V (P ) into nonempty sets S, S 1 , S 2 such that |S| ≤ k − 1 and no vertex in S 2 sends an edge to S 1 . Since T − (S ∪ {z 1 , . . . , z d }) is strongly 5-connected, there are five paths P 1 , . . . , P 5 from S 2 to S 1 which are internally disjoint and do not intersect S ∪ {z 1 , . . . , z d }. We may assume that the P i are backwards-transitive. Moreover, the interior of each P i is nonempty and is contained in V (P ). Altogether, this means that the intersection of P i and T [V (P )] is either a segment of P or a path of the form x j x with j ≥ + 2 or of the form x j x j+1 x j−1 or x j x j−2 x j−1 . We let p be the largest number such that some P i contains an edge ux p from S 2 to x p and we let q be the smallest number such that some P i contains an edge x q v from x q to S 1 . Note that p ≥ q + 4. Then the path obtained from P by deleting x q+1 x q+2 . . . x p−1 and adding x q vux p is shorter than P , a contradiction.
Proof of Theorem 1.2. Write D = {w 1 , . . . , w d }. We proceed by induction on m. For m = 1, the assertion holds by Lemma 4.1 applied with d − 2 playing the role of d. Suppose that m ≥ 2 and that the assertion holds for m − 1. Consider any edge uv ∈ E(H). Without loss of generality, we may assume that φ(u) = w 1 and φ(v) = w 2 . Then we apply Lemma 4.1 (with d − 2 playing the role of d) to find a w 1 w 2 -path P whose interior does not intersect D and so that T := T − V (int(P )) is strongly (k + (m − 1)(d + 2))-connected. Now by the induction hypothesis, we can find a subdivision H * of H \ {uv} in T which satisfies (i)-(iii) (with T playing the role of T ). Finally, let H * := H * ∪ int(P ). Then H * satisfies all requirements.
Proof of Theorem 1.4. We proceed by induction on k. For k = 1, the assertion was proven by Thomassen [8] . Assume that k ≥ 2 and that the assertion holds for k − 1. Let Z := {x 1 , . . . , x k−1 , y 1 , . . . , y k−1 } and let X := {x k , y k } ∩ Z. We can now apply Lemma 4.1 with d = |Z \ X| to a find a x k y k -path P avoiding Z \ X so that T [W ] is strongly ((k − 1) 2 + 3(k − 1))-connected, where W := V (T ) \ (V (P ) \ X). Now by the induction hypothesis, we can find P 1 , . . . , P k−1 in T [W ] so that P i is a path from x i to y i and W = k−1 i=1 V (P i ). Let P k := P . Then P 1 , . . . , P k are as desired.
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