Abstract. The aim of this paper is to apply the theory of reproducing kernel Hilbert spaces to a minimization problem with prescribed nodes. We reprove and at the same time generalize some results previously obtained by Gunawan et al. [2, 3] . In addition, we also discuss the Hölder continuity of the solution to the problem.
Introduction
In the present paper we are interested in finding the solution to the following minimization problem on d . Let 0 ≤ α < ∞. We define a Hilbert space H α to be the set of functions f on We are then interested in studying the following problem:
H. Gunawan and Y. Sawano subject to the prescribed nodes: is a necessary and sufficient condition for the solution to the above problem to be continuous. In this note, we shall use the theory of reproducing kernel Hilbert spaces to study the problem (in a more general setting). Our first result is the following theorem.
. The solution to the minimization problem
where
We shall give the proof of this theorem in the next section. A more general result will also be presented. In the last section, we shall also consider the Hölder continuity of the solution, by using the inclusionship between Besov spaces and modulation spaces.
Main Results
Let E be a compact subspace of d (containing at least N points) and K : E × E → be a positive definite kernel, where = or . Denote by H K the corresponding reproducing kernel Hilbert space, which is defined as the completion of the pre-Hilbert space H
for every p, q ∈ E. A well-known fact for the theory of reproducing kernel Hilbert spaces is that
for every f ∈ H K and p ∈ E. Accordingly, we have the following proposition.
Application of RHKS to a minimization problem 3 Proposition 2.1. For every p, we have
As a direct consequence, we obtain the following result -which is known as the representor theorem in learning theory (see e.g. [5] ). We give the proof for convenience.
Then the minimization problem:
has a unique solution given by
By Proposition 2.1, we have g − F ⊥ K(·, p), and accordingly g − F ⊥ F . It then follows that
and the equality is attained if and only if g = F .
Theorem 1.1 can now be seen as a corollary of Proposition 2.2. Indeed, for p ∈ E :
It follows that f (p) = 〈 f , K α (·, p)〉 for every f ∈ H α and p ∈ E. This shows that H α is the reproducing kernel Hilbert space with kernel K α . Hence, the solution to the minimization problem
, namely
A more general result than Proposition 2.2 is presented as the following proposition.
Proposition 2.3. Suppose that we are given a finite set {c
is positive definite. Then the minimization problem Proof. The system of linear equations
is positive definite, the system has a unique solution, say F :
To prove that the norm is minimized, let
As a corollary, we have the following theorem on our original interest. Minimize f H α subject to the prescribed nodes:
has a unique solution F :
Proof. We only have to make sure that the matrix
is positive definite for both the existence and the uniqueness of the solution. Since the matrix is equal to the
, it is sufficient to show that its determinant is nonzero. But this is so, because {sin πx, . . . , sin N πx} forms a Chebyshev system (see [4] ), and the product of such Chebyshev systems can always be used to interpolate data on any rectangular grid 'inside' the cube [0, 1] d . To illustrate, let us take a look at the 1-dimensional case. (For higher dimensional cases, we refer the reader to [1] .) Our task reduces to verifying the linearly independence of the functions K(·, p 1 ), . . . , K(·, p N ). Recall that for k = 1, . . . , N we have
Now observe that the parsial sums 
Hölder continuity
We have seen that the solution to the minimization problem with several prescribed nodes is a linear combination of the minimizers with one prescribed node. Hence, to study its Hölder continuity, it suffices for us to investigate the Hölder continuity of the minimizer with one prescribed node, whose formula is given in Theorem 1.1. .
Then there exists a constant C > 0 such that
With the above lemma, we observe that
where we obtain the proof of Theorem 3.1.
