We introduce the concept of single-linkage equivalence of edge-weighted graphs, we apply it to characterise maximal spanning trees and "ultrasimilarities", and we discuss how it relates to the popular single-linkage clustering algorithm.
Introduction
In this note, we consider edge-weighted graphs defined on a fixed vertex set V , i.e., we consider triples G = (V, E, ω : E → R) given by specifying, in addition to the vertex set V , an edge set E = E G ⊆ V 2 and a weight map ω = ω G : E → R : {u, v} → ω(u, v). In the context of the popular single-linkage clustering algorithm, such graphs are used to derive non-overlapping hierarchical cluster systems built up from "sufficiently similar" elements of V , interpreting the value ω(u, v), for any two distinct elements u, v ∈ V , as a measure of their (relative) similarity: Relying on Count Orlowski's party principle "The friends of my friends are my friends", one considers in single-linkage clustering, for any graph G as above and any threshold t in R ∪ {−∞}, the partition π 0 G(> t) of V into the various G-clusters of weight t, that is, the various connected components of the graph G(> t) with vertex set V and edge set E G(>t) := {e ∈ E G : ω G (e) > t}, the set of all those edges of G whose weight exceeds t.
It has been observed already 40 years ago (cf [3] ) that single-linkage clustering can be performed very efficiently using maximal spanning trees. However, the closely related concept of single-linkage equivalence (of edge-weighted graphs) to be introduced in this note seems to have escaped attention in this context so far. However, as we will see below, it provides means to explore this well-known clustering procedure from a more abstract (or structural) point of view: More specifically, given a finite set V , we denote by W(V ) the set of all edge-weighted graphs G with vertex set V , we define two graphs G, G ∈ W(V ) to be single-linkage equivalent, if π 0 G(> t) = π 0 G (> t) holds for every t ∈ R in which case we will also write G ∨∨ ∼ G , and we denote, for any G ∈ W(V ), by ∨∨(G) the subset of W(V ) consisting of all graphs in W(V ) that are singlelinkage equivalent to G. Clearly,
∨∨
∼ is an equivalence relation on W(V ), in particular, ∨∨(G) = ∨∨(G ) holds for any graph G ∈ ∨∨(G).
Next, we define a partial order " " on W(V ) by defining G G for any two graphs G and G in W(V ) if and only if E G is a subset of E G and ω G (e) ≤ ω G (e) holds for all e ∈ E G .
Clearly, denoting, for any two graphs G 1 , G 2 in W(V ), by G 1 ∧ G 2 the graph with edge set E := E G1 ∩ E G2 and weight map ω : e ∈ E : e → min ω G1 (e), ω G2 (e) , we have G G 1 and G G 2 for any further graph G ∈ W(V ) if and only if G (G 1 ∧ G 2 ) holds.
We also note that, associating to every graph G ∈ W(V ) the map
sets up a one-to-one correspondence between W(V ) and the set (R ∪ {−∞}) (
holds for any two graphs G 1 , G 2 ∈ W(V ), and (ii) G G holds for any two graphs G, G ∈ W(V ) if and only if ω * G (e) ≤ ω * G (e) holds for all e ∈ V 2 -a correspondence that will be used below again and again.
Finally, we define the map ω G associated to a graph G ∈ W(V ) to be an ultra-similarity if the associated map ω * G satisfies the ultra-similarity inequality, i.e., if ω *
holds for any three distinct vertices u, v, w in V . In this note, we will characterise, for any graph G ∈ W(V ), the -maximal and -minimal graphs in ∨∨(G) in terms of ultra-similarities and maximal spanning trees, first stating (in Section 2) and then (in Section 4) establishing the pertinent results after having collected some fairly obvious, but rather useful simple facts in Section 3. And in the last section, we collect some simple applications and comments, including a brief discussion of the corresponding dual results regarding minimal spanning trees and subdominant ultra-metrics.
Five Propositions
Continuing with the notations and definitions introduced above, we now consider a fixed edge-weighted graph G in W(V ) to which we refer in our five main results below: Proposition 2.1. There exists a unique -maximal graph G in the singlelinkage equivalence class ∨∨(G) of G.
Proposition 2.2. G coincides with the graph G if and only if ω G is an ultrasimilarity. In particular,
class ∨∨(G 1 ∧ G 2 ) whenever both, G 1 and G 2 are the -maximal graphs in their respective single-linkage equivalence classes, and
2 must hold for any connected graph G that is -maximal in its single-linkage equivalence class ∨∨(G) in which case also ω G = ω * G must hold.
Proposition 2.3. One has G G for any graph G ∈ W(V ) with G G . In other words, the map ω * G associated with the -maximal graph G in ∨∨(G) referred to in Proposition 2.1 coincides with the (necessarily unique!) "smallest" map from V 2 into R ∪ {−∞} that is (point-wise) larger than, or equal to, ω G and satisfies the ultra-similarity inequality (1).
Proposition 2.4. The graph G is a tree if and only if it is connected and
-minimal in its single-linkage equivalence class ∨∨(G).
Proposition 2.5. If G is connected and T is an edge-weighted tree in W(V ) with T G, the following three assertions are equivalent:
(i) T is a maximal spanning tree for G,
(ii) for every edge f = {u, v} ∈ E G , one has ω T (f ) ≥ ω G (e) for every edge e ∈ E T occurring in the unique path, denoted by P T (u, v), that connects the two vertices u and v in T ,
The proof of these five propositions will be presented in Section 4 after first having collected some simple. but rather useful facts regarding the concepts introduced above.
Some Simple Useful Facts
In this section, we collect, without proof, six very straightforward observations:
(O1) We have G = G(> t) for any graph G ∈ W(V ) and any sufficiently small threshold t ∈ R. In particular, G is connected if and only if G(> t) is connected for any sufficiently small threshold t ∈ R if and only if some or, equivalently, every graph G ∈ ∨∨(G) is connected.
(O2) Given a graph G ∈ W(V ) as above and a threshold t ∈ R, the graph
In particular, max(ω G ) = max(ω G ) holds for any graph G ∈ ∨∨(G).
(O3) Denoting by S(G|t), for any graph G ∈ W(V ) and any t ∈ R, the set consisting of all "t-splits of V relative to G", i.e., the set consisting of all bipartitions {A, B} of V into two non-empty disjoint subsets A, B for which ω G (a, b) ≤ t holds for all a ∈ A and b ∈ B with {a, b} ∈ E G (or, equivalently, with ω * G (a, b) ≤ t for all a ∈ A and b ∈ B), one has G ∨∨ ∼ G for any two graphs G, G ∈ W(V ) if and only if S(G|t) = S(G |t) holds for all t ∈ R.
(O4) One has S(G |t) ⊆ S(G|t) for any two graphs G and G in W(V ) with G G . In particular, the single-linkage equivalence class ∨∨(G) of a graph G ∈ W(V ) is a "convex subset" of W(V ) relative to , i.e., the "interval"
. . , k) for any sequence u 0 , u 1 , . . . , u k of distinct elements in V in this case, and ω * G (u, v) coincides with the minimal threshold t such that u and v are disconnected in G(> t).
With these observations, we are now ready to prove our five main results.
Proofs
Proof of Proposition 2.1: For any subset G ⊆ W(V ), we can construct its "supremum" sup(G) by putting E G := ∪ G∈G E G and ω G (e) := sup G∈G ω * G (e) for all e ∈ E G . Note that sup(G) ∈ W(V ) holds if and only if ω G (e) ≤ C holds, for some constant C, for all G ∈ G and e ∈ E G in which case G G holds for some G ∈ W(V ) for all G ∈ G if and only if one has sup(G) G , and that S(sup(G)|t) = G∈G S(G|t) holds in this case for all t ∈ R. Thus, if G ⊆ ∨∨(G) holds for some graph G ∈ W(V ), we also have sup(G) ∈ W(V ) and S(sup(G)|t) = G ∈G S(G |t) = G ∈G S(G|t) = S(G|t) and, hence, sup(G) ∈ ∨∨(G).
In particular, putting G := ∨∨(G), we see that ∨∨(G) contains indeed a unique -maximal graph G, viz. G := sup ∨∨(G) .
Proof of Proposition 2.2:
To establish the first part of this proposition, suppose first that G = G holds, i.e., that G is the unique -maximal graph in ∨∨(G). Assume also, for the sake of contradiction, that there exist three distinct vertices u, v, w ∈ V such that ω *
and, therefore, also {u, w}, {w, v} ∈ E G holds, and consider the graph G obtained from G by putting E G := E G , ω G (e) := ω G (e) for e = {u, v}, and ω G (u, v) := min ω G (u, w), ω G (w, v) . By construction, we have G = G G and, therefore, also S(G |t) ⊆ S(G|t) for any t ∈ R in view of (O4). It remains to show that also S(G|t) ⊆ S(G |t) holds for any t ∈ R, as this will imply G ∨∨ ∼ G in contradiction to our assumption G = G: Indeed, S(G|t) ⊆ S(G |t) clearly holds for any t ≥ ω G (u, v) ; on the other hand, if {A, B} is a t-split in S(G|t) for some t < ω G (u, v), then it is also a t-split in S(G |t) because u and v are both connected to w in G(> t) -so {u, v} = {a, b} must hold for all a ∈ A and b ∈ B.
Conversely, assuming that ω is an ultra-similarity, we wish to show that G is -maximal in ∨∨(G). Otherwise, there exists a graph G ∈ ∨∨(G) with G G that is distinct from G. Consider an edge e = {u, v} in E G with ω * G (e) < ω * G (e). By (O6), u and v are disconnected in G(> t) for any t with ω * G (e) ≤ t < ω * G (e) while they are clearly connected in G (> t), a contradiction to the assumption G ∨∨ ∼ G .
Thus, if G 1 , G 2 are two graphs in W(V ) that are both -maximal graphs in their respective single-linkage equivalence classes, the corresponding maps ω 1 := ω * G1
and ω 2 := ω * G2 will both satisfy the ultra-similarity inequality, implying that also their (point-wise) minimum ω = ω * G1∧G2 will satisfy this inequality as
must hold for any three distinct elements u, v, w ∈ V . So, also G 1 ∧ G 2 must be -maximal in its single-linkage equivalence class.
Finally, note that if G is connected and the map ω G is an ultra-similarity, then
and, therefore, also ω G = ω * G must hold in view of (O6). Proof of Proposition 2.3: To show that G G holds for any graph G ∈ W(V ) with G G , it suffices to note that G G ∧ G G and, therefore cf. (O4) , G ∨∨ ∼ G ∧ G must hold in this case which in turn implies G ∧ G = G (as there is only one -maximal graph in ∨∨(G) and G ∧ G must be, according to Proposition 2.2, -maximal in its single-linkage equivalence class) and, therefore G = G ∧ G G , as claimed.
Proof of Proposition 2.4: If G is a tree, then it is clearly connected and aminimal element in ∨∨(G) in view of (O5). Conversely, if G is connected and a -minimal element in ∨∨(G), we wish to show that G is a tree. If this were not the case, consider any cycle C contained in G and let e = {u, v} be an edge in C such that its weight is minimal over all edges in C. Now consider the graph G obtained from G by deleting e (and restricting ω G accordingly). We claim that G ∨∨ ∼ G holds. Clearly, we have G G. So, S(G|t) ⊆ S(G |t) holds for any t ∈ R. Therefore, it suffices to show that S(G |t) ⊆ S(G|t) also holds, as this yields G ∨∨ ∼ G , a contradiction to the minimality of G: Indeed, it clearly holds for t ≥ ω(e); on the other hand, if {A, B} is a split in S(G |t) for some t < ω(e), then it is also a split in S(G|t) because u and v are connected in G (> t) via the remaining edges in C. So, G must indeed be a tree.
Proof of Proposition 2.5: We shall establish this proposition by showing that
would hold for some edge e = {u, v} ∈ E and some edge f ∈ P T (u, v), the tree T defined by E T := (E T − {f }) ∪ {e} and ω T := ω G | E T would have a larger weight than that of T . So, ω G (e) ≤ ω T (f ) must hold, as claimed.
(ii) ⇒ (iii): Since T G implies S(G|t) ⊆ S(T |t) for any t ∈ R, it suffices -by (O3) -to establish conversely that, if {A, B} is a split in S(T |t), then it is also a split in S(G|t). Yet, for any pair of vertices {a, b} with a ∈ A and b ∈ B, there exists (at least) one edge {u, v} in P T (a, b) with u ∈ A and v ∈ B implying that ω G (a, b) ≤ ω T (u, v) ≤ t must hold in view of (ii), as required. If T were not itself a maximal spanning tree of G, some edge e = {u, v} ∈ E T − E T would exist. Put t := ω T (e), let {A, B} be the t-split in S(T |t) induced by deleting the edge e, and note that there must exist an edge f = {a, b} ∈ E T − E T in the unique path P T (u, v) in T with a ∈ A and b ∈ B. In view of {A, B} ∈ S(T |t) = S(T |t) and T G, we must have
So, considering the tree T defined by exchanging the edge e ∈ E T − E T for the edge f ∈ E T − E T in the maximal spanning tree T , we would get yet another subtree of G with total weight at least that of T , but larger intersection with T which is impossible. So, T must indeed be a maximal spanning tree of G.
Comments
In this section, we collect some comments regarding the above results. First note that the following well-known two-step strategy for single-linkage clustering -that is, for computing the hierarchy Π(G) = t∈R π 0 G(> t) of G-clusters -is an obvious consequence of the observations collected above: First, one determines a maximum spanning tree (or "forest") T of G from the map ω * G by implementing a Fibonacci heap; then, one obtains Π(T ) and, hence, also Π(G) by recursively removing the edges in T that have smallest weight. Clearly, this algorithm has running time O(|V 2 |). Next, note that the results obtained above can succinctly be presented and, thus, generalized in the context of matroid theory -a generalization that may be reported in some detail in a separate note.
And finally, note that corresponding results regarding minimal spanning trees and (sub-dominant) ultra-metrics [1, 2] can be obtained by applying our results, given any graph G ∈ W(V ) as above, to the graph −G ∈ W(V ) defined by putting E −G := E G and ω −G := −ω G , replacing the concept of ∨∨-equivalence by the "dual" concept of ∧∧-equivalence ∧∧ ∼ defined by G ∧∧ ∼ G ⇐⇒ −G ∨∨ ∼ −G ⇐⇒ ∀ t∈R π 0 G(< t) = π 0 G (< t) where G(< t) denotes, of course, the graph with vertex set V and edge set G(< t) := {e ∈ E G : ω G (e) < t}, and the binary relation " " by the binary relation " " defined, for any two graphs G and G in W(V ), by putting G G ⇐⇒ −G − G ⇐⇒ E G ⊆ E G and ω G (e) ≥ ω G (e) for all e ∈ E G . We leave the details to the reader.
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