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In this paper, we propose a patch planting method for creating arbitrarily large spin glass in-
stances with known ground states. The scaling of the computational complexity of these instances
with various block numbers and sizes is investigated and compared with random instances using
population annealing Monte Carlo and the quantum annealing DW2X machine. The method can
be useful for benchmarking tests for future generation quantum annealing machines, classical and
quantum mechanical optimization algorithms.
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I. INTRODUCTION
Many optimization problems belong to the important
class of NP-Hard problems, for which it is believed that
no algorithms exist to solve them in polynomial time.
Spin glass problems like the Edward-Anderson (EA)
model [1] represent a sub-class of the NP-Hard class.
Hence, not only they share the same computational
hardness of all the other members of the class, but also
any NP-Hard problem (or, in general, any problems
belong the NP class) can be mapped onto a spin glass
Hamiltonian with only a polynomial overhead. A num-
ber of heuristics, as well as exhaustive search methods,
have been designed and developed to solve these prob-
lems as efficiently as possible. These methods including
simulated annealing [2], parallel tempering [3–5], pop-
ulation annealing [6–9], genetic algorithms [10, 11], as
well as DPLL and branch-and-cut [12] algorithms. Many
of these optimization algorithms only use local move to
eventually reach the ground state. However, in many
cases, the use of cluster algorithms with nonlocal updates
can greatly enhance the searching process when the
energy landscape presents many metastable states with
small overlap [13, 14]. In the last two decades, quantum
heuristics have been also proposed as an alternative
for classical heuristics, thanks to their potentiality to
exploit quantum superposition and quantum tunneling.
Among the quantum technologies, adiabatic quantum
optimization (AQO) is one of the most used [15–29]
and the more viable from the manufacturing point of
view [30]. The state-of-art AQO hardware is manufac-
tured by D-Wave System Inc., whose latest chip allows
the quantum optimization of 1000 qubits. However,
whether AQO can be more efficient than classical al-
gorithms in certain problems is still controversial [31–33].
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Given the importance to compare heuristics that can
be so different from each other, it is mandatory to define
a benchmark class with the properties to be i) represen-
tative of the hardness of a typical NP-Hard problem, ii)
scalable for large systems and for which iii) the ground
state is known a priori. Indeed, if it easy to find bench-
mark class that fulfill i) and ii), it becomes challenging to
find problems with thousands of variables but for which
the ground state is still known.
In order to fulfill all the properties which are expected
for a good benchmark class, we introduce a new method
called “patch & planting” (PP). The method consists in
patching together smaller problems, for which the ground
state can be numerically found, to form larger instance
for which the ground state is still known but computa-
tionally harder to find. The paper is structures as follows:
In Sec. II we introduce the PP model, showing how to
construct instances with millions of qubits. In Sec. III, we
numerically show that problems created with our method
are indeed hard to solve. Results are obtained either
numerically using simulated annealing or population an-
nealing, or experimentally using the D-Wave 2X chip.
Concluding remarks are finally stated in Sec. IV.
II. MODELS AND METHODS
A. Edwards-Anderson model
The Edward-Anderson (EA) model [1] is one of the
most known and well studied spin glass problems, for
which many properties are known either analytically or
numerically. For example, it is known that EA has a fi-
nite spin glass temperature when three-dimensional lat-
tice are considered. On the contrary, for two-dimensional
lattices, it is expected that EA has a zero spin glass criti-
cal temperature. The EA is defined by the following spin
Hamiltonian
H = −
∑
〈ij〉
JijSiSj −
∑
i
hiSi, (1)
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2where Si ∈ {±1} are Ising spins and the first sum is over
nearest neighbors on a d−dimensional lattice of linear
size L. In this work, we only considered 3-dimensional
lattices. For simplicity, all the local magnetic fields are
set to zero, namely hi = 0. Nevertheless, our method
works with external fields as well. The couplings Jij de-
fine the “disorder” and they are randomly chosen from
a given distribution. Here, we considered independent
and identically distributed random Jij , extracted from a
Gaussian distribution with zero mean and unitary vari-
ance. The set of the couplings also unequivocal define an
“instance”.
Given the hardware limitation of the D-Wave quan-
tum chips, instances for the D-Wave 2X has been created
by planting and patching together unit cells following
the two-dimensional architecture of the Chimera graph.
Moreover, we used couplings randomly extracted from
the Sidon set {±5,±6,±7}. In both cases, we use free
boundary conditions (FBC) for the blocks to plant larger
instances. For the EA model, we also compare FBC with
random instances with regular periodic boundary condi-
tions (PBC).
B. Patch planting
As briefly described in the introduction, the “patch
& planting” (PP) method works by following the simple
scheme:
1. Solve some small problems, called blocks, using free
boundary conditions and find their ground states.
2. For each block, choose a ground state.
3. Add couplings between blocks so that all the extra-
block couplings are “satisfied” with respect to the
chosen ground states.
Observe that the aforementioned scheme always succeeds
since all the extra-couplings can be either positive or neg-
ative to accordingly match aligned or anti-aligned spins.
Moreover, since all the extra-block couplings are satisfied,
the ground state for the larger instance is necessarily the
composition of all the ground states of the blocks. A
schematic diagram of patch planting is shown in Fig. 1.
In the next section, we study the scaling of the com-
putational complexity of random instances generated by
our PP method by varying both the size of blocks and
the number of blocks used for composing the larger in-
stances. For the EA model, we also compare the hard-
ness of planted instances with random systems. More
precisely, we use the entropic family size ρs [9] to char-
acterize the hardness of the instances.
Classical simulations have been performed by using
population annealing while experiments have been per-
formed using the latest D-Wave 2X chip with N =
1097 working qubits. The simulation details for the
3−dimensional EA model are shown in Table I. For the
Chimera graph, we used all the available qubits and
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FIG. 1: A schematic diagram of our “patch & planting”
method for a 2-dimensional lattice. Firstly, ground states
for each block are found assuming free boundary conditions.
Then, a ground state of each block is chosen: the surface spins
of ±1 are shown as red and blue circles, respectively. Finally,
a coupling is added between neighbor spins of adjacent blocks:
a ferromagnetic coupling (black in figure) if the two spins are
the aligned, or an anti-ferromagnetic if the two-spins are anti-
aligned (pink in figure). The direct product of the ground
states of the blocks is then the ground state of the larger
system.
patched the system using either two, three or four blocks
respectively. For the experiments, we used an annealing
time of 20 µs, 100 gauges and 1000 readouts for each
gauge. For the numerical simulations, we used a num-
ber of replicas (R), number of temperature steps (NT ),
number of sweeps (NS) and temperature (T0) respec-
tively equal to R = 2 × 105, NT = 301, NS = 10 and
T0 = 0.1. To compute ρ0, we used the following param-
etes: R = 106, NT = 301, NS = 10 and T0 = 0.1.
III. RESULTS
A. Correlation between the optimization hardness
and the entropic family size ρs
The first crucial step in investigating the hardness of
instances is to find a good measure which is reliable and
yet easy to measure. The success probability of simu-
lated annealing might look a good choice. However, it
becomes quickly impossible to compute even for medium
size systems. Another possibility consists in looking at
3TABLE I: Simulation parameters for the 3−dimensional EA
model using population annealing Monte Carlo. Here, L0 is
the block size, L is the linear system size, R is the standard
number of replicas, T0 = 1/β0 the lowest temperature simu-
lated, NT is the number of temperature steps (evenly spaced
in β) in the annealing schedule, BC is the type boundary
condition [either periodic boundary conditions (PBC) or free
boundary conditions (FBC)], and n is the number of disorder
realizations studied. For each replica, NS = 10 sweeps have
been performed at each temperature. Data for PBC with
L = 8 are taken from Ref. [8].
L0 L R T0 NT BC n
4 4 4× 103 0.2 101 FBC 345600
4 8 104 0.2 101 FBC 5000
4 12 5× 104 0.2 201 FBC 5120
4 16 2× 105 0.2 301 FBC 1877
4 20 106 0.2 401 FBC 194
5 5 104 0.2 101 FBC 345600
5 10 105 0.2 201 FBC 5000
6 6 2× 104 0.2 101 FBC 41472
6 12 105 0.2 201 FBC 1752
8 8 5× 104 0.2 201 FBC 23358
8 16 106 0.2 301 FBC 624
10 10 106 0.2 301 FBC 8000
10 20 2× 106 0.2 401 FBC 260
8 8 105 0.2 101 PBC 5099
12 12 106 0.2 201 PBC 3812
very specialized classical algorithms as HFS [34, 35] is
for the D-Wave 2X. Nevertheless, the hardness so de-
fined would be based dynamics on the chosen algorithm
and may not reflect the structure of the energy land-
scape. Therefore, in this work we relate the hardness
of instances through the entropic family size ρs of pop-
ulation annealing. Population annealing (PA) is closely
related to simulated annealing (SA) [9] except that it uses
a population of replicas and this population is resampled
at each temperature step. Unlike SA, PA is designed to
simulate the equilibrium Gibbs distribution at each tem-
perature that is traversed. In particular, the resampling
step ensures that the population stays close to the equi-
librium ensemble.
At low temperature, most of the original popula-
tion is eliminated in the resampling steps and the fi-
nal population is descended from a small subset of the
initial population. Let ni be the fraction of popula-
tion from replica or family i in the initial population,
ρs = lim
R→∞
R exp[
∑
i
ni log ni]. Hence, ρs represents the
characteristic size of survival families: the larger ρs is,
the more rugged the energy landscape results. Moreover,
ρs correlates strongly with the integrated autocorrelation
time of parallel tempering.
It is well established that ρs converges quickly in popu-
lation size, and it is approximately log-normal distributed
(see Fig. 2 for the analysis of the distribution of Ξ by
varying the system size). Therefore, let us define the
logarithm of ρs
Ξ = log10(ρs). (2)
Figure 3 shows the correlation between the success prob-
ability for SA (with β = 1/T = 5) and Ξ (data are from
Refs. [8, 36]). As expected, the probability of success
decreases by increasing Ξ. Indeed, SA struggles more
to find the ground state when the energy landscape is
more rugged. Therefore, Ξ results the best candidate to
measure the hardness of optimization problems.
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FIG. 2: (Color online) Distribution of Ξ with fixed block size
L0 = 4 for various system sizes L = 4, 8, 12, 16 and 20.
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FIG. 3: (Color online) Correlation of the success probability
of simulation annealing pSA and the log of entropic family size
of population annealing Ξ for L = 4 and L = 6 at β = 5 [8, 36].
When Ξ is larger, it is also more difficult to find the ground
state. Note that pSA drops very rapidly as L increases, while
it is much easier to measure Ξ.
4B. Patch & Planting (PP) for the 3D EA model
In this section, we focus on the scaling properties of Ξ
for PP instances, by varying either the block sizes L0 or
the system size L. Moreover, we will demonstrate that
harder blocks can be used to patch harder instances.
Let us denote with M = (L/L0)
3 the number of blocks
of size L0. It is well known that, for random instances, ρs
grows exponentially with L [9]. Since one would expect
that having a problem of size L by patching M blocks
of size L0 cannot be harder than a problem composed of
a single block of size L, the largest size for the entropic
family after patching M blocks is then bounded
Ξ(M,L0) ≤MΞ(L0), (3)
where Ξ(M,L0) is the logarithm of the entropy family
size after patching M blocks and Ξ(1, L0) ≡ Ξ(L0). In
Fig. 4, we show the scaling of Ξ by varying the number
of blocks M and a power-law fit of the form
Ξ(M,L0) = Ξ(L0)M
α. (4)
As one can see, the price to pay to have instances with
an exactly known ground state consists in having Ξ
scaling sub-linearly with the number of blocks M , with
α = 0.31(3). Nevertheless, it also proves that the PP
instances become harder by increasing the the number of
blocks. Therefore, it is guaranteed that, for a sufficient
large number of blocks, PP instances are arbitrarily
hard. Fig. 5 shows the scaling of the parameter α by
increasing the size of blocks L0, when the number of
blocks is kept fixed to M = 8. As one can see from
the figure, α remains a constant for a wide range of
L0 implying that α is a characteristic constant for PP
problems.
One may also expect to have some benefit by using ei-
ther larger or harder blocks. Indeed, in both cases, the
final effect is to have a larger Ξ(L0) from which build
up the hardness of the PP instances. In Fig. 6 we show
the effect of having larger blocks by analyzing the dis-
tribution of Ξ at fixed size of the system L = 16 us-
ing two different block sizes, respectively L0 = 4 (top
panel) and L0 = 8 bottom panel. As one can see, PP in-
stances are consistently harder by using larger blocks.
Similarly, in Fig. 7 we show the distribution of Ξ by
patching PP instances with M = 8 blocks of size L0 = 6
by either using easy or hard blocks. To create the two
sets of easy/hard blocks, we have chosen respectively the
8000 easiest and the 8000 harder, among 41472 blocks,
and patched together 1000 instances for each of the two
sets. Also in this case, PP instances patched with hard
blocks are consistently harder than PP instances patched
with easy blocks, with the mean values being respectively
3.214(5) and 2.957(4). Therefore, systematic and prac-
tical technique developed for engineering hard spin glass
in Ref. [37] could be also used in generating hard blocks
in patch planting.
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FIG. 4: (Color online) Scaling of the logarithm of the entropic
family size Ξ = log10 ρs by varying the number of blocks M .
The dashed line is a power-law fit of the form Ξ(L0)M
α, where
Ξ(L0) is the entropic family size for a single block. From the
fit, we obtain α = 0.31(3).
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FIG. 5: (Color online) Power-law exponent α for the scaling
of Ξ ∼Mα, by varying the size of blocks L0 but keeping fixed
the number of blocks to M = 8.
Finally, it is interesting to compare the complexity of
the patch blocks with random instances. The distribu-
tion of Ξ for L = 8 and L = 12 with different block
sizes and random instances are shown in Fig. 8. One
can see while the patched instances are generally simpler
than random instances, they are not all trivial. There
are some overlaps in the distributions. Furthermore, the
complexity grows for a fixed system size as the blocks
size gets larger.
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FIG. 6: (Color online) Comparison of the distribution of Ξ
for L = 16 but with different block sizes L0 = 4 and 8, re-
spectively. There is a noticeable shift in the distributions of
Ξ. Therefore to patch complex instances, one should use as
large block sizes as possible.
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FIG. 7: (Color online) Distributions of Ξ for M = 8 blocks
of size L0 = 6 using either easy blocks (top panel) or hard
blocks (bottom panel). As expected, the distribution shifts
to the left when harder blocks are used.
C. The chimera graph
We have also studied patch planting on the chimera
graph, for the largest size N = 1152 available for the
DW2X machine. The purpose is to see the performance
of the patch instances for quantum annealing by studied
the success probabilities psucc. In addition, the correla-
tion of psucc and Ξ are also checked for this new model.
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FIG. 8: (Color online) Comparison of the complexity of the
patched instances with random instances. The patched in-
stances are generally simpler than random instances as ex-
pected, but they are not all trivial. There are some overlaps
in the distributions of Ξ. Furthermore, the complexity grows
for a fixed system size as the used blocks size gets larger.
Note that there is no spin glass phase on the chimera
graph, compared with the 3D case [38]. There are 1097
qubits currently active in DW2X, and we study random
systems and patched systems with 2, 3, and 4 blocks that
cuts the chimera graph into approximately equal parts
horizontally, the direction that cuts few bonds. We stud-
ied 1000 instances of each class. For patch planting, the
1000 instances were chosen from 10000 instances, and we
have selected the hardest ones.
The distributions of Ξ, psucc and the correlation of
the two quantities are shown in Figs. 9, 10 and 11, re-
spectively. With some data mining of only a factor of
10, the instances with two blocks (2B) have approxi-
mately the same complexity as the random ones, which
are harder than instances with three blocks (3B) and
four blocks (4B). Some statistics of the success proba-
bilities are shown in Table II. It is also interesting that
the correlation of Ξ and psucc is about the same as the
3D case, even though a spin glass phase is absent on the
chimera graph, and the success probability is measured
using quantum annealing instead of simulated annealing,
showing the complexities are intrinsic to the instances.
IV. SUMMARY
In this paper, we introduced an idea of patch planting
for creating arbitrary large and nontrivial spin glass in-
stances with known ground states. We studied in detail
of the scaling of the complexity of the patched instances,
and compared them with random instances using popu-
6TABLE II: Some statistics of the DW2X success probability
psucc in Fig. 10 for random instances and patched instances
with two blocks (2B), three blocks (3B) and four blocks (4B).
There are 1000 instances each, the the patched instances were
chosen from the hardest ones out of 10000 instances in each
class. pmin, pmax and pave are the minimum, maximum and
average values of psucc and f is the fraction of instances with
psucc = 0.
Statistic Random 2B 3B 4B
pmin 0 0 0 0
pmax 2.55× 10−3 1.84× 10−3 3.49× 10−2 1.76× 10−1
pave 2.04× 10−5 1.29× 10−5 1.15× 10−3 1.27× 10−2
f 0.831 0.775 0.185 0.011
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FIG. 9: (Color online) The distributions of Ξ on the chimera
graph for N = 1152 for random instances and patched in-
stances with two blocks (2B), three blocks (3B) and four
blocks (4B). There are 1000 instances each, and the patched
instances were chosen from the hardest ones out of 10000 in-
stances in each class. Note that 2B and Random have about
the same complexity.
lation annealing and the DW2X machine. Furthermore,
we have shown that to patch hard instances, one should
use as large blocks as possible and also as hard blocks
as possible. Our method is easy to use and could be
used as benchmark instances for future generation quan-
tum annealing machines, and classical as well as quantum
mechanical optimization algorithms.
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