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Abstract— Emerging applications in robotic and autonomous
systems, such as autonomous driving and robotic surgery,
often involve critical safety constraints that must be satis-
fied even when information about system models is limited.
In this regard, we propose a model-free safety specification
method that learns the maximal probability of safe operation
by carefully combining probabilistic reachability analysis and
safe reinforcement learning (RL). Our approach constructs a
Lyapunov function with respect to a safe policy to restrain
each policy improvement stage. As a result, it yields a sequence
of safe policies that determine the range of safe operation,
called the safe set, which monotonically expands and gradually
converges. We also develop an efficient safe exploration scheme
that accelerates the process of identifying the safety of unex-
amined states. Exploiting the Lyapunov shieding, our method
regulates the exploratory policy to avoid dangerous states
with high confidence. To handle high-dimensional systems, we
further extend our approach to deep RL by introducing a
Lagrangian relaxation technique to establish a tractable actor-
critic algorithm. The empirical performance of our method is
demonstrated through continuous control benchmark problems,
such as a reaching task on a planar robot arm.
I. INTRODUCTION
Reachability and safety specifications for robotic and
autonomous systems are one of fundamental problems for
the verification of such systems. It is difficult to imagine
deploying robots, without (safety) verification, in practical
environments due to possible critical issues such as collisions
and malfunctions. Several reachability analysis techniques
have been developed for the safe operation of various types
of systems (e.g., [1]–[3]) and applied to quadrotor control [4],
legged locomotion [5], obstacle avoidance [6], among others.
However, the practicality of these tools is often limited
because they require knowledge of system models. The
focus of this work is to develop a model-free reinforcement
learning method for specifying reachability and safety in a
probabilistic manner.
Several learning-based safety specification methods have
recently been proposed for deterministic dynamical sys-
tems without needing complete information about system
models. To learn backward reachable sets, Hamilton–Jacobi
reachability-based tools were used in conjunction with Gaus-
sian process regression [7] and reinforcement learning [8].
As another safety certificate, a region of attraction was
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estimated using Lyapunov-based reinforcement learning [9]
and a neural network Lyapunov function [10]. Forward
invariance has also been exploited for safety verification by
learning control barrier functions [11], [12].
Departing from these tools for deterministic systems, we
propose a model-free safety specification method for stochas-
tic systems by carefully combining probabilistic reachability
analysis and reinforcement learning. Specifically, our method
aims to learn the maximal probability of avoiding the set
of unsafe states. Several methods have been developed for
computing the probability of safety in various cases via
dynamic programming when the system model is known [1],
[13]–[15]. To overcome this limitation, our tool uses model-
free reinforcement learning for estimating the probability
of safety. We further consider safety guarantees during the
learning process so that our scheme runs without frequent
intervention of a human supervisor who takes care of safety.
To attain this property, we employ the Lyapunov-based RL
framework proposed in [16], where the Lyapunov function
takes the form of value functions, and thus safety is preserved
in a probabilistic manner through the Bellman recursion.
We revise this safe RL method to enhance its exploration
capability. Note that the purpose of exploration in our method
is to enlarge or confirm knowledge about safety, while most
safe RL schemes encourage exploration to find reward-
maximizing policies within verified safe regions [17]–[19].
The main contributions of this work can be summarized as
follows. First, we propose a safe RL method that specifies
the probabilistic safety of a given Markov control system
without prior information about the system dynamics. Our
approach yields a sequence of safe and improving policies by
imposing the Lyapunov constraint in its policy improvement
stage and establishing a Lyapunov function in the policy
evaluation stage. If there is no approximation error, our RL-
based safety specification algorithm is guaranteed to run
safely throughout the learning process. In such a case, the
safe region determined by our approach also monotonically
expands in a stable manner, and eventually converges to
the maximal safe set. Second, we develop an efficient safe
exploration scheme to learn safe or reachable sets in a
sample-efficient manner. Safe policies tend to avoid reaching
the borders of safe regions, so the “learned” probability
of safety at their borders and outside them is likely to
be more inaccurate than others. To mitigate the imbalance
of knowledge, we select the least-safe policy to encourage
exploration. This exploratory policy visits less-safe states so
that the safe set becomes more accurate or grows faster.
Third, we implement our approach with deep neural net-
ar
X
iv
:2
00
2.
10
12
6v
1 
 [c
s.R
O]
  2
4 F
eb
 20
20
works to alleviate the scalability issue that arises in high-
dimensional systems. Converting the Lyapunov constraints
to a regularization term, our approach can be implemented in
conventional actor-critic algorithms for deep RL. We further
show that our method outperforms other baseline methods
through simulation studies.
II. BACKGROUND
We consider an MDP, defined as a tuple (S,A, p), where
S is the set of states, A is the set of actions, and p :
S × A × S → [0, 1] is the transition probability function.
We also use the notation Sterm and S ′ to represent the set
of termination states and non-terminal states, respectively.
Moreover, a (stochastic) Markov policy, pi : S×A → [0, 1], is
a measurable function, and pi(a|s) represents the probability
of executing action a given state s. We also let Π denote
the set of stochastic Markov policies.
A. Probabilistic Reachability and Safety Specifications
We consider the problem of specifying the probability that
the state of an MDP will not visit a pre-specified target set
G ⊆ S before arriving at a terminal state given an initial
state s and a Markov policy pi. For our purpose of safety
specification, the target set represents the set of unsafe states.
The probability of safety given a policy pi and an initial state
s is denoted by P safes (pi). To compute it, we consider the
problem of evaluating 1 − P safes (pi), which represents the
probability of visiting the target set at least once given an
initial state s and a Markov policy pi:
P reachs (pi) := Ppi (∃t ∈ {0, . . . , T ∗ − 1} s.t. st ∈ G|s0 = s) ,
where T ∗ is the first time to arrive at a terminal state. Note
that P reachs (pi) represents the probability of unsafety. Our
goal is to compute the minimal probability of unsafety and
specify the following maximal probabilistic safe set with
tolerance α ∈ (0, 1):
S∗(α) := {s ∈ S | inf
pi
P reachs (pi) ≤ α}.
This set can be used for safety verification: If the agent
is initialized within S∗(α), we can guarantee safety with
probability 1− α by carefully steering the agent; otherwise,
it is impossible to do so.
We now express the probability of unsafety as an expected
sum of stage-wise costs by using the technique proposed in
[13]. Let 1C : S 7→ {0, 1} denote the indicator function of
set C ⊆ S so that its value is 1 if s ∈ C; otherwise, 0. Given
a sequence of states {s0, . . . , st}, we observe that
t−1∏
k=0
1Gc(sk)1G(st) =
{
1 if s0, . . . , st−1 ∈ Gc, st ∈ G
0 otherwise.
It is easily seen that the sum of
∏t−1
k=0 1Gc(sk)1G(st) along
the trajectory is equal to 0 if the trajectory is away from G
and 1 if there exists at least one state st that is in G. The
probability of unsafety under pi is then given by
P reachs (pi) = Epi
[
T∗−1∑
t=0
t−1∏
k=0
1Gc(sk)1G(st) | s0 = s
]
.
We introduce an auxiliary state xt, which is an indicator
of whether a trajectory {s0, · · · , st−1} is fully safe or not.
It is defined as
x0 = 1, xt =
t−1∏
k=0
1Gc(sk), t ≥ 1.
Since xt+1 = xt1Gc(st), xt+1 depends solely on (st, xt)
and at, so the Markov property holds with respect to the
state pair (st, xt). The problem of computing the minimal
probability of unsafety can be formulated as
inf
pi∈Π
P reachs (pi) = Epi
[
T∗−1∑
t=0
xt1G(st) | (s0, x0) = (s, 1)
]
,
(1)
which is in the form of the standard optimal control
problem. Let V ∗ : S × {0, 1} → R denote the opti-
mal value function of this problem, that is, V ∗(s,x) :=
infpi∈Π Epi[
∑T∗−1
t=0 xt1G(st) | (s0, x0) = (s,x)]. After
computing the optimal value function, we can obtain the
maximal probabilistic safe set by simple thresholding:
S∗(α) = {s ∈ S | V ∗(s, 1) ≤ α}.
Note that this set is a superset of Spi(α) := {s ∈ S |
P reachs (pi) ≤ α} = {s ∈ S | V pi(s, 1) ≤ α} for any Markov
policy pi, where V pi : S×{0, 1} denotes the value function of
pi defined by V pi(s,x) := Epi[
∑T∗−1
t=0 xt1G(st) | (s0, x0) =
(s,x)]. To distinguish Spi(α) from S∗(α), we refer to the
former as the (probabilistic) safe set under pi.
B. Safe Reinforcement Learning
Our goal is to compute the minimal probability of unsafety
and the maximal probabilistic safe set without the knowledge
of state transition probabilities in a safety-preserving manner.
We propose an RL algorithm that guarantees the safety of
the agent during the learning process for safety specification.
More specifically, the sequence {pik}k=0,1,... generated by
the proposed RL algorithm satisfies
P reachs (pik+1) ≤ α ∀s ∈ Spik(α) (2)
for k = 0, 1, . . .. This constraint ensures that
Spik(α) ⊆ Spik+1(α),
that is, the probabilistic safe set (given α) monotonically
expands. We also use the constraint (2) to perform safe
exploration to collect sample data by preserving safety in
a probabilistic manner.
III. LYAPUNOV-BASED SAFE REINFORCEMENT
LEARNING FOR SAFETY SPECIFICATION
To determine the set of safe policies that satisfy (2), we
adopt the Lyapunov function proposed in [16] and enhance
the approach to incentivize the agent to explore the state
space efficiently.
Throughout the section, we assume that every terminal
state lies in S∗(α) and that, at all events, an agent arrives at
a terminal state in a finite period. Thus, there exists an integer
m such that Ppi(sm ∈ Sterm; s0 = s) > 0 ∀s ∈ S,∀pi ∈ Π.
In Section III-A and III-B, the state space S and the action
space A are assumed to be finite. This assumption will be
relaxed when discussing the deep RL version in Section III-
C.
Let T pid denote the stationary Bellman operator for the cost
function d(s,x) := x1G(s)
(T pid V )(s,x) := d(s,x)
+
∑
a∈A
pi(a|s,x)
∑
s′∈S
p(s′|s,a)V (s′,x1Gc(s))
for all (s,x) ∈ S ′ × {0, 1}, and
(T pid V )(s,x) := 0
for all (s,x) ∈ Sterm × {0, 1}. Note that T pid is an m-stage
contraction with respect to ‖·‖∞ for all (s,x) ∈ S ′×{0, 1}.
A. Lyapunov Safety Specification
We adopt the following definition of Lyapunov functions,
proposed in [16]:
Definition 1. A function L : S × {0, 1} 7→ [0, 1] is said to
be a Lyapunov function with respect to a Markov policy pi
if it satisfies the following conditions:
(T pid L)(s,x) ≤ L(s,x) ∀(s,x) ∈ S × {0, 1} (3a)
L(s, 1) ≤ α ∀s ∈ S0, (3b)
where S0 is a given subset of S∗(α) and d(s, x) := x1G(s).
Inequalities (3a) and (3b) are called the Lyapunov con-
dition and the safety condition, respectively. We can show
that if an arbitrary policy p˜i satisfies the Lyapunov condition,
then the probability of unsafety at S0 does not exceed the
threshold α. To see this, we recursively apply T pid on both
sides of (3b) and use (3a) and the monotonicity of T pid to
obtain that, for any s ∈ S0,
α ≥ L(s, 1) ≥ (T p˜id L)(s, 1) ≥ ((T p˜id )2L)(s, 1) ≥ · · · . (4)
has a unique fixed point, which corresponds to the probability
of unsafety,
Due to the m-stage contraction property,
(T p˜id )m has a
unique fixed point that corresponds to the probability of
unsafety, P reachs (p˜i) = V
p˜i(s, 1), under p˜i. Therefore, by the
Banach fixed point theorem, we have
α ≥ lim
k→∞
(
(T p˜id )kmL
)
(s, 1) = V p˜i(s, 1) ∀s ∈ S0. (5)
Given a Lyapunov function L, consider the set {p˜i |
(T p˜id L)(s, 1) ≤ α ∀s ∈ S0}. Then, any policy p˜i in this
set satisfies the probabilistic safety condition P reachs (p˜i) ≤ α
for all s ∈ S0 by (5). Thus, when S0 is chosen as Spik(α),
the safety constraint (2) is satisfied. This set of safe policies
is called the L-induced policy set.
We can now introduce the Lyapunov safety specification
method. For iteration k, we construct the Lyapunov function
Lk by using the current policy pik and update the policy to
pik+1 taken from the Lk-induced policy set. Specifically, we
set
Lk(s,x) := Epik
[
T∗−1∑
t=0
(d+ k)(st, xt) | (s0, x0) = (s,x)
]
,
where k : S × {0, 1} 7→ R≥0 is an auxiliary cost function.
Following the cost-shaping method of [16], we define the
auxiliary cost as the function
k(x) := x · min
s∈S0
α− V pik(s, 1)
Tpik(s, 1)
,
where Tpik(s,x) is the expected time for an agent to reach G
or Sterm the first time under policy pik and initial state (s,x).
We refer to Tpik(s, 1) as the first-hitting time for the rest of
this article. It is straightforward to check that the Lyapunov
condition (3a) is satisfied with Lk. Furthermore, the function
Lk satisfies the safety condition (3b) because, for all s ∈ S0,
Lk(s, 1) ≤ V pik(s, 1) + k(1)Tpik(s, 1)
≤ V pik(s, 1) + Tpik(s, 1) · α− V
pik(s, 1)
Tpik(s, 1)
≤ α.
Therefore, Lk is a Lyapunov function.
In the policy improvement step, we select pik+1 from the
Lk-induced policy set so the updated policy is both safe and
has an expanded probabilistic safe set.
Proposition 1. Suppose that pik+1 is chosen in {pi |
(T pid L)(s, 1) ≤ α ∀s ∈ Spik(α)}. Then, we have
P reachs (pik+1) ≤ α ∀s ∈ Spik(α),
and
Spik(α) ⊆ Spik+1(α).
Proof. The probabilistic safety of pik+1 follows from (5).
This also implies that for an arbitrary s ∈ Spik(α), we have
s ∈ Spik(α). Therefore, the result follows.
To achieve the minimal probability of unsafety, we choose
pik+1 as the “safest” one in the Lk-induced policy, that is,
pik+1(·|s)
∈ arg min
pi(·|s)
{(T pid Vk)(s, 1) | (T pid Lk)(s, 1) ≤ Lk(s, 1)}. (6)
Note that the value of Lyapunov function is 0 at x = 0, so
we need not compute a policy for x = 0
As the MDP model is unknown, we approximate the
value function of a policy using sample trajectories. We
also use Q-learning to obtain a reliable estimate of state-
action value functions. Let QV and QT denote the Q-
functions for the probability of unsafety and a first-hitting
time, respectively. Given (st, at, st+1) obtained by executing
Algorithm 1: LSS Q-Learning
Require: Tolerance for unsafety α ∈ (0, 1),
baseline policy pibase;
1: Set initial policy pi0 as pibase;
2: for each iteration k do
3: for each environment step l do
4: at ∼ pik(·|st)
5: Get st+1 ∼ p(·|st, at) and 1G(st);
6: Update QV (st, at), QT (st, at) as (7);
7: Reset the environment if 1G(st) = 1;
8: end for
9: Update pik+1(·|s) by solving (8) for each s;
10: end for
pik, the Q-functions are updated as follows:
QV (st, at)← 1G(st) + 1Gc(st)
[
(1− τl)QV (st, at)
+τl
∑
a∈A
pik(a|st+1)QV (st+1,a)
]
QT (st, at)← 1Gc(st)
[
τl
(
1 +
∑
a∈A
pik(a|st+1)QT (st+1,a)
)
+ (1− τl)QT (st, at)
]
,
(7)
where τl(s,a) is the learning rate satisfying
∑
l τl(s,a) =
∞ and ∑l τ2l (s,a) < ∞. We can also rewrite (6) as the
following linear program associated with Q-functions:
min
pi(·|s)
∑
a∈A
pi(a|s)QV,k(s,a)
s.t.
∑
a∈A
QL,k(s,a)(pi(a|s)− pik(a|s)) ≤ k,
(8)
where QL,k is the Q-value of Lyapunov function given by
QL,k(s,a) = QV,k(s,a) + k(1)QL,k(s,a) and k is the
shortened expression of k(1). The policy pik+1(·|s) is then
updated as the optimal solution of the linear program (8).
Combining the policy evaluation and the policy improve-
ment steps of Q-functions, we construct the Lyapunov safety
specification (LSS) as described in Algorithm 1. The con-
vergence property of Q-learning in finite-state, finite-action
space is well studied in [20], so we omit the theoretical
details here. Under the standard convergence condition for
Q-learning, the algorithm obtains a sequence of policies that
satisfy Proposition 1.
B. Efficient Safe Exploration
In this subsection, we develop a novel for safe exploration
to efficiently solve a probabilistic safety specification prob-
lem. We can utilize the Lyapunov constraint to construct a
policy that takes potentially dangerous actions with adequate
probability and thus assures safe navigation.
We take our motivation from the discovery that if a state
is falsely assumed to have a high probability of unsafety,
Target
set
sa sb sc sd se
p=0.9 p=0.1p=1p=1
Safe	set Unknown
sa sb sc sd se
p=0.9p=1p=1
Safe	set
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safe	set
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target	set
Fig. 1. An example of safe exploration on a one-dimensional grid world.
The confidence level is set to 0.9. Boxes represent states, and arrows toward
the left or right symbolize the policies at each state. Unexamined states are
shaded; the gray one is not in the target set, but it is considered unsafe.
Choosing the policy at sc allows an agent to explore toward sd (top). As
the RL agent successfully returns to the safe set after visiting sd with high
probability, sd is added to the safe set (bottom).
it is unlikely to correct the misconception without taking
exploratory actions. Consider the table of Q-value estimates
used in the LSS algorithm. The Q-learning agent is initiated
from the blank slate, so it is a safe choice to assume that
all unvisited states evolve into the target set with high
probability. As a result, the safe policy derived from the
algorithm tends to confine an agent inside the current safe
set. With enough time, the Q-value table becomes accurate
at all states, but this is unattainable in practice. Therefore, it
is crucial to explore the unidentified states, and this process
involves visiting the exterior of the safe set.
In this regard, we choose the exploratory policy to be the
most aggressive among the set of policies that guarantee
safety in the safe set. Conversely, the probabilistic safety
of the exploratory policy in the safe set is marginally greater
than the tolerance. As there is no element G in Spis(α),
such a policy is likely to bring an agent outside the safe set.
The exploratory policy is efficient if used with an experience
replay, the state distribution of which may diverge from the
true distribution due to the scarcity of samples obtained in the
exterior of the safe set. Our exploratory policy can mitigate
the approximation error due to the discrepancy.
To illustrate our idea, we show a one-dimensional (1D)
grid world consisting of five states sa, . . . , se and two actions
(left, right) as in Fig. 1. We know from experience that
moving to the left at sa, . . . , sc guarantees 100% safety. The
states sd and se are not visited yet, so the probabilities of
unsafety at those states are 1. Suppose the agent is in sc and
chooses to move left or right with probability (1−α, α). The
probability of unsafety of pi is then no more than α because
an agent never reaches sd or se with probability 1−α. Also,
if an agent successfully reaches sd or se and returns safely,
we obtain an accurate estimate of the probability of unsafety
and expand the safe set.
A policy suitable for exploration is not usually the safest
Algorithm 2: ESS Q-Learning
Require: Tolerance for unsafety α ∈ (0, 1),
baseline policy pibase;
Set pis,0 ← pibase and pie,0 ← pibase;
for each iteration k do
for each environment step l do
at ∼ pie,k(·|st);
Get st+1 ∼ p(·|st, at) and 1G(st);
Update QV (st, at), QT (st, at) as (7);
Reset environment if 1G(st) = 1;
end for
Set pis,k+1(·|s) by solving (8) for each s;
Set pie,k+1(·|s) by solving (10) for each s;
end for
policy; therefore, we separate the exploratory policy pie from
the policy that constructs the safe set, which is denoted
by the safety specification-policy (SS-policy) pis. Unlike the
SS-policy, the exploratory policy drives an agent around
the boundary of the safe set. To construct pie in a formal
way, we exploit a given pis and the Lyapunov function L
defined as in Section III-A. First, consider the following
policy optimization problem:
max
pi∈Π
V pi(s0, 1)
s.t. (T pid L)(s,x) ≤ L(s,x) ∀(s,x) ∈ S × {0, 1},
(9)
where s0 is an initial state. Note that this is the auxiliary
problem merely to construct the exploratory policy with no
connection to the original problem (1). As stated above, the
exploratory policy should preserve safety confidence in the
safe set under the SS-policy, that is, V pie(s, 1) ≤ α, ∀s ∈
Spis(α). The solution of (9) satisfies this condition because
of the Lyapunov constraint, but it can be suboptimal because
the constraint in (9) is stronger than the original. However,
by using the Lyapunov constraints, we can enjoy the benefit
of using dynamic programming to solve (9).
Proposition 2. Let L be the Lyapunov function stated in
(9). An optimal solution of (9) can be obtained by the value
iteration using the Bellman operator
(TexpV )(s,x)
:= max
pi(·|s)
{(T pid V )(s,x) | (T pid L)(s,x) ≤ L(s,x)}.
Specifically, the value function that satisfies TexpV = V is
the probability of unsafety under such a policy.
Proof. The operator Texp is a special form of the safe
Bellman operator defined in [16], which is a monotone
contraction mapping by Proposition 3 in [16]. Thus, there
exists a unique fixed point of Texp. By the definition of the
operator, the fixed point corresponds to the policy and solves
problem 9.
As Proposition 2 certifies, we can perform the Bellman
operation on V pis iteratively to obtain pie, which is the
solution of (9). However, in the RL domain, it is difficult to
reproduce the whole dynamic programming procedure, since
each Bellman operation corresponds to a time-consuming
Q-value computation. We thus apply the Bellman operation
once to obtain pie(·|s) at iteration number k as
arg max
pi(·|s)
{(T pid Vk)(s, 1) | (T pid Lk)(s,x) ≤ Lk(s,x)}. (10)
To sum up, we add an exploratory policy to LSS to obtain
the exploratory LSS (ESS), as Algorithm 2.
C. Deep RL Implementation
Each policy improvement stages in Algorithm 1 or 2 solves
a linear program. This operation is not straightforward for
nontabular implementations. Thus, we provide adaptations
of the LSS and ESS for parametrized policies, such as
neural networks. To apply our approach to high-dimensional
environments in this section, we assume that the state and
action spaces are continuous, which is the general setup in
policy gradient (PG) algorithms. Suppose a generic policy is
parameterized with θ, and we rewrite the policy improvement
step of the LSS as
max
θ
∫
A
−QV (s,a)piθ(a|s) da subject to∫
A
QL(s,a) (piθ(a|s)− pis(a|s)) da ≤  ∀s ∈ S,
(11)
where pis is the current SS-policy and QV , QL, and  are
the values defined as the previous section with respect to pis.
We use Lagrangian relaxation [21] to form an uncon-
strained problem. Ignoring the constraints, the PG mini-
mizes a single objective Es,a∼pi[QV (s, a)]. The Lyapunov
condition is state-wise, so the number of constraints is the
same as |S|. We can replace the constraints with a single
one maxs∈S
∫
AQL(s,a) (piθ(a|s)− pis(a|s)) da −  ≤ 0.
However, one drawback of this formulation is that the
Lagrangian multiplier of the max-constraint places excessive
weight on the constraint. In practice, the LHS of this max-
constraint is likely greater than 0 due to the parameterization
errors, resulting in the monotonic increase of the Lagrangian
multiplier throughout learning. Therefore, we adopt state-
dependent Lagrangian multipliers to have
min
λ≥0
max
θ
Es∼ρθ
[
Ea∼piθ [−QV (s, a)]
− λ(s) (Ea∼piθ [QL(s, a)]− Ea∼pis [QL(s, a)]− )
]
,
(12)
where λ(s) is the Lagrangian multiplier at state s, and ρθ
is the discounted state-visiting probability of piθ. We can
assume that nearby states have similar λ(s). Thus, we can
parameterize λ(s) as a critic model, as in [22]. Throughout
this section, we represent ω as the parameter of λ.
Our goal is to find the saddle point of (12), which is
a feasible solution of the original problem (11). We apply
the gradient descent (ascent) to optimize θ and ω. The Q-
values that comprise the Lagrangian are, by definition, the
functions of the policy parameter θ, but since we incorporate
the actor-critic framework, the Q-functions are approximated
with critics independent of θ. In this regard, we obtain the
update rules for the safety specification-actor (SS-actor) and
the Lagrangian multiplier associated with it as follows:
θs ← θs − ηθ∇θ (QV (st, at) + λωs(st)QL(st, at)) , (13a)
ωs ← ωs + ηω∇ωλωs(st)
(
QL(st, at)− 
−QL(st, aold,t)
)
,
(13b)
where at ∼ piθs(st) and aold,t denotes the sampled action
from the policy parametrized with the old θs.
We apply the same approach to improve the exploratory
actor. The unconstrained problem is similar to (12) except
for the opposite sign of the primal objective, so we have
θe ← θe + ηθ∇θ (QV (st, at)− λωe(st)QL(st, at)) (14a)
ωe ← ωe + ηω∇ωλωe(st)
(
QL(st, aexp,t)− 
−QL(st, at)
)
,
(14b)
where aexp,t ∼ piθe(st), at ∼ piθs(st).
Besides, critic parameters are optimized to minimize the
Bellman residual. The scheme is analogous to the Q-learning
version, as in (7), but in this case, we express the discount
factor γ. Recall that the Lyapunov Q-function is a weighted
sum of the two Q-functions QV and QT , one for a probability
of unsafety and the other for a first-hitting time, respectively.
Letting φ and ψ represent the parameters of QV and QT ,
the targets for the critics Qφ and Qψ are defined as
yV := 1G(st) + 1Gc(st)γQφ′(st+1, at+1)
yT := 1Gc(st)(1 + γQψ′(st+1, at+1)),
where at+1 is the action sampled from piθ′s(st+1). The pro-
posed actor-critic algorithm is summarized in Algorithm 3.
In our experiments, we use the double Q-learning
technique in [23] to prevent the target yV from be-
ing overly greater than the true probability of unsafety.
In this case, two critics have independent weights φ1,
φ2, and two target critics pertained to the respective
critics. That is, Qφ′(st+1, at+1) in yV is replaced with
minj=1,2Qφ′j (st+1, at+1), where at+1 ∼ piθ′s(st+1). More-
over, we adjust the experience replay to alleviate errors in
QV . Catastrophic forgetting is the primary concern, since
the target set should be precisely specified to obtain safe
policies. We fix the ratio of safe samples (i.e., st /∈ G) and
unsafe samples (i.e., st ∈ G) in a minibatch so that the value
of QV is 1 in the identified states of the target set. We explain
the ancilliary techniques in Section IV-B.
IV. SIMULATION STUDIES
In this section, we demonstrate our safe learning and
safety specification methods using simulated control tasks.
We test the validity of our approach in a simple double
integrator and further verify our deep RL algorithms with
the high-dimensional dynamic system introduced in [24],
both of which have a tuple of positions and velocities as a
state. To make the environments congruous with our problem
setting, a target set is defined as the exterior of a certain
bounded region of the state space, a setup that enables the
implementation of tabular Q-learning. The description of
Algorithm 3: Actor-critic LSS (ESS)
Require: Tolerance for unsafety α ∈ (0, 1);
Initialize SS-actor/critics piθs , Qφ, Qψ and Lagrangian
multiplier λωs ;
if ESS then
Initialize exploratory actor piθe and Lagrangian
multiplier λωe ;
end if
Initialize target networks: θ′s ← θs, ψ′ ← ψ, φ′ ← φ;
for each iteration t do
for each environment step do
at ∼ piθs(·|st) (Use piθe if ESS);
st+1 ∼ p(·|st, at);
D ← D ∪ {st, at,1G(st), st+1};
Reset environment if 1G(st) = 1;
end for
for each gradient step do
Update φ by minimizing (yV −Qφ(st, at))2;
Update ψ by minimizing (yT −Qψ(st, at))2;
Update θs as the solution of (13a);
Update ωs as the solution of (13b);
if ESS then
Update θe as the solution of (14a);
Update ωe as the solution of (14b);
end if
end for
Soft target update for SS-actor/critic:
θ′s ← τθs + (1− τ)θ′s, φ′ ← τφ+ (1− τ)φ′,
ψ′ ← τψ + (1− τ)ψ′;
end for
environments, including the definition of the target sets, can
be found in Appendix B.
In Section III, we stated the theoretical guarantees as
follows. First, Lyapunov-based methods obtain a subset of
S∗(α). Second, the improved safe set includes the current
safe set. Third, the agent ensures safety while running in
the environment if the initial state is safe. However, in
practice, these guarantees cannot be strictly satisfied, since
we determine a safe set with the approximated probability of
unsafety. To distinguish the obtainable safe set from the ideal
one derived from the true MDP, we represent the estimate
of the safe set under pi as
Sˆpi(α) := {s ∈ S : pis(·|s)QˆV (s, ·) ≤ α}.
We introduce two metrics to quantify how close well-trained
RL agents are to such guarantees. Regarding the accuracy
of safety specification, we inspect if a safe set contains the
elements of S∗(α) and if it does not include the unreliable
states in S∗(α)c. We thus consider the ratio of correct
specification
rc = |Sˆpi(α) ∩ S∗(α)|/|S∗(α)|,
and the ratio of false-positive specification
rfp = |Sˆpi(α) ∩ S∗(α)c|/|S|.
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Fig. 2. Safety specification via tabular Q-learning tested on the double
integrator. The solid line denotes the average, and the shaded area indicates
the confidence interval of 20 random seeds. The baseline, LSS, and ESS
are denoted by teal, orange, and blue, respectively.
We also verify safe exploration throughout learning by
tracking the proportion of safely terminated episodes among
the 100 latest episodes, which is denoted by the average
episode safety (AES). A trajectory is considered safe if an
agent reaches terminal states without visiting G or stays in
Gc until the time limit.
Throughout our experiments, we set α = 0.2, so AES
should be no less than 0.8 to guarantee safe navigation.
We also improve learning speed by introducing a discount
factor γ < 1, which is equivalent to p(st+1 ∈ Sterm|st, at).
As the key idea of our approach is the separation of the
exploratory policy from the SS-policy, we set an unmodified
RL method as baseline; that is, the baseline agents are trained
to minimize the expected sum of xt1G(st).
A. Tabular Q-Learning
First, we evaluate our Lyapunov-based safety specifi-
cation methods with tabular implementations. For tabu-
lar Q-learning, we discretize a continuous action a =
(a1, · · · , adimA) into partitions of A1, · · · , AdimA equal
intervals for each element. In other words, applying the
nth action for am is interpreted as a = (am,max −
am,min)
n
Am−1 +am,min. Likewise, state space is represented
as a finite-dimensional grid. Based on the MDP quantized as
above, the true probability of safety is computed via dynamic
programming.
We use a double integrator environment to test the tabular
cases. To reduce the size of S∗(α), we modify the integrator
to perturb the input acceleration with a certain probability.
We compare LSS, ESS, and a baseline Q-learning with no
extra techniques to shield unsafe actions. We initialize the Q-
function tables with random values uniformly sampled from
the interval [0.99, 1]; that is, the probability of unsafety is
estimated as nearly 1 in all states. Therefore, in the tabular
setting we impose the assumption that all unvisited states
have the probabilistic safeties lower than the threshold. We
then perform the policy improvement 102 times, each of
which comes after 106 environment steps.
Fig. 2 summarizes the specification result averaged across
20 random seeds. Both LSS and ESS show monotonic
improvement of the approximated safe set Sˆpi(α). Notably,
we find evidence of ESS taking advantage of exploration.
The rc of ESS increase faster than those of LSS or the
baseline, while the excess of rfp of ESS is negligible. The
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Fig. 3. Safe sets for the integrator problem with α = 0.2. Each grid point
denotes a state (position, velocity). The ground truth S∗(α) is denoted
by yellow in (a). The other figures show the safe set estimated by (b)
the baseline, (c) LSS, and (d) ESS. The shaded region represents Sˆpi(α):
correctly specified states are marked yellow, and unsafe states misclassified
as safe are marked red.
average value of rc is 44% for ESS, surpassing the baseline
of 34%. The effect of ESS culminates at the beginning of
the learning process then dwindles because the boundary of
Sˆpi(α) becomes unlikely to reach as the set inflates, so the
chance of exploration decreases. Ideally, with the appropriate
choice of γ ≈ 1 and the learning rate, rfp is nearly 0. We skip
the AES in Fig. 2, since no agent lacks safety confidence.
However, the AES might decline without the limit, since
an episode is configured to terminate after 200 steps, which
restricts the chance of reaching the target set.
We illustrate the safety analysis results of respective meth-
ods and the ground-truth probabilistic safe set in Fig. 3. Each
approximated safe set is established from the Q-learning
table of an agent with the highest rate of correct specification
among the 20 random seeds analyzed in Fig. 2. A grid map
represents the whole non-target set except for the grid points
on the sides, and the approximated safe set is the set of red
and yellow points. The size of Sˆpi(α) for ESS is notably
larger than that of the baseline or LSS in the cases of both
correctly specified states (yellow) and misclassified states
(red). However, the false-positive in the safe set estimated
by ESS is hardly due to the ESS method but comes from
a universal limitation of tabular Q-learning. This can be
explained from the observation that the ratio of misclassified
states over the whole Sˆpi(α) of ESS is greater than that of
the baseline only by 5%; that is, ESS does not particularly
overestimate the probability of safety in unsafe states. The
ESS Q-learning is expected to obtain an accurate estimate of
S∗ if the implementation of Q-learning is improved.
B. Deep RL
We present the experimental results in Algorithm 3 us-
ing a realistic robotic simulation. We demonstrate that our
approach can be coupled with well-established deep RL
methods to perform safety specifications efficiently in the
continuous state and action space. Details about our deep RL
implementation can be found in Appendix A. We consider
a Reacher system for safety analysis. In the Reacher, safety
constraints are set on the position of the end effector (See
Appendix B for details).
We implement the LSS and ESS actor-critic in DDPG [25],
and the baseline. For the sake of fairness, all the algorithms
use the same actor network weight and the same replay
memory at the start of learning. The critics are initialized
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Fig. 4. Safety specification via deep RL tested on the Reacher. (a-b) are
the results averaged across 10 random seeds, and (c-d) are the best results
for various methods. (e) displays the average episode safety swept across
all seeds. Color schemes are equivalent to Fig. 2.
randomly, but the bias value for each layer of QV is set to
1 so that QV (s,a) = 1 for almost all (s,a) ∈ S ×A. This
ensures that the ratio of correct specification is 0 at the very
beginning. We also optimize only the critics for the first 105
steps to reduce the discrepancies between critics and actors.
The techniques mentioned in Section III-C are also applied:
we fill 20% of each minibatch with the unsafe samples and
use double QV networks for critic update.
The Lyapunov-based RL agents require auxiliary cost ,
as in Section II. For the case of a continuous state space,
the safe set is not explicitly defined, so  should be approx-
imated. We first set the denominator of  to Tpi(s) ≈ (1 −
γ)−1 to prevent it from being larger than the true value. To
estimate mins∈S∗(α){α− V pi(s, 1)}, we use supplementary
memory that remembers the value of {α−V pi(s, 1)}+ for s
such that V pi(s, 1) ≤ α.s When an episode is terminated, an
agent computes V pi for all the states in the trajectory and find
the maximum among the values that satisfy V pi(s, 1) ≤ α.
The memory stores the result for the 100 latest trajectories.
We also exploit the two actors of the ESS actor-critic
to ensure safe operation. Since it takes time to construct a
stable exploratory actor, the agent makes stochastic choices
between the two actors in the early stages. The probability
of an SS-actor being chosen is 1 at the first gradient step and
declines linearly until it becomes 0 after the first half of the
learning process. The SS-actor is also utilized as the backup
policy; that is, the agent takes the action using pis if the AES
is less than the threshold 1−α, regardless of the policy choice
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Fig. 5. Safe sets in the state space of the Reacher. Each grid point denotes
a state of the end effector whose position is determined by the angles of
the two joints and whose velocity is 0. Given α = 0.2, the ground truth
S∗(α) is denoted by yellow in (a). The other figures show the estimated
safe set obtained by (b) the baseline, (c) LSS, and (d) ESS. Color schemes
are equivalent to Fig. 3.
scheme described above. To reduce computation time, λωs
is fixed to 0 for the ESS actor-critic.
Fig. 4 summarizes the experimental result. We perform
tests on 10 random seeds to take an average (4a, 4b) and
to display the ones that attain the greatest rc among various
methods (4c, 4d). Comparing the average cases, the ESS
actor-critic shows improvement in both specification criteria,
and is noticeable for false positives. ESS consistently reduces
rfp except for the first 3×105 steps and then achieves 4.10%,
while the baseline and LSS settle at 7.30% and 5.22%,
respectively. The learning curves of ESS and the baseline
are similar at the very start, since ESS does not regularly
use the exploratory policy then. The exploratory policy in
ESS supplements novel information about the states, which
are normally the elements of the target set, and the safe set
thus becomes more accurate. On the other hand, those of
the baseline stay stagnant because the agent barely falls into
an unusual trajectory with the SS-policy. Regarding LSS,
we observe that the regularization term in its update rule
degrades the overall performance.
As seen by the large confidence interval of ESS in Fig. 4a,
the effect of the exploratory policy varies. ESS performs as
the description in Section III-B; considering the best cases,
ESS attains 77.7% for the correct specification, which is
13.4% above the baseline. The exploratory policies some-
times converge fast and become indifferent to the SS-policies
in terms of exploration, resulting in poor performance. Note
that the difference in ESS behavior is determined by the
approximation error in the critic QV . Although it is difficult
to organize the parametrized critic, we can exploit the
potential of ESS by running on multiple seeds and finding
the best among them.
In Fig. 5, we further visualize a relevant part of the state
space and the safe sets in it. Each grid map displays Sˆpi(α)
of the agent whose rc is the greatest among the 10 random
seeds discussed above. The safe set obtained by ESS clearly
resembles the true safe set better than the others.
V. CONCLUSION
We have proposed a model-free safety specification tool
that incorporates a Lyapunov-based safe RL approach with
probabilistic reachability analysis. Our method exploits the
Lyapunov constraint to construct an exploratory policy that
mitigates the discrepancy between state distributions of the
experience replay (or the tabular Q-function) and the en-
vironment. Another salient feature of the proposed method
is that it can be implemented on generic, model-free deep
RL algorithms, particularly in continuous state and action
spaces through Lagrangian relaxation. The results of our
experiments demonstrate that our method encourages visiting
the unspecified states, thereby improving the accuracy of
specification. By bridging probabilistic reachability analysis
and reinforcement learning, this work can provide an exciting
avenue for future research in terms of extensions to partially
observable MDPs, and model-based exploration and its regret
analysis, among others.
APPENDIX
A. Deep RL Implementation
In this section, we provide a specific description of the
deep RL agents used in our experiments. Table I displays
the basic architecture of neural networks, all of which are
fully connected and consist of two hidden layers with ReLU
as an activation function unless it is an estimator of QV .
The first and second hidden layers have 400 and 300 nodes,
respectively. Adam optimizer [26] is used to apply gradient
descent. Aside from the techniques stated in Section IV-B,
an action is perturbed with Ornstein-Uhlenbeck noise with
parameters µ = 0, θ = 0.1, and σ = 0.05.
Type Output size Activation Learning rate
Critic 1 clamp(0, 1) 10−4
Actor dim(a) tanh 10−5
log λ 1 clamp(−10, 6) 10−6
TABLE I
THE TOP LAYERS OF RESPECTIVE NETWORKS IN DDPG.
B. Environments
An environment provides a Boolean done signal that
declares the termination of an episode strictly equivalent to
1Sterm . When its value is 1, both QV and QT at that state are
set to 0. If the length of an episode exceeds the time limit
before arriving at a terminal state, the environment resets
itself, but done is still 0 at that moment. Refer to Table II
for the time limit and the discount factor settings.
Randomized integrator. A vanilla double integrator is
a system with a 2D state (x1, x2) and the scalar control u.
x1 and x2 represent the position and velocity on a 1D line,
respectively. The control is an acceleration.
We add a few features to construct a safety specification
problem in this environment. First, we set the terminal
states as the points near the origin (x1, x2) ∈ [−0.2, 0.2] ×
[−3.75 × 10−3, 3.75 × 10−3]. Next the target set is defined
as all the states (x1, x2) /∈ [−1, 1]× [−0.5, 0.5]. Finally, we
restrict admissible action to the range [−0.5, 0.5], and adjust
the dynamics so that the acceleration is scaled to 0.5u/|u|
with probability 1/2. Due to the introduction of stochastic
behavior, it becomes more difficult to reach the terminal
states safely than in the original environment.
Non-
target set
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 
 
 
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 
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Fig. 6. Description of the Reacher environment.
Reacher. Reacher is a simulative planar 2-DOF robot
with two arms attached to joints implemented with a Mujoco
engine [27]. The joint of the first arm is fixed on the center
of the plane, and the joint of the second is connected to the
movable end of the first. The objective of the robot is to touch
a motionless goal point with its end effector. An observation
is thus defined as a vector that contains the angular positions
and the angular velocities of the joints as well as the position
of the goal. The action is defined as the torques on the joints,
each of which is bounded in the range [−1, 1].
Let the coordinates be defined as in Fig. 6. Specif-
ically, the goal is deployed randomly in the hued area
{(x, y)|
√
x2 + y2 ≤ √2l, | arctan y/x| ≤ pi/4}, where l is
the length of one arm. The exact position changes for each
reset. We define the target set as {(x, y)||y| > l}, where
(x, y) is the coordinate of the tip.
We derive the probabilistic safe set in Fig. 5 under the
assuming no friction. This is not the case in a Mujoco-based
simulation, but the effect of such an assumption is minor.
Recall that the states displayed in Fig. 5 stand for an end
effector with zero velocity. If appropriate control is applied,
the robot can avoid reaching the target set by moving toward
an arbitrary position near the goal unless it launched from
the target set at the beginning.
In our simulation studies, we only assess the agents with
the states where the goal point is given by (−2l, 0), and the
angular velocity is (θ˙1, θ˙2) = (0, 0). We use the Reacher
configuration provided by Gym [28].
Environment Time limit γ
Integrator 1000 1− 10−4
Reacher 300 1− 10−3
TABLE II
THE ENVIRONMENT-SPECIFIC PARAMETERS.
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