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For the first time, the charge transport mechanisms in printed silicon nanoparticle networks 
have been comprehensively studied using variable temperature IV characteristics and Hall 
effect measurements, supported by microscopy studies. The conductivity can be described as 
hopping percolation in which activated charge transport is limited by band bending at the 
interface between particles and electron trapping at surface states.  
To probe the charge transport, two types of printed silicon nanoparticle networks based on 
milled silicon nanoparticles and highly doped p-type chemical vapour synthesised 
nanoparticles, were studied and compared. Four characteristic activation energies for 
conduction were observed for the milled silicon nanoparticle network irrespective of the 
resistivity of the silicon used. In contrast, networks formed from highly doped p-type 
chemical vapour synthesised nanoparticles were characterised by only three activation 
energies. The average activation energies observed in the milled silicon nanoparticle 
networks were generally higher than those in chemical vapour synthesised nanoparticles, 
owing to the distinguishing features in the morphology of the particles. The analysis of 
variable temperature Hall effect data established the presence of four activation energies for 
electron conduction, in contrast to only three for holes. Hence the fourth and highest 
activation energy observed in the milled silicon nanoparticle network is due to the activation 
of electrons from a surface trap state. On the contrary, the conductivity of the chemical 
vapour synthesised nanoparticles is predominantly p-type, hence the electron trap cannot 
affect the hole transport. Because the charge transport is limited by the mobility of carriers 
across interfaces, the IV characteristics is marked by an unusually high ideality factor arising 
from the scaling of applied absolute potential over many interfaces along the average 
conduction path. For the same reasons, the conductivity shows a strong temperature 
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Technology based on printed electronics is rapidly advancing and occupies a leading position 
in the vanguard of the electronics industry. The desirability of printed electronics arises from 
the possibility of producing components and circuits in a simple and cost effective way 
compared to conventional electronics [1]. Silicon occupies a central position in 
semiconductor technology, and printable forms of silicon and other semiconductors will 
become alternative candidates for the mass production of large area devices and circuitry to 
conventional thin film technology. Use of printed electronics in the production of devices on 
low temperature conformable substrates has attracted attention owing to further reduction in 
cost and a favourable energy budget due to low temperature. The need for affordable, clean 
and sustainable energy sources has steered innovation in the direction of silicon 
nanostructured materials for photovoltaic applications [2]. The utility of printed electronics is 
enhanced if the structural characterisation of the nanoparticles and printed films is 
complemented by an understanding of the charge transport in the printed nanoparticle 
networks. 
A new class of semiconductor material, based on nanostructured silicon, was introduced in 
the last decade and the synthesis, microstructure and morphology of the primary 
nanoparticles, and the structural features of the printed nanomaterial are known and have 
been reported [2-6]. An example of the electronic application of the printed nanoparticulate 
silicon has been in the fabrication of fully printed silicon field effect transistors which 
showed similar behaviour to their thin film counterparts [3]. For the first time, this thesis 
explores the charge transport in the printed silicon network, both at macro-scale using IV 
measurements, and at micro-scale using variable field Hall effect measurements, over an 
extended temperature range. Existing models for charge transport were mainly developed for 
bulk materials, most of which are linked to the non-Arrhenius models developed by Mott, and 
Efros-Shklovskii, and have mainly been applied to the description of conduction in 
disordered bulk materials [7-9]. These models usually address the issue of the dimensionality 
of the transport mechanism as temperature evolves, and the nature of the density of states 
function in the neighbourhood of the Fermi level in bulk materials [7]. These have been 
convincing in their description of, for example, charge transport in heavily doped 
semiconductors and disordered conjugated polymer materials, as well as in explaining 












the behaviour of the printed silicon studied herein, which is characterised by activated 
hopping transport behaviour of a pure Arrhenius type. The generalised percolation theory has 
previously been used to describe the charge transport in particle systems that contain at least 
two dissimilar components [14-16]. The major focus of percolation studies has been the 
search for the percolation threshold, which is the minimum filler concentration necessary to 
create a continuous network that covers the entire system [17]. At the percolation threshold, 
particles in the network will be within a short distance of each other in order to be regarded as 
touching, and hence permit charge carrier transport between them. In these studies, the 
emphasis has been on the study of the geometry of the percolation path with not much 
attention on the activation energies for conduction [15-19]. The conductivity of the silicon 
nanoparticle network under this study is percolative in nature, but an understanding of 
activation energies for charge transport is critical in unfolding potential applications for any 
material system and in electronic circuit design where the detailed knowledge of the 
behaviour of devices operating over a wide temperature range is required [20]. An important 
aspect of this thesis is therefore the determination of the activation energies required to 
establish conduction paths in the printed silicon nanoparticle networks. 
A comprehensive study is executed, starting from the determination of the IV characteristic of 
the printed silicon, followed by a detailed analysis that confirms the consistency of the 
current-voltage behaviour of the material with its given microstructure. Variable temperature 
variable field Hall effect measurements were also effectively used to investigate the 
dependency of the statistics of charge carriers on temperature. The correlation between the 
microstructure of the printed silicon and the electrical behaviour of the material is then 
successifully constructed to fully explain the charge transport in the printed silicon 
nanoparticle network. The descriptions given for the charge transport in the printed silicon 
are expected to be applicable to a broad range of particle networks. 
Chapter 2 briefly touches on the structure of silicon and its nanoparticles together with its 
temperature dependent electrical conductivity. A review of the charge transport mechanisms 
in disordered systems and percolative networks is outlined in chapter 3. Experimental 
methods used to investigate the charge transport in silicon nanoparticle networks is presented 
in chapter 4, followed by the presentation of the research findings in chapter 5. A closer 
analysis of the research findings is elucidated in chapter 6 and the pertinent conclusions 












2 Silicon and silicon nanoparticles 
Silicon is the most important material for electronic applications and consequently the 
basis of the electronics revolution of the 20th century. It constitutes 27.7% of the earth’s 
crust by mass, and is thus the second most abundant element in the earth’s crust after 
oxygen [1]. It occurs mainly as silicon dioxide, commonly known as quartz, and more 
complex silicate minerals. To obtain silicon, the silicon dioxide is reduced by carbon at 
high temperature. The reduction produces metallurgical grade silicon [2-3], which is 
further purified by either the Czochralski technique or the float zone technique [4]. The 
use of silicon for electronic applications is a result of its unique semiconductor properties 
[5]. 
An overview of the structure of silicon and synthesis of nanoparticles is given in this 
chapter. For crystalline silicon, the dependence of electrical conductivity on band 
structure, Fermi level and doping is reviewed. The scattering of charge carriers with 
increasing temperature as well as its influence on the mobility of charge carriers in 
crystalline materials is discussed with regard to the impact that this may have on charge 
transport. 
 
2.1 Structure of Silicon 
Silicon belongs to group four of the periodic table of elements [6]. Its atomic number is 
14, with a shell structure: 1s2 2s2 2p6 3s2 3p2. Silicon thus has 4 valence electrons in its 
outermost shell. According to the atomic orbital model [7-9], the outermost orbitals of a 
silicon atom form four sp3 hybrid orbitals which are oriented at 109.5o, defining the 
corners of a tetrahedron [4, 10]. Four other atoms can each form a covalent bond with 
one of the four sp3 orbitals of the first atom, forming a tetrahedral structure as 
highlighted in Fig. 2.1. This structure has a face centred cubic lattice [4, 10] with a lattice 














Fig. 2.1: The diamond cubic structure of silicon [4]. The highlighted bonds and atoms 
represent the tetrahedral structure. 
The physical, and in some cases electrical, properties of a material have been shown to 
be dependent on its microstructure and morphology [12-14]. In broad terms, silicon may 
have three different microstructures; single crystalline, polycrystalline and amorphous, as 
shown in Fig. 2.2. 
 
Fig. 2.2: Schematics of three types of silicon: (a) Single crystalline, (b) Polycrystalline and (c) 
Amorphous [15]. 
The atoms of crystalline silicon are arranged in a three dimensional periodic manner 
within the constituent crystals as shown in Fig. 2.2 (a) and (b). Single crystalline silicon 
is used to produce silicon based microelectronic devices. In polycrystalline form [15], 
silicon is characterised by many single crystals which are disoriented with respect to 
each other and meet at grain boundaries [16] as shown in Fig. 2.2 (b). The grain 
boundaries play an important role in controlling the electrical properties of the 














2.2 Silicon nanoparticles 
Nanoparticles have become favourable candidates for engineering and scientific 
applications.  Silicon nanoparticles have not been spared in this search for novel 
materials, especially for improved electronic applications [18]. Motivated by the unique 
properties of materials at nanoscale, one-, two-, and three dimensional nanoparticle 
arrangements have been synthesised to achieve miniaturisation in electronics [19-20]. 
Generally, methods of nanoparticle synthesis can be classified into two categories: 
bottom-up chemical synthesis, and top-down size reduction of bulk material [21-23]. 
Bottom-up methods are generally regarded as being cleaner, and they involve using 
isolated and uncontaminated particles [24-26].  
Large scale production of silicon nanoparticles has been realised using the top-down 
synthesis approach which involves the breaking down of bulk material into nano-sized 
structures or particles [27-31]. It may also involve the vaporisation of a solid followed by 
condensation of the vapour. 
 
2.2.1 Bottom-up synthesis of silicon nanoparticles 
Bottom-up synthesis involves the aggregation of atoms, molecules or relatively small 
nanoparticles to form a nanostructure. The process can occur through self assembly or 
positional assembly of nanostructured materials, as well as solid, liquid or gas phase 
synthesis [23]. Some of the commonly used methods of synthesising nanoparticles using 
the bottom up approach with respect to silicon are described below. 
 Chemical vapour synthesis (CVS): Decomposition of a gaseous precursor can be 
accomplished using diverse energy sources such as microwave plasma, laser, or a 
flame. The energy will induce chemical reactions in the gas phase resulting in gas 
phase nucleation of particles [18, 32-34]. Examples where CVS has been applied 
include passing silane gas across a hot tungsten filament [18], and thermal pyrolysis 
of silanes in hot wall reactors [32] to yield large quantities of nanoparticles. Unlike 
related chemical vapour deposition methods, which result in the deposition of 
amorphous and crystalline layers [35-37], CVS yields free crystalline nanoparticles 
which are deposited on reactor walls or surfaces as highly porous films consisting of 












produce monodisperse single crystalline nanoparticles with sizes of the order of 
35nm. The nanoparticles are favourable candidates for printed electronics. 
 Aerosol synthesis: Aerosol synthesis may be classified into droplet-to-particle and 
gas-to-particle conversions. In the droplet-to-particle conversion method, droplets of 
the precursor are suspended in a gas by liquid atomisation and converted to powder by 
drying or by direct pyrolysis. An example is the pyrolytic decomposition of diluted 
silane at 950 oC, resulting in the formation of crystalline, and spherically shaped 
silicon nanocrystals [35, 38]. Onishuk et al. have used this process to produce silicon 
nanoparticle aggregates consisting of primary particles of 10 nm size [32]. In the gas-
to-particle conversion method, particles form as condensates in a supersaturated 
vapour of a condensable species in a carrier gas.  
 Liquid phase methods: These involve either the precipitation of nanoparticles from a 
solution as a result of a reaction or decomposition from a liquid silane based precursor 
[39-42]. Passivation of the resulting nanoparticles is necessary to curb 
recrystallisation and agglomeration, which has be n achieved using hydrogen and 
alkyl groups [43-44]. Liquid phase methods can produce crystalline primary particles 
with sizes in the order of 10 nm. Common liquid phase methods have little control 
over the size distribution and surface modification of the nanoparticles. However, 
Kauzlarich et al. have used a novel approach to produce monodisperse silicon 
nanocrystals with control over their surface characteristics [45-50]. In another 
approach, Korgel et al. produced clean, passivated crystalline nanoparticles and 
nanowires with average diametres of 10 nm and 39.3 nm respectively [49, 51-53]. 
 
2.2.2 Top-down processes 
These are simple processes, amenable to large scale production, which involve physical 
and chemical reduction of bulk materials to form nanostructures. Among the top down 
methods are lithography [54-55] and chemical reduction [56-57]. Some of the notable 
top-down methods, that yield primary particles, are described below. 
 Milling: Milling is the most commonly used physical method in the top down production 
of nanoparticles. During the milling process, the bulk material is crushed to smaller 
particles due to brittle fracture and plastic deformation. The microstructure, morphology, 












the choice of mill and its process variables. The quality of milled nanoparticles may 
depend on the density of the milling medium, the milling time, and the milling media to 
powder ratio [58-61]. Milling usually produces polydisperse nanoparticles which form 
clusters of varying size. Milled silicon nanoparticles can be used in a wide cross-section 
of electronic applications [27]. Studies of milled powder, using spectroscopic techniques, 
have revealed the presence of grain refinement, lattice transformation and 
amorphorisation [62]. The main concern in the case of silicon nanoparticles intended for 
electronic applications is the oxidation of the particles. This has been overcome by 
Härting et al. who have produced silicon nanoparticles which, while not necessarily free 
of oxygen, contain a disordered monolayer of silicon sub-oxide which permits charge 
transport [28, 30]. 
 Laser ablation: If laser light is irradiated onto a target at a low fluence, e.g 10mJ/cm2, 
with the target immersed in a liquid such as water, hexane, or toluene, the bulk material 
will evaporate or sublimate into nanoparticles which will then be dispersed in the liquid 
[63]. Umezu et al. have used pulsed laser ablation on a silicon target, placed in a liquid 
environment, to yield a colloid of silicon nano-crystallites [63]. The primary particles 
averaged 3nm, and the aggregate particles had diameters in the order of 10 nm. Makino 
et al. used a similar approach to prepare crystalline silicon nanoparticles of average size 
5nm [64]. In another approach, Semaltianos et al. used femto-second laser ablation in 
deionised water to produce spherical, partially amorphous, and polydisperse silicon 
nanoparticles averaging 5 - 200 nm [65].  
 
2.3 Energy band structure of silicon 
The band structure is the basis for discussing transport in crystalline semiconductors. The 
separation in energy between the bonding and anti-bonding orbital states is believed to 
be the fundamental origin of the energy band gap characteristic of all semiconductors 
[56, 66-67]. Simplified versions of the band gap model are usually in the form of flat 
band diagrams showing the conduction band and the valence band energies separated by 
a gap [68]. Classification of materials according to their conductivities is then related to 
the magnitude of the energy gap [66, 68]. Silicon’s band gap of 1.11eV [68-69] enables it 












For three dimensional crystals, electrons moving in different crystallographic directions 
encounter different potential patterns [4]. In this scenario, energy (E) versus space (k) 
diagrams are used. The E-k diagrams show the energy bands as a function of 
crystallographic direction in reciprocal space [8]. The E-k diagram for silicon is shown in 
Fig. 2.7. The energy band gap, Eg is the difference between the maximum in the valence 
band energy and minimum in the conduction band energy [8]. From Fig. 2.3, the 
maximum in the valence band energy occurs at 0k for both directions considered 
([111] and [100]). Silicon is an indirect band gap material. The minimum in the 
conduction band does not occur at 0k  but occurs along the [100] direction. The band 
energy gap (Eg) is evaluated as shown in the schematic, and is the difference between the 




Fig. 2.3: Energy band structure of silicon [8]. Eg = Ec-Ev. 
Transitions in an indirect band gap material must include an interaction with the crystal 













2.3.1 Thermal excitation of carriers 
When sufficient thermal energy is supplied to electrons in a silicon crystal such that 
thermal energy is greater than the band gap energy, covalent bonds in the valence band 
can be broken and electrons will be promoted into the conduction band, leaving behind 
half filled molecular orbitals in the valence band. If a potential difference is then applied 
across the crystal, electrical conduction results. Promotion of one electron into the 
conduction band results in the generation of a hole in the valence band [4, 6]. The 
number of electrons generated per unit volume, n equals the number of holes, p as 
  pn  .         (2.1) 
For a system of more than one type of charge carrier, the overall conductivity is the sum 
of contributions from all carriers involved. Therefore the electrical conductivity,   is 
given by 
 i iii qn  ,       (2.2) 
where i  is the mobility and iq  the charge on the carrier of type i . Subject to the applied 
electric field, E  the drift velocity, v , for a carrier of type i  is given by Ev ii  . 
For a system of holes and electrons 
  pe pene   .        (2.3) 
From equation (2.1) we have, 
   pene    .       (2.4) 
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2.4 Statistics of charge carriers 
The study of the statistics of charge carriers in semiconductors, particularly their 
distribution in energy bands, as well an understanding of the free carrier concentration to 
the Fermi level [70] are of importance when charge transport patterns are discussed. The 
density of states (DOS), )(g  is defined as the number of electronic states with energy 
between   and  d  per unit volume of the crystal [3]. The DOS is a function of the 
effective mass of the charge carrier and the energy band in which the states are 
considered. The DOS functions for the conduction and valence bands are given 
respectively by [70] 























   for c  ,    (2.6) 
where *nm   and 
*
pm  are the effective masses of electrons and holes respectively. 
Applying Fermi-Dirac statistics yields information about the proportion of filled states 
with respect to the number of the allowed states [8]. The probability, )(f  of occupation 
for an allowed state of energy   is given by [70] 















1)( ,    (2.7) 
where F  is the Fermi energy, defined as the maximum energy of a state that can be 
occupied by an electron at absolute zero temperature.  





























For non degenerate semiconductors where the Fermi level is at least 0.1eV above the 
valence band and below the conduction band, [8], Maxwell-Boltzmann statistics give the 
following: for electrons 










F exp)(  for c  ,    (2.9) 










F  exp1)(  for c  .    (2.10) 
From equations (2.9) and (2.10) we derive the concentration of electrons in the 
conduction band and holes in the valence band as follows 
    dfgn c )()(  ,       (2.11) 
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exp  ,      (2.14) 
for holes. 
In equations (2.12) and (2.14), cN  and vN  are the effective densities of states in the 
conduction and valence bands respectively [71-72]. For an intrinsic semiconductor 
material, the electron density excited to the conduction band creates an equal density of 
holes in the valence band [73] such that 
    inpn  ,      (2.15) 

























exp2 ,      (2.16) 














exp  .    (2.17) 
This implies that materials with low band gap energy have a higher intrinsic carrier 


























 ,   (2.18) 
















  .     (2.19) 
For parabolic bands, the effective densities of states are given by 































.   (2.20) 
Substituting these into equation (2.19) yields 


















  .     (2.21) 
Equation (2.21) shows that the Fermi energy depends on the temperature and effective 
masses of the charge carriers. At 0T , the Fermi level is midway in the band gap. At 
high temperature, as the second term does not change appreciably, the Fermi level for an 















2.4.1 Doping of semiconductors 
The significance of semiconductors for electronic device fabrication is based on the fact 
that their conductivity can be tuned by the incorporation of appropriate dopant elements. 
Doping can be described as the introduction of shallow level defects into the band gap of 
a semiconductor with the intention of increasing its conductivity [74-75]. When 
impurities are added to a semiconductor material such as silicon, they enter the lattice 
substitutionally and can give up an electron to the conduction band [3, 76], as with the 
case of a group five dopant, or can donate a hole to the valence band, as with the case 
with group three dopants [3, 76].  
The amount of energy necessary to free an electron from the donor atom and liberate it 
into the conduction band is called the donor ionisation energy [76]. Donor ionisation 
energies are about 0.01 eV and 0.05 eV for various group five impurities in germanium 
and silicon respectively [3, 76]. The energies involved in ionisation of impurity levels are 
shown in Fig. 2.4. 
 
Fig. 2.4: Ionisation of impurity levels in a (a) donor atom and (b) acceptor atom [72]. 
In Fig. 2.4 (a), the electron is in a bound state at energy D below the conduction band 
(CB) minimum. On acquiring energy of at least equal to D , the electron will be excited 
into the conduction band. The ionisation of a hole bound to an acceptor atom is shown in 
Fig. 2.4 (b). The hole is bound at an energy A  above the valence band (VB) energy. On 
supplying energy which is at least equal to the required ionization energy, A , the hole 












acceptor ionisation energies range from 0.016 eV to 0.065 eV in silicon and about 0.01 
eV in germanium. The net charge after doping remains neutral. A comparison of density 
of states, probability distribution and carrier concentration for intrinsic and doped 
semiconductors is schematically displayed in Fig. 2.5.  
 
Fig. 2.5: Density of states, probability distribution and carrier concentration for (a) intrinsic, 
(b), n-type, and (c) p-type semiconductors at thermal equilibrium [8]. 
The diagrams show the presence of donor and acceptor levels in the energy band gap for 
n- and p-type semiconductors. The Fermi level shifts upwards towards the CB in n-type 
semiconductors and downwards towards the valence band in p-type materials. 
Predominant charge carriers are electrons for n-type and holes for p-type 
semiconductors. A quantitative argument can be used to justify these qualitative 
statements. Since the net charge remains neutral after doping, then for an n-doped 
semiconductor 

















Substituting into (2.22) yields 
   )()()(0 2 Di qNqnqn  .     (2.23) 
Solving (2.23) for n  gives 







nNNn  ,    (2.24) 
for DiD NnnN  ,  .        (2.25) 
The implication of this for heavily n-doped semiconductors is that, the predominant 
charge carriers will be electrons. For the position of the Fermi level, substituting (2.25) 
into (2.18) gives 
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and thus 











Tk ln  .    (2.26) 
As the donor density increases, the energy difference, Fc   , decreases implying that 
the Fermi level shifts towards the conduction band [8]. For a p-type semiconductor, 
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Tk ln ,    (2.28) 
The Fermi level is shifted downward towards the valence band.  
It is possible to have both types of dopants present at the same time. The electrical 
conductivity is then dictated by the impurity with the higher density [8]. Such a type of 
semiconductor is known as a compensated semiconductor. 
2.5 Temperature Dependence of Semiconductor Conductivity 
The conductivity,  , of a semiconductor depends on the concentration of free carriers 
and their mobility as given by equation (2.3). The mobility and carrier concentration are 
in turn functions of temperature as shown in Fig. 2.5. Recasting equation (2.3) to 
emphasise the temperature dependence gives 
    )()()()( TTpTTne pe        (2.29) 
The mobility of electrons is mainly influenced by two scattering mechanisms. These are: 
lattice scattering and scattering by impurity or defect centres. Defects include vacancies, 
interstitials, dangling bonds, and grain boundaries. In the case of particulate composites, 
scattering may occur at particle interfaces and surfaces resulting in low mobility. 
Moreover, lattice vibrations result in the transfer of crystal momentum to the electrons 
causing a decrease in mobility with increasing temperature [77-78]. The presence of 
charged impurities also affects the mobility of electrons. Scattering of electrons by 
ionised impurities occurs at low temperature since carriers will be moving more slowly 
and have sufficient time to interact with the charged centers. The temperature 
dependence of mobility due to phonon scattering follows a 2
3
t  law, while the mobility 
due to impurity scattering varies as 2
3
t   as shown in Fig. 2.5 (a). The temperature 
dependence of electron concentration for a doped semiconductor can be seen in Fig. 2.5 
(b). At very low temperature, only a few electron-hole pairs exist and the donor electrons 
are bound to the donor atoms [79].  This is known as the freeze out (or ionisation region). 
As temperature increases, ionization increases and at about 100K [32] all of the donor 












(saturation) region. In this region, an increase in temperature does not result in an 
increase in carrier concentration. 
  
  
Fig. 2.5: Dependence on temperature, T of mobility,   (a) and (b) Carrier concentration, 
n for a doped semiconductor [8, 22]. 
At high temperatures, the thermally generated intrinsic carriers outnumber the dopants, 
and as a result carrier concentration increases as temperature increases as shown in Fig. 
2.5 (b). 
Equation (2.9) shows that conductivity depends on carrier mobility and concentration. As 
a result there are a variety of temperature dependencies for conductivity. Impurity 
scattering might be dominant at low temperature while the carrier concentration is 
determined by extrinsic doping with the result that conductivity increases with 
temperature. Other possibilities could be expected, depending on the doping level and 
temperature, with different temperature dependence of conductivity [30-33]. However at 
high temperatures (> 400 K), when carrier concentration is intrinsic and mobility is 
dominated by lattice scattering, the conductivity depends only on the band gap, g , and 
the temperature as according to 








g exp .       (2.30) 
In this high temperature range, measured conductivity data can be used to determine the 














3 Charge transport in disordered systems and percolative 
networks. 
This section reviews charge transport processes in inhomogeneous systems, including 
nanocomposites, grain boundary interfaces, percolative systems and disordered 
materials in general. A discussion on the Hall effect in inhomogeneous materials is 
also given, highlighting the fundamental origin of the anomalous Hall effect in 
particular. 
It has been established that electron transport in disordered materials is influenced by 
the dominance of charge localisation induced by the presence of disorder [1-4]. 
Though remarkable efforts have been invested in  studying charge transport in 
disordered solids, questions pertaining to the spatial arrangement of electronic states 
have not yet been fully answered [2]. This challenge has crept into similar research 
efforts to understand the charge transport mechanisms in nanoparticle and molecular 
networks. As such, models of charge transport in disordered systems are mainly still 
phenomenological [2-4]. In spite of this, nanostructured materials have become the 
testing ground for the study of electron transport. Examples of such novel model 
systems include “artificial solids” [5] formed by mono-disperse metallic 
nanostructures [6-8], close packed assemblies of nanoparticles [9], and carbon black-
polymer composites [10-11]. So far, hopping and percolation have been 
unambiguously identified as strong candidates for the description of charge migration 
in these emerging materials.  
To understand the charge transport in a nanoparticle system, it is important to master 
three key aspects of the system: nanoparticle characteristics such as size, morphology 
and chemical nature; particle-particle interface properties; and the arrangement of the 
particles in the system which is dependent on nanoparticle size distribution [7-8]. The 
arrangement of the particles in the system defines its electronic properties, especially 















3.1 Charge Transport in Nanoparticle systems 
As highlighted earlier, the charge transport in nanoparticle systems relies on the 
fundamental understanding of the transport within the individual particles, inter-
particle couplings, and the spatial distribution of the particles. The spatial distribution 
encompasses how the particles are assembled or arranged in the film or nanostructure 
[7]. The arrangement of the nanoparticles can be in the form of clustering of particles 
[12], formation of crystalline nanostructured films [15], or massive nanocomposites 
composed of poly-disperse nanoparticles [16]. Typically, nanoparticle systems are 
characterised by a web of interfaces which present a broad distribution of barriers. 
Examples of such systems include nanocomposites and powder networks [17-20]. If 
an individual nanoparticle is regarded as a site of the nanoparticle network, then it is 
important to understand the movement of charge carriers through it to complement the 
observed macro-scale transport. The internal structure of nanoparticles can be 
crystalline or amorphous. For single crystalline particles, it is plausible to perceive 
intra-particle transport of charge by drift and ballistic transport. In the case of 
polycrystalline particles, intra-particle charge transport may be modulated by grain 
boundaries as shall be discussed in section 3.2. Other considerations such as the 
energy levels of individual nanoparticles are important, for example in understanding 
elastic and inelastic cotunneling in metal quantum dots [7]. Sometimes the relative 
energy levels and their occupancy can affect the transport mode of electrons between 
particles [21]. The doping levels of nanoparticles can influence the preferred charge 
transport mode in much the same way as tunneling or field emission is the preferred 
transport for a metal contact to a highly doped semiconductor [22]. The morphology 
of the nanoparticles can also influence how the particles cluster in the nanostructure, 
possibly resulting in a broad spectrum of charge transport barriers. Charge carriers can 
move between clusters whose coupling may be energetically favourable in the same 
manner as the particle-particle scenario.  
Depending on the inter-particle coupling, conventional current transport processes can 
be used to describe particle-particle charge migration. The basic electron transport 
processes across an interface include thermionic emission (TE), tunnelling 
(sometimes called field emission (FE)), and thermionic field emission (TFE) [15]. 












nanoparticles (1 and 2) presenting a barrier,  , to charge transport and the underlying 
charge transport processes.  
 
Fig. 3.2: Basic charge transport processes (TE, TFE, and FE). F(E) 1 and F(E) 2 are 
the density of state functions of particle 1 and particle 2 respectively.   is the barrier 
height at the interface between the two particles. 
 
3.1.1 Thermionic emission (TE) 
In the broadest sense, thermionic emission (TE) may involve the transmission of 
charge carriers across an interface between a heated surface and an insulating space 
[23-24]. Charge transport by TE involves the thermal excitation of charge carriers 
from nanoparticle 1 (Fig. 3.2) to energies greater than the barrier height resulting in 
the carriers passing over the barrier to occupy a state in particle 2. For an applied 




























 , is the effective Richardson constant for thermionic emission 
and q , *m , Bk , and h  preserve the same meanings as in chapter 2. The TE current, 
























 3.1.2 Tunnelling 
Tunnelling is sometimes called field emission (FE) [26] and is represented by the 
arrow for electrons crossing the barrier near the Fermi level in Fig. 3.2. It is the means 
through which charge is able to flow between weakly coupled sites, that is, a situation 
where wave functions are mainly localized on each site. In nanocomposites, the 
particles may be separated by an insulator or the barrier may represent a surface or 
interface state. At room temperature, thermal fluctuations are of the order of   
25Tk B meV, which is much smaller than typical barrier heights [27-28]. Hence, 
from a classical picture, charge transport is not possible except at high temperature. 
However charge can move from particle to particle via tunnelling. The tunnelling 
transmission probability decays with barrier width and barrier height [7]. For heavily 
doped particles and for charge transport at low temperature, tunnelling is more 
pronounced [22, 26, 29]. For typical current-voltage characteristics in which 
thermionic emission is dominant, the total current density, which consists of both 



















,       (3.3) 
where 0J  is the saturation current density and  is the diode ideality factor [26]. 
 
3.1.3 Thermionic field emission (TFE) 
Thermionic field emission is the tunnelling of thermally excited carriers at energies 
between those of TE and FE. The excited carriers will generally experience a thinner 
barrier than those transferred by field emission. The relative contribution of these 
components depends on temperature and doping level of the particles involved. 
Sheng et al. [31] described a mechanism for tunnelling of electrons through a barrier 
whose height varies due to local temperature fluctuations. Transport in many 
composite systems follows the Sheng model, especially if the conducting particle size 
is of micrometre order [31-32]. Sheng et al. argue that for a variety of disordered 
materials in which most of the conducting electrons are delocalised and free to move 












is dominated by electron transfer between large conducting segments rather than by 
hopping between localised sites within the conducting segments [33-34]. Examples of 
such materials are some conductor-insulator composites, disordered semiconductors 
and doped organic semiconductors. In this model [35], it is assumed that the two 
conducting islands separated by an insulating layer form a junction and charge 
carriers tunnel through the junction [21, 32]. Due to random thermal motion of 
electrons at the conducting surface, there can be transient deficit or excess of charge at 
the tunnel junction surfaces, resulting in fluctuation of voltage at the junction known 
as thermal fluctuation of voltage [31, 34], giving rise to fluctuation induced 
tunnelling. 
 
 3.1.4 Fluctuation induced tunnelling 
Fluctuation induced tunnelling is a tunnelling conduction mechanism for disordered 
materials proposed by Sheng et al. [32, 36-38], in which the modulation of the 
tunnelling barriers by thermal fluctuations plays an important role in determining the 
dependence of the conductivity on temperature and electric field. Charge transport 
between large conducting segments in a disordered system is characterised by 
tunnelling between areas shown schematically by heavy lines in Fig. 3.3 (a).  
 
Fig. 3.3: A region of close approach between two conducting segments represented by shaded regions. 
(a) A region where most tunnelling occurs. (b) Equivalent circuit model for the junction [31]. C and 
2R are as described in the text. 
According to the description given by Sheng et al., the junction between the two 
segments presents a capacitance, C , and effective contact resistances 2/R  connecting 












Due to thermal motion of electrons in the conducting junction, there will be voltage 
fluctuations across the junction. The random variation of voltage across the junction is 
often referred to as Johnson noise [34], TV . If the system is considered to have one 
degree of freedom, then applying the equipartition theorem gives [31]  
  TkCV BT 2
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2 .         (3.5) 
Since the tunnel junctions in disordered materials are usually small in area, the 
resulting temperature induced voltage fluctuations across the junctions are expected to 
play an important role in modifying the electron tunneling probability. 
In the fluctuation induced tunneling model, the temperature dependence of the 
composite conductivity is governed by [31] 














 .              (3.6) 
Physically, 1T  is the energy required for an electron to cross the insulating barrier 
between conducting segments, and 0T  can be viewed as the temperature above which 
the fluctuation effects become significant. At 0TT   , it can be said that simple elastic 
tunneling takes place and is just a special case of fluctuation induced tunneling which 
occurs at low temperature. When temperature is increased from 0TT    to 0TT  , the 
tunnelling barrier as seen by the electrons is effectively reduced in height by the 
fluctuation voltages. Furthermore, the most rapid change in the effective barrier height 
occurs when T  is in the same order as 0T . For 0TT  , thermally activated fluctuation 
induced tunnelling is more pronounced. Between the two limiting behaviours namely 
thermally activated fluctuation induced tunneling at high temperatures and simple 
elastic tunnelling at low temperatures, dependence of the conductivity is controlled by 
the shape of the tunnelling barrier [31, 39-40]. 
A disordered composite material contains a proliferation of tunnel junctions with 












expected to vary from one junction to another. The equations above were derived 
through the application of the effective medium theory [25, 38], hence no matter what 
the values of the junction parameters might be, the behaviour of each junction is 
expressible in terms of a single junction characteristics with appropriate values of 0T   
and 1T  [31-32, 34, 40]. Effectively, the composite material can be regarded as a 
random resistor network in which the resistors represent tunnel junctions with 
distributions in values of 0T  and 1T .   
 The fluctuation induced tunnelling model is applied to disordered systems where the 
conductivity is believed to be dominated by electron tunnelling across small gaps 
separating large (or long) conducting regions (or pathways). Fluctuation induced 
tunnelling has been shown to agree excellently with experimental results [32, 35, 39-
40]. 
 
3.2 Grain boundaries in semiconductors 
A grain boundary is an interface between two crystallites of different orientation [41]. 
The mismatch in bonding between the two crystallites results in bond defects at the 
grain boundary. A polycrystalline material is an aggregate of relatively small 
crystallites separated by grain boundaries [42-43]. Within any particular crystallite, 
atoms are arranged in a strictly periodic way. The boundary defects at the grain 
boundary translate into localised electronic states or interface states [44]. The energy 
distribution of these states is important in the determination of carrier transport 
processes. The main interest in grain boundaries has been based on the need to 
understand the extent to which parameters such as the resistivity, recombination 
efficiency, and IV characteristics are modified by the presence of these defects [45-
47]. In the simplest approximation, charge transport across a grain boundary interface 
is analogous to that across inter-particle and inter-cluster interfaces. For a system of 
polycrystalline nanoparticles, the grain boundary interfaces in the individual 














3.2. Charge transport across the grain boundary interface 
Charge transport between crystallites depends on the extension of the depletion layers, 
wholly or partially through the grains [43]; the relative size of the Debye length and 
average grain size; and whether the mean free path is greater or less than the grain size 
[43, 46]. For partially depleted crystallites, the mobility of charge carriers will be 
temperature activated and correlates with the grain diameter [46, 47]. In such a 
situation, the Hall effect measures the carrier concentration in the bulk of the grain. If 
the depletion layers extend completely through the grains, the measured carrier 
concentration will be much lower than the doping level. For mean free paths which 
are greater than the grain size, the Hall effect would measure the number of carriers 
moving between grains and not the number of carriers in the bulk of the grains. 
Acceleration of carriers across the grain boundaries is modulated by band bending 
[48-49]. Band bending reaches a maximum when the grains are fully depleted and the 
mobility of carriers will be a minimum [46-50]. Charge transport across the grain 
boundary interface has been attributed to thermionic emission [46-47]. A combination 
of thermionic emission and drift diffusion has successfully accounted for charge 
transport across the space charge region of the grain boundary interface in the 
presence of an electric field [51-57]. Consequently, the current-voltage characteristic 











sinh0 ,      (3.7) 
where I  is the current, V  is the voltage and 0I  is the saturation current. 0I  is related 
to band bending and grain size [46]. 
3.3 Mechanism of charge transport in disordered materials 
As pointed out in earlier, charge transport in disordered materials is determined by the 
presence of localised electronic states [58]. Localised states can either act as traps that 
terminate charge transport via extended states or they can participate in charge 
transport in a hopping mode. In hopping transport, charge carriers move by tunnelling 
or thermal activation between localised states [59]. The temperature dependence of 
the electrical resistivity of disordered materials can reveal information about the 












extended temperature range, the DC conductivity in disordered materials has the form 
[61] 


















 exp0 ,    (3.8) 
where 0  depends on the underlying material system [3] and f  depends on the 
material, and also sometimes on the temperature range in which the conductivity is 
studied [58, 62]. In many inorganic materials, f  is close to unity at temperatures 
close to and higher than room temperature, while at lower temperatures, f  can 
essentially be smaller than unity, whereas 2f  in organic disordered materials [3, 
62]. The DC conductivity can generally be represented in the form [4] 
        nde ,     (3.9) 
where e  is the elementary charge,    dn  is the concentration of electrons in the 
states with energies between   and  d  and    is the mobility of these electrons. 
Under equilibrium conditions, the concentration of electrons    dn  is determined by 
the density of states  g  and the Fermi function  f , which is  dependent on the 
Fermi energy F , that is 
    )()(  fgn  ,     (3.10) 















1 .           (3.11) 
The Fermi level in almost all known real inorganic disordered semiconductors is 
situated in the mobility gap [1-2]. The charge carrier mobility,    in localised states 
is much smaller than that in the extended states above the mobility edge. Charge 
carriers possessing energy within TkB  of the mobility edge dominate the conductivity 
[62]. Within this energy band, conductivity is 












where c  is the mobility of electrons greater than c , and   Tkn Bc  is their 
approximate concentration ,where 




















)()(  .    (3.13) 
At low temperatures more electrons occupy localised states than extended states. 
Hopping of electrons between localised states then dominates the charge transport 
[62].  
 
3.3.1 Hopping transport via localized states 
At high enough temperature electrical conductivity in disordered materials is 
dominated by electron transport through localized states above the mobility edge [3, 
56, 63]. As temperature decreases, the concentration of free electrons decreases, 
resulting in electrical conductivity diminishing. Under such low temperatures, charge 
transport is mainly due to tunnelling of electrons between localised states in the band 
tails. The tunnelling by charge carriers resembles a series of their hops between 
randomly distributed sites [62]. Each of the sites presents a localised electronic state 
with energy  [59]. If the concentration of electrons for the localised states is assumed 
to be 0N , their distribution is described by the density of state (DOS) function  g  
[59, 62] 














g ,     (3.14) 
where 0  is the energy scale of the DOS distribution and  0G  is a function 
governing the energy dependence of the DOS function. 
The probability, ij  of an electron tunnelling from a localised state i  to a lower in 

























exp0 ,     (3.15) 
where   is the localisation length (Fig. 3.5) which is assumed to be identical for sites 
i  and j . The quantity 0v  depends on the electron interaction mechanism that causes 
the transition, for instance, interaction of electrons with phonons.   
 
Fig. 3.5: Hopping transition between two localised states i  and j  with energies i  and j , 
respectively. The solid and dashed lines depict the carrier wave functions on sites i and j 
respectively [62].  
The energy to support the transition may come from the absorption of corresponding 
thermal energy [60]. When an electron undergoes a transition from a low energy 
localised site i  to a higher energy localised site j , the rate of transition depends on 
the energy difference between the states. It can be explicitly stated that depending on 
temperature, the relationship between energy-dependent and distance dependent 
considerations has an impact on the type of hopping mechanism [62]. Two regimes of 
hopping transport have been established. These are the nearest neighbour hopping and 
variable range hopping mechanisms [2, 58], and are explained further in the following 
sections. 
3.3.2 Nearest neighbour hopping 
Given a system of isoenergetic sites randomly distributed in space with some 
concentration 0N , and if it is assumed that electron states for the system are strongly 
localised and the inequality 130 N  (where   is the localisation radius) is fulfilled, 












often called nearest neighbour hopping [28, 64]. Nearest neighbor hopping takes place 
in many real systems at high enough temperatures, T , when the thermal energy, TkB , 
is larger than the energy scale 0  of the density of states [62]. In such a situation, the 
energy of the localised sites does not limit the charge transport. Hopping rates are 
influenced mainly by the spatial localisation of the sites. 
Charge transport via nearest neighbour hopping is best explained by percolation 
theory [58-59]. Under this theory, a pair of sites is regarded as connected if the 
relative separation between the sites is smaller than a maximum distance cR . Due to 
the exponential nature of the relationship between transition rates and distance 
between sites, excitation of carriers over distances cRr   are more pronounced than 
those over distances cR . In this context, fast transitions are not a limiting factor for 
charge transport and hence can be ignored in the calculation of the conductivity of the 
system [58]. The slowest transitions occur over cR  and are the slowest among those 
necessary for DC transport; hence such transitions limit the conductivity [31, 58-59]. 
A schematic for a percolation cluster structure highlighting a typical transport path 
consisting of connected hopping sites is shown in Fig. 3.6. A variety of theoretical 
arguments [59, 62] give for cR  in three dimensional space the relation  















,      (3.16) 
where 1.07.2 cB  is the average number of neighbouring sites available within the 
distance smaller than cR   [2, 31]. The transport path consists of connected sites with 
an energetically expensive transition occurring over the approximate distance cR . 
Substituting cR  from equation (3.14) for ijR  in equation (3.15), one obtains the 
variation of conductivity with the number of localisation sites per unit volume.  































 Fig. 3.6: Schematic of a transport path consisting of connected sites. Circles represent 
localised states. The block arrow indicates the most “difficult” transition over distance cR  
[62].  
Here, the pre-exponential factor, 0 is independent of the electron concentration and 
03.073.1   is a numerical constant [21]. Equation (3.15) gives the dependence of 
conductivity on the concentration of localised states in the nearest neighbour hopping 
regime [60]. The equation assumes that only spatial factors influence hopping of 
electrons between localised states. This is true only at high temperature where the 
energy of the localised sites does not differ by more than TkB . If the temperature is 
not as high, the relationship between energy-dependent and distance-dependent 
considerations affects the conductivity. Energy dependent factors such as the relative 
energies of the hopping sites become more important at low temperature. If the 
spatially nearest-neighbour sites have very different energies as shown in Fig. 3.7, it 
would be more energetically favourable for the electron to hop to a further site of 













 Fig. 3.7: Two possible hopping transitions between occupied states and unoccupied states. 
The dashed line depicts the position of the Fermi level, F . Solid circles represent occupied 
states [62]. 
In transitions (1), a charge carrier hops to a nearest energy state though higher in 
energy. This corresponds to nearest neighbour hopping. In transition (2), the carrier 
hops to an energy state which is closest in energy to its initial state though further 
away. This represents the variable range hopping regime. For this reason, the span of 
transitions increases with decreasing temperature. This charge transport system is 
called variable range hopping, and this is explained further in the next section. 
 
3.3.3 Variable range hopping 
The concept of variable range hopping was put forward by Mott [4] for amorphous 
materials. He argued that at low temperatures, the most efficient electron transitions 
for charge transport are those in the neighbourhood of the Fermi energy level, F , 
since only in this energy range can filled and empty states with close energies be 
found. For a region in the vicinity of the Fermi level with width 2  symmetric with 
respect to F  (Fig. 3.8), the relation [4] 
   1)()( 3   rg F ,     (3.18) 














Fig. 3.8: Effective region in the vicinity of the Fermi level, F , where the charge transport 
takes place at low temperatures [62],  g  is the DOS function. 
Here it is assumed that the energy width 2  is small and the DOS function )(g  is 
nearly constant in the range  F . The typical hopping distance then becomes 




  gr ,     (3.19) 
Giving a typical hopping rate of 





























2exp .   (3.20) 




d  , thus the optimum energy width is 























 .     (3.21) 
Substituting (3.21) in (3.20) gives the Mott formula for temperature-dependent 
conductivity in the variable range hopping regime as [4, 62] 

























where 0T  is the characteristic temperature given by 
   30 )( 

FB gk
T  ,     (3.23) 
and   is a numerical constant. A direct implication of the Mott law is that the density 
of states in the neighbourhood of the Fermi level is constant. However due to long 
range electron-electron interaction between localized states a gap, may appear in the 
vicinity of the Fermi energy [63, 65]. This gap may take a parabolic shape in the DOS 





g    ,       (3.24) 
where  is a dielectric constant, e  is the elementary charge and   is a numeric 
constant. At low temperature, the parabolic density of states vanishes exactly at the 
Fermi energy. With rising temperature, the gap disappears. 
 
Fig. 3.8: Illustration of the coulomb gap [62]. 
The presence of the coulomb gap essentially modifies the hopping conductivity in the 
VRH regime [60]. In the presence of the coulomb gap and using the parabolic energy 
dependence of the DOS function [60], 

































  , and ~  is a numerical constant.  
However equations (3.22) and (3.25) are of little help for the analysis of charge 
transport in disordered materials. The equations are two cases of constant DOS or a 
parabolic DOS in the energy range essential for hopping conduction. In non 
crystalline materials, the distribution of localised states is described by a DOS 
function which has a much stronger dependence than a parabolic one. The energy 
dependence of the DOS function is believed to be exponential in amorphous, vitreous 
and microcrystalline semiconductors, while in organic materials, it is usually assumed 
to be Gaussian [59]. In such cases new concepts are necessary in order to describe the 
hopping conduction. 
 
3.4 Charge transport in percolation systems 
Structurally disordered systems have been comprehensively modelled using 
percolation [66-67]. Highlights of materials where percolation has been applied range 
from transport in amorphous [67], porous media [68] and composites [69], to the 
properties of branched polymers, gels and complex ionic conductors [70-71]. 
Percolation has been proven to show universality [72-73]. This means that the large 
scale behaviour of percolation systems can be described by relatively simple 
mathematical relationships which are wholly independent of the small scale 
construction. For charge transport in a disordered system, the percolation problem 
reduces to exploring possible means to compute the conductivity of the system or at 
least its useful form [66, 70, 73]. 
 
3.4.1 Percolation 
In the array of squares indicating percolation sites as shown in Fig. 3.10 (a), the 
fraction of the occupied states are marked with a cross whereas the other squares are 
left empty as in Fig. 3.10 (b). A cluster is then defined as a group of neighbouring 














Fig 3.10: Definition of percolation (a) sites, (b) occupied sites and (c) clusters [70]. 
Squares with one side in common are regarded as nearest neighbours. If they only 
touch at one corner they are called “next nearest neighbours” [73]. There are two 
models that are handy in describing percolation phenomena. These are site percolation 
and bond percolation. The choice of model depends on whether the sites are 
connected or uncoupled. The subsequent sections describe the main features of these 
models. 
 
3.4.2 Site percolation model 
If the occupied sites are electrical conductors and empty sites are insulators, then 
charges can move between nearest neighbour conductor sites. Two conductor sites 
belong to the same cluster if they are connected by a path of nearest neighbour 
conductor sites and a current can flow between them [47, 66]. If the occupation 
probability for conductor sites is high, many conducting paths between the opposite 
edges exist where electrical current can flow. Defining the probability of occupation 
for sites as p , or for empty sites p1 . At low p , there will be no conducting paths 
between opposite edges of the lattice and the material is an insulator or highly 
resistive. Between the extremes of high and low p  values, there exists a threshold 
concentration or probability cp  where electrical current can percolate from one edge 
of the lattice to the other. Percolation has thus three distinct phases namely subcritical 
if cpp  , critical if cpp  and supercritical if cpp  [67, 69-70, 74]. 
Unlike thermal phase transitions where transition between two phases occurs at a 
critical temperature [75-76], the percolation transition is a geometrical transition 
characterized by the geometrical features of large clusters in cp . When p is low, only 












increases. At cpp  , a large cluster is formed which provides at least one conducting 
path connecting opposite edges of the cluster [73]. This large cluster is called the 
infinite cluster [66, 69, 73]. As p continues to increase, eventually all sites belong to 
the infinite cluster. The critical concentration, cp increases for the same dimension of 
the lattice. However, cp decreases with increase in dimension of the lattice for the 
same coordination number [66, 73]. For cpp  , the probability, P  that a site belongs 
to an infinite cluster is zero and increases as cpp   as [72, 73] 
   tcppP ~ .       (3.26) 
The linear size of the finite clusters below and above cp  is characterized by the 
correlation length,  . The correlation length is a characteristic length scale in 
percolation and is the average distance between two sites on the same cluster [73] and 
  fcpp
~ .        (3.27) 
The parameters t  in equation (3.26) and f in equation (3.27) are universal and are 
dependent on the dimension of the lattice where as cp  depends explicitly on the type 
of lattice. A schematic representation of   and cp  is shown in Fig 3.10. For length 
scales r , the finite cluster and infinite cluster are self similar [66, 73]. This means 
that if a small part is cut out of the infinite cluster, enlarged and compared with the 
large cluster, the two will look identical. Due to the self similarity of clusters, they are 
characterized by a fractal dimension [77-78] which is smaller than the dimension of 
the embedding lattice [69, 72-73, 76]. The average mass of the cluster, M , in a circle 
of radius r , follows [73] 













Fig. 3.11: Probability, P , and correlation length  , versus concentration of occupied sites [66]. 
where fd  is the fractal dimension which  provides a measure of how well a given 
fractal objects fills space. For r , the infinite cluster can be regarded as a 

















~)( .     (3.29) 
 
3.4.3 Bond percolation model 
Site percolation results when sites of a lattice have been occupied randomly. When 
the sites are all occupied but the bonds between are randomly occupied with 
probability q , we have a situation of bond percolation. If a path of connected bonds 
connects two occupied sites, then those two connected bonds belong to the same 
cluster [66, 73]. The critical concentration, cq  of the bonds separates a phase of finite 
clusters of bonds from a phase with an infinite cluster [73]. If sites are occupied with 












If the positions of the two components of a random mixture are not restricted to the 
discrete sites of a regular lattice, continuum percolation takes place [73]. 
3.4.4 Percolation substructures  
The diagram in Fig. 3.12 shows a section of a bond cluster on a square lattice at cp . If 
the bonds are resistors and if a voltage is applied between the points A and B of the 
cluster, then many bonds carry no current because they lead nowhere. These are called 







Fig. 3.12: Section of a cluster at cp  showing dead bonds, Blobs and singly connected bonds [73]. 
If the dangling bonds are disregarded, the conducting path is the remaining backbone 
[70, 73, 80]. All bonds on the backbone will carry some current when a voltage is 
applied between the left and right edges of the cluster. Most of the mass of the infinite 
cluster is concentrated in the dead ends and not the “bus bar” geometry of the 
backbone [81]. Accordingly most of the mass in the infinite cluster makes no 
contribution to the conductivity. Of the backbone, there are those links that carry 
current such that when they are cut, the current stops. These bonds are called singly 
connected bonds [73, 80], and are drawn in thick lines in Fig. 3.10. The singly 
connected segments are usually separated by structures which contain several routes 
in parallel [73, 80-81]. These are often called “blobs” [81], and are shown as broken 
lines in Fig. 3.12. 
In general, the existence of the singly connected bonds proves the existence of a 

















connected segment is finite, the blobs have possible sizes up to   [73]. This 
description leads to the “links-nodes-blobs” picture [82]. 
 
 Fig. 3.13: Schematic picture of the “links-nodes-blobs” model of an infinite cluster with 
 cpp  [82]. 
This model which is schematically represented in Fig. 3.13 is the basis for the analysis 
of conductance in a percolation network. 
 
3.4.5 The resistor network problem 
Percolation theory is closely related to the hopping theory discussed in section 3.3 
[66, 72]. This is supported by the fact that under the hopping theory, there exists a 
critical separation below which the conducting sites can be regarded as touching 
thereby forming a network of interconnected conductive material through which 
current can percolate [80-81, 83-84]. Moving from a hopping system to a resistor 
network can be achieved by turning the hopping rates into equivalent resistors [67, 













ijij 2exp0 ,      (3.30) 
where ijE  is the activation energy for transition of carriers between site i  and site j . 
Suppose we define a critical conductance, cG  at the percolation threshold. The critical 












An approximate relationship between cG , the maximum hopping distance and 









































 ,       (3.31) 
where 0v  is a normalization factor which can be taken to be the phonon vibration 
frequency and   is the wave function decay constant.  
 For a regular network of random valued conductances, ijg  with iv  being the voltage 
at the ith node, Kirchhoff’s current law gives [66, 70]  
    i jiij vvg 0 .      (3.32) 
The percolation resistor network model is applicable to a system where hopping 
characterises the charge transport [70, 86]. In addition to information about the 
conductances of the critical paths, this model also gives some insight into the size of 
barriers to charge transport [70, 87]. Under conditions of an infinite cluster, there will 
be connectivity between sites as defined by bond percolation. Each of the bonds then 
can be treated as a resistor giving rise to a network of conductances spanning the 
entire cluster. For the sites that are not connected, charge moves through hopping. 
Eventually the charge transport will be described by hopping and percolation. 
 
3.5 Hall effect in percolation systems 
In the discussion so far, hopping is considered as the basic mode of charge transport 
in a percolation network. The conductivity has been shown to follow Arrhenius and/or 
non-Arrhenius temperature dependence depending on the temperature regime and 
nature of the nanocomposite material. In general, variable range hopping has been 
shown to be confined to low temperatures, while nearest neighbour hopping is 












characteristic of silicon nanoparticle networks over an extended temperature range. In 
addition to analysing the conductivity of these inhomogeneous materials, Hall effect 
measurements are important to complement the understanding of the electrical 
transport properties. The Hall effect has commonly been used for many years to 
measure the transport properties of single crystalline semiconductors [88-90].  
The Hall effect is the generation of a voltage difference, HV  across a semiconductor 
placed perpendicular to a magnetic field, B

 that is transverse to the current as shown 
in Fig. 3.14.  
 
Fig. 3.14: Principle of the Hall effect [26] 
As explained in chapter 2, for semiconductors with both electrons and holes, the drift 
current density under an applied field E

 is given by 
  EpnqEJ pn

  ,      (3.33) 
and the conductivity becomes 




  1 ,      (3.34) 
















 ,        (3.35) 
and  nq n  .        (3.36) 




 .        (3.37) 
The holes accumulate up at the bottom side of the sample as shown in the diagram 
[91]. This creates an electric field, yE

 along the positive y axis. For an n-type sample, 
electrons will also accumulate at the bottom surface setting up a voltage of opposite 
polarity.  For the presence of p- and n-type carriers, the net current density is given by 
     BvEpqBvEnqJ ppnn

  ,    (3.38) 
and under steady state conditions, the current density in the y direction is zero. For 
holes the carrier velocity is related to the current density by 
 pqvJ xx  .        (3.39) 
Under steady state conditions, the electric field along the y  direction balances exactly 
the Lorentz force such that the carriers travel parallel to the applied electric field xE . 
Thus  
 zxy BqvqE  ,        (3.40) 
and   
qp
WBJ
WEV zxyH  .       (3.41) 
If we take into account scattering of carriers, [26, 92] 
 zxHH BJRV  ,        (3.42) 



















  if pn  .       (3.43 (b)) 









  ,        (3.45) 
and m is the mean free time between collisions for charge carriers [26]. Equations 
(3.44 (a)) and (3.44 (b)) assume conduction by a single type of carrier.  The Hall 















 .      (3.46) 
It can be seen in equation (3.46) that the sign of HR  reveals the majority carrier type 
of the material. The Hall mobility is given by 
  HH R .        (3.47) 
Hall mobility differs from drift mobility,   which does not contain the Hall factor, Hr
. They are related by the equation 
  HH r ,        (3.48) 
and Hr  typically ranges between 1 and 2 and is slightly below 1 at high fields. The 
Hall factor is different for both carriers due to their different effective masses. It 
depends on the scattering mechanisms in a material. 
Hall effect measurements are reasonably straight forward for single crystalline 
materials [94]. Inhomogeneous materials such as polycrystalline materials are 
characterised by many interfaces which give rise to a random distribution of barriers 
to current flow or result in carrier depletion. For geometric reasons, the current is then 
constrained to flow in non-uniform patterns, limiting the effective mobility [94]. 












96]. Efforts to provide a comprehensive explanation to the observed anomalous Hall 
effect in percolation networks have not been univocal. However Skal and Shloviskii 
[97] and Levinshtein et al [98] converged at the conclusion that for two dimensional 
networks, the Hall coefficient is constant. This was also in agreement with the 
prediction by the effective medium theory [99]. For materials in which the transport is 
determined by hopping, there is an anomaly in the sign of the Hall coefficient [100]. 










H exp0 ,       (3.49) 





























4 Experimental techniques 
This chapter describes the synthesis and characterisation of electrically active silicon 
nanoparticles, formulation of the silicon inks, printing and characterisation of the printed 
layers through to the electrical measurements performed on the printed silicon. Primarily the 
nanoparticles used were produced by high energy milling. For comparison, boron doped p-
type silicon nanoparticles produced by chemical vapour synthesis (CVS) [1], were 
characterised using the same techniques. 
 
4.1 Powder production 
Silicon nanoparticles were produced by the milling of bulk silicon using an 800W 
Siebtechnik laboratory disc mill. This is a high energy vibratory mill equipped with a four 
way adaptor to accommodate four milling vessels.  
 
Fig. 4.1: Milling action inside a milling vessel of the vibratory pulveriser. 
Each of the pots consists of a cylindrical cavity (mortar) of inner diameter 8 cm and depth of 
3.7 cm. The pestle has a diameter of 5.5 cm, height of 3.3 cm and a mass of about 0.6 kg. The 
lids are fitted with O-rings to provide a seal. When mounted on the four way adaptor they are 
clamped under a rubber pad and a heavy metal plate. The milling vessels and pestles are 
made of 5200 chrome steel. The vibratory action of the mill results in the fixed pots vibrating 
in two axes as represented schematically in Fig. 4.1. This in turn sets the pestle into rotational 
and lateral motion, hammering the silicon against the mortar to produce progressively smaller 












silicon supplied by Silicon Smelters, Polokwane, South Africa, and Czochralski grown p- and 
n-type silicon wafers of resistivity 0.01-0.05  cm supplied by Siltronix, St Louis, USA. 
Both types of feedstock material were used essentially in the form supplied except that they 
had to be broken into smaller pieces of centimetre dimensions before loading into the pots. 
According to the manufacturer’s analysis, the purity of the 2503 metallurgical grade silicon is 
99.4 %, with the main impurities being Fe at 0.21 % and Al at 0.144 %. Other specified 
impurities were Ca, Ti, Cr, P, and Ni with concentrations, in ppm, of 230, 129, 62, 43 and 18 
respectively. Before loading the silicon, the pots were cleaned by milling quartz for 15 
minutes after which the contaminated quartz was discarded and the remaining quartz dust 
removed with dry compressed air. The pots were subsequently cleaned with acetone and then 
with ethanol. Each pot was then loaded with silicon and the pots closed for dry milling. 
Milling was performed continuously for 5 hours except for interruptions to monitor the 
clamping of pots. On completion of the milling, the pots were allowed to cool down to the 
ambient temperature of 20 - 25oC before harvesting the powder in its dry state.  
 
4.2 Characterisation of the powders 
Transmission electron microscopy (TEM) and scanning electron microscopy (SEM) were 
used to study the morphology of the nanoparticles.  
 
4.2.1 Morphology and internal structure of the silicon nanoparticles 
A small amount of powder was dispersed in about 5 ml of ethanol in a test tube by sonication 
using a 100 W bath sonicator for one minute and an aliquot was immediately drawn from the 
centre of the suspension using a micropipette. The suspension was deposited on holey carbon 
coated TEM grids. This was followed by drying the grids in air at room temperature for 2 
hours and then in an oven at 60 oC for 15 minutes.  
A JEOL 2100 transmission electron microscope with a 200 kV acceleration voltage and LaB6 
filament was used in bright field mode at magnifications up to 30 000 , to determine the 
agglomeration, shape and crystallinity of the nanoparticles. The microscope has a point 
resolution of 0.2 nm and is equipped with a Gatan US1000, 2048   2048 pixel CCD camera. 












samples was performed through focus starting with under focus, and ending at over focus 
conditions. Imaging of lattice planes near the surface was also performed at higher resolution. 
 
4.2.2 Size distribution of nanoparticles produced by milling 
Pellets of silicon powder were produced by loading about g5.0  of the silicon powder into a 
stainless steel cylinder and compressing the powder at a pressure of about 50 MPa using a 
hydraulic press. The pellets were 10 mm in diameter and about 3 mm thick. The compressed 
pellet was then placed on a microscope stub whose surface was covered with carbon glue. 
Care was taken not to break the pellet while at the same time ensuring that the pellet was 
stuck firmly to the stub. The prepared stubs were then mounted onto a sample holder and 
loaded into a Leica Stereoscan S440i SEM for analysis, in secondary electron mode at an 
accelerating voltage of 20 kV. 
 
4.3 Ink formulation 
The ink making procedure employed in this study was a simple but long process that ensured 
that all components of the silicon ink were mixed appropriately to achieve a stable ink [2, 3]. 
The binder used was a commercial acrylic ink base supplied by Marchem, Cape Town, South 
Africa. Mixing was performed by adding powder and thinner sequentially to the binder. 
Particle concentrations of 50%, 60%, 70%, 80%, and 88% by weight relative to the binder 
have been used for milled metallurgical grade silicon powder in this work. For the purpose of 
comparing the properties of printed metallurgical grade silicon, only 88% particle 
concentration was used for powder produced by chemical vapour synthesis (CVS), and 
milled p and n-type silicon wafers. The thinner used was reagent grade propan-1, 2 diol 
(propylene glycol) supplied by Sigma-Aldrich, Steinheim, Germany, which shall be referred 
to here as glycol.  Rheological tests performed on the silicon inks have established that the 
inks show shear thinning behaviour as well as being partially thixotropic and viscoelastic [4]. 
The shear thinning behaviour is the main requirement for screen printing, and thus the silicon 
inks could all be screen printed. The printability of the ink was determined by measuring the 
contact angle of the ink on a glass surface using a contact angle goniometer [4]. The 
goniometer is equipped with a digital camera used to photograph the ink drop for measuring 












microscope slide is shown in Fig. 4.2. Image J, an image analysis freeware package, was used 
to determine the contact angle. Two angles,  1  and 2  shown in Fig. 4.2, were measured 
between the planes tangent to the surface of the ink and the image of the ink surface mirrored 
by the glass slide.  
   
Fig. 4.2: Photograph of a 2503 metallurgical grade silicon ink drop placed on a microscope 
slide for contact angle measurement. The contact angle is the average of the semi angles of 1  
and 2 . 
The contact angle was determined by calculating the average of the semi-angles 
corresponding to 1  and 2 . Typically, contact angles on glass of 550 
o at ambient 
temperatures of 222  oC and relative humidity of 550  % produced printable silicon inks.  
A mass loss experiment was also performed to investigate the drying properties of the binder 
and solvent. This was achieved by placing a known mass of each material on 10 microscope 
slides and monitoring the change in mass over a period of 5 days. The analysis of the mass-
time evolution of the components yielded information concerning the required duration for 
drying of a printed film. 
 
4.4 Printing 
An ATMA AT-60PD semi-automatic flatbed screen printer was used to print the test 
samples. Besides application of ink on to the screen, and mounting of substrate on to the print 
bed, the printing operation is fully automatic. A vacuum bed holds the substrate during a print 
stroke or during setting up as required by the operator. Squeegee speed, off-contact, and print 
stroke settings were adjusted digitally while other variables such as squeegee pressure and 
position of the vacuum table were adjusted manually using micrometer screws. The screens 












made from Sefar monofilament polyester fibre with a mesh count chosen according to the 
type of ink to be printed. A mesh count of 150 lines per cm was used for silver ink, and 100 
lines per cm for silicon inks. In the case of silver screens, the mesh had a thread diameter of 
31µm whereas for silicon screens the thread diameter was 40 µm. A photograph of a typical 
screen used is shown in Fig. 4.3. During screen manufacture, the mesh is stretched and fixed 
onto a rectangular aluminium frame of dimensions 8070 cm2. The stretched screen is then 
coated with a dual purpose photoresist on both sides; with an additional layer of photoresist 
then applied to the bottom of the screen for good edge definition of the stencil. The design, 
which is printed on transparency, is then placed in the centre of the screen and the screen 
exposed to light. This is followed by washing the photoresist from the unexposed parts which 
correspond to the intended design. The average tension of the screens before use was 
22.24  N/cm for screens used to print both silver and silicon.  
 
Fig. 4.3: Typ cal screen showing open and masked areas. 
The yellow sections in Fig. 4.3 are open areas in the stencil through which ink can be printed. 
A trailing edge squeegee made of polyurethane of 70 Shore A hardness was used [5]. In this 
work the squeegee angle was set to 20o giving a nominal angle of attack of 70o as shown in 
Fig. 4.4 for both silver and silicon inks [6]. The metal contacts were printed with silver ink 














Fig. 4.4: Orientation of squeegee showing squeegee angle and angle of attack. 
Using the ATMA AT-60PD screen printer, silver ink was printed using the minimum off 
contact setting, a squeegee angle of 20o and a printing speed of smm /250 . A double stroke 
print mode was used to ensure a near uniform printed layer with no pinholes. The zero of the 
squeegee pressure was set by levelling the squeegee against the bed. A squeegee pressure 
setting of 2 mm was used to achieve uniform and reproducible printed layer quality. The 
silver contacts were allowed to dry for 24 hours under ambient conditions, before printing the 
nanoparticulate silicon inks. The sheet resistivity of selected silver layers was determined 
using a Lakeshore Hall effect measurement system in a van der Pauw geometry as described 
in section 4.8. For printing silicon inks, a squeegee speed of 200 mm/s was used for the same 
pressure setting. The screen tension was measured using a SEFAR TENSOCHECK 100 
tensiometer before and after each print session to monitor changes in screen tension between 
print sessions. Printing was performed under prevailing ambient conditions of 222  oC and 
relative humidity of %550 . The printed silicon layers were allowed to cure under ambient 
conditions for at least 24 hours, before the structural and electrical characterisation was 
performed. 
 
4.5 Structural characterisation of printed layers 
The printed metal-semiconductor test structures were then analysed using optical microscopy, 
SEM and optical profilometry. Some of the printed samples were calendared to a thickness of 
about m10  before analysis. Both top surface and cross-sectional imaging were performed 
using SEM. For surface analysis, squares measuring 5 mm×5 mm were cut out using a sharp 
stainless steel blade and fixed to 8mm diameter aluminium microscope stubs covered with 












surface. In the case of cross-sectional SEM samples, the cut samples were embedded into 
carbon glue on microscope stubs, with the clean cut face of the sample oriented upwards, and 
then sputtered with gold palladium. In another approach, to obtain the cross-sectional view of 
the printed layers, strips measuring 5 mm×5 mm were cut out from middle portions of the 
printed layers. These were then cast in a mould containing epoxy resin. The resin was then 
cured in an oven at 100 oC over a period of 24 hours. After curing, the topmost part of the 
sample was shaved off using a Reichert Leica Ultra-cut S Microtome equipped with a glass 
knife until a clear cross-sectional view of the sample was obtained. Silver ink was used to 
draw a line from one end of the exposed sample cross-section down the surface of resin to the 
carbon coated stub to reduce possible charging of sample. For all types of samples, both 
secondary electron imaging (SEI) and full quadrant backscattered electron detection (QBSD) 
imaging were employed. 
In a separate experiment, a Wild Photomakroskop M400 optical microscope was used to 
provide an impression of the printed layers at magnifications of 6.5, 12.5, and 32X.  
To ascertain the roughness of the printed layers, a Veeco NT9100 optical profiler was used in 
vertical step interferometry (VSI) mode to scan the surface topography of the printed layers. 
 
4.6 Electrical characterisation 
All electrical measurements were performed using a Lakeshore Hall system shown in Fig. 
4.5. Essentially, it is a Hall effect measurement system (HMS) that can perform variable field 
and variable temperature magneto-transport measurements with high accuracy. This HMS is 
a collection of advanced integrated instruments and control software which include: a high 
precision voltmeter (Keithley 2182A Nanovoltmeter), a constant current source (Keithley 
6220 precision current source), high precision ammeter (Keithley 6485 picoammeter), 
Lakeshore 642 Electromagnet Power Supply unit with electromagnet, Lakeshore 475 DSP 
gaussmeter, HMS Matrix amplifier, Lakeshore 340 temperature controller, cryostat with 













Fig. 4.5: The Lakeshore 75014 CCRSM Hall measurement system [7]. 
 
The HMS allows for completely automatic operation of the measurements by means of 
control software supplied by Lakeshore Inc.. The system is programmed to minimize thermal 
offsets during measurement by utilising a DC current reversal technique. A typical 
illustration of this capability is with the Keithley 6220 precision current source which works 
in conjunction with the Keithley model 2182A [7]. It provides a bipolar output current, 
providing a four quadrant source or sink operation, and the Keithley model 2182A performs 
analogue to digital conversions and uses an algorithm to provide the output of the 
measurement. The model 2182 is then able to measure voltage on both the positive and 
negative alterations of the current source. The average difference of the two readings cancels 
the thermal EMF component of the measurement. In addition, the model 6220 is capable of 
sweeping current and hence provides a facility to vary the current in predetermined steps. In a 
similar fashion, various field sweep methods, with field reversal to eliminate material 
resistivity errors, can be used to determine magnetoresistance, resistivity, Hall coefficient, 
mobility, four wire resistance, or hysteresis loops as may be relevant to a measurement. The 
Lakeshore software and the Lakeshore model 340 temperature controller are also capable of 
providing a stable temperature environment for samples. To understand how temperature 
control is achieved in the HMS, components of the operational schematic of the model 75014 














Fig. 4.6: Model 75014 CCSRM Operational schematic [7]. 
The HMS temperature control system is composed of two loops each consisting of a heater 
and a temperature sensor. These are designated loop 1 and loop 2 in Fig. 4.6. The cryostat is 
delineated in heavy lines in the diagram. The loop 1 heater, which is of higher power than 
loop 2 heater, controls the temperature of the cold head. The loop 2 heater and sensor are 
situated next to the sample. The sample temperature sensor is attached to the back of the 
sample card. The sample heater is used to precisely control the temperature of the sample. 
The function of other components in Fig. 4.6 will be described in later sections. The HMS 
controls temperature by means of the Lakeshore model 340 temperature controller. A typical 
temperature control system for a Lakeshore model 340 temperature controller is shown in 
Fig. 4.7. The model 340 integrates many of the elements of a complete control system [8, 9], 
but does not provide cooling. Hence the load (the cryostat) must accommodate a temperature 
sensor for feedback and a resistive heater for heating. 
 












Using the feedback, the model 340 PID controller can implement a control equation with an 
algorithm that calculates the amount of heating needed to keep the load at the set point 
temperature [9]. Fig. 4.8 shows the response of the sensor temperature during a temperature 
change. Between times t1 and t2, the set point of both loop 1 and loop 2 is changed from the 












Fig. 4.8: Sample sensor temperature during set point ramping [9]. 
 
By t2, the loop 1 temperature has already attained the set point temperature, but a waiting 
time period (t2 to t3) is allowed for the sample temperature as it overshoots. At t3, the 
temperature drift, time derivative of the sample sensor temperature, is calculated along with 
the difference between the sample sensor temperature and the final set point. When the drift 
is less than a certain preset value (at t4), and when the difference is less than the temperature 
band (at t5), the system recognises the temperature as having settled and a measurement takes 
place. 
To perform Hall effect measurements, the HMS can use two types of sample geometries: the 
Hall bar and the van der Pauw structure. The Van der Pauw technique can be used to measure 
the resistivity or Hall coefficient of a thin arbitrarily shaped sample with four Ohmic contacts 
placed on the periphery. There are five conditions that must be satisfied to use this technique 
[10, 11]: 
 The sample must have a flat shape of uniform thickness. 
 The sample can be of any shape but must be simply connected, i.e it must not 
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 The sample must be homogeneous and isotropic 
 All four contacts must be located at the edges of the sample 
 The area of the contact must be at least one order of magnitude smaller than 
the area of the entire sample. 
 The sample thickness must be much less than the width and length of the 
sample and it is preferred that the sample be symmetrical to reduce errors in 
the calculations. 
Uniformity and homogeneity of the printed layers was guaranteed by calendaring layers of 
80% particle loading which were well above the upper percolation threshold for the printed 
silicon. Contacts to the printed layers were symmetrically arranged (see Fig. 4.10) and the 
ratio of the size of the contacts to the diameter of the printed circular test structure was about 
0.1, which complied with the van der Pauw criteria. 
The HMS performs measurements on the van der Pauw structure over two regions, A and B, 








Fig. 4.9: van der Pauw geometry. 
Defining the sample geometry in this way enables the measurement system to do the 
necessary current reversal permutations to eliminate thermal voltage offsets and 
misalignment errors. To illustrate how the HMS calculates the electronic transport 
parameters, consider the geometry shown in Fig. 4.9. Let ijklV  indicate a voltage measured 
across terminals k  and l , with k  positive, while a positive current flows into terminal i  and 




























































 .    (4.2) 
It then proceeds to calculate geometrical factors Af  and Bf  which are functions of resistance 





































































































QB .  (4.4) 

























1 1 ,     (4.5) 
which can be solved numerically. Ideally the two resistivities A  and B  should agree to 







 .       (4.6) 
The Hall coefficient can be calculated in a similar way to obtain an average value, HavR . The 







  .        (4.7) 
All measurements of the electronic transport properties of a material require adequate 
preparation that satisfies the requirements of the technique to be used, for example the van 
der Pauw geometry. The subsequent sections give details of how the samples were prepared 
and how the HMS was fully utilised to perform measurements which revealed the charge 














4.6.1 Test structure designs 
The test structure design for two terminal VI measurements was as shown in Fig. 4.10. It 
consisted of an inner electrode, (a) and a concentric outer electrode, (b), bridged by a layer of 
printed nanoparticulate silicon, (c). The outer electrode was broken as shown in (b) and both 
electrodes were extended to form pads to facilitate soldering to a measurement circuit.  
 
Fig. 4.10: The cup and ball design used for variable temperature IV measurement. 
The gap between the contacts was 200 µm to ensure a reasonably low resistance for reliable 
measurements. For Hall effect measurements, a van der Pauw structure shown in Fig. 4.11 
was used. This allowed for four point resistivity and Hall effect measurements to determine 
transport parameters. The van der Pauw structure consisted of printed silver bottom contacts 
which were 200 µm apart overlaid by a printed silicon layer in the form of a disc with a 
diameter of 200 µm.  
 
Fig. 4.11: The van der Pauw test structure. 
The locus of the circumference of the silicon layer on the V-shaped silver contact tips 
described arc lengths which were approximately 90 µm, hence satisfying the van der Pauw 












measured, for high accuracy of measurement. In the final fully printed structures, the silver 
forms the bottom layer while silicon is the top layer.  
 
4.6.2 Sample preparation for electrical measurements 
Individual test structures were cut out from the A4 sheets of printed samples. Silver wire was 
then soldered onto the printed silver contacts. The silver wire was the means through which 
the test devices were connected to the variable temperature sample card of the HMS. This 
was followed by baking the devices in an oven at 80 oC to drive out moisture. The devices 
were then laminated between 25 µm thick polyethylene terephthalate (PET) films while 
warm to exclude moisture.  
 
4.7 Variable temperature IV measurements 
The model 75014 closed cycle refrigerator sample module (CCRSM) used in this work 
provides a variable temperature environment cooling with helium heat exchange gas. The 
sample is mounted on to a sample card which is situated at the lower end of the sample insert 
shown in Fig. 4.12. 
 












When the sample is inserted into the cryostat, it is positioned at the bottom of the cryostat tail 
where it is surrounded by helium gas at just above atmospheric pressure. Prior to the variable 
temperature measurements, the vacuum jacket of the cryostat was pumped down to 10-6 mbar 
before cooling down the cryostat. 
The electrodes of the test devices were soldered to two of the sample card pins. The sample 
was then inserted into the sample chamber of the cryostat and the sample junction box locked 
in position so that the O-ring situated in the neck of the junction box sealed the mouth of the 
sample well, to prevent helium from leaking out of the sample chamber. The sample chamber 
was then purged with helium down to drive out air and hence excluding water vapour from 
the chamber. Using the system software, the HMS was set up to measure the IV 
characteristics of the sample by sweeping current and measuring voltage for temperatures 
ranging from 15 K to 345 K. A dwell time of 2 seconds was used during IV measurement. 
The IV measurements were done with the magnetic field switched off. Though the CCR can 
cool down to approximately 6 K, the system can measure with reliable accuracy from 15 K 
upwards in temperature. The maximum temperature that the system can measure is 350 K but 
345 K was chosen for precautionary reasons. Ramping of temperature was performed at 1.5 
K/min and a 45 minute period was allowed for settling at each preset temperature to allow 
temperature to equilibrate before measuring. 
 
4.8 Variable temperature Hall effect measurements 
Variable temperature Hall effect measurements are vital to the understanding of charge 
transport phenomena in materials. While measurements at room temperature are sufficient in 
many cases, transport properties can change significantly as the temperature varies. 
Measuring the sample material at variable temperatures allows carriers to be identified by 
their excitation energies and provides clues to the dominating scattering mechanism in 
materials.  
The van der Pauw test samples were soldered on to the sample card as shown in Fig. 4.13. In 
this set up, four contacts (Pins 1 to 4 of the sample card) were used. The sample was then 
inserted into the sample chamber and the sample chamber was flushed with helium gas. The 












of the sample in the magnetic field. The rotation stage was turned until the sample was 
oriented at 90o to the magnetic field. 
 
Fig. 4.13: Fully printed van der Pauw structure soldered onto a sample card. 
For Hall effect measurements, like all direct measurements of electronic transport properties 
of a material, adequate electrical contact between the sample and measuring instrument is 
essential. The HMS was set up to measure IV characteristics to verify the ohmic behaviour at 
the contacts before executing variable field measurements at each temperature point. 
Measurement of 13,13R  and 24,24R  were used as a basic test to determine if all contacts were 
ohmic. In addition to IV measurements for contact verification, the HMS was also set up to 
carry out variable field measurements from 0 to 1T at temperatures from 15 K to 345 K. 
These measurements yielded information concerning the evolution of the mobility, carrier 




















5 Results and analysis 
In this chapter, the surface and internal structure of the silicon nanoparticles used in this study 
are presented. Analyses of the microstructure of the printed layers and data obtained from 
electrical and Hall effect measurements are correlated with the microstructure and 
preparation history of the printed silicon. 
 
5.1 Morphology and internal structure of the silicon nanoparticles 
A transmission electron microscope (TEM) micrograph of milled 2503 metallurgical grade 
silicon nanoparticles is shown in Fig. 5.1. As is obvious from the image, the particles form 
clusters which vary in size. In previous work, printed films of these particles have been 
probed using SAX and it was established that the primary particles are of average size of 
70nm [1].  However, it is not easy to identify the primary particles in the micrograph in Fig. 
5.1. It is clearly evident that the particles cluster in powder form, well before further 
processing routines such as ink making and printing.  
 
Fig. 5.1: TEM micrograph of a 5hr milled metallurgical grade silicon nanoparticle. Outlines of 
primary particles can be seen in delineated regions. 
With a closer look at Fig. 5.1, it can be seen that there is considerable overlap between 












particles making up the cluster. However, closer investigation of the marked regions in Fig. 
5.1 shows some blurred outlines of particles or small aggregates thereof. The images of 
nanoparticles from milled n- and p-type wafers were similar to those in Fig. 5.1 except that 
these nanoparticles were of larger average size as will also be shown in the subsequent 
section on SEM. The milled particles are all irregularly shaped with aspect ratios in the order 
of 1:2 . Small particles have a lower aspect ratio, being more rounded than the large ones. In 
a broad sense, the particles are rough and elongated with large size dispersion. This 
description is in agreement with observations reported in earlier investigations on the 
morphology of the particles except that there was no mention of the tendency of the particles 
to form persistent clusters [2].  
A TEM micrograph of silicon nanoparticles produced by chemical vapour synthesis (CVS) is 
displayed in Fig. 5.2.  
 
Fig. 5.2: TEM image of nanoparticles produced by CVS. 
The image clearly shows that the particles are spherical and are reported by Scriba et al [3] to 
have an average diameter in the range of 35 nm. The primary particles are reported to be 
multifaceted; forming branched chains with some evidence of sintering of adjacent particles 












Observations of lattice planes of both types of powder are shown in Fig. 5.3. The internal 






Fig. 5.3 (b) shows that a large proportion of the nanoparticles produced by CVS are mono-
crystalline. The absence of diffraction lines on some parts of the micrographs may be 
Fig. 5.3 (b): HRTEM micrograph 
showing the internal structure of a 
silicon nanoparticle produced by 
CVS. 
Fig. 5.3 (a): HRTEM micrograph 
showing the internal structure of a 













attributed to particles that do not satisfy diffraction conditions and hence they show no lattice 
planes. 
The electron diffraction pattern for milled p-type powder is shown in Fig. 5.4. The differently 
rotated single crystalline diffraction patterns, overlaying weak continuous rings were similar 
in all milled powders. The width of the rings is similar to the size of the spots, which is an 
indication that there is little amorphous fraction in the samples. For milled particles, it is 
possible that only a few particles could be illuminated, hence the observed superimposed 
diffraction patterns and the rings suggest that these particles are polycrystalline.  
 
Fig. 5.4: Electron diffraction pattern for milled p-type silicon. 
 
No conclusive electron diffraction pattern analysis could be assigned to the particles 
produced by CVS owing to the large number of small particles illuminated by the electron 
beam.  
 
5.2 Size distribution of nanoparticles produced by milling 
Images obtained using scanning electron microscopy (SEM) on metallurgical grade silicon 
pellets are shown in Fig. 5.5. The shape and size of the particles is the same as that observed 
under TEM. Clusters of silicon nanoparticles are clearly evident in the SEM picture. 
The size distribution of particles produced by milling is shown in Fig. 5.6. The description of 












constructed from line scans of the grey scale intensity in the SEM micrographs obtained for 
pellets. The descriptive statistics of the size distributions were as shown in TABLE I. 
 
Fig. 5.5: SEM image of a compressed pellet of nanoparticles milled from 2503 grade silicon. 
Silicon nanoparticles milled from 2503 grade silicon have a smaller average size and are less 




Fig. 5.6: Size distribution of 
nanoparticles produced by milling: (a) 
2503 grade silicon milled for 5 hours, (b) 
n-Si wafers milled for 5 hours, and (c) p-















 TABLE I: Size distribution of nanoparticles produced by milling different types of bulk 
silicon.  




2503 112.1  2.7 0.347 0.012 
p 140.8 6.0 0.355 0.041 
n 155.9 7.3 0.415 0.043 
 
Despite differences in their size distribution, nanoparticles produced by milling are similar in 
their shape and surface characteristics.  
 
5.3 Curing of printed layers 
The curing time for printed silicon was established indirectly by the mass loss experiment 
described in chapter 4. The change in mass of binder with time, t , was as shown in Fig. 5.7. 
 





















exp0 ,    (5.1) 
where 0m  is the initial mass of the binder, which after drying leaves a residual mass, fm , and 
  is the drying time constant.  For the 10 samples of binder measured, the average residual 
mass as a proportion of the initial binder weight was  %8.17.8   with a drying time constant 
of  2.07.3   hours. 
The residual proportion of the binder can be used to estimate the thickness of a possible layer 
of insulating binder material covering the particles. For a spherical primary nanoparticle of 
radius r , covered in a shell of insulating binder material of thickness d , and a density of 
silicon about twice that of the acrylic binder; for a mass of silicon sm , with density s  and a 
















  ,       (5.2)
  
where sV  and bV  are the volumes of silicon and binder respectively. For a silicon ink of 80% 
particle concentration, the ink contains 20% by mass of binder material which after curing 





V .        (5.3)  
Alternatively, 



































The size of primary particles used in this study has been determined by SAXS measurements 
to be 80nm [1]. Thus 






The predicted thickness of approximately 5.8 angstroms simply shows that there cannot be 
complete coverage of the nanoparticles in the printed layer. The coverage of particles by the 
binder cannot be expected to be uniform owing to the small proportion of the binder and the 
large binder molecules which tend to accumulate giving rise to the partial coverage. 
 
 
Fig. 5.8: Change in mass during drying of propylene glycol. 
Glycol, which was used as a dilutant in the ink, first increased in mass at the beginning of the 
experiment and then evaporated leaving no residue. The initial increase in mass during the 
first two hours can be attributed to the absorption of water from air by the glycol. No obvious 
phenomenological equation could be fitted to the full drying profile shown in Fig. 5.8. 
However it can be said that all the glycol evaporated after 40 hours. This drying time is about 
twice as long as that of the binder. This is plausible since the glycol is meant to retard drying 












The drying characteristics of printed silver were investigated by tracking the change in 
resistance of the printed layers over time. The input of Girma Goro Gonfa [4] is duly 
acknowledged in this respect. In Gonfa’s investigations, it was established that the silver 
(Dupont Luxprint 5000 conductor) printed on paper takes 20 hours to fully cure under 
ambient conditions. The curing is limited by two major processes: polymerisation of the 
binder, and evaporation of the solvent [4]. 
When fully dry, both printed silicon and silver layers were dry to the touch. Some of the 
samples printed from high particle concentration silicon inks, such as 88%, could be easily 
rubbed off using a finger, whereas those of low particle loading were robust and more 
mechanically stable. 
 
5.4 Morphology of printed layers 
Fig. 5.9 shows optical micrographs of silver-paper, silicon-paper and silver-silicon 
boundaries viewed from the top of the printed layers.  
 
Fig. 5.9: Optical micrographs showing edge definition between (a) silver-paper, (b) silicon-
paper, and (c) silver-silicon interfaces. 
The edge definition of the printed layers shows tolerances within 0.1mm, which was 
acceptable for the purpose of this study. Printed silicon layers were generally rough with a 
square array quite evident on the surface, as shown in the SEM image in Fig. 5.10. This 













Fig. 5.10: SEM of printed silicon surface.  
The mesh pattern was not as obvious for printed silver layers. This difference might be a 
result of different rheologies of the two inks; the silver ink having a relaxation time which is 
long enough to level out the pattern of the screen. Pinholes were a common feature in printed 
silicon layers compared to silver layers, possibly for the same reason. After calendaring a 
silicon layer such as the one shown in Fig. 5.10, the mesh pattern is levelled out and the layer 
becomes less rough as shown in Fig. 5.11.  
 












3D plots showing the surface topology of calendared and uncalendared silicon layers, as seen 
using an optical profiler, are shown in Fig. 5.12. It is worth noting the reduced prevalence of 
pinholes in the calendared silicon layer compared to the original layer. 
 
Fig. 5.12: Occurrence of pinholes in (a) calendared and (b) uncalendared 2503 metallurgical 
silicon layers. 
The calendared layers show an average thickness of about µm10  with peaks reaching up to
µm15  , whereas uncompressed layers had an average thickness of µm30 .  
A higher magnification SEM image for a silicon layer printed from a metallurgical grade 
silicon ink of 80% particle loading is shown in Fig. 5.13. The layer was coated with gold 
palladium, which can be seen in the micrograph as a film covering the particles and should 
not be misinterpreted as a binder. The image shows clustering of nanoparticles which also 














Fig. 5.13: Secondary electron SEM images of printed nanoparticulate metallurgical grade 
silicon layer.  
Similar features were seen for printed layers made from the other silicon nanoparticles, 
except for the variations in the size of the nanoparticles. The structure can result in a network 
of connected particles which results in a multitude of charge transport paths. 
Surface observation alone could not provide information concerning the internal structure of 
the printed layers [5, 6]. A cross-sectional SEM image of a metallurgical grade sample of 
80% particle concentration prepared by microtoming is shown in Fig. 5.14. In (a), the sample 
embedded in the resin is clearly seen as a thin strip extending from left to right in the centre 
of the image. The higher resolution image of a section of the sample is shown in (b). The 
different layers of the composite structure are labelled. Due to the tearing forces involved 
during microtoming, some features of the sample were damaged. The paper ripped apart as 
shown in the image. The resin probably dissolved the silicon layer causing it to split. 
However, for the section where the paper substrate is not damaged, there is no delamination 













Fig. 5.14: QBSD cross-sectional view of a sample prepared by microtoming. 
Fig. 5.15 shows another cross-sectional SEM image of a layer of silicon printed on paper 
prepared by simply cutting the sample and analysing without casting it into a resin.  
 
Fig. 5.15: Cross-sectional SEM micrograph of an uncalendared layer of silicon printed on 
paper. The sample was not embedded in a resin. 
The thickness of the printed silicon layer before calendaring was seen to be of the order of 
µm1535   in agreement with profileometry. The printed layer is highly porous and rough 
mainly as a result of the screen mesh structure; hence the layers were calendared before 
further electrical measurements. After calendaring, the thicknesses of the printed layers were 















5.5 Electrical characterisation 
5.5.1 IV measurements 
As described in chapter 4, the test structures used for IV measurements are composed of 
printed silicon which bridges the gap between printed silver contacts. A typical IV 
characteristic is shown in Fig. 5.16. At low voltage, there is only a small current, implying 
that the sample is highly resistive. At high voltage, the current increases non-linearly. The 
shape of the IV curve indicates a symmetric diode configuration typical of a varistor. This 
shape is preserved for all temperatures, except that the curvature becomes stronger as the 
temperature decreases. In addition, the IV curves have a finite slope for all temperatures, 
which means that the material always has a finite conductance at all temperatures. The insert 
shows the same data plotted on a semi-log plot showing that the non-linear current-voltage 
characteristics do not have a power law dependence which would indicate space charge 
limited conduction, but are due to the presence of diode junctions 
 
Fig. 5.16: Typical IV curve for a cup and ball test structure at 300 K. The inset shows the same 
data in a semi-logarithmic representation. 
The presence of symmetry in the IV curve is not surprising as the test structure is symmetric 
at both the macroscopic and the microscopic level. At the macroscopic level, the silver 
contacts which are printed from the same silver ink form the bottom contacts to a printed 
silicon layer. At microscopic level, the printed silicon is composed of nanoparticles which 
form a network of conducting paths. Symmetry is also expected at the interface between 












therefore characterised by numerous interfaces [7-8]. However, neither the silver-silicon 
interfaces nor the particle-particle junctions alone may be said to solely limit the shape of the 
IV curve. The shape is expected to be associated with the overall effect of these interfaces. 
However the metal-metal junction formed at the soldered joint between the silver lead and the 
printed silver is expected to insignificantly influence charge transport. Based on symmetry 
considerations in the microstructure of the printed layers, the IV characteristic can be said to 
resemble two diodes connected back to back, as can be represented by the equivalent circuit 
shown in Fig. 5.17. 
 
Fig. 5.17: Equivalent circuit for the printed test structure. 
The diodes, 1 and 2, are drawn in lieu of the effective junction imparting symmetry to the IV 
curve, and sR is the lumped series resistance of the sample and measurement system. The 
series resistance arises from interconnections between junctions, leads connecting the sample 
to the measurement instruments, the internal structure of the interfaces, and the bulk 
resistance of particles. In the equivalent circuit shown in Fig. 5.17, one of the two diodes will 
always be reverse biased irrespective of the direction of current. This would normally mean 
that only the saturation current would pass through the equivalent circuit. The IV curve 
shown in Fig. 5.16 shows that current continually increases and does not saturate. The reverse 
biased diode must therefore be in breakdown condition to obtain the characteristics observed 
in Fig. 5.16. In fact, this is the case as it shall be shown that the applied voltage of 
approximately 50 V exceeds the activation energy for conduction which shall be shown to be 
approximately 0.2 eV. When one of the diodes in Fig. 5.17 is in breakdown, the equivalent 
circuit reduces to that shown in Fig. 5.18. 
 












An alternative equivalent circuit to the one shown in Fig. 5.17 consists of two diodes 
connected in anti-parallel in series with a resistance as shown in Fig. 5.19 
 
Fig. 5.19: Alternative equivalent circuit for the nanoparticle network. 
If there is a current from left to right through the circuit shown in Fig. 5.19, diode 1 will be 
forward biased. The reverse is true if the current is in the opp site direction. For either 
direction of current, the equivalent circuit reduces to that shown in Fig. 5.18. Thus the 
circuits shown in Fig. 5.17 and Fig. 5.19 are equivalent under the operating conditions. 
Assuming the standard equation for a real diode, the current, DI , through a diode under 


















,      (5.5) 
where e  is the electronic charge,   is the diode ideality factor, Bk  is the Boltzmann constant, 
DV  is the voltage drop across the diode and 0I  is the diode reverse saturation current. If the 
IV curve of diode 1 in Fig. 5.19 can be described by equation (5.5), then the current, 1I , due 
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where it is assumed that   is the same for both diodes since the charge flows through the 
same material, and from symmetry considerations the magnitude of the saturation current and 
ideality factor should be the same for the two diodes. The net current, I , through the sample 
is then given by 



































exp0 .    (5.8) 
Rearranging equation (5.8) to express V  explicitly in terms of I  yields 
































 .    (5.9)    
Equation (5.9) was fitted to VI curves at each temperature point to extract   , sR  and 0I . 
Fitting was performed using Origin software, employing a least-linear squares fitting routine 
with statistical weighting of the residuals and a Levenberg-Marquardt algorithm. Equation 
(5.9) produced excellent fits to the VI curves, except for those measured at temperatures 
below 50 K. The inconsistency in fitting IV curves at a low temperature of 15 K is illustrated 
in Fig. 5.20 (a). 
  
Fig. 5.20: Quality of fits for low temperature IV curves; (a) fitted with no consideration of 












However, the fits to low temperature IV curves were improved by modifying equation (5.9) to 
include a parallel resistance pR . By reconsidering the circuit shown in Fig. 5.19, the voltage 
applied across the circuit can be expressed as 
    sIRIfV   ,       (5.10) 
where  If  is the  voltage-current characteristic of the diodes given by equation (5.9). The 
effective resistance of the circuit, effR , is given by 
    seff RI
If
I
VR  .       (5.11) 
If R  is the effective resistance incorporating the parallel resistance, then the circuit in Fig. 
5.19 modifies to that shown in Fig. 5.21. 
 
Fig. 5.21: Improved circuit model of the printed test structure showing the parallel resistance 
which manifests at low temperature. 


































  .      (5.12) 





















 .      (5.13) 
Equation (5.13) was fitted to the VI data for temperatures ranging from 15 to 50 K. The best 
fits were obtained by fitting I as a function of V with 0sR  using equation (5.8) as shown in 
Fig. 5.20 (b). The parallel conductance varied from 10-13 to 10-11S depending on the nature of 
the devices and can be attributed to parasitic conductance through the substrate and/or sample 
card and leakage to ground through leads connecting the sample to the measurement set up. 
The series resistance values were significantly lower implying that, at these temperatures, 
most of the voltage drop is across the diode junctions. Fitting equation (5.13) to higher 
temperature VI curves yielded values of pR  which were insignificant compared to the other 
resistances. Moreover the fits were characterised by unreasonably large errors. Thus for 
temperatures greater than 50K, voltage was fitted as a function of current, neglecting the 
presence of  pR  as shown in Fig. 5.22.  
 
Fig. 5.22: Fitted VI characteristic of a metallurgical grade silicon sample. 
Metallurgical grade silicon devices were expected to show the least conductivity since they 
were not highly doped. Nanoparticles produced by hot wire synthesis were highly doped p-
type silicon; hence they were anticipated to show the highest conductance. It should be 
straight forward to understand that the conductivities of the printed silicon layers correlate 
with the preparation history of the nanoparticles and device fabrication. Control of the 












adhesion between printed layers dictate the overall conductance features of the printed 
devices.  
The evolution of the IV curves with temperature is demonstrated in Fig. 5.23. Symmetry of 
the IV curves is preserved over the extended temperature range from 15-345 K, but the 
resistance, seen by the slope of the curve, decreases with temperature.  
 
Fig. 5.23: IV curves at different temperatures of a typical test structure at 150 K and 250 K. 
A plot of differential resistance determined from the slopes of VI curves obtained over the 
extended temperature range for a printed metallurgical grade silicon device is shown in Fig. 
5.24. It is obvious from the graph that for a constant voltage, the differential resistance, 
dIdV  decreases with temperature. This is strong evidence that charge transport is thermally 
activated. For high temperatures, the differential resistance shows significantly weak 














Fig. 5.24: Differential resistance curves for a metallurgical grade silicon test structure taken 
over an extended temperature range of 15-345 K. 
Thus, at high temperatures the differential resistance is less sensitive to applied voltage. At 
low temperature, in addition to temperature sensitivity being significant, the differential 
resistance shows stronger dependence on applied voltage. Thus, in addition to thermal 
activation, the conductance of the nanoparticle system is also susceptible to electric field 
activation.  
From equation (5.8), an analytical equation for the differential current of the nanoparticle 
system can be derived as 
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Hence the differential conductance is 
 
.   (5.14) 
 
For low applied voltage and current 













,         (5.15) 












 .           (5.16) 
Equation (5.16) was used to calculate the low voltage differential conductance using the 
parameters  , sR  and 0I  for the different temperatures. Low voltage and current conditions 
were chosen for the determination of conductance, because under these conditions the diode 
will be dominating compared to the series resistance sR . In addition, the shape of the limiting 
barrier will not be distorted under low voltage conditions; hence its full height can be more 
closely approximated. Moreover it was convenient to determine the conductance under 
defined conditions for all samples to eliminate data redundancy arising from variations in 
voltage and current spans for the different types of samples. The variation of the low voltage 
differential conductance with temperature for a printed metallurgical grade silicon sample is 
shown in Fig. 5.25. 
   






















































































Fig. 5.25: Variation of low voltage differential conductance with temperature for a printed 
metallurgical grade silicon device. Plotted points represent the experimental data and the solid 
line is the model fit to the experimental data. Statistical errors are similar in size to the plot 
symbols. 
By adopting a parallel conductance model [9, 10], namely that the conductance is considered 
to be the sum of the conductances,  Tgg iii  exp0 , from k  parallel paths through a 
















 ,      (5.17) 
where the pre-factors ig0  provide information concerning the conductance of the path 
requiring activation energy of characteristic temperature i  at absolute temperature T . 0G  
corresponds to the definition in equation (5.16). Initially a spectral analysis was applied in 
which equation (5.17) was fitted to the data with 31k  and the characteristic temperature 
values i  fixed at 50,20,10  and then in increments of 100 up to 2800 . Fitting equation (5.17) 
to the experimental data for printed metallurgical grade silicon devices invariably resolved 













Fig. 5.26: Occurrence of activation energies for charge transport in a printed metallurgical 
grade silicon nanoparticle network. 
The   values are an indicator of the activation energies limiting charge transport in the 
nanoparticle network. The pre-factors ig0  correlate with the intensity of the conductance 
associated with particular activation energy i . This fitting exercise provided a guideline with 
respect to the number of exponential terms required in equation (5.17) to fit the low voltage 
conductance-temperature data. Over an extended temperature range of 15-345K, the low 




































 .  (5.18) 
The model defined in equation (5.18) is shown as a solid line in Fig. 5.25. The appearance of 
the   values on the TG 0  profile was ascertained by first deriving the relationship between 



































 .        (5.19) 
Equation (5.19) was then used to calculate effective   values at each temperature. The 
variation of   with temperature is displayed in Fig. 5.27. Of interest are the four saddles 
appearing on the T  profile. These are delineated by the broken elliptic outlines 
superimposed on the curve. At low temperature a sharply defined plateau is evident. The 
sharpness of the plateaus becomes smeared as temperature increases, as can be seen in 
increased slopping of the shoulders. At low temperature (15-40 K), only one   can be seen. 
As temperature increases to 100 K, and between 50-100 K another plateau can be perceived, 
but it is less sharply defined. The smearing of the plateaus may be due to the mixture of the 
low temperature  s with the next one becoming effective just below 100 K. More smearing 
of the otherwise flat regions continues to appear at higher temperatures as it becomes more 
difficult to resolve the activation energies. Thus, the nanoparticle system is characterised by a 
distribution of barriers which cluster around four characteristic values. 
 













To more clearly determine the four characteristic activation energies, the curve in Fig. 5.27 
was differentiated and a graph of 
dT
d  against   was plotted as in Fig. 5.28. 
 
Fig. 5.28: Resolution of characteristic activation energies for a 2503 grade silicon sample. 
The minima, demarcated by broken circles, give the characteristic activation energies 
associated with the saddle points in Fig. 5.27. These four   values were consistent with 
those obtained from direct fitting of the TG 0  data using equation (5.18).  
 Table II: Activation energies for milled metallurgical grade silicon samples of different 
particle concentrations. 
Particle 










50 - 262 26* 1408 394  
60 - - 709 82* 2280 329 
70 13.27 3.68 345 47 1033 37 2194 84 
80 12.15 1.89 451 54 1162 70 2284 125 
88 13.33 1.44 444 38 1232 46 2418 139 
*
These activation energies may identify with those under which they have been classified. The discrepancy is perceived to be a 
measurement artefact related to the samples being highly resistive, yielding noisy data. This might have affected the resolution of the 












Milled silicon samples of particle concentrations of at least 70% typically yielded 
,1200,450,15 321 KKK   and K23004  . For particle concentrations of 50% and 
60%, the samples were too resistive to be measurable below 100 K. As such, only two 
characteristic activation energies could be resolved. Moreover, the data for these two particle 
loadings was noisy resulting in poor fits to the TG 0  plots. TABLE II summarises the 
activation energies for milled metallurgical grade silicon test devices of different particle 
concentrations.  
The effect of particle loading on the activation energies is clearly shown in Fig. 5.29. Within 
the uncertainty of measurement, the low temperature activation energy 1  is invariant for 
different particle concentrations as shown in Fig. 5.29 (a).  
  
   
Fig. 5.29: Influence of particle loading on activation energies for milled M-Si test devices. 
Clearly the three higher activation energies (Fig. 5.29 (b)-(d)) are influenced by particle 
concentration, but with a tendency to saturate at higher particle concentrations. The high 
temperature activation energy, 4  is not as sensitive to particle concentrations greater than 
70% as is the case with 3 . The small error bars in Fig. 5.29 (c) can be attributed to the 












statistics. The highest activation energy 4 , implies more difficult transitions hence giving 
large scatter in the resolved values. At low temperature, the samples were highly resistive 
resulting in noisy data which results in the large error bars on the activation energies 1  and 
2 . 
Activation energies of different types of printed silicon devices are shown in TABLE III. 











M 13.3 1.4  444 22 1232 46 2418 140 
p 18.3 6.2  452 13 1180 110 2168 110 
n 14.2 3.5  429 21 1182 78 2413 180 
CVS 15.3 4.6 180 54*  974  21  
*This activation energy cannot identify with any of those observed for silicon produced from milled nanoparticles. 
Printed layers produced from milled nanoparticles displayed similar activation energies for 
the extended temperature range of 15-345 K. The four types of printed silicon showed similar 
low temperature activation energy, 1 . Structures printed from p-type nanoparticles produced 
by CVS showed three characteristic activation energies, as opposed to four shown by samples 
from milled nanoparticles. Only the low temperature activation energy is similar to that 
observed for milled samples. The other two are distinct from those associated with milled 
samples. However, within uncertainty limits, the higher temperature activation energy of 974 
K for particles produced by CVS may identify with 3  of samples produced from milled 
nanoparticles. In a broad sense, printed silicon produced from nanoparticles synthesised by 
CVS displayed lower activation energies compared to those of milled nanoparticles. 
In addition to information concerning the activation energies for charge transport, the pre-
exponential factors 01g , 02g , 03g  and 04g  in equation (5.18) are expected to provide an insight 
into the conductances associated with the corresponding activation energies. These pre-
exponential factors are also expected to be influenced by the integrity of the printed films and 
the preparation history of the test devices. Comparison of absolute values of the pre-
exponential factors would result in data redundancy. In order to investigate the variation of 
these conductances with particle loading, normalised values were used. For each sample, the 
normalised conductance, ia , associated with a pre-exponential factor ig 0 , in equation (5.18) 

















 .      (5.20) 
The average normalised conductance, iA  corresponding to ia  for a group of N  samples of a 
particular particle loading is then given by 
  








 .      (5.21) 
The variation of the normalised conductances with particle loading is shown in Fig. 5.28. The 
normalised conductances 1A , 2A , 3A , and 4A  correspond to the activation energies, 1 , 2 , 




Fig. 5.30: Dependence of normalised conductances (a) 1A , (b) 2A , (c) 3A , and (d) 4A  with 
particle loading for metallurgical grade silicon samples. 
The normalised conductance 1A  clearly decreases with particle loading for devices of 70% to 
80% particle concentrations as shown in Fig. 5.30 (a). For 2A , corresponding to 2 , it can be 
said that the normalised conductances are similar within the given measurement uncertainties 












above the upper percolation threshold and is lowest at 50% which is way below the upper 
percolation threshold. 4A  slowly increases with particle concentration with a tendency to 
saturate at high particle concentrations as in Fig. 5.30 (d). For a particular batch of samples, 
the normalised conductance prefactors were observed to increase with activation energy as 
illustrated in Fig. 5.31 for a group of samples of 80% particle concentration.  
 
Fig. 5.31: Correlation between conductance prefactors and observed activation energy for 80% 
metallurgical grade samples. 
Samples of other filler content and type showed a similar correlation. The normalised 
conductance prefactors is an indicator of the number of conduction paths. Fig. 5.31 shows 
that the number of conduction paths increases as the charge carriers acquire more thermal 
energy. 
As outlined before, the fit to the IV characteristic yielded two parameters: the diode ideality 
factor, , and the reverse saturation current, 0I . The evolution of 0I  with temperature for a 
cup and ball metallurgical grade silicon test structure is displayed in Fig. 5.32. The saturation 
current increases non-linearly with temperature as shown in Fig. 5.32. In fact, the increase in 
saturation current with temperature is exponential in nature and varies with temperature in a 













Fig. 5.32: Variation of saturation current with temperature for an M-Si test device. 


















,       (5.22) 
where i  is the activation energy for charge conduction and il0 is a pre-exponential factor 
which is proportional to the rate at which carriers are moving over barriers of energy i  
independent of the applied electric field. The activation energies obtained from the Io-T fits 
are the same as those resolved from the conductance analysis. 
The diode ideality factor is high at low temperature and decreases to a limiting value at high 
temperature for all samples measured as shown in Fig. 5.33. Generally, the diode ideality 
factor is very high, being about three orders of magnitude higher than that of a single junction 
diode at room temperature. This arises from the nature of the conducting nanoparticle 
network. A full discussion of the significance of the ideality factor for the nanoparticle 














Fig. 5.33: Evolution of the diode factor with temperature. 
Evident in the temperature profiles of 0I  and   are breaks in the otherwise smooth trends 
(e.g. at 70 K, 120 K, 210 K etc) giving an almost systematic clustering of data points. This 
was noted to be an artefact of the measurement process arising from instrument range change 
which was inevitable as the current source meter, nanovoltmeter and picoammeter were used 
in auto ranging mode as designed by the manufacturer, LakeShore Cryotronics Inc.. 
  
 Fig. 5.34: Typical temperature dependence of series conductance for a printed metallurgical 
grade silicon sample. 
The series conductance, ss RG 1  showed the same temperature dependence as the effective 
conductance described by equation (5.18). The breaks seen in the data points are due to 












Fig. 5.34. The same values of activation energies for conduction, i  and the conductance pre-
factors, ig0  were obtained from fitting equation (5.18) to the  TGs   data for the same 
temperature range. This shows that charge transport along any established path is limited by 
the effective barrier. Only charge carriers of energy at least equal to the effective barrier can 
flow along the path.  
 
5.5.2 Variable temperature Hall effect measurements 
Field dependent Hall effect data for silicon printed from milled nanoparticle inks were 
obtained at different temperatures extending from 15 to 345K. The sample geometry was 
based on the van der Pauw structure shown in Fig. 4.11 and measurement was performed 
using the LakeShore Hall effect measurement system. A two carrier model was used to fit the 
principal components of a magneto-conductivity tensor [10]. A rank 2 conductivity tensor 
was assumed since the printed film is a 2-dimensional layer. During the Hall effect 
experiment, the HMS performs repeated measurements in longitudinal and transverse 
directions to the layer in the van der Pauw test structure to obtain the average electronic 
transport characteristics of the sample. For this reason, it is justified to use a symmetric 
conductivity tensor for the analysis. The principal components of the conductivity tensor are: 
the longitudinal component, xx , and the transverse component, xy . The analysis also 
assumes symmetry in the direction of electric current in the measurement process. This is 
plausible based on the fact that the four silver contacts were symmetrically arranged so that 
each axis joining opposite pairs of contacts was oriented at 45  to the print direction giving 
the same projection with respect to the direction in which the silicon is printed.  
At a particular temperature, the conductivity tensor components for a material with a single 
type of charge carrier are given by [10] 






























where   is the mobility, q  is the charge, and B  is the magnetic field. For a system with 
more than one carrier type, the mobilities and carrier concentrations have to be averaged over 



























  ,        (5.26) 
where 2,1  Ni  in this study. To determine the carrier concentration and mobility of 
majority and minority carriers present in the nanoparticle network at each temperature, 
variable magnetic field measurements had to be performed. Fig. 5.35 shows the magneto-
conductivity data for printed silicon using nanoparticles milled from n-type silicon.  
  
  
Fig. 5.35: Magneto-conductivity behaviour of silicon printed from n-type nanoparticles at 
different temperatures. The solid lines are the two carrier model conductivity tensor 













The data show significant scatter owing to the high resistivity of the material under study. 
However the variable magnetic field Hall effect measurements enables data analysis that 
yields statistical averaging of the electrical behaviour of the material.  
To ascertain the influence of the substrate, the same variable temperature magneto-
conductivity measurements were performed using a reference sample consisting of the 
substrate with printed contacts alone but no silicon. For temperatures below 280 K, the 
substrate alone was too highly resistive to be measurable. For temperatures of 280 K and 
above, the substrate showed a small contribution which was relatively constant as 
temperature increased. For temperatures from 280-345 K, the fitting procedure included a 
background correction to account for the contribution from the substrate. For lower 
temperatures, the substrate would not be expected to significantly influence the Hall effect 
data.  
The analysis of the Hall effect data was performed in four steps. Initially equations (5.25) and 
(5.26) were fitted to the data to obtain mobility and carrier concentration values at each 
temperature point. Two pairs of such values were obtained at each temperature, the two pairs 
corresponding to the mobility and carrier concentration for each of the two carrier types. The 
temperature profiles for each of the four fit parameters was then plotted. Invariably the data 
was scattered about some average trend line in each case. In the second step, a 
phenomenological equation was fitted o the individual mobility temperature profiles so as to 
reconstruct clean data of the mobilities. In the third step, the mobility values obtained after 
the reconstruction were then set as fixed parameters in the magneto-conductivity model and 
the Hall effect data was refitted to obtain carrier concentration. Finally, the carrier 
concentration obtained in the third step was then set as fixed parameters in the magneto-
conductivity model and fitting repeated to obtain mobilities.  
Typical mobility and carrier concentration data for milled samples of 80% particle loading at 
300 K are shown in TABLE IV. From the data, it is evident that the conductivity of the 
silicon nanoparticle network is characterised by two carrier types of opposite sign. All the 
measured samples showed a majority carrier type which was consistent with the doping of the 
bulk material. No reversal of the expected carrier type was observed. However for 10% of the 
metallurgical grade samples there was no difference in the orders of magnitude of the 
concentration for the two carrier types. This was not surprising since the metallurgical grade 












among other impurities aluminium at 0.144% and phosphorous at 43 ppm which could make 
it p- and n-type doped respectively. 
TABLE IV: Hall effect data for typical samples printed from milled silicon nanoparticle inks at 80% particle 
concentration as measured at 300 K. N and P represents n- and p-type silicon based samples respectively, where 
as M represents metallurgical grade silicon samples. The number ‘80’ designates the particle concentration as a 
percentage. The last digits after ‘80’ are the print numbers in the series. H is the test structure designation, and 
the last digit is the location of the test structure on the printed substrate. en and hn are the electron and hole 








2) (2.031 0.014)x1013 (7.366 0.018)x1015 (8.717 0.073)x1012 
en  (1/m
2) (-1.023 0.052)x1015 (-4.974 0.27)x1013 (-9.61 0.031)x1015 
h (m
2/Vs) (6.087 0.035)x10-4 (5.83 0.10)x10-4 (3.67 0.018)x10-4 
e (m
2/Vs) (6.343 0.071)x10-3 (2.03  0.43)x10-3 (1.44 0.039)x10-4 
 
The temperature dependence of the zero field conductivity of a printed n-type test structure is 
















 ,       (5.27) 
where i0  is a pre-exponential factor which depends on sample preparation history and i  is 
the activation energy for conduction.  
Fitting equation (5.27) to the data in Fig. 5.36 yielded four activation energies for conduction 














Fig. 5.36: Zero field conductivity-temperature behaviour of a test structure printed from 
milled n-type silicon nanoparticles at 80% particle loading. The solid line is a model fit to the 
measurement data points. 
The normalised prefactors, i0 , obtained by fitting equation (5.27) to the conductivity data 
showed strong correlation with the corresponding normalised prefactors, ig0 , obtained from 
the conductance data. This correlation, shown in Fig. 5.37, is linear which further supports 















Fig. 5.37: Correlation between prefactors, ig0  and i0  obtained from variable temperature 
conductance and Hall effect data respectively. The solid line is a linear fit showing the strong 
correlation between the two sets of data. 
The variation of the electron and hole concentration for an n-type and a p-type sample of 80% 
particle loading is shown in Fig. 5.38 (a) and (b) respectively. From Fig. 5.38, it can be seen 
that the carrier concentrations increase with temperature in an exponential fashion. The two 
carrier types show similar temperature dependence with both carrier concentrations changing 
by up to six orders of magnitude over the same temperature range of 15-345K. The shapes of 
the carrier concentration-temperature profiles are similar to the conductance temperature 
behaviour shown in Fig. 5.25 and Fig. 5.36. The temperature dependence of the carrier 















nn          (5.28) 
where 0n  is a pre-exponential factor which is proportional to the number of carriers moving 
after acquiring a thermal activation energy of i . This model assumes that the transport of 
carriers is characterised by thermal activation over barriers of energy i . Equation (5.28) 













Fig. 5.38: Temperature dependence of sheet carrier concentration for (a) an n-type and (b) a p-type 
sample. Solid circles in the plots represent hole concentrations, whereas open circles represent electron 
concentration. Solid lines in (a) and (b) are model fits to the respective carrier concentrations. 
Statistical errors are similar in size to the plot symbols. 
Both the majority and minority carrier concentrations tend to reach saturation at high 
temperature. The minority carrier concentration is always lower than the majority 
concentration as expected. After fitting equation (5.28) to the majority carrier concentrations, 
it was established that hole conduction is characterised by three activation energies over the 
temperature range of 15-345K as opposed to four observed for electrons. The three low 
temperature activation energies characteristic of hole conduction are also common to electron 
conduction. Hole conduction cannot occur over barriers requiring up to 2500K of activation 
energy, unlike electron conduction. Essentially, the observed activation energies are similar 
to those observed from the previous analyses of conductance, series resistance and 
conductivity. Despite the outlined differences in activation energies for holes and electrons, 
fitting equation (5.28) to the effective carrier concentration for both p- and n-type samples 
yielded the same activation energies as obtained from the conductance analysis. The number 
of activation energies for electron conduction are the same as those obtained from the 
conductance analysis. TABLE V (a) and (b) summarises the activation energies obtained 
from analysing the temperature dependence of the concentration of holes and electrons for an 















TABLE V: Observed average activation energies for carrier conduction in printed silicon of 80% 
particle loading for (a) p-type samples, and (b) n-type samples.  
 (a)  
 1  (K) 2  (K) 3  (K) 4  (K) 
Electrons 54 36 508 130 1120 94 2456 190 
Holes 61 24 534 71 1303 130 - 
  
  (b) 
 1  (K) 2  (K) 3  (K) 4  (K) 
Electrons 43 16 517 110 1117 89 2638 280 
Holes 41 18 478 93) 1143 130 - 
 
The observations show that the transport of charge is characterised by thermal activation of 
carriers over barriers, which is consistent with the conductance-temperature measurements 
discussed in section 5.5.1. The relatively large uncertainties in the data are associated with 
the scatter typical of Hall effect measurements of highly resistive samples. 
To get an insight into possible scattering processes affecting charge transport, the Hall 
mobilities of electrons and holes were plotted as functions of temperature as shown in Fig. 
5.39. Both electron and Hall mobili ies slightly decrease with temperature and nearly 
followed a power law behaviour. Electron mobility was higher than hole mobility as expected 
owing to differences in their effective masses.  
 
Fig. 5.39: Variation of Hall mobility of electrons and holes for a sample printed from p-type silicon 












The room temperature hole and electron Hall mobilities were in the order of Vscm /10001 2  
and 1-10 cm2/Vs respectively. In this nanoparticle system, Hall mobilities refer to the 
movement of carriers that have been displaced from the longitudinal current. The measured 
Hall mobility refers to the movement of carriers inside the particles in the transverse direction 
and gives negative temperature dependence as opposed to that observed in polycrystalline 
systems. The general decrease of mobilities with temperature is attributable to temperature 
induced scattering processes which become more pronounced as temperature increases. This 
is expected since the carrier relaxation time between scattering events decreases with 
temperature. As temperature increases, the density of phonons increases and acoustic phonon 
interaction is expected to increase. Theoretical calculations reveal that the temperature 
dependence of mobility due to acoustic phonon scattering in non-polar semiconductors such 
as silicon varies as 2
3
T [12]. The temperature dependence of mobility in the printed silicon 
network can be described by a pT   law, where 055.0725.0 p  for both electron and hole 
mobilities. To a good approximation, the mobility therefore varies as 4
3
T . The reduction in 
the magnitude of the power law exponent from  23  to 43  can be attributed to additional 
scattering rates arising from the surface of the nanoparticles and the nature of the interface 
between the particles. This interface scattering effect is envisaged to be large and relatively 
constant resulting in very short times in between collisions giving rise to the characteristic 
low mobilities which weakly depend on temperature. This further supports the fact that the 























Both the nanoparticles produced by chemical vapour synthesis (CVS) and high energy 
milling were electrically active, and provided the platform to study charge transport 
characteristics in the particle networks. The average size of milled particles had a log-normal 
size distribution with a median size of the order of 100 nm whereas those produced by CVS 
averaged 35 nm. The high energy milled silicon nanoparticles formed stable clusters of 
different sizes such that primary particles were not easy to resolve using microscopy 
techniques. TEM micrographs and SAXS measurements determined the average size of the 
silicon particles to be 80 nm [1]. Typically when printed they form dense clusters of average 
size of approximately 500 nm [2, 3]. It was shown that clustering of the particles occurs even 
in powder form before further processing procedures such as ink mixing and printing. 
Nonetheless, both the mixing of the powder with a liquid to form the ink, and the printing 
process may result in the rearrangement of the clusters. The need to fabricate uniform layers 
of ideally identical resistances between test devices was fully appreciated. However, the 
properties of the printed films were tightly linked to several production variables which could 
be traced to the nanoparticle production process, ink formulation, control of print parameters, 
and sample preparation for electrical characterisation. As a result, the final electrical 
characteristics were understood to be a compromise between each of these variables. In spite 
of this, close monitoring of all processes was performed to ensure a reproducible behaviour 
of test structures with a similar preparation history.  
Scanning electron microscopy of the printed films revealed that the silicon layers were highly 
porous with most of the surface non-uniformity coming from the regular structure of the 
screen mesh pattern. It has been shown that there is no complete coverage of the particles by 
the insulating binder in the printed film, with the result that the network of particles 
resembles that of a nano-porous material. Calendaring the layers resulted in near smooth 
layers with reduced pinhole density and lower resistivity. In cross-sectional SEM images 
there was no evidence of delamination at the interface between the printed silver and silicon. 
Layers printed from silicon ink with a particle concentration less than 80% by weight showed 
excellent layer integrity and mechanical stability at the expense of conductivity. SEM 
micrographs of printed silicon films showed clustering of nanoparticles which in turn 
aggregated to form bigger clusters resulting in a self similar network of clusters. This 












move. The arrangement of the constituent primary nanoparticles in the respective clusters can 
have a direct influence on the manner in which charge moves through the network. For 
particles which are touching, the dynamics of charge transport can be described by bond 
percolation theory, whereas for those in films printed from inks of particle concentration well 
below the upper percolation threshold, which may not be touching, charges move by 
diffusion or site percolation [4, 5].  In a broad sense, milled particles showed a more complex 
morphology than those produced by CVS. TEM images showed milled silicon nanoparticles 
to be irregularly shaped and rough as a result of chipping off during milling, with a broad size 
distribution characterised by more or less spherically shaped small particles and elongated to 
oblate spheroidal larger particles. Nanoparticles produced by CVS were smooth and faceted 
and formed branches and chains with a reasonable proportion of them showing signs of 
sintering. The morphologies of the particles are expected to influence the nature of barriers 
between the particle-particle or cluster-cluster interfaces. TEM has also revealed milled 
particles to be poly-crystalline. The grain boundaries associated with the internal structure of 
the particles represents another form of interface which presents similar potential barriers to 
charge transport as inherent in the particle-particle boundary. Nanoparticles produced by 
CVS were predominantly single crystalline, hence internal interfaces would not be expected 
to govern charge migration. 
The IV characteristics for both types of printed silicon test structures typically showed a form 
associated with a symmetric diode, which is the same as that of a varistor, and which was 
sensitive to both electric field and temperature. The equivalent circuit of the test structure 
under operation consists of a diode in series with a resistor as shown in Fig. 5.18. This means 
that the charge transport is governed by the effective barrier or junction represented by the 
diode and the aggregated series resistance of the conduction path. The series resistance 
controls the shape of the IV curve under high absolute potential, whereas the effective diode 
dominates at low voltage. The differential resistance of the printed layer decreased with 
increasing temperature. This is evidence that charge transport in the nanoparticle network is 
thermally activated. It can also be noted from the varistor characteristics that the printed 
silicon is also susceptible to field activation. This study focused on the activation of transport, 
and therefore most results are presented in terms of the limiting conductance of the silicon 
network at zero applied voltage. Moreover, analysing conductance at low voltage reduced the 
influence of the series resistance, hence enabling the characteristics of the dominating 












particles or clusters, there is a potential barrier or well. If we consider a particle to particle 
interface as shown in Fig. 6.1, and for high electric field and thin potential barriers (common 
for highly doped materials), 
 
Fig. 6.1: Charge transport across a particle-particle interface. Carrier transport can be (a) 
activated over the barrier or (b) through tunnelling. 
charge carriers tunnel through the barrier as shown in (b), whereas for lowly doped materials 
and at low electric field, carriers tend to surmount barriers as in (a). Moreover a high electric 
field distorts the shape of the barrier significantly. To extract information about the size of the 
barriers, using the conductance at low voltage ensured that the shape and size of barriers was 
not distorted. In this way the characteristic activation energies for charge transport were 
estimated. For conventional metal-bulk crystalline semiconductor interfaces, it is common 
practice to associate the symmetry of the observed IV curve with the two barriers at the 
metal-semiconductor boundaries [6]. The system under study is composed of a network of 
interfaces which are expected to present barriers to charge flow in addition to the two metal-
semiconductor interfaces. Each of the individual interfaces presents a diode characteristic to 
the final and observed IV curve with the result that the system can be imagined to be 
composed of a network of such diodes in series and parallel such that at a particular 
temperature, only the effect produced by the limiting or effective barrier is observed. A 
simple illustration of this network of barriers is shown in Fig. 6.2. In each of these cases, the 
barriers marked with an asterisk limit the flow of charge from A to B. The remaining 














Fig. 6.2: Schematic illustration of the occurrence of the limiting barrier for (a) a series of 
different sizes of barriers, and (b) a parallel combination of barriers. 
Fig. 6 (b) also shows the significance of a material having different potential percolation 
paths. The path containing the asterisked barrier dominates the charge transport owing to the 
smaller activation energy for transport. Hence the asterisked barrier limits the conductivity of 
the incumbent material since essentially no conduction occurs through the larger barrier in 
the alternative branch. 
The low voltage conductance-temperature behaviour of the printed silicon networks has been 
shown to be described by a parallel conductance model that yields four characteristic 
activation energies for charge conduction in milled silicon nanoparticle networks. This means 
that the silicon nanoparticle network is characterised by a wide distribution of barriers whose 
energies cluster around four values. These activation energies were obtained as characteristic 
temperature values centred around 15 K, 450 K, 1200 K, and 2300 K. The effective 
activation energy measured at low temperature is the smallest and has been observed to be 
associated with the smallest pre-exponential factor in the conductance term 
 TgG 10101 exp  . The higher the   value, the greater the pre-exponential factor. At low 
temperature, the charge carriers are expected to possess enough energy to surmount low 
barriers. As temperature increases, the thermal energy of the carriers increases, thereby 
enabling them to be excited over higher barriers. The pre-exponential factor in the 
conductance term is proportional to the number of paths contributing to the conductance at a 
given temperature. As temperature is elevated, the observed conductance manifests as an 
increase in the pre-exponential factor. This translates into an increase in the number of charge 
transport paths as carriers acquire enough energy to surmount larger barriers. 
The diode ideality factor for the nanoparticle networks has been observed to be unusually 












range of 15-345 K and one order of magnitude lower for nanoparticles produced by CVS. In 
general, the ideality factor is taken as unity for an ideal single step barrier such as the one 
schematically represented in Fig. 6.3 (a), and for bulk crystalline semiconductor materials in 
which drift and diffusion are the predominant transport mechanisms [7]. 
 
Fig. 6.3: Potential drop across step barriers of height   for (a) a single barrier, (b) two 
barriers, and (c) n-barriers. 
If it is imagined that a potential difference, V , is applied across A and B in (a), the potential 
energy drop across the barrier will be proportional to  TKeV Bexp . For two step barriers of 
the same height shown in (b), the potential drop across each barrier will be proportional to 
 TKeV B2exp . For   barriers, the potential drop will be proportional to  TKeV Bexp  
where   is perceived to be the ideality factor in this context. An increase in the ideality factor 
scales the applied voltage resulting in reduced electric field at each individual barrier. This 
slows down carriers such that carrier recombination becomes more pronounced. The case of 
step barriers presented above is an oversimplified one. A high ideality factor may also be 
envisaged as being a superposition of barriers of different thickness, size and shape as shown 
in Fig. 6.4.  
 
Fig. 6.4: Other considerations giving rise to high ideality factor: (a) wide step, (b) multiple 












An idealised wide step barrier can be viewed as resulting from the superposition of barriers of 
similar heights as shown in Fig. 6.4 (a). If the step barriers are of similar widths but different 
heights, then the effective barrier can be represented as in Fig. 6.4 (b). For several thin 
barriers of different heights, the effective barrier assumes a triangular shape as in Fig. 6.4 (c). 
In the light of Fig. 6.3, the diode ideality factor obtained as a fitting parameter to the IV curve 
of the test structures correlates with the number of barriers or interfaces crossed by carriers in 
moving through the nanoparticle network between two electrodes. The ideality factor is 
influenced by the number of junctions in the percolation path because the applied absolute 
potential is divided over a large number of junctions. 
The ideality factor is very high at low temperature and decreases in a near exponential 
fashion with temperature. Combining this understanding of the ideality factor with the 
conductance and activation energy, a plausible explanation can be given in view of the charge 
transport mechanism in the nanoparticle silicon network. At low temperature, carriers have 
only enough thermal energy to surmount low barriers. In spite of the multitude of connected 
particles, the charge carriers can only follow paths of low activation energy. As a result the 
conduction path becomes long and winding. This tortuosity of the conduction path will 
manifest as high ideality factor as a result of carriers crossing many interfaces. If each 
particle is regarded as a resistor, then the long winding path will map out many resistors in 
series. This results in high resistance which shows as reduced conductance. As temperature 
increases, charge carriers acquire more energy to surmount higher barriers resulting in the 
conduction path being more direct resulting in relatively low values of the ideality factor. 
Four activation energies were resolved for the nanoparticle network based on milled silicon, 
whereas only three were obtained for the network composed of particles produced by CVS. 
The smallest activation energy of 15 K was common to both silicon networks and was 
unaffected by the change in particle loading. The activation energies, 2  and 3  for milled 
silicon samples were sensitive to particle concentration with a tendency to saturate at high 
concentrations. 4  was observed to be invariant with change in particle loading. Analysis of 
Hall effect data showed that this high activation energy, K23004   cannot be linked to the 
arrangement of the particles in the layer. The high activation energy was resolved for electron 
conduction only. This high activation energy is large enough in magnitude and spatial extent 












be the presence of an electron trap state below the conduction band of the printed silicon. 
This is illustrated in Fig. 6.5.  
 
Fig. 6.5: Energy band diagram showing the electron trap state. b  is the barrier height due to  interface 
band bending. 
At high temperature, electrons hop via the trapped state, after acquiring energy of at least 0.2 
eV, into the conduction band. This electron trap can be envisaged as a weakly localised 
electron state with an energy level corresponding to a characteristic temperature of 
approximately 2300 K. A possible candidate for this state is a silicon dangling bond which 
introduces a weakly localised energy state in the band gap at about 0.2 eV from the 
conduction band edge [8].  
In section 5.5.2, the concentration of mobile carriers has been shown to be thermally 
activated. The temperature dependence of both holes and electrons has been shown to be 
characterised by three common activation energies, irrespective of the type of dopant. This 
implies that the three low temperature barriers to carrier transport are symmetric with respect 
to the type of charge carrier. Based on this, the three activation energies are attributable to the 
interface between particles. If two particles of silicon are in contact with each other as shown 
on a double interface energy band diagram in Fig. 6.6(a) and (b), the silicon particles will 
have their bulk Fermi levels matching since the particles are identical. A different Fermi level 
is anticipated at the interface due to the surface characteristics of the particles with the result 
that band bending occurs after equalisation of the Fermi levels, as shown in Fig. 6.6(c) and 
(d). Fig. 6.6 (a) and (c) show the dynamics of band bending in the case where the Fermi level 












potential well. On the contrary, if the Fermi level of the interface is lower than the Fermi 
energy of the particles, a potential hill is formed. After equilibrium, electrons need to possess 
energy of at least be  to move across the interface. Similarly, a hole needs the same amount 
of energy to migrate across the interface in the opposite direction. 
 
Fig. 6.6: Energy band diagram of identical particles in contact forming an interface with an effective 
Fermi level which is (a) higher and (b) lower than the common Fermi level of the particles before 
equilibrium. (c) and (d) show the band structure at equilibrium. EF1 and EF2 are the respective Fermi 
levels of particles 1 and 2. Ev1, EV2, and Ec1, Ec2 are the valence bands and conduction bands 
respectively. b  is the interface barrier height or depth of the potential well. 
When the band bending is not so pronounced, as in the case where the Fermi level of the 
interface nearly matches that of the internal structure of the particles, the interface barrier 
becomes smaller but will still be symmetric with respect to transport of holes and electrons. 
This explanation tallies with the observation of the three common activation energies for 












Particles may be in contact in different orientations: face to face, and face to corner or face to 
edge. Based on this explanation, the activation energy of 15 K is associated with particles that 
make good contact with each other and in contact face to face as can be expected in a dense 
cluster. The activation energies of 450 K and 1200 K may be associated with other particle 
orientations which are more likely to be at cluster-cluster interfaces, i.e face to edge or face to 
corner.  
Alternative explanations for the occurrence of the characteristic activation energies may be 
based on considering the distance between the particles. It is expected that the transitions 
across wide gaps are more difficult than those across narrow separations. Correspondingly, 
wide separations require higher activation energy than for particles in intimate contact. In this 
study, the interrelation between activation energy and separation between particles and 
clusters may be supported by the fact that for a particular particle loading, the activation 
energy for charge transport increases with temperature. At high temperatures, charge carriers 
have more energy to hop to more distant sites. The consideration of separation between the 
conducting segments becomes questionable if the dependence of activation energy on particle 
concentration is considered. It is logical to expect the separation between the particles to 
decrease with increase in particle loading. This would directly translate to a lowering of the 
activation energy for conduction. This is not the case for the silicon nanoparticle network 
under this study. The activation energies gradually increased with particle concentration. The 
contact between particles is poor in high particle loading samples, resulting in slightly higher 
barriers possibly due to wider separation between particles.  
For the chemical vapour synthesised nanoparticles, the activation energy of 15 K is for 
particles making good contact, whereas the 180 K and 970 K represent activation of carrier 
transport between the clusters. The fourth activation energy cannot be resolved because these 
particles are heavily p-type and the electron trap cannot influence the hole transport. The 
differences in the size of activation energies between the two types of silicon nanoparticles 
are due to the different morphology of the particles. The effective area of contact between 
particles may be influenced by the surface structure of the particles with the result that rough 
particles such as those produced by milling would be expected to show different charge 
transport features from those seen in particles produced by CVS, which are smooth and have 












Essentially the observed temperature dependent conductivity behaviour of the silicon 
nanoparticle network is due to the transport of carriers across barriers. The observed apparent 
increase in carrier concentration with temperature should not be interpreted as carrier 
excitation across the band gap, but as the increase in concentration of mobile carriers. Carrier 
excitation across the band gap is not expected since the activation energies involved cannot 
exceed 0.2 eV which is only about 18% of the band gap of silicon. Thus, findings from the 
Hall effect experiment are consistent with conductance-temperature measurements which 
established the presence of barriers which limit the movement of charge carriers.  
Accordingly, the conductivity of a printed silicon network is limited by charge transport 
across the interface between particles. The increase in apparent carrier concentration is 
indirect evidence for the thermal activation of carriers over barriers. The observed activation 
energies for conduction have been shown to be characteristic of the printed silicon. Samples 
printed from silicon nanoparticles of different morphology are characterised by different 
activation energies for charge transport.  
Electrical conductivity is dependent on the carrier concentration and mobility of charge 
carriers. The temperature dependence of conductivity in turn depends on the combined 
temperature dependencies of carrier concentration and mobility. For bulk semiconductor 
materials, the mobility is generally expected to decrease with temperature due to the 
interaction of moving charge carriers with impurity centres in the case of doped materials 
[10], and scattering from lattice vibrations [11]. It has been shown that for the printed milled 
silicon nanoparticle network, the Hall effect mobility very slightly decreases with 
temperature. This can be taken as an indirect indication that the observed behaviour of the 
charge transport is not significantly due to the internal structure of the nanoparticles. It may 
be attributed to a dominant carrier scattering process occurring in the nanoparticle network. It 
can be speculated that the dominant scattering processes occur at the interface between the 
particles. The observed effective carrier concentration increases by up to six orders of 
magnitude over the extended temperature range of 15-345 K. However, this does not translate 
to an increase in carrier generation. In the nanoparticle system under study, there is no carrier 
generation. Carriers are injected from the electrodes and their transport is modulated by 
barriers in the system. The increase in the effective carrier concentration is due to an increase 












The measured Hall mobilities are comparable to those of highly resistive single crystalline 
silicon [12], yet the effective conductivity of the printed silicon is lower. Moreover, the 
measured carrier densities for the printed silicon composite show a significant reduction 
compared to the room temperature carrier densities of the parent bulk materials. The 
explanation to this lies in interpreting the Hall effect experimental data. The Hall effect 
experiment measured local mobilities in the particles. Subject to applied fields, charge 
carriers in a particle move at high average speed within a particle and are deflected in a 
direction transverse to their average drift velocity. These high mobilities are then measured 
by the Hall effect experiment. For a specific conductivity, the carrier concentration will then 
show as a low value. The measurement will then yield an apparent carrier concentration 
which is lower than the total carrier concentration. As mentioned before, this apparent carrier 
concentration correlates with the number of mobile carriers across the interface between 





























This study has shown that the charge transport in a printed silicon nanoparticle system is 
unique. The charge transport is significantly limited by the properties of the interface between 
the particles making up the network and an electron trap. It is best described as single range 
hopping, as carriers move between particles and clusters, and percolation, as charge carriers 
map out preferred paths. Direct evidence of a hopping percolation transport model has been 
presented alongside a simple approach to resolve the activation energies for transport into 
their different components based on their origin.  
The charge transport is characterised by the activation of carriers and the temperature 
dependence of conductivity essentially follows a superposition of pure Arrhenius behaviours. 
The IV characteristic of the printed silicon is marked by an unusually high ideality factor 
which is about three orders of magnitude higher than that expected of an ideal single junction 
diode. The high values of ideality factor arise from the scaling of applied absolute potential 
over many interfaces along the average conduction path. The ideality factor, which is 
proportional to the number of junctions in the percolation path, and the conductance show 
strong temperature dependence, which is characterised by the freeze-out of some percolation 
paths at low temperature.  
Charge conduction in printed silicon samples produced using milled nanoparticles is 
characterised by four activation energies for conduction centred around 15 K, 450 K, 1200 K 
and 2300 K, whereas the conductivity of printed silicon from chemical vapour synthesized p-
type nanoparticles could be described by the superposition of three Arrhenius dependencies 
corresponding to conduction paths with three activation energies of 15 K, 180 K and 970 K. 
The three low temperature activation energies for milled silicon samples were established by 
Hall effect measurements to be common for both hole and electron conduction. These can 
therefore be attributed to band bending at the interface between particles, since the interface 
barriers arising from the band bending are symmetric with respect to both electron and hole 
conduction. The highest activation energy of 2300 K was observed only for electron 
conduction and hence can be interpreted as arising from the activation of electrons from a 
trap state on the surface of the particles. In this light, the observed three activation energies in 
the printed chemical vapour synthesised samples, which were highly doped p-type, were all 
attributed to the barriers at the interface between particles since the conductivity is mainly 
dominated by hole conduction. The activation energy of 15 K originates from interface band 












activation energies of 450 K and 1200 K in layers produced from milled nanoparticles were 
slightly sensitive to particle loading and were associated with band bending at cluster-cluster 
interfaces. At these interfaces, particles can be in contact face to edge or face to corner. The 
sensitivity of these activation energies to particle loading is due to the fact that the contact 
between particles in a printed layer of high particle concentration is poor, possibly resulting 
in more distant separation between particles as particle loading increases. It then requires 
slightly higher activation energy to establish percolation paths through such interfaces. 
Hall effect measurements have further shown that the Hall mobility inside the nanoparticles 
is very weakly dependent on temperature. The Hall mobility of electrons was higher than that 
of holes as expected due to differences in their effective masses. Holes and electrons showed 
similar temperature dependence of Hall mobility. This suggests the presence of a dominant 
scattering mechanism that affects holes and electrons in a similar way. This indirectly 
suggests that the charge transport is not significantly affected by the internal structure of the 
particles. As such, the observed increase in conductivity with temperature in the printed 
silicon nanoparticle system is attributed to an increase in the carrier hopping frequency over 
barriers. The increase in carrier transmission frequency shows as a positive temperature 
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