Abstract: This paper proposes a voice activity detection (VAD) method in a kernel subspace domain to improve the performance of the kernelbased VAD. A linear transform matrix that can simultaneously diagonalize the two covariance matrices using kernel principal component analysis is presented to generate the kernel subspace. The likelihood ratio test based on Gaussian distributions is applied for the VAD in the kernel subspace. Experimental results show that the proposed VAD algorithm outperforms the conventional approaches under various noise conditions.
Introduction
Voice activity detection (VAD) is a core technique used in signal processing to distinguish speech from background noise. Many statistical model-based VAD algorithms using a likelihood ratio test (LRT) as a decision criterion have been developed in several linear and nonlinear transform domains. [1] [2] [3] [4] [5] [6] These methods require the statistical models of the noise and noisy speech signals to describe their distributions more accurately in each domain. The linear transform domain for VAD includes discrete Fourier transform (DFT), 1,2 discrete cosine transform (DCT), 3 Karhunen-Lo eve transform (KLT), 3 and signal subspace 4 domains, while the kernel feature space 5 is one of the nonlinear transform domains for VAD. 6 Recently, the kernel-based VAD algorithm in a nonlinear transform domain has been proposed and shown good performance. 6 The kernel-based VAD used multivariate Gaussian distribution (GD) and approximated covariance based on kernel principal component analysis (KPCA) (Refs. 5 and 7) to represent the nonlinear characteristics of the speech and noise signals. However, this approach has a drawback such that the LRT in the kernel feature space is not an exact solution because the approximated covariance matrices are used to compute the likelihood function.
In this paper, a statistical model-based VAD algorithm in a kernel subspace domain to improve the performance of kernel-based VAD (Ref. 6 ) is proposed. A linear transform matrix to represent the kernel subspace is obtained by simultaneous diagonalization of the noisy speech and noise covariance matrices using KPCA. In the kernel subspace, the statistical models based on the GD are presented to model the noise and noisy speech components, respectively, and they are employed for the exact LRT for the VAD. a) Author to whom correspondence should be addressed.
Experimental results indicate that the proposed kernel subspace-based algorithm produces better results compared with conventional approaches in other domains and ETSI AMR VAD option 2 (Ref. 8) under various signal-to-noise (SNR) conditions.
Statistical VAD in the kernel space
In this section, we briefly review the kernel-based VAD suggested in the previous study. 6 Let x represent the clean speech vector and n be the additive noise vector, which is assumed to be uncorrelated with the clean speech vector. The observed noisy speech vector y is then given by y ¼ x þ n where x, n, and y are the D-dimensional vectors that are made up of time-domain samples in the original data space R D . Let / : R D ! R F be a nonlinear mapping function from the input space to a higher-dimensional kernel feature space R F , where F > D and F could even be infinite. Then /ðnÞ and /ðyÞ are the nonlinearly mapped vectors in the kernel feature space corresponding to n and y, respectively. Although the vector /ðyÞ or /ðnÞ are generally unknown explicitly, it should be noted that their inner products can be evaluated by using the kernel trick. 5 For example, the kernel representation of the noisy vectors for the inner products in R F is defined by kðy i ; y j Þ ¼ /ðy i Þ T /ðy j Þ, where kðÁ; ÁÞ is a kernel function and T denotes a matrix transpose.
Given two hypotheses H 0 and H 1 , which, respectively, indicate speech absence and presence, it is assumed in the kernel feature space that H 0 : Speech absent: /ðyÞ ¼ /ðnÞ and H 1 : Speech present: /ðyÞ ¼ /ðx þ nÞ. With the multivariate GDs assumption, the distributions of the noisy speech vector /ðyÞ conditioned on both hypotheses are then given by
where l 0 and l 1 are the mean vectors and R 0 and R 1 are the covariance matrices of the noise vector /ðnÞ and the noisy speech vector /ðx þ nÞ, respectively. Let U 0 ¼ ½/ðn 1 Þ; …; /ðn N 0 Þ and U 1 ¼ ½/ðy 1 Þ; …; /ðy N 1 Þ be the noise and noisy vectors in the feature space corresponding to N 0 independent noise vectors fn 1 ; …; n N 0 g and N 1 independent noisy vectors fy 1 ; …; y N 1 g, respectively. Then the mean vectors for the noise and noisy signals are estimated byl 0
T is an N l Â 1 vector. Also, the covariance matrices are estimated bŷ
where, for
Þ and I N l is a N l Â N l identity matrix. The eigenvalues and eigenvectors ofR 0 andR 1 can be obtained using the KPCA technique. 
with eigenvalues K 0 and K 1 , respectively. 6 The covariance matricesR 0 andR 1 are rank-deficient due to insufficient number of samples, i.e., N 0 ; N 1 ( F . Because the computation of the inverse covariance matrices in Eqs. (1) and (2) are impossible, the approximated covariance matrices with a fixed small value q are used in the previous study 6 bŷ
where
, and the top r l eigenvectors V l; r l ¼ ½v l; 1 ; …; v l; r l and eigenvalues K l; r l ¼ diagfk l;1 ; …; k l; r l g are used. Based on Eq. (5), the GDs in Eqs. (1) and (2) can be computed using the noise and noisy vectors, and the kernel trick (see Ref. 6 for more details). Accordingly, the likelihood ratio test (LRT) for VAD in the kernel feature space is computed by
with n denoting the threshold of detection.
Kernel subspace-based VAD
We present a technique to find a lower dimensional subspace of the kernel feature space and to model independently the signal components in that subspace. To find a linear transform matrix U that represents the low dimensional kernel subspace, we propose the approach similar to the method 9 that can simultaneously diagonalize the two matrices, R 0 and R 1 using the KPCA as follows (see the Appendix for the detailed derivation):
Note that P and K are the eigenvector and diagonal eigenvalue matrices of the matrix B defined in Appendix. Letting K be the dimensionality of the kernel subspace, U ¼ ½u 1 ; …; u K is the F Â K matrix and K ¼ diagfk 1 ; …; k K g is a diagonal matrix. It is noted that U can be expressed as a linear combination of /ðn 1 Þ; …; /ðn N 0 Þ such that
0 P is a N 0 Â K matrix of combination coefficients. If u 1 ; …; u K are linearly independent, the K-dimensional subspace R K of the kernel feature space R F can be spanned by u 1 ; …; u K . Note that the subspace R K is called as the kernel subspace generated by the simultaneous diagonalization.
Given any noisy speech vector y, the projection of nonlinear mapped vector /ðyÞ into the kernel subspace, denoted as z, is given from Eq. (8) by
where k y ¼ U T 0 /ðyÞ ¼ ½kðn 1 ; yÞ; …; kðn N 0 ; yÞ T . The important property of the kernel subspace is that the covariance matrix of the transformed signal is diagonal. Both covariance matrix K of the noisy speech and the covariance matrix I of the noise are diagonal. Because the signal components in the kernel subspace domain are uncorrelated, it is possible to adopt the statistical distributions to model them independently and use those distributions to construct the exact LRT for the VAD. For this, we first let z 0 ¼ U T /ðnÞ and z 1 ¼ U T /ðx þ nÞ be the noise and noisy component vectors. Based on Eq. (9), two hypothesis models in the kernel subspace domain are given by H 0 : Speech absent: z ¼ z 0 and H 1 : Speech present: z ¼ z 1 where z ¼ ½z 1 ; …; z K is the K-dimensional component vector defined in Eq. (9) . Then, the mean vectors and covariance matrices of the noisy speech component vector z conditioned on both hypotheses can be estimated from Eqs. (7) and (9) by
where Cov½Á represents the covariance, m 0 ¼ ½m 0;1 ; …; m 0; K , m 1 ¼ ½m 1;1 ; …; m 1; K , and K 01 is defined in the Appendix. It is assumed that the noisy speech components conditioned on both hypothesis are independently distributed according to the GDs with means m 0 and m 1 and covariance matrices I and K, respectively, as follows:
Then the likelihood ratio in the kernel subspace domain is given by
The final VAD decision rule for VAD is given as log W 0
Implementation and results
The proposed VAD algorithm can be implemented in the following five steps. Initialization: Compute K 0 ,K 0 , V 0 , and K 0 using the noise vectors n 1 ; …; n N 0 collected during speech absent frames.
For each speech frame, do
Step 1: Compute K 01 with ðK 01 Þ ij ¼ kðn i ; y j Þ andK 01 using the noisy vectors y 1 ; …; y N 1 .
Step 2: Perform the eigen-decomposition of B ¼ ðK
Step 3: Find U using Eq. (8), and calculate m 0 and m 1 in Eqs. (10) and (11), respectively.
Step 4: Calculate z 1 ; …; z N 1 corresponding to y 1 ; …; y N 1 using Eq. (9).
Step 5: Compute W using Eq. (15) and decide H 0 or H 1 by comparing log W with the threshold n.
To implement the proposed kernel subspace-based VAD algorithm, the speech signals were processed on a frame-by-frame basis. A rectangular window was used to obtain a frame. We divided the speech signal into overlapping frames of length L with a 50% overlap. Every frame was divided into N ¼ 2L=D À 1 smaller D-dimensional overlapping vectors with a 50% overlap. For speech signals sampled at 8 kHz, we chose L ¼ 160 (20 ms) and D ¼ 20 samples to construct the noisy speech vectors. These values were selected for the sake of the performance and computational complexity. For the noise vectors, we examined the performance by varying the frame length. We found that the longer frame length L ¼ 480 (60 ms) produces the best detection performance. These frame lengths yield N 0 ¼ 15 noisy speech vectors and N 1 ¼ 47 noise vectors, respectively, in one frame. The centered Gram matrices K 0 andK 01 were obtained using the noise and noisy vectors, and eigenvalue decompositions were performed on the Gram matrixK 0 and matrix B in Eq. (A2) separately. The number of components for each eigenvector was computed as the number of eigenvalues that exceed zero. The LRT in the final VAD was performed for each frame consisting of 15 noisy component vectors. The same hang-over scheme was used as in the method of Cho and Kondoz. 10 For the noise statistics, it was assumed that the sentences used in the test begin with the noise-only periods such that the noise vectors were initially constructed using the signal samples from the initial silence frames of the sentences. The noise statistics and the noise vectors were adaptively updated during the periods where the speech signal is absent. The noise statistics can be further improved by combining other relevant noise estimation techniques incorporating the scheme such as the minimum statistics or noise flooring, 11, 12 For all our experiments, we used the Gaussian kernel function because it has been widely used in the kernel related VAD approaches. 6 It is defined as kðy i ; y j Þ ¼ exp½Àðjjy i À y j jj 2 =2r 2 Þ where r is the kernel parameter to control the width of the Gaussian kernel. Instead of using a fixed value, we chose r to be adaptive according to the noise and noisy speech levels. The noise and noisy speech levels are defined as r
For the noise Gram matrix K 0 , the noise kernel parameter, r y Þ, where a r is a weighting parameter. This parameter is adaptively determined based on SNR. Here a r should be decreased as SNR increases because the magnitude of the noisy speech become more dominant in higher SNR conditions. The SNR was estimated for each frame using the 160 noisy samples and 480 noise samples, and smoothing was performed across frames. Note that the SNR was estimated using the noisy and noise samples not supplied to the algorithm as prior knowledge. Also all statistical-based VAD approaches in this work have used the same initial noise estimation for fair comparison; this implies that any of the other algorithms do not require any prior knowledge. The values in the experiments were a r 2 ½0:95; 0:5 and C ¼ 20. Through the various experiments, this adaptation for kernel parameter has found to be effective.
For the VAD test, we made reference decisions for a clean speech material of 456 s in length by manually labeling at every 10 ms frame. The percentage of the speech sounds was 58.2%, which consists of 44.8% voiced sounds and 13.4% unvoiced sounds. To simulate noisy conditions, we added the white and babble noises from NOISEX-92 database to the clean speech waveform at a variety of SNRs (0, 5, 10, and 15 dB), respectively. To evaluate the performance of the proposed algorithm, we investigated the speech detection and false-alarm (FA) probabilities (P D and P FA ) for each VAD algorithm. Notice that the value P D is the probability that speech is detected at the condition that speech is present, and P FA is the probability that speech is detected when no speech is present.
The proposed kernel subspace-based approach was compared with the DFTbased, 1 signal subspace-based 4 and kernel-based 6 VAD algorithms. In addition, the standard VAD method such as ETSI AMR VAD, 8 option 2 was included for comparison. Figures 1 and 2 show the receiver operating characteristics (ROC) curves in the white and babble noise environments, respectively. In the case of white noise, which is shown in Fig. 1 , the performance of the kernel subspace-based approach was almost the same as the subspace-and kernel-based approaches at the lower SNRs. However, for the higher SNR condition (10 and 15 dB), the proposed approach was better than the subspace-and kernel-based approaches. The kernel subspace-based algorithm outperformed the DFT-based approach and the standard VAD algorithm such as ETSI AMR VAD option 2 at all SNR conditions. As for the case of babble noise shown in Fig. 2 , the proposed algorithms yielded a performance superior to the DFT-and signal subspace-based approaches and a better performance than the kernel-based method at 10 and 15 dB SNR and a similar performance as that of the kernel-based approach at 0 and 5 dB SNR. The difference in detection performance between the proposed method and other approaches was much more distinct as the SNR gets higher. From the experimental results, it is evident that the proposed kernel subspace-based approach provides higher or similar performance than the AMR and the conventional algorithms in other domains at all SNR conditions.
Conclusions
We have presented a VAD algorithm in the kernel subspace domain. The kernel subspace was generated by simultaneously diagonalizing covariance matrices of the noise and noisy speech signals in the kernel feature space. Experimental results have shown that the proposed kernel subspace-based VAD algorithm outperformed the conventional VAD approaches at the high SNR conditions.
