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CHAPTER I. INTRODUCTION 
Objective 
This thesis derives an exact fo rmula for the var i ance of a forecast of 
an endogenous variable which is made with a forecast of an exogenous vari-
able, and also present s formulas fo r variances of various measures of 
consumer welfare . The objective of this thesis is t o provide these formu-
las as a means by which forecast r e searchers are able to report a predicted 
event along with a measure of the exact reliability of that prediction. 
Policy makers can then use this measur e to their discr etion when evaluating 
the accuracy of the predic ted event. 
Econometric Forecasting 
Prior t o the advent of the computer age , forecasting was regarded 
as a relatively simple science . In its earlier form , fo recas ting involved 
the use of human judgements by those who were learned in the field. The 
success of this process hinged on the individua l expertise of the fore-
cas t er who was r esponsible for considering a l l relevant information and 
examining all pertinent indicators. A forecaster ' s effectiveness de-
pended upon a sound intuitive feel for the commodity being fo r ecas ted . 
Specialization of study in each commodity was therefore necessar y in 
order t o forecast wi th a high level of accuracy . 
With the application of ec onometrics, a more refined quantitative 
fo r ecasting model evolved . Thus came estimations of more sophisticated 
models which had t heoretical s upport . Econometrics was then the bridge 
between theory and real life . Economis t s could develop t heir skil ls to 
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empirically test all relevant data, and not just those items which 
supported someone ' s preconceived notions . Econometrics made it easier 
to answer the "what will happen if" question quantitativel y . A quote 
by Professor James Tobin reinforces the use of mathematics and statistics 
in forecasting: 
As an economist ... ! know that, bad as we are, we are better 
than anything else in heaven and earth at forecasting aggre-
gate trends .... This statement is based on empirical 
experience .... (There is) a vindication of the hypothesis 
that there is no efficacious substitute for economic analysis 
in forecasting. Some maverick may hit a home run on occasion; 
but over the long season, batting averages tend to settle 
down to a sorry level when the esoteric methods of soothsaying 
are relied upon. (Cited in Ramsey, 1977:61) 
The role of econometrics has been to apply statistical methods to 
measure economic relations . Model proliferation has resulted, thus 
allowing forecasting to evolve into a rigorous science . Forecast models 
have grown , becoming more complex and somewhat more artistic. A logical 
concern is then if these statistical models do indeed give statistically 
efficient forecasts . 
Forecast users tend to put a lot of fairth in models which were 
carefully estimated by skilled econometricians. Predictive accuracy 
is then attributed to improvements in the basic model underlying the 
forecasts and to the experienced use of the econometric techniques . If 
every pertinent aspect has been considered and appropriately incorporated 
into the forecast model , then this should render a believable forecas t. 
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A believable forecast is not always reliable though; and a forecast is 
not useful unless it is reliable . 
Forecast Reliability Measures 
What then constitutes a reliable forecast? A highly probable fore-
cast could be considered accurate . Probabilities are often associated 
with a predicted event. Many times though, the probability is too vague 
to be used with any level of confidence . Statements such as "There ' s 
about a 60 percent probability that corn prices will increase $2 to $3 
a bushel if the PIK program is enacted," and "There ' s about a 10 percent 
chance that consumer welfare will decrease by $2 billion if the program 
is legalized" are characteristic of many forecasts which are published in 
government reports . Statements s uch as these were written as conditional 
probabilities - that is , the probability that a given event will happen 
under a certain set of circumstances . They leave far too many unknowns 
unreported to be used in a policy setting context . Administrations are 
often constrained to use conclusions such as those written above because 
of the fact that adequate forecast evaluations are seldom done . We are 
left without really knowing exactly how dependable that forecast is . 
Most of the forecast evaluation problem, which is also character-
istic of econometric models in general , stems from the lack of a clear 
and accepted analytical basis for selecting the pr oper criteria on which 
to judge the models . With the government and businesses becoming more 
financially dependent upon forecasts, there is an increasing concern to 
find more precise and understandable methods of evaluation . 
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Dhrymes et al. (1972) has categorized the evaluation process on econo-
metric models into two steps . The first relates the model to prior 
economic and statistical knowledge. This includes model construction 
and functional form. Ideally, this first step of model specification 
is directly correlated with the second step , model validation . 
The purpose of validation is to verify that the model is fulfilling 
its stated purpose. In this context, validation is a model specific 
process. That is, the evaluation criteria for that model should be 
built into the method of estimation. If a tracking measure such as 
turning points is used to judge the accuracy of the model, then the 
validated model should minimize the number of points missed or falsely 
predicted . If all that is desired is a good fit of the model, then 
every estimated coefficient of the validated model should be significant 
(to a specified level). A validated model designed for forecasting 
should minimize the standard error of forecast. 
Dhryrnes et al . concedes that what model builders have done, to 
date, is to catalogue the predictive ability of models into different 
measures , concentrating on those aspects of the system which seem useful 
to them. These measures, i.e. tracking measures and standard errors, 
may or may not then be relevant to the model user's decision making . 
For example, the model estimated to accurately trace every turning point 
in the historical data, may not yield the best forecast of a continuing 
increase of a price. Furthermore, t statistics are more important in a 
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model designed to test a specific hypothesis or measure some elasticity 
than in a model to be used for forecasting . 
There are various other single variable measures which economists 
use to back up the goodness of the model . These include R-square , the 
coefficient of determination, mean square error (MSE) and its square root, 
the root mean square error (RMSE) . A percent RMSE can also be calculated . 
Another widely used statistic, proposed by Theil , is called the coeffi-
cient of inequality. 
Dhrymes et al. wrote that the predictive ability of a model is 
essentially a goodness-of-fit problem. It is from this belief that fo r e-
cast model builders have found themselves restricted to the sunnnary 
measures such as those in the preceding paragraph. These stati sti cs 
only evaluate how well the model dupl i cates real ity in a sample . A 
single equation econometric model may have a high R- square and ver y sig-
nificant t statistics on all of the coefficients and still forecast ver y 
badly. The mar ket may have undergone a structural change during the 
forecast period which the model was unable to predict . A large standard 
error of that forecast would have been enough indication of that change 
in the economy. It would imply then that the parameter estimates should 
be re- estimated before the forecast is published. 
A problem with using measures such as RMSE and Theil's U- statistic 
for model evaluation is that they are not easily understood by all fore-
cast users. It can be easily explained that the closer the Theil measur e 
is to one, the worse the predictive per formance of the model . Thi s 
inherently and possibly incorrectly implies that every forecast from a 
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model with a Theil-U measur e of over . 5 should be rejected . Another 
source of confusion may arise from understanding that the RMSE statistic 
measures the performance of a single model , while the percent RM.SE is 
necessary to compare forecasts from different models . The point being 
that economists are often negligent in adequately interpr eting to the 
decision makers exactly what the evaluation measures mean . Forecast 
users cannot then cor rectly apply confidence levels to fo r ecasts . 
A carry- over consideration is that economists themselves do not 
repor t the appropr iat e measures to evaluate how t rustworthy an ex-ante 1 
forecast is. A model with a low RMSE falsely suggests that an accurate 
forecast can be made with it. RMSE ' s are only a measure of simulation 
fit of the data in the sample set. Similarly, Theil ' s inequality coef-
ficient can also only be applied to historical data or ex- post fo r ecasts. 
It is this fact which spurred E.W . Streissler to write : 
A warning to those politicians and businessmen who have come 
to regard economic models ... as some kind of panacea . . .. The 
aspect of all this that is most disconcerting to businessmen 
is that econometric forecasting has done positive harm by 
encouraging expectations for predictions that had l ittle 
scientific justification . (Cited in Ramsey , 1977: 103) 
If the politicians and businessmen had the appropriate criteria 
with which to judge the exact reliability ex-ante forecast themselves , 
then they would not have to condemn the economists who make the inaccurate 
predictions . A simple number such as a standard error of a for ecast 
would provide information that decision makers could use to decide for 
themselves whether to trust the forecast or not. Besides , since the 
1 
An ex- ante forecast predicts values of the dependent variable 
beyond the estimation period . Alternatively, an ex-post forecast can 
be used to evaluate a forecast model by checking it . against existing data. 
7 
standard errors of the estimated coefficients are so readily reported, 
the standard errors of the forecast should similarly be reported. 
A typical econometric s tudy done by Chambers and Just (1981) used 
five pages to report coefficients, standard errors and RMSE ' s for their 
16 structural equations . Their study forecasted the effects of exchange 
rate changes on U. S. agriculture. After justifying the good fit of the 
models , their conclusion was 
The impact of a 10 percent depreciation of the exchange rate 
is substantial. Corn exports rise by over 90 million bushels , 
wheat exports by about 34 million bushels, and soybean ex-
ports by about 8 million bushels . 
Their use of the word "about" makes one wonder how accurate the estimates 
really are, no forecast reliability measures were r eported . Can the 
forecasts be trusted? Will all exports go up by the predicted amount 
if the exchange rate is depreciated? The value of the estimates as a 
policy tool is only as good as their reliability. 
Macroeconomic models used to make forecasts are usually conditional 
upon certain policy options or economic conditions . The Chambers and 
Just study presented predi ctions of what might happen in the 
future under a given policy action. A forecast study may also predict 
what would have happened in the past if something had been different . 
A forecast is simpl y a prediction of an event which has not occurred 
under a given set of conditions. Those conditions may be either known 
or unknown. For example , a forecast of a decrease in the unemployment 
rate to 7 percent may be conditional upon the money supply growing 8 
8 
percent per annum and a forecast that government expenditure will 
increase 6 percent. That particular forecast depends on two things--
that the money supply growth rate will not change and the forecasted 
expenditure increase. The accuracy of the unemployment rate forecast 
also depends on two things--the reliability of the expenditure forecast 
and the unemployment rate model goodness of fit. 
There is little prior research done which recognizes that the reli-
ability of that expenditure forecast is an important factor in calculating 
the accuracy of the unemployment rate forecast. Accounting for the vari-
ability of the conditioning variables can significantly increase the 
variance of a forecast. Care must be taken to distinguish an uncondi-
tional forecas t, where values for all the explanatory variables in the 
forecasting equation are known with certainty, from a conditional fore-
cast, where the variables are not known with certainty. 
Martin Feldstein (1971) published a paper which presents the appro-
priate formula for the standard error of a forecast when the exogenous 
variables in the forecast period are stochastic . Ladd (undated) used 
formulas presented by Bohrnstedt and Goldberger (1969) to derive that 
same stochastic forecast variance formula. His paper, entitled "Variances 
of Products of Forecasts," also derives variance f ormulas for alternative 
measures of consumer welfare. The following chapters fully cover the 
derivation and the use of the formulas presented in the aforementioned 
papers. 
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CHAPTER II : THE ORDINARY LEAST SQUARES MODEL, 
ESTIMATION AND FORECAST1NG 
Model Assumptions 
An ordinary least squares regression model can be specified as 
follows: 
Or, in matrix form 
Y = XS + u 
where 
Y n x 1 column vector of the dependent variable observations; 
X n x k matrix of the independent variable observations (with 
rank of k); 
(1) 
S k x 1 column vector of the unknown parameter coefficients; and 
u n x 1 column vector of the multivariate normal residuals. 
Assumption 1) The error term is assumed to be normally distributed with 
a zero expected value and constant variance . 
2 u ~ N(O,cr I) where E(u ,u .) 
t t-l. 
cr2 for i=O 
= 0 fo r all i#O. 
An estimate for the unknown parameter coefficients , the S ' s , is 
given by b; b is the best linear unbiased es timate of the true parameter. 
The calculated parameter estimates equal 
b = (X'X)-l X'Y. (2) 
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The unconditional forecast of a value of Y is given by: 
where 
y f the estimated forecast value of Y; 
Xf = 1 x k column vector of known forecas t period values; 
b = 1 x k column vector of the estimated par ameters ; and 
ef = the forecast error term. 
To estimate the exact variance of this forecas t, all sources of 
error must be accounted for . Four forecast error sources will be 
consi dered . 
(3) 
Error may result f r om model misspecification. This can imply t hat 
either a linear model was incorrectly transformed, a variable was omitted, 
or another was mistakenly used. Since the r esear cher is presumabl y 
very familiar with the data, the r esul t ing forecast model must be accepted 
as the most accurate representation of the true model . Therefore, this 
source of e rror is assumed minimal. 
Error will also result from usual stochastic disturbances. Although 
there is no pattern to the residuals if the model is correctly specified , 
the random nature of the errors will still remain. However , as stated 
in assumption 1, the expected mean value of the error term is zero . 
The estimated mean squared err or , from the forecast model , 
2 
s e 'e/n- k 
is included in the forecas t variance. 
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Two other sources of error which mus t be accounted for when calcu-
lating the forecast standard error concern the X matrix and the S's. 
When any one of the independent variables is not known, an estimate for 
it must be used. A stochastic X matrix will introduce error when a fore-
cast is made . For the time being, a fixed X matrix will be assumed , 
thus, an unconditional forecast . 
The classification of a forecast with a stochastic X matrix as con-
ditional is a matter of syntax. An OLS model is always conditional upon 
the expected value of the error term and the fit of the estimated regres-
sion parameters. Regression theory states that the coefficient estimates 
are normally distributed random variables and will, on the average , equal 
the true underlying parameters. 
The remainder of this thesis will therefore define conditional fore-
casts as those forecasts made when some (or all) elements of Xf are 
unknown. When any estimates for e ither the exogenous variables of the 
coefficients are used, the variance of those estimates must be accounted 
for when estimat ing the forecast variance. The variance or the estimated 
coefficients are considered in the following section . Estimates for 
the exogenous variables will be considered in a later section . 
The Coefficient Estimates Dispersion Matrix 
The variance-covariance matrix of the coefficient estimates from 
equation (1) is equal to 
6(S) E{(b-B)(b-B)'} 
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. f 2 . . b 2 An estimate o a is given y s . So, 
(4) 
D(b) is then an estimate of 6 (b). 
V(b
0
) 
V(b 
1
) 
V(b
2
) 
D(b) = 
synun . 
Unconditional Forecasts 
An unconditional forecas t i s made from an OLS model when values 
for all of the explanatory variables in the equation are known with 
certainty for the forecast period. This occurs most f r equently when 
either lagged variables or binary (0-1) variables a r e used to estimate 
the equation. A predictable change in an independent variable is also 
a known forecast value. 
I f a forecast for one month ahead is being made , a variab l e s uch 
as population, which changes slightly every month, could be considered 
known. This assl.llnption should not be made for a forecast further into 
the f uture though. A forecast of a price effect f rom a change in policy 
could still be unconditional if the proposed change is known . 
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The var iance formula for unconditional fo r ecasts 
Equation (3) is unconditional when Xf is a vect or of known number s . 
The error o f t he unconditional forecast , Y, is given by 
Xb - XB - u 
f 
= - u + X(X' X)-lX' u . 
Us i ng (1) and (3) and assuming no a utocorrela t ed or homoscedas t ic e rror 
terms , an es t i ma te for the vari ance of the fo r ecas t error is t hen given 
by 
Using equa t ion (4) 
wher e 
Xf 1 x k row vector o f known forecast period values ; 
D(b) k x k di spersion mat r ix of t he es t imat ed 8 par ame t e r s ; and 
2 . 
s = the es timated mean squar e error f r om the forecast model. 
The standard err or of this forecast , s(y f) , is the squa r e r oo t of 
the variance , V(yf). The standar d e rror (i. e . t he s t andard devi a tion 
of the forecas t err or ) is used to calcula t e a toler ance regi on fo r t he 
forecast. 
(5) 
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Since a point forecast is a random variable and not a parameter , a 
confidence statement about a region around that random variable is called 
a tolerance interval. A percent level of significance is associated with 
that tolerance interval . 
To compute the interval, first note that the forecast, yf, is a 
linear combination of the estimated coefficients (which are random 
variables). The normality of the error term of this unconditional fore-
cast (see assumption 1) implies normality of the b's. This, in turn, 
implies that yf follows a normal distribution so a standard interval 
computation can be done. (yf - Yf)/s(yf) has a t distribution with n-k 
degrees of freedom (n is the number of observations and k is the number 
of estimated parameters) . A 100(1-a) percent tolerance interval is then: 
Yf ± t a /2 , n-ks(yf) 
or 
X~b + ta/2,n-ks(yf) . 
The calculated standard error of the forecas t, which is used to 
compute the interval, is a simple measure of reliability of that forecast. 
A large standard error will increase the size of the interval, thus 
implying that the forecast is less trustworthy . It is therefore very 
important to calculate the forecast variance correctly. A later section 
of this chapter develops the seldom recognized additional consider ations 
necessary to calculate the correct variance for a conditional fo r ecast. 
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The covariance between two unconditional forecasts 
Suppose two different equations are used to forecast the supply of 
oranges in the U.S . One model forecasts the quantity of oranges from 
California, and the other, the supply from Florida. The estimates are 
then added together to forecast the U. S. supply . It is possible to com-
pute the covariance of the two different forecasts. 
The two equations, estimated by OLS are 
yl XlBl + ul 
Yz = x2B2 + u2 
where x1 is n x k 1 and x2 is an n x k2 matrix of the independent variables . 
The forecasts are then 
where 
ylf Xifb 
Yzf xzfb 
x1f and b1 are both 1 x k 1 colunm vectors; and 
x2f and b2 are both 1 x k2 column vectors of forecast period values . 
The k1 x k 2 dispersion matrix of the estimated parameters equals 
E{(b 1 - S1)(b2 - 62) ' } 
(XiX1)-1Xi D(ulu2) X2<x2x2)-1. 
(6) 
If elements of u1 and u2 are uncorrelated, D(u1
u
2
) 
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The covariance between the two forecasts y 1 and y 2 is then 
Note that if u1 and u2 are independent, D(b1,b2) is a null matrix and 
y1 and y2 are uncorrelated. 
The Bohrnstedt and Goldberger Formulas 
Some important problems that economists encounter require simul-
taneous treatment of several random variables . A classic case is com-
(7) 
puting predicted revenue by summing price times quantity . If both price 
and quantity are predictions, then they are jointly distributed random 
variables. 
Suppose revenue forecasts have been made from predicted sales of 
two different farm co11UDodities . The revenue forecasts are products of 
forecasts themselves . Bohrnstedt and Goldberger (1969) have developed 
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formulas which aan be used to calculate both the exact variance and 
covariance of products of random variables. 
By def inition , the variance of the product of two random variables 
x and y is 
V(xy) = E{xy - E(xy)}2 . 
To obtain the exact variance, let x and y have expectations E(x) and E(y) , 
2 variances V(x) and V(y) and covariance C(x,y), and let E (x) = the square 
of E(x). If x and y are jointly normally distributed, then the formula 
for the exact variance of their product is given by 
2 2 
V(xy) = E (x)V(y) + E (y)V(x) + 2E(x)E(y)C(x, y) + V(x)V(y) + 
2 
C (x,y). (8) 
Equation (8) reduces to the formula fo r the exact variance of the product 
of two stochastically independent random variables: 
2 2 
V(xy) = E (x)V(y) + E (y)V(x) + V(x)V(y). (9) 
For the covariance of products, let x , y , u, and v be jointly dis-
tributed random variables. By definition, the covariance of the products 
xy and uv is 
C(xy,uv) = E{xy - E(xy)}{uv - E(uv)} . 
If t h e four variables follow a multivariate normal distribution, the 
formula for the exact covariance of their products is given by: 
C(xy ,uv) = E(x)E(u)C(y,v) + E(x)E(v)C(y,u) + E(y)E(u) C(x,v) + 
E(y)E(v)C(x,u) + C(x,u)C(y,v) + C(x,v)C(y ,u). (10) 
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Formulas (8), (9), and (10) apply irmnediately if the random variables 
are forecasts . To obtain consistent estimates of V(xy) and C(xy,uv) 
replace variance , covariances and the expected values in the formulas 
with their consistent estimates. 
Stochastic forecasts 
When estimates, or forecasts , are used for any independent variable 
in an ordinary least squares model, the extrapolated prediction made from 
that model is conditional upon the estimates used . For example, if an 
ex ante forecast of farm marketing was used as an explanatory variable 
in a price forecast, then the price forecast is conditional upon the 
supply estimate. Furthermore, the reliability of that price forecast 
is also conditional upon the reliability of the s upply es t imate. A large 
variance of a conditioning variable should not be overlooked when calcu-
lating the reliability of a conditional forecast. 
A forecast will include additional error when one or more of the 
forecast period exogenous variables are stochastic . Application of the 
formulas presented by Bohrnstedt and Goldberger yield the appropriate 
formula for the variance and covariance of stochastic forecasts . The 
derived formulas account for the additional variability from the 
conditionals. 
The variance formula for a stochastic forecast 
An equation similar to equation (3) gives an estimate of the condi-
tional forecasted value of Y: 
Y = x'b + ef f f (11) 
where 
x ::: 
f 
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the estimated value of Y; 
1 x k column vector of forecast period values (at least one 
is stochastic); 
b = 1 x k column vector of the estimated B parameters; and 
ef = the forecast error term. 
The difference between equations (3) and (11) is that Xf is now 
estimated by a vector xf. Some predicted values in xf must be used. 
The forecaster now has the problem to estimate yf when neither B nor Xf 
is known, and to calculate the reliability of that estimate. 
Let xf be an asymptotically normal and consistent estimate of the 
actual value of Xr The forecast of xf has dispersion of 
(12) 
Sufficient means for deriving the variable estimates only require that 
x be unbiased. The forecaster may then estimate the covariance matrix 
symm. 
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The elements in D(xf) are not the variances and covariances of the Xi's 
in the sample period . V(x.) and C(x.,x.) are calculated for each of the 
i i J 
forecast values of the independent variables. Construction of D(xf) 
this way explicitly shows how the reliability of the conditional fore-
cast depends upon how good the independent variable forecasts are. 
Some of the elements in xf may be known with certainty . The inter-
cept term, for example, is defined as unity. This implies that D(xf) 
will have rank of less than k. This will not effect the use of the con-
ditional variance formula derived . 
When both the b ' s and the x's are estimated~ two additional consid-
erations are assumed. Assumption 2) The estimated regression parameters 
are independent of the regressors, i.e. E{(xf-Xf)(b- 8)'}=0. Assumption 3) 
The residual terms are distributed independently of the stochastic 
To derive the formula for the exact variance of a forecast, yt ' 
first rewrite equation (11) in scalar notation: 
k 
yf = E x.fb. + ef. 
. 0 i i 
i= 
The forecast error,efl has expected value of zero : 
o. 
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A consistent estimate for the variance of the forecast is then: 
Noting that both the b ' s and the x's are random variables ( they are 
estimates) then the Bohrnstedt and Goldberger equations can be used to 
evaluat e the following expressions . 
V(xy) = E{xb - E(xb)} 2 
C(x.b. ,x.b.) 
l. l. J J 
E{x.b . - E(x.b.)}{x.b. - E(x.b.) } . 
l. l. l. l. J J J J 
Equations (8) and (10) and assumptions 1 and 2 are applied , and esti-
mated values are inserted to yield a consistent estimate for t he exact 
var iance of a stochastic forecast. 
2 
C(b.,b.)C(x.f,x.f)} + s . 
l. J l. J 
Using vector matrix notation, this equation can be written as 
where 
1 x k column vec tor of f orecas t period numbers (at least one 
is stochastic); 
D(b) = k x k dispersion matrix of the estimated coefficient; 
b = 1 x k column vector of the estimated B parameters; 
(13) 
D(xf) = k x k dispersion matrix of the s t ochastic exogenous variables; 
tr(M) the trace of matrix M 
of M; and 
sum of terms on the main diagonal 
2 s the estimated mean square error for the OLS model . 
If values of xf are all known numbers, xf = Xf , then D(xf) will be 
a null matrix. Equation (13) will then reduce to the standard forecast 
variance formula , equation (5). 
When only one element in the xf vector is a forecast, then a simpli-
fied form of equation (13) can be used . This is because D(xf) will have 
only one element. If xj is a forecast, D(xf) will be a k x k matrix with 
V(x.) in its j x j position and zero ' s elsewhere . The fo recast variance 
J 
is then 
(14) 
Once the variance of a stochastic forecast has been calculated, a 
tolerance interval for tha t forecast can be found . Recall that when 
Xf was a set of known numbers, then a t distribution was used . When 
xf is stochastic , however, then yf is not distributed normally and the 
calculated t cannot be used. The sum of the product of pairs of normal 
variables (Ex.fb.) will instead follow a multivariate nonnormal distri-. ]. ]. 
]. 
bution. Feldstein ' s proposal of a simpler alternative is to make no 
assumptions about the distribution of the error term and the xif's and 
t o define an outer bound forecast interval by the Chebychev inequality: 
2 
P{jyf - Yfj ~ k s(yf)} ~ l/k 
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where k is any positive constant. This tolerance interval for the 
random variable yf is interpreted differently from the classical 
interval definition . This inequality might be read: The probability 
that the observed value of Yf will fall outside the interval yf ± k s(yf) 
2 
does not exceed l/k . (It should be noted that the use of this 
generalized definition for a t olerance interval will yield a wide 
interval relative to the magnitude of the forecast . This will occur 
especially when the estimated error is large . ) 
The equation for the variance of a stochastic forecast (equation 
(13)) can be used t o show that as the forecast targe t date moves farther 
into the future, the r e liability of that forecast will deteriorate. To 
see this, assume a simple OLS model 
where assumption 1 applies. 
If i = 1, 2, .. . T (the sample set), forecasts are to be made for 
periods T+i, or YT+i· Assume all 2C.r+i are known with certainty, that 
is assume 2C.r+i = 2C.r fo r all i . Furthermore, assume YT+i = YT for all i . 
The fo recast for period T + 1 is 
The variance of the forecast, using equation (o), is 
(15) 
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The forecast for time period T + 2 is 
YT+2 = bOyT+l + bl~+2 ' 
Since only one independent variable is estimated , equation (14) can be 
used to calculate the variance . 
V(yT+2) = V(yT+l) + b~V(yT+l) + V(bO)V(yT+l) 
2 
= V(yT+l){l + bo + V(bo)}. 
The forecast fo r time period T + 3 is 
YT+3 = b0yT+2 + b Xr+3· 
Equation (14) can be used again to calculate the variance of this 
forecast . D(x) will be a 2 x 2 matrix with V(yT+2) in the first row f 
(16) 
and column . Notice that V(yT+l) is included in V(yT+2) . So the simpli-
fied variance of the forecast for time period T + 3 is 
V(yT+3> = V(yT+l){l + b~ + V(bo) + {(b~ + V(bo)}2}. (17) 
The variance of a T + 1 forecast will always increase as i approaches 
infinity . A general formula can be written which illustrates this . 
V(YT+j) 
J -1 
.E V(YT+l){b2 + V(b)}j 
J=O 
A 2 A 
V(YT+l) + {b + V(b) }V(YT+J-l) . 
The covariance between two stochastic forecasts 
Suppose two forecast models are estimated using OLS . 
yl = XlBl + ul 
(18) 
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Conditional predictions are then obtained from the models : 
where 
xlf and bl are both 1 x kl colunm vectors; 
x2f and b2 are both 1 x k2 column vectors of estimated forecast 
period values; and 
E(elf) = 0 and E(e2f) = o. 
The covariance between the two forecasts is given by 
The same argument used to derive equation (13) can be used to calculate 
the exact covariance . 
Define 
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So, 
(19) 
It is also possible to derive expressions similar to equations (7) 
and (19) for the covariance between a change in a variable , dylf ' and 
another variable, y 2f. 
(20) 
or, 
(21) 
Variations of the Bohrnstedt and Goldberger formulas 
As demonstrated in the previous section, the variance and covariance 
formulas presented by Bohrnstedt and Goldberger (1969) can have a number of 
applications . The fo r mulas for the products of random variables become 
even more useful when they are specialized in a variety of ways. Assume 
a normal distribution of all random variables used. If x=u and y=v , then 
C(xy,xy) = V(xy). 
If x=y, then 
(22) 
2 
C(x ,uv) = 2{E(x)E(u)C(x, v ) + E(x)E(v)C(x,u) + 
C(x,u)C(x,v)} . (23) 
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If x=y and u=v, then 
2 2 
C(x ,u ) 
2 4E(x)E(u)C(x,u) + 2C (x,u) 
2{2E(x)E(u) + C(x , u)}C(x,u) . 
IF u=l, then 
C(x:y , v) = E(x)C(y,v) + E(y)C(x, v ) . 
If u=l and x=v, then 
C(xy,x) + E(x)C(y,x) + E(y)V(x) . 
C(xy,xv) comes from setting x=u, and C(xy,uy) comes from setting y=v. 
If y=st, then V(xst) and C(xst,uv) can be derived by applying equation 
(8) twice if the product of st is nonnally distributed. 
Variations of Variances 
Regression theory 
A simple estimated ordinary least squares regression model is 
given by 
where the b's are the best linear unbiased parameter estimates. 
(24) 
(25) 
(26) 
The covariance between the dependent variable , Y, and an independent 
variable, x2, is equal to 
If X. is an unbiased estimator for X., then 
1 1 
(27) 
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The covariance between the dependent variable, Y, and an estimated 
coefficient, b 2 , is equal to 
C(Y,bz) = C(b0 ,b2) + C(b 1X1,b2) + C(b2X2,b2). 
where 
(28) 
(29) 
(30) 
In using OLS, the assumption that the X's are independent of the b's is 
made. So, C(X1,b2) = 0 and 
Substituting equations (29) and (31) into (28) yields 
C(Y,b2) = C(b0 ,b2) + X1C(b 1,b2) + X2V(b2). 
(31) 
(32) 
To carry an example one step further, instead of one model, assume 
a simple two equation recursive model where forecasts for Y
1 
and Y2 are 
made by: 
Yl f b10 + b11x1f + b12x2£ 
Y2f = bzo + b2lx3f + b22Ylf' 
Assume Xlf' x2f, and x3f are known values. So the forecast of YZf 
is conditional only upon the Ylf forecast. Say there was a change in 
exogenous variable x1f such that it causes Ylf to change. What then 
would be the covariance of that change in the Y1 forecast, dYlf' and Y2
f? 
C(Y2f'dYlf) = C(b20'blldXlf) + C(b21X2f'blldXlf) + 
C(b22ylf'blldXlf) (33) 
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Use equation (2S) to find 
C(b20'blldXlf) = bllC(dXlf'b20) + dXlfC(bll'b20) = 0. (34) 
Equation (34) is equal to zero because the change in Xl f ' dXlf' is a 
constant, so its covariance is zero. Also, the covariance between coef-
ficients in two different equations are zero . This is implied because 
in using OLS,errors in different equations are assumed to be distributed 
independently. 
Using equation (10) and the assumptions directly above 
The remaining variable of interest in equation (33) is 
C(b22Yl,blldXl l) = b22dXllC(Yl,bl l ). 
(35) 
(36) 
Apply equation (32) to calculate C(Y1,b 11 ) the subs t itute this derivation 
into (36) above. And finally, equation (33) becomes 
C(Y2,dYl) = b22dXll{C(blO'bll) + xllV(bll) + xl2C(bll'bl2)}. <37) 
The variance of the difference between two stochastic forecasts 
Suppose that a forecast of $62 .00 per cwt . is made for the price 
of choice steers in Omaha. Furthermore , suppose there is a foreseeable 
sudden decrease in the supply of cattle shipped to Omaha such that an 
alternate forecast of $65 . 00 per cwt. is made . It is possible to com-
pute the variance of the $3.00 difference between the two stochastic 
forecasts. 
The two forecasts are made from the same OLS model : 
yt = xa + ut. 
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The forecasts are then 
(38) 
where x 1f and x2f are both 1 x k column vectors with different elements 
of stochastic forecas t period values . 
The difference between the two forecasts is given by 
The difference can be calculated by 
dy = dx'b 
f f 
(39) 
where dxf denotes a vector of the differences in values of elements x1f 
The variance of the difference is then 
This s ame result is calculated by a different derivation 
= dX b f 
(40) 
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The variance formula (40) is very similar to the unconditional vari-
ance formula (equation (5)). It can be shown that a similar argument 
used to derive the variance formula for s tochastic forecasts (equation 
(13)) will yield 
V(dyf) = dx£D(b)dxf + b'D(dxf)b + tr{D(b)D(dxf) } . (41) 
This formula accounts for the stochastic nature of the forecasts made 
with equation (38). 
The variance of the ratio of two forecasts 
A variable is usually divided by a deflator whenever real values 
are desired. The prices in a quantity dependent demand equation, for 
example , are divided by a price index to obtain constant dollar amounts. 
Disposable personal income is also usually divided by the implicit price 
deflater . If predictions were used for both the nominal value of i ncome 
and the deflater, then statistical differentials can be used to calcu-
late the variance of the real disposable income forecast . 
Define w as the ratio of two joint normal variables, w = x/y . 
Application of f irst order statistical differentials (Rao, 1973) 
yields as the variance of x/y: 
V(x/y ) 2 3 2 4 V(x)/y - 2xC(x, y)/y + x V(y)/y . (42) 
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Variance Formulas for Some Measures of 
Consumer Welfare 
Public policy decision makers are require d to draw conclusions from 
the forecasts made by economists. They practice welfare economics--the 
optimum allocation of society' s resources and what can be done to make 
this allocation more ideal. 
A topic directly related to welfare economics deals with the actual 
measurement of the welfare cost due to market imperfections, or changes 
in the structure of the market . A rigorous calculation of welfare loss 
requires assumptions regarding utility functions and income redistribution. 
An article by Currie et al. (1971) provides the steps and caveats neces-
sary to prove that the loss of consumer surplus equates to a loss of 
consumer welfare. Economists can then turn to measuring that area under 
the demand curve and above the price line called consumer surplus . But 
how accurate are these measurements? 
A study done by Parker and Conner (1979) computes and compares 
annual consumer loss estimates for U.S. food manufacturing industries 
using three different and independent methodological approaches. The 
authors claimed strength to their conclusion since all three of the esti-
mates displayed a significant convergence that consumer loss due to 
monopoly ranged from $12 to $14 billion . The firs t approach was a best-
guess estimate , the other two estimates were derived from regression 
analysis. In assessing the goodness of one of the regressions, the 
authors write 
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The estimated price difference regression equation supported 
the hypothesized predictions for each of the variables . All 
the terms were statistically significant , and the fi tted equa-
tion explained nearly thr ee- fourths the variation in the 
private label- national brand price differences . The good 
fit strongly supports our hypothesis t hat national brand price 
premiums are related to competitive conditions in food-
manufacturing industr ies , and because of thi s we feel it pro-
vides a means for cal culat i ng reliable and disaggr egated 
estimates of monopoly overcharges . 
They go on to say that the es timates f r om the regressions ar e 
"believed to be more r eliable" than the best- guess estimate, and they 
"should tend to reduce the error range of the overall loss estimate . " 
Although " the a uthors have no method fo r es t imating the likely e rror 
range of their (regression) methods, they feel that a 25 per cent e rror 
on the two estimates would reasonably be expected . " The major conclu-
sion was "the l ar ge dollar loss amounts suggest a high payoff for 
increased policy a ttention to competitive problems in the food-
manufacturing industry." 
Studies s uch as the Par ker and Conner (1979) article and other s 
which predict consequences of policy outcomes support the argument 
that a more precise r eliability measure is needed. A model with very 
signif icant coefficients which yields an estimate with a projected 25 
percent error margin may not be accurate enough to use in a policy 
setting context . 
Three measures commonly used in policy evaluations are studied in 
this section . The formulas presented by Bohrnstedt and Goldberger (1969) 
are then applied in order to calcula te the exact variance of the cons umer 
s urplus measures . The standard er ror (the square root of the variance) 
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can then be computed to be used as an accuracy index for users of the 
forecast . 
The Laspeyre Variation 
One of the more readily computable and widely used measures of con-
sumer surplus is the Laspeyre Variation (LV) . LV is the change in 
income required to purchase the original quantities of all goods after 
prices have changed . 
where 
q. = quantity of product i consumed; and 
J.. 
dp. = the change in price of product i. 
l. 
If dpi is an estimated change in price from a policy action and 
(43) 
qi is the resulting forecasted quantity demanded, then L~ can be computed . 
The e s timates have variances V(qi) and V(dpi) and covariance V(qi,dpi). 
The variance of LV is 
V(LV) = l:.V(q1dpi) + 2l: L C(q1dp. ,qidp.) . 
J.. i i/j J.. J.. 
Application of equations (5) and (13) yields an estimate for the exact 
variance . 
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A 
V(LV) 
2 2 E{q.V(dp.) + dp.V(q.) + 2q.dp.C(q.,dp.) + V(q.) V(dp
1
.) + 
. 1 1 l. 1 1 1 l. 1 l. 
l. 
c2 (q. , dp.)} + 2i: i: {q.q,C(dp.,dp.) + q . dp.C(dp . ,q . ) + (44) 
l. l. . ·..J.· l.J l. J 1 J l. J l. l.;J 
dp.q.C(q.,dp.) + dpidp.C(qiq.) + C(q. , q.)C(dp
1
. , dpJ.) + 
l.J 1 J J J 1 J 
C(q.,dp.)C(dp. ,q.)} 
l. J l. J 
If only one product is being considered , then LV = qdp and 
V(LV) = q2V(dp) + dp2V(q) + 2qdpC(q , dp) + V(q)V(dp) + c2 (q,dp) . (45) 
Consumer gain 
Another simple measure of consumer surplus is Winch' s Consumer Gain 
(CG) . Winch (1965) interpreted Hick ' s methods measuring consumer ' s gain 
(or loss) from a fall (or rise) in a commodity price in terms of the amount 
of money which would offset the gain (or loss) . The probl em, he claimed, 
is that the amount of offset money is not the same thing as the gain or 
loss itself. In attempting to approximate a closer measurement of the 
gain (loss) , Winch included what some authors refer to as deadweight loss . 
where 
CG= E{q.dp . + (dq1dp.)/2} . 1 1 1 l. 
q. = quantity of product i consumed; l. 
dp. the change in price of product i; and l. 
dq. = the change in quantity of product i. l. 
(46) 
In addition to the allocational effect, i:q.dp,, there is also a dis tribu-
1 l. 
tional effect, Edqidpi/2, from the change in market structure. 
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A 
If q, dq, and dp are all estimates, then CG for one product is 
CG = qdp + dqdp/2. (47) 
The variance of CG is then 
V(CG) = V(qdp) + V(dqdp)/4 + C(qdp,dqdp). (48) 
This equation can be expanded to obtain an estimate for the exact variance. 
(Note that LV is a component of CG.) 
V(CG) V(LV) + {dq2V(dp) + dp2V(dq) + 2dqdpC(dq,dp) + 
V(dq)V(dp) + c2 (dq,dp)}/4 + qdqV(dP) + qdPC(dp , dq) + 
dPdqC(q,dp) + dp2C(q,dq) + C(q,dq)V(dp) + 
(49) 
C(q,dp)C(dp,dq). 
The area under the demand curve 
The original and perhaps the most easy to understand measure of con-
sumer s urplus stems from Marshall's concept of the triangular area under 
the demand curve. Define consumer surplus as t he area under the demand 
curve and above the price line. Wl:ite a price dependent demand equation 
where 
p 
P = the price of the product; 
X. = known exogenous variables which influence the price ; and 
1 
Q quantity of the product consumed. 
(50) 
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If bk is an estimate of Bk and Q is a f orecast, Q = qf, then esti-
mated consumer surplus equals 
" cs (51) 
If bk and qf are normally and independently distributed, then the 
variance of the estimated consumer surplus can be obtained using equations 
2 2 
(8) and (10) and from E(x) = V(x) + E (x). 
(52) 
The estimated variance of consumer surplus is obtained by replacing V{qf) 
and V(bk) with thei r estimate~ V(qf) and V(bk) . 
Note that if qf is derived from a reduced form of a system of equa-
tions and bk is a structural parameter estimate in that same system, 
then the restriction that bk and qf must be distributed independently is 
not met . This is because the reduced form coefficients used to derive 
qf are functions of bk. Statistical differentials must then be used to 
estimate V(CS) . Applying equation (42) yields 
(53) 
Numerous applications of the Bohrnstedt and Goldberger formulas 
(equations (8) and (10)) were used in the derivation of the formulas for 
the variance of the estimated consumer surplus measures . Care must be 
taken to insure that the assumptions for the use of these formulas are 
met before the statistical procedures are used . Otherwise, some 
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specification error will result . Proper application of the variance 
formulas will yield the correct value to use when judging the reliability 
of the surplus forecasts. 
The multitude of forecast articles published seldom, if ever , 
present any exact reliability measures. Economists do, however, system-
atically report the well-behaved nature of the underlying models used to 
make the forecasts. Calculation of the standard error of a forecast may 
show forecasts to be statistically unreliable, and therefore of question-
able value. 
The following chapter is a good illustration of the concept rein-
forced throughout this thesis--the exact reliability of a forecast should 
be reported along with the forecast itself. The derived variance formulas 
are used to calculate the exact reliability of some hypothesized policy 
options in the wheat sector. 
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CHAPTER III . AN APPLICATION TO THE U. S . WHEAT SECTOR 
Structural Equations 
A publication written by Mo (1968) entitled "An Economic Analysis 
of the Dynamics of the United States Wheat Sector" models the demand 
structure of a major agricultural sector in the U.S . An objective of 
Mo ' s study was to forecast U. S. wheat utilization under different 
prospective government programs. This thesis will use the same estima-
tion procedures and the same data that Mo used t o make forecascs . 
It will then measure the reliability of those predicted consequences 
of public policies , something that Mo did not do . 
The basic model is a simple dynamic recursive system. Five e quations 
are used to make fo recasts of exogenous variables . Those forecasts are 
then used, along with a specified support price , to predict six 
endogenous variables. Table 1 defines each of the variables used. 
Annual data f r om 1928 through 1964 is used to estimate each of the 
following structural equations . 
endogenous variable in equation 
Yij denotes 
h .th t e J coefficient 
An estimate of y .. is given by 
1J 
a .. denotes the jth coefficient of an 
1J 
i. An estimate for a ij is given by bij 
of an exogenous variable in equation i. 
cij° The symbol uit denotes the error 
in equation i at time t . Mo ' s structural equations can be writ t en 
as 
Mo (2. 1) 
Mo (2.4) 
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Table 1. Definitions of the variables used in the wheat sector model 
Exogenous variables 
G(It) - A nonlinear transformation of variable I. 
It - Per capita disposable income at time t (dol . per capita). 
Lt - Grain consuming animal units of livestock fed annually at 
time t (mil. units) . 
Ot - Total U. S. wheat production a t time t (mil . bu.) . 
Pc t - Const.ml.er price index at time t (1957-59 = 100). 
Pot - Farm price index of other feed grains (corn, oats , 
barley, and sorghum) at time t (1957-59 = 100). 
Pst - Average wheat support price at time t (dol . per bu . ) . 
=O otherwise. 
Kt=l if there is no price support program at time t 
=O otherwise. 
Kt=l if there is a government price support program at t ime t 
=O otherwise . 
Endogenous var iables 
- Commercial wheat inventory at the end of time t 
(mil. bu.). 
- Government wheat inventory at the end of time t 
(mil. bu.). 
- Average wheat price received by farmers at time t (dol . 
per bu.). 
Table 1. 
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(Continued) 
- Total U.S . export of wheat at time t (mil. bu.). 
- Domestic use of wheat for feed at time t (mil. bu . ). 
- Domestic per capita use of wheat for food at time t 
(bu. per capita). 
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Mo (2.8) qft Y30 + y 3lp ot + Y32Lt + Y33Dt + 834Pt + u3t 
Mo (2.12) cgt Y40 + Y41Pst + Y42KtDt-2°t + Y43Cgtl + u4t 
Mo (2 . 16) cct Y50 + Y51 ct-1 + 8s2Pt + B53Cgt + u st 
Mo (2.20) qEt = y60 + Y61<cct-l+cgt-l) + Y62qEt-l + 863qht + u6t 
The t subscripts date the variables. For example, let the 1964 
" value of P
0
t equal Po4. A 1965 forecast is P05 and the actual 1965 value 
is given by P
05
. For ease of reading the equations in this chapter, any 
symbol without a time subscript will denote the forecasted 1965 value 
" of the variable. Thus, P = 1965 value of P , P = 1965 forecast of P o ot o at 
The 1965 values of K, K and D equal their 1964 values. The 1965 values 
of C 
1
, C 1, and qE 1 are equal to their 1964 values , C 4 , C 4 , and gt- ct- t- g c 
All of the estimated equations are given in Table 2. They are 
written out as they are traditionally presented with the standard errors 
in parentheses below the estimated parameters . The estimated mean square 
errors of the equations are also presented because they are used in cal-
culating the variance of the forecasts . Ordinary least squares regression 
was applied to estimate the structural equations which predict the 
endogenous variables (equations 6-11 in Table 2) . The equa tions for the 
exogenous variables (1-5) contained lagged exogenous variables and a 
time trend . 
Note that three transformed variables are used in the structural 
equations : KP , K D 2o , and G(I ) . t Ot t t- t t Two involve multiplication of 
binary variables and the other, G(I ), is a nonlinear function of 
t 
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Table 2 . The estimated models used in the wheat sector study8 
Equations for predicting exogenous variables 
1. Farm price index 
P~t = 2. 3006 + 0.7426 P t-l + 0.4899 Tt 
(0.1176) 
0 
(0.4125) 
R2 = . 6928 s 2 = 443 . 4214 
2 . Consumer price index 
Pct = 5.6138 + 0 . 8464 Pct-l + 0.3908 Tt 
(0.0517) (0 .1076) 
R2 = .9882 s 2 = 6.3477 
3. Grain-fed livestock 
36 . 8670 + 0 . 7275 Lt-1 + 0 .1562 Tt 
(0.1195) (0 . 1456) 
R2 = . 6359 s 2 = 63.5277 
4. U.S . wheat production 
= 131.7288 + 0.4363 Ot-1 + 9.3841 Tt 
(0.1526) (3.2781) 
R2 = . 6172 s 2 = 21,735.68 
5. Disposable income 
It = -321 . 2771 + 0 . 8183 It-l + 12 . 3122 Tt 
(0.0541) (2 . 9395) 
R2 = . 9936 s 2 = 2418.74 
Estimated structural equations 
6. Farm price and support price relation 
Pt = 0.1507 + 0 . 9181 Pst + 0. 0106 Kt P0 t 
(0 . 0456) (0 . 0014) 
R2 = . 9484 s2 = 0. 0190 
acoefficient standard errors are given in parentheses . 
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Table 2. (Continued) 
7. Food consumption relation 
qht = 1.6656 - 0.1834 Pt+ 0.0040 Pct+ 1.3857 G (It) 
(0 . 0631) (0.0041) (0. 2186) 
R2 = .9547 s 2 = 0 . 0107 
8 . Feed consumption relation 
qft = -134.5848 - 148 . 9124 Pt+ 1. 6874 Pt+ 1 . 7895 Lt + 156 . 4021 Dt 
(37 . 6204) (0 . 5807) 0 (0 . 8863) (34.3651) 
R2 = . 7798 s 2 = 2462 . 709 
9. Govenunent inventory relation 
Cgt = -30 . 5046 + 44 . 5040 Pt+ 0 . 1242 Kt Dt_2 Qt+ 0 . 7870 C t - l (40 . 8497) s (0 . 0731) (0.0788) g 
R2 = . 9121 s 2 = 21,360 . 45 
10 . Conunercial inventory relation 
cct = 201 . 5054 -(~~ : ~~:!)pt -(g:gij~)cg +(~:i;~z)cct-1 
R2 = • 7018 s 2 = 3288 . 467 
11 . Export relation 
qEt = 411 . 3583 - 106 . 1793 qht + 0.0907 (C t-l + C _1) + 0 . 6603 qE -l (82 . 1604) (0.0651) c gt (0 . 1358) t 
R2 = • 8640 s 2 = 8813 . 394 
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disposable income. Mo (1968) made a nonlinear transformation of the 
original income data , then fit a linear relation with the transformed 
variable. 
Disposable income, It , is first forecasted using equation 5 in 
Table 2. The forecast is then substituted into the following transfor-
mation function to obtain G(lt): 
G(I ) 
t 
-0.00lit 
= 6e 
-0.002It 
S.7468e 
Objectives of the Study 
This chapter applies some procedures for measuring reliability of 
forecasts of consequences of public policies. The equations in Table 2 
(54) 
are used to make f orecasts of the variables. The equations developed in 
Chapter II are then applied to calculate the reliability of those 
forecasts. This chapter is divided into three studies: 
In Study I, the objectives are to 
(A) predict the 1965 values of endogenous variables if the 1964 
wheat price support programs had been continued into 1965 and 
predict the reliability of the forecasts , and 
(B) predict 1965 consumer surplus under 1964 policy. 
In Study II, the objectives are to 
(A) predict differences in 1965 endogenous variables if the 1965 
wheat price support were $0. 10 higher than in 1964 and measure 
the reliability of the predictions, and 
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(B) predict the effects of the higher price upon consumer welfare 
and measure the reliability of the predictions . 
In Study III, the objective is to 
(A) predict the 1966 values of all variables if the 1964 wheat price 
support program had been continued into 1966 and measure the 
reliability of the forecasts. This study will demonstrate the 
deterioration in quality of forecasts as the forecas t target 
date moves farther into the future. 
In part A of Studies I and II, the focus is on comparing two measures 
of variance of forecast: a) the conventional measure (equation (5)), which 
is derived under the assumption that values of predictor variables (i.e. 
exogenous variables) are known, and b) a measure derived under the assump-
tion that the values of the predictor variables are themselves predictions. 
Equation (13) is used to calculate the variance of stochastic forecasts. 
Study I 
Forecasts of 1965 variables and variances 
In this study , the 1964 wheat support price program is assumed to 
be continued into 1965 (Ps 4 = PsS = $1 . 32 per bu.). The estimated 
equations from Table 2 were used to make 1965 forecasts of all of the 
variables. A functional relation to forecast the exogenous variables 
is given by 
Since lagged variables and a time trend variable are used in these 
equations, the forecasts are unconditional . 
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A recursive procedure is used to calculate the 1965 forecasts of 
the endogenous variables. The appropriate values of the independent vari-
ables are substituted into equations 6-11 to calculate the forecasts . 
These forecasts of the endogenous variables are conditional since the 
xf' row vector is stochastic (it contains at least one predicted value) . 
After 1965 predictions for each of the variables were made, then 
the exact variance of each forecast was estimated. Equation (5) was 
applied to the unconditional forecasts and equations (5) and (13) to 
the stochastic forecasts . Table 3 presents a cumulative listing of the 
forecasts and variances calculated for Study I. Note that variance 
equation (13) is only used for the conditional endogenous variable 
forecasts . 
The example given in this section computes a forecast for both the 
1965 wheat price, P, and per capita consumption, qh. The variances of 
the two forecasts are then calculated . 
To compute the variance of the conditioning variable forecasts 
(regression equations 1-5), equation (5) is applied. The same equation 
can be used to find the variance of the wheat price forecast. This 
is because the support price, Ps' is known. Also, K
5 
is known to equal 
zero since there is a price support program (see variable definitions 
list), so K5P05 = 0. This implies that the Xf vector is known such 
that the 1965 wheat price forecast is unconditional . 
The information necessary to calculate the price forecast and the 
variance of that forecast is: 
48 
1965 support price psS = 1. 32 
1965 value of K KS 0 
1965 farm price index forecast p oS 
109. 15 
The estimated MSE from model 6 s 
2 0.0190 = 
The 3x3 dispersion matrix of the estimated coefficients in model 6: 
0. 0059 
D(b) 
symm. 
-0.0033 
0 . 0021 
-5 9.39xl0 
-5 5 . 23xl0 
- 6 
2. 07xl0 
The 1965 wheat price forecast is 
,... 
p 
where 
I 
xf 
b 
,... 
p = 
X'b 
f 
0 1. 32 
[o. 1507 
$1. 36. 
o] 
0. 9181 o. 0106] 
Using equation (5) , the variance of this forecast is then 
,... 2 
V(P) = X~D(b)Xf + s 
0 . 0198 and the standard error s(P) = 0.1408 . 
Equation (13) must be used to compute the variance of the condi-
tional forecasts . When calculating the variance of domestic per capita 
wheat consumption forecast, V(qh), it becomes necessary to ob t ain an 
(55) 
estimate for the variance of the nonlinear disposable income prediction, 
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A 
V(G(It)). The use of statistical differentials applied to equation (54) 
yields 
[
aG(It j 
2 
,... 
ar v(rt) 
t 
l -0,0021 -o,0011J 2 A 
L0.01149e t - 0.006e J V(I t) . 
,... 
(Throughout the rest of the chapter, the symbol G will be used in place 
of G(l). Thus V(G) = V(G(I)).) 
The information necessary to calculate qh and V(qh) is 
1965 wheat price forecast 
The variance of the price forecas t 
1965 consumer price index forecast 
The variance of the price index forecast 
1965 disposable income forecast 
The variance of the income forecas t 
"' p 1. 36 
V(P) = 0.0198 
p 111. 29 
c 
v <I> ) 7 . 08 
c 
,... 
I = 2334 . 86 
Vcl) = 2777. 00 
Income variable transformation using (54) G(I) 0 . 5271 
The variance of the transformation us ing 
(56) 
The estimated MSE from model 7 
V(G) 
2 
s 
-4 6. 34x l 0 
= 0.0107 
The 4x4 dispersion matrix of the estimated coefficients in model 7 
The 4x4 dispersion matrix of the forecasted independent variables 
(56) 
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0 0 0 0 
0 . 0198 0 0 
D(xf) 
7.08 0 
- 4 
synun . 6.34x10 
The 1965 wheat consumption forecast is 
" x 'b qh f 
where 
x' 
f ~ 1. 36 111. 29 0.527~ 
b = Q.. 6656 -0.1834 0.0040 1. 385~ 
qh = 2.52 bushels per capita. 
The exact variance of this forecast is given by 
The variance calculation can be broken down into its components: 
a . 
b. 
c. 
o. 0139 
= 1. 996xl0- 3 
-4 2.251xl0 
0.0162 
Line a is the equivalent of equation (5), the traditional variance 
(57) 
calculation. Lines b and c, which add up to 0.0023, s how the additional 
variability present when the forecast is conditional. The last column 
in Table 3 is provided as an index to compare the two variance 
calculations . The ratio for the consumption forecast variance is 
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Table 3. Study I: Forecasts and variances 
Forecast variance Ratio of 
Exogenous 1964 1965 Using Using equation (13) 
variables value fo recast equation equation to 
(5) (13) equation (5) 
p 107.00 109.15 507.54 
0 (22.53)a 
pc 108 . 10 111. 29 7. 08 
(2.66) 
L 167.66 169.00 71.07 
(8.43) 
0 1290.47 1334.65 24,210.17 
(155. 79) 
I 2268 . 00 2334.86 2, 777. 00 
(52. 71) 
Endogenous 
variables 
p 1.38 1.36 0.0198 
(0.14) 
qh 2.67 2.59 0.0139 0.0162 1.165 
(0.12) (0.13) 
qf 70.02 149 . 109 2 ,905.40 5,272.94 1.815 
(53. 90) (72.61) 
cg 705.50 749.23 23,565.12 24,069.40 1.021 
(153 . 51) (155.14) 
cc 113.41 115. 63 3,544.20 3,703.77 1. 045 
(59.53) (60 . 86) 
qE 728. 00 691. 59 10,432.68 10,725 . 42 1.028 
(102.14) (103 . 56) 
astandard er rors are given in paren t heses. 
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0.0162/0.0139 = 1.165. The variable whose variance increased the most, 
qf, has a ratio of 1. 815. The magnitude of the ratio indicates how much 
less the measured reliability is when the variability of the conditionals 
is correctly accounted for. 
Consumer surplus and its variance 
The second objective in Study I is to predict 1965 consumer surplus 
under the 1964 price support policy. According to equation (50), Mo (2.4) 
must be rewritten as 
Let bk = l/b21. Using equation (51) with qh = 2. 59, consumer sur plus 
equals 
18.2558 
In this model , qh and b21 are not independent, so neither are qh 
and l/b21 . Variance formula (53) must then be used to estimat e V(CS) . 
V(CS) 
Apply equation (22) to compute V(q~) . 
equation (25) . 
2 To obtain C(qh,b21), set x=y in 
qhC(qh,b21) + qhC(qh,b21) 
= 2qhC(qh , b21) 
Apply equation (32) to C(qh,b
21
) and obtain 
(58) 
(59) 
(60) 
(61) 
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Substitute V(q~) and C(q~,b 21) into equation (58) to obtain 
V(CS) 
(62) 
When the appropriate numbers are substituted into equation (62), 
the variance is calculated to equal 36 . 3124 . Recall that the estimate 
for the consumer surplus area is equal to 18. 2538 . A standard error of 
that surplus forecast is equal to 6 . 0259. The forecast standard error 
is certainly a more useful reliability measure than the standard errors 
of the parameters used to calculate that forecast . 
Study II 
Forecasts of changes in variables and variances 
In Study I~ an alternate government program is proposed. The wheat 
support price is raised from $1.32 to $1 . 42 per bushel . So Ps
5 
= $1 . 42 
and dP = $0.10 . Because only lagged and time variables are used to s 
estimate the exogenous variable forecasts , they will not be affected. 
The support price incr ease will change each of the endogenous variable 
though . The farm price and government inventory fo recasts are directly 
affec ted by P . The other four variables will change when the farm 
s 
price difference, dP, and wheat consumption difference , dqh, are 
considered . 
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The equations from the Chapter II section on differences of forecasts 
were used to calculate the forecasts and variances given in Table 4. 
Since differences are used, this table is interpreted differently than 
Table 3. Wheat exports, qE , are forecasted to decrease by 1. 8 million 
bushels if the s upport price is raised 10 cents . Note that one standard 
error of that forecast is 1. 6 million bushels ! The new 1965 export fore-
cast would be 691 .6 - 1.8 = 689.8 million bushels. 
For an example , the calculations for the change in the wheat price 
and per capita consumption are given. The b vectors and the D(b) ma.trices 
used here are the same as those used in the previous section . Equation 
(39) is applied to make the forecasts. 
where 
,.... 
dP = dX ' b 
f 
,.... 
dP = 0 . 092. 
o. 10 o] (a known vector) 
The price of wheat is forecasted to increase $0.092 if the wheat support 
price is raised $0 . 10. The new P forecast, P', is then $1.36 + $0.092 = 
$1. 45. 
Equation (40) is used to calculate the variance of the estimated 
change . 
V(dP) 
-5 2 . 0SxlO . 
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Table 4. Study II: Changes in 1965 forecasts and variances of the 
estimated changes 
Forecast Forecast variance Ratio of 
1965 change New Us ing Using equation (41) 
Endogenous fore- when 1965 equation equation to 
variables cas t dP =0.10 forecast (40) (41) equation (4 0) s 
p 1. 36 0.092 1.450 2. 08x10 
-5 
(4 . 56x l0-3)a 
2.59 - 0 . 017 2. 573 -5 
- 5 1. 021 qh 3.36xl0 3.43xl0 
-3 - 3 
(5. 79xl0 ) (5.86xl0 ) 
qf 149. 109 - 13. 664 135.445 11.917 12 . 408 1. 041 
(3.452) (3.522) 
c 749.23 4 . 450 753 . 680 16 . 687 
g (4.085) 
c 115 . 63 -6. 063 109. 567 4.947 5. 091 1. 029 
c (2.224) (2 . 225) 
qE 691.59 -1. 787 689 . 803 1. 932 2.552 1. 321 
( 1. 389) ( 1. 597) 
a 
Standard errors are gi ven in parentheses . 
The forecas t for t he change in wheat consumption is given as 
where 
0.092 0 o] 
dqh -0.017 . 
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Per capita use of wheat for food is forecasted to decrease by 0.017 
bushel per annum. The new qh forecast, qh, is 2.59 - 0.017 = 2.57 bushels. 
A 
Because dP is used to make this for ecast, equation (41) must be used 
to calculate the variance 
where 
-5 4x4 matrix with 2.08xl0 in the 2nd row, 2nd column position 
and zeroes elsewhere. 
By breaking the variance calculation into its components, it is possible 
to see the added variability when the forecast is stochastic. 
-5 
3 . 36xl0 
-7 7. 00xlO 
-5 3.43xl0 = V(dqh) . 
The last column in Table 4 provides a ratio of the stochastic variance 
calc ulation divided by the traditional forecast variance calculation 
-5 - 5 (3.43xl0 /3.36xl0 = 1. 021) . Each of the values in the colunm can be 
compared to each other to see how much larger the actual variance is 
when the reliability of the conditionals is accounted for . 
Consumer surplus and its variance 
The same measure of consumer surplus that was found in Study I is 
calculated as a mode of comparison . Using equation (57) with a fore-
casted value of 2.57 bushesl for qh, consumer s urplus equals 
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CS' (63) 
= 18. 0603 .. 
Equation (60) will be used again to calculate the variance of this 
consumer surplus forecast. But firs t , V(P) and V(qh) for the new 1965 
forecasts of P and qh (V(dP) and V(dqh) will not suffice . The same pro-
cedure from the pr evious section is used to calculate these . When P ' =l . 45 
where 
1. 42 
V(P ' ) = 0.0197. 
When " ' = 2. 57 qh 
where 
1. 45 
o] ; and 
111. 59 
and 0.0197 is replaced by 0.0198 in D(xf) (expression (57)) . 
V(qh) = 0.0102 
These new variance calculations are substituted into equati on (60) 
,... 
to obtain V(CS) = 35 . 5398. One standard deviation is equa l to 5 . 9615. 
Figure 1 summarizes the consumer welfare calculation from Studies 
I and II. 
P'=l.45 
P=L 36 
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2.57 2.59 
q~ qh 
D 
Figure 1. The change in consumer surplus when the wheat support price 
is raised $0 . 10 
D is the price dependent demand equation (58). When the support 
price is $1 . 32 , P=l . 36 and CS=l8.343. This corresponds to areas a+b+c 
in Fig. 1. When the support price is $1.42, P ' =$1 . 45 and CS'=$18 . 047. 
This corresponds to only area a in Fig. 1. Notice that when the wheat 
support price is raised, the forecasted price of wheat will increase . 
This causes estimated consumer s urplus to decrease by $0.2962 . 
Laspeyre Variation and its variance 
Now that dP and dqh have been calculated , alternate measures of 
consumer surplus besides the area under the demand curve can be computed. 
The Laspeyre Variation is found easily using equation (43) . When dP=0 . 092 
and qh=2 . 59 (the quantity demanded before the support price increase): 
(64) 
. 2375 
59 
Apply equation (45) to calculate the variance of the forecasted 
Laspeyre area. 
To calculate V(LV), it is first necessary to find C(qh,dP). The 
simple recursive model in the Regression Theory section of Chapter II 
be applied directly. Set Y lf "' 
,... 
and dXlf = dP5
• Follow can = P,Y2f = q h 
the application of equations (33) through (37) to obtain 
A 
C(qh,dP) = b2ldPS{C(clO'cll) + PSV(cll) + KPOC(cl2'cll)}. 
Equation (66) is then substituted into (65) to estimate the exact 
variance of the Laspeyre Variation. 
With dP=0.092 , qh=2.57, all the appropriate substitut ions are made to 
yield an estimate for the variance of 2. 786xl0- 4 . One standard error 
is equal to 0.0167. 
Consumer gain and its variance 
(65) 
(66) 
(67) 
Consumer gain is another measure which is used to estimate consumer 
surplus . Use equation (47) and the estimate for LV to calculate an 
estimate for CG. When dqh=-0.017 and dP=0 . 092, 
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LV + (-.017)(.092)/2 (68) 
. 2367 
Note that the primary component of the consumer gain area is equal 
to the Laspeyre Variation . This will slightly simplify the derivation 
of the Consumer Gain variance formula . From equation (48) 
(69) 
Some new problems are encountered when evaluating the terms in this 
equation . The data do not fit the assumptions of the statistical proce-
dures which have been used throughout the thesis. The variance and 
covariance formulas presented (equations (8) through (10)) apply to 
products of joint normal variables . But the qh and dqh estimates are 
not normally distributed because they are functions of the stochas t ic 
variables P and dP . Neither are qh and dqh independent of P and dP . 
General formulas for jointly distributed random variables presented by 
Bohrnstedt and Goldberger require knowledge of third moments. So , some 
specification error is admittedly present because the formulas for 
jointly normal variables are being applied to variables that are not 
jointly normal. 
In equation (69), V(LV) is equation (67). Equation (8) is used 
to compute V(dqhdP) . 
(70) 
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To find the formula for equation (70), C(dqh,dP) must first be computed . 
A A 
In this situation , dqh depends upon dP. In the notation of equations 
(20) and (21), this means that dy2f depends upon dy 1f . But, in fact, 
dy2f does not depend upon dy 1f. So, the equations can be reformulated 
to allow for this interdependence. The result yields a complicated 
expression because u1 a f fects b1 and also b2 , which makes D(b 1, b2) more 
complex . It is easier to use the structural models for P and qh along 
with equation (25) to compute 
C(dqh,dP) = C(b2ldP ,dP) 
b
21
v(dP). 
Equation (71) is substituted into (70) to yield V(dqh , dP) . 
(71) 
The next term in equation (69) which must be considered separ ately 
is C(qhdP,dqhdP) . Use equation (10) with y=v to evaluate this expression. 
2 A A A A ~ A 
d PC(qh,dqh) + C(qh,dqh)V(dP) + 
C(qh,dP)C(dP,dqh) 
Equat ion (66) provides the expression for C(qh ,dP). To obtain 
C(qh ,dqh) use equation (21) with dqh = dy2f = dx2fb2 and qh = y2£ = 
xZfb2 . Then 
(72) 
(73) 
The only nonzero e l ement in dx2f is dP. Similarly, C(dP , P) is the only 
nonzero element in D(dx2f,xZf) . 
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Equation (20) can be applied to compute C(clP,P) . This is because 
dP
8
, the only nonzero element of dxlf' is a known constant. So , 
D(dxlf'xlf)=O. Consequently, 
Equation (73) can then be expressed as 
Equations (66), (70) , and (75) are appropriately substituted into 
(72) to obtain the correct equation for C(qhdP,dqhdP) . 
(74) 
To complete the derivation of V(CG), equations (67), (70), and (76) 
must be substituted into equation (69) . When all the appropriate formula 
and variable substitutions are made, an estimate for the variance was 
calculated to equal 2. 770xlo-4 . One standard error is equal to 0.0166 . 
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This variance for the Consumer Gain estimate is very close to the 
variance of the Laspeyre Variation estimate . The actual estimates for 
LV and CG are also very close (see Table 5). 
Fig. 1 can be used again to compare the calculated consumer surplus 
areas. Recall that D is defined as the Marshallian (or uncompensated) 
demand curve. If the assumption is made that the consumer's gain is off-
set by a continuous application of the compensating variation, then the 
correct area for CG would be measured under a compensated demand curve. 
In defining CG though, Winch (1965) notes that if the assumption is made 
that no compensat ing variation is actually made, then the consumer's gain 
is measured by the area under the uncompensated demand curve. Using this 
assumption, the measured area of conswner gain, 0.2367, therefore corre-
sponds to b+c in Fig. 1. This estimate for CG should equal the difference 
between the two estimates of the areas under the demand curve before and 
after the price increase (18. 2558-18. 0603=0.1954). Since this difference 
is only one percent of the actual estimates, it is possible to attribute 
the discrepancy between the two area estimates, 0.2367 and 0.1954, to 
rounding error . 
Table 5 can also be used to compare the variance estimates of the con-
sumer surplus areas. These variance measures can be used to judge "the 
reliability" of the area estimates. Note the small magnitude of the V(LV) 
and V(CG) estimates. One would incorrectly assume that the slightly smal-
ler variance calculation for Consumer Gain resulte d because the CG area is 
less than the LV area. This is because the variance (i.e. the reliability) 
of any forecasted change in conswner surplus is not known and cannot be 
estimated until it is actually calculated. The consumer surplus variance 
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Table 5 . Conslllller surplus measures and then variancea 
Consumer 
surplus 
measure 
cs 
LV 
CG 
Study I 
Estimate 
18. 2558 
Study II 
Variance Estimate 
36.3124 18. 0603 
(6.0259) 
0.2375 
0. 2367 
aStandard errors are given in parentheses. 
(when dP =O. 10) s 
Variance 
35.5398 
(5. 9615) 
- 4 
2. 786xl0 
(0.0167) 
2. 770xl0-4 
(0 . 0166) 
formulas given in this section show that it is possible t o estimate the 
exact variance of fo r ecasted consumer welfare changes from a predicted 
policy action. 
Study III 
The objective of Study III is to empirically show how much less 
reliable the variable forecasts become as the target date moves further 
into the future . Recall that in Study I, 1965 forecasts were made under 
the assumption that the same price support program was maintained . The 
same assumption is made in this study, i.e. Ps4=Ps5
=Ps
6
=$1 . 32 per bushel . 
The same recursive procedure from Study I is also applied to calculate 
the 1966 forecast . 
All of the forecasts made in this study are stochastic . That is, 
1965 forecast values are used to make the 1966 predictions. The func-
tional form for the exogenous variables is given by 
6S 
A 
where XS is the estimate obtained from Study I. .~ach forecast of the 
endogenous variables is also stochastic . The exc~ption remains for the 
wheat price forecast though. P
6 
will be an unconjitional forecast since 
A 
the support price is assumed known, and K5=K6=0, so K6P 06=0 . 
All of the calculated results from Study III are presented in 
Table 6. For ease of comparison, the columns of interest from Table 3 
are also included. It is possible to see how the 1966 forecast variance 
of some variables greatly increased from their 1965 var iance values. 
In this study, the example forecast and variance calculations for 
the wheat price and per capita consumption will direc t ly follow those 
given in Study I . The exact same procedure is used to der ive the 1966 
A A 
price forecast . P
6 
will equal the PS forecast because the Xf vector 
A A 
does not change . This implies that the variance for P
6
, V(P
6
), is also 
the same (see Table 6) . 
A 
The calculations for the 1966 consumption fcrecast, qh
6
, and fore-
A 
cast variance, V(qh6), are different from those jn Study I because the 
stochastic independent variables will change . Fellowing the same proce-
dure , the necessary information is 
1966 wheat price forecast p6 = 1. 36 
A 
The variance of the price forecast V(P
6
) = 0. 0198 
1966 consumer price index forecast pc6 = 114.37 
The variance of the price index forecast 
A 
V(Pc6) 12.24 
A 
16 = 2401. 94 1966 disposable income forecast 
A 
V(I 6) = 4687.44 The variance of the income forecast 
Table 6. Study III: Forecasts and variances 
Forecast variance Ratio of 
1965 Using Using equation (13) 
Exogenous 1965 forecast 1966 equation equation t o 
variables for ecast variance forecast (5) (13) equation (5) 
po 109.15 507 .54 115. 69 507.25 794.16 1. 566 
(22 .52)a (28 . 18) 
pc 111. 29 7.08 114. 37 7 . 15 12.24 1. 712 
(2. 6 7) (3. 50) 
L 169 . 00 71.07 170.13 71.63 110.25 1.539 
(8.46) (10 . 50) 
0 1334.65 24,270 .17 1333. 40 24,538 .58 29,158 . 05 1.188 "' C' 
(156 . 65) (170 . 76) 
I 2334.86 2, 777 . 00 2401.94 2,816.25 4,684 . 44 1.663 
(53.07) (68 . 74) 
Endogenous 
variables 
p 1.36 0 . 0198 1. 36 0 . 0198 
(0 . 14) 
qh 2.59 0.0162 2 . 56 0 . 0144 0 . 0174 1. 208 
(O . 12) (0 . 13) 
astandard errors are given in parentheses. 
Table 6. (Continued) 
Forecast variance Ratio of 
1965 Using Using equation (13) 
Endogenous 1965 forecast 1966 equation equation t o 
variables forecast variance forecast (5) (13) equation (5) 
qf 149 .11 5,272.94 162.19 3,046.72 6,416.35 2 .106 
(55.19) (80. 10) 
Cg 749.23 24,069.4 783.55 23,543.12 39,205.46 1.665 
(153.44) (198.00) 
cc 115. 63 3,704.77 120.91 3,485 .83 4,249 . 84 1.219 
(59. 04) (65.19) 
°' qE 691.59 10,725.42 674.78 10,229.58 15,979.11 1.562 -.J 
(101.14) (126.41) 
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,... 
Income variable transformation (using (54)) G (I 6) 0.4961 
,... 
The variance of the transformation V(G6) 9 . 45x l 0 
The estimated MSE from equation (7) 2 0 . 0107 s 
The 4x4 disper sion matrix of the es timated coefficients in 
equat ion 7 (Table 2) 
-4 
The 4x4 dispersion matrix of the forecas t ed independent variables 
0 0 
0.0198 
syrran. 
0 
0 
12. 24 
0 
0 
0 
-4 9.45xl0 
The independent variable fo r ecas t variances used i n D(xf) are those 
" ~alculated using equation (13) . Since the forecast for qh
6 
is 
conditional upon stochastic forecasts, all variability which might be 
,... 
present in qh6 must be accounted for . 
The 1966 wheat consumption forecast is 
where 
xf = [1 1. 45 114. 37 0. 4961] 
b = Q. 6656 -0 . 1834 0.0040 1. 3857] 
qh6 = 2.56 bushels per capita . 
The exact variance of this forecast is given by 
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Breaking the variance calculation into its components yields : 
0. x ' [D(b)xf + !:l 
2 
0.0144 
b . b'D(xf)b 
-3 2. 674xl0 
tr{D(b)D(xf) } 
-4 
c . J . 2 57xl0 
0.0174 = V(qh6) . 
The conventional variance measure, line a, is equal to 0.0144. 
Note that this value is less than the exact variance for the 1965 fore-
cast , V(qh5)=0.0162. This is the case for all of the other endogenous 
variables also. Notice, however, when the variance of the conditionals 
is included in the calculations, all of the variance measures increase. 
Comparison of the last columns in Tables 3 and 6 indicate that a lot 
more forecast variability is present when the independent variables are 
themselves forecasts. The magnitude of the values in the columns also 
reiterates the point that a lot of variability is left unexplained when 
only the traditional forecast variance fonnula is used. 
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CHAPTER IV . CONCLUSION 
Any forecast economist who publishes a market study would certainly 
hope that their work is a worthwhile effort and that it will be used by 
others with interest in the field. It is unfortunate that those who do 
use the studies are not fully informed of the reliabil ity of the forecasts 
which are made. Many economists conclude their forecast evaluations with 
the goodness of fit of the models which were used to make the forecasts. 
A confidence statement about the forecast itself is seldom reported. 
When a more precise reliability measure is calculated, it is 
usually in the form of a tolerance interval. Computation of the interval 
does require calculating the forecast variance, which is done incorrectly 
when the forecast is conditional. Forecast variance formulas found in 
econometrics texts fail to consider the additional variability present 
when a forecast is used to make another forecast . As a resul~ the 
reliability of the stochastic forecast is overstated. The variance 
calculations done for forecasts of variables in the wheat sector verify 
this statement. 
The textbook formula was applied to calculate the variance of some 
1965 forecasts and also some 1966 forecasts of variables. In some cases, 
the 1966 forecast variances were smaller than those for 1965. It is 
apparent that this formula fails to measure any deterioration in the 
quality of forecasts as the target date moves futher in the f uture . 
When the forecast variances were recalculated to account for the 
stochastic independent variables, then every variance increased. 
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For one variable, the use of wheat for feed , qf, the 1966 forecast 
variance doubled when conditional variances were included in the 
calcuations. One would incorrectly conclude that the variance increased 
so much because the estimated model only explained 78 percent of the 
variation in qf. In equations with lower Ri's, the increase in variance 
was minimal. The increase in variance of forecas ted changes in 
variables was also very small when the stochastic variables were 
included in the calculations . The point is that it is not possible 
to judge exactly how much less reliable a stochastic forecast is, until 
the variance of that forecast is correctly computed. 
Another finding from this study was that it is possible to derive 
variance formulas for some commonly used measures of consumer surplus. 
It is hoped that these original formulas will be used throughout studies 
of consumer welfare. An estimate of the exact variance of a forecasted 
loss in consumer surplus is certainly a more informative r el i ability 
measure than the usual subjective confidence estimate whic h the autho r 
choses t o report. 
The variance formula for a stochastic forecast is a very useful 
measure which needs to be applied in a lot more econometric s tudies . 
Likewise, the variances of the estimated consumer surp lus measures are 
also useful reliability measures which should be used in every s tudy o f 
predic ted policy consequences. 
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