depend on using a dual task to measure working memory, even though that has become a standard practice in the field. Basic intellectual aptitudes can be studied more cleanly using working-memory tasks that impede mnemonic strategies, so that a core capacity must come into play. Last, we offer evidence that this core capacity may be attention serving as a storage device.
Cowan et al., Page 2 What Do Estimates of Working Memory Capacity Tell Us?
Working memory can be viewed as the collection of mental processes that preserve a limited amount of information in an especially accessible form, long enough for it to be of use in ongoing cognitive tasks. By almost all accounts, working memory is indeed a collection of processes (e.g., for diverse theoretical descriptions of working memory, see the chapters of Miyake & Shah 1999) . In our laboratory, we have been investigating "flavors" of working memory that we believe to be closely related to human conscious awareness, namely the primary memory described as the trailing edge of consciousness by James (1890) . This chapter serves as a sort of tour of the laboratory's current endeavors, made more or less interactive by the inclusion of a considerable amount of data from recently-published studies, presented here in tabular form so it can be explored and questioned
We examine research that makes four related points in progression: (1) that working memory is an important concept that amounts to more than some notion of general processing efficiency; (2) that the often-discussed relation between working memory and intellectual maturation and aptitude does not depend on using a dual task to examine working memory, but instead depends only on using a task that impedes mnemonic strategies such as covert verbal rehearsal; (3) that working memory performance depends on the notion of capacity, expressed in terms of chunks; and (4) that the core working-memory capacity limit is related to the scope of attention.
Premise 1: Working Memory Is Not Just General Processing Efficiency
There is a tradition in the research literature suggesting that developmental differences in working memory and cognitive aptitudes throughout the life span result from a developmental Cowan et al., Page 3 increase, and then decrease, in the speed of processing as neural efficiency improves with maturation in childhood and later declines with aging (e.g., Kail & Salthouse 1994) . The theoretical hypothesis is that individuals with a better working memory are able to reactivate information more quickly before it can decay from working memory, and therefore that the speed of processing may be the key factor distinguishing between people with better or poorer working memory. The basis of this claim was a wealth of evidence that processing speed and the accuracy of performance are highly correlated across individuals. Cowan, Wood, Wood, Keller, Nugent, and Keller (1998) documented a strong correlation between two measures of processing efficiency and performance on a digit span task. The digit span task is one of the oldest measures of the short-term retention processes that form a key component of working memory, and is included in standard tests of intelligence. In this task, a series of digits between 1 and 9, with each digit used no more than once per list, is presented on each trial. The list length starts very short and increases every few trials, with the exact number of trials per list length differing from one procedure to another. If the participant is incorrect on every trial at a given length, the test stops, and therefore the duration of the test is adjusted to the abilities of the participant. Some measure of the length of list that can be repeated is taken as an individual's digit span.
One measure of efficiency examined by Cowan et al. (1998) was the rate at which digits were pronounced in lists of a particular length within the span task. The durations of every word in the spoken responses, and the durations of silent pauses between words in these responses, were painstakingly measured using a computer. An oscillographic display of the response was measured with auditory guidance. The notion was that individuals who process information faster would repeat more of this information before it decays. Another measure of efficiency Cowan et al., Page 4 was one devised by Baddeley, Thomson, and Buchanan (1975) . In this type of measure, a small number of items is to be repeated aloud as quickly as possible, either with a set short enough to be memorized and repeated over and over or with a set that is read rather than remembered. This type of measure was thought to estimate how quickly the participant is capable of covertly rehearsing a longer list of words drawn from the same set, in a span task. Cowan et al. (1998) found that both the speed of retrieval and the speed of rehearsal were significantly related to span. A statistical method (structural equation modeling) was used to characterize the relations between measures. It was found, contrary to the expectations of a single type of efficiency across tasks, that retrieval and rehearsal speed were unrelated to each other. However, they both were related to digit span, to an extent described in Table 1 . These were both strong, separate relations and together they accounted for 87% of the age-related variance in digit span (and 60% of its total variance).
----- Table 1 -----At the time, this finding provided one of the strongest arguments in favor of some sort of efficiency theory of working memory, although it required that one stipulate the presence of more than one efficiency parameter per individual (because retrieval and rehearsal rates did not correlate with one another). However, it always bears repeating that correlations do not amount to evidence of causation, even with the use of structural equation modeling.
Recently, Cowan et al. (in press) showed that at least the retrieval rate factor is not causally related to digit span. Ordinarily, children who are 8 to 9 years old have a smaller digit span than adults and retrieve items (pronounce them in the response) much more slowly. In two different ways within separate experiments, Cowan et al. were able to get the children in an experimental group to recall items more quickly. In Experiment 1, this was accomplished by speeding up the Cowan et al., Page 5 stimuli. In Experiment 2, one group of children was simply instructed to speak more quickly in their responses at a certain point (Phase 2 in Table 2 ), and the children were able to do so. In fact, these children sped up their responses to be faster than adults usually speak when recalling lists of an equivalent length. Yet, as illustrated in Table 2 , speeding up did not affect span at all.
The quickly-speaking children still were just as far behind the adults in digit span. This study emphasizes that the correlation between efficiency or speed and span does not reflect a forward direction of causation. Perhaps, instead, the most comfortable speed of responding and memory capacity are separate factors that increase during childhood. By analogy, the head and the arms both grow larger during childhood, but one instance of growth does not cause the other; stretching out the arms as far as they can go does not affect the size of the head.
----- Table 2 The traditional view of working memory (Baddeley & Hitch 1974; Baddeley 1986; Baddeley & Logie 1999 ) and its development (Gathercole & Hitch 1993; Hitch, Towse, & Hutton 2001) is one that incorporates storage and processing mechanisms that are assumed to be distinct , both neurologically and behaviorally. From that viewpoint, it stands to reason that, to test the capabilities of working memory, the test should tax or engage both storage and processing. That has been the logical underlying the type of test that has become prevalent in the literature to examine individual and developmental differences in working memory. In the reading and listening span tests (Daneman & Carpenter 1980) , a sentence is presented and some comprehension is required. The participant is also to remember the last word in the sentence or, in a variation of this procedure, is to remember a separate word. After two or more such Cowan et al., Page 6 sentences, all of the final words are to be repeated. In the counting span test (Case, Kurland, & Goldberg 1982) , the participant is to count arrays of dots while remembering the sums, and then to repeat all of the sums at the end of the trial. In the operation span test (Turner & Engle 1989 ), the participant is to complete multiple arithmetic problems, remembering either the answers to the problems or a separate word presented after each problem. The number of sentences, arrays, or problems that can be processed along with successful serial repetition of the items following the processes (indicating that these items were successfully stored) is taken as the working memory span. In sum, the structure of a trial in these studies is: The finding has been that this storage-and-processing type of test generally yields correlations with aptitudes that are considerably stronger and more consistent than the correlations between simple span tasks and aptitudes, and that are general across the processing domains (Conway, Kane, Bunting, Hambrick, Wilhelm, & Engle in press; Daneman & Merikle 1996; Kane, Hambrick, Tuholski, Wilhelm, Payne, & Engle 2004) . At times, the correlations have been strong enough to suggest that working memory may be the key factor distinguishing between individuals with higher or lower intelligence (Conway, Cowan, Bunting, Therriault, & Minkoff 2002; Engle, Tuholski, Laughlin, & Conway 1999; Kyllonen & Christal 1990) .
Nevertheless, there are problems with this approach. These correlations are not useful in understanding intelligence unless we can understand what mechanisms are indexed by the tests of working memory. Perhaps the high correlations occur only because the working-memory tasks require skills other than the temporary storage of information. For example, consider the original version of the listening and reading span tasks, in which the last word of every sentence is to be remembered (Daneman & Carpenter 1980) . It seems theoretically possible that this can Cowan et al., Page 7 be carried out by using long-term memory to retrieve the sentences, using their meaning or grammatical structure as cues. These remembered sentences would serve in turn as strong cues to the last word in each sentence.
This hypothesized retrieval method would lead to the prediction that response times should be much longer for listening or reading spans than for other types of working memory test, in which there are no strong linguistic cues. Indeed, this was found to be the case, by Cowan et al. (2003) . For example, Table 3 shows the mean response durations to two-item lists for three types of span in three age groups. Clearly, in all age groups, responses were longer in listening span than in digit span or counting span, and this difference between tasks was exaggerated in young children. Based on these findings alone, one might consider these original versions of listening and reading span to be potentially invalid measures of working memory, because a long-term retrieval strategy is involved. However, it does not necessarily invalidate the other measures of working memory that incorporate separate processing and storage components.
----- Table 3 -----Another possible drawback of storage-and-processing tasks is that they require dual-task coordination. For some individuals at least, this poses a difficulty that depends on central executive functioning and can be separate from working-memory storage (Logie, Cocchini, Della Sala, & Baddeley 2004) . Fortunately, though, the incorporation of separate storage and processing components may not be necessary after all. Recent studies lead to a reinterpretation of why they correlate so well with aptitudes; that is, why they "work."
The original interpretation was that both processing and storage must be involved in a working memory task for it to work well. An alternative interpretation is that the processing episodes merely prevent covert rehearsal, which can become relatively automatic in adults Cowan et al., Page 8 (Guttentag 1984) and can circumvent the need to expend a basic working memory capacity on storage per se. Thus, the difficulty of the processing component of the working memory task is not particularly critical (Duff & Logie 2001) . The effectiveness of the working memory task instead seems to depend on how tight the schedule of retrieval and central processing is (Barrouillet, Bernardin, & Camos 2004; Conlin, Gathercole, & Adams 2005; Friedman & Miyake 2004; Lépine, Barrouillet, & Camos 2005) , so that it can leave little time for rehearsals to sneak in between processing episodes.
As emphasized by Cowan (2001) , there are some sorts of working memory task in which rehearsal is not feasible despite the absence of a dual task. In some of these tasks, an array of items is presented too quickly for rehearsal to be possible. A classic example is the array memory procedure of Sperling (1960) , in which a briefly-presented array of characters was followed by a partial-report cue. A more recent example is the visual array comparison task of Luck and Vogel (1997) , in which an array of small, differently-colored squares is followed by a second array, within about 1 sec of the first, that matches the first array or differs in the color of one square. In one version of the task, to make the decision easier, the second array includes one encircled square and, if any square changed color, it was that one. The task is to indicate whether the square changed color. This task is unaffected by the exact duration of the brief, first array and unaffected by the need to recite digits during the task to suppress, provided that the recited digits do not impose a substantial memory load (Luck & Vogel 1997; Morey & Cowan 2004 . Adults can carry out this task almost perfectly with 3 or 4 squares in each array, but performance drops dramatically as the number of squares increases beyond working-memory capacity.
Another example of a working memory task that does not include a separate processing Cowan et al., Page 9 component, but still makes rehearsal infeasible under some circumstances, is running memory span (Pollack, Johnson, & Knaff 1959) . In this sort of task, a long list of items ends unpredictably, after which the task is to recall as many items as possible (or a certain requested number of items) from the end of the list. If the list is presented very quickly (3 or 4 words per sec, which can be done with spoken words without losing intelligibility), it is impossible to rehearse. In fact, Hockey (1973) found that, with rapid presentation in a running span task, rehearsal instructions led to worse performance than instructions to wait passively for the list to end. (With a slow presentation, in contrast, rehearsal instructions help.) Cowan, Elliott et al. (2005) recently showed that working memory tasks that do not allow much rehearsal, but nevertheless do not include separate storage and processing components, do very well in accounting for variance in aptitude tests. They did not do quite as well as listening span or counting span tests, but the extra variance accounted for by those tests appeared to be mostly task-specific and not general across both types of storage-and-processing task. Therefore, the tasks such as visual array comparisons and running span could be viewed as purer indicants of working memory capacity. It, like the storage-and-processing tasks, did much better than simple digit span in accounting for aptitude test results.
An additional expectation could be drawn from our analysis of this single-component type of working-memory task. Young children are typically unable to rehearse automatically the way that adults do. Therefore, in young children, even simple digit spans should show a high correlation with aptitudes. This is exactly what Cowan, Elliott et al. (2005) found, as is shown in Table 4 . In second-and fourth-grade children, digit span had a high value in predicting a general factor of intelligence extracted across verbal and nonverbal tests. In sixth-grade children and adults, in contrast, digit span was of no predictive value. capacity exists, and plays a role in aptitude. In a famous paper, Miller (1956) noted that people seem able to recall about seven items in a span test, plus or minus a couple. However, in the same paper he emphasized the importance of the ability to group items together to form higherlevel, meaningful units or chunks. As a compelling example (not used by Miller), the letter string BBCCIAFBI would be difficult to remember as nine separate letters but it is rather easy to remember if one recognizes three acronyms for well-known agencies, the British Broadcasting Corporation (BBC), the Central Intelligence Agency (CIA), and the Federal Bureau of Investigation (FBI). Then it remains possible that the reason people can remember about seven items is that they rapidly form new, larger chunks of information. The reason why telephone numbers are typically presented in groups of three and four digits is probably to assist in the formation of new chunks. It is also possible that rehearsal of the digits in a repeating loop (Baddeley 1986 ) is used to form these chunks.
One of the founding fathers of the field of cognitive psychology, Donald Broadbent, recognized that there is probably a core capacity that remains after mnemonic strategies like grouping and rehearsal do not operate (Broadbent 1975) . He suggested that this core capacity is three items. (Conceptually, three chunks given an absence of grouping.) He gave the example of the list length resulting in perfect performance; usually, across many trials, no more than three items. Another example he gave was that recall from long-term memory requires repeatedly refilling and emptying working memory, as a conduit between the long-term store and voluntary Cowan et al., Page 11 response processes. For example, when one is asked to recall all of the states of the U.S., the answers come out in bursts of just a few states at a time.
Cowan (2001) more systematically looked for situations in which each item remains a separate chunk because of aspects of the task that prevent grouping and rehearsal. Some of these situations are summarized in Table 5 . What was remarkable from this survey was that diverse types of situation converged on an estimate of 3 to 5 items recalled in these circumstances.
----- Table 5 -----There is something less than completely satisfying about characterizing the number of chunks that can be recalled entirely on the basis of situations in which each item equals a chunk.
How do we know that the task analyses are correct, and how do we know whether the same estimate of capacity (3 to 5 chunks) would emerge in situations in which multiple items are grouped together to form a chunk? We have investigated this question intensively in our recent work. There already was some evidence that people can remember 3 to 5 chunks in a situation in which they are to replicate a chessboard, with pauses between groups of pieces defining a chunk (Gobet & Simon 1998) . We hoped to extend the evidence to verbal recall, in which there is strong evidence of chunking processes (e.g., Johnson 1978; Marmurek & Johnson 1978) . Tulving and Patkau (1962) already found that presenting material with associations between items resulted in the recall of larger chunks, but not more chunks. Stimulus lists were series of 24 words that varied in the order of approximation to English, ranging from random words at one extreme to perfect English sentences at the other extreme. In between, the orders of approximation made sense for any n words in a row, where n increased with the order of approximation, but did not make sense for the entire sentence. For example, in a third-order approximation, each sequence of three words is valid, as in Today I went home with them out or Cowan et al., Page 12 in our house is cold in winter we think.... Free recall was required and the results were to be scored according to serial order: Any series of words recalled in the presented order was considered a single chunk. So if the phrase Think before you speak up again were recalled as up again, you speak, it would be scored as the recall of two chunks. It was found that the average chunk grew larger with increasing levels of approximation to English but that, at all levels of approximation, 4 to 6 chunks were recalled. There are, though, several shortcomings of this method. Each series may not really be a single chunk in the participant's representation, underestimating the number of chunks recalled; and, conversely, an overall representation of some of the ideas might be used, especially in the higher-order approximations to English, reducing the number of words or chunks that had to be separately retained in working memory.
Still, the results show at least a rough agreement with estimates of limited capacity that fall between three items (Broadbent 1975 ) and seven items (Miller 1956 ). Cowan, Chen, and Rouder (2004) tried to improve upon this sort of method. Monosyllabic words were exposed to participants sometimes as singletons and sometimes in pairs, to manipulate the strength of the learned pairing. For example, the words brick and hat might be presented sometimes in isolation and other times, for the same participants, as the consistent pair brick-hat. After a large number of presentations of this sort, 8-word lists were presented, each of which had been constructed from pairs that had received the same strength of pairing, in a way that maintained the learned pairings. There were five list types, shown in Table 6 . Recall was scored in terms of whether a pair of words was retrieved in the order that had been presented in the list (an intact pair). Items recalled not in an intact pair were considered singletons; these comprised words recalled without the paired word, or word pairs recalled with its two items in the reversed order and/or separated by other words.
Cowan et al., Page 13
----- Table 6 -----The number of intact pairs recalled increased as a function of the strength of pair training, as shown in Table 6 (middle column of data). Nevertheless, as the table shows in the last column of data, provided that the words had been included in the study phase of the experiment, the total number of chunks recalled (singletons plus intact pairs) remained rather constant across training conditions. The number of chunks recalled was a bit lower when the words had not been studied at all (first row of data in the table). Theoretically, it would be possible for an intact pair actually to be composed of two singletons in the mental representation that by chance happened to be recalled in the presented order, but a mathematical model indicated that this rarely happened.
In subsequent study, Chen and Cowan (in press) sought an easier way to score the results of such experiments. We also sought to determine how a limit in terms of the number of chunks recalled could be reconciled with the tendency for lists of monosyllabic words to be recalled better than lists of multisyllabic words, the word length effect of Baddeley et al. (1975) . To examine these issues, pairs of monosyllabic words were taught and tested over and over, in tests in which the first member of the pair cued recall of the second. Other monosyllabic words were presented as singletons intermixed with the pairs. The entire word set was presented repeatedly until both cued recall of each pair and recognition of each singleton as such reached 100% correct. At that point, it was fair to assume that each learned pair was a single chunk and that singletons and learned pairs were equated for familiarity. (Lists of singletons that had not been included formed another control condition, and showed that familiarity training with singletons was actually not very important, probably because they were so familiar to the participants.) Both free and serial recall were used in separate experiments, and list length varied.
Opposing predictions for the proportion of words recalled correctly could be formulated on Cowan et al., Page 14 the basis of a chunk limit or a length limit. According to a chunk limit ), the proportion correct should be similar for a list of n learned pairs and a list of n pre-exposed singletons because both of them contain n chunks. In contrast, according to a length limit (Baddeley et al. 1975 ), the proportion correct should be similar for a list of n learned pairs and a list of 2n pre-exposed singletons because both of them include the same number of monosyllabic words and therefore are the same length. Table 7 shows what happened. Under some circumstances, the results conformed to the prediction based on a chunk limit almost perfectly. This happened in free recall when the lists were relatively long (6 learned pairs). The results were very similar in serial recall if the data were scored without penalty for order errors, although the table does not include that result.
However, under other circumstances, the results conformed to the prediction based on a length limit almost perfectly. This happened when serial recall results were scored as correct only for items recalled in the correct serial positions, provided that the lists were relatively short (4 learned pairs). In other circumstances, intermediate results were obtained. Chen and Cowan (in press ) suggested a theoretical interpretation in which there is a basic limit in the number of chunks that can be retained in working memory, but in which the core holding mechanism does not do a very good job of retaining the serial order of the chunks. To retain serial order, a phonological rehearsal mechanism (Baddeley 1986 ) comes into play, and it is limited to about the amount that the participant can rehearse in 2 sec (Baddeley et al. 1975 ). Thus, a length limit applies within the range that the phonological store can manage; that amounts to about 8 monosyllables. The serial-order-preserving mechanism might have to work in combination with the chunk-preserving mechanism.
----- Kane et al. 2001 Kane et al. , 2004 , a key characteristic is the ability to control attention. For example, Kane et al. examined performance in an antisaccade task in which the natural tendency to look at a suddenly-appearing object is to be resisted; the participant is rewarded for instead looking in the other direction. Similarly, others have argued that what is critical is one particular attention-related executive function, such as the ability to inhibit irrelevant information (Gernsbacher 1993; Lustig, May, & Hasher 2001; May, Hasher, & Kane 1999) or the ability to update information in working memory (Friedman, Miyake, Corley, Young, DeFries, & Hewitt in press). We (Cowan 2005; Cowan, Elliott et al. 2005 ) have explored the possibility that it is not one function of attention specifically, but attention more generally that is important for individual differences in working memory. The focus of attention might zoom out to apprehend the maximum number of items, or zoom in to hold on to a goal in the face of potent interference. Individuals who are better able to apprehend a field of items when the task requires it may also be the ones able to concentrate on a difficult goal when the task requires that.
In a recent study (Cowan, Fristoe, Elliott, Brunner, & Saults in preparation) , we examined this contention using individual and developmental differences. A task that was assumed to reflect attention zoomed out (i.e., the scope of attention) was the two-array comparison procedure modeled after Luck and Vogel (1997) . A task that was used to examine attention zoomed in to maintain a difficult goal (i.e., control of attention) was one in which there was a cue to pay attention either to a list of printed letters or to a concurrent list of spoken digits. After Cowan et al., Page 16 each series, memory for the attended or the ignored list was tested. The measure of the control of attention was the extent to which memory for attended lists surpassed memory for ignored lists. This measure was much higher in adults than in children, who showed little evidence of being able to control their attention in this situation, even in a subsample in which children's accuracy of monitoring the attended channel was matched to the adults. Among adults, there was a significant correlation between the scope-of-attention and control-of-attention tasks, r = .34. A composite measure of intelligence was related to the scope of attention, r = .52, and also to the control of attention, r = .47. The two types of attention shared 12% of the variance in intelligence; the scope of attention uniquely contributed another 15%, whereas the control of attention uniquely contributed another 10%. So there appears to be a common attention mechanism that is supplemented by some specialized components for apprehension versus control functions of attention. According to neurological evidence reviewed by Cowan (1995 Cowan ( , 2005 , in press) these would be primarily parietal versus frontal lobe mechanisms, respectively, working together closely.
In other research we have asked whether the chunk limit in working memory retention is truly a limit in attention, as we have supposed. Morey and Cowan (2004) asked whether the array-comparison procedure could be interrupted by a memory load originating in spoken digits.
One would not expect such interference if visual arrays are saved entirely in an automaticallyheld, visually-specific buffer like the visuospatial sketch pad of Baddeley (1986) . In contrast, one might expect interference if visual arrays are saved at least partly in an attention-demanding manner and attention is needed also for retention of the spoken digits. In their procedure, Morey and Cowan presented acoustic instructions for verbal recitation, followed by two arrays. After indicating whether the arrays were the same or different, the verbal stimuli (if any) were to be recalled. The verbal recitation conditions included (1) no recitation, (2) recitation of a random two-digit load, which is a very light load; (3) recitation of the participant's own 7-digit telephone number, a light load despite more digits because one's own telephone number can maintained without holding multiple chunks in working memory; and (4) a random seven-digit memory load.
The results are shown in Table 8 . Neither a two-digit load nor recitation of the known telephone number had much effect on visual array performance. However, a random seven-digit load did have an effect. The effect was particularly severe when the digits were incorrectly remembered, a situation in which attention would have been recruited to the digit-recitation task and away from the visual arrays.
----- Table 8 -----Some remaining issues were addressed by Morey and Cowan (2005) . The data are shown in some detail in Table 9 , separately for different sizes of arrays. The data are shown both in term of the proportion correct and in term of a formula that estimates the number of items retained in working memory (Cowan 2001; Cowan, Elliott et al. 2005) . The data show that the effect of a memory load was much larger when the load was recited aloud (as was required by Morey & Cowan 2004 ) than when the load was retained silently (as in other studies, such as Cocchini, Logie, Della Sala, MacPherson, & Baddeley 2002) . Aloud recitation may require more attention, given that silent retention of verbal materials can make use of a rehearsal mechanism that operates without much attention in adults (Guttentag 1984) . The data show further that the interference from verbal recitation occurs during the maintenance of the first array; visual array comparison performance was impaired more when verbal recitation began between the arrays than when it began sooner, before the first array. All of this supports the notion that visual arrays Cowan et al., Page 18 are maintained with the assistance of attention.
----- Table 9 -----Although verbal working memory benefits from rehearsal, we are working on obtaining evidence that it, too, relies on attention in certain circumstances. One such circumstance is when the memoranda come from several semantic categories and surpass the ability of rehearsal mechanism, which encourages the use of semantically-based chunking mechanisms rather than phonological rehearsal. Bunting and Cowan (2005) presented four words in each of three semantic categories (e.g., body parts, animals, and tools), with the words in each semantic category presented in a different color (red, blue, or green). These were followed by a rehearsal cue that was the semantic category (e.g., animals?) or a color category (e.g., blue?), thus encouraging attention to the color as well as the category during presentation of the list. The main question of the experiment was whether the presentation of the cue in a different color from the targeted words would require extra attention. The color mismatch (second row of data in Table 10 ) had a detrimental effect when the mismatch trials were rare (left-hand column of data), but not when the mismatch trials were common (right-hand column of data). This suggests that when mismatch trials were rare, those rare mismatch trials recruited or required attention and interfered with recall by drawing attention away from the list items. Converging evidence on the use of attention in verbal recall comes from a task in which running memory span is combined with an attention-demanding, button-press task, presented during the retention interval, that is modeled after the antisaccade task (Bunting & Cowan 2004 ).
----- Table 10 -----Finally, we have explored other means to draw inferences about the attentional demands of verbal working memory. We have relied upon proactive interference, the tendency for retrieval Cowan et al., Page 19 to suffer interference from previous, similar material. The logic is that, if the materials to be remembered are held within the focus of attention, they are less susceptible to proactive interference than if the materials to be remembered are held at least partly in some other portion of memory, where they can be confused with previous materials (cf . Halford, Maybery, & Bain 1988) . Cowan, Johnson, and Saults (2005) presented lists that were followed by a probe item.
The task was to indicate as quickly as possible whether the probe item was in the list. On highproactive-interference trials, the current trial was preceded by several other trials using items from the same semantic category, including some of the same words. Sometimes the lists were presented with all items at once and sometimes they were presented one item at a time, but the results did not differ between those conditions. When the list was short enough to fit within the focus of attention most of the time (three and four items long), there was no effect of proactive interference. However, when the list was longer (six and eight items long), there was an effect of proactive interference, as shown in Table 11 . The results suggest that three and often four items were held in the focus of attention.
----- Table 11 -----Other theorists have reached different conclusions. Oberauer (2002 Oberauer ( , 2005 believes that there is a 1-chunk focus of attention surrounded by a capacity-limited region or fringe holding up to about 4 chunks. However, his results also could be explained with the notion that there is a single focus of attention that holds up to about 4 chunks in the average adult, but with a prioritization of the items in the focus of attention.
Concluding Remarks
We have argued on the basis of recent evidence (most of which is summarized in Tables 1   through 11 ) for four related premises: (1) that working memory is not just general processing Cowan et al., Page 20 efficiency; (2) that the relation between working memory and intellectual maturation and aptitude does not depend on using a dual task to examine working memory; (3) that working memory performance depends on the notion of capacity, expressed in terms of chunks; and (4) that the core working-memory capacity limit is related to the scope of attention. We believe it to be useful that these premises have been stated separately because evidence against one of them would not necessarily invalidate the others. Together they form a theoretical view (Cowan, Elliott et al. 2005 ) that has practical, theoretical, and philosophical implications.
Practically, we have shown that considering both the scope of attention and the control of attention can lead to excellent predictions of aptitude in a principled manner (Cowan et al. in preparation) . These days when video games are everywhere, measurements of attention may be of higher construct validity than the nonverbal measures within intelligence tests that are used to estimate fluid or native intelligence. Those nonverbal measures were probably intended to examine how individuals deal with novel situations but the situations may be too similar to video games, television shows, or school materials to be sufficiently novel to today's test-takers.
Theoretically, we believe that we are getting closer to an understanding of the basic limits that can be used to predict performance in a range of cognitive tasks. For example, it is helpful to know when chunk limits apply and when length limits apply in verbal recall (Chen & Cowan in press) . It is helpful to understand something about the attention requirements of working memory tasks (Bunting & Cowan 2005; Morey & Cowan 2004 .
Philosophically, the portion of working memory that is based on the focus of attention is closely related to the conscious mind (Baars & Franklin 2003; James 1890) . We hope that explorations of this aspect of working memory will lead to a more satisfying understanding of the phenomenological aspect of cognitive psychology, a bridge between behavioral results and Cowan et al., Page 21 our personal understanding of ourselves as human beings. Table 1 Findings of Cowan et al. (1998) , Experiment 1 _________________________________________________________________________ Increase in span resulting from a 1-SD speedup in retrieval rate (path coefficient): .41 SD Increase in span resulting from a 1-SD speedup in rehearsal rate (path coefficient): .49 SD The proportion of the total variance accounted for by these two rates: 60%
The portion of within-age variance in span accounted for by these two rates: 87% _________________________________________________________________________ Cowan et al., Page 29 
___________________________________________________________________________
Measuring the number of stimuli that are recalled perfectly, which would not be expected if recall was based on a chunking or rehearsal strategy (Broadbent, 1975) Noting the way in which long-term retrieval depends on repeatedly refilling working memory capacity, so that bursts of items are produced (Broadbent, 1975) Imposing information overload in a spatial array to be remembered (Sperling, 1960) Imposing information overload in a rapid and unpredictable series to be remembered, as in running memory span (Hockey, 1973) Requiring memory of a verbal sequence that was ignored at the time of its presentation (Cowan, Nugent, Elliott, Ponomarev, & Saults, 1999) Imposing a rehearsal-prevention task along with a verbal series (Murray, 1968) Using verbal material in which the chunks are too long to rehearse (Glanzer & Razel, 1974) Using materials in which the configuration of items keeps changing, as in multi-object tracking (Pylyshyn & Storm, 1988) .
Examining elements that were used within a newly-formed chunk (Ryan, 1969) ___________________________________________________________________________ Cowan et al., Page 33 Table 6 Recall Statistics from Cowan et al. (2004) in the 50%-mismatch condition, but none in the 12.5%-mismatch condition.
