Here we investigate reach adaptation induced by visual target errors without perturbing the actual or sensed hand position. We analyzed the spatial generalization of adaptation to target error to compare it with other known generalization patterns and simulated our results with a neural network model trained to minimize target error independent of prediction errors. Subjects reached to different peripheral visual targets and had to adapt to a sudden fixed-amplitude displacement ("jump") consistently occurring for only one of the reach targets. Subjects simultaneously had to perform contralateral unperturbed saccades, which rendered the reach target jump unnoticeable. As a result, subjects adapted by gradually decreasing reach errors and showed negative aftereffects for the perturbed reach target. Reach errors generalized to unperturbed targets according to a translational rather than rotational generalization pattern, but locally, not globally. More importantly, reach errors generalized asymmetrically with a skewed generalization function in the direction of the target jump. Our neural network model reproduced the skewed generalization after adaptation to target jump without having been explicitly trained to produce a specific generalization pattern. Our combined psychophysical and simulation results suggest that target jump adaptation in reaching can be explained by gradual updating of spatial motor goal representations in sensorimotor association networks, independent of learning induced by a prediction-error about the hand position. The simulations make testable predictions about the underlying changes in the tuning of sensorimotor neurons during target jump adaptation. reach adaptation; target jump; generalization pattern; asymmetry; neural network model OUR SENSORIMOTOR SYSTEM ADAPTS to environmental changes to sustain proper performance. In goal-directed reaching, adaptation may serve the purposes of reducing the offset between reach endpoint and target position ("target error"; Cameron et al. 2011; Diedrichsen et al. 2005; Magescas et al. 2009 ), or of readjusting sensory predictions which no longer match the actual sensory feedback about the hand ("prediction error"; Kawato 1999; Mazzoni and Krakauer 2006; Shadmehr and Krakauer 2008). Here we investigate human performance in a target jump task in which error feedback is determined by target error. To constrain possible underlying neural mechanisms, we investigate the spatial generalization of adaptation in this task and simulate the human behavior with a recurrent artificial neural network model to infer possible underlying neural changes.
reach adaptation; target jump; generalization pattern; asymmetry; neural network model OUR SENSORIMOTOR SYSTEM ADAPTS to environmental changes to sustain proper performance. In goal-directed reaching, adaptation may serve the purposes of reducing the offset between reach endpoint and target position ("target error"; Cameron et al. 2011; Diedrichsen et al. 2005; Magescas et al. 2009 ), or of readjusting sensory predictions which no longer match the actual sensory feedback about the hand ("prediction error"; Kawato 1999; Mazzoni and Krakauer 2006; Shadmehr and Krakauer 2008 ). Here we investigate human performance in a target jump task in which error feedback is determined by target error. To constrain possible underlying neural mechanisms, we investigate the spatial generalization of adaptation in this task and simulate the human behavior with a recurrent artificial neural network model to infer possible underlying neural changes.
Depending on the perturbation paradigm, target and prediction error will drive adaptation jointly. In the widely used visuomotor rotation or translation tasks (Bedford 1989; Bock 1992; Ghahramani et al. 1996; Imamizu et al. 1995; Krakauer et al. 2000 Krakauer et al. , 2004 Paz et al. 2003; Pine et al. 1996; Vetter et al. 1999; Wise et al. 1998) , adaptation is elicited by a perturbed visual feedback (cursor) which induces a discrepancy between seen and actual hand position. This perturbation imposes prediction errors of hand position in the sense that a familiar motor command leads to unexpected sensory consequences (Shadmehr et al. 2010) . If the perturbation cannot be compensated during the course of the movement then target errors also occur. Thus, in these tasks, prediction and target errors could both drive adaptation. However, when the target error is experimentally compensated, then adaptation occurs even with prediction error alone (Mazzoni and Krakauer 2006; Tseng et al. 2007 ). Conversely, target error induced by unnoticed target displacements without prediction error about hand position can also lead to reach adaptation (Cameron et al. 2011; Laurent et al. 2011 Laurent et al. , 2012 Magescas et al. 2009; Magescas and Prablanc 2006) . Thus both target and prediction error can drive adaptation independently, with potentially different underlying neural bases. While adaptation has been investigated intensively for perturbation tasks, which include prediction errors, much less is known about spatial generalization of adaptation driven by target errors in target jump tasks (Magescas et al. 2009 ).
Sensorimotor adaptation mostly generalizes to nonadapted targets or movements. The generalization pattern of adaptation can help to identify different forms of adaptation and reveal constraints for possible underlying neural mechanisms (Donchin et al. 2003; Imamizu et al. 1995; Krakauer et al. 2000; Magescas et al. 2009; Mattar and Ostry 2010; Pine et al. 1996; Tanaka et al. 2009; Taylor and Ivry 2013; Thoroughman and Taylor 2005) . In our study on target error adaptation, we will focus on three aspects of generalization, introduced in the following paragraphs: range (local or global), frame of reference (translational or rotational), and symmetry (symmetric or skewed). Note, we do not expect these three parameters to necessarily be independent properties of adaptation, but we will present them separately for the purpose of introducing the concepts and analyzing them.
The spatial range of generalization is expected to relate to the spatial selectivity of underlying neuronal units. The logic is that the properties of those neuronal units which control the movement (Thoroughman and Shadmehr 2000) or which define a sensorimotor map, i.e., the weights between the desired direction of movement and the tuned movement units (Pouget and Snyder 2000) , will determine the generalization pattern if they change during adaptation. For example, previous studies have shown that the spatial range of generalization can fundamentally differ when the perturbation to hand feedback is applied either in a rotational or in a translational geometry in visuomotor tasks. Generalization to rotational perturbations was local, i.e., adaptation effects quickly decreased with increasing distance from the trained target Pine et al. 1996) , suggesting narrow tuning functions of the responsible neurons (Tanaka et al. 2009 ). Generalization to a translational perturbation in contrast was more "global", i.e., adaptation effects occurred for target positions over a wide range (Ghahramani et al. 1996; Taylor and Ivry 2013) . Global generalization suggests very broad tuning functions for neurons involved in the relevant sensorimotor transformation or an effect on the neural representation of the origin of the spatial reference frame for reaching (Shadmehr and Wise 2005) . A local cross-axial target jump, as we will use it here, can be geometrically interpreted as a rotational as well as a translational perturbation; hence it is open which range of generalization should be expected in such task.
Second, the spatial frame of reference of generalization allows inferring which parameters of the reach kinematics are adapted. The logic again is that adaptation modifies those parts of the neural system, which encode reach parameter in a corresponding frame of reference. For example, previous visuomotor rotation paradigms showed a rotational generalization pattern (Bock 1992; Krakauer et al. 2000) , meaning that reaches to unperturbed targets were affected only in direction (polar angle) but not amplitude (radius). Accordingly, one would expect that the neural units affected by adaptation encode direction independent of amplitude. In contrast, when reaches were adapted in a translational fashion in their Cartesian endpoint positions (Ghahramani et al. 1996) , this would indicate that units affected by adaptation encode both kinematic reach parameters (direction and amplitude) jointly. Again, since a cross-axial target jump as used in our experiment can be interpreted as a rotational as well as a translational perturbation, it is open which frame of reference for generalization should be expected. We investigate adaptation to target error independent of hand prediction error, and target error is defined via reach endpoints. Hence, we test the hypothesis that target errors in a target jump task induce adaptation of reach endpoints, and therefore might result in translational generalization.
Finally, additional features of generalization with potential implications on the mechanisms of adaptation recently moved into the focus of research. For example, Gonzalez Castro and colleagues (2011) observed generalization patterns in forcefield adaptation that were centered at the direction of the experienced movement rather than the direction of the planned movement, but were otherwise symmetric. Another force-field study, in contrast, showed asymmetric generalization in healthy subjects, but not in cerebellar patients (Izawa et al. 2012 ). Based on accompanying modeling results, the latter observation let the authors conclude that asymmetric generalization could be a signature of a system that learns by minimizing prediction errors via forward model adaptation. If this is the case, we would have to expect symmetric generalization in tasks which do not induce a prediction error of the hand position, like the target-error task used here.
The first aim of our study was to characterize generalization for a cross-axial target jump with minimal possibility for sensory predictions errors. We designed our task so that prediction error of egocentric arm position would not plausibly be induced. First, our task used the bare arm as the effector and provided continuous unobstructed view of the arm during natural movements. Thus subjects had no need to develop a task-specific internal model of any cursor movement or manipulandum dynamics, but instead could rely on their lifelong trained internal model for estimating arm position. Second, we did not perturb the hand, neither physically nor visually. Thus the subjects had a full, unobstructed view of their free arm movements completely under their own control. The error was exclusively introduced by a jump of the visual target stimulus during the course of the arm movement, but rendered invisible by saccadic suppression.
As a second aim, we used a neural network to simulate the observed adaptation pattern. The main idea of the modeling is to heuristically infer potential underlying neural changes of adaptation, which then can be subject to future neurophysiological testing. Another idea of the modeling is to test the above-mentioned hypothesis that the symmetry of generalization might be determined by the type of error by which the sensorimotor system adapts. Previous network models simulated visuomotor adaptation, which resulted either in asymmetric (skewed) generalization (Izawa et al. 2012) or symmetric generalization (Tanaka et al. 2009; Taylor and Ivry 2013) but used different modeling approaches so that the critical determinant for asymmetric generalization is not clear. We used a recurrent artificial neural network, previously built to simulate the learning of context-specific visuomotor associations (Brozovic et al. 2007 ) and tested within the same network architecture which connectivity and learning constraints in the model would produce skewed or symmetric generalization.
METHODS

Subjects
In total, 48 subjects (20 to 58 yr old, 36 women) participated in the experiment, of which 29 (20 to 58 yr old, 20 women) were used for the main analyses in this study, 15 were used for a control analysis, and 4 were excluded (see below for details). Detailed written instructions were given to the subjects before the experiment. In a training session, a few minutes before the recording session, subjects could practice the control task without target jump and ask any question not resolved by the written instructions. All subjects were right handed with normal or corrected-to-normal vision and were naive with respect to the objective of the study. Subjects were not informed about the target jump that would be introduced. Experiments adhered to the principles of the Declaration of Helsinki and institutional guidelines. The experiments were reviewed and approved by an institutional review committee of the Georg Elias Müller Institute for Psychology of the University of Göttingen. All subjects gave their written, informed consent.
Experimental Setup
All stimuli were presented on an LCD screen (19 in. ViewSonic VX922) facing the subject (i.e., in the fronto-parallel plane) at a distance of 40 cm. Custom-written visual display software (Cϩϩ) was controlled via a real-time LabView control program running on a PXI real-time computer (National Instruments). Figure 1A gives an overview about all displayed stimuli. Fixation stimuli (FIX) were displayed in the center of the screen. The fixation stimulus for the gaze consisted of a red square (0.5 cm edge length). The hand fixation stimulus (displayed adjacent to the gaze fixation stimulus) consisted of a white square (0.5 cm edge length). Reach targets were displayed as gray circular patches (0.5 cm radius), saccade targets were displayed as red circular patches (0.5 cm radius). Unless otherwise indicated, saccade and reach targets were positioned on a circumference with radius 12 cm [ϭ 17.2°visual angle (VA)] from the initial starting point for hand placement and saccade fixation. The saccade targets (S1 or S2, Fig. 1A ) were at either 195°[210°clockwise (CW)] or 285°(270°CW; with 0°to the right). The primary reach target (T1, Fig. 1A ) was always at 60°. The secondary reach target was either 75°[ T2 counterclockwise (ccw)] or 45°(T2cw). Probe targets could be displayed at seven locations between 15°and 105° (Fig. 1A , Ϫ45°to 45°relative to T1). In interspersed control trials which were not relevant for the present study, the probe target direction remained at 60°, and the extent was one of five chosen in the range 7 cm to 20.5 cm from the initial starting position (5 cm less to 8.5 cm more relative to T1, not shown).
Reaching movements were performed without the use of any mechanical devices, so that the hand was unencumbered and unperturbed. Subjects could see their own hand throughout the experiment, so they had direct visual feedback of the hand position during the 
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reach without any optical perturbations. Both measures ensured the maximal possible sense of agency. Reach endpoints were registered on a touch screen (IntelliTouch, ELO Systems) mounted immediately in front of the visual display. Gaze positions were registered with an infrared eye-tracking device at 500 Hz (SMI Sensomotoric Instruments). Eye movements and hand positions were monitored in real time. Subjects used a chin-rest to minimize head movements. In 10 subjects of the CW experiment (see below), we additionally measured hand trajectories at 200 Hz with a three-dimensional optical motiontracking device (4300 Visualeyez, PTI Systems). One marker was attached to the nail of the index finger of the preferred hand, which was used by all subjects to touch the screen. Motion tracking data were smoothed with a sixth-order Butterworth filter (10 Hz cut-off frequency).
Task Design
In contrast to most previous target-jump paradigms, we investigated reach adaptation and resulting generalization patterns to crossaxis target jumps. This means, we introduced sudden target displacements orthogonal to the reach direction. This allowed a better comparison to the generalization patterns in visuomotor rotation tasks, which are also characterized by cross-axis perturbations. Subjects simultaneously had to reach and saccade to two separate targets (see below for timing information). Saccadic suppression allowed the reach target to jump without subjects noticing. Saccade targets were always on the opposite side of the screen from reach targets. This spatial separation was imposed to prevent interference between saccadic and reach adaptation (Bekkering et al. 1995; De Graaf et al. 1995) . When interviewed after completion of the experiment, most subjects (32/46) reported that they had not noticed any perturbation of the target (see below for methodological details and subject selection).
The task consisted of three different trial types: standard (for establishing a baseline), jump (for inducing adaptation), and probe (for measuring the effects of adaptation) trials (Fig. 1, B and C) . In all trial types, after the saccade target appeared, it stayed visible and stationary throughout the trial. In standard trials, the reach target was also visible and stationary until the end of the trial. In jump trials, the reach target remained visible but jumped to a new position during saccade execution. The jump was either in the CCW (n ϭ 29 subjects) or the CW (n ϭ 19) direction; four subjects conducted the experiments in both directions. The number of trials done by CCW and CW subjects was slightly different, but this did not affect our results. Where methodological details differ between the CCW and CW conditions, the CW condition is given in parentheses. In probe trials, the reach target disappeared during the saccade so that reaches were actually executed to the remembered target position.
Task Conditions
For each subject, the experiment consisted of a sequence of two tasks with a total of six task conditions (Fig. 1D) . The control task was used to measure baseline performance. Subjects first conducted 10 standard trials. These were followed by 100 (120 CW) probe trials. The order of appearance of the probe target positions was randomized and different for each subject. On average, each probe target appeared 10 times.
The generalization task started with 10 standard trials (preexposure period). These were followed by 40 jump trials (exposure period). The jump trials were followed by a generalization period where ϳ108 (ϳ120 CW) probe trials were mixed in with ϳ72 (ϳ180 CW) jump trials so that the probe trials represented 60% (40% CW) of the generalization period. The jump trials were included in the generalization period as refreshers to ensure that adaptation is maintained. Finally, the subject finished the experiment with a postexposure period consisting of 15 (20 CW) standard trials.
Behavioral Control and Recording
Subjects initiated a trial by fixating and touching the fixation stimuli in the center of the screen (FIX; Fig. 1A ). After a variable delay (0.5 to 1.0 s), the fixation stimuli disappeared ("go-signal"), while simultaneously the reach target and the saccade target appeared. Subjects had 700 ms to react to the appearance of the eye and hand targets by initiating a saccade. Saccade initiation was defined as the time when the gaze signal exited the eye-tolerance window. The gaze had to leave the tolerance window in a direction within Ϯ45°of the direction of the saccade target, otherwise the trial was aborted. The target jump was triggered 24 -40 ms after saccade initiation (depending on when the saccade occurred relative to the refresh cycle of the screen). Within 500 ms after saccade initiation, subjects had to position gaze and hand within the tolerance window of the respective targets. After gaze and hand entered the tolerance window at the target position, both had to stay within the tolerance windows for additional 500 ms to successfully finish the trial. Otherwise the trial was aborted. The subject had to touch the screen within a radius of 2.5 cm (3.6°VA) of the hand fixation stimulus and within a radius of 5 cm (7°VA) of the reach target and maintain contact with the screen within that radius. The reach target tolerance was chosen to be relatively large such that it would not impose constraints onto adaptation or generalization Fig. 1 . Target jump task with saccadic suppression. A: spatial layout of the generalization task. Eye and hand fixation stimuli are shown as black and white squares (FIX). The adapted reach target before the jump (T1) is shown as a diamond. The two possible adapted reach targets after the jump (T2ccw or T2cw) are shown as triangles. The possible probe target positions, which are used to probe the generalization, are shown as gray circles (P Ϫ45 to P45), with P0 being equivalent to T1. Possible saccade targets (S1 and S2) are shown as black circles. VA, visual angle; cw, clockwise; ccw, counterclockwise. B: trial types. The reach (black) and saccade (solid gray) targets for standard trials, target-jump trials, and probe trials are shown during the time of movement (MOV). All trial types start with fixating and touching the center of the screen (FIX). In all trial types, subject have to saccade to one of two possible saccade targets (S1 or S2), which is turned on and remains at the same position during the whole trial. In standard trials, reach targets are turned on and remain at the same position during the whole trial. The reach target is presented at T1. In target jump trials, the reach target is first presented at the T1. At the time of saccade onset, it is turned off at its original position (T1) and immediately turned on again at T2ccw (or T2cw in a different condition). In probe trials, a reach target is presented at one of the seven possible probe target positions (P Ϫ45 to P45). It is turned off at the onset of the reach task and remains turned off. Solid symbols depict visible target stimuli during movement of the hand; black open symbols depict the positions of the target stimulus prior to the jump. Only one probe target is shown in each trial to the subjects. Open gray symbols indicate all possible probe target positions in probe trials (for illustration purposes; not shown to the subjects). Only one of the two alternative saccade targets is shown in each trial. C: example behavior during standard, target jump and probe trials. Black lines represent duration and position of eye and hand (hnd) targets (tar) (light gray lines show measured gaze positions; dashed dark gray lines hand positions). The example target jump trial is chosen in the adapted state, where the reach approached the jumped target position. (Note that positions are shown only in the horizontal dimension to be able to show the tangential target jump as well as the radial center-out movements of hand and eye within one dimension as a function of time.) D: sequence of task conditions. White encodes standard trials, light gray target jump trials and black probe trials. Hatching indicates randomly interleaved trial types. E: testing of generalization pattern. e ជ P0 depicts the error vector at the adapted target location (P0 ϭ T1). t ជ T (gray arrow) depicts the expected error vector at probe target position P T according to the translational hypothesis. r ជ T (black solid arrow) depicts the expected error vector at probe target position P T according to the rotational hypothesis. e ជ T is the measured error vector at probe target position P T . The length indicated by the curly bracket is the length of e ជ T projected onto t ជ T . This measure was used to quantify the amount of generalization at the different probe targets (see METHODS). ␦ T is the angular difference between P0 and P T .
effects. Eye fixation and saccade targets had to be continuously fixated within a tolerance window of 2.5 cm (3.6°VA) and 3 cm (4.3°VA) radius, respectively. Eye fixation breaks or release of the hand fixation stimulus immediately aborted the trial. Correct trials were defined as trials without fixation breaks and in which subjects reached to the target position within the time limits and within the allowed spatial tolerance window. Only correct trials were used for further analysis.
Behavior Analysis
Time course of adaptation. We used nonlinear least square regression to fit the directional reach errors (dev) during the exposure and postexposure with an exponential function over successive trials t to quantify incremental changes in the reach endpoint positions due to adaptation or readaptation ( Fig. 2) :
where defines the learning rate, offset defines the asymptotic reach error and a defines the scale. Directional reach errors were defined as the angular deviation of the direction of the reach from the direction of the target. Directions of the reach were measured as net direction of the whole movement, i.e., direction from the fixation stimulus to the target/reach endpoint. To compensate idiosyncratic biases, which were independent of adaptation, we subtracted the mean directional reach error in the preexposure period from the directional reach error in each trial for each individual subject before averaging data across subjects.
The exponential fit as measure of directional error was only used for demonstrating the incremental improvement during exposure and the negative aftereffects during postexposure. It was not intended to precisely analyze the time course of adaptation, where it has been suggested that double-exponential fits provide a better match (e.g., Krakauer et al. 2000) , nor was it further used to quantify generalization. All further quantifications of reach error considered the spatial generalization pattern.
Quantifying generalization and its asymmetry. We first tested how adaptation transferred to untrained probe targets (generalization). To do so, we quantified the difference in reach endpoints to the different probe targets during baseline performance in the control condition and during the adapted behavior in the generalization period. Two alternative hypotheses concerning the spatial generalization pattern were tested. According to the translation hypothesis, the direction of the error vector is independent of the probe target position (light gray arrow in Fig. 1E ). Any spatial profile of the generalization pattern across the workspace would affect only the length of the error vector, not its direction. Such generalization would suggest a transfer of the two-dimensional (2D) Cartesian endpoint position due to adaptation. According to the rotation hypothesis, the error vector is always tangential to the probe target direction (dark gray arrow, Fig. 1E ). The generalization pattern across the workspace would affect the length and direction of the error vector simultaneously in a specific way. Such generalization would suggest a transfer of only the one-dimensional (1D) center-out direction of the adapted reach endpoints. Since we only adapt a single target direction in our experiment, the jump can be interpreted as either a positional shift or a directional change of the target; hence either generalization pattern is equally plausible.
The measured error vector at the adapted target in individual subjects might not perfectly match the physical displacement of the target (neither in size nor direction of the jump). We accounted for interindividual differences in adaptation when testing for the alternative translation and rotation hypotheses. We used the error vector at the adapted target ( Fig. 1E ; e ជ P0 ) as reference for predicting the error vectors at the probe targets according to the translation and the rotation hypotheses. The predicted error vectors for the translation hypothesis (t ជ T , gray arrow) and for the rotation hypothesis (r ជ T , black arrow) at each probe target T were defined as:
where R is a 2D rotation matrix, and ␦ T equals the angular difference between the mean reach endpoint at P0 and the mean reach endpoint at the respective probe target in the control condition ( Fig. 1E) .
We compared the direction of the measured error vector at each target (e ជ T ) with the vectors predicted by the two hypotheses. The residual errors, the deviations of the respective prediction and the empirical data, were computed as
for the translation and rotation hypothesis, respectively. Note that ␦ T denotes the maximal angular deviation that the predictions according to the two hypotheses would differ as a function of probe target direction. The further away from T0 a probe target is, the larger is ␦ T . Therefore, the residual errors were normalized by ␦ T to account for the expected variable amount of deviation for the different probe targets and to be able to compare the residual error across different probe target position. The residual error will be close to 0 if the data fit the tested hypothesis and close to 1 if the data fit the alternative hypothesis.
Testing the translation against the rotation hypothesis requires an effect of adaptation at the respective probe target in the respective subject. If endpoints do not significantly deviate from the target position, the direction of the error vector, and hence the residual errors, becomes random. This would likely affect especially those probe targets which have a large distance from the adapted target. Therefore, we computed the average residual errors across subjects at each probe target position only for subjects in whom reach directions in the control and test conditions were significantly different (ranksum test).
We found that the direction of this error vector was independent of the probe target position (Fig. 3, A-C) , supporting the translation hypothesis. This will be described in more detail in RESULTS, but we used this knowledge to then quantify the amount of adaptation at each probe target by projecting the measured error vector (e T ) onto the direction of the predicted error vector for the translation hypothesis (t ជ T ). This means, the relative adaptation (RA) for each probe target T was defined as scalar value:
with Ͻ·Ͼ being the dot product. This procedure measures the transfer of the translational reach error to probe targets, not the directional reach error (Fig. 1E) . Note that the results on the symmetry/asymmetry of generalization as a function of probe target position (see RESULTS) per se did not depend on this optimized quantification of the adaptation transfer. The results held equally true when symmetry/ asymmetry was tested simply with the absolute size of the directional reach error (data not shown).
The resulting generalization function RA(T) was fitted with a skewed t-distribution (Azzalini and Capitanio 2003) , which is parameterized by five parameters: {, , , ␣, df}. defines the center of the distribution (which is not the mean), defines the width, defines the skewness, ␣ is a scaling factor, and df is the degrees of freedom (which determines the kurtosis). This distribution can be fit to any unimodal distribution whose first four moments are arbitrary, provided the excess kurtosis is positive. We quantified the asymmetry of the generalization function using the parameter from this fit, i.e., its skewness. This means asymmetry in our case is more than a mere shift of the distribution relative to a reference point (Gonzalez Castro et al. 2011) . Instead, it measures lack of symmetry with respect to any reference. This function was fit to the behavioral data of all subjects on a least-mean-squares basis (Matlab Curve fitting toolbox).
Only correct trials were included in the analysis. Yet, adaptation might occur in error trials that nevertheless provided feedback to the subjects. For example, error trials included trials with fixation breaks during the target hold period and trials with target acquisition slower than the allowed threshold. As a control, we repeated our analyses including such trials and saw no change in the pattern of results (data not shown).
Exclusion of subject. Subjects who faced difficulties in task performance were excluded from analysis. First, subjects with a success rate of Ͻ40% (not counting eye fixation breaks during fixation period) in the initial test condition were excluded from the analysis (1 subject each in the CW and CCW experiment). Second, subjects who did not show significant adaptation at T1 during the generalization period (reach error at T1 not significant larger than zero, Wilcoxon signedrank test) were not included in the analysis, since neither of the analyses in this study could be performed on their data (2 in CCW, 2 in CW). The high fraction of subjects showing adaptation made us confident that in general the saccadic suppression worked in masking the target jump. However, for the most conservative approach, subjects who reported that they had at least in some trials noticed the target jump were treated separately in the analysis (10 in CCW, 3 in CW). Unless mentioned otherwise, the figures in the paper do not contain these subjects, but instead as a control, our analyses were Probe target positions (x-axis) are labeled relative to the T1/P0 at 60°. Positive deviations are defined as probe targets into the direction of the target jump; negative deviations are probe targets in the direction opposite to the jump. At each probe target, only those subjects were included who showed a significant difference in direction between the test and the control condition (see nos. within figure) . D: asymmetry of generalization. Average relative adaptation (mean Ϯ SE) for data pooled across the CW and CCW experiments and across subject and fitted with a skewed t-distribution. Probe target positions is as in C.
Neural network model. We used a three-layer recurrent artificial neural network to simulate our target-jump adaptation experiment. The idea was to test changes of the neuronal representations in the network as a result of local target jump adaptation, mimicking the human experiment. The model was a learning model which was first trained to perform "standard reaches," i.e., the network learned a congruent 1-to-1 mapping between sensory input and motor output across the full workspace. Target jump adaptation was then implemented in a second step by retraining the network to cope with a locally perturbed input-output mapping (details see below). This means that only the locally perturbed mapping at the location of the primary target was trained to the network during this adaptation phase. Finally, generalization to unperturbed probe targets was tested. Importantly, no constraints on the spatial profile of generalization were imposed on the model. The supervised learning in the model was driven by only the target error signal, namely the difference between the actual motor layer output and the desired motor layer output. We thereby could test the generalization profile as a result of the local adaptation, like in the human experiment.
The present model was nearly identical to a model that had been developed in a previous study to perform spatial sensorimotor mappings in a context-specific manner. Here we will sketch the concept of this previous model briefly, while details of the implementation can be found in the original publication (Brozovic et al. 2007 ). We will then explain modifications to the previous model that were necessary for simulating the current behavioral experiment. The previous and current model consisted of three layers: a visual input layer, a recurrent hidden layer and a motor output layer. All layers are fully connected via feedforward connections plus an optional additional feedback projection from the motor layer to the hidden layer. The visual input layer is a priori topographically organized and represents the taskrelevant workspace, which could either be the 360°circular space of center-out reach directions or the 2D Cartesian space of reach endpoints in the fronto-parallel plane. Input layer neurons had Gaussian tuning profiles and tiled the workspace evenly. Output layer neurons represented the same workspace as the input layer but initially had no spatial tuning. They developed Gaussian tuning profiles as a result of learning a standard 1-to-1 mapping from input to output. In this first training step the network was trained from an initially network-wide random connectivity to a state in which it produced a population tuning with a Gaussian profile in the output layer in response to a local input to the input layer at the corresponding position of the workspace (see below). The intermediate (hidden) layer with recurrent connections received direct information from the input layer and was optionally reciprocally connected with the output layer (see Fig. 5A ; Network II in Brozovic et al. 2007 ). All connection weights were updated according to a supervised backpropagation-through-time learning algorithm. The previous network was trained to conduct four different spatial sensory-to-motor mappings, depending on the four possible levels of explicit context input. The detailed implementation of the network and algorithm can be found in Brozovic et al. (2007) .
Two modifications of the original model were made to simulate the current experiment. First, and most importantly, we trained the network to conduct only one global and congruent mapping rule, which was then locally perturbed. We provided no context input to the model to distinguish between different valid mappings. Especially, no additional input existed that would have provided explicit information about the exposure or nonexposure to the target jump. The lack of explicit input about the exposure to target jumps mimics the consequences of the saccadic suppression in our experiment: subjects did not explicitly know about the perturbation trials. The only source of information for driving learning in this scenario is the target error at the end of the trial (see Simulation procedure below for details).
Second, for better comparison with the human data, we used a 2D workspace, while the original model was 1D. Note, the network architecture and the learning algorithm are mathematically identical for the 1D and 2D model. The spatial selectivity profiles of the input layer units R i (x,y) changed to the following 2D definition:
where x0 i in and y0 i in define the receptive field center, and x in and y in the tuning width of the respective input unit. x and y define the positions of the target. The desired activation of the output unit (teaching signal) T i was defined as:
The "jump" parameters x and y allow training a spatial offset between visual input and motor output. In the previous implementation of the model, the 1D equivalent was used for a global rotation of the input-output relationship, e.g., a 90 CW rotation of all targets relative to the visual instruction. In the current implementation, we used the offset only at a single visual input to simulate a target jump from a primary target T1 to a jumped target position T2. This means the teaching signal was such that, after the network had learned the target jump perfectly, in response to a cue at the primary target position T1 it would produce a Gaussian shaped population response in the output layer, which was centered on the jumped target position T2. During the exposure phase (second learning step, see below), the jump vector was set to correspond to an offset of the center-out reach direction of 15°at an eccentricity of eight units. It was set to zero outside the exposure phase. The centers of the output units x0 i out and y0 i out were the same as for the input units.
As an additional minor change compared with the original Brozovic model, the number of hidden layer units was set to 350 to take the increased number of spatial inputs into account.
Neural network parameters. The neural network model simulated a square workspace of visual input and motor output. The center of the input and of the output units x0 i in/out and y0 i in/out were equally spaced from Ϫ14 to ϩ18 arbitrary units, in intervals of 2 units (289 input/ output units). The additional workspace of 4 units in the positive ranges (from ϩ14 to ϩ18 to the right and to the top) was added to avoid margin effects in the surrounding region of the adapted position, which was at (ϩ8, ϩ8) units. The tuning widths x in and y in of the input layer units were set to 4 units.
The tuning widths of the output units, x out and y out , were set to 6 units. We used the center of mass to quantify the model's motor output, i.e., the "reach" position was decoded via the sum of vectors defined by the a priori assigned preferred position of each output neuron weighted with its activation level [population vector decoding (Georgopoulos et al. 1986) ].
The arrangement of target positions mimicked a center-out task across the full circle with varying eccentricities. We presented targets at 936 different positions within an annulus ranging from 2 to 14 units eccentricity. Radial spacing of the target positions was 1 unit; angular spacing 5°.
Simulation procedure. We trained the model in the following steps to simulate the target jump adaptation paradigm. STANDARD MAPPING. Starting from a random-weights initialization, the single-mapping network was trained to perform a 1-to-1 mapping of the visual input to a congruent motor output across the workspace. This means, if a visual target was presented at position (x0, y0), it created a local activation profile centered on this position in the input layer, and the network was trained to produces a local activation profile centered at the same position in the output layer. The idea of the standard mapping learning procedure is that, after learning, the network can perform reaches across the workspace, as is the case for human subjects when they start the experiment. After learning, standard mapping trials mimic standard trials of our behavioral experiment. Training was continued until the mean square error between the desired and actual activity profile across output layer neurons and across contexts dropped below 0.0001.
TARGET JUMP. Starting from the training state in which they reliably performed the standard mappings, the model then was trained to perform a mapping from a single input position (T1) to a target output position which was off-set relative to the standard mapping (T2). This mimicked the target-jump trials in the exposure phase of our current behavioral experiments. The training algorithm for the implementations of the target jump adaptation was identical to the algorithm during initial learning of the standard mapping.
GENERALIZATION. After the model was adapted to the target jump, the synaptic weights were kept fixed to mimic probe trials without feedback, i.e., without an error signal. We then probed the model across the workspace to test how adaptation at one location generalizes to other untrained targets, i.e., to assess postadaptation generalization. Generalization was tested as a function of reach direction, as in our current behavioral experiment.
We ran all simulations with 25 different sets of random initialization of the weights. The 25 seeds in the analysis of the model data were treated equivalently to the different subjects of the experimental data. Yet the across-seed variance of the simulation data was not intended to mimic the across-subject variance in the human data.
Model-neuron tuning analyses. The response field (RF) position of an output or hidden layer neuron was defined as the position of the spatial inputs which gave the maximum activity of the respective neuron. RF size was defined as the number of spatial input positions, which gave an activity level larger than the half-maximum activity. RF amplitude was defined as the maximum activity of the unit. Units with an activation level less than 0.05 were considered "inactive" and excluded from the analysis. Changes in RF size and RF amplitude were quantified with a modulation index:
Changes in RF position were analyzed as difference: ⌬RFposition ϭ RFposition Generalization Ϫ RFposition Standard (10)
RESULTS
Subjects followed the instructions and conducted the saccade and reach simultaneously. There were no significant differences in reaction time between different experimental phases. In the generalization task, the reach reaction times on average across subjects were 226 Ϯ 29 ms (mean Ϯ standard deviation), and the saccadic reaction times 215 Ϯ 24 ms. In the control task, reach reaction times were 239 Ϯ 34 ms and the saccadic reaction times 225 Ϯ 32 ms. We compared saccade parameters in the control and generalization task to make sure they do not vary between the two task conditions. The mean variances of saccade endpoints (endpoint accuracy) were 0.39 Ϯ 0.14 cm and 0.23 Ϯ 0.09 cm during generalization, and 0.29 Ϯ 0.07 cm and 0.14 Ϯ 0.03 cm during control for the two saccade targets, respectively. These differences were not significant (P ϭ 0.45/0.33, paired t-test). The initial saccade directions (at 3 cm eccentricity) toward the two saccade targets (at 210°and 270°) were 204 Ϯ 2°and 262 Ϯ 1.7°during generalization and 208 Ϯ 2°a nd 262 Ϯ 1.9°during the control trials. These differences were not significant [P ϭ 0.24 and 0.8; nonparametric test for the equality of circular means (Fisher 1993) ].
Target Jump Adaptation
Our target jump paradigm reliably induced reach adaptation. This is shown by an incremental reduction of the reach error during exposure and the negative aftereffect in the postexposure period ( Fig. 2 and Table 1 ). The learning rates in the exposure were Ϫ0.33°and Ϫ0.43°per trial, and the initial directional reach errors in the postexposure were 7.0°and 9.8°f or the CCW and CW experiments, respectively. All values are significantly different from zero (95% confidence limits, see Table 1 ). Adaptation was incomplete, and the size of the initial reach error during postexposure approximately matched the difference between the initial reach error during exposure and the asymptotic remaining reach error ("offset") at the end of the exposure period. This difference is also the level of adaptation that was sustained during the generalization period.
Since the results from the CCW and CW generalization were not qualitatively different, we merged the data of both experiments in a mirror-symmetric fashion and present it jointly in the following.
As a control experiment, we tried to induce reach adaptation with a target jump paradigm, but without the accompanying saccade. All other parameters were kept equal. In this case, subjects (N ϭ 4) show neither incremental improvement, nor a negative aftereffect. Reach endpoints were only significantly different from the displaced target position in the first trial after beginning of the exposure period or the first trial after beginning of the postexposure, but then performance immediately returned to baseline in the second trials (data not shown). Since these results are consistent with previous studies (Diedrichsen et al. 2005 ), we did not further investigate this condition. This control confirms the existing view that a consistent and noticeable target jump due to its predictability leads to an explicit "strategic" updating of the intended reach goal, rather than an implicit adaptation, in otherwise identical task conditions. In summary, the incremental improvement in reach performance and significant negative aftereffects confirm that reach adaptation was induced by our task, which induced target errors, but no sensory prediction errors about hand position or cross-modal mismatch about hand position during the movement.
Translational Generalization
We tested whether adaptation transferred to untrained probe targets with a fixed 2D offset in the Cartesian endpoint position (translational hypothesis) or a 1D offset in the center-out direction (rotational hypothesis). Figure 3 , A and B, shows the average reach endpoints across subjects and the resulting reach error vectors (from target position to reach endpoint). Across the population of subjects (Fig. 3, A-C) , the generalization pattern fits the translation hypothesis and rejects the rotation hypothesis. The average residual error (i.e., the measure of how much the data points differ from the predictions of the respective hypothesis) for the translation hypothesis across all subject and all targets is Ϫ0.032, which is not significantly different from 0 (P ϭ 0.84, t-test). The average residual error for the rotation hypothesis is 1.032, which is significantly larger than 0 (P Ͻ 10
Ϫ7 , t-test).
Note that values around zero for one hypothesis automatically lead to values around 1 for the other hypothesis. But the fact that the average residual error for the rotation hypothesis is significantly larger than 0 contains the important information that the nonsignificant result of the translation hypothesis is not due to a lack of statistical power. Figure 3 , A and B, shows that average reach endpoints in the adapted condition were shifted into the direction of the target jump, especially for probe targets neighboring T1. There was less amount of shift of the reach endpoints, i.e., less generalization effect, for probe targets further away from T1. For both datasets, the generalization effect was stronger for probe targets in the direction of the target jump [CCW from T1 for CCW adaptation (Fig. 3A) and CW from T1 for CW adaptation (Fig. 3B) ], compared with probe targets on the opposite side. We quantified the amount of transfer of the reach error as a function of distance from T1. As already visible in the separate datasets (Fig. 3, A and B) , the relative adaptation (length of the reach error vector compared with the reach error at T1) decreased with increasing distance from T1 across subjects (CW and CCW dataset combined, Fig. 3D ). This resulted in significant differences in the amount of adaptation for the different target positions [P Ͻ 10 Besides the drop-off of the reach errors with distance, the generalization showed an asymmetry. Probe targets in the direction of the jump (defined as positive relative target directions) showed larger relative adaptation than probe targets in the direction opposite to the jump (defined as negative relative target directions). We quantified this asymmetry by fitting a skew t-distribution to the subject generalization data (Fig. 3D) . The fit gave a positive of 1.88 [95% confidence interval (CI) (0.23 3.53)] indicating a rightward skewness. This rightward skewness indicates a greater adaptation effect for probe targets in the direction of the jump as opposed to probe targets in the direction opposite the jump.
Range and Asymmetry of Generalization
The generalization results show that, in our target jump experiment, the adaptation generalizes in a translational fashion, over a limited spatial range, and asymmetrically more strongly toward the side of the perturbation.
Subjects Reporting Occasional Target Jump Visibility
The main results of human psychophysics contain only data from subjects who reported not to have seen the target jump (see METHODS) . As a control, we also analyzed the subpopulation of subjects who reported to occasionally having seen the target jump. Within this group, adaptation to target jump was as common as in the main group of subjects who did not notice the jump at all. The fraction of subjects who did show significant adaptation within the group with only partial suppression of target jump visibility was 13 out of 15, and was not smaller than the fraction in the group of subjects who reported complete suppression of target jump visibility (29 out of 32, P ϭ 0.92, Pearson's 2 test with Yates' correction for continuity). Since we did not probe and quantify individual subject's ability to detect jumps on a graded scale, we were not able to correlate the degree of subjective suppression of the jump with the degree of adaptation. However, none of the subjects reported having seen a jump over several successive trials, which is probably the reason why the general adaptation effects were not abolished. In the partially aware group, we found a trend toward a skewed generalization pattern in the same direction as for the main group of subjects, but the skewness was not significant [ ϭ 1.73, CI (Ϫ1.53 4.99), N ϭ 13]. This lack of significance compared with the main group seems to be mainly a lack of statistical power. When we randomly subsampled (ϫ500) the data in the main group to match the number of subjects in the partially aware group, then in ϳ90% of the subsamples the skewness was not significant either.
Target-Jump Adaptation in Neural Network Simulations
We used a recurrent multilayer neuronal network model (Fig. 4A) to simulate the adaptation learning in our task. After training the network to the local target jump, we investigated the resulting generalization pattern and the associated neural tuning changes in the underlying neuronal network (see METH-ODS) . The idea of this simulation was to find out if asymmetric generalization could emerge from simple network structures without build-in asymmetric constraints, i.e., just from the spatial layout of the task, and, if so, what neural tuning changes would occur and be necessary as a prerequisite for such adaptation.
A multilayer neural network as used here has enough degrees of freedom to adjust its input-output relationship to any required mapping. Correspondingly, like the network could learn its initial 1-to-1 mapping of visual input space onto motor output space from a naive state with random mapping (see METHODS); it could quickly learn to compensate a local perturbation of this structured 1-to-1 map according to the target jump protocol. In other words, the model learned to associate the spatial cue at the T1 position with a motor output to the T2 rather than T1 position. The nontrivial question was how this local adaptation would generalize to unlearned probe targets. Like in the human subjects, the amount of transfer of adaptation to nonexposed probe targets (tested at the corresponding positions as for the human data) significantly decreased with increasing distance from T1 [P Ͻ 10 Ϫ10 , F 0.05 (18,432) ϭ 155, N ϭ 25, repeated-measurement ANOVA]. Most importantly, the model produced significant asymmetric generalization [ ϭ 3.17, CI (2.79 3.55)] . Even though the model data are not perfectly matching the human data, the skewness of the model data is within the range of the confidence limits of the human experimental data (Fig. 4B) .
Additional to the asymmetric generalization, we established that the model's motor output in generalization trials was consistent with the second aspect of human behavior, the translational generalization. We found that the output of the model better matched the translation hypothesis than the rotation hypothesis (Fig. 4C) . The average residual error for the translation hypothesis across the 25 random initializations and across all targets was 0.12, which was close to 0, even though significantly different from it (P Ͻ 10 Ϫ8 , t-test). For the rotation hypothesis, the average residual error was 0.88 (P Ͻ 10 Ϫ20 , t-test), which is close to 1 and, importantly, larger than the residual error for the translation hypothesis (P Ͻ 10 Ϫ12 , t-test). In contrast with the human data, the residual errors for the two hypotheses systematically deviate more strongly for probe targets that are further away from the adapted target.
In summary, our model simulates the human behavioral data qualitatively in terms of asymmetry, spatial range, and translational frame of reference of generalization. It should be emphasized that the model was not trained to produce either of these effects.
Model Tuning Changes During Adaptation
Previous computational studies simulated typical visuomotor adaptation data with symmetric generalization. These previous results suggested that the tuning in visuomotor areas ("hidden" layer of a multilayer network) should not change during visuomotor rotation paradigms, since this was the requirement for generalization to be symmetric in the model (Tanaka et al. 2009 ). We tested this prediction by fixing the tuning properties of the hidden layer in our model and could confirm the observation. For this test, we ran a model simulation in which the weights from the input to the hidden layer (W X ϭ constant, Fig. 4A ), as well as the weights of the recurrent connections within the hidden layer (W h ϭ constant) were fixed after learning the standard mapping. Hence, no further learning of these connections during the adaptation phase was allowed. Additionally, the network architecture was changed such that the feedback connections from output to hidden layer were removed during all phases (W O ϭ 0). All three measures in combination were necessary to keep the tuning in the hidden layer constant. This modified model was still able to learn the target jump, but the generalization pattern no longer showed a significant skewness [ ϭ Ϫ0.63, CI (Ϫ1.55 0.28)] (Fig. 4D) . This simulation suggests that changes of the tuning properties in the hidden layer of the model (putative visuomotor structures of the brain) are critical for asymmetric generalization with a positive skewness in such a network.
To see if we could derive testable predictions for neurophysiology from the model, we analyzed the tuning changes of units in the hidden and the output layer of the network. Tuning changes were quantified as changes to the response field (RF)
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, with W defining weight matrices, and k defining time steps. The output of the hidden layer is defined as u(k) ϭ [s(k)], with being a sigmoid transfer function. The output (motor) layer receives the hidden layer activation as input
Reach direction is decoded with a population vector based on the output layer activities. For details see (Brozovic et al. 2007) and METHODS. B: asymmetric generalization curve of the feedback version of the model. Data points show the average relative adaptation (mean Ϯ SE) over 25 model simulations with independent random initialization. Conventions are the same as in Fig. 3D . Dotted line depicts the fitted generalization curve of the human psychophysical experiment (Fig. 3D) for comparison. C: average residual error for rotation vs. offset hypothesis for the same 25 stimulations of the model. Other conventions are the same as in Fig. 3C . Dotted line shows the results of the human psychophysics experiment (Fig. 3C) . D: same as in B, but for 22 simulations of the feedforward variation of the model in which fixed tuning properties in the hidden layer were enforced (see main text). Here positive skewness of the generalization curve is lacking.
of the units. The RF is defined as the range of visual cue positions, which activate the respective unit. Figure 5A plots the RF of an example output unit and an example hidden layer unit during the control and generalization task. To better illustrate the RF changes in the two units due to adaptation and quantify the changes as function of RF locations, we plot the RF contours of three examples units of the output layer and three example units of the hidden layer before and after adaptation (Fig. 5B) . The outline of spatial positions that elicit half-maximum activity for the respective unit is shown. The RF of the middle unit of the three chosen units in each layer overlaps the T1 location; the other two units cover neighboring locations, one in the direction of the target jump and one opposite to the target jump. In both the hidden and the output layer, the unit in the direction of the target jump increases its RF size. This does not happen by a concentric expansion of the RF boundaries, but the size increases especially at the RF flank facing the T1/T2 locations. In contrast, the unit opposite of the target jump direction decreases its RF size. This effect is again strongest at the flank of the RF facing the T1/T2 locations. These one-sided activity changes effectively also cause a shift of the center of the RF opposite to the direction of the target jump, whereas no systematic change of RF sizes or positions occur in the x-dimension. This is true for the units with RF locations in the direction of the target jump as well as for units with RF in the opposite direction. Figure 5 , C and D, shows changes in RF position in the y-dimension (left column), RF size (middle) and unit peak activity (right) for all output and hidden layer units due to adaptation. In the top rows, the units are arranged on the map according to their RF position before the adaptation. The bottom rows show RF changes for units with preferred position being located along a circle with the radius that matches the T1 eccentricity (marked in top panel of Fig. 5C ). In summary, the units with RF locations in the direction of the target jump show an increase in RF size, whereas units with RF locations in the direction opposite of the target jump show a decrease in RF size. As a result, both units in and opposite to the direction of the target jump shift their RF center in a direction opposite to the target jump. Such a shift in the opposite direction of the target jump in single units results in an overall shift of the population output of these neurons in the direction of the target jump. In this way, an adapted reach to the T2 target position is achieved. Only units with RF location in the vicinity of the target jump location [within approximately ϩ70°and Ϫ40°angular direction around T1 (T1 ϭ 0°, i.e., positive x-axis in the model; see METHODS)] change their tuning properties. Further away from this location, the RF properties of the units do not change systematically.
Model Robustness
The exact pattern of generalization of the model depended on the parameter settings of the model. The spacing of the spatial inputs during the standard training procedure, as well as the spacing of RFs and the predefined tuning widths in the input and output layer, influenced the model's generalization pattern. Our main goal was to test if such a model could produce asymmetric generalization without the explicit implementation of a forward model for predicting the hand position. Therefore, we varied the following parameters in the respective ranges to probe the robustness of the observed asymmetric generalization: output unit tuning width, . Additionally, we varied the network architecture between a pure feedforward implementation and a feedback implementation (Brozovic et al. 2007 ). The combination of tested variations led to 18 different implementations of the feedback model and 1 implementation of the feedforward model. The strength of the skewness varied with the different parameter combinations. The average skewness across the 18 parameter combinations in the feedback model was 2.01 Ϯ 0.24. In 12 out of the 18 individual combinations, the skewness was significantly larger than 0 (i.e., the confidence intervals for the skewness did not overlap with 0), while the remaining 6 cases showed a positive trend. Also, the general trends of neuronal changes described in Fig. 5 did not depend on the exact parameter settings. Given the large parameter space (resulting in several thousand possible combinations), and the fact that our conclusions did not depend on an exact fit of the model data to the behavioral results, we did not systematically test the full parameter space, but instead tested only the random subsamples of this parameter space. The results suggest that the positive skewness is a robust finding, since the feedback model in its individual implementations always mimicked the finding in the human psychophysical data, even though the output of the individual implementations never exactly matched the human data.
DISCUSSION
In this study, we investigated reaching adaptation to target jump. We used a task with unperturbed arm reaches and direct view of the arm to avoid online sensory prediction error about egocentric hand position, but induced consistent local target errors at the end of the movement. The target error in this task was introduced by a target jump that was rendered invisible because of a simultaneous, spatially independent saccade. We found that subjects reliably adapted to the target jump in our paradigm. Adaptation was incomplete, similar to results reported in various previous adaptation paradigms Martin et al. 1996; Rabe et al. 2009; Schomburg et al. 2014) . The adaptation generalized to untrained targets over a finite range, with an asymmetric (skewed) generalization curve. With a neural network model, which was trained to minimize target errors and did not impose asymmetric constraints on the network output, we were able to simulate the observed adaptation patterns of our experiment. The model required neural tuning changes in visuomotor structures to mimic the asymmetric adaptation to target jump observed in the subjects. Based on the combined psychophysical and modeling results, we hypothesize that target jump adaptation might affect spatial response profiles in cortical sensorimotor structures.
Adaptation to Target Jump
Perturbing sensory feedback during reaching movements reliably leads to sensorimotor adaptation (Kitazawa et al. 1995; Krakauer et al. 2000; Martin et al. 1996; Paz et al. 2003; Redding and Wallace 2006; Shadmehr and Mussa-Ivaldi 1994; Thoroughman and Shadmehr 1999; Vetter et al. 1999 ). In such experiments, adaptation is typically driven by a combination of sensory prediction error and target error, although prediction error alone can drive adaptation (Mazzoni and Krakauer 2006; Tseng et al. 2007 ). Target jump perturbation induces only target error, but no sensory feedback error about egocentric hand position (Laurent et al. 2011) . Target errors alone evoke adaptation only under specific conditions. For example, target jump paradigms have been used to intentionally induce online corrections of the reach without adaptation (Desmurget et al. 1999 (Desmurget et al. , 2001 Diedrichsen et al. 2005; Pelisson et al. 1986 ). The exact settings of the parameters, such as visibility of hand and target at certain time points, are crucial for determining whether a target jump experiment will not cause adaptation (Desmurget et al. 1999 (Desmurget et al. , 2001 or will cause adaptation (Cameron et al. 2010 (Cameron et al. , 2011 Laurent et al. 2011 Laurent et al. , 2012 Magescas et al. 2009; Magescas and Prablanc 2006) .
For target errors to cause adaptation, the target offset must be introduced incrementally or rendered invisible by simultaneous saccades (Cameron et al. 2011; Laurent et al. 2012 Laurent et al. , 2011 Magescas et al. 2009; Magescas and Prablanc 2006) . Our experiment falls into the last category and goes beyond the previous studies in that it analyzes and simulates spatial postadaptation generalization to put target jump adaptation into a neuronal context. From the fact that subjects in this paradigm correct for their reach errors, it seems that subjects rather trust a visual stimulus to be stable than they trust the precision of their own motor system.
Generalization in Target Jump Adaptation
Patterns of generalization in adaptation help to constrain possible underlying mechanisms of adaptation (Donchin et al. 2003; Imamizu et al. 1995; Krakauer et al. 2000; Magescas et al. 2009; Ostry 2010, 2007; Pine et al. 1996; Tanaka et al. 2009; Thoroughman and Taylor 2005) . Our cross-axis target jump, combined with the arrangement of probe targets along a circle, allowed a close comparison to previous studies using single-target visuomotor rotation. Three features characterized the generalization of target jump adaptation in our data.
First, our target jump adaptation was local. Adaptation effects decayed with distance from the adapted target, as was the case in previous visuomotor rotation experiments (Izawa et al. 2012; Izawa and Shadmehr 2011; Krakauer et al. 2000; Pine et al. 1996) . Similar to what is discussed for visuomotor rotation, this suggests that, during target jump adaptation, the units, which are affected by the adaptation, are directionally tuned, and the tuning width of these neurons affects the width of the generalization curve (Thoroughman and Shadmehr 2000) . At a more abstract level, this means that adaptation in our target jump task is likely achieved by a local distortion of the visuomotor mapping rather than an off-setting of the origin of any particular spatial frame of reference.
Second, our target jump adaptation induced a translational generalization pattern. Due to the task design, the local crossaxis jump at a single target location did not put any constraints on how the sensorimotor system should interpret the jump; it is compatible with either a rotational offset or a translational offset, since the displaced target practically falls onto the same circumference as the original target. The fact that the sensorimotor system in this case generalizes in a translational direction suggests that adaptations to target error are not carried by a part of the sensorimotor system in which direction and extend of the required movement are represented separately, but rather jointly. This, for example, is the case at a level where reach motor goals are represented in visuospatial coordinates, like the posterior parietal cortex of monkeys (Batista et al. 1999; Buneo et al. 2002) . In contrast, adaptation in visuomotor rotation tasks has been shown to affect direction and extend of the reach separately, when the two parameters were perturbed individually . This independent adaptation of reach direction and reach gain was interpreted such that the reach-related neuronal representation, which putatively changed during adaptation, treats these parameters separately. In other words, even though the spatial extent of the generalization is similar between our target jump data and previous visuomotor rotation experiments, the underlying mechanisms might still be distinct.
The first two features of our generalization pattern, being local and translational, are in seeming contrast to one previous study looking at generalization in target jump adaptation (Magescas et al. 2009 ). In this previous study, subjects adapted to an in-axis target jump. Generalization was observed with similar strength over a large spatial range (approximately Ϯ15 cm) in a rectangular array of probe targets. The differences between these and our results could be explained with the results of a recent study (Taylor and Ivry 2013) showing strong influences of the array of probe targets onto the generalization pattern. They found that adaptation to a visuomotor rotation induces local generalization with a circular arrangement of probe targets and broad, translational generalization with a rectangular arrangement of probe targets. In contrast, a translational visuomotor offset with a circular arrangement of probe targets induced local generalization with a bias for a translational generalization pattern, as is the case in our data. In conclusion, if the task constraints allow flexible interpretation, then the context defines how the experienced error is interpreted and defines the resulting adjustments in the sensorimotor system. A rectangular context seems to favor an interpretation that there is a misalignment between the visual and proprioceptive position of the hand, which require a global realignment. This is the case in classic experiments with a translational offset (Ghahramani et al. 1996) . A circular context seems to favor an interpretation that there is an offset in the calculation of the motor command required to reach the target, which requires a local correction.
As a third feature, generalization in our target jump data was skewed. In the following two sections we will discuss this asymmetry in the light of two related questions: 1) what type of error signal drives learning; and 2) what implications could the result have for underlying neural tuning changes?
Asymmetry in the Generalization and Prediction Error Learning
Generalization in our experiment showed a spatial decay that was asymmetric in the sense of a skewed generalization curve. This was different from a symmetric, but shifted generalization curve, as seen in a previous study (Gonzalez Castro et al. 2011) . The shift in the generalization curve suggested that adaptation works on the experienced rather than the planned motion direction. Asymmetric generalization, as we see it in our experiment, was observed before in visuomotor rotation in healthy subjects, but was absent in cerebellar patients (Izawa et al. 2012) . Since, furthermore, the results of Izawa and colleagues (2012) suggest that cerebellar patients are unable to correct for sensory prediction errors, the authors proposed that an asymmetric generalization pattern might be a signature of a system that learns to associate motor commands with sensory consequences, i.e., a system that learns by minimizing prediction errors via forward model adaptation.
We consider it very unlikely that, in our target jump, experiment adaptation was driven by errors in predicting hand position, at least not for egocentric hand position. First, adaptation of a forward model based on prediction error learning is typically assumed to take place in cases in which adaptation also induces a shift in perceived hand position (Izawa et al. 2012; Synofzik et al. 2008 ; but see also Cressman and Henriques 2010) . Previous work showed that reach adaptation to target jump does not induce recalibration of the felt hand position (Laurent et al. 2011) . Second, subjects in our case had veridical unperturbed feedback about their hand, which makes prediction errors of egocentric hand position implausible. If asymmetric generalization is indeed a signature of prediction error learning, then the target error at the end of the trial would have to be interpreted as sensory prediction error of allocentric hand position, which is possible. In this view, the relevant forward model adapting in our target jump experiment would not predict the expected hand position relative to the body, but instead relative to the target.
As an alternative, asymmetric generalization might not be specific to adaptation based on prediction errors. We tested this hypothesis with our network simulations. Previously, a model simulated the skewed generalization in reach adaptation, using as the error signal the difference between the actual reach direction and the sensory reach direction predicted from the motor command, i.e., a sensory prediction error (Izawa and Shadmehr 2011) . We showed here that a model trained on target errors could also produce skewed generalization. In our standard implementation of the network model, the target error at the output stage (motor layer) was back-propagated to sequentially adapt all network weights. Different to Izawa and colleagues, our model had no explicit representation of a sensory prediction of hand position and no implementation of a prediction error-based learning algorithm. Therefore, based on the network model, we conclude that asymmetric generalization is not an indication of prediction error learning.
On the other hand, our model failed to produce positive skewed generalization, as seen in the subjects, when tuning changes in the hidden layer were prevented (see also following section). To achieve this, updating of all recurrent connections, including the back-projections from the motor to the hidden layer, had to be prohibited. If one, in an abstracted way, would consider the bidirectional coupling between hidden and motor layer an equivalent of the idea of a paired inverse and forward model, then the freezing of the feedback projections would correspond to a prevention of forward model learning. In this sense, our network simulations would still be consistent with the idea that asymmetric generalization is an indication of forward model learning. Yet, in this case, forward model learning would not be a consequence of prediction error minimization, but a by-product of target error minimization in a recurrent (bidirectional) sensorimotor association network.
Changes in Visuomotor Tuning During Target Jump Adaptation: A Model-Based Prediction
Skewed generalization in our model required changes to the neural tuning in the hidden layer. Most psychophysical and theoretical approaches to sensorimotor adaptation argue at a relatively abstract level, e.g., optimal feedback control, without trying to link to the underlying neural implementations. Our neuronal network model is an attempt to make testable predictions about changes in neuronal coding during target jump adaptation. The model produced skewed generalization using a wide range of different parameter sets, but only when tuning changes in the hidden layer were allowed. Our model suggests that asymmetric generalization requires changes in spatial selectivity of neurons in such visuomotor structures.
We speculate that the observed tuning changes in the model correspond to an adaptation of visuospatial motor goals. The tuning properties of the hidden layer units of the original version of our model (Brozovic et al. 2007 ) closely resembled neural tuning in parietal and premotor cortices of monkeys in an explicitly instructed visuomotor remapping task, namely an anti-reach task (Gail et al. 2009; Gail and Andersen 2006) . We predict that, during implicit (noninstructed and mostly unnoticed) adaptation to target jump, the spatial selectivity profiles ("tuning") of neurons in the same frontoparietal areas change. According to the simulation results, units in the sensorimotor areas (hidden layer) with RF positions at the updated location of the target (position after the jump) should increase their firing and their RF size, whereas neurons with RF positions in the opposite direction of the jump should decrease their firing and RF size. As a consequence, the neurons also shift their RF (computed relative to the original target location) opposite to the target jump. On a conceptual level, these neural changes correspond to the idea that subjects implicitly change their target-associated motor goal toward the direction of the target jump.
Only very few studies actually investigated changes due to reach adaptation empirically at a neuronal level (Arce et al. 2010a (Arce et al. , 2010b Mandelblat-Cerf et al. 2009; Paz et al. 2003) . Our model predictions are reminiscent of recent findings in the primary motor cortex during force-field adaptation (Mandelblat-Cerf et al. 2009 ). Our putative implicit change of the motor plan during target jump adaptation seems similar to what conceptually happens during force-field adaptation. In this task, similar to ours, subjects saw a target but virtually aim into a direction that counters the anticipated force field to achieve a movement toward the target. The authors measured neuronal activity in M1 of rhesus monkeys, while the animals adapted to the force field. They found that neurons with a preferred direction (PD) countering the force-field increase their firing rate. Neurons with PDs in direction of the force-field decrease their firing rate. This means, if computed relative to target direction, both neuron types shift their PD in the direction of the force field, corresponding to a shift of the virtual target against the force field.
Summary
Our target jump paradigm induced reach adaptation effects in response to only target errors. Adaptation effects generalized asymmetrically and stronger in the direction of the target jump. Simulation of this asymmetry in a recurrent neuronal network model is independent of prediction error learning, but contingent on tuning property changes in the hidden layer, suggesting adaptation based on neural tuning changes at early levels of visuospatial reach goal representations.
