Abstract. Experiences with the implementation of strong Gröbner bases respectively standard bases for polynomial rings over principal ideal rings are explained: different strategies for creating the pair set, methods to avoid coefficient growth and a normal form algorithm for non-global orderings.
Introduction
The aim of this paper is to explain our experience in implementing the strong Gröbner bases (resp. standard bases) algorithm for polynomial rings over principal ideal rings. We use the following notation (for more details see [GP] ). Definition 1. Let Mon(x 1 , . . . , x n ) be the set of monomials in n ∈ N variables x 1 , . . . , x n . We denote by x the set of all variables and for α = (α 1 , . . . , α n ) ∈ N n we set x α := x α1 1 · . . . · x αn n . A monomial ordering < is a total ordering on Mon(x) satisfying the following property
for all α, β, γ ∈ N n .
A monomial ordering is called global if 1 = x 0 ≤ x α for all α ∈ N n . A monomial ordering is called local if 1 = x 0 ≥ x α for all α ∈ N n . A monomial ordering is called mixed if there is α, β ∈ N n such that x α < 1 < x β .
Definition 2. Let < be a monomial ordering on Mon(x), R be a ring and f ∈ R[x] := R[x 1 , . . . , x n ] a polynomial. We can write f in a unique way (L) . We define
• the length of f denoted by ℓ(f ) = L,
• the leading term denoted by
• the leading monomial denoted by LM(f ) = x α (L) , • the tail of f denoted by tail(f ) = f − LT(f ),
• the degree of f denoted by deg(f ) = max The
The leading ideal for a set of polynomials S := {f 1 , . . . , f m } is defined to be the leading ideal of the ideal generated by S.
From now on, if the monomial ordering is clear from the context, we will only write L(I) (respectively LM(I)) instead of L < (I) (respectively LM < (I)).
Definition 4 (Standard Bases). A standard basis of an ideal I ⊂ R[x] with respect to a fixed monomial ordering < is a finite set S ⊂ I such that L(I) = L(S).
S is a strong standard basis if additionally it satisfies the following property:
Next we present a simple Buchberger algorithm for computing standard bases in polynomial rings over principal ideal rings. For this we introduce some more basic notions.
In the following, let R be a ring. Usually we will take R to be Z or Z r := Z /rZ where r ∈ Z is not a prime number. Let f, g ∈ R[x] be two polynomials such that
Definition 5. We define several important polynomials used in the strong standard bases theory.
• The s−polynomial (or s−pair) of f and g, denoted by
Note that the leading terms will cancel out.
• Since R is a principal ideal ring, we have that c f , c g = c . Let
The strong polynomial (or the gcd polynomial, gcd−pair, strong pair) of f and g denoted by
Notice that LT gcd-poly(f, g) = c · lcm(m f , m g ).
• In case of rings with zero divisors, the extended s−polynomial of f denoted by
Note that if LC(f ) is not a zero divisor then ext-poly(f ) = 0. 
Denote by P and Q the gcd−polynomial constructed with
Note that if c f , c g = c f , then we can take d f = 1 and d g = 0. Therefore
. In other words if one of the leading coefficients divides the other, then the gcd-poly is equal to a multiple of the initial polynomial and, as we will later see, it brings no new information. We call such a gcd−polynomial redundant.
Algorithm 1 (Buchberger's algorithm). Let R be a principal ideal ring, < a monomial ordering on R[x].
Algorithm 1 std(ideal I)
choose h ∈ L and 1 reduce it with S;
if h = 0 then 6:
In the second section we compare two implementations of Buchberger's algorithm. They are distinguished in the modifications of step 7 in Algorithm 1.
In the third section we explain a method to avoid coefficient growth. The fourth section describes the normal form procedure for local orderings which is implemented in the standard basis algorithm. The normal form procedure used for polynomial rings over fields does not terminate for local orderings over rings.
ALL vs. JUST
In this section let R = Z. D. Lichtblau proved in [L, Theorem 2] that in Algorithm 1 it is in fact enough to take for a pair (g, h) either the s-poly or the gcd-poly. Note line 7 of the pseudo-code where we add s-poly(g, h) and gcd-poly(g, h) to the pair list L. Instead of this, if gcd-poly(g, h) is not redundant then we only add gcd-poly(g, h) and if gcd-poly(g, h) is redundant then we only add s-poly(g, h).
We name the usual strategy in which we consider all pairs by ALL and the one in which we consider just one pair simply by JUST.
At a first glance fewer pairs could be interpreted as a faster computation and less used memory. This turns out to be wrong, since the few pairs from JUST will generate many pairs later in the algorithm. We have compared the timings of the two different strategies for random examples.
In most cases, ALL strategy was faster than JUST. We found examples for which ALL was 38 000 times faster than JUST and examples where JUST was 2 300 times faster than ALL. In the tables below we present the different timings we obtained for our examples. All of the timings are represented in milliseconds. The input ideals can be found in the Appendix . All these examples where randomly generated. We considered the ideals over Z [x, y, z] with the degree reverse lexicographical ordering.
ALL time JUST time Factor
We searched for such examples over finite rings, like Z 2 100 or Z 10 200 but we were unable to find interesting examples over these finite rings. The reason why we found examples over Z is that here there are no bounds for coefficients. In order to give an idea of how huge the coefficients can be in the standard bases computation over Z, we computed Example B:1 over Z 10 200 with the ALL strategy and got the result after 8 seconds; over Z 10 1000 we obtained the result after 648 seconds (10 minutes) and over Z we got the result after almost 30 hours. One can imagine how big the coefficients are when computing over Z [x] . This is the main reason why in some cases, the computation of a standard basis over Z will be slow.
Huge coefficients over the integers
One of the most common problems when computing over Z [x] is that the coefficients will rapidly increase. If during the algorithm we have two polynomials with big coefficients, when computing their s−polynomial (or strong polynomials) we multiply them with the corresponding monomials, and hence the coefficients will become larger. This will slow down the algorithm and increase the memory usage. In order to keep the coefficients small we have implemented the following algorithm.
Algorithm 2 (preIntegerCheck). Let I = f 1 , . . . , f r be an ideal in Z[x] and < a fixed monomial ordering. We use the following idea to get access to a constant or a monomial (if it exists) from I. This is useful when computing over Z because adding this constant to the generating system of I before starting the standard basis algorithm will keep the coefficients small. The main idea is described as follows: we want to compute a standard basis over Z [x] . We will first compute the standard basis over Q [x] . If the result is 1, then we know there is a non-zero integer in the ideal. Note that Algorithm 2 is very costly and if the algorithm does not find a constant or monomial, it increases the standard basis run-time without bringing any new information. However in the other cases, the algorithms run-time will improve because we have a bound on the coefficients. This is very useful over Z since the biggest problem proves to be the size of the coefficients that appear during the standard basis computation. In case of parallel systems, one could run both versions (with the preIntegerCheck and without) and stop as soon as one version finishes. Example 1. In this example we use the degree reverse lexicographical ordering. Let I = x + 4, xy + 9, x − y + 8 be an ideal in Z[x, y]. We compute the syzygies Z ⊂
Since the standard basis of I over Q[x, y] is 1, it is expected that one of the syzygies has on the first component a constant − in this case it is the first syzygy. We continue by computing the standard basis of 7, I over Z[x, y]: {7, x + 4, y − 4}.
This was a very simple example. Now consider the ideal I = f 1 , . . . , f 70 ⊆ Z[x, y, z] and consider the degree reverse lexicographical ordering. The f i can be found in the Appendix.
Despite of how complicated the ideal I seems to be, its standard basis consists of few small polynomials. We give below the Gröbner basis S of I:
Using the new strategy described in Algorithm 2, we compute the standard basis over Q [x, y, z] and see that it is equal to 1 . Hence the ideal contains an integer. Using Singular 's syzygy procedure syz, we are not lucky enough to already get access to 18, but a multiple of it: 6 133 248. This seems to be a big number, but if we add this integer to the generators of I the computations will drastically speed up.
We show how 6 133 248 can be generated using f 1 , . . . , f 70 . 
The normal form procedure
It is well-known that the usual normal form procedure in Buchberger's algorithm does not terminate for local orderings (cf. [GP] , [M] , [MPT] ). For polynomial rings over a field T. Mora solved the problems introducing a larger set T of polynomials for the reduction. For polynomial rings over Z we need not only to add the polynomials with large ecart to T but also the corresponding gcd−polynomials.
Algorithm 3 (normal form procedure). The following algorithm computes the normal form over rings in case of local and mixed orderings.
while h = 0 and there is a g ∈ T with LT(g)| LT(h) do if ecart(g) > ecart(h) then 6:
The proof that Algorithm 3 terminates and gives the expected result is given by Lichtblau [L] in the case of global orderings. The termination and correctness of the algorithm for polynomial rings over a field with non-global orderings can be found in [GP] . Combining the two proofs gives termination and correctness for Algorithm 3 in case of polynomial rings over Z and non-global orderings.
Example 2. Let Z[x, y] with the local degree reverse monomial ordering. Consider the ideal
Then a standard basis of I with respect to the ordering is
At the end of the reduction
Note that Algorithm 3 does not terminate in the example above if the gcd−polynoamial x + 2y + 3x 2 would not be added to T.
Appendix
In the following tables we print the ideals corresponding to the examples presented when comparing the ALL vs JUST timings in Section 2. 
Generators for ideal

