We present a continuous relaxation technique for the Concave Piecewise Linear Network Flow Problem (CPLNFP), which has a bilinear objective function and network constraints.
Introduction
The cost functions in most of the network flow problems considered in the literature are assumed to be linear or convex. However, this assumption might not hold in practical real-world problems.
In fact, the costs often have structure of a concave or piecewise linear concave function (see [2] and [5] ). We consider the Concave Piecewise Linear Network Flow problem (CPLNF), which has diverse applications in supply chain management, logistics, transportation science, and telecommunication networks. In addition, the CPLNF problem can be used to find an approximate solution for network flow problems with a continuous concave cost function. It is well known that these problems are NP-hard (see [2] ). This paper deals with a nonlinear relaxation technique for the linear mixed integer formulation of the CPLNF problem. In particular, the problem is reduced to a continuous one with linear constraints and a bilinear objective function. The relaxation problem has an economical interpretation and its solution is proven to be the solution of the CPLNF problem. Based on the relaxation, we propose an algorithm for finding a local minimum of the problem, which we refer to as the Dynamic Cost Updating Procedure (DCUP). In the paper, we show that DCUP converges in a finite number of iterations.
The theoretical results presented in this paper can be extended to a more general concave minimization problem with a separable piecewise linear objective function and linear/nonlinear constraints. It should be emphasized that in the book [3] (see also [4] ), the authors discuss a bilinear program with disjoint feasible regions and prove that the problem is equivalent to a subclass of piecewise linear concave minimization problems. The results in this paper show that any concave minimization problem with a separable concave piecewise linear objective function is equivalent to a jointly constrained bilinear program. It is well known that an optimal solution of a general jointly constrained bilinear program belongs to the boundary of the feasible region and is not necessarily a vertex (see [3] ). However, the relaxation technique presented in this paper has a jointly constrained feasible region with a special structure and it is still equivalent to a concave piecewise linear program. From the latter follows that two parts of a solution of the relaxation problem are vertices of two different polytopes that are "joined" by a set of constraints. In that sense, these types of problems are weakly joined bilinear programs.
The CPLNF problem can be transformed into an equivalent Network Flow Problem with Flow Dependent Costs Function (NFPwFDCF). Using NFPwFDCF, it can be shown that the Dynamic Slope Scaling Procedure (DSSP) (see [6] and [7] ) converges to an equilibrium solution of NFPwFDCF. Although DSSP provides a solution, which can be quite close to the system solution, it is well known that the equilibrium and the system solutions in general are not the same. On the other hand, DCUP converges to a local minimum of the problem. In the numerical experiments, we solve different problems using DCUP and DSSP and compare the quality of the solution as well as the running time. Computational results show that DCUP often provides a better solution than DSSP and uses fewer iterations and less CPU time. Since DCUP starts from a feasible vector and converges to a local minimum, one considers first solving DSSP and then improving the solution using DCUP. The numerical experiments using this combined mode are provided as well.
For the remainder, Section 2 discusses the nonlinear relaxation technique for the CPLNF problem. Section 3 generalizes the results from Section 2 for a concave piecewise linear problem with a separable objective function. Section 4 describes DCUP and theoretical results on the convergence and the solution of the procedure. In Section 5 we prove that the solution of the DSSP is an equilibrium solution of a network flow problem with flow dependent cost functions.
The results of numerical experiments on DCUP and DSSP are provided in Section 6, and finally, Section 7 concludes the paper.
A Bilinear Relaxation Technique for the Concave Piecewise

Linear Network Flow Problem
Let G(N, A) represent a network where N and A are the sets of nodes and arcs, respectively. The following is the mathematical formulation of the concave piecewise linear network flow problem
where B is the node-arc incident matrix of network G, and f a (x a ) are piecewise linear concave functions, i.e.,
, with c 1 a > c 2 a > · · · > c n a a . Let K a = {1, 2, . . . , n a }. Notice that because of the concavity of f a (x a ), the function can be written in the following alternative form
Using binary variables, y k a , k ∈ K a , one can formulate the CPLNF problem as the following linear mixed integer program (CPLNF-IP).
where M is a sufficiently large number.
In the above formulation, equality (6) makes sure that ∀a ∈ A, there is only one ξ ∈ K a such that y ξ a = 1 and y k a = 0, ∀k ∈ K a , k = ξ. The correct choice of ξ depends on the value of x a and has to satisfy constraint (5) . In particular, if x a ∈ [λ ξ−1 a , λ ξ a ] then from constraints (5) and (6), it follows that y ξ a = 1. As for the rest of the constraints, inequality (7) ensures that x k a = 0 if y k a = 0, and equalities (3) and (4) make sure that the demand is satisfied and the sum of x k a over all indices k ∈ K a is equal to the flow on arc a. In addition, it is easy to show that the objective of the problem is equivalent to the objective of CPLNF and one concludes that the CPLNF and the CPLNF-IP problems are equivalent.
Consider a relaxation of the CPLNF-IP problem where constraint (7) and the integrality of y k a are replaced by
and y k a ≥ 0, respectively. Observe that in the resulting problem constraint (4) is redundant and follows from (6) and (9); therefore, it can be removed from the formulation. In addition, notice that one can remove the variable x k a from the formulation as well by substituting (9) into the objective function. The mathematical description of the resulting problem is provided below and we refer to the relaxation problem as CPLNF-R.
x a ≥ 0, y k a ≥ 0 ∀a ∈ A and k ∈ K a (13)
Lemma 1 Any feasible vector of the CPLNF-IP problem is feasible to the CPLNF-R.
Proof: Observe that constraints (10)-(13) are present in the CPLNF-IP problem. Therefore, any feasible vector of the CPLNF-IP problem satisfies constraints (10)-(13).
Lemma 2 Any local optimum of the CPLNF-R problem is either feasible to the CPLNF-IP or leads to a feasible vector of CPLNF-IP with the same objective function value.
Proof: Let (x * , y * ) denote a local minimum of the CPLNF-R problem. From the local optimality it follows that g(x * , y * ) ≤ g(x * , y) in the -neighborhood of y * . However, observe that by fixing the value of the vector x to x * in CPLNF-R, the problem reduces to a linear one; therefore y * is the global minimum of the resulting LP. In addition, notice that the problem can be decomposed into |A| problems of the following form min
Observe that by assigning y k * a = 1 and y k a = 0, ∀k ∈ K a , k = k * , the resulting vectorŷ a (i) satisfies constraint (14) because x * a ∈ [λ k * −1 a , λ k * a ] and (ii)ŷ a = argmin{ k∈Ka [c k a x * a + s k a ]y k a | k∈Ka y k a = 1, y k a ≥ 0}. Based on the above, one concludes thatŷ a is an optimal solution of the problem. If
a or x * a = λ k * a , there are exactly two binary solutions of the problem, and both have the same objective function value. As a result, either one can be used to construct a binary solutionŷ. A similar result holds for all arcs a ∈ A. Regarding variable x k a , given (x * , y * ), the only feasible one is x k * a = x * a and x k a = 0, ∀k ∈ K a , k = k * . The following theorem is a direct consequence of the above two lemmas.
Theorem 1 A global optimum of the CPLNF-R problem is a solution or leads to a solution of the CPLNF-IP .
Proof: From Lemma 2, it follows that a global optimum of CPLNF-R is either feasible to CPLNF-IP or can be used to construct a feasible solution with the same objective function value.
Since all feasible vectors of CPLNF-IP are feasible to CPLNF-R (see Lemma 1), one concludes that a global solution of CPLNF-R leads to a solution of CPLNF-IP. It is noticed that the CPLNF-R problem has the following economical interpretation. Observe that because of equality (12), y k a ∈ [0, 1], and one can interpret the variables y k a as weights. Under this assumption, one can view the objective function as the sum of the weighted averages of the variable costs multiplied by the flow, k∈K a c k a y k a x a , and the fixed costs, k∈K a s k a y k a . In other words, the objective function consists of the weighted averages of functions f k a (x a ). However, the weights have to satisfy constraint (11), where the flow, x a , is bounded by the weighted averages of the left and the right ends of the intervals [λ k−1 a , λ k a ], k ∈ K a . According to Lemma 2, a local (global) optimum leads to a solution where the weights are either equal 0 or 1.
Concave Piecewise Linear Problem with a Separable Objective Function (CPLPwSOF)
Consider the following generalization of the CPLNF problem where constraint (1) is replaced by
Although the theoretical results in the previous section are derived for the concave piecewise linear network flow problem, one can replace constraint (10) by x ∈ X, i.e., If the set X is a polytope then CPLPwSOF-R is a bilinear program with a jointly constrained
Denote by V (X + ) and V (Y ) the sets of vertices of the polytopes X + and Y , respectively. Notice that the sets X + and Y are "joined" by the constraints
It is well known that an optimal solution of a general bilinear program with jointly constrained feasible region occurs at the boundary of the feasible region and is not necessarily a vertex (see Section [3] and related problem set). However, CPLPwSOF-R is equivalent to CPLPwSOF. In particular, if (x * , y * ) is the global solution of CPLPwSOF-R then from Theorem 1, it follows that x * is the solution of CPLPwSOF. The latter is a concave minimization problem where the feasible region is a polytope. It is well known that the solution of such a concave minimization problem is one of the vertices of the polytope; therefore x * ∈ V (X + ). In addition, from the theorem it follows that ∃ŷ ∈ V (Y ) such that (x * ,ŷ) is a global solution of CPLPwSOF-R problem. In that sense, CPLPwSOF-R is a weakly joined bilinear program. The above discussion is summarized into the following two theorems.
in
Theorem 2 A concave minimization problem with a separable piecewise linear objective function,
CPLPwSOF, is equivalent to a jointly constrained bilinear program, CPLPwSOF-R.
4 Dynamic Cost Updating Procedure for Solving the CPLNF-R Problem.
In this section, we discuss an algorithm for solving the CPLNF-R problem. In general, bilinear programs similar to CPLNF-R are not separable in the sense that the feasible sets of variables x and y are joined by common constraints. By fixing one of the variables to a particular value, the resulting problem transforms into a linear one.
Consider the following two linear problems which we refer to as LP (y) and LP (x), where y (x) denote the parameter of the problem LP (y) (LP (x)), i.e., fixed to a particular value.
In the LP (y) problem we assume that variables y k a are given, and x a are the only decision variables. Similarly, in the LP (x) problem, x a are given, and y k a are the decision variables. As we have shown in the proof of Lemma 2, problem LP (x) can be decomposed into |A| problems and the solutions of the decomposed problems are binary vectors, which satisfy constraint (14).
Therefore, given vector x, a solution of the LP (x) problem can be found by a simple search
. We propose the Dynamic Cost Updating Procedure (DCUP), where one considers solving the problems LP (x) and LP (y) iteratively, using the solution of one problem as a parameter for the other (see Procedure 1) . Although in the procedure the initial vector y 0 , is such that y 10 a = 1 and y k0 a = 0, ∀k ∈ K a , k = 1, one can choose any other binary vector, that satisfies constraint (12). It is noticed that a similar iterative procedure has been used for solving a bilinear program with a disjoined feasible region (see, e.g., [3] and [4] ). In the DCUP, LP (y) does not include From the latter it follows that x * = argmin (x,y * )∈V g(x, y * ) and y * = argmin (x * ,y)∈V g(x * , y). In the proof of Lemma 2 we have shown that y * is not unique if and only if one of the components of vector x * , x * a , is equal to the value of one of the brakepoints λ k a . However,
Procedure 1 : Dynamic Cost Updating Procedure
Step 1: Let y 0 denote the initial vector of y k0 a , where y 10 a = 1 and y k0 a = 0, ∀k ∈ K a , k = 1. m ← 1.
Step 2: Let x m = argmin{LP (y m−1 )}, and y m = argmin{LP (x m )}.
Step 3: If y m = y m−1 then stop. Otherwise, m ← m + 1 and go to Step 2. observe that x * = argmin{LP (y * )}, and the feasible region of problem LP (y * ) does not involve brakepoints. As a result, in practice it is unlikely that x * a is equal to one of the brakepoints.
Theorem 6 Given any initial binary vector y 0 that satisfies constraint (12), DCUP converges in a finite number of iterations.
Proof: Let y 0 denote the initial binary vector, x 1 = argmin{LP (y 0 )} and y 1 = argmin{LP (x 1 )}. According to the assumption of the theorem, ∀a ∈ A, there exists only one ξ ∈ K a such that y ξ0 a = 1 and y k0 a = 0, ∀k ∈ K a , k = ξ. If x 1 a ∈ [λ ξ−1 a , λ ξ a ] then the corresponding components of the vector y 0 do not change their values in the next iteration, i.e. y ξ1 a = 1 and y k1 a = 0, ∀k ∈ K a , k = ξ. However, if x 1 a ∈ [λ ζ−1 a , λ ζ a ], ζ = ξ, then y ζ1 a = 1 and y k1 a = 0, ∀k ∈ K a , k = ζ. In addition, notice that c ξ a x 1 a + s ξ a ≥ c ζ a x 1 a + s ζ a . As a result, g(x 1 , y 0 ) ≥ g(x 1 , y 1 ) ≥ g(x 2 , y 1 ) and one concludes that the objective function value of the CPLNF-R problem does not increase in the next iteration. To prove this by induction, assume that the objective function does not increase until iteration m. Similar to the above, one can show that g(x m+1 , y m ) ≥ g(x m+1 , y m+1 ) ≥ g(x m+2 , y m+1 ). The constructed non-increasing sequence, i.e., {g(x 1 , y 0 ), g(x 1 , y 1 ), g(x 2 , y 1 ), . . . , g(x m+1 , y m ), g(x m+1 , y m+1 ), g(x m+2 , y m+1 ), . . . }, is bounded from below by the optimal objective function value, and one concludes that the algorithm converges.
Observe that in each iteration the procedure changes the binary vector y. If y m = y m−1 then the procedure stops and g(x m , y m−1 ) = g(x m , y m ) = g(x m+1 , y m ). If there exist m 1 and m 2 such that m 1 − 1 > m 2 and y m 1 = y m 2 , then x m 1 +1 = argmin{LP (y m 1 )} = argmin{LP (y m 2 )} = x m 2 +1 , i.e., g(x m 2 +1 , y m 2 ) = g(x m 2 +1 , y m 1 ) = g(x m 1 +1 , y m 1 ). From the non-increasing property of the sequence it follows that g(x m 2 +1 , y m 2 ) = g(x m 2 +1 , y m 2 +1 ); therefore, y m 2 = y m 2 +1 and the algorithm must stop on iteration m 2 . From the latter it follows that all vectors y m , constructed by the procedure before it stops, are different. Since the set of binary vectors y is finite, one concludes that the procedure converges in a finite number of iterations.
On the Dynamic Slope Scaling Procedure
In this section, we discuss another equivalent formulation of the CPLNF problem with a slightly different objective function. Using the new formulation, we prove some properties regarding the solution of Dynamic Slop Scaling Procedure (DSSP) (see [6] and [7] ).
Although in the CPLNF problem there are no restrictions on the values of parameters s 1 a and λ 0 a , by subtracting s 1 a from function f a (x a ) and replacing the variable x a byx a = x a − λ 1 a , one can transform the problem into an equivalent one where s 1 a = 0 and λ 0 a = 0. Therefore, without loss of generality, we assume that s 1 a = 0 and λ 0 a = 0. To investigate DSSP, let
where M is a sufficiently large number. Consider the following network flow problem with flow dependent cost functions F a (x a ) (NFPwFDCF).
where F (x) is the vector of functions F a (x a ).
Theorem 7
The NFPwFDCF problem is equivalent to the CPLNF problem.
Proof: Observe that both problems have the same feasible region. Let x be a feasible vector.
x a x a = f a (x a ). On the other hand, if x a = 0 then F a (x a )x a = 0 = f a (x a ). From the above it follows that F T (x)x = a∈A f a (x a ), and one concludes that NFPwFDCF is equivalent to CPLNF. or max n<k F n a (see [6] and [7] ).
Procedure 2 : Dynamic Slope Scaling Procedure
Step 1: Let F 0 a = c n a a +s n a a /λ n a a be the initial arc costs and
Step 2: Update the arc costs, F m a ← F a (x m−1 a ), and let
Step 3 b, x a ∈ [0, λ n a a ]}. From the latter it follows that x * is a solution of the following variational inequality problem
and one concludes that x * is an equilibrium solution of the network flow problem with arc cost functions F a (x a ).
If the arc costs are not constant, it is well known that the equilibrium and system optimum solutions may not be the same (see e.g., [9] , [1] , and [8] ). However, in the NFPwFDCF problem we are interested in the system optimum solution,
Numerical Experiments
In this section, we provide computational results for the dynamic cost updating procedure and compare the solution of the DCUP with solutions provided by DSSP and CPLEX.
The set of problems is divided into five groups that correspond to the networks with different sizes and numbers of supply/demand nodes. For each group we randomly generate three types of demand; U [10, 20], U [20, 30], or U [30, 40], and consider 5 or 10 linear pieces (see Table 1 ).
In [7] the authors consider increasing concave piecewise linear cost functions for experiments.
Although the bilinear relaxation technique as well as DCUP are valid for any concave piecewise linear function, to remain impartial for comparison we generate similar increasing cost functions.
Doing so, first for each arc we randomly generate a concave quadratic function of the form g(x) = −αx 2 + βx. Notice that the maximum of the function is reached at the point {1, 2, . . . , n a }. Finally, we construct the function f a (x a ) by approximating the function g(x) in the brakepoints λ i a , i.e. f a (λ i a ) = −α(λ i a ) 2 + βλ i a . There are 30 problems generated for each choice of the group, the demand distribution and the number of linear pieces. We use the GAMS environment to construct the model and CPLEX 9.0 to solve the problems. Computations are made on a Unix machine with dual Pentium4 3.2Ghz processors and 6GB of memory. All results are tabulated in the Appendix. Sets 1-18 have a relatively small network size, and it is possible to solve them exactly using CPLEX. The relative errors for those sets are computed using the following formulas
In addition to the relative errors, we compare the results of DCUP versus DSSP. In Table 2, columns B, C, and D describe the percentage of problems where DCUP is better than DSSP, DSSP is better than DCUP, and they are the same, respectively. The numbers in column A are the averages (maximum values) of the numbers RE DSSP − RE DCU P , given RE DSSP − RE DCU P > 0.
According to the numerical experiments DCUP provides a better solution than DSSP in about 41% of the problems and the same solution in 36% of problems. Also notice that DCUP requires fewer iterations to converge and consumes less CPU time. Regarding CPLEX, the computational time varies from several seconds in sets 1-6 to several thousands of seconds in sets 13-18.
In the case of problem sets 19-30, CPLEX is not able to find an exact solution within 10,000 seconds of CPU time, and the best found solution is not better than the one provided by the heuristics; therefore, we compare the results of DCUP versus DSSP. In Table 3 , columns B
and D describe the percentage of problems where DCUP is better than DSSP, and DSSP is better than DCUP, respectively. The numbers in columns A and C are computed based on the
respectively. Observe that the percentage of problems where DCUP is better than DSSP is higher in the problems with large demands. On average, in 59% of problems DCUP finds a better solution than DSSP using fewer iterations and less CPU time.
In the above numerical experiments, we have used the vector y 0 (∀a ∈ A, y 10 a = 1 and y k0 a = 0, ∀k ∈ K a , k = 1) as an initial binary vector. However, DCUP can start from any other binary vector that satisfies constraint (12). In particular, one can considers the solution of DSSP as an initial vector and use DCUP to improve the solution. Table 4 compares the results of DCUP versus DSSP where column A is similar to the one in Table 3 
Concluding Remarks
In this paper, we have shown that the concave piecewise linear network flow problem is equivalent to a jointly constrained bilinear program. Because of the special structure of the feasible region of the relaxation problem, we are able to prove that the optimum is attained on a vertex of the disjoined parts of the feasible region. In that sense, it is a weakly joined bilinear problem. In addition, we have shown that the results are valid for a general concave minimization problem with a piecewise linear separable objective function.
Based on the theoretical results, we have developed a finite convergent algorithm to find a local minimum of the bilinear relaxation. The computational results show that the dynamic cost updating procedure is able to find a near optimum or the exact solution of the problem using less amount of CPU time than CPLEX. In addition, we compare the quality of the solution and the running time with the dynamic slope scaling procedure. Since DCUP is fast, one can aim to find the global minimum by randomly generating the initial binary vector and running DCUP.
In addition, DCUP can be used in cutting plane algorithms for finding the exact solution. A -aver. (max) improvement; B -DCUP is better than DSSP; C -DSSP is better than DCUP; D -both are the same. A -percentage of improvement; B -percentage of problems that are improved.
APPENDIX
