It is shown that a certain type of stochastic control problems has a solution (optimal stochastic process) which can be realized as a diffusion with vertical reflection on the boundary of a planar set. The stochastic control problem is motivated by the specific question whether further expansion of the electricity supply system should be based on thermal power (where only fuel costs are taken into account) or on hydro power (where only the initial construction costs are considered), given a stochastic demand.
Introduction. Statement of the problem.
The purpose of this paper is to show how diffusions with a certain reflection at the boundary of a (planar) domain arise naturally in a type of stochastic control problems. Moreover, we will use the theory of such diffusions to solve a specific problem of choosing between hydro and thermal power generation under uncertainty.
The background for the interest in this problem is the following: Norway has abundant energy supplies consisting of hydro power, crude oil and natural gas and is one of the few countries in the world in which more than 99% of the electricity supply is based on hydro power. This reflects that until recently hydro power has been the cheapest source for covering an increasing demand for energy. However, the recent price drop of crude oil plus the fact that the remaining water falls are increasingly expensive to exploit for hydro power generation have changed this situation. Thus the following question has been actualized: Should further expansion of the electricity supply system in Norway be based on thermal power generation or on still unexploited hydro sources?
In our mathematical model of this situation we stylize the difference between the two power sources by representing the cost of hydro power as an everlasting capital, while only the fuel cost of thermal power is taken into consideration. With a constant or deterministic demand function this would be a basically very simple question of marginal cost comparison, but we will consider the more realistic -and intricate -case when the demand is stochastic. Intuitively, the more uncertain the future demand of electricity is, the more careful one should be with the expansion of the everlasting hydro power. We will show that this is indeed the case and we will find explicitly what the optimal choice is at any moment.
We now explain our mathematical model in detail.
We assume that the demand Dt of electricity at time t is a stochastic process of the form
where s > 0 is some fixed constant, Pt is the (stochastic) price of electricity and E>t is the general "buying power" of the population, taking care of the income effect and other factors which influence demand. We assume that E>t has the structure of a geometric Brownian motion, i.e. it is the solution of a stochastic differential equation of the form (2) where a> 0 and (3 are known constants and Bt = Bt(w) is a !-dimensional Brownian motion. The hydro power capacity at timet is denoted by Kt. More capacity is available at increasing costs: Let C(k) denote the marginal cost of hydro power (cost/power unit) when the hydro power capacity is at the level k. Our control variable is additional hydro power investment Ut ~ 0, where
The alternative electricity source is thermal power from natural gas at a price q per power unit. In this article we will assume that q is constant.
With a choice of the control process Ut(w) ~ 0 the state yt = ~u(w) = (t, et, Kt) of the system at time t is described by the following stochastic differential equation:
Let pt,e,Jc denote the probahility law of yt starting at (t, 0, k) and let Et,e,k denote expectation with respect to pt,e,Jc. Then the problem is to find a stochastic control IJ.A.t ~ 0 which maximizes the "performance", i.e. the expected total discounted profit:
where r > 0 is a given discounting factor. Here the price Pt will be the minimum of the thermal power price q and the equilibrium price with no use of thermal power, i.e.
In either case we have Therefore ( 4) can be written
lt (6)
It turns out that this supremum is not obtained by any finite choice of the control Ut. The optimal control u * only exists in a generalized sense. Heuristically u *, with its corresponding K;, can be described by
where A is a. certain open subset of the (0, k)-plane and A denotes its closure. See figure 1 below. A detailed description of the set .A and a presentation of our candidate for the optimal performance H(t, 0, k) will be given in section 2.
The precise meaning of such a singular control u • is that the corresponding pro- 
H found in section 2 and that our reflection process Zt constructed in section 3 actually obtains this performance.
The Hamilton -Jacobi -Bellman equation
The Hamilton-Jacbbi-Bellman eCJ.uation associated to the system (3) and the stochastic control problem (6) is (see e.g. [2] , Ch. X) 
We now consider two regions separately:
Region I: () < kq 6
In this region p = [~]-: and the general solution of (13) satisfying the boundary requirement
Here e = e and ~ = ~/3 2 (-!-1),
"/2 < 0 < 71 are the roots of the equation
and R(k) is a function depending only on k.
Region II: () > kif
Here p = q and the general solution of (13) is of the form
where Sh 82 are functions depending only on k.
If we require that G~, G2 should have the same values on the line (} = kq' (the common boundary of the two regions) we get
If we also require that a;, 1 = a;,, on the line fJ = kqe we get i.e. 
From (13) we see that if ~~ is continuous, then so is ~~<;,. Therefore, if we choose (20) we also know that a;~~ = a;;; 2 for fJ = kqe. Thus we still have two functions R(k) and S1(k) to be determined. To do this we must take into account the boundary conditions and (11), which says that ~~-C(k) :$ 0 always, and u"' is non-zero only when~~-C(k) = 0. To get an idea of the situation let us consider the problem of pathwise maximizing the integral in (6), i.e. we consider the problem to find, for each w,
Integration by parts gives
where r(x) = foz·C(y)dy is the antiderivative of C vanishing at the origin. Therefore,
The maximum value of the function
i.e. when k = Kmaz given implicitly by
Thus if we put PB = q, which approximates the situation when() is very large, then the solution of (21) is the function K; which jumps immediately to Kmaz and stays
With the general form of P8 , but assuming K0 = k ~ Kmaz a quick calculation shows that
is decreasing, so in this case it is always optimal to choose K; = k, i.e. u; = 0. Since this solves the problem pathwise, it also solves (6). We conclude that if k ;:::: Kmaz the solution of (6) is to choose u* = 0 with corresponding Kt* = k for all t, which gives 
{24)
From now on we will only consider the remaining case k < Kmaz· By the above it is enough then to consider processes Kt(w) such that Kt :5 Kmaz for all (t,w) (25)
Some heuristic arguments
The optimal solution we found above by putting Pt = q should be approximately optimal in the general case, for large fJ. This indicates that the optimal process K; in (6) should jump to approximately Kmaz if () is large. IT fJ is decreased then it gets more likely that Pt < q occurs in which case the function
obtains a maximum at a value ko < Kmaz· Thus for smaller fJ the optimal Kt* should not jump as high· as for large fJ.
This argument indicates that there exists a "forbidden" region .A in the (8, k)-plane, such that the optimal process ( 9t, Kn jumps vertically up to the boundary of A if starting inside .A and has no vertical movement outside the closure A. Moreover 
for some function ¢>( 8) satisfying:
¢>(8) is continuous, increasing,

¢>(0) = 0 and lim ¢>(8) = Kmaz
B-+oo
Returning to the Hamilton-Jacobi-Bellman equation (11), (13) it is therefore natural to guess that the complement of A-where no movement inK; occurs, i.e. u"' = 0 -should coincide with the set a a
In other words, we try to define the curve k = ¢>(8) bounding A by putting
On the other hand, since (heuristically) u"' = oo in A we must have a a
This condition is not compatible with the solution (14), (17) we have found. This argument indicates that the Hamilton-Jacobi-Bellman equation (7) has no solution and that an optimal control u• does not exist (as a finite function). We will therefore settle with a weaker version of the Hamilton-Jacobi-Bellman equation, which nevertheless is strong enough for us to solve the problem:
To obtain (26) we must modify G inside A. Since Kt* jumps immediately from a point (6,k) inside A to the point (0,¢(6)) on aA, we see from (26) that G should be modified to
Then it is clear that ~~ -C(k) = 0 in A, as desired, but with this modification we can no longer expect (13) to hold in A. However, as will be explained in section 4, it is sufficient that
By (27), (26) and (13) the left hand side of (28) is
Thus (28) requires that for each 0 we should have (29) and that
This leads to the condition that
To sum up we try to determine the two functio~s R(k),S 1 (k) from (14), (17) 
Solving for(}= .,P(k) in these equations we get, see the Appendix, 
since e: > 1 and 1 2 < 0.
It remains to determine R(k) and S1(k): From the lower parts of (33) and (35) we
Since S1(Kmaz) = 0 by (24) we conclude that
where .,P(y) is given by the lower part of (36). Note that S 1 (k) > 0 and that S 1 (k) decreases to 0 as k j Kmaz. Finally we note that since S1(k) and S2(k) are given by (37) and (20) we can use (18) to determine R(k). The result is
r To summarize, we have now proved the following: Define
with G given by {27), in which 
Thus h satisfies our original Hamilton-Jacobi-Bellman equation only partially. Nevertheless we shall prove in section 4 that (40) -(41) are sufficient to conclude that h = H. Before doing this we must construct rigorously the optimal jumping process Zt = ( E>t, K;) described heuristically in this section and show that it has the properties we need. This will be done in the next section.
Diffusions with vertical reflection on the bound-
ary of a planar set.
In this section we shall prove the existence and uniqueness of the process K*. More precisely, given an initial hydro power capacity K 0 , we shall show that there is exactly one continuous, increasing process K; such that (ii)Kt"' increases only when Kt"' = <P(E>t)· Not surprisingly, this problem is intimately related to the existence of one-dimensional, reflected Brownian motion, and we shall follow the ideas of El Karoui and ChaleyatMaurel [1] quite closely. An interesting aspect of this approach is that it has essentially nothing to do with probability theory, but reduces the problem to an abstract reflection property of real functions.
Proposition 1 Assume that f : JR+ -+ JR+ is a strictly increasing, contJ"nuous function. Given a continuous function (J : JR+ -+ JR+ and a real number k0 ~ f(O(O)), then k(t) = ko V maxf(O(s))
B~t is the only function k : JR+ --+ JR+ satisfying the following conditions:
{i) k is an increasing, continuous function with k(O) = k0 {ii} k(t) ~ f(O(t)) for all t E JR+ {iii} k only increases when k(t) = f(O(t)),i.e. ht[k(s)-f(O(s))]dk(s) = 0 for all t
(42)
Proof: It's trivial to check that
satisfies (i)-(iii), and hence we concentrate on the uniqueness. Assume that k1 and k2 are two solutions. Then
By condition (iii), the first and the last term are zero, and since k1 ( s) -f ( 0 ( s)) and By condition {44}, ~f{Z,) is zero whenever K; increases, and hence the last term on the right hand side is zero. Moreover, if we take expectations, the martingale term drops out, and we are left with r at r 1
Dividing by t and letting t go to zero, we obtain {45).
Solution of the problem
We are now ready to show that the process 1";* = ( t, Zt), where Zt = ( f>t, K;) is the reflecting process constructed in section 2 indeed solves our problem. More precisely, we will find a function h (t, 8, k) such that (46) for all choices of the control function u, = dr, > 0, and such that the performance
is actually obtained if we use the process ~"'. Since f;"' (heuristically) corresponds to the singular control function
it is necessary to interpret what we mean by the left hand side of (46) in this case. Using integration by parts we can write 
I,OO C(K,)e-rsu,ds = I,OO C(K,)e-rs
where P; = min((t.-): , q).
To prove (48) and (49) we choose h(t, 0, k) to be the solution that we found in section 3 of the Hamilton-Jacobi-Bellman equation, i.e.
h(t, 0, k)
and
with e,-·Yl, ' "' (2, R(k), 81(k) , 82(k) as in section 2.
Then by (40-41) we know that
and pke-rt + ~~ + ao~:
So for all (t, 0, k) and all v > 0 we have (55) Therefore, if Ut 2 0 is some chosen control with corresponding process yt = ~u = (t, eh Kt) and generator (56)
since h is continuously differentiable with respect to t and k and twice continuously differentiable with respect to fJ. So by Dynkin's formula (see [2] ) and (57) we have, for all constant T > t :
or
Et,e,1c[1T (PsKs-u,C(Ks))e-r'ds] ::; h(t, 0, k)-Et,e,lc[h(YT )] (59)
As noted earlier (see(23)) we can rule out the processes for which Kt is not bounded. So·Ietting T-+ oo in (59) we obtain (46) and therefore (48).
It remains to prove that {49) holds. If we let A* denote the generator of Ye* = (t, Zt) , then A* = gt +A, where A is the generator of Zt as described in Lemma 1. The function 
From the computation of (28) we deduce that
We conclude that which implies (ii).
To summarize we have now proved the following: 
Discussion
Having proved that the formulas we derived in Section 2 really describe the solution of our problem, it may be worthwhile to take a closer look at them. In particular, it may be interesting to compare the solution of the stochastic problem to the solution of the deterministic problem obtained by putting {3 = 0. Intuitively, one would expect that the larger {3 is, i.e. the more uncertain the future demand for energy is, the more restrictive one should be in expanding (irreversibly) the hydro power system. We shall now show that this is really the case.
Recall that the boundary of the·forbidden region A is the curve()= t/J(k) given by 
and that the critical point 1/J(k) = k is given by k: = c-1(' q(e:-1) ).
r(e: -1/"'12)
{74)
The only quantity in these formulas which depends on {3 is "'f2, which-by definition- Let us finally take a critical look at our model. In order to obtain an explicit solution, we have had to make several simplifying assumptions. The most unrealistic one is probably our assumption that the gas price q is constant. To get a more reasonable model we could let q be a geometric Brownian motion independent of e, but unfortunately this leads to a much more complicated situation where the ordinary differential equations in (13) are replaced by partial differential equations. Nevertheless, we hope to be able to treat this problem in the future. Another simplifying assumption is that the elasticity e is constant, but it does not seem too difficult to modify our approach to allow more general price-demand dynamics. We hope to return to this problem as well.
APPENDIX
In order to derive (36), we need to prove the following conjecture: 
