This paper considers a compressed coding (CC) scheme that combines compressed sensing with forward error control coding. Approximate message passing (AMP) is used to decode the message. Based on the state evolution analysis of AMP, we derive the performance limit of the CC scheme. We show that the CC scheme can approach Gaussian capacity at a very high compression ratio. Further, the results are extended to systems involving non-linear effects such as clipping. We show that the capacity approaching property can still be maintained when generalized AMP is used to decode the message.
I. INTRODUCTION
Approximate message passing (AMP) has recently attracted many research attentions [2] , [3] . The AMP algorithm can potentially outperform the conventional turbo algorithm in systems involving sensing matrices with independent and identically distributed (i.i.d.) Gaussian entries [4] . The convergence behavior of AMP can be rigorously analyzed using a state evolution (SE) technique [3] . In particular, AMP has been applied to decode sparse-regression (SR) codes, which are constructed using position modulation followed by a compression matrix [5] , [6] .
Spatial coupling (SC) offers improved performance for turbo and LDPC type codes [7] , [8] . Most works on SC are based on binary additions [7] - [10] . Analog SC schemes over real or complex fields have been investigated, such as the code division multiple access (CDMA) scheme in [11] and the data coupling (DC) scheme in [12] . It is shown that DC can approach Gaussian capacity at asymptotically high signal-to-noise-ratio (SNR). This is theoretically interesting but the SNR range is outside the scope of most practical systems. SC has been applied to SR codes and the resultant SCSR code is asymptotically capacity approaching at high SNR [6] , [13] . However, SCSR codes require a very high compression ratio to offer good performance at low to medium SNR ranges, where many practical communication systems are operating in. For this reason, most available simulation results of SCSR are for the high SNR scenario.
It is interesting to explore techniques that can improve the performance of SCSR codes at low to medium SNR. In a broader sense, it is interesting to study general impacts of introducing AMP into forward error control (FEC) decoding. Intuitively, AMP operates on a continuous field while FEC decoding on a discrete field. Also, AMP is originally studied for compressed sensing and FEC coding is studied for error control.
What are the benefits of combining them? This paper is motivated by the above questions. We study a compressed coding (CC) scheme, in which an FEC coded and modulated sequence is compressed by a sensing matrix before transmission [1] , [14] .
AMP is applied to decode the message. We investigate the related capacity limit, code construction methods and potential advantages. Our main findings are as follows. • We derive the performance limit of the CC scheme under AMP based decoding. Our basic assumption is that the SE for AMP remains accurate in the presence of an FEC decoder. Based on the area property of extrinsic information transfer (EXIT) charts, we show that CC can approach Gaussian capacity at a high compression ratio, even though the underlying coded sequence is non-Gaussian. This is consistent with the Gaussian distribution of the signals after compression. • We extend the results to systems involving non-linear effects such as clipping and quantization. We show that the capacity approaching property can be maintained in such cases. This alleviates the problem of high peak to average power ratio (PAPR) related to Gaussian signaling.
• The above-mentioned capacity approaching properties require properly designed low-rate codes with matched EXIT curves, which can be difficult in practice [15] - [17] . We will introduce an analog spatial coupling (ASC) technique to avoid this difficulty.
• A code is said to be universal if it remains good after random puncturing. Such codes are useful in, e.g., type-II automatic repeat request (ARQ) applications [18] - [20] . The existing high-rate coded modulation methods typically do not work well after heavy puncturing. We show that the combined ASC and CC (ASC-CC) scheme is inherently universal. This provides a simple and efficient method for universal code design.
• We study ASC-CC in a multiuser environment. A traditional view is that ASC will increase overall block length, which causes difficulty in applications with stringent latency requirements. Interestingly, in a multi-user system, ASC-CC can be realized in a distributive way and the overall block length can be shared by many users, which effectively reduces block length per-user. Since many wireless systems are meant for multi-users by nature, the ASC-CC scheme is practically attractive.
In summary, the proposed ASC-CC scheme offers practical solutions to some well-known challenges in coding techniques: (i) a simple method to approach the ultimate capacity of Gaussian signaling (beyond that of discrete signaling), (ii) a simple treatment of non-linear effects during transmission, (iii) a low-cost universal coding and decoding strategy and (iv) a multi-user scheme with short per-user block length and good performance. These claims are supported by extensive theoretical and numerical results.
II. COMPRESSED CODING SCHEME

A. Transmitter Structure
Let c c c ∈ R N×1 be a coded and modulated sequence based on an FEC code C and a constellation S ≡ {s j }. We assume that the entries of c c c are drawn from S with equal probabilities and E[|s j | 2 ] = 1.
The transmitted signal is given by x x x A A Ac c c as illustrated in Fig. 1(a) . Assume an additive white Gaussian noise (AWGN) channel. The received signal y y y ∈ R M×1 is given by 1 y y y = x x x + n n n = A A Ac c c + n n n,
where n n n ∼ N (0, σ 2 I) contains AWGN samples. For theoretical analysis, we assume that the entries of 
B. AMP Receiver
AMP is a low-complexity iterative algorithm for signal recovery from noisy measurements [2] , [5] , [6] .
Initializing from c c c 1 = 0 and r r r 1 Onsager = 0, the AMP algorithm alternates between a linear estimator (LE) and a nonlinear estimator (NLE) as [2] , [5] , [6] LE : r r r t =ĉ c c t + A A A T (y y y − A A Aĉ c c t ) + r r r t Onsager ,
where η is a denoising function of r r r t and r r r t Onsager in (2a) is an "Onsager" term defined as
1 In this paper, we focus on real-valued systems for the convenience of discussion. However, the related analyses and discussions can be extended to complex-valued systems by writing as the following real-valued model: The final estimate is given byĉ c c T +1 , where T is the maximum number of iterations. LE is used to handle the linear observation constraint y y y = A A Ac c c + n n n while NLE is used to explore the prior information of c c c.
The Onsager term is used to regulate correlation among messages during iterative processing. Fig. 1(b) illustrates the iterative process.
In this paper, the denoising function η in (2b) is given by an a posteriori probability (APP) decoder (DEC) for the underlying FEC code C. Its input r r r t generated in (2a) is treated as a noisy observation of c c c using the following model [5] , [6] 
where w w w ∼ N (0, I) is independent of c c c and ρ t is the equivalent channel SNR. The output of η is the APP mean of c c c based on r r r t in (4) and C. 
C. Evolution Analysis
The MSE performance of AMP in large system limits can be tracked by a scalar SE recursion [2] , [3] .
For the t-th iteration, let v t be the a priori variance at the input of LE and ρ t the a priori SNR at the input of NLE. Initializing with v 1 = 1, the SE recursion at the t-th iteration is given by [3] 
where φ(v t ) gives the SNR at LE output and ψ(ρ t ) gives the variance at DEC output. Fig. 1 (c) illustrates the SE recursion.
The accuracy of SE was proved for AMP in [3] . The recent progress on AMP and its variants shows that the SE also holds for several non-separable denoisers [21] - [23] . The discussions in this paper are based on the assumption that the SE holds for the AMP algorithm involving a DEC. Simulation results will be provided to support the assumption. with v = φ −1 (ρ) being the inverse function of ρ = φ(v).
D. Area Property
According to [2] , φ(v) in (5) is given by
The capacity of a real-valued AWGN channel with Gaussian signaling is given by
From (6)-(7), we have the following lemma:
The left hand side of (8) can be interpreted as the area under φ scaled by 0.5 for a real-valued channel.
Lemma 1 bridges the area under φ and the AWGN channel capacity.
Assume that η for decoding c c c is Bayes-optimal. Then ψ(ρ) gives the minimum mean squared-error
where w w w is independent of c c c. The lemma below follows [24, Corollary 1]:
E. Achievable Rate
Define the inverse function of φ in (6) as
where ρ 0 δ 1+σ 2 is shown in Fig. 2 
Let mmse(S, ρ) be the MMSE for detecting a symbol in S from an AWGN channel with SNR ρ.
Accordingly, denote ψ in (5) as ψ S when S is employed in c c c. For an arbitrary underlying code C, we have ψ S (ρ) ≤ mmse(S, ρ) for ρ ∈ [0, ∞). Combining with Property 1 yields
According to Lemma 2, the achievable rate of c c c can be maximized by maximizing the area under ψ.
From (12) , the maximal area is achieved when
Define
Fig. 2(b) shows an example of ψ opt S (ρ) and a S as illustrated by the star curve and the shadowed area, respectively. According to Lemmas 1-2, we have
The overall rate after the compression matrix is given by
Eq. (16) shows that the rate of a CC scheme is away from the AWGN capacity by a gap of a S /2δ. In the next subsection, we show that this gap vanishes as δ, R C → 0 with R AC = R C /δ fixed.
F. Approaching Capacity
We first consider the binary phase shift keying (BPSK) for S. Afterwards, we extend the results to more general cases.
For BPSK, the entries of c c c are drawn from B = {+1, −1} with equal probabilities. From (13), we have
where mmse(B, ρ) is the MMSE for detecting BPSK from an AWGN channel [25] :
Following (14), we define
The corresponding rate is given by
Theorem 1: Assume that the matching condition (17) holds for BPSK. Then,
Proof: See Appendix A.
Next, we consider a commonly used symmetric constellation S C such that if s ∈ S C then −s ∈ S C .
Such a S C includes quadrature phase shift keying (QPSK) and quadrature amplitude modulation (QAM)
as special examples. For such S C , similar to (20) , we can show that
where
Theorem 2: Assume that the matching condition (22) holds for S C . Then,
Proof: Due to the symmetry, we can treat S C as the sum of multiple BPSK constellations multiplied by proper scalings. Recall the assumption that constellation points are drawn from S C with equal probability.
According to [25, Proposition 14] , we have mmse
Comparing (17) and (22) 
according to a S defined in (14) . Recall Theorem 1 that a B /2δ → 0 when δ, R C → 0 with R C /δ fixed.
Since a S C ≤ a B , a S C /2δ → 0 also holds. From (21), we have R AC → C G and complete the proof.
Remark 1: Theorem 2 shows that R AC of the CC scheme with S C can approach C G under two conditions: (a) the matching condition (22) holds and (b) both R C and δ → 0. These conditions require an underlying low-rate FEC code C that meets the matching condition (22) . In practice, it is a highly complicated task to design such a low-rate code (see [15] - [17] for details). There is another difficulty.
Due to the Gaussian distribution of x x x, the above CC scheme suffers from a high PAPR problem.
In what follows, we will address these two difficulties in the next two sections separately.
III. COMPRESSED CODING WITH CLIPPING
The aforementioned results are for the linear system y y y = A A Ac c c + n n n. In this section, we extend the results to a more general system modeled below:
where f is a symbol-by-symbol function. This generalized CC scheme arises in various practical appli-
cations. An example is the clipping function for alleviating the high PAPR problem mentioned at the end of Section II that is given by
where Z > 0 is the clipping threshold.
Alternatively, consider a slightly different system model:
As an example, f in (25) may represent the quantization effect of low-resolution analog-to-digital conversion on the received signal. In this section, we first focus on (23) . The treatment for (25) is discussed in Appendix C-C.
A. GAMP and State Evolution
At the receiver side, generalized AMP (GAMP) can be used to recover c c c from y y y in (23) involving nonlinearity. Similar to AMP, the MSE performance of GAMP can be characterized by a SE recursion [26] , [27] . We now briefly outline the GAMP algorithm and the corresponding SE recursion. Based on the SE, we analyze the achievable rate of GAMP for (23) following the procedure in Section II. (1)). Initializingĉ c c 1 = 0, s s s 0 = 0 and v 1 = 1, the GAMP algorithm in [26] can be summarized by the following iteration between a generalized LE (GLE) and a NLE:
where · denotes the average of the inputs. Fig. 1(b) illustrates the GAMP receiver. The final estimate is given byĉ c c T +1 , where T is the maximum number of iterations.
For GLE, g(p p p t , y y y) in (26b) performs the MMSE estimation of x x x based on its priorp p p t and the observation y y y in (23) as
where p(x x x|p p p t ) = N (p p p t , v t I) at the t-th iteration. Similar to (4), r r r t in (26c) can be treated as an AWGN observation of c c c as (4) . For NLE, η is the same as (2b) in the AMP algorithm.
The MSE performance of GAMP in (26) can be tracked by an SE recursion [26] , [27] . With abuse of notation, let v t be the a priori variance at the input of GLE and ρ t the a priori SNR at the input of NLE as shown in Fig. 1(c) . Initializing with v 1 = 1, the SE recursion for (26) is given by [3] , [26] 
where ψ is the same as (9), and ϕ is given as follows.
Let p(x,p) be a joint Gaussian distribution as
Denote p(y|x) as the likelihood of (23). According to [26] , ϕ in (28) is given by
with
where the expectation is over p(p, x, y). (23) and (29), respectively.
B. Area Property
The area properties derived below will be useful for achievable rate analyses in the next subsection.
Since ψ is still given by (9), Lemma 2 applies to ψ in (28) . Theorem 3 below is presented first to underpin the area property of ϕ in Theorem 4.
Consider three random variables S 1 , S 2 , S 3 that form a Markov chain S 1 → S 2 → S 3 . Assume that S 1 and S 2 are jointly distributed as   
where Σ is given by (30) . S 2 → S 3 is characterized by a likelihood as p(S 3 |S 2 ). Denote the mutual information between S 1 and S 3 as I(S 1 ; S 3 ) and define
where the expectation is over p(S 1 , S 2 , S 3 ).
Theorem 3:
Proof: See Appendix B.
Denote I(y; x) as the mutual information between y and x in (23), where x ∼ N (0, 1). Theorem 4 below establishes an area property for ϕ.
Theorem 4:
Proof: According to Property 2, applying Theorem 3 to the Markov chainp → x → y yields
Taking integrations of the above equation yields 
where (a) is due to p(p, x) in (29)- (30) . Comparing (38) and (31), it is clear to get (36) , which completes the proof. (11), we define the inverse function of ρ = ϕ(v) as v ≡ ϕ −1 (ρ) that is shown by the solid line in Fig. 3 .
Assume a symmetrical constellation S C for c c c. Similar to (12) , ψ in GAMP is upper bounded by
According to Lemma 2, the achievable rate of ψ can be maximized when the equality holds in (39), i.e.,
Based on (40) , define Fig. 3 shows an example of a f that is illustrated by the shadowed area. The maximal rate of ψ opt f in (40) after compression is given by
Substituting (36) and (42) The theorem below shows that the gap a f /2δ vanishes when δ, R C → 0 with R C /δ fixed.
Theorem 5: Assume that the matching condition (40) holds for a symmetrical constellation S C . Then,
Proof: See Appendix C-B.
Theorem 5 shows that R AC of the generalized CC scheme with a practical S C can approach the mutual information between x and y in (23). To approach I(y; x) in practice, a code should be designed to meet the matching condition (40) and meanwhile the code rate should be kept as low as possible. However, it is complicated to design a low-rate code to ensure (40) using curve matching [15] - [17] . The same obstacle happens to Theorem 2 as discussed in Remark 1. Indeed, Theorem 2 is a special case of Theorem 5 since I(y; x) = C G when f in (23) is removed. In the next section, we will treat this issue together.
IV. ANALOG SPATIAL COUPLING
In this section, ASC is introduced to avoid the difficulty in curve matching at low coding rates. This provides a simple method to approach capacity predicted by area properties using simple code structures [29] without complicated code optimizations [15] , [16] . Incidentally, we will see in Section V-D that ASC-CC reveals a new multi-user scheme with short per-user block length and good performance.
A. ASC Principles Fig. 4(a) shows a slightly modified form of Fig. 1(a) , in which c c c is repeated for W times (W = 3 in Fig. 4(a) ). Each replica is multiplied by a compression matrix A A A i . The transmitted signal is Applying the analog spatial coupling principle [7] , [8] , [30] to K copies of Fig. 4(a) , we obtain an analog spatially coupled compressed coding (ASC-CC) scheme in Fig. 4(b) [1] , [14] , [31] . For the j-th
(1 ≤ j ≤ K + W − 1) copy, the transmitted signal is given by
where {A A A j+1−k,k } are assumed to be independent and the entries of each A A A j+1−k,k have the same distribution as A A A in (1) . We assume the termination as A A A j+1−k,k = 0 for j + 1 − k < 1 or j + 1 − k > W .
When K is large, we approximately have E[x 2 ] = 1 if we ignore the boundary effects for j < W and j > K.
Consider transmitting x x x j over an AWGN channel as
where j = 1, 2, ..., K + W − 1 and n n n j contains i.i.d. Gaussian noise. The AMP algorithm can be directly applied to the system in (46), of which the details can be found in [6] , [28] , [32] .
B. State Evolution for the ASC-CC System
Compared with the SE in (5) for the CC system, SE for the ASC-CC system is a recursion between two vectors denoted as {v j , j = 1, ..., K + W − 1} and {ρ k , k = 1, ..., K}. Initializing with {v 1 j = 1, ∀j}, the vector SE given by [33, Definition 3.9 ] is equivalent to the following recursion
where ρ t k = 0 for k < 1 or k > K due to the assumed termination. Functions φ(v) and ψ(ρ) are the same as those in (5) .
C. Potential Function Analysis
Following [34] , we define the uncoupled potential function as 2 Here, we assume that U (v) has a unique minimum. From Lemma 3, a sufficient condition for error-free decoding is that the minimizer of U (v) tends to zero. with v 3 ≈ 0. This implies error free decoding, which can only be treated as approximation. The areas a 1 , a 2 and a 3 marked in Fig. 5 are, respectively, calculated as
It can be verified that the minimizer of U (v) is either v 1 or v 3 . The critical point is U (v 1 ) = U (v 3 ), or equivalently,
According to Lemma 2 and (49), we have from Fig. 5
When the critical point (50) is reached, the achievable rate R AC is given by
where the termination effects are ignored.
Comparing (52) with (16), we can see that the achievable rate of the ASC-CC scheme is very similar to the CC scheme. Following the procedure in Section II-F, we can show that R ASC → C G when R C , δ → 0 with their ratio fixed. Note that the CC scheme requires that the matching condition holds while the ASC-CC scheme does not, which provides a simple way to avoid the difficulty of low rate code design.
V. SIMULATION RESULTS
A. ASC-CC with a Low Rate Underlying Code
The dashed lines in Fig. 6 show the bit error rate (BER) performance of an ASC-CC scheme. A concatenated zigzag Hadamard (CZH) code (non-systematic and un-punctured) with BPSK modulation is used for c c c with two component codes [29] . The Hadamard code length is 64, the number of information bits (per copy) is 24576 and R C = 3/64. Recall that the theoretical analysis of ASC in Section IV-C requires K, W → ∞. But, large K and W incur increased complexity. In Fig. 6 , we set K = 50 and W = 3.
For complexity considerations, each A A A j,k is generated using randomly selected rows from an N × N Hadamard matrix. The difference between Hadamard and i.i.d. Gaussian sensing matrices involving SC has been analyzed in [35] . We observed that this difference is typically very small for ASC-CC. Fast
Hadamard transform (FHT) is used with complexity log 2 (N ) per bit. Soft output FHT [29] is used for decoding the CZH code. Iteration proceeds until convergence.
Theoretically, the AMP algorithm requires asymptotically large sensing matrices, which incurs high cost even with FHT. Simulations show that the performance of the above scheme remains almost unchanged for N > 65536. Therefore, to reduce cost, each copy (coded length = 524288) is partitioned into 8 parts, each of length 65536, that are individually compressed.
In Fig. 6 , we consider two rate cases: R AC = 0.5 and R AC = 1. Termination incurs rate loss in ASC and the actual rate realized by ASC-CC is given by R ASC ≡ R AC · K/(K + W − 1) [7] . For ASC with W = 3 and K = 50, R ASC = 0.4808 and 0.9615 in Fig. 6 . At R ASC = 0.9615, BER falls sharply when SNR passes the threshold. At R ASC = 0.4808, BER falls slowly. At R ASC = 0.9615, the performance of ASC-CC surpasses the corresponding SNR threshold for BPSK signaling (7.37 dB) and is only 0.65 dB away from the Gaussian capacity threshold. Clearly, ASC-CC offers the shaping gain required to approach Gaussian capacity. 
B. Clipping Effects on ASC-CC
We consider the following clipped ASC-CC system y y y j = α · clip(x x x j ) + n n n j , j = 1, 2, ...,
where clip(·) and {x x x j , ∀j} are given by (24) and (45), respectively. The coefficient α
normalizes the transmit power to unit. Define the clipping ratio (CR) as CR 10 log 10 (Z 2 /E[x 2 ]). When CR = ∞ dB, we have α = 1 and (53) reduces to the linear ASC-CC system in Section V-A.
The solid lines in Fig. 6 with circus show the BER performance of the ASC-CC system with clipping,
where settings are the same as those in Section V-A. We can see that clipping causes performance loss at R ASC = 0.9615, but interestingly, improves performance at R ASC = 0.4808 at low BERs. Similar results have been reported in [31] . An intuitive explanation based on the SE analysis is given as follows. Fig. 7 plots transfer functions at R ASC = 0.4808 and SNR = 0.5 dB in Fig. 6 for CR = ∞ dB and CR = 1 dB separately. It can be verified that the minimizers of the potential function for CR = ∞ dB and CR = 1 dB are given by (ρ 0 , v 0 ) and (ρ 1 , v 1 ), respectively, which are highlighted in sub-figures of Fig. 7 .
Since v 1 v 0 , the final MSE performance for CR = 1 dB is better than that of CR = ∞ dB. For more insights, it can be observed that ϕ for CR = 1 dB has lower slope than φ for CR = ∞ dB at small v, which results in a better matching condition between φ and ψ and hence improves the performance.
C. Modified ASC-CC Schemes Fig. 8 shows a modified version of Fig. 4(b) , in which each input d d d k is, after independent interleaving, encoded for W times. Fig. 8 reduces to Fig. 4(b) if all interleavers {π j,k } are the same, as then all {c c c j,k } are the same for a copy. Thus Figs. 8 and 4(b) differ only in interleaving. If the random connection technique in [7] is applied to Fig. 8 , the W component codes for each copy can be combined to form an overall concatenated code. Then Fig. 8 is equivalent to Fig. 4(b) . We observed that the structural connection in Fig. 8 leads to performance improvement in some situations. The extra interleaving in Fig.   8 offers more randomness, which intuitively is beneficial to performance. However, so far, we are unable to provide analytical explanations. Fig. 9 shows the BER performance of the modified ASC-CC system using a rate-1/2 non-systematic and un-punctured zigzag Hadamard (ZH) code [29] with Hadamard code length = 4 and number of information bits per copy = 16384. The rate of the CZH code = 1/6. Each copy is partitioned into 3 parts that are individually compressed. The sensing matrices are based on a size N H = 32768 Hadamard matrix. For ASC, W = 3 and K = 100.
We call this ASC-CC scheme as a master code. We can puncture this master code to obtain different rates. Fig. 9 shows the simulation results for R ASC = 0.4902, 0.9804 and 1.4706, where random puncturing is used. The non-puncturing rate is 1/6. From Fig. 9 , we can see that this master code is universal since it can be randomly punctured without affecting the relative performance measured by the gaps toward capacity. At R ASC = 0.4902, nearly error-free performance is achieved at only 0.7 dB away from the theoretical limit for Gaussian signaling. Such universal codes have been widely discussed for various applications, such as type-II ARQ [19] , [20] and distributed caching systems [36] .
D. A Multiuser ASC-CC System with Short Block Length per User
We now consider the application of ASC-CC in a multi-user system of K users. The overall system structure is the same as that in Fig. 8 except that {d d d k } are generated separately by K users. The transmitted signals from K users are encoded and transmitted in a decentralized way without information sharing except for proper transmission time scheduling. Specifically, we divide the time span into slots, each of which corresponds to a copy. In slot k, user k generates the signals based on its data d d d k and transmits them over W slots starting from k. The signals from different users are separated by user-specific interleaving, following the interleave division multiple access (IDMA) principle [37] . At the receiver, the signals from K users are naturally combined, which has the same effect as a linear summation in Fig. 8 [12] .
In general, to achieve improved performance, a spatially-coupled LDPC code requires much longer block length than the underlying LDPC code before coupling [8] , [30] . This is because the former involves multiple copies of the latter. In a multiuser ASC-CC system, the increased overall block length is shared by multiple users. This achieves the benefit of spatial coupling without increasing the codeword length of each user.
Incidentally, the block length problem is usually due to the latency constraint. It cannot be solved by, e.g., increasing processing speed. It is a source problem, and in many real-time applications, the source can only generate a limited number of information bits within a fixed duration. The scheme below is to fill this fixed duration with the signals from multiple users, which effectively increases block length. of ASC [8] , since the overhead due to termination reduces when K increases.
The performance of the rate-1/2 LDPC code for the WiMax standard [38] with 1152 information bits is compared in Fig. 10 , for which users are separated by TDMA. We can see that ASC-CC outperforms the conventional LDPC coded TDMA scheme noticeably. Intuitively, the coding rate of each user in ASC-CC is 1/8 (after compression) since it occupies W = 4 slots. This is much lower than the rate (= 1/2) of the LDPC code. Therefore, ASC-CC might provide better coding gain if cross user interference can be ignored. However, interference does exist in ASC-CC. It appears that ASC-CC provides an efficient way for multiuser interference cancelation. This phenomenon was first noted in [39] for LDPC codes with SC but without compression.
CDMA with conventional successive interference cancelation (SIC) cannot help in this case. If a short code is used by each user in CDMA, decoding loss will accumulate in SIC, resulting in large overall loss. Superposition coding [40] also suffers from the same problem. Clearly, ASC-CC offers an attractive solution to the latency problem by sharing a long block length by multiple users in multi-user systems.
VI. CONCLUSIONS
In this paper, we proposed a CC scheme that combines CS with FEC coding, where AMP is used for decoding. We derived the performance limit of the CC scheme and showed that CC can asymptotically approach Gaussian capacity. This capacity approaching property can be maintained in systems with non-linear effects such as clipping and quantization. We also studied an ASC-CC scheme to circumvent the difficulty in optimizing low-rate codes for approaching capacity in the CC scheme. We showed that ASC-CC can maintain universally good performance under random puncturing. By sharing the overall code length among multiple users, ASC-CC also relieves the requirement on per-user block length to achieve good performance in multi-user environments. The above claims are supported by extensive theoretical and numerical results. 
where (a) is due to that we consider the solution at the vicinity of ρ = 0 and the other solution (a larger value) is abandoned.
According to (17) , we have
For a B in (19) , it can be shown from (56) that mmse(B, ρ) ) dρ.
Combining (57) and (54) yields
In (55c), we treat ρ B as a function of δ and apply Taylor expansion at δ = 0 as
Substituting (59) into (58), we have
As δ → 0, we can see from (60) that a B /2δ → 0, and therefore complete the proof.
APPENDIX B PROOF OF THEOREM 3
Start with evaluating I(S 1 ; S 3 ) as
In (61a), we simply rearrange the variables. In (a), we apply the chain rule of the conditional mutual information. In (b), we apply the property of Markov chain, i.e., I(S 1 ; S 3 |S 2 ) = 0. From (61b), we evaluate I(S 1 ; S 2 ) and I(S 1 ; S 2 |S 3 ) separately as follows.
Based on interpretation in [25] , S 1 and S 3 can be viewed as two independent observations for S 2 . In particular, S 1 is an AWGN observation of S 2 according to (33) and (30) . From [25] , we have I(S 1 ; S 2 ) = 0.5log(1 + ρ) with ρ being the effective SNR of the AWGN channel. Following the mutual information and MMSE identity for AWGN channel with side information, we have [25] 
where s 3 is a realization of S 3 and mmse(ρ, S Next, the effective SNR ρ should be identified for the effective AWGN channel. According to (33) and (30) , p(S 1 , S 2 ) is given by
According to Bayes' rule, p(S 1 |S 2 ) is given by
The conditional distribution of p(S 1 |S 2 ) is given by
Eq. (68) is equivalent to the following AWGN channel
where the noise is independent of S 2 . The effective SNR ρ is given by
Substituting v = 1 1+ρ into (65) yields − ∂ ∂v I(S 3 ; S 1 ) = − ∂ ∂ρ I(S 3 ; S 1 )
Therefore,
which completes the proof of Theorem 3.
APPENDIX C
A. An Upper Bound of ϕ(v)
For y = f (x x x) +n n n, we assume that f does not change the average power of x x x, i.e., E[|f (x)| 2 ] = E[|x| 2 ].
The following proposition gives an upper bound of ϕ.
Proposition 1:
For v ∈ [0, 1], ρ = ϕ(v) in (31) is upper bounded by δ · 1+σ 2 4σ 2
.
Proof: Define z z z = f (x x x) and mmse(z|y) as the minimum MSE of estimating z z z from y y y = z z z + n n n. Note that E[|f (x)| 2 ] = 1. According to [25] , mmse(z|y) ≥ 1 1+1/σ 2 . According to the data processing inequality, it is clear that mmse(x|y) ≥ mmse(z|y).
Rewrite ϕ(v) in (31) (73)
C. Extension of Theorem 5
The proof of Theorem 5 relies on Proposition 1 to show that ρ is in the vicinity of zero when δ → 0. In fact, Theorem 5 holds for an arbitrary signal model as long as Proposition 1 holds. Another provable example is y y y = f (x x x + n n n). When f is a one-to-one mapping function, it can be shown that mmse(x|p, y) = vσ 2 v+σ 2 , which is the MMSE for y y y = x x x + n n n. When f is a many-to-one mapping function, we have mmse(x|p, y) > vσ 2 v+σ 2 due to the ambiguity from y y y to x x x + n n n. Thus, we have mmse(x|p, y) ≥ vσ 2 v + σ 2 .
(79)
Combining (79) and (73) yields
It is clear that ρ → 0 as δ → 0.
