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Re´sume´ :
Le crowdsourcing consiste a` l’externalisation de taˆches
a` une foule de contributeurs re´mune´re´s pour les ef-
fectuer. La foule, ge´ne´ralement tre`s diversifie´e, peut in-
clure des contributeurs non-qualifie´s pour la taˆche et/ou
non-se´rieux. Nous pre´sentons ici une nouvelle me´thode
de mode´lisation de l’expertise du contributeur dans les
plateformes de crowdsourcing se fondant sur la the´orie
des fonctions de croyance afin d’identifier les contribu-
teurs se´rieux et qualifie´s.
Mots-cle´s :
Expertise, crowdsourcing, the´orie des fonctions de
croyance.
Abstract:
The crowdsourcing consists in the externalisation of
tasks to a crowd of people remunerated to execute this
ones. The crowd, usually diversified, can include users
without qualification and/or motivation for the tasks. In
this paper we will introduce a new method of user exper-
tise modelization in the crowdsourcing platforms based
on the theory of belief functions in order to identify seri-
ous and qualificated users.
Keywords:
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1 Introduction
Le crowdsourcing repose sur l’externalisation
de taˆches non-re´alisables par ordinateur a`
une foule. La diversite´ des taˆches conduit
a` distinguer diffe´rents types de crowdsourc-
ing de´crits par Burger-Helmchen et Pe´nin [2].
Nous nous inte´ressons aux plateformes
d’activite´s routinie`res ou` les internautes, ap-
pele´s contributeurs, pre´sents en grand nombre
et avec des profils diversifie´s, sont re´mune´re´s
pour re´aliser des micro-taˆches et tout partic-
ulie`rement re´pondre a` des questionnaires.
Sur ces plateformes, il existe des contributeurs
non-consciencieux, inte´resse´s uniquement par
la re´mune´ration et d’autres non qualifie´s pour
re´aliser certaines taˆches. Il apparaıˆt comme es-
sentiel de caracte´riser la foule afin de traiter
les re´ponses de fac¸on optimale, c’est pourquoi
nous nous inte´ressons ici a` la mode´lisation de
l’expertise d’un contributeur afin de de´terminer
s’il s’agit ou non d’une personne conscien-
cieuse et qualifie´e conside´re´e comme un ”Ex-
pert”. Par opposition, nous conside´rons les con-
tributeurs non-consciencieux ou non-qualifie´s
sous la de´nomination ”Non-Expert”.
Des premie`res e´tudes, de´crites dans la sec-
tion 2 de cet article, se sont de´ja` appuye´es
sur la the´orie des fonctions de croyance [8,
9, 11] pour de´terminer le niveau d’expertise
d’un contributeur. Nous proposons ici une nou-
velle mode´lisation originale du type de con-
tributeur par cette meˆme the´orie des fonc-
tions de croyance (BF), explicite´e dans la sec-
tion 3. Afin de valider notre mode`le nous
re´alisons une expe´rimentation sur les donne´es
d’une campagne de crowdsourcing portant sur
l’e´valuation de la qualite´ sonore de se´quences
audio pour lesquelles un contributeur peut indi-
quer la confiance, ou certitude, apporte´e dans sa
re´ponse. Les re´sultats de cette expe´rimentation
sont pre´sente´s et analyse´s dans la section 4. En-
fin, la section 5 conclut cet article.
2 E´tat de l’art
Dans cette section nous rappelons dans un pre-
mier temps la the´orie des BF [4]. Puis nous
pre´sentons son inte´reˆt ainsi que des e´tudes
ar
X
iv
:1
81
1.
07
53
6v
1 
 [c
s.A
I] 
 19
 N
ov
 20
18
l’utilisant pour la de´termination d’experts dans
le cadre du crowdsourcing.
2.1 La the´orie des fonctions de croyance
La the´orie des BF permet une mode´lisation de
l’impre´cision et de l’incertitude de donne´es is-
sues de plusieurs sources d’information. Dans
le cas du crowdsourcing ces diffe´rentes sources
d’information sont les contributeurs c. Si nous
conside´rons un proble`me donne´, l’ensemble des
n solutions possibles a` ce proble`me est appele´
cadre de discernement : Ω = {ω1, ..., ωn}. Les
fonctions de masse mΩc utilise´es dans la the´orie
des BF sont de´finies de 2Ω dans [0, 1] avec la
condition de normalisation suivante :∑
X∈2Ω
mΩc (X) = 1 (1)
Soit X ∈ 2Ω, la masse mΩc (X) caracte´rise la
croyance accorde´e par la source c a` l’e´le´ment
X . Lorsque mΩc (X) > 0, X est appele´ e´le´ment
focal. Il existe deux e´le´ments de 2Ω ayant
une signification particulie`re : ∅ qui repre´sente
l’ouverture au monde hors du cadre de dis-
cernement et Ω, l’ignorance. Ainsi mΩi (∅) =
0 signifie que l’on conside`re un monde clos,
les re´ponses attendues sont donc constitue´es
d’e´le´ments de Ω.
Un cas particulier des BF est la fonction de
masse a` support simple (note´e XΩ) de´finie par :{
mΩc (X) = 1− ω avec X ∈ 2Ω \ Ω
mΩc (Ω) = ω
(2)
Pour re´aliser la fusion d’informations issues
de S sources, diffe´rents ope´rateurs de combi-
naisons peuvent eˆtre utilise´s, le plus couram-
ment employe´ e´tant l’ope´rateur de combinaison
conjonctive que l’on peut e´crire :
Soit X, Y1, ..., YS ∈ 2Ω
mΩConj(X) =
∑
Y1∩...∩YS=X
N∏
c=1
mΩc (Yi)
(3)
Celui-ci permet de diminuer l’impre´cision sur
les e´le´ments focaux et d’augmenter la croy-
ance sur les e´le´ments concordants entre les
diffe´rentes sources d’information c. De plus,
dans le contexte d’un monde clos, il peut eˆtre
pertinent d’utiliser l’ope´rateur de combinaison
conjonctive de Yager [12] de´fini comme suit :
Soit X ∈ 2Ω
mΩY (X) = m
Ω
Conj(X), X 6= ∅, X 6= Ω
mΩY (Ω) = m
Ω
Conj(Ω) +m
Ω
Conj(∅)
mΩY (∅) = 0
(4)
Lorsque les informations sont issues de
plusieurs cadres de discernement Ω et Θ que
l’on souhaite combiner, on re´alise l’extension
vide sur ces cadres avant la combinaison. Elle
est donne´e pour tout A ⊂ Ω par :
mΩ↑Ω×Θ(B) =
{
mΩ(A) si B = A×Θ
0 sinon (5)
De meˆme, conside´rant le produit carte´sien
Ω × Θ on peut se projeter sur le cadre
de discernement Θ (respectivement Ω) en
re´alisant une marginalisation du produit con-
jonctif (e´quation (6)). Ainsi, une fonction de
masse pour la marginalisation de Ω×Θ ↓ Θ est
donne´e ∀B ⊆ Ω :
mΩ×Θ↓Ω(B) =
∑
A⊆Ω×Θ,A↓Ω=B
mΩ×Θ(A) (6)
Afin de prendre une de´cision sur les e´le´ments
du cadre de discernement Ω nous conside´rons
l’e´le´ment focal ωi ∈ Ω pour lequel on obtient la
probabilite´ pignistique maximale betP :
betP (ωi) = max
ω∈Ω
betP (ω)
Avec betP de´finie par l’e´quation :
betP (X) =
∑
Y ∈2Ω,Y 6=∅
|X ∩ Y |
|Y |
mΩ(Y )
1−mΩ(∅) (7)
L’utilisation de cette the´orie dans le cadre du
crowdsourcing est inte´ressante car elle permet
de mode´liser l’incertitude et l’impre´cision des
re´ponses d’un contributeur ainsi que la fusion
des donne´es issues de l’ensemble des contribu-
teurs vus comme des sources d’information.
2.2 Mode´lisations existantes
Usuellement la me´thode utilise´e pour
de´terminer la bonne re´ponse a` une ques-
tion dans les plateformes de crowdsourcing est
la me´thode par vote majoritaire (MV) consis-
tant a` conside´rer que la re´ponse donne´e par la
majorite´ des contributeurs est la bonne. Un
expert, conside´rant cette me´thode, est un con-
tributeur ayant re´pondu ”juste” a` un maximum
de questions. Cette me´thode est limite´e car les
re´ponses des contributeurs ont toutes le meˆme
poids et leur incertitude n’est pas conside´re´e.
Une mode´lisation plus e´volue´e pour la
de´termination d’experts dans les plateformes
de crowdsourcing repose sur l’utilisation de
l’algorithme Expectation-Maximisation (EM)
conjointement aux probabilite´s. Raykar et
al. [10] utilisent ainsi une approche proba-
biliste se fondant sur les travaux de Dawid
et Skene [3] et de´veloppent dans leur article
l’apport de cette mode´lisation compare´e au
MV. Les approches probabilistes apparaissent
plus inte´ressantes car elles offrent la possibilite´
de mesurer l’incertitude sur les re´ponses.
Dans leur e´tude portant sur la combinaison des
re´ponses sur les plateformes de crowdsourcing,
Koulougli et al. [8] comparent trois me´thodes
fonde´es sur le MV, l’EM et les BF. Cette e´tude
fait apparaıˆtre que les BF donnent de meilleurs
re´sultats, devant respectivement l’approche util-
isant l’EM et le MV.
Ouni et al. utilisent les BF pour mesurer le
degre´ d’expertise des contributeurs. Leur ap-
proche est fonde´e sur l’utilisation d’un cor-
pus de re´fe´rence, a` l’aide duquel un graphe de
re´fe´rence oriente´ est re´alise´. Puis, un graphe
des re´ponses apporte´es aux meˆmes questions
de corpus est construit pour chaque contribu-
teur. Le graphe de re´fe´rence est compare´ aux
graphes des contributeurs en vue d’estimer leur
degre´ d’expertise. Cette me´thode offre de bons
re´sultats mais son utilisation reste contrainte a`
la pre´sence de ve´rite´s terrain.
Des ve´rite´s ”terrain” sont e´galement utilise´es,
dans une moindre mesure, conjointement aux
BF dans la mode´lisation propose´e par Abassi
et Boukhris [1]. La pre´cision des contributeurs
y est estime´e par trois mesures, l’une utilisant
des ve´rite´s ”terrain”, la seconde le MV et la
dernie`re une log distance. Un clustering est
re´alise´ en exploitant ces mesures afin de clas-
sifier les contributeurs, puis une masse est as-
socie´e a` la re´ponse du contributeur en fonction
de sa classe. Une combinaison par re´ponse pour
l’ensemble des contributeurs et une probabilite´
pignistique sont finalement applique´es.
Dans les plateformes de crowdsourcing, les in-
terfaces propose´es commune´ment ne permet-
tent de recueillir que des informations pre´cises.
Il est cependant inte´ressant d’offrir au contribu-
teur la possibilite´ d’introduire de l’impre´cision
dans ses re´ponses tel que propose´ par Rjab et
al. [11]. Leurs travaux, fonde´s sur les BF et
ne ne´cessitant pas de ve´rite´es terrain, portent
sur l’identification d’experts via la mode´lisation
d’un degre´ de pre´cision DPc (9) et d’un degre´
d’exactitude DEc (8) sur la re´ponse d’un con-
tributeur c. Soit Ec l’ensemble des contribu-
teurs, EcQ l’ensemble des questions auxquelles
un contributeur c a re´pondu et Ωq le cadre de
discernement associe´ a` la question q :
DEc = 1− 1|EcQ|
∑
q∈EcQ
dJ(m
Ωq
c ,m
Ωq
Ec|c)
m
Ωq
Ec|c(X) =
1
|Ec| − 1
∑
j∈Ec|c
m
Ωq
j (X)
(8)

DPc =
1
|EcQ|
∑
q∈EcQ
δΩqc
δΩqc = 1−
∑
X∈2Ωq
mΩqc (X)
log2(|X|)
log2(|Ωq|)
(9)
Dans l’e´quation (8) dJ est la distance de Jous-
selme [6] entre la masse mΩqc et la moyenne des
massesmΩqEc|c. Un degre´ global d’expertiseGDc
est ensuite calcule´ en ponde´rant les degre´s DEc
et DPc par un coefficient βc ∈ [0, 1] :
DGc = βcDEc + (1− βc)DPc (10)
Leur e´tude re´alise´e sur des donne´es ge´ne´re´es
propose une comparaison avec une approche
probabiliste montrant ainsi le gain d’efficacite´
de leur me´thode.
3 Caracte´risation du contributeur
Nous proposons ici une approche innovante
utilisant certains concepts e´tablis par Rjab et
al. [11] afin de caracte´riser le profil des con-
tributeurs sans utiliser de ve´rite´ terrain. Cette
me´thode pre´sente l’inte´reˆt de pouvoir eˆtre ap-
plique´e a` l’ensemble des questionnaires pro-
pose´s sur les plateformes de crowdsourcing.
Dans le cadre de notre mode´lisation, le con-
tributeur est invite´ a` spe´cifier pour chaque ques-
tion pose´e la certitude qu’il a en la re´ponse
donne´e et ce afin de pouvoir e´tablir une mesure
de sa confiance. En vue de de´finir l’expertise du
contributeur, nous nous inte´ressons non seule-
ment a` sa Connaissance, mais e´galement a` sa
motivation en e´tudiant son Comportement. La
Connaissance du contributeur est de´finie par
sa Qualification reposant sur sa Confiance et
l’exactitude de ses re´ponses.
Pour e´tudier le comportement, nous nous
sommes inte´resse´s a` la ”conscience” d’un con-
tributeur qui se traduit par son implication dans
la re´alisation de sa taˆche. La conscience est
l’une des cinq caracte´ristiques de´finies dans
le mode`le des Big Five, aussi appele´ mode`le
OCEAN, propose´ par Goldberg [5] pour car-
acte´riser la personnalite´ d’un individu. Les cinq
caracte´ristiques sont l’Ouverture a` l’expe´rience,
la Conscience, l’Extraversion, l’Agre´abilite´ et
le Ne´vrosisme. Dans une pre´ce´dente e´tude,
Kazai et al. [7], qui ont introduit ce mode`le dans
le contexte du crowdsourcing pour de´terminer
la relation entre les traits de personnalite´ et la
qualite´ des re´ponses, ont conclu que la Con-
science a un impact fort sur l’exactitude des
re´sultats du contributeur. Dans notre approche,
nous estimons la Conscience du contributeur en
conside´rant sa Re´flexion et utilisons a` cet ef-
fet le temps de re´ponse du contributeur a` une
question. Enfin, a` partir de l’estimation de la
Connaissance et du Comportement, nous pro-
posons une re´partition des contributeurs selon
deux profils : ”Expert” et ”Non-Expert”.
3.1 Connaissance du contributeur
Confiance. Les questionnaires propose´s dans le
cadre du crowdsourcing inte`grent ge´ne´ralement
des questions a` choix multiples. Pour une ques-
tion q, nous conside´rons donc les re´ponses pos-
sibles ω1, . . . , ωn. Nous de´finissons alors le
cadre de discernement sur ces re´ponses comme
suit : Ω1 = {ω1, . . . , ωn}. Soit la re´ponse
X ∈ 2Ω1 d’un contributeur c a` la question q,
la fonction de masse a` support simple Xαcq as-
socie´e est mΩ1cq , avec αcq la valeur nume´rique de
l’incertitude du contributeur sur sa re´ponse.
Qualification. Nous de´finissons la Qualifica-
tion comme une appre´ciation de la valeur pro-
fessionnelle d’un contributeur en fonction de
l’exactitude des re´ponses qu’il fournit aux ques-
tions pose´es. Nous conside´rons ainsi le fait
qu’un individu soit qualifie´ ”Q” ou non ”NQ”
pour une taˆche avec le cadre de discernement :
Ω2 = {Q,NQ}. Comme nous nous reposons
sur l’exactitude des re´ponses du contributeur
pour estimer sa Qualification, nous associons a`
la masse mΩ2c le degre´ d’exactitude DEc. Aussi
pour l’e´quation (8) nous avons mΩqc = mΩ1cq .
Avec une masse nulle pour l’ignorance, nous as-
socions DEc a` l’e´le´ment focal ”Q” et 1−DEc
a` ”NQ”. Afin de ne pas eˆtre cate´gorique sur la
Qualification du contributeur, nous interpre´tons
l’impre´cision sur ses re´ponses aux questions
comme de l’ignorance. Nous affaiblissons ainsi
l’information donne´e par le contributeur avec le
degre´ de pre´cisionDPc donne´ par l’e´quation (9)
ou` Ωq = Ω1. Nous obtenons alors :
mΩ2c (Q) = DPc ∗DEc
mΩ2c (NQ) = DPc ∗ (1−DEc)
mΩ2c (Ω2) = 1−DPc
(11)
3.2 Comportement du contributeur
Re´flexion. Nous nous inte´ressons ici au temps
de re´flexion pris par le contributeur pour donner
Algorithm 1 Fonction g(re´el:Tcq , Tthq ,
caracte`re: X)
caracte`re reflexion← NR
re´el m← Cte
re´el α3 ← alpha(Tcq , Tthq)
si (Tcq > Tthq ) alors
reflexion← R
fin si
si (X = reflexion) alors
m← α3
sinon si (X = Ω3) alors
m← 1−m− α3
fin si
return m
sa re´ponse. Conside´rons le cadre de discerne-
ment suivant : Ω3 = {R,NR}, ou` ”R” signifie
que la re´ponse du contributeur est re´fle´chie et
”NR” qu’elle est instinctive. Soit un e´le´ment
X ∈ 2Ω3 indiquant la Re´flexion du contributeur
c pour une question q, nous de´finissons la masse
associe´e a` X par :
mΩ3cq (X) = g(Tcq , Tthq , X) (12)
La fonction g est de´finie par le pseudo-code 1,
Tcq est le temps de re´ponse du contributeur c
a` la question q et Tthq un temps de re´ponse
the´orique attendue a` q. La masse m est ini-
tialise´e par une constante, la re´flexion a` in-
stinctive (NR). La fonction alpha retourne une
valeur entre 0 et 1 proportionnelle aux temps
renseigne´s en parame`tres. Conside´rons le fait
que nous pouvons avoir un nombre important
de re´ponses a` combiner nous n’utilisons pas
l’ope´rateur de Yager, car pour de nombreuses
sources il pourrait engendrer davantage de con-
flits et il en re´sulterait une masse trop impor-
tante sur l’ignorance. Aussi, nous conside´rons
la moyenne des masses (12) sur q : mΩ3c .
3.3 Profil du contributeur
Nous pouvons finalement aboutir dans cette
section a` la mode´lisation de l’expertise d’un
contributeur. Pour ce faire, nous conside´rons
qu’un ”Expert” est un contributeur qualifie´ pour
la taˆche et re´fle´chit dans la re´alisation de celle-
ci. Nous de´finissons le cadre de discernement
de l’expertise d’un contributeur comme le pro-
duit des cadres de discernement de la Qualifica-
tion et de la Re´flexion : Ω4 = Ω2 × Ω3. Afin
d’e´tablir la masse mΩ2×Ω3c nous commenc¸ons
par de´finir les masses mΩ2↑Ω2×Ω3c et m
Ω3↑Ω2×Ω3
c
de manie`re analogue a` l’e´quation (5). Nous
appliquons ensuite l’ope´rateur conjonctif de
Yager (4) a` ces deux masses afin d’obtenir mΩ4c .
4 Expe´rimentations
Dans le cadre de cette e´tude une campagne
de crowdsourcing a e´te´ re´alise´e sur l’e´coute
d’enregistrements sonores pour lesquels les
contributeurs devaient donner une note entre
1 et 5. Cette campagne e´tait constitue´e de 4
HITs (Human Intelligence Tasks) comprenant
12 questions chacun parmi lesquelles figuraient
5 MNRUs (Modulated Noise Reference Units).
Les MNRUs sont des enregistrements dont la
qualite´ sonore est module´e par du bruit. Il s’agit
ici de ve´rite´es terrain dont on connaıˆt la qualite´
relative, e´chelonne´e de 1 a` 5. Le premier en-
registrement est ainsi de qualite´ mauvaise et le
cinquie`me de qualite´ excellente. La diffe´rence
de qualite´ sonore entre les MNRUs est beau-
coup plus importante que celle qui existe en-
tre les 7 autres enregistrements, nomme´es par
la suite donne´es de test, dont la qualite´ e´tait
non connue et plus difficile a` e´valuer. Une
foule de 93 contributeurs devait e´couter chacun
des enregistrements dans un ordre ale´atoire et
spe´cifier leur qualite´. Leurs re´ponses pouvaient
eˆtre impre´cises, avec la possibilite´ de donner
deux niveaux de qualite´ conse´cutifs, et e´taient
associe´es a` un degre´ de certitude indiquant la
confiance sur le re´sultat fourni.
4.1 Approche propose´e
Nous ignorons la Qualification et la Conscience
des contributeurs sollicite´s en crowdsourcing ,
nos travaux visent donc a` de´terminer leur exper-
tise re´elle. Dans cet objectif, nous commenc¸ons
par calculer la masse mΩ2c en e´valuant tout
Re´ponse αuq
Tre`s Suˆr : αN5 = 0.99
Plutoˆt Suˆr : αN4 = 0.75
Moyennement Suˆr : αN3 = 0.5
Peu Suˆr : αN2 = 0.25
Pas Suˆr : αN1 = 0.01
Tableau 1: Incertitudes et valeurs associe´es
d’abord mΩ1cq . Les valeurs αcq utilise´es sont
spe´cifie´es dans le tableau 1. Pour ces valeurs
de αcq nous avons choisi de ne pas associer
une valeur αN5 = 1 a` une re´ponse indique´e
comme ”Tre`s Suˆr” (re´ciproquement αN1 6= 0
pour une re´ponse ”Pas Suˆr”). En effet, meˆme
si le contributeur accorde une confiance ab-
solue dans sa re´ponse, nous pre´fe´rons main-
tenir une incertitude en l’absence de connais-
sance relative a` l’expertise du contributeur.
Ensuite nous e´tablissons les masses mΩ2c et
mΩ3c pour de´terminer l’expertise du contributeur
repre´sente´e par mΩ4c .
4.2 Validation de l’approche
Nous re´alisons notre e´tude sans inte´grer
les ve´rite´s terrain (MNRUs) dans le corpus
d’expe´rimentation en utilisant uniquement les
donne´es de test. Cependant, pour valider
l’approche, nous re´alisons par ailleurs une esti-
mation the´orique de l’expertise du contributeur
uniquement a` partir des MNRUs et e´tudions
la convergence entre les diffe´rents re´sultats
obtenus.
Pour e´tablir cette estimation the´orique, une ma-
trice de confusion est re´alise´e afin de mesurer
les e´carts entre les valeurs attendues pour les
MNRUs et les re´ponses attribue´es par les con-
tributeurs a` ces se´quences. Cette matrice nous
permet de calculer le taux de bonne classifica-
tion du contributeur sur les 5 MNRUs (TBCM5)
ce qui s’apparente a` un taux de bonne re´ponse
pour le contributeur. Nous appliquons une prob-
abilite´ pignistique (7) a` la masse portant sur la
Qualification mΩ2c dont nous noterons la valeur
BetP, ce qui nous permet d’obtenir la figure 1
en ne conside´rant que les re´ponses du contribu-
teur aux MNRUs et la figure 2 pour les re´ponses
Figure 1: BetP sur les MNRUs
Figure 2: BetP sur les donne´es de test
aux donne´es de test. Nous conside´rons un seuil
σ = 0.5 au-dessus duquel un contributeur est
conside´re´ comme ”Expert”. Ainsi si TBCM5 >
σ le contributeur est conside´re´ the´oriquement
comme ”Expert” et si BetP > σ le contribu-
teur est expe´rimentalement conside´re´ comme
”Expert”. En revanche, si TBCM5 > σ et
BetP ≤ σ le contributeur the´oriquement ”Ex-
pert” est singulie`rement classifie´ comme ”Non-
Expert” par notre mode´lisation.
Conside´rons ces deux figures, nous consta-
tons un nombre plus important de contribu-
teurs classifie´s comme ”Expert” que ”Non-
Expert” par BetP. En l’absence de ve´rite´es ter-
rain pour e´tablir l’expertise des contributeurs,
les pourcentages de bonne classification de
62.4% pour la figure 1 et de 57% pour la fig-
ure 2 sont positif. En effet, comme la taˆche
de´pend de l’appre´ciation du contributeur et que
les fluctuations dans la de´gradation sonore des
Figure 3: DGc sur les MNRUs
donne´es ne sont pas e´videntes a` percevoir, ces
e´le´ments peuvent expliquer la diffe´rence en-
tre les re´sultats attendus pour les MNRUs et
ceux obtenus. De plus si nous conside´rons les
re´sultats de classification de la figure 1 comme
re´fe´rence et que nous comparons leur inter-
section avec ceux de la figure 2, nous avons
85.85 % de bonne classification en commun.
Cela signifie que nos re´sultats restent a` un bon
niveau de fiabilite´ en conside´rant des questions
diffe´rentes, MNRUs ou donne´es de test.
Notre mesure de la Qualification du contribu-
teur (mΩ2c ) reposant sur les degre´s DEc (8) et
de DPc (9) de Rjab et al. [11], nous comparons
e´galement les re´sultats de notre mode´lisation
avec ceux obtenus par ce mode`le (10) pour
la valeur de βc = 0.5. En mesurant le degre´
global de Rjab DGc pour l’ensemble des MN-
RUs nous obtenons la figure 3. Nous pouvons
constater avec le meˆme seuil σ = 0.5 que la ma-
jorite´ des contributeurs (88.2%) est conside´re´e
comme ”Non-Expert” par ce mode`le, puisque
11 contributeurs seulement (11.8%) posse`dent
un DGu supe´rieur a` βc.
Il est e´galement inte´ressant de pouvoir com-
parer nos diffe´rents re´sultats, la Qualification
Ω2, la Re´flexion Ω3 et l’Expertise Ω4, avec le
degre´ global DGc. A cet effet, nous projetons
par marginalisation (6) les re´sultats de Ω4 sur
Ω2. Les tableaux 2 et 3 contiennent les taux de
bonne classification des contributeurs (TBCc)
en conside´rant comme ”Expert” les contribu-
mΩ2c m
Ω3
Moy c m
Ω4
c DGc
62.4 % 58.0 % 62.4 % 60.6 %
Tableau 2: TBCc pour les MNRUs
mΩ2c m
Ω3
Moy c m
Ω4
c DGc
57.0 % 58.0 % 57 % 58.0 %
Tableau 3: TBCc pour les donne´es de test
teurs pour lesquels TBCMNRU > σ pour les
re´sultats attendus (MNRUs) etDGc, BetP > σ
pour les donne´es de test.
Le pourcentage de TBCc a` partir de la
Re´flexion du contributeur est identique pour les
MNRUs et les donne´es de test (tableaux 2 et 3).
Nous pouvons en de´duire que le contributeur
porte la meˆme re´flexion a` l’ensemble des ques-
tions et donc que son comportement est iden-
tique tout au long de la re´alisation de sa taˆche.
Le TBCc pour la Qualification du contributeur
mΩ2c est en revanche plus important pour les
MNRUs que pour les donne´es de test. Cette
diffe´rence est lie´e a` l’e´chelle de de´gradation
sonore plus importante pour les MNRUs que
pour ces autres donne´es.
Le meˆme raisonnement que pour mΩ2c
s’applique a` mΩ4c et au degre´ DGc, car
ces trois mesures reposent sur les degre´s DEc
et DPc, ce qui explique la diminution de
leur TBCc du tableau 2 au tableau 3. Une
ame´lioration significative du TBCc sur Ω4
compare´ a` Ω2 aurait pu eˆtre observe´e mais nous
supposons que la Re´flexion du contributeur
e´tant constante, elle n’apporte pas suffisamment
d’information pour l’estimation de son degre´
d’expertise. Notre mesure de l’expertise offre
un TBCc proche de celui de DGc, supe´rieur
pour les MNRUs et plus faible pour les autres
donne´es.
Malgre´ la difficulte´ de proposer une
mode´lisation pertinente de l’expertise des con-
tributeurs en l’absence de ve´rite´ terrain, notre
approche apporte des re´sultats inte´ressants au
vu des expe´rimentations mene´es.
5 Conclusion et perspectives
Le crowdsourcing repose sur l’externalisation
de taˆches a` une foule de contributeurs. Cette
foule e´tant ge´ne´ralement diversifie´e, il est
important de caracte´riser au mieux les indi-
vidus qui la compose en vue d’une meilleure
exploitation des donne´es. Ouni et al. [9]
ont propose´ une mode´lisation de l’expertise
des contributeurs utilisant des ve´rite´s terrain.
Ne´anmoins cette mode´lisation est limite´e car
il n’est pas toujours possible de disposer de
telles donne´es. La mode´lisation que nous pro-
posons pre´sente l’inte´reˆt de ne pas ne´cessiter
de ve´rite´ terrain et a donc pour objectif d’eˆtre
plus facilement exploitable. Rjab et al. [11]
ont e´tudie´ sur des donne´es ge´ne´re´es, une
mode´lisation faisant abstraction des ve´rite´s ter-
rain et mesurant un degre´ d’expertise global du
contributeur. Ce degre´ repose sur la mesure
de degre´s d’exactitude et de pre´cision. Dans
notre mode´lisation, nous exploitons ces degre´s
significatifs de la Connaissance du contribu-
teur. Afin d’affiner notre mesure d’expertise,
nous prenons e´galement en conside´ration son
Comportement dans la re´alisation des taˆches, a`
travers sa Re´flexion.
Des expe´rimentations ont e´te´ re´alise´es sur des
donne´es de test, puis une validation de nos
re´sultats a e´te´ faite avec des ve´rite´ terrain. Nos
expe´rimentations concordent en partie a` nos at-
tentes. Nous attribuons les erreurs de classifi-
cation a` une estimation incomple`te de la Con-
naissance du contributeur ainsi qu’a` un manque
d’information sur son Comportement. Afin
d’ame´liorer l’estimation de la Connaissance,
nous conside´rons que la Qualification seule ne
suffit pas et qu’il serait inte´ressant de conside´rer
davantage la taˆche et sa difficulte´. Nous envis-
ageons dans la suite de notre travail de perme-
ttre au contributeur d’exprimer, non seulement
sa confiance sur ses re´ponses, mais aussi dans
quelle mesure la taˆche lui paraıˆt inte´ressante
ou complexe. Cela permettrait de mesurer son
inte´reˆt ainsi que son aisance a` la mener a` bien.
Enfin, pour mode´liser le Comportement, nous
nous sommes limite´s a` la Re´flexion mais il
serait inte´ressant de prendre d’autres crite`res en
compte, tels que l’attention du contributeur, afin
de parfaire notre mode`le.
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