The half-filled one-dimensional Holstein-Hubbard model presents, at zero temperature, a charge-density-wave (CDW) phase and a Mott insulator phase. Recent results have shown that the transition from one phase to the other might proceed through an intermediate metallic phase. In this work, we determine the CDW phase boundary using the variational cluster approximation. Using exact diagonalization and cluster perturbation theory, we study both the pair susceptibility and the spectral gaps in the non-CDW part of the phase diagram. Questions such as the impact of phonons on the superconductivity of high-T c cuprates motivate studies of models containing both electron and phonon degrees of freedom. Specifically for these materials, Angle-resolved photoemission spectroscopy (ARPES) experiments have shown that phonons might be involved in the electron dynamics.
Questions such as the impact of phonons on the superconductivity of high-T c cuprates motivate studies of models containing both electron and phonon degrees of freedom. Specifically for these materials, Angle-resolved photoemission spectroscopy (ARPES) experiments have shown that phonons might be involved in the electron dynamics. 1 More litigious is the existence of an isotope effect (see Refs. 2 and 3). Of course, the example of high-T c cuprates is far from being unique: A complete understanding of a material's properties often requires careful studies of lattice degrees of freedom.
In this work, we study the half-filled one-dimensional (1D) Holstein-Hubbard model (HHM) at zero temperature. This model includes two local interactions: one purely electronic (the Hubbard interaction 4 ) and the other coupling electrons to underlying optical phonons (the Holstein interaction). This type of electron-phonon interaction was first put forth when studying the polaron problem in molecular crystals. 5 As such, the 1D HHM can depict quasi-1D systems in which the energy scale of intramolecular vibrations is larger than intermolecular ones, such as organic superconductors.
The 
where c iσ annihilates an electron of spin σ at site i of the lattice, a i destroys a phonon at the same site, and n iσ = c † iσ c iσ . It contains five parameters, namely, the electron hopping integral t, the repulsive electron-electron (e-e) interaction U , the electron-phonon (e-p) coupling constant g, the frequency of the optical phonons ω D , and the chemical potential μ. Below, we will set t = 1, thus fixing the units of energy. The half-filling constraint will further reduce the number of parameters to three.
In the large ω D limit, it can be shown that the HHM maps to an effective all-electron model, the mapping being valid for weak, 6 intermediate, or large 7 e-p coupling. The effective local e-e interaction is given by U eff = U − 2g 2 /ω D . U eff can be used to tentatively identify the phases of the model. For U eff > 0, it is likely a Mott insulator; 8 for U eff < 0 it is likely a charge-density wave (CDW) with wave vector 2k F = π , because the system is half-filled. In higher dimensions, U eff < 0 could also give rise to superconductivity. [9] [10] [11] [12] The case U eff = 0 could correspond to a metallic phase. A larger ω D would favor a metallic state. Using spectral functions calculated from cluster perturbation theory (CPT), 13 Ning et al.
14 have shown that a Hubbard model (g = ω D = 0) with U = −2 is very nearly equivalent to a Holstein model (U = 0) with g = √ 8 and ω D = 8 at half-filling. Despite the large number of studies of the 1D HHM, there is still no unanimity on whether there is actually an intermediate metallic phase at half-filling. On the one hand, studies using a density matrix renormalizaton group (DMRG), 15, 16 stochastic series expansion quantum Monte Carlo (QMC) method, 17 or a modified Lang-Firsov transformation 7 do find this phase; on the other hand, it has not been obtained using multiscale functional RG. 18 In this work, we use the variational cluster approximation (VCA) 19 to study the CDW phase in the 1D HHM. Doing so, we circumscribe the region of parameter space, presenting this phase at half-filling. In addition, a study of spectral gaps and of the positions of the lowest pole in the pair susceptibility will provide hints about the nature of the system in the remaining part of the phase diagram. To circumvent the burden of dealing with an infinite phonon state space, we select a single mode, q = π , out of the N s possible modes (N s is the number of lattice sites) and we set an upper limit on the phonon number in this mode. The first point is justified by the instability of the 1D system at 2k F = π ; the second one is sound as long as the average phonon number is small compared to this upper limit.
The VCA is rooted in the so-called self-energy approach, 20 a variational method based on the existence of a functional [ ] of the self-energy that is stationary at the physical self-energy, and whose value at that point is the grand potential . That value of that functional can be calculated exactly at the physical self-energies of a family of "reference" Hamiltonians, H , sharing with H the same two-body interactions, but different one-body terms, provided these reference Hamiltonians can be exactly solved. In VCA, H is obtained from H by tiling the original lattice into identical clusters of L sites, by severing the inter-cluster hoppings and by adding Weiss terms intended to probe possible broken symmetries. 
with G 0 the one-particle noninteracting Green function of the lattice Hamiltonian H and G the exact Green function of H . As (W ), they are 2N s × 2N s matrices (site and spin indices). (W ) is the cluster's exact grand potential. Potthoff's variational principle 19 states that an approximation of the lattice grand potential is given by the value of the functional (2) at W = W 0 such that
Here, (W 0 ) < (0) with W 0 = 0 indicates a broken symmetry state.
The degree of approximation is controlled by the size L of the clusters. In the thermodynamic limit, W 0 → 0 because a broken symmetry should then arise spontaneously, without the help of a Weiss term. The system is in a broken symmetry state when the order parameter-the average value of O W -keeps a nonzero value in this limit. The average value (per site) is obtained from the CPT Green function
from the formula
The cluster Hamiltonian relevant to the 1D HHM is (α stands for cluster sites)
where we have already selected the mode q = π . In what follows, we use λ = g/ √ L, the √ L coming from the Fourier transform. The last term probes CDW states.
The presence of a CDW Weiss term can induce a shift of the equilibrium position of the oscillators, causing the average phonon number to increase dramatically. We thus shift the oscillators as follows:
and we adjust δ so as to make ã q +ã † −q vanish. In order to compare with the literature and to favor a metallic phase, we set ω D = 5. Also, setting μ = U/2 will assure half-filling. Figure 1 shows example results obtained from the single-mode VCA study of CDWs. In this particular case, we used six-site clusters with U = 5. For small λ, all the curves must collapse to zero, because electrons and phonons then become decoupled: The normal solution prevails. Also, 
Highlights of the study of CDWs in the single-mode VCA. O W is the order parameter, n ph is the average phonon number, W 0 is the equilibrium value of the variational parameter as determined from (3), and δ is the oscillator shift defined in (6) . Absolute values are displayed.
we know from the literature that there must exist a critical e-p coupling, λ c , such that the system is in a CDW state for λ > λ c . Its value is obviously given by the position where O W becomes rapidly nonzero in Fig. 1 . At this point, the average phonon number reaches a maximum. The CDW order parameter tends to 1 for λ λ c . We also note that the oscillator shift seems to accurately indicate the critical coupling even if it is a quantity calculated from the cluster ground state. As it should be, W 0 decreases as O W increases in the λ > λ c domain. Other, nonphysical solutions have been obtained for small λ, but these have been discarded because the values of W 0 were increasing indefinitely as λ → 0; these nonphysical solutions are likely an artifact of the single-mode approximation, which favors a CDW phase over any other. as the best estimate of the critical e-p coupling constant in the thermodynamic limit. The CDW phase boundary obtained with these extrapolations is depicted in Fig. 3 .
The CDW phase is significantly larger than what has been obtained in Refs. 16 and 17 . Again, this is likely caused by the single-mode approximation. Attention should be paid to the U = 0 axis: It shows that even within the CDW-favored singlemode approximation, there remains a non-CDW phase owing to 1D quantum fluctuations. This non-CDW phase should be metallic, because a Mott insulator is proscribed at U = 0. The remainder of this paper will focus on the white portion of Fig. 3 . Bearing in mind the literature, we expect a metallic phase in the triangular area delimited by the CDW phase boundary and the U eff = 0 line.
Fehske et al. 16 argue that the nature of the metallic phase is twofold: Near the Mott insulator phase, it would be a Luttinger liquid with vanishing spin, charge, and two-charge gaps; near the CDW phase, it would be a bipolaronic liquid with zero twocharge gap, but finite spin and charge gaps. spectral function at k = π/2. The latter is itself obtained from the CPT Green function,
If the spectral gap vanishes, both the spin and the charge gaps also vanish. Conversely, if either the spin or charge gap is nonzero, the spectral gap is finite. Hence, the bipolaronic liquid presents a finite spectral gap, whereas the gap vanishes for the Luttinger liquid. The upper panel of Fig. 4 shows the spectral gap in the thermodynamic limit along the U = 0 and U = 1 lines within the non-CDW phase. This is obtained by a cubic polynomial fit of the gap as a function of 1/L, extrapolated to L −1 = 0. Despite the smallness of p when 2g 2 /ω D tends to zero for U = 0, we cannot state that the former is strictly zero for a finite range of g. This is in part owing to the small size of clusters that are manageable by our numerical method. Thus, the U = 0 curve of Fig. 4 does not show a change in character (a phase transition) in this part of the phase diagram. The U = 1 curve displays a minimum near 2g
2 /ω D = 1 before rising again in the vicinity of the CDW transition (the figure does not show the CDW gap). It is by no means obvious that the region around the minimum represents a metal. In fact, if we assume that the U = 0 curve allows one to define a range of values for the spectral gap for which the system is metallic, then this phase does not seem to appear: The U = 1 curve is everywhere greater than the maximum gap of the U = 0 curve. On the other hand, using the gap value at U = 0 as a threshold value below which we would have a metal, one would conclude from the bottom panel of Fig. 4 that the system is metallic for U 0.35, which makes sense because 2g 2 /ω D = 0.4 in this case, hence U eff < 0.
The position of the poles in the pair susceptibility provides information on possible two-charge, spin-singlet excitations of the system: The existence of such poles at zero energy in the thermodynamic limit indicates that the system is a conductor. This does not mean, however, that the 1D system is superconducting, but only that it supports gapless two-charge fluctuations. Figure 5 shows the positions of the lowest pole ω 0 in the thermodynamic limit for U = 0 and U = 1. Cubic fits have been used to obtain the values of ω 0 when 1/L → 0. Whereas the spectral gap was computed from the lattice Green function, the lowest susceptibility pole ω 0 is obtained from a cluster computation alone, and therefore its extrapolation to the thermodynamic limit is more subject to caution, given the small clusters used.
For U = 0, ω 0 increases monotonically with g, until it reaches the value marked by a horizontal line in Fig. 5 , at which point one enters the CDW phase. For U = 1, the derivative of ω 0 changes sign and the inflection region-the part of the U = 1 line underneath the horizontal line-may correspond to a change in character of the system. Because we have a metal for all values of ω 0 below this line at U = 0, we could surmise that this inflection region corresponds to a metallic phase. For this region, however, U eff > 0, so we would expect a Mott insulator. Moreover, owing to its extent in g, it is hard to position it in between the CDW and the Mott phases on Fig. 3 . Let us elaborate on this last point. Computing spectral gaps and poles requires setting an adequate value for g = √ Lλ. The corresponding value of 2g 2 /ω D is then used in Figs. 4 and 5 . Therefore, the values of g used for the calculations presented on these figures are not the product of an extrapolation, whereas those indicated on Fig. 3 are extrapolated values.
To conclude: In this paper, we determined the CDW phase boundary of the 1D HHM using the VCA and the single-mode approximation. Studying both the spectral gaps and the positions of the lowest pole of the pair susceptibility, we showed that an intermediate metallic phase between the CDW and the Mott insulator phases cannot be excluded. An improvement of our method would be to use optimized phonon states 22 instead of the single-mode approximation outside of the CDW phase.
The same method has been used by the authors to study the competition between s-wave superconductivity and the CDW state in the 2D Holstein model 23 and could be extended to probe the effect of molecular phonons on the d-wave superconductivity already observed in the repulsive Hubbard model with VCA.
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