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Abstract. Proving properties of systems frequently requires the user
to provide hand-written invariants and pre- and post-conditions. A sig-
nificant body of work exists attempting to automate the generation of
loop invariants in code, but the state of the art cannot yet tackle the
combination of quantifiers and potentially unbounded data structures.
We present SynRG, a synthesis algorithm based on restricting the syn-
thesis problem to generate candidate solutions with quantification over
a finite domain, and then generalizing these candidate solutions to the
unrestricted domain of the original specification. We give an exemplar of
our method that generates invariants with quantifiers over array indices.
Our algorithm is, in principle, able to synthesize predicates with arbi-
trarily many levels of alternating quantification. We report experiments
that require invariants with one alternation that are already out of reach
of all existing solvers.
1 Introduction
Symbolic methods for proving properties of programs use inductive arguments
to reason about execution traces of potentially unbounded length. Furthermore,
many programs or software systems have a potentially unbounded state space,
which might arise from unbounded data structures in memory or an unbounded
number of threads or an unbounded numbers of machines on a network. Correct-
ness proofs for non-trivial properties of such systems require quantification over
the state-holding elements, e.g., the elements of a potentially unbounded array,
i.e., we require invariants of the form
∀i ∈ {0, . . . , n}.I(i)
where n denotes the number of components and where I(i) is a property of the
state of the component with index i. The community has invested a large amount
of effort into this problem, and identified a broad variety of special cases in which
reachability properties of parametric systems are decidable. For the unrestricted
case, the community has devised numerous heuristic methods for guessing and
possibly refining the predicate I [19, 26, 29].
This paper addresses the general case in which we wish to synthesize an
expression with quantifier alternation that satisfies some logical specification.
For instance, consider the task of synthesizing a safety invariant for the loop
2shown in Figure 1. The two arrays A and B are initially equal. The elements
of A are swapped nondeterministically. We use ∗ to indicate a non-deterministic
choice. The assertion in this snippet checks that for every element of A there
exists an equal element in B. The most natural way to formalize this property is
to use a formula with one quantifier alternation. The given property is inductive
as-is, and it is easy for state-of-the-art SMT solvers to show validity of the
corresponding verification conditions.
int A[ ]; int B[ ]; int c;
assume: ∀i .A[i] == B[i]
assume: c > 0
while(∗)
x’=∗; y’=∗;
A′[x] = A[y]
A′[y] = A[x]
swap (A[x], A[y])
∀i A′[i] = A[i] + c ∧B′[i] = B[i] + c
assert: ∀x∃y .A[x] == B[y]
Fig. 1. An example of a safety invariant that is naturally specified using one quantifier
alternation
There are many verification problems like the one above, in many forms and
shapes. The issue is, of course, that while it is easy to verify that the assertion
above holds, it is difficult for humans to write, and thus, there is a need for
algorithmic methods that identify these invariants automatically. Nevertheless,
to the best of our knowledge, no existing synthesis engine is able to generate
the inductive invariant for the example above. When formulated as a synthesis
problem, CVC4 [3] version 1.8 returns “unknown”, and when formulated as a
Constrained Horn Clause problem Z3 [12, 18] (version 4.8.7) also returns “un-
known”.
Furthermore, for the most general case described above, where we synthesize
an invariant with quantifier alternation, we allow quantifiers in the specification
as well as in the invariant. Use-cases that benefit from specifications with quan-
tification are nested loops, the initialization of arrays, or asserting properties
about arrays. Consider the example given in Figure 2. A reachability problem
such as this one requires reasoning with alternating quantification: a candidate
inductive invariant for this loop must satisfy the base case of the induction proof,
i.e., that ∀x (init(x) =⇒ inv(x)), where x denotes the set of all possible inputs
to the program, init(x) asserts that the initial conditions of the program hold,
and inv(x) is the inductive invariant we wish to synthesize. This is equivalent
to
∀x (¬init(x) ∨ inv(x)).
3For Figure 2, the initial conditions are (c < 0) ∧ ∀i A[i] ≥ 0, and thus we obtain
the following base case of the induction proof:
∀A, c (c < 0 ∨ (∃i A[i]) < 0) ∨ inv(A, c).
Note the quantifier alternation in ∀A, c∃i. Nested quantifiers are not supported
by recent works in synthesis of quantified invariants [14, 15], and are explicitly
prohibited in the Constrained-Horn Clause [13] and in the SyGuS competition [2]
formats. Consequently, the simple inductive invariant for this example cannot
be synthesized by the leading solvers in these competition: CVC4 [28] version
1.8 [pre-release]; the Z3 [18] Horn solver version 4.8.7; FreqHorn [14] or Quic3 [15].
In this paper we present SynRG: Synthesis via Restriction and General-
ization. The algorithm can be viewed as a form of CounterExample Guided
Inductive Synthesis (CEGIS) [31], a well-known paradigm for solving program
synthesis problems of the form ∃P ∀xσ(P,x), where σ and P are the specifica-
tion and the program to be synthesized. Current state-of-the-art techniques can
only handle quantifier-free σ and P . The original CEGIS algorithm performs
synthesis in two stages: first it synthesizes a candidate solution that works for
a simpler version of the specification (i.e., it works for a subset of the possi-
ble inputs) and then verifies whether that candidate solution works for the full
specification (i.e., for all the possible inputs). Using this principle, we perform
synthesis by restricting a specification that contains quantifiers over infinite do-
mains into a simpler quantifier-free specification on a restricted domain. We
synthesize candidate solutions for this simpler specification, and then attempt
to generalize them to satisfy the full specification. SynRG integrates well with
existing syntax-guided synthesis solvers: by reducing complex synthesis specifi-
cations with nested quantification over infinite domains to quantifier-free specifi-
cations over restricted domains, we take advantage of state-of-the-art synthesis
solvers for quantifier-free theories.
To evaluate and compare our approach experimentally we present an in-
stance of the algorithm that solves formulas with quantifiers over the indices of
arrays. We evaluate this implementation on a set of benchmarks containing both
hand-crafted examples and benchmarks adapted from the software verification
competition [5]. We observe that the algorithm outperforms the state-of-the-art
solvers; we hypothesize that this is owed to the fact the array theory enjoys the
small model property [8], i.e., the validity of quantifier-free array formulas can
be determined in a finite domain by computing a set of indices that is often
surprisingly small.
We conjecture that some variant of this algorithmic framework would be
extensible to any theory over infinite domains if they have the small model
property. That is, for any formula f over an infinite domain, where a formula fb
can be constructed over some finite domain and fb is satisfiable iff f is satisfiable.
Contributions: The key contribution of this paper is SynRG: a general pro-
gram synthesis algorithmwhich can synthesize expressions containing quantifiers,
which satisfy specifications containing quantifiers. As far as we know, this is the
4first solver general enough to automatically synthesize expressions containing
alternating quantifiers.
int A[ ];
int c =\ast;
assume: c > 0
assume: ∀i .A[i] ≥ 0
while(∗)
∀i A′[i] = A[i] + c
assert: ¬∃i A[i] < 0
Fig. 2. Simple running example
Motivation: Our work is motivated by the desire to automatically synthesize
invariants for proofs such as the one presented by Subramanyan et al. [32], which
reason about unbounded memory. This task is beyond the reach of state-of-the-
art synthesis tools due to the quantification over infinite domains and the sheer
size of the formal proofs. We believe our algorithm is a significant step towards
being able so synthesize such invariants by tackling the quantification, if not yet
the scalability.
Restrict
σ → σb
Verify
∃x¬σ(P ∗, x)
Synthesize
∃P b∀xσb(P b, x)
Generalize
P b → P ∗
P
σb
P b
P ∗
UNSAT
found solution
increase b
block
previous
solution
UNSAT
no solution for σb
Fig. 3. SynRG: algorithm for synthesis of programs with quantifiers and arrays
52 Background
2.1 Program synthesis
Program synthesis can be framed as the following existential second-order logic
formula:
∃P. ∀x. σ(x, P )
where P ranges over functions (where a function is represented by the program
computing it) and x ranges over ground terms. We interpret the ground terms
over some domain, and we use I to denote the set of all possible inputs to the
function, and so in the formula above x ∈ I. In our presentation of the algorithm
we allow P and σ to contain linear integer arithmetic, arrays and quantification
over array indices. We restrict the array indices to terms in Presburger arith-
metic.
CEGIS [31] is an algorithmic framework often used to tackle the program
synthesis problem described above. It consists of two phases; the synthesis phase
and the verification phase: Given the specification of the desired program, σ, the
inductive synthesis procedure produces a candidate program P that satisfies the
specification σ(x, P ) for all x in a set of inputs IG (which is a subset of I). The
candidate program P is passed to the verification phase, which checks whether P
is a full solution, i.e., it satisfies the specification σ(x, P ) for all x. If so, we have
successfully synthesized a full solution and the algorithm terminates. Otherwise,
the verifier passes a counterexample, i.e., the satisfying assignment to x, which
is added to the set of inputs IG passed to the synthesizer, and the loop repeats.
2.2 Safety invariants
The synthesis of safety invariants can be formulated as a general program syn-
thesis problem, and the Syntax Guided Synthesis Competition [1] has a track
dedicated to this. We use safety invariants as an exemplar of program synthesis
in this paper although our algorithm is able to tackle more general synthesis
problems. Given a loop with a loop variable x, some initial conditions init(x), a
transition relation trans(x, x′), and a post condition post(x), we synthesize an
invariant inv such that
init(x) =⇒ inv(x)∧
inv(x) ∧ trans(x, x′) =⇒ inv(x′)∧
inv(x) =⇒ post(x).
3 Algorithm overview
The classic CEGIS algorithm breaks down a hard problem into an easier problem
for synthesis, and then attempts to generalize a solution to the easier problem to
6the full problem. That is, the synthesis phase attempts to synthesize a solution
that works only for a subset of inputs, i.e., it solves ∃P∀x ∈ IGσ(P,x). The veri-
fication phase then checks whether a candidate solution satisfies the specification
for all possible inputs.
We apply a similar approach to CEGIS: We take a specification σ, which con-
tains quantification over the infinite domain of arrays. We restrict the domain of
arrays in σ, generating a restricted-domain specification σb, which considers only
b elements of each array. This specification then only contains quantification over
finite domains, which can be removed with exhaustive quantifier instantiation.
We synthesize a solution to σb with an existing state-of-the-art Syntax-Guided
Synthesis solver. We use P b to denote a solution to ∃P∀xσb(P,x). We then
attempt to generalize P b, to give a candidate solution to the full specification,
which we denote P ∗, and verify whether P ∗ is a solution to σ, i.e., ∃x ¬σ(P ∗,x).
If we fail to find a solution, we can either return to the synthesis phase and look
for another solution to the same σb, or increase the bound b used for generating
σb. An overview of this general algorithmic framework is illustrated in Figure 3.
Verification phase: The verification phase, using a standard SMT-solver, guar-
antees the soundness of our approach. Key to the CEGIS algorithm is deciding
what to do if there is a counterexample. The default in our implementation is to
relax the restriction on the array size, i.e., the arrays in σb increase in size, but
are still smaller than the arrays in σ 1.
Synthesis phase: The synthesis phase solves the formula ∃P b ∀xσb(P b,x). This
formula contains only theories permitted in SyGuS-IF [2], the universal input
format for SyGuS solvers, and we are able to apply standard synthesis-guided
synthesis algorithms. The synthesis problem is not, in general, decidable, and the
syntax-guided synthesis algorithms that complete this task are not complete [10],
and consequently SynRG is also not complete.
Restriction and Generalization: In the following sections, we discuss the frag-
ments of array logic for which such a restricted-domain specification is guar-
anteed to exist. We then give details of a specific instance of this algorithmic
framework, where the restricted-domain specification considers explicitly b ele-
ments of every array, and the generalization approach is based on applying a
series of syntactic rules.
4 Exploiting the small model property
The algorithm we have presented relies on the existence of a restricted-domain
program P b that can be generalized to the unrestricted domain. In this section
we prove that such a restricted-domain program is guaranteed to exist for a
restricted fragment of array theory.
1 However, as illustrated by the dashed line in Figure 3, it may be interesting to use the
counterexamples to block specific restricted-domain candidate solutions, and repeat
the synthesis step with the same restricted-domain specification.
74.1 Fragment of array theory
Consider the case where the specification σ and the solution to be synthesized
P are restricted in such a way that the verification query can be written as a
boolean combination of array properties [8].
Definition 1. Array property: an array theory formula is called an array prop-
erty [8,21] iff it is of the form
∀i1 . . . ∀ik ∈ TI , φI(i1, ...ik) =⇒ φV (i1, ..., ik),
where TI is the index theory, i1, ..., ik are array index variables, φI is the index
guard and φV is the value constraint, and the formula also satisfies the following
conditions:
– the index guard φI must follow the grammar
i guard : := i guard ∧ i guard | i guard ∨ i guard | i term ≤
i term | i term = i term
i term : := i1 | . . . | ik | term
term : := i n t e g e r c o n s t a n t | i n t e g e r c o n s t a n t ∗
i n d e x i d e n t i f i e r | term + term
The index identifier used in term must not be one of the universally quantified
variables.
– The index variables i1, ..., ik can only be used in array read expressions.
If this is the case, then we know that the verification query is solvable [8] and,
crucially, that there is a finite set of index terms such that instantiating univer-
sally quantified index variables from only this set is sufficient for completeness.
This set of index terms, R is made up of all expressions used as an array index
term, or inside index guards, in φ that are not quantified variables.
The example shown in Figure 4, shows an invariant synthesis problem with
one possible target solution. The verification query for checking the inductive
step of this target solution is:
∀x(x < i =⇒ a[x] = 0)
∧ a′[i] = 0 ∧ ∀j 6= i.a′[j] = a[j]
∧∃x.(x ≤ i ∧ a′[x] 6= 0).
We instantiate the existential quantifier with a fresh variable z:
∀x(x < i =⇒ a[x] = 0)
∧ a′[i] = 0 ∧ ∀j 6= i.a′[j] = a[j]
∧ (z ≤ i ∧ a′[z] 6= 0).
The set of index terms R is {i, z}. If we replace the universal quantifier ∀iP (i)
with a conjunction
∧
i∈R P (i), we get the following quantifier-free formula:
(z < i =⇒ a[z] = 0)
∧ (a′[i] = 0) ∧ (z 6= i =⇒ a′[z] = a[z])
∧ (z ≤ i ∧ a′[z] 6= 0).
8Thus, it is sufficient to verify the candidate P by only considering two ele-
ments of the array, a[z] and a[i], provided we consider the cases where z < i, z = i,
and z > i. There is a restricted-domain candidate program P b and a restricted-
domain specification σb such that ∃x¬σb(P b, x) is equisatisfiable with the origi-
nal verification formula. In this case the restricted-domain specification for the
inductive step would be (P b(a)∧a′[i] = 0∧(z 6= i =⇒ a′[z] = a[z])) =⇒ P b(a′)
and the restricted-domain program P b(a) is z < i =⇒ a[z] = 0). Given that we
only need to reason about array indices a[z] and a[i], if we find a solution that
works for an arrays of size 2, we will have a solution that we can generalize to
the infinite case by a procedure detailed in Section 6 that is based on reversing
the steps we used to obtain the restricted-domain specification.
However, without knowing the solution P in advance, we cannot determine
the size of the set I needed for the verification query. Consequently, we use a
heuristic approach in this work where we begin with two array elements and
increase the number of elements if we are unable to find a solution. The exact
process we use is detailed in Section 5. We note that the restricted-domain
synthesis query itself does not fall within a decidable fragment [10], even for
this array fragment, and so, perhaps unsurprisingly, the unrestricted-domain
synthesis problem is in general undecidable.
int A[ ];
int i = 0;
while(i <50)
A’[i]=0; i’=i+1;
invariant :
∀x, (x < i) =⇒ A[x] = 0
assert: x < 50 =⇒ A[x] = 0
Fig. 4. Example safety invariant expressed in array property fragment
4.2 Beyond the array property fragment
The array property fragment in Definition 1 is restrictive, but expressive enough
for many benchmarks we adapted from the SV-Comp [5]. As an exemplar of a
synthesis problem that falls outside this fragment, consider that we have synthe-
sized an invariant that states that array A contains at least one element that
is not in array B. That is ∃i∀jA[i] 6= B[j]. The verification of this invariant
will include the subformula ∃A,B ∀i∃j.A[i] = B[j]. This formula falls outside the
decidable fragment described above, and formulas of the form ∃x∀i∃j, where x
is some array and i and j are indices, are in general undecidable. This can be
shown by reduction to the termination of integer loops [8]. Consequently we are
9unable to show that a finite model exists. However, our experimental evaluation
shows that the approach we present in this paper is a heuristic that can be used
to some problems that fall outside of the decidable fragment.
5 Restriction of σ to σb
We aim to generate a modified specification σb that considers a finite set of b
index terms for each array. We do this by bounding the length of the arrays in
the specification to length b, by replacing any predicate e in σ that reasons about
an array index i, with an implication (0 ≤ i < b) =⇒ e. The restricted-domain
specification is guaranteed to always be weaker than the original specification,
i.e., it permits more solutions than the original specification, and the sequence
of restrictions we build as we increase b is monotonic.
The algorithm for bounding arrays, shown in Algorithm 1, applies these rules
recursively on the syntax tree of each constraint. This method of considering only
the first b elements of the arrays may require us to consider a larger specification
than strictly necessary. For instance, suppose we have a specification that rea-
sons only about array element x[99]. Our algorithm will not work until we have
increased b to 100, and we then have to solve a synthesis query that considers
all elements x[0]..x[99]. Future work will explore more sophisticated heuristics
for generating this specification.
Algorithm 1: Pseudocode for generating σb
Data: σ, bound b
Result: σb
1 idx: list of array indices ;
2 Qidx: list of quantified array indices;
3 σb ← ∅;
4 idx← ∅;
5 Qidx← ∅;
6 for constraint c ∈ σ do
7 cb ← boundQuantification(c, b, idx, Qidx);
8 cb ←{(idx < b ) =⇒ cb};
9 idx← ∅;
10 σb ← cb;
11 return σb
Remove quantification: Once we have obtained this restricted-domain specifi-
cation for σ, all quantification is now over finite domains. We can hence use
exhaustive quantifier instantiation to remove all quantifiers over array indices
and replace universal quantifiers with conjunctions and existential quantifiers
with disjunctions. This exhaustive quantifier instantiation is possible only be-
cause we have bound the size of the arrays to make the data types finite.
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Algorithm 2: boundQuantification: Algorithm for bounding an expression
Data: expression e, bound b, idx, Qidx
Result: finite-domain expression eb, updated idx and Qidx
1 if e is ∀ or e is ∃ then
2 idx ← Qidx;
3 Qidx ← ∅;
4 for operand o ∈ e.operands do
5 o←boundQuantification(o, b, idx, Qidx);
6 if (e is ∀ or e is ∃) ∧ Qidx 6= ∅ then
7 e.Predicate← {(Qidx< B) =⇒ e.Predicate};
8 Qidx← ∅ ;
9 else if e is an array element then
10 Qidx ←getIndex(e);
11 return e;
Running example: Consider the example presented in Figure 2. The constraint
asserting that the invariant holds at the initial conditions would be:
(c > 0) ∧ (∀i .A[i] ≥ 0) =⇒ inv(c, A)
∧
inv(c, A) ∧ (∀i A′[i] = A[i] + c) =⇒ inv(c, A′)
∧
inv(c, A) =⇒ ¬∃i A[i] < 0.
If we apply these steps to our running example, bounding the arrays to size two,
we get the following constraints:
(c > 0) ∧ (
∧
0≤i<2
A[i] ≥ 0) =⇒ inv(c, A)
∧
inv(c, A) ∧ (
∧
0≤i<2
A[i] = A[i] + c) =⇒ inv(c, A′)
∧
inv(c, A) =⇒ ¬
∨
0≤i<2
A[i] < 0
(1)
6 Generalization
Assuming the synthesis block has found a solution P b, we now attempt to gener-
alize this solution to obtain a candidate P ∗ that may satisfy the full specification,
by introducing quantifiers in the place of conjunctions or disjunctions.
We implement a syntax-based quantifier introduction procedure based on
identifying conjunctions or disjunctions of predicates that use array indices. We
describe the steps for universal quantifiers, and note that existential quantifiers
can be introduced by treating disjunctions in the same way. In order to introduce
a universal quantifier, in place of an expression:
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Algorithm 3: removeQuantifiers: This psuedocode is simplified to handle
only quantifiers that bind only to a single variable
Data: expression e, bound b
Result: quantifier-free expression
1 for operand o ∈ e.operands do
2 removeQuantifers(o, b);
3 if e is ∀ or e is ∃ then
4 v ← e.Binding ;
5 P ← e.Predicate ;
6 if e is ∀ then
7 eqf ← conjunction;
8 else
9 eqf ← disjunction;
10 for 0 ≤ i < b do
11 Pi ← replaceVarWithConstant(P , v, i);
/* add Pi to the operands of eqf, which is a conjunction or
disjunction. */
12 eqf .operands← Pi ;
13 return eqf
14 return e
– the expression must be a conjunction of predicates that reason about array
elements;
– replacing an array index in the same location in each predicate with a new
variable must result in equisatisfiable predicates;
– and the conjunction must cover all possible indices of the (bounded) array.
These three items are sufficient for generalizing expressions that are part of
the array fragment given in Section 4, which disallows Presburger arithmetic
on quantified index-variables, and allows quantified variables to only be used in
array read operations.
Definition 2. Two predicates φ1 and φ2 are matching predicates if φ1 contains
an array read operation A[c] and φ2 contains an array read operation A[d], where
c and d are constants, and if we replace both c and d with the same fresh variable
z, φ1 and φ2 are equisatisfiable.
Given a predicate φ which contains an array read A[c], we use φ(z) as short-
hand for the same predicate with the constant c replaced by a fresh variable.
This relationship is transitive, if φ1 and φ2 are matching predicates, and φ3 and
φ2 are matching predicates then φ1 and φ3 are matching predicates. It is also
commutative.
A conjunction C over predicates φ0, ..., φn can be replaced with a univer-
sal quantifier over φ(z) if the constant array indices we replaced in φ0, ..., φn
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to obtain φ(z) span the full range of the bounded arrays in the finite-domain
specification.
Definition 3. A conjunction C over predicates φ0, ..., φn is equisatisfiable with
the expression ∀z. φ0(z), in the finite-domain with bounded arrays, if φ0, ..., φn
are matching predicates, and the original constants span the full range of the
finite-domain bounded arrays.
A similar statement to definition 3 can be written for disjunctions and existential
quantifiers. Using definition 2 and definition 3, we are able to apply a procedure
to replace conjunctions and disjunctions iteratively on the syntax-tree of the
finite-domain candidate program P b, starting at the leaf nodes and working
upwards, as shown in Algorithm 4.
Running example: Consider a possible P b for our running example, in a finite-
domain with arrays of length 2: (A[0] ≥ 0∧A[1] ≥ 0∧c ≥ 0). This is a conjunction
of predicates:
φ0 = A[0] > 0, φ1 = A[1] > 0, φ2 = c > 0
If we replace the constant indices in the array read operations in φ0 and φ1, we
can see that the two predicates are matching, and the constants span the full
range of the finite-domain array. φ2 does not match any other predicate. We
thus replace the first conjunction with a universal quantifier, and the expression
becomes (∀z A[z] > 0) ∧ (c > 0).
Beyond the decidable array fragment: We add two more checks that allow us
to handle limited cases outside the decidable array property fragment, specifi-
cally we consider the case where Presburger arithmetic is applied to quantified
index-variables and where limited cases where quantified index-variables are used
outside of array read operations. That is:
– if more than one element of the same array is indexed, we look for constant
difference relationships between the array elements indexed in the predicate,
and check these relationships are the same across all predicates;
– and if the predicate contains constants of the same type as the array index
that are not used for indexing arrays, we look for constant adjustment rela-
tionships between the constants and the array indices, and check if these are
the same across all predicates.
We extend our definition of matching predicates to allow constant difference
relationships between the array elements indexed in the predicate:
Lemma 1. Two predicates φ1 and φ2 are matching predicates if φ1 contains ar-
ray read operations A[c0], ..., A[cn] and φ2 contains array read operations A[d0], ..., A[dn],
and if we replace c0, ..., cn and d0, ..., dn with the same set of expressions z +
e0, ..., z + en where z is the same fresh variable and e0, ..., en is a set of con-
stants, and φ1 and φ2 are equisatisfiable.
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We use φ(z) to indicate the expression obtained by replacing multiple array read
operations in φ with a set of expressions z + e0, ..., z + en. We create a similar
rule for constants of the same type as the array indices, that are used outside of
array read operations.
Lemma 2. Two predicates φ1 and φ2 contain array read operations A[c0], ..., A[cn]
and constants x0, ..., xn, and φ2 contains array read operations A[d0], ..., A[dn]
and constants y0, ..., yn. We replace c0, ..., cn and d0, ..., dn with the same set of
expressions z + e0, ..., z + en where z is the same fresh variable and e0, .., en is a
set of constants. We replace x0, ..., xn and y0, ..., yn with z + f0, ..., z + fn where
z is the same variable as before, and f0, ..., fn is a set of constants. If φ1 and φ2
are now equisatisfiable, the two predicates are matching predicates.
We use φ(z) to indicate the expression obtained by replacing multiple array
read operations in φ with a set of expressions z + e0, ..., z + en and multiple
constants withz + f0, ..., z + fn. A conjunction C that reasons about predicates
φ0, ..., φn can be replaced with the expression ∀z., φ0(z) if φ0, ..., φn are matching
predicates and the constants that we replaced with z + 0 span the full range of
the restricted domain. That is, definition 3 still applies. Consider the example
(A[0] < A[1]) ∧ (A[1] < A[2]), in the finite-domain of arrays of length 2:
φ0 = (A[0] < A[1]), φ1 = (A[1] < A[2]),
If we replace the array reads with A[z+0], A[z+1], then, by definition 1 the two
predicates are matching, and the constants that we replaced by z + 0 span the
full range of the restricted domain. We can thus replace the conjunction with
the expression ∀z′A[z] < A[z + 1].
Nested quantifiers: Although nested quantifiers are outside of the decidable
array fragment, transforming a finite-domain candidate solution P b to a solution
with nested quantifiers requires no further transformation rules. Algorithm 4
applies the transformations recursively and, given an expression as input, begins
by calling itself on all of the operands of that expression, and by doing so is able
to introduce nested quantifiers.
Example: Consider the expressions (A[0] = B[0] ∨ A[0] = B[1]) ∧ (A[1] =
B[0] ∨ A[1] = B[1]). The syntax tree for this expression is shown in Figure 5.
The key comparison the algorithm makes are:
1. Compare the disjunction operands:
(A[0] = B[0]) and (A[0] = B[1]).
Replace with:
∃z1A[0] = A[z1].
2. Compare the disjunction operands:
(A[1] = B[0]) and (A[1] = B[1]).
Replace with:
∃z2A[1] = B[z2].
14
∧
∨
=
A[0] B[0]
=
A[0] B[1]
∨
=
A[1] B[0]
=
A[1] B[1]
Fig. 5. Syntax tree example
3. Compare the conjunction operands:
∃z1A[1] = B[z1] and ∃z2A[0] = B[z2]
Replace with:
∀z3∃z1A[z3] = B[z1]
6.1 Extensions:
The generalization phase is incomplete. There is scope for syntactic generaliza-
tion of further expressions outside of the decidable array fragment. For instance,
Array indices as expressions outside of Presburger arithmetic. Future work will
also explore framing the generalization procedure as a synthesis problem, which
may allow us to use information from multiple finite-domain candidate solutions
obtained with different bounds.
7 Evaluation
We implement SynRG using CVC4 version 1.8 as the synthesis phase. We use
Z3 version 4.8.7 for verification. The communication between the transforma-
tion phases and the synthesis phase is done in SyGuS-IF, allowing any existing
SyGuS solver to be substituted into the synthesis phase. Furthermore, the verifi-
cation phase produces standard SMT-lib, allowing any existing SMT solver to be
used as a back-end. We evaluate our algorithm on 13 benchmarks adapted from
the Software Verification Competition [5] array examples, as well as 15 example
problems crafted to test the capabilities of our algorithm. 4 of the benchmarks
from SV-comp and 7 of our crafted examples fall outside of the decidable ar-
ray fragment. The Syntax-Guided Synthesis Competition currently does not use
any benchmarks that contain quantifiers, and so our algorithm would have no
need to restrict the specification to a finite-domain, and would simply pass the
unmodified problem to the synthesis phase shown in Figure 3.
We run Quic3 [15] and the Z3 [18] Horn Solver, both contained within Z3
version 4.8.7, on the examples. Quic3 and the Z3 Horn clause solver officially do
not support quantification in specifications, but were able to solve a subset of
the benchmarks. SynRG is, however, able to solve significantly more of these
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Algorithm 4: generalize: algorithm for reintroducing quantifiers
Data: finite-domain expression e
Result: An unrestricted-domain expression
1 for operand o ∈ e.operands do
2 generalize(o);
/* set of matching operands */
3 Ops← ∅;
/* set of sets of matching operands */
4 Sets← ∅;
5 if e is ∧ or ∨ then
6 Ops←e.operand[0];
7 Sets←Ops;
8 N←e.operands.size();
9 for 1 ≤ i < N do
10 placed←false for set∈Sets do
11 if compareExpr(set, e.operand[i]) then
12 set←E.operand[i];
13 placed←true;
14 if !placed then
15 newSet←e.operand[i] Sets←newSet
16 result←true; for set∈Sets do
/* Replace array indices with local variables */
17 P←replaceIndicesWithVars(set, vloc);
18 if e is ∧ then
19 quantifiedExpr← ∀vloc P
20 else if e is ∨ then
21 quantifiedExpr← ∃vloc P
22 result←result∧quantifiedExpr
23 return result;
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examples than any of the existing tools, including several examples which require
the synthesis of alternating quantifiers, and is able to solve several benchmarks
for which other solvers return “unknown”. SynRG solves 6 of the benchmarks
adapted from SV-comp and 10 crafted examples, all in under 10 s. This speed is
because a single iteration of our algorithm in general runs in less than a second,
and it typically takes between 1 and 4 iterations to find a model size large enough
for the solution generation by CVC4 to be generalizable to the full unrestricted
domain.
Benchmarks that we are able to solve, that the other solvers cannot, are
typically benchmarks that reason about the full length of arrays, such as the ones
shown in Figure 1 and Figure 2, or where the solution reasons about sections
of arrays but with a variable as a moving boundary between the sections, for
instance, an invariant for a loop that initializes an array might be ∀x., (x <
i) =⇒ A[x] = 0. The benchmarks we are unable to solve are unsolvable for one
of two reasons:
Linear relationships between array indices: Firstly, we were unable to solve
some examples due to constant difference relationships existing between the array
indices that demanded a larger σb than we could solve. For example, an invariant
which requires an array element at index i to be equal to an array element at
index i + 10 requires a finite-domain specification that allows arrays at least 11
elements long. We could address this challenge by refining the restriction phase
of our algorithm.
Dependency on CVC4: Second, our algorithm depends on the abilities of CVC4,
or another synthesis solver, to solve the specification σb. For some benchmarks,
where the verification query would fall outside the decidable fragment identi-
fied, CVC4 was unable to solve the smallest model we were able to generate
within the 600 s timeout. Since the actual solutions for these small models are
short (typically 3− 4 operations, reasoning about 2− 4 array elements), we be-
lieve that a valuable direction for future work would be exploring enumerative
techniques tailored to these types of problems where the search space for an enu-
merative engine is small. These are shown as unsolved by SynRG in the results
table. However, in order to validate our generalization procedure, we also ran
experiments where mocked the expected result from CVC4 and showed that our
generalization process is capable of producing the correct result.
8 Related work
There are many approaches that synthesize invariants containing quantifiers over
array indices, however, none of them allow for quantification in the specification.
Quic3 [15] is an adaptation of IC3 [7] to synthesize quantified invariants, evalu-
ated on array manipulation programs from SV-COMP. Larraz et al. [23] present
an SMT-based array invariant generation approach, which is limited to univer-
sally quantified loop invariants over arrays and scalar variables. FreqHorn [14]
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Solver Z3-Horn solver Quic3 SynRG
Benchmarks in array property fragment
No. solved 3/17 6/17 10/17
Number unknown 1/17 4/17 n/a
Number time-out 13/17 7/17 7/17
Average solving time <0.1s <0.1s 0.3s
Benchmarks not in array property fragment
No. solved 0/11 0/11 6/11
Number unknown 1/11 1/11 n/a
Number time-out 10/11 10/11 5/11
Average solving time n/a n/a 0.5s
Table 1. Examples solved by each solver. We ran the experiments with a 60 s timeout.
We differentiate between unsolved benchmarks that time-out and unsolved benchmarks
where the solver returns unknown. SynRG does not implement any way of returning
unknown.
uses syntax-guided synthesis to synthesize quantified invariants: they identify
potentially useful facts about elements accessed in a loop and attempt to gen-
eralize these to hypothesis about the entire range of the variables. This is the
approach most similar to our work, however the way they identify the range of
elements is specific to a loop invariant synthesis problem. Our approach relies on
a more general program synthesis phase to identify useful elements and so is not
restricted to loop invariant synthesis. FreqHorn also does not permit quantifiers
in the specification. It may be possible to integrate more of these approaches
in the synthesis phase of Figure 3, after a transformation has been applied to
remove quantifiers in the specification.
I4 [24] is an algorithm that uses a similar insight based on finding invariants
for small instances of protocols using model-checking, and generalizing them to
larger numbers of nodes. Since the approach is based on model-checking, it is
limited to invariant generation, whereas our approach can handle more general
synthesis cases. They also handle only universal quantifiers over nodes of the
distributed protocol, and not quantifier alternations or existential quantifiers.
CVC4 [3] and LoopInvGen [27] both perform well in the syntax-guided syn-
thesis competition, but neither can handle quantifiers in synthesis.
Our algorithm is in part inspired by verification approaches which use the
principle of abstracting a verification problem by considering short versions of bit-
vectors and arrays [9,30]. Khasidashvili et al. [17] verify equivalences of memory
by translation into first-order logic, and note that for some specific designs this
falls into a decidable fragment. Verification procedures such as CEGAR [11]
iteratively refine an abstraction, and we iteratively refine σb. A key difference is
that CEGAR relies on refining the abstraction until it the abstraction is precise
enough that a counterexample is valid on the original program. We only refine
σb until it is precise enough that a satisfying assignment P b can be generalized
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to be a valid solution P for the original specification. The restricted specification
σb is never precise enough that P b is a valid solution for σ.
Our motivating examples are based on synthesizing invariants for arrays.
However, there are methods for verifying array programs without using loop
invariants: Abstraction of the array to a fixed number of elements is used to
reduce array modifying loops with unknown bounds to loops with a known, small
bound [16,22,25]. An imprecise approach involves abstracting the array so that
all array elements appear in a single memory location [4]. Under-approximating
loops in programs by acceleration [6,20] may also remove the need for invariants
but since it approximates the loops the result is not guaranteed to be correct.
9 Conclusions
We have presented an algorithm which can synthesize expressions containing
alternating quantifiers, to specifications containing quantification over arrays.
The synthesis algorithm works by bounding unrestricted domains in the synthe-
sis specification, synthesizing a solution to this finite-domain specification, and
then attempting to generalize the solution to that to the unrestricted domain,
thus exploiting the small model property of arrays. We are able to synthesize
expressions that elude existing solvers. Furthermore, our algorithm is a frame-
work that exploits the strengths of existing state-of-the-art solvers, and so as the
speed and scalability of quantifier-free syntax-guided synthesis improves, so will
the performance of our algorithmic framework.
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