We use the p-adic local Langlands correspondence for GL 2 (Q p ) to compute the reduction modulo p of certain two-dimensional crystalline representations of slope less than three. In particular, we resolve a conjecture by Breuil, Buzzard, and Emerton in the case when the slope is strictly between one and two, and give a partial resolution in the case when the slope is strictly between two and three.
Introduction

Definitions and notation
Throughout this paper, we assume that p > 2 is an odd prime number, we let K = GL 2 (Z p ), and we let Z be the centre of G = GL 2 (Q p ). If R is a Z p -algebra, we define Symm r (R) to be the space of homogeneous polynomials in R[x, y] which have degree r. There is the obvious right action of K on Symm r (R), which is defined in section 2 in [11] , and which can be extended to an action of KZ by letting pI act trivially. We let I(V ) be the compact induction ind G KZ (V )-the space of functions f : G → V which have compact support modulo Z and which satisfy f (κg) = κf (g) for all κ ∈ KZ. There is a right action of G on I(V ) defined by f g(γ) = f (γg). If V = Symm r (R 2 ) then there is an endomorphism T of I(V ) which corresponds to the function G → End R (V ) which is supported on KZ( for κ ∈ KZ, and the [g, v] span I(V ) as an abelian group. In section 2 of [6] it is shown that T can be written as If R is a ring and t ∈ R × , then we let µ t denote the map GL 1 (Q p ) → R × which is trivial on Z × p and which sends p to t. We denote by ω the modp reduction of the cyclotomic character, and we denote by ω 2 the modp reduction of a choice of a fundamental character of niveau 2. If χ : Q × p → F × p is a character, if λ ∈ F p , and if 0 ν p − 1, we define π(ν, λ, χ) = (χ • det) ⊗ (I(σ ν )/(T − λ)). The following classification of the modules π(ν, λ, χ) is given in sections 2 and 3 of [11] . Theorem 1.
1. If (ν, λ) ∈ {(0, ±1), (p − 1, ±1)}, then π(ν, λ, χ) is irreducible. The modules π(ν, λ, χ) with λ = 0 are the supersingular representations of G; no Jordan-Hölder factor of π(ν, λ, χ) with λ = 0 is supersingular. If r 0, and a ∈ Q p is such that v(a) > 0, and if the roots of X 2 − aX + p r+1 do not have ratio p ±1 or 1, then we define Π r+2,a = I(Symm r (Q 2 p ))/(T − a), and we let Θ r+2,a be the image of I(Symm r (Z 2 p )) in Π r+2,a . There is a natural surjective map I(σ r ) ։ Θ r+2,a = Θ r+2,a ⊗ F p . If r 0 then there is a uniquely determined two-dimensional crystalline representation V r+2,a of Gal(Q p /Q p ) with Hodge-Tate weights 0 and r + 1, determinant the cyclotomic character to the power of r + 1, and with the characteristic polynomial of crystalline Frobenius on the contravariant Dieudonne module being X 2 − aX + p r+1 . The following theorem is given in section 2 of [11] . )) ⊗ χ ⇐⇒ (Θ r+2,a ) ss ∼ = π(ν, 0, χ);
Theorem 3.2.1 in [3] , theorem 1.6 in [11] , and corollary 4.7 in [12] completely determine V r+2,a in the following cases (with p > 2):
2. r > 2p − 1 and v(a) < 1;
3. r > 2p − 1 and v(a) > ⌊ r p−1 ⌋.
Statements of the main results
In this paper we are concerned with the remaining case: when r 2p and ⌊ r p−1 ⌋ v(a) 1. The papers [9] and [10] give surveys of the known results and conjectures about p-adic slopes of modular forms. In particular, the following conjecture is given in section 4 of [10] .
Conjecture 3 (Breuil, Buzzard, and Emerton). If r is even and v(a) ∈ Z, then V r+2,a is irreducible.
We prove partial results towards this conjecture, in addition to giving partial classifications of V r+2,a in the case v(a) = 1. Let r be a positive integer such that r = t(p − 1) + s, with t 0 and s ∈ {1, . . . , p − 1}. Let a ∈ Q p will be such that and v(a) 1, and such that the roots of X 2 − aX + p r+1 do not have ratio 1 or p ±1 . In particular, due to a theorem on Newton polygons, the second condition will always hold true whenever r > 2v(a). Let M > 0 be an integer. The main results in this paper are the following theorems.
In section 3, we give a partial classification of V r+2,a in the case when v(a) = 1 and r 2p, and prove conjecture 3 in the case when 2 > v(a) > 1. More specifically, we prove the following theorems.
Theorem 4. Let v(a) = 1, and r 2p, and s ∈ {1, 3}. ). In particular, V r+2,a is irreducible when r is even.
In section 4, we prove partial results towards conjecture 3 in the case when 3 > v(a) > 2. More specifically, we prove the following theorem.
Theorem 6. Let 3 > v(a) > 2, let r be even. Then V r+2,a is irreducible in the following cases:
1. r > 4p − 4, and s ∈ {2, 4}, and p ∤ r − s; 2. r > 3p + 1, and s = 2, and p > 3, and p ∤ r.
Denote v(a) by v for brevity. By combining these theorems with previously known results about conjecture 3 (in the case v > ⌊ r p−1 ⌋), we can deduce the following corollary.
Corollary 7. Conjecture 3 is true in the following cases:
2. 3 > v > 2, and r > 4p − 4, and s ∈ {2, 4}, and p ∤ r − s; 3. 3 > v > 2, and r > 3p + 1, and s = 2, and p > 3, and p ∤ r.
In the remainder of this paper, we will make the following assumptions: * r will be a positive integer such that r = t(p − 1) + s, with t 0 and s ∈ {1, . . . , p − 1}. * a ∈ Q p will be such that and v(a)
1, and such that the roots of X 2 − aX + p r+1 do not have ratio p ±1 or 1. The second condition will always hold true whenever r > 2v(a).
Lemmas
Properties of the maps Ψ α
We define the map
It can be shown that this map is surjective and GL 2 (F p )-equivariant, and it induces a map on the induction I(σ r ). We will denote this induced map also by Ψ.
Lemma 8. Let t 2 be an integer, and suppose that r = t(p − 1) + s, with s ∈ {1, . . . , p − 1}. Suppose moreover that l ∈ {1, . . . , t} and i ∈ {0, . . . , s − 1}. Then Ψx r−i y i = Ψx i y r−i = 0, and
where for convenience we use the notation 0 0 = 1. This implies that u∈Fp u ξ = δ ξ≡p−10 δ ξ =0 , where δ P = 1 if P holds true and δ P = 0 otherwise. Then
Since j ∈ {0, . . . , p−1−s}, then δ j≡p−1i−s δ i ∈{0,r} = 0 whenever i ∈ {0, . . . , s−1}, so Ψx i y r−i = 0.
Since Ψ is GL 2 (F p )-equivariant, then Ψx r−i y i = 0 whenever i ∈ {0, . . . , s − 1} as well. Finally, if l ∈ {1, . . . , t}, then
which completes the proof.
Lemma 9. Let t 1 be an integer, and suppose that r = t(p − 1) + s, with s ∈ {1, . . . , p − 1}.
Proof. Immediate from the definition of T .
Let h 0 be an integer, and suppose that r h(p + 1). We define the map
This map is surjective and GL 2 (F p )-equivariant, due to the fact that θ
and it induces a map on I(θ h σ r−h(p+1) ). We will denote this induced map also by Ψ h .
Properties of the kernel of reduction X(r + 2, a)
The following statement is a technical lemma about modules. Proof. There is the composition map A γ −→ C q −→ C/γ(ker β). This map is surjective, and its kernel contains ker β. Let C 1 = γ(ker β). Then C 1 ∼ = ker β/ ker(γ| ker β ) = ker β/(ker β ∩ ker γ). Also, ker γq = ker β + ker γ. Because of the condition that, for all b ′ ∈ B ′ , there exists a Before proving lemma 11, we will first show two auxiliary results.
Lemma 12. Let r, m, n, c 0 be integers, and let a ∈ Q p be such that m + 1 > v(a) > m. Suppose that n m + 1, and r np + c. Then there is some φ r,m,n,c,g such that, for all 0 α n,
Proof. For 0 j n, let ϕ c,j,g = g, x j(p−1)+c y r−j(p−1)−c , and let φ
Note that, for all 0 α n, = a u (−1)
n,c,g has the desired properties.
Lemma 13. Let r, m, n, α 0 be integers, and let a ∈ Q p be such that m + 1 > v(a) > m. Suppose that n m + 1, and n α, and r np + α. Then there are some φ φ * * r,m,n,α,g such that
and
Proof. Take φ * r,m,n,α,g = φ r,m,n,α,g and φ * * r,m,n,α,g = φ r,m,n,α,g( These two results will imply the two claims stated in lemma 11. For the first part, note that,
m+1,cj,1 for some λ i and some c i m + 1, so
f is in the kernel of reduction. For the second part, note that, for 0 α m,
Consequently, [1, x α y r−α ] is in the kernel of reduction, for all 0 α m.
The subrepresentation ker Ψ is isomorphic to W r , where W r is the subrepresentation of σ r generated by θσ r−(p+1) and {y r , xy r−1 , . . . , x s−1 y r−s+1 }. We showed this in the proof of lemma 8, where we stated an explicit matrix representation of Ψ. In fact, W r is generated by θσ r−(p+1) and y r only; indeed, W ′ r = θσ r−(p+1) , y r K ⊆ W r , and σ r /W r ∼ = σ p−1−s since Ψ is surjective, and also σ r /W ′ r ∼ = σ p−1−s (s) due to corollary 5.1 in [11] . Consequently,
The following lemma gives a linear basis for y r , xy Proof. Let S ′ m denote the subrepresentation of σ r generated by
, where
where t is a generator for F 
. . , m}. Combining these two results completes the proof of the lemma.
The module I h is defined in [1] for each integer h, as the module of F p -valued functions on F 2 p which are homogeneous of degree h and which vanish at the origin. By definition, I h = I h , where h is the integer in {1, . . . , p − 1} which is congruent to h modulo p − 1. Proof. Follows from the facts that σ r /θ m+1 σ r−(m+1)(p+1) has a series whose factors are
Lemma 15. Whenever p > h > 0, the module I h is semi-simple if and only if
for 0 α m, and each N α has a subspace N 
Identities involving binomial sums
Lemma 17. Let r, L, b, N 0 be integers, and suppose that r (L + b)N . Then:
1.
where the h i are polynomials, so
Since this is still a polynomial in
Lemma 18. Let t 0 be an integer, and suppose that r = t(p − 1) + s, with s ∈ {1, . . . , p − 1}. Then:
5. If A ∈ Z, and R 0, and Moreover, note that
for all r 1. Let f be the polynomial of degree p − 2 whose roots are the numbers 1 
If s = 1, then, by the induction hypothesis,
If s > 1, then, by the induction hypothesis,
This completes the proof by induction that M r = t s p+O(p 2 ), for all r 1, which is equivalent to the claim stated in the lemma.
. We want to show that p | L r , when s = 1. Note that
As L s = empty sum = 0, then L r = 0 in F p as well, when s = 1.
3. By the first part of this proof, the claim we want to show is equivalent to the congruence 
5. Follows from a repeated application of the identity M R,B = M R−1,B +M R−1,B−1 , which holds true whenever R, B 0.
Lemma 19. Let A, z, w 0 be integers. Then
Consequently, 
and consequently
Proof. We will prove this by induction on α > 0. In the base case α = 1, the induction hypothesis is equivalent to the fact that
for some C (1 + δ 2L+l=m+v δ l=v )
The case 2 > v(a) 1
We follow the approach outlined in [11, 12] . The main result in this section is theorem 22.
Theorem 22. 1. Let t 1 be an integer, and let r = t(p − 1) + s, with s ∈ {2, . . . , p − 1}. Let a ∈ Q p be such that v(a) = 1. Then, for any
there is a τ such that (T − a)τ and p 2 τ are integral, and Ψ((T − a)τ ) = γ. Before giving the proof of theorem 22, we will first prove some lemmas.
Let t 2 be an integer, and let
Lemmas
Lemma 23. Let t 1 be an integer, and let a ∈ Q p be such that v(a) = 1. Let r = t(p − 1) + s, with s ∈ {2, . . . , p − 1}. Then there is some τ such that (T − a)τ and p 2 τ are integral, and
Proof. Let l ∈ {1, . . . , t}, and let
Note that
otherwise. Consequently,
which implies that
Note also that (T − a)ϕ l,(
, where b j ∈ Q p are such that pb j ∈ Z p and t j=1 b j = 0. Then pτ ′′′ is integral, and
In particular, this equation holds true when b j = c j − p 
′′′′ is integral, and
Note that v 
Lemma 24. Let t 2 be an integer, and let a ∈ Q p be such that 2 > v(a) > 1. Suppose that r = t(p − 1) + s, with s ∈ {2, . . . , p − 1}. Then:
-If p ∤ t, there is some τ such that (T − a)τ and p 2 τ are integral, and
-If p | t, there is some τ such that (T − a)τ and apτ are integral, and
Proof. First, suppose that p ∤ t. As in the proof of lemma 23, there is some τ ′′′′ such that pτ ′′′′ is integral, and
Suppose that
Since t 2, we can choose c i ∈ Z p as follows: we let c i = 0 whenever i > 2, and we let (c 1 ,
Therefore, since p ∤ t, if τ = −p −1 s t τ ′′′′ , then (T − a)τ and p 2 τ are integral. Moreover, since s = 1, we have Ψy r = Ψx r−1 y = 0. Consequently,
Now, suppose that p | t. Then we can choose l = p, so that
Moreover,
Let τ = a −1 τ ′′′′′ . Since v(w) 1 implies that v(c i ) 1 for all i, it follows that apτ is integral,
Proof of theorem 22. Follows from lemmas 23 and 24 due to the fact that the module σ p−1−s (s) is simple and hence generated by X p−1−s .
Completing the proofs of theorems 4 and 5
Lemma 25. Let t 2 be an integer, and let a ∈ Q p be such that v(a) = 1. Suppose that r = t(p − 1) + s, with s ∈ {2, 4, . . . , p − 1}. If p ∤ t, then Θ r+2,a is one of the following:
ss , where λ = a/p · s t , and n is the integer in {1, . . . , p − 1} which is congruent to n modulo p − 1; or Θ r+2,a ∼ = π(s − 2, 0, ω).
If, on the other hand, p | t, then Θ r+2,a is one of the following:
Proof. First, we will consider the case when r = 2p. A consequence of lemma 10, with A = I(σ r ), with B = I(σ p−1−s (s)), with β being induced by Ψ, with B ′ = T − p/a · t s (I(σ p−1−s (s))), with C = Θ r+2,a , and with γ being the surjection σ r ։ Θ r+2,a , is the fact that there is some C 1 ⊆ Θ r+2,a such that Θ r+2,a /C 1 is isomorphic to a quotient of I(σ p−1−s (s))/B ′ and C 1 is isomorphic to I(ker Ψ)/(I(ker Ψ) ∩ X(r + 2, a)). Here the choice of B ′ can be made due to theorem 22.
Firstly, suppose that p ∤ t.
Hence, Θ r+2,a is a quotient of a module which has a series with factors
Since X(r + 2, a) contains I(Y r ), due to lemma 11, this is a quotient of a module which has a series with factors
It can be shown, by several applications of the isomorphism theorems, that
is a quotient of M = θσ r−(p+1) / θ 2 σ r−2(p+1) . Due to parts (a) and (c) of lemma 3.2 in [1] , there
, and M 1 is isomorphic to σ s−2 (1), where n is the integer in {1, . . . , p − 1} which is congruent to n modulo p − 1. Hence Θ r+2,a is a quotient of a module which has a series with factors
If s ∈ {1, 2, 3}, the only pair of integers from the set {p − 1 − s, s − 2, (2 − s mod p − 1)} which adds up to (−2 mod p − 1) is the pair (p − 1 − s, s − 2), since p 5. If s = 2 and p 5, then there are also the pairs (p−3, 0) and (p−3, p−1), which can't give a reducible representation since ω = ω p−1 . If p = 3 and s = 2, then it can't be the case that Θ ss r+2,a
ss with ν ∈ {0, 2}, since ω = ω ν+2 . Consequently, due to the classification in theorem 2, either
Now suppose that p | t. Then, similarly, Θ r+2,a is a quotient of a module which has a series with factors π(s, 0, 1), I σ (2−s mod p−1) (s − 1) , I σ s−2 (1) .
Then Θ r+2,a must be irreducible, since if p 5 and s ∈ {1, 3}, then there is no pair of integers from the set { s − 2, (2 − s mod p − 1)} which adds up to (−2 mod p − 1), and if p = 3 and s ∈ {1, 3}, then it can't be the case that Θ ss r+2,a
ss with ν ∈ {0, 2}, since ω = ω ν+2 . Consequently, due to the classification in theorem 2, either Θ r+2,a ∼ = π(s, 0, 1),
Finally, if r = 2p, then theorem 22 and the first part of this proof still apply, the only difference being that the second to last factor in the series for Θ r+2,a does not occur, so that Θ r+2,a is a quotient of a module which has a series with factors
Lemma 26. Let t 2 be an integer, and let a ∈ Q p be such that 2 > v(a) > 1. Suppose that r = t(p − 1) + s, with s ∈ {2, 4, . . . , p − 1}.
Proof. First, we will consider the case when r = 2p. Similarly as in the proof of lemma 25, Θ r+2,a is a quotient of a module which has a series with factors
where
Note that if p 5 and s ∈ {1, 3}, there is no pair of integers from the set { s − 2, (2 − s mod p − 1)} which adds up to (−2 mod p − 1). If, on the other hand, p = 3 and s ∈ {1, 3}, it can't be the case that Θ ss r+2,a ∼ = π(ν, λ, ω)
ss ⊕ π(0, λ −1 , ω) ss with ν ∈ {0, 2}, since ω = ω ν+2 . Consequently, due to the classification in theorem 2, if p ∤ t, then Θ r+2,a ∼ = π( s − 2, 0, ω), and if p | t, then either Θ r+2,a ∼ = π(s, 0, 1) or Θ r+2,a ∼ = π( s − 2, 0, ω).
Finally, if r = 2p, then theorem 22 and the previous paragraph of this proof still apply, the only difference being that the second to last factor in the series for Θ r+2,a does not occur, so that Θ r+2,a is a quotient of a module which has a series with factors
Proof of theorem 4. Follows from theorem 2 and lemma 25.
Proof of theorem 5. Follows from theorem 2 and lemma 26.
The case v(a) 2
The main results in this section are the following theorems. (C 1 , . . . , C α )). Suppose the following two conditions hold true:
is a surjection;
Before proving these theorems, we will first show some lemmas.
Lemmas
Lemma 29. Let r, m, n, α, β 0 be integers, and let a ∈ Q p be such that m + 1 > v(a) > m. Suppose that n m + 1, and n α, and p − 1 > β, and r np + α. Then there is some τ ⋆ r,m,n,α,β such that
Proof. Take
+ pδ β=0 φ * r,m,n,α,(
Combining these two congruences proves the lemma.
Lemma 30. Let r, m, n, α 0 be integers, and let a ∈ Q p be such that m + 1 > v(a) > m. Suppose that n m + 1, and n α, and r np + α. Then, for any C 1 , . . . , C α ∈ Z p , there is some τ ⋆⋆ r,m,n,α,C1,...,Cα such that
where Proof. Follows from lemma 30.
Completing the proofs of theorems 27 and 28
Proof of theorem 27. Let n = m + 1. Since (0, . . . , 0, 1) T is in the range of M (r,m,α) over F p , the constants F j , C l ∈ Z p in lemma 31 can be chosen to be such that is in the image under Ψ α of the kernel of reduction, and generates T I(σ (2α−r mod p−1) (r − α)) .
Remark. In the statement of theorem 28, we can replace the binomials i w by f w (i), where f w is any polynomial of degree w whose top coefficient is a unit in Z p . The proof of this is a simple application of row operations.
The case 3 > v(a) > 2
In this section, we will complete the proof of theorem 6.
Proof of theorem 6. First, assume that s ∈ {2, 4}. In particular, this condition implies that p 7 and s ∈ {6, . . . , p − 1}, and theorem 28 applies. Then Θ r+2,a has a series whose factors are quotients of I (σ p−1−s (s)) , I (σ p+1−s (s − 1)) , I (σ s−2 (1)) , I (σ p+3−s (s − 2)) , I (σ s−4 (2)) .
Due to the conditions p 7 and s ∈ {6, . . . , p − 1}, the only pairs of factors which can give a reducible Θ r+2,a are (I (σ p−1−s (s)) , I (σ s−2 (1))) , (I (σ p+1−s (s − 1)) , I (σ s−4 (2))) . 
