We present an overview of recent advances in plasmonics, mainly concerning theoretical and numerical tools required for the rigorous determination of the spectral properties of complex-shape nanoparticles exhibiting strong localized surface plasmon resonances (LSPRs). Both quasistatic approaches and full electrodynamic methods are described, providing a thorough comparison of their numerical implementations. Special attention is paid to surface integral equation formulations, giving examples of their performance in complicated nanoparticle shapes of interest for their LSPR spectra. In this regard, complex (single) nanoparticle configurations (nanocrosses and nanorods) yield a hierarchy of multiple-order LSPR s with evidence of a rich symmetric or asymmetric (Fano-like) LSPR line shapes. In addition, means to address the design of complex geometries to retrieve LSPR spectra are commented on, with special interest in biologically inspired algorithms. The wealth of LSPRbased applications are discussed in two choice examples, single-nanoparticle surface-enhanced Raman scattering (SERS) and optical heating, and multifrequency nanoantennas for fluorescence and nonlinear optics.
Introduction
Although research in plasmonics began during the early nineteen hundreds, plasmon resonances have been used since the Roman Age for decorative purposes. One of the most famous examples is the Lycurgus cup, shown in Fig. 1 , a rare unbroken relic of the fourth century, crafted by an anonymous artist. Though a valuable English historical object, it also exhibits the unusual property of showing a different color when illuminated from within. The photograph shows the cup illuminated from outside (green color), and illuminated from inside (red color). In the bottom panel of Fig. 1 , this effect is shown in the stained-glass windows of the cathedral in Leon (Spain). From outside the stained-glass window looks opaque and deep green. However, if observed from inside it looks bright and colorful. Metallic nanoparticles have been found through detailed study of the glass. Nanoparticles change the absorption and reflection properties of the glass through their spectroscopic properties, which are in turn governed by the excitation of plasmon resonances, resulting in its beautiful optical behavior [1] [2] [3] [4] [5] .
Although plasmonic resonances in colloidal crystals have long been acknowledged, a scientific study of their properties was not available up to the development of new techniques in nanofabrication [6, 7] . These techniques have been used to produce a large number of nanostructures made of a wide range of materials having very different physical properties, such as dielectrics, DNAbased, semiconductors, and particularly metals. Nanoparticles made of different materials have been widely investigated, as well as different shapes and substrates, for example, nanospheres, nanocubes, nanostars, nanorods, nanospheroids, corrugated films, island films, and others, as seen in Fig. 2 .
The study of metal nanoparticles (which may in turn be coupled) involves a precise theoretical knowledge of their optical properties, mediated by a wealth of plasmon resonances. This is a complicated scattering problem in classical electrodynamics, wherein quasi-analytical solutions only exist for a few simple geometries, such as spheres and infinitely long cylinders [2] [3] [4] [5] . Therefore in plasmonics and nanophotonics, one depends upon thorough theoretical and/or numerical tools to yield accurate plasmon spectra for the variety of metal nanoparticles/nanostructures available through colloidal and nanolithographic techniques. Moreover, the intensive theoretical study of the properties of plasmon resonances to control the response of metallic nanostructures [8] [9] [10] [11] [12] [13] [14] [15] [16] has opened up new avenues in science, particularly to enhanced spectroscopy and sensing, where plasmon resonances have played a crucial role in the development of new molecular spectroscopies to detect extremely small amounts of substances [17] [18] [19] [20] [21] [22] .
In this review article, we provide a comprehensive account of theoretical plasmon spectroscopy tools. First, localized plasmon resonances are properly defined and the simple geometries for which known analytical solutions exist are described. We then summarize the existing full electrodynamic methods amenable to numerical implementation, classifying them in accordance with various basic properties, namely, multipolar order, type of equations and number of unknown variables, and spatial grid and domain. Section IV includes a discussion of the plasmonic hierarchy and resulting spectra for simple, singlenanoparticle geometries, nanorods and nanocrosses. In particular the emergence of asymmetric plasmonic lineshapes is analyzed in connection with Fano-like plasmon resonances. Section V is devoted to the highly non-trivial inverse problem, namely, how to infer geometry from spectra. Finally, some applications of plasmon spectroscopy are given in Sec. VI, with emphasis on plasmon-enhanced molecular spectroscopies.
Plasmonics
The electromagnetic response of a metal is governed by conduction electrons. These electrons, localized either in the bulk or on the metal surface, provide metals with their optical properties. The conduction electrons move freely along the metal, feeling a weak interaction amongst themselves, scattered only by the limits of the system. The movement of free electrons of a metal can be driven by the influence of an external electromagnetic source. If the electromagnetic source induces an oscillation that resonates with the shape of the metal surface, a so called localized surface plasmon resonance (LSPR) is generated (see Fig. 3 ). Formally, a localized surface plasmon resonance is a collective oscillation of the free electrons on the surface of a metal. In the following, we will discuss various theoretical and numerical methods to address such LSPR spectra.
The simplest illustration of LSPRs is given by taking an electrostatic approach to the metal sphere. Assume that the electric permittivity ϵ(ω) of the metal is described by the Drude model [1] , in which free electrons are considered as an ideal gas,
where ωp is the plasmon bulk resonance, related in turn to the conduction electron (plasma) density of the metal. If ω = ωp, then ϵ(ωp) = 0; the latter condition gives the bulk plasmon resonance frequency for a specific metal. If we now consider the electrostatic potential of a sphere with radius R, whose electric permittivity is described by (1) , we arrive at the frequencies for the LSPR of a sphere by solving the Laplace equation in spherical coordinates. Straightforwardly,
n 0 being the refractive index of the dielectric medium surrounding the sphere. Equation (2) shows that a metallic sphere possesses more than one LSPR, in fact a hierarchy of different l-order resonances, the nature of which can be characterized by their radiation properties. Closer examination of Eqn. (2) reveals that the LSPR frequencies are determined by the resonances of an ideal gas of free electrons in a metal sphere, and the Drude From row one to row five; spherical shapes, rod-like shapes, 2D polygons, 3D polyhedrons, and branches shapes are represented. Row six contains nanoparticles of complex shapes Row seven contains hollow complex nanostructures From left to right in each row, the particles increases their aspect radio, the order of symmetry, the number of sides, or the number of branches. Adapted with permission from ref. [7] . Schematic diagrams illustrating (a) a surface plasmon polariton (or propagating plasmon) and (b) a localized surface plasmon.
provided a fundamental understanding of how plasmons are influenced by local structure and environment, they also suggested the usefulness of plasmons as a sensing modality. Today, plasmon spectroscopy enjoys a reputation as an ultrasensitive method for detecting molecules of both biological and chemical interest, in addition to its continued role in enabling surface-enhanced spectroscopic methods, including SERS, Figure 3 : Schematic diagram illustrating a localized surface plasmon resonance (LSPR). Reprinted with permission from Ref. [20] . Copyright (2007) Annual Reviews.
model introduces a linear dependency on ωp. Since the plasmon frequencies have been obtained from continuity conditions associated with the spherical geometry of the problem, the frequencies will change with shape. Finally, varying the surrounding medium will change the LSPR resonances through n 0 .
The electrostatic problem of a metallic sphere holds the fundamental properties of the LSPR, namely, the dependence on the material, shape, and surrounding medium. In addition, it provides us with a physical insight into the phenomenology accounting for the LSPR. This electrostatic result that we have obtained does not consider retardation effects coming from the time that the light spends to reach the different points of the particles in the material.
Recall that, from the theoretical point of view, the system formed by a laser beam incident on a nanoparticle is purely a scattering problem. The scattering of light by small particles is a classical problem in physics that has long been studied. The first results due to Rayleigh [23, 24] allowed the understanding of fundamental physical phenomena related with the color of the sky and the sun. Two decades later, Mie [2] found an analytical solution for the scattering of a spherical particle made of an arbitrary material. By using the Mie solution, Gans [25] showed the strong dependence of the scattering of particles on the shape. Mie theory has been used extensively in many different modern scientific fields such as plasmonics, metamaterials, and nano-photonics. Moreover it is a key tool for understanding many fundamental physical phenomena such as the color of the sky and the formation of the rainbow. Therefore, Mie theory provides a full analytical solution of the problem of a metallic sphere illuminated with an incident plane wave [2, 4, 5] , LSPRs thus appearing as a specific type of (plasmon-induced) resonances of the optical cross sections, namely, of the extinction, scattering, and absorption cross sections (respectively, ECS, SCS, and ACS, or C ext , Csca, C abs ). Upon normalizing to the geometrical cross section of the sphere, the corresponding efficiencies, Q ext , Qsca, Q abs , can be written as follows: 
where x = 2πR/λ is the geometrical factor (R being the radius of the sphere and λ the wavelength of the incident light in the surrounding medium). The coefficients am and bm correspond to electric and magnetic, respectively, multipolar (order m) contributions, and are defined as
where n = √︀ ϵ(ω) is the metal refractive index, and ψm and ζm are the Ricatti-Bessel functions.
Extinction spectra can be understood as functions of frequency which describe the magnitude of a nanoparticle's ability to perturb incident light, either by scattering or absorption. Recall that the cross sections depend on the frequency through the electromagnetic multipolar terms am and bm. The frequency dependence of these parameters comes, apart from x, from the dispersion of the dielectric constant of the material through n. Indeed, in the limit of small sphere radius (x → 0), the predominant contribution stems from the electric dipole term
which exhibits a resonance when ϵ(ω) = −2ϵs. In Fig. 4a we plot Q ext and Q abs for various silver spheres, R = 5, 50, 75 nm, and one of gold (R = 5 nm), along with the position of the first l = 1 Ag LSPR predicted by the electrostatic model (2) . The first fact that we observe is that the electrostatic model is in good agreement with the position of the Mie LSPR wavelength (at 355 nm) for the 5 nm Ag nanosphere. Since the particle is small compared to the wavelength, there are no significant retardation effects. As the nanoparticle size increases, the lowest-order (dipole) LSPR becomes stronger (with increasing efficiency up to R ≃ 25 nm, not shown here), and then decreases. Also, the LSPR redshifts lying at 390 nm for R = 50nm, and at 450nm for R = 75nm, are shown in Fig. 4a . Indeed, higher-order multipolar modes appear, making the plasmonic spectra richer; see the quadrupolar LSPR appearing at ∼ 350nm for R = 50nm, and more clearly at ∼ 370nm for R = 75nm (being in this case stronger than the dipolar LSPR). Note that, for the Ag spheres, the absorption efficiency is nearly negligible beyond λ ≤ 330nm (except for a small contribution in the case of the quadrupolar LSPRs), thus extinction entirely originates in scattering. This is not the case of the r = 5 nm gold nanosphere, for which nearly all extinction is due to absorption, with a very broad and redshifted LSPR. The strong absorptive properties of gold (and also copper) for frequencies beyond the onset of interband transitions (λ 600 nm) makes Ag (for which the onset lies at λ 400 nm) more suitable in the visible frequencies; gold is nonetheless widely employed for plasmonics in the NIR. With regard to the impact of the environment, though not shown here, it is well known that the LSPR redshifts with increasing refractive index (i.e. leading to a LSPR at ∼ 395 nm for a R = 5 nm Ag sphere in water).
In addition to enhance extinction efficiencies, LSPR are accompanied by an enhancement of the near field. This is shown in Fig. 4(b) , where we present the corresponding spectra of the electric field amplitude (normalized by that of the incident field), calculated through Mie theory right on the surface of the sphere in the equatorial plane along the polarization direction. For the smaller Ag sphere with r = 5 nm, a maximum of about |E/E 0 | ∼ 22 is observed exactly at the dipolar LSPR resonance at λ = 350 nm. Its dipolar character with is clearly evidenced by the surface electric field amplitude plot presented in Fig. 4(c) , showing field enhancements at the two poles of the sphere located along the polarization direction. For increasing Ag sphere sizes, again the electric field maxima of the dipolar LSPR redshifts, as shown in Fig. 4(b) . Interestingly, a close inspection of the peak spectral position reveals that the maxima of the dipolar LSPR in the surface electric field enhancement appear in turn at wavelengths longer than the corresponding maxima observed in the extinction efficiencies. Such resonance redshift of the near field as compared to the far field has been explained in Refs. [26, 27] and will be discussed in Sec. 7. Higher-order LSPR modes are also observed in the surface field spectra of the larger spheres, revealing not only the quadrupolar LSPR for r = 50; 75 nm, but even the weak octupolar mode for r = 75 nm. We explicitly show the clear quadrupolar pattern of the surface field in Fig. 4(d) for the Ag r = 50 nm sphere. Typically, surface-field enhancements at higher order modes are smaller than those of the dipolar LSPR. On the other hand, note that the surface field enhancement at the dipolar LSPR for the Au sphere is very small (|E/E 0 | ∼ 4) due to large absorption losses.
Moreover, shape complexity also has a strong impact on the LSPR phenomenology. Indeed, the theoretical formalism becomes increasingly complicated and Mie theory is no longer applicable. A variety of (so called) extended Mie theories exist to address subtle variations of the spherical (or cylindrical, for which Mie theory also applies [4, 5] ) shape, including spheroids [28] , multi-coreshell sphere/cylinders [29, 30] , and others. Also extremely interesting in Plasmonics is the case of optically coupled metal particles, such as sphere dimers [31] , for which the LSPRs of the isolated metal shapes combine in a complex manner to yield a wealth of plasmon-induced phenomena, including huge local electromagnetic fields, as will be discussed below.
From the experimental standpoint, let us mention that not all magnitudes are easily measured. In the case of colloidal nanoparticles, macroscopic extinction is the most accessible magnitude, which includes both scattering and absorption, and leads very often to resonance broadening by nanoparticle size/shape inhomogeneities. Macroscopic far-field measurements such as reflectance/transmittance are also common for nanoparticle-on-substrate configurations, which exhibit less inhomogeneous broadening if fabricated through lithography. In the last decades, advanced techniques have been developed to have access not only to comprehensive information about far-field magnitudes of isolated nanostructures, but also to their corresponding near-field pattern through the so called scanning near-field optical macroscopy. It is out of the scope of this work to overwiew all these techniques that have no doubt propelled Plasmonics, but we would like to point out that most of the theoretical magnitudes relevant to plasmon resonances can be experimentally obtained nowadays.
In what follows, we will overview the theoretical and numerical tools reported in the literature to address complex LSPR spectra. Electrostatic approaches, which provide useful limits in the case of very small scatterers for complex shape particles, are considered first for both isolated and coupled systems. Then full electrodynamic calculations are described that enable one to rigorously tackle the LSPR spectra resulting from a wealth of metal particle configurations. Quantum mechanical approaches (see e.g. Ref. [15] ) are beyond the scope of this review. It was shown by Keller [32] that quantum mechanical effects are irrelevant for nanoparticle sizes above a few nanometers. Incidentally, very recent theoretical and experimental work [33] have remarked that quantum effects might be taken into account when the distance between coupled nanoparticles is smaller than 2nm. As far as classical electrodynamics is concerned, the only effect that should be taken into account for very small radius of curvatures is the correction to the dielectric permittivity, either Drude formula (1) or the experimental data [34, 35] , stemming from the reduction of the electron mean free path due to scattering at the nanoparticle surface, which, in general, increases absorption losses [36] .
Electrostatic approaches
As mentioned in previous sections, the physical phenonema giving rise to electromagnetic resonances have been extensively studied. The plasmon resonances in the non-retardation or quasistaic limit are not an exception and not only have they featured importantly in the literature, but they continue to be studied and recent work has generalized and extended previously established physical properties. It is important to mention that, in addition to being computationally less expensive than the full electrodynamic calculation, the electrostatic formalism possesses an important feature. Because of its mathematical structure, as one deals with an eigenvalue problem, the solution does not explicitly depend on the nanoparticle's dielectric constant but only on its geometry, provided this is smaller than the free-space wavelength. An interesting example of such approach is the one described in [37] , where the authors solve a general differential eigenvalue problem. Another way to directly determine the LSPR of an arbitrarily shaped nanoparticle is through an integral electrostatic formalism, where the frequency ωsp corresponding to the LSPR is determined once the values of the dielectric constant ϵ(ω) (with Re{ϵ(ω)} < 0 for metals) are found. Doing so requires that the eigenvalues be known. For the sake of clarity in the presentation, we will use this approach and its advantage will become clear when we consider the inverse problem.
We continue our discussion citing some of the early works studying arbitrarily shaped closed surfaces [38, 39] . In [38] Ouyang and Issacson provide a classical approach and make use of well known results from potential theory, together with the boundary conditions for the normal components of the electric field, to establish an inhomogeneous Fredholm integral equation of second kind that involves the induced surface charge density and the external field. Setting the latter to zero results in a characteristic integral equation whose eigenvalues are related to the resonant frequencies through the free-electron model. In [39] , Ouyang and Issacson extend their electrostatic integral formalism [38] to take into account the presence of a substrate. To assess their approach, they consider a silver nanoparticle of radius r=20 Å lying on a thin film of carbon of thickness h=50 Å and compute the Electron Energy Loss Spectrum (EELS) of such a nano structure. The numerical evidence found shows that in order to accurately predict the amplitude of the resonance, it is necessary to compute the coupling sphere-substrate.
Over the past decade, Mayergoyz and others published a series of works in which they explore further the computational capabilities of the integral eigenvalue approach, discuss the mathematical aspects related to the method and study in detail the general properties of electrostatic plasmon resonances corresponding to different two-and three-dimensional geometries (infinite nanowires) of isolated/multiple supported/unsupported nanoparticles [40, 47] . Furthermore, although not explicitly defined as an inverse problem, this accumulated knowledge naturally opens the possibility to tune the spectral location of the resonance for a specific wavelength, as it has been lately illustrated for different applications in Ref. [48] . Also, very recent examples of the use of the surface integral formalism on the study of different properties of electrostatic plasmon resonances in nanoparticles have been conducted by Sandu [49, 51] and Sturman et al. [52, 54] .
It is worth mentioning that the idea of determining electrostatic surface-shape resonances through the solution of an eigenvalue problem had been explored previously for open surfaces. A remarkable example of this can be found in the pioneering work of Maradudin and Visscher [55] , where the authors make use of the Rayleigh Hypothesis and the Exctinction Theorem to study the electrostatic resonant behavior of otherwise planar dielectric (in the large sense of the term) surfaces. In their work, the authors establish an integral equation that is interpreted as an eigenvalue problem. Thus, each eigenvalue is related to a specific frequency corresponding to the surfaceshape resonance through the dielectric constant, which in [55] is given by the free-electron model. The approach proposed in [55] is first assessed considering semi-infinite planar metallic media with a Gaussian or Exponential protuberance and second, calculating the surface shape resonances of a metallic film with the same kind of protuberances as those considered for the semi-infinite media. The main restrictions of this approach are that the protuberances must be univalued functions and the ratio between the lateral detail and the deviation from the mean plane of the surface must be less than one. Two recent papers, Grieser et al [56] and Sturman et al [57] , citing [55] show that there is ongoing interest in the determination of electrostatic surface shape resonances. Grieser proposes a perturbative approach to determine the plasmonic eigenvalues of arbitrarily shaped dielectric objects. This approach is also employed to tailor the resonances of a nanoparticle and will be discussed in more detail in Section 6. Sturman [57] explores further the physical phenomena associated with corners and tips.
On the other hand, the so called plasmon hybridization model provides a physically intuitive picture of coupled LSPR in complex nanostructures [58] , by expressing them in terms of interactions (hybridization) between the LSPRs of its elementary components (typically nanospheres and nanocavities). This approach has been used to analyze a variety of plasmonic systems, such as dimers, nanoshells, core-shell nanospheres, and others. See [15] for a review.
Full Electrodynamic Calculations
Beyond electrostatic approaches, the new developments in Plasmonics, Metamaterials, and Nanophotonics in the last decades has renewed the interest in rigorous (full electromagnetic) theoretical methods. As mentioned above, if we are interested in the scattering from nanostructures with arbitrary sizes and shapes which may interact, we often need to consider a numerical approach. A wide range of methods are available to rigorously study scattering (and related) problems in the Classical Electrodynamics paradigm (see [11, 13, [59] [60] [61] [62] [63] [64] [65] [66] [67] [68] [69] [70] [71] [72] [73] [74] and references therein) namely, finite-different time domain (FDTD) [60] , finite element method (FEM) [59] , discontinous Galerkin (DG) [61] , dyadic green function technique [62] , discrete-dipole approximation (DDA) [63] , T-matrix [64] , and surface integral equations (SIE) [65] [66] [67] [68] [69] [70] [71] [72] [73] [74] , most of them based on Green's second theorem. We can classify all these methods in accordance with many different criteria. From the numerical point of view, three main groups can be simply established depending on the discretization domain:
1. Volume methods for which the whole space V has to be discretized in order to calculate the electromagnetic field, such as FDTD, FEM, and DG. 2. Scatterer volume methods for which the scatterer volume Vs has to be discretized, such as DDA and dyadic Green function. 3. Scatterer surface methods for which only the surface of the scatterers, S, has to be discretized, such as SIE-based implementations.
With regard to scatterer surface methods, there exists a great variety of implementations of the SIE. The so called boundary element method (BEM), based on ad-hoc integral equations for the surface charge and current densities, has been widely used in the optical regime [69] , being first proposed in the context of electron-induced photon emission [67] . Specifically, what we mean hereafter by SIE methods are based on the surface integral equation formulation resulting from applying Green's theorem on the scattering volumes directly to the exact EM wave equations [71] [72] [73] [74] . Among those SIE formulations, one of the most commonly used implementations in the microwave regime is the method of moments (MoM) [75] , which is typically applied to perfectly conducting scatterers and has been recently extended to the nanoscale [70, 72, 74] . Table 1 summarizes the main features of the most commonly used numerical methods. First, an explanation of the different characteristics under consideration is needed. The second column is the spatial grid, that is the spatial mesh used for each method, namely, the whole volume (V), the volume of the scatterers (Vs), or the surface on the scatterers (S). Variables means the number of unknown magnitudes on a single point or element that have to be calculated in each method. From the point of view of the underlying formulation, the different methods are usually classified as integral methods (I), differential methods (either pure, D, or variational, D V ), or integral methods where the integral is replaced by a single point evaluation (IP). Two different domains exist, the frequency domain (F) and the temporal one (T). And the last column on the table is the number of multipoles considered in the calculation, dipolar (D), a finite number of multipoles (M), and full numerical (F).
Discussion of the methods
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Meshing space
The table subtly shows the advantages and drawbacks of the different methods. From the point of view of the meshing space, surface methods are more efficient, since the space that has to be discretized is smaller than the space needed to achieve the same accuracy for volume methods. In order to illustrate this fact, we will consider a simple example. In Fig. 5 , we represent a cube with volume V = (2l) 3 that is an external domain where the electromagnetic (EM) field is required. That space contains a sphere of radius R = l − a, with volume Vs = The ratio Vs /V compares the amount of space that has to be discretized in scattering volume methods as
The ratio Vs /V is ruled by the ratio a/l. If Vs is small compared to the whole volume V, it holds that a ≈ l and Vs ≪ V. On the contrary, if the sphere is tangent to the volume V, a ≈ 0 and Vs ≈ 0.5V. Therefore a scattering volume method saves at least half of the meshing elements compared to a volume method. Regarding surface methods, it is evident that a smaller meshing will be required for the sake of dimensionality reduction. For example, compare the number of points N Vs on the surface of a sphere (scatterer) to that in the volume N, ensuring that the corresponding meshing elements (respectively, squares and cubes) possess the same lateral dimension b. The sphere surface S can be discretized in square surfaces of area b 2 such that S = 4πR 2 = N Vs b 2 , whereas the sphere volume as a mesh of cubes would be Vs = 4πR 3 /3 = Nb 3 . Therefore, N Vs ∝ N 2/3 , as expected from dimensionality. Alternatively, we can calculate the ratio between the number of points on the sphere surface in both methods (N Vs , as calculated above for a scattering volume method, and N S for a surface method), assuming that the total number of points N is fixed. Namely,
With regard to volume methods V, dimensionality imposes the same scaling on fixed N of the previous expression, with a further reduction of accuracy determined by the ratio Vs /V: In the best case, a ≈ 0 and Vs ≈ 0.5V as we have shown above. Roughly speaking, Eq. (8) shows that, if the available number of points N is fixed, surface methods will provide a finer mesh in the corresponding discretization domain. However, meshing can be non-uniform, this fact being commonly exploited in different numerical implementations to efficiently discretize the calculation domain while preserving accuracy.
Note that the process to calculate the EM field in an arbitrary volume V for surface and volume scatterer methods involves two steps. First, solve a system of linear equations in order to obtain the sources of the problem; this process takes most of the computational time. Second, directly evaluate the EM field over the rest of V, using equations written in terms of the sources. One method will become more efficient relative to another if it also spends less time in the calculation of the propagated field, or the indirect process. In a surface method the indirect problem only involves points on the surface of the scatterers, thus making surface methods more efficient than volume ones in principle. Nonetheless, bear in mind that pure volume methods might not need the second, or direct, step, as long as the first, or indirect, problem already yields the EM field in the entire required space. This is, in general, very demanding of physical memory. Recall that some volume methods may make use of surface integral equations to propagate EM fields away from the calculated sources.
Number of variables
The third column in Table 1 shows the number of scalar variables that have to be calculated for any method in order to obtain the scattered EM field. This number along with N determines the dimension of the system of linear equations to be solved. The natural value of the number of variables is six: three variables for the electric field, and three more for the magnetic field. However, some methods, such as BEM and DDA have a different number of variables.
In the case of BEM [67] , eight magnitudes ought to be determined, four magnitudes for the scalar and the vectorial potentials and four for the charge density and the vectorial current. This fact makes BEM slightly less efficient than other surface methods in terms of memory. However, BEM might still be more efficient than volume methods, as we have shown in the discussion above.
Regarding DDA [11, 63] , the number of variables is smaller than in other volume methods, since this approximation establishes that any volume element in the scatterer behaves as a dipole The unknown variables are the three components of the dipolar moment on any point, instead of the six components of the EM field. The dipolar approximation results in an intrinsic lack of accuracy compared to the rest of volume methods. However, due to the reduced number of variables, DDA is typically a fast method.
A special case among the numerical methods is the T-matrix method [64] . The T-Matrix method expresses the EM field in terms of series of spherical vectorial harmonics. The coefficients of these series are the sources of the system. Then the dimension of the matrix of the linear system does not depend on the number of points on the surface of the scatterers, but rather on the number of modes in which the EM field is decomposed. This feature makes the T-matrix method one of the most efficient ones, since the number of modes is usually smaller than the number of points on the surface. Thus the order of the linear system is usually smaller than the order of linear systems of the other surface methods.
Finally, the SIEMoM can be implemented in different versions [70, 72, 74] . The original formulation of the linear system in terms of six variables can be reduced to two decoupled linear systems, one for the electric field and one for the magnetic field.
Underlying formulation
In essence, two formulations exist based on integral and differential equations, the latter typically in either the frequency (FEM) or time domains (FDTD). Integral methods are done in the frequency domain (SIE, BEM, DG, T-Matrix, Green's dyadic). Integral methods usually rely on integral coordinates, whereas finite difference coordinates are characteristic of the differential methods. From the point of view of numerical efficiency, integral coordinates are in principle worse than finite difference coordinates, since the evaluation of an integral takes longer than the evaluation of a finite difference. However, the evaluation of finite differences may introduce computational problems of accuracy and precision. Once again, DDA is a special case of integral method, not only because of the number of sources, but also because of the kind of coordinates. This stems from the reduction of the evaluation of a volume integral to the evaluation of the value of the kernel at a single point: We have thus labeled DDA (and MMP) coordinates as integral point.
The influence of the domain in the numerical performance of a method depends on the calculated physical magnitude. The EM field obtained from a time domain method is linked to the EM field of a frequency domain method by a Fourier transform. Thus, if the physical magnitude to be evaluated depends on frequency, a temporal domain method will be less appropriate than a frequency domain method, since an additional Fourier transform must be computed obtain the desired result. The opposite holds for a time dependent magnitude. In that case, the inverse Fourier tranform is computed to find the time evolution of the EM field.
Number of multipoles
In table 1 we have classified the methods in three different kinds of multipolar contributions, dipolar, multipolar, and full numerical. Clearly, a specific method is more accurate if higher orders are included. The DDA method is considered a dipolar method, since the EM field on any point in the volume of the scatterer is worked out considering only the dipolar contribution to the field. A natural refinement of the DDA method is the MMP. The MMP takes into account more than one order for the EM field, commonly the dipolar and quadrupolar ones. This fact increases the accuracy of the method compared to DDA, but also the dimension of the matrix of the linear system, thus increasing the time to solve the linear system.
Finally, the rest of the methods in table 1 are full numerical. A full numerical method takes into account all the possible contributions to the EM field coming from its multipolar decomposition. In this kind of method, the sources of the linear system usually are the EM field, and full consideration of the multipolar contributions implies integration over the multipolar orders. Generally speaking, full consideration of the multipolar contributions is widely considered a sign of quality of the methods, although this fact typically increases computation time.
Comments on implementation
The performance of any given method relies on the efficiency of its implementation.
FDTD is well known to be easy to implement, since only finite differences have to be taken into account. The time evolution can be calculated from the evaluation only of matrix vector products, which can be carried out quickly and efficiently.
DGTD is a highly accurate method than can also be expressed in terms of matrix vector products. Although the techniques to expand the field in degrees of freedom usually break this property, since the expansion is performed in DGTD in a discontinuous basis, the time evolution still only involves matrix vector products.
FEM is a frequency method, in which EM fields are calculated through the solution of a linear system of equations. In particular the matrix is symmetric and wellconditioned, so that iterative methods are applicable, resulting in efficient memory management.
DDA and MMP are also defined in the frequency domain, their matrices are symmetric, and in general relatively easy to implement. SIE and SIEMoM, despite retaining most of the best numerical features, requires configuration-dependent implementation. Namely, different formulations need to be implemented for slightly different configurations, from single to multiple scatterers, core-shell structures, substrates, periodic systems, and others. Only very recently, several theoretical groups have developed home-made versions of 3D SIE (and SIEMoM) that yield fascinating plasmonic spectra of very complex nanoparticle configurations [70] [71] [72] [73] [74] [76] [77] [78] [79] , one of them indeed directly stressing the advantages in performance of 3DSIE versus volume methods [70] . Since other methods have been amply reviewed in the literature [11, 13, 59-62, 64, 69] , let us explicitly show below a few examples based on 3DSIE.
Surface integral equation calculations for complex nanoparticles
SIE-based formulations in optics became appealing methods in the early nineties to study 1D semi-infinite rough surfaces [65, 66] . SIE has been implemented in many different ways, for many different geometrical configurations, e.g.1D semi-infinite rough surfaces [65, 66] , 2D semi-infinite rough surfaces [80, 81] , 2D closed surfaces in parametric equations [68] , 3D closed surfaces in electrostatic approximation [82, 83] , and 3D closed surfaces with axial symmetry of the scatterers [84] , and even surfaceplasmon polariton scattering by circular cavities [85] . As mentioned above, general implementations of the method for 3D closed surfaces without any approximation have been recently used to investigate LSPRs on complex metal nanoparticles [70-74, 76, 78, 79] . We present now a few examples dealing with realistic or exotic nanoparticle shapes dealt with 3DSIE/3DSIEMoM. Incidentally, it should be emphasized that complex/exotic shapes have been also implemented in volume (DDA, FEM, FDTD) numerical methods (see e.g. Ref. [86] ) and indeed some examples will be considered in the following sections.
Realistic dimer nanoantenna
fabricated result of the idealized design. Both antennae are modeled as gold, the dielectric constant taken from experimental data. 29 As the nanostructures are modeled as regions of bulk metal, a possible crystallite substructure is not considered in this study. It might, however, be taken into account by using a mod- 30 of the globe, the antennae 's axes intersecting the surfaces at (0 N, -90 E) and (0 N,90 E), see Figure 3 . The resonance wavelength is chosen according to the maximum in Figure 2 , λres = 630 nm. Figure 4a shows the left and right arms of the idealized, rectangular antenna and Figure 4b shows those of the realistic case. Clearly thefield distribution is very di erent for both geometries, the rectangular antenna showing "hot spots " near its corners while the realistic antenna shows the highest field strength near the arms ' centers. While in both cases the areas of highestfield enhancement are located in the gap between the antennae 's arms and at the arms ' outside edges, the actual field distributions are indeed di erent and far from homogeneous as sometimes assumed. 31 This is particularly important when considering plasmonic nanoantennae as a mediator for localized detection or trapping at the nanoscale. 32, 33 An interesting question is how close to the antenna one has to be for the di erence in geometries to become noticeable. To this end, the intensity enhancement was mapped similarly to in Figure 4 but at distances of 1, 2, 5, and 10 nm from the antennae 's left arms, shown in Figure 5 . While the maps at 1 nm show a very di erentfield distribution, the di erence diminishes quickly with the maps at 10 nm appearing to be almost identical. When using plasmonic structures to enhance fluorescence or Raman scattering, the active particles are normally localized near the structure either deposited directly on its surface, separated by a dielectric spacer o ew nm thickness or, if chemical selectivity is desired, via surface functionalization at distances on the order of 2 -5 nm. In any case, the distance to the plasmonic structure is very small and the active particles indeed experience a field distribution depending critically on the geometry and topology of the enhancing structures. Thus, for such cases, taking the actual geometry of a structure into account is imperative to achieve accurate simulation results. The source is located in the x-z-plane as indicated by the dots in the insets, oriented in x-direction (red curves) or z-direction (green curves) while far-field detection is at (x,y,z) = (0,0,106 nm) and in x-polarization. Symbols represent the reverse process with source and detection points exchanged: the x-polarized source is located at (x,y,z) = (0,0,106 nm) and detection is in the near field in x-polarization (crosses) and z-polarization (circles).
First of all, let us mention a beautiful numerical work by Kern and Martin based on the 3DSIEMoM in Ref. [70] , which deals with a dimer nanoantenna [73] . Rather than assuming that the nanoantenna arms are ideal rectangular nanorods, realistic arms from Scanning Electron Microscopy (SEM) images are used (see Fig. 6 ). Both geometries are perfectly taken into account by a triangular meshing on the surface (as shown), leading to the plasmonic far-field and near-field spectra depicted in Fig. 6 . While the SCS are quite similar, differences become more drastic when inspecting the near-field intensities.
This has been indirectly done by placing a dipole source with two different polarizations close to the nanoantennas (on top and in the gap), and calculating the radiated intensity spectra, as shown in Fig. 6 (bottom  panel) . Therefore, the near-field response as well as the polarization and spectral behavior differed between the two nanoantennas, thus encouraging the need to fully address in the numerical simulations (3DSIE in this case) the irregular (symmetry breaking) shape of the realistic antenna, specially if accurate near-field enhancements are needed.
Incidentally, it should be noted that recent efforts made by the authors of Ref. [72] have dramatically improved the performance of this SIEMoM method, thus making it feasible to rigorously address extremely complex (and large) configurations such as a Yagi-Uda nanoantenna coupled to a metal-insulator-metal plasmonic waveguide [78] or extremely dense (ordered/disordered) arrangements [79] .
Exotic nanoparticles: Nanostars & Nanoties
To further illustrate the versatility of surface methods, we now show recent numerical calculations for complex nanoparticles with low symmetry such as nanostars. Metal nanoparticles with star or flower shape can be experimentally obtained in colloids [87] [88] [89] , notably enhancing local electromagnetic fields at LSPRs, thus making them good candidates for surface-enhanced Raman spectroscopy (SERS) substrates without any induced aggregation [76, [87] [88] [89] [90] [91] .
The numerical method is based on the (raw) SIE formulation [71] , implemented for parametric surfaces describing particles with arbitrary shape through a unified treatment (3D extension of 2D Gielis' formula [92] ),
where r 1 , r 2 are two different realizations of the parameters n 1 , n 2 , n 3 , m, a, b in Eq. (9d) with u = θ, ϕ being the usual polar and azimuthal angles in spherical coordinates. The parameters of the so-called SuperShape (SS) for a star satisfy
where m governs the symmetry of the star. In particular, the configuration of parameters was chosen in Ref. [76] to allow one to change only the number of tips in a starlike volume (in the plane Π, see Fig. 7 , from n = 1 to 6), while preserving its shape and the number of out-ofplane tips is kept constant in such a way that there are two opposing tips, one pointing upwards and the other one downwards. Such star-like shapes closely resemble those of fabricated colloidal nanostars [87] . In Fig. 7 the absorption cross sections are plotted for Au nanostars made of gold described by the dielectric constant reported in reference [35] . Nanostars have an almost constant volume Vs with an effective radius r e =26 nm (defined such that Vs = 4πr 3 e /3) and increasing number of tips. LSPR wavelengths increase with the number of tips, revealing a redshift of the lowest-order dipolar mode, from the highest symmetry case (sphere and nanostar with 1 tip) to the lowest symmetry, 6-tip, nanostar. The latter even exhibits a quadrupolar LSPR at λ ∼ 600nm. Moreover, for constant volume and fixed number of tips, the dipolar LSPR also redshifts with increasing sharpness, as shown in [76] and Fig. 20 . Fig. 7 also shows the norm of the surface electric field of the nanostars as a function of the LSPR wavelength. As a general result, the surface field is accumulated on opposite nanostar vertices [71, 87] , resulting from the dipolar character on the plane Π of the corresponding lowestenergy LSPR. Large electric field enhancements are thus obtained at the LSPR wavelength, which in turn grow for increasing number (and sharpness) of tips, reaching values of about |E| 2 ∼ 10 4 . These values make nanostars suitable for single-nanoparticle SERS [87, 89, 91] and optical heating [76, 93] , as will be shown below. Finally, in order to show the versatility of the SIE method combined with the SS (9d) as pointed out in Ref. [71] , we show the optical cross sections of a 3D Ag nanotie of 60 nm diameter in Fig 8. The corresponding SS parameters are shape, with large field amplitudes accumulated on the surface of the tie vertices nonetheless, the nature of the LSPR is clearly dipolar as revealed by the far-field patterns. The nanotie resembles the shape of a bowtie antenna connected on its vertices. In a bowtie antenna the gap between the vertices of the prisms generates large fields with multiple different applications. This calculation shows that not only the gap between the prisms, but also the edges and the cavities between the arms are suitable for spectroscopic applications.
Fano LSPR line-shapes
Recently, several plasmonic systems supporting LSPRs have attracted attention due to their strongly asymmetric extinction spectrum [94] . Asymmetric spectra can be understood in terms of a Fano-like interference mechanism between two scattering channels involving a continuum and a discrete state, as observed by Fano [95] in connection with Rydberg spectral atomic lines. Fano predicted the asymmetric shape of such spectral lines based on a superposition principle from quantum mechanics, through this simple functional form
where, q is the asymmetry parameter and ω 0 and are the position and width of the resonance, respectively. This formula has been exploited in many fields within physics, including nanoscale structures [96] . The study of plasmonic systems containing several interacting parts (either physically separated or made from different materials), has received a lot of attention in the literature. Of these types of systems, dolmen-type structures, non-concentric disk/ring cavities and the so-called plasmonic olygomers have received the most attention, see [94] and references therein. In all of these studies, the interference is a consequence of the interaction between different plasmon modes of the systems. Usually a broad, bright dipolar mode is excited in the system that acts as the continuum and also interacts with a narrow, dark mode acting as the discrete transition [97] . At first it was a common assumption that single particle configurations, that is, those having no subsystems or parts, could not exhibit asymmetric scattering or extinction spectra. This was probably due to the fact that the properties extracted from Mie theory for solid homogeneous spheres (in which the total scattering or extinction cross sections, Eqs. (3), are not sensitive to mode interference, although directional cross sections indeed are [94] ) were directly extrapolated to those systems.
Nevertheless, contrary to this common assumption, single metallic nanoparticles with a very simple shape have been shown to exhibit asymmetric scattering spectra that can be understood in terms of a Fano-like interference mechanism [98] [99] [100] [101] . In the next section we give two examples of configurations where rich plasmonic spectra lead to Fano LSPR line-shapes: nanocrosses and nanorods.
Nanocrosses
In Fig. 9(a,b) , typical extinction spectra are shown for a three-arm nanocross. Measurements were obtained through transmission spectra taken with a Fourier transform infrared (FTIR) microscope, while calculations were carried out through FDTD (cf. Ref. [98] ). We see that the increased complexity of the nanocross introduces higherorder multipolar modes. Two LSPR are observed for normal incidence (red lines) and three for side illumination (blue lines). The lower energy mode is a dipole LSPR (orange dot), while the second mode (cyan dot) is essentially a quadrupole mode. In the latter, only the diagonal arms are resonating and induce small mirror charges on the center bar, as can be seen in the charge plot in the inset. For the higher energy extinction peak, the charge density plot (green dot) reveals an octupole mode. Here, the dipole moment in the diagonal arms oscillates out-of-phase with the dipole moment in the center bar. Fig. 9(c) shows the calculated variation of quadrupolar and octupolar mode spectra with increasing angle α, confirming that, due to the C 6 rotational symmetry of the three-arm cross at α = 45 ∘ the quadrupole mode vanishes and the octupole mode becomes dark.
Upon close inspection of the nanocross extinction spectrum in Fig. 9(a) , the octupole resonance line shape is clearly asymmetric. An enlargement of the octupole and quadrupole modes is shown in panels (d) for side illumination and (e) for normal incidence. When comparing absorption (green lines) and scattering (black lines) crosssections, it is seen that the octupole absorption resonance (green dot) lies within the lower energy tail of the scattering resonance. This is a key indication of Fano interference [94] . The asymmetric line-shape is interpreted in Ref. [98] as the interference between the spectrally overlapping broad superradiant tail of the dipole LSPR mode and the narrow subradiant octupolar mode. Their coherent coupling results, as expected, in a destructive interference in the scattering on the lower energy side of the octupole absorption peak and in a constructive interference on the higher energy side. For the quadrupole (cyan dot), by contrast, no Fano interference is observed since the centrosymmetry of the particle does not allow coupling to either of the odd-order modes. A simple static calculation of the net dipole moment p = ∑ j q j d j , assuming equal point charges in each cross branch as we did for the 2AX, results in p proportional to 2 sin α 1. This means that for a 3AX with C 6 rotational symmetry, i.e. α = 30 , p vanishes and the O 3AX mode should become dark. This is indeed the case as shown in Fig. 4(c) . This figure shows extinction spectra of three-arm crosses with different arm angles between 20 and 40 for normal incidence. The spectral window corresponds to the dashed box in panel (a). It is seen that the octupolar resonance reduces its intensity as α approaches 30 and finally becomes completely dark when α = 30 . The l = 2 quadrupole mode remains dark regardless of α since the centrosymmetry of the particle is maintained [23, 40] . Experimentally, all three 3AX modes are observed for side illumination of a 3AX with α = 45 . For normal incidence the quadrupole mode disappears while the octupole mode remains, although with a reduced extinction crosssection, in agreement with the simulated spectra. Note that also for normal incidence a small bump is seen at the quadrupole mode. This can be explained by the k-vector spread of the incident light introduced by the Cassegrain objective. Fig. 4(c) also illustrates the spectral tunablity of the octupolar mode with α. A maximum resonant wavelength is obtained for α = 30 while the octupole mode further blue-shifts for increasing or decreasing arm angle, similar to the behavior of the Q 2AX mode in Fig. 2(f) .
Upon close inspection of the 3AX extinction spectrum in Fig. 4(a) , the O 3AX resonance line shape is clearly asymmetric. A zoom-in on the octupole and quadrupole modes is shown 
Nanorods
Recently, it has been shown that asymmetric Fano-like LSPR line-shapes can emerge in elongated nanoparticles such as nanospheroids, nanorods and nanobelts [99] , which indicates that asymmetric LSPR lines can originate from much simpler geometries than the complicated structures mentioned in the last section. Interestingly, this went unreported in the nanoplasmonics literature for a long time, despite being apparent in earlier reports, as in [28, [102] [103] [104] or, especially, [105, Fig.1 ].
Generally speaking, most device-oriented studies are focused on nanoantennas operating at the dipole-like resonance. However, structures with a high aspect ratio may support additional resonances which are usually considered in more fundamental studies. Hence, several authors have already elucidated the scaling properties of highorder longitudinal modes, as well as their dependence on shape, size, orientation and dielectric environment by means of diverse approaches and techniques [28, 102-104, 106, 107] .
Consider the simplest example of a nanoantenna: light scattering by a single metallic nanorod, as shown in Fig. 10(b) . With the assumption that rod diameter D is much smaller than its total length L, the electromagnetic response to p-polarized light impinging perpendicular to the long side is fully governed by longitudinal modes. The fundamental LSPR resonance λ (1) res can thus be described as a dipolar (strictly speaking, half-wavelength) excitation of charges at the rod surface, with its wavelength exhibiting a linear dependence on L, λ (1) res ∝ 2L. For a perfectly conducting material of negligible thickness, λ (1) res is precisely equal to 2L, whereas λ (1) res ≫ 2L at optical frequencies [12, 28, 108, 109] . As the rod length increases, additional resonances may appear. Following Khlebtsov and Khlebtsov [28] , we assume that the position of any longitudinal resonance can be described by the following approximate scaling law:
where n is an odd integer and B 0 , B 1 are coefficients that depend on the actual geometry and dielectric environment of the system, and can be determined from linear regression. Alternatively, explicit expressions for B 0 , B 1 can be obtained within the framework of Novotny's model for effective wavelength scaling at optical antennas [108] . Aside from the above mentioned references, the emergence of asymmetric line profiles for multi-resonant nanoantennas has only been addressed very recently [99] . Here we review the experimental and theoretical results that fully account for multi-LSPR spectra (see Fig. 10(a,c) ) with a wealth of Fano/Lorentz line-shapes. In Verellen et al. [101] the spectral line shapes of nanorod antennas were studied in detail, using extinction spectroscopy, finite element simulations, and a 1D-line current model. When a nanorod is illuminated with light that is polarized along its long axis (as in Fig. 10(b) ), charge density waves at the surface of the metal are excited, which can form standing wave-like Fabry-Perot resonances, where the resonance mode index l denotes the number of half plasmon wavelengths λp /2 that fit the antenna cavity at resonance and coincides with the number of charge nodes in the corresponding charge density distribution. Note that a plasmon mode refers to the surface-plasmon polariton propagating along an infinitely long nanorod (metal nanowire). These longitudinal antenna modes can be separated in two categories based on the mirror symmetry of their respective charge density.As shown in Fig. 10(c) , modes of odd parity have an antisymmetric distribution consisting of an odd number of charge nodes l, while even parity modes are symmetric in their charge distribution and have an even number of charge nodes.
Verellen et al. found distinct spectral behavior for even and odd parity modes. First of all, the mode parity strongly determines its coupling to light. For example, even modes will not couple to a p-polarized plane wave that impinges perpendicular to the nanorod long axis, see Inset, same in log 10 scale. Fig. 11(a) . Retardation of the incident electromagnetic field along the nanorod length is required to excite even parity modes, which can be achieved by oblique incidence of the plane wave, see Fig. 11(b) . And more importantly it has been demonstrated that not only the coupling efficiency to plane waves strongly depends on the mode parity, but also the mode spectral line shape. Odd modes present asymmetric line shapes characteristic of Fano interference, while symmetric Lorentzian lines appear for even modes. By a detailed analysis of calculated absorption and scattering cross-sections (ACS, SCS) as shown Fig. 11 , destructive and constructive mode interference in nanorod antennas is revealed. The resulting Fano resonance line shapes were experimentally observed for first-, third-, and fifth-order antenna modes, in good agreement with simulations for different rod lengths, while quasi-Lorentzian line shapes were observed for even-parity modes in [101] .
A semi-analytical model based on a 1D wire was presented therein that reproduces the observed line shapes and gives an intuitive understanding of the underlying interference mechanisms; in fact, the 1D line current model was employed in obtaining the continuum background, discrete multiple-order resonances, and resulting spectra with either symmetric (termed Lorentz) or asymmetric (Fano) line shapes as depicted in Fig. 11 (c).
Inverse problem: Optimization techniques
The schematic in Fig. 12 shows the main steps of the inverse problem by way of an example that has shown great potential for real-world applications such as plasmonassisted chemical and biological sensing [17, 19, 110] , plasmon-assisted nanolithography [111] , nanoantennas design [112] or thermoplasmonics [113] . Despite their apparent differences, all these nanostructures share a common feature: they take advantage of the sensitivity of LSPR the illumination conditions and optical and material characteristics of the environment proximate to the interface between a metal and a dielectric. With reference to Fig. 12 , the experimental characterization starts with the fabrication of a sample either by lithography techniques or chemical synthesis and ends with an experiment that yields an optical signal related to the nanostructure studied. This is normally done by trial and error through the systematic variation of relevant experimental parameters until an acceptable geometry and illumination setup, has been found. Although this blind strategy has proven successful, not only may it lead to a Figure 12 : The blue arrows in this flux diagram show the two main stages required for the experimental and numerical characterization of a nanostructure. The link between these two stages, indicated with the red arrows, can be interpreted as an inversion/optimization loop to either retrieve relevant parameters of the nano structure from scattering/spectral data or optimally design a nanostructure prior to its fabrication.
waste of time and materials due to the fabrication of multiple samples, but it does not necessarily guarantee the optimal performance of the resulting nanostructure. On the other hand, given the complexity of the structures studied and their non-trivial relationship with the light they scatter or absorb, the theoretical modeling often relies on a series of simplifying assumptions and approximations that are somehow far from the experimental situation. As a consequence, the theoretical predictions are in agreement with the experimental results only in quite specific conditions. The special inverse problem of tailoring the application-dependent scattering or resonant properties of a nanostructure, prior to its fabrication, is a formidable task that has not been extensively treated until recently. This renewed interest is a direct consequence of the ongoing development not only of high performance computer systems that allow the study of more complex geometries with the methods described in previous sections, but also of alternative inversion schemes making use of heuristic optimization or artificial intelligence tools. Sacha et al. [114] review the most common applications of this approach in the domain of nanotechnologies. Notwithstanding the diversity of optimization techniques reported in the literature, some of the most frequently employed are the so called "direct search" or "derivative free" methods based on the imitation of biological or thermal process [115] [116] [117] [118] [119] [120] [121] [122] [123] [124] [125] [126] [127] [128] [129] [130] , on perturbative approaches [131] or on local optimization techniques [132] . However, a detailed description about the theory of such techniques goes beyond the scope of this review. Thus, we will focus our attention only on some representative examples of this kind of approach and we refer the reader to references [134] [135] [136] [137] [138] [139] for further information.
Evolution Strategies (ES) [133] and Genetic Algorithms (GA) [135] belong to the so-called set of Evolutionary Algorithms (EA), which are heuristic population-based computational techniques whose operational principles are based on the imitation of the mechanisms of evolution that take place in nature. That is, these methods involve variations (recombination and/or mutation) and selection in their respective search processes for the optimum [137] . On the other hand, the underlying biological mechanism of the Particle Swarm Optimization method (PSO) [136] is not related to the evolution of the elements belonging to a population, as is the case for the EA. Instead, the PSO imitates, throughout its search for the optimum, the social and collaborative behavior of a group of individuals such as, for example, a flock of birds, a school of fish or a swarm of bees in search of food. This search for a region in space potentially rich in food depends on the exchange of information based on both the common knowledge of the swarm and the individual experience of each of its elements. It is useful to briefly outline their working principles.
The first step prior to the beginning of the optimization process of an ES is the random generation of an ensemble of vectors p T (variables to optimize) that will form the initial population P ⟨g⟩ µ | g=0 , where µ is the number of elements within the population and g is the associated iteration of the algorithm. A canonical evolutionary algorithm is based on the application, over a defined number of iterations, of two genetic operators with well defined roles. The recombination operator exploits the search space through the exchange of information between ρ different elements of the population. The second operator is the mutation, which is used to explore the search space through the introduction of random variations in the population. The application of these genetic operators over the initial population leads to the generation of a secondary population P ⟨g⟩ λ of λ elements. Each element of the secondary population will be evaluated and only those elements of P ⟨g⟩ λ leading to promising solutions will be retained, through some selection scheme, as part of the population P ⟨g+1⟩ µ for the next iteration of the evolutionary loop. The procedure is repeated until a defined termination criterion has been achieved. Also, the respective sizes of the initial and the secondary populations, P ⟨g⟩ µ and P ⟨g⟩ λ , remain constant throughout the entire search process.
The initial populations can be selected, throughout the evolutionary loop, in two different ways, non-elitist (ES − (µ/ρ, λ)) and elitist (ES − (µ/ρ + λ)). The main difference between these two schemes is that the former chooses only the best elements from the mutated population. The latter, on the other hand, selects the best elements from an intermediate population generated from the union of the initial and mutated populations. Consequently, a promising element belonging to the initial population can survive throughout the entire optimization process. Although this attribute of the elitist strategy guarantees a monotonic decrement or increment of the fitness function, it can also make it prone to premature convergence into a local optimum.
In what concerns the PSO, before the search for the optimum is the random generation of a population of µ particles. Each of them is composed of n variables which, depending on the context of the problem studied, represent the quantities that need to be optimized. Also, these variables are interpreted as the coordinates of each particle in an n-dimensional space. It must be noted that, at this initial stage, the swarm is assumed to be at rest, that is, the velocity v of each of its elements is zero.
Once the initial locations and speeds have been generated, the search process starts with the evaluation of the individual fitness pbest of each particle in the population. The global optimum of the swarm, gbest, is then obtained from the set of optima pbest previously computed. This information will then serve to modify the location of the swarm through the operator
where m = 1, 2, ..., µ and i = 1, 2, ..., n represent an element of the swarm and the corresponding variable of interest, respectively. The index g is associated with a specific iteration of the search process. The factor ∆t is usually assumed to be one. The speed v m,i is modified through the weighted sum
where 0.0 ≤ Uα ≤ 1.0 with α = 1, 2 are two uniformly distributed random numbers that will serve to include the unpredictable behavior of the swarm throughout the entire search. The coefficients c 1 and c 2 are two scale factors to respectively determine the influence that the individual fitness (pbest) and the global fitness of the swarm (gbest) will have on the particle's new speed and location for the next iteration of the search process. The coefficient 0.0 ≤ w ≤ 1.0 is called the inertia factor and measures how much the original location of the particle is affected by the personal and global optima pbest and gbest, respectively. The steps just described are repeated until a previously established stop criteria has been reached. This can be the
Γ(r') θ Figure 13 : Reprinted (adapted) with permission from Ref. [129] . Copyright (2012) Optical Society of America. Two-dimensional geometry to be optimized, employing ES and PSO, to have a maximum scattering-cross section.
number of iterations or the convergence of the population to the optimum. It is noteworthy that the size of the population, as is the case for the evolution strategies, does not change throughout the entire optimization process.
Designing nanostructures with heuristic optimization
We begin our discussion by considering the simple inverse problem of maximizing the scattering cross-section (SCS) of a two-dimensional, arbitrarily-shaped, unsupported metallic nanoparticle characterized by its frequency dependent dielectric constant ϵ II (ω) [129] . The choice of this geometry is not restrictive, as it corresponds to infinite (or very long) metal nanowires. However, a three-dimensional geometry must be treated in a vectorial way, and this drastically increases the complexity of the problem. This is outside the scope of this section, in which we aim to discuss the engineering of nanostructures through heuristic optimization rather than the feauters of the forward solver. The system is assumed invariant along the axis x 2 and the profile of this structure is represented by the contour Γ(r), where r(x 1 , x 3 ) is the position vector of a point that belongs to the profile. The coordinates x 1 and x 3 are obtained by means of a 2D version of Gielis' Superformula [92] although other parametrization schemes could be used as well [68, 140] .
The particle in Fig. 13 is illuminated with a where r = (x 1 , x 3 ) and ψ(r) is the non null component of the magnetic field. In this geometry, only p-polarized light can excite localized surface plasmons.
The complex scattering amplitude is then computed through the 2DSIE described in Refs. [68, 129] .
wheren ′ is a unit vector normal to the surface, q sc = (q, α I (q)) is the scattered wave vector whose components along the x 1 and x 3 directions are q = ω c n I (ω) sin (θ) and α I (q)) = ω c n I (ω) cos (θ), respectively. Furthermore, the source functions φ(r ′ |ω) and χ(r ′ |ω) respectively correspond to the magnetic field and its normal derivative both evaluated on the surface of the nanoparticle. The scattering cross-section to be maximized, for an established wavelength λ = 532 nm, is given by [129] 
In this example, we consider a cross-like silver nanoparticle illuminated with a p−polarized plane wave. Some typical convergence curves are shown in Fig. 14 . The blue and dark green solid lines correspond to the best realization of the (µ/ρ, λ) − ES and the (µ/ρ + λ) − ES, respectively. In all the numerical experiments conducted in [129] , the elitist evolution strategy outperformed the non-elitist strategy. Also, similar results were obtained varying the parameters considered for the numerical experiments. This suggests the existence of a unique optimal star-like geometry, as those depicted in Fig. 15(a) , that maximizes the SCS at the established wavelength, as shown in Fig. 15(b) . Furthermore, this hypothesis is corroborated by the results obtained with the PSO (solid red line in Figs. 14 and 15) , whose operational principles are completely different from those of the ES.
In Fig. 16 we present the intensity maps, on a logarithmic scale, corresponding to the geometry optimized at the wavelength of resonance and out of it. These results are consistent with those reported in Refs. [68, 90] . However, unlike therein, field enhancement occurs at the star tips rather than within the interstices, as a consequence of the different shape employed here to describe the nanoparticle geometry (roughly speaking, star-like shape with smooth interstices and sharp tip in Fig. 16 , as compared to flower-like shape with smooth tips and acute interstices in Refs. [68, 90] ).
Another illustrative example of the use of heuristic optimization in nanostructures engineering is the work of Forestiere et al. [124] . As a proof-of-concept, the authors of that reference first employ the Generalized Multiparticle Mie-Solution (GMM) coupled with a GA to maximize the field enhancement at an arbitrarily located probing point r 0 . They assess the performance of their optimization scheme through a parametric study involving different configurations of nanospheres, e.g. linear or twodimensional arrays, and the effect of the size and constituting material on the optimized solution. In order to experimentally validate their their optimization procedure, Forestiere et al. fabricated three different two-dimensional arrays of supported metallic nanoparticles, two of them constituted of the periodically distributed isolated cylinders and dimer of cylinders as those shown in Figs. 17(b3)  and 17(b2) , respectively. The third array, whose unit cell is shown in Fig. 17(b1) , is the one optimized by means of the GA coupled with the Finite-Differences Time-Domain method (FDTD). The variables of interest were the radius and the location of each particle in the unit cell. The nearfield spectrum in Fig. 17(a) in Fig. 17 shows the spatial distribution of the electric field in each of the arrays considered. The experimentally measured Raman spectra are depicted in Fig. 17(c) , where the line styles are the same as those used for the different arrays in Figs. 17(a) . Again, the optimized array presents the strongest Raman intensity at the dominant Stokes modes. Ultimately, a comparison between the experimentally measured and the numerically predicted Raman enhancement for each array is shown in Fig. 17(d) .
The reasonably good agreement of these results illustrates the great potential of heuristic optimization in the numerical synthesis of different kinds of application-dependent nanostructures such as, for example, the optical nanoantennae recently studied by Feichtner et al. [122] . Finally, we close this section with a brief discussion on the optimization scheme recently proposed by Ginzburg et al. [131] . The originality of this work lies in the fact that it does not make use of any biologically inspired heuristic paradigm to tailor the resonant behavior of the nanoparticle. Instead, it employs a perturbative quasi-static approach [56] to iteratively compute the effect of a small controlled deformationof the initial nanoparticle's shapeon the spectral position of the resonance. If this one shifts towards a previously established "design" wavelength, the newly generated nanoparticle is retained for the next iteration of the optimization loop. If the perturbation does not lead to a shift towards the "design" wavelength, another deformation is tried until it satisfies the acceptance criterion. The iterations are repeated as many times as needed to end up with a geometry that will resonate at the established wavelength. This process is illustrated in Fig. 18 , where the authors considered a two-dimensional metallic nanoparticle similar to that described in [129] illuminated with a p− polarized plane wave. The insets in Fig. 18 show the convergence towards the optimal geometry. One important advantage of this quasi-static approach is that, in spite of its iterative nature, it is not as time consuming as the evolutionary integral formalism used in [129] or the FDTD method employed in [124] . Nevertheless, an important constraint to be taken into account is that the size of the nanoparticles must be smaller than the incident wavelength.
Applications of Plasmon Enhanced Spectroscopies
The most widespread and successful applications of LSPR spectra are plasmon-enhanced optical spectroscopies. But, what is the relationship between LSPRs activated on Nano Letters LETTER small dimensionless parameter common to all sides. The formalism of resonance shifting due to such shape perturbation of a plasmonic particle 30 yields
where ∂ε/∂h is the derivative of the dielectric permittivity in respect to the dimensionless parameter h, u in is the electric potential inside the unperturbed particle, ∂Ω is the particle boundary, ∂ n is a derivative normal to the boundary direction, r ∂ is a derivative tangent to the boundary direction, and a is a scalar function along the boundary, indicating the amount of particle deformation in the direction of the local normal. Suppose that we move only two arbitrary sides on the discretized boundary by fractions of ha 1 and ha 2 , correspondingly, and consider the following measure
Only the sign of S 1,2 is of importance, since it indicates the direction of the eigenvalue modification after the applied variation. If any combination of signs is possible, it means that any pair of initial resonances may be shifted toward any independent location. Equation 1 may then be rewritten as
This equation is solvable for nondegenerate resonances, since the determinant of the matrix is not zero. Consequently, since the rank of the relevant geometrical transformation is 2, up to two nondegenerate eigenvalues (multipole resonances) may be moved toward any requested values. Specifically, any single resonance (dipole, quadrupole, etc) may be shifted as required. For a given arbitrary shape (polygon), all the resonances may be calculated by solving the "direct problem" of extracting the spectral eigen value for the resonances of a known geometry and material parameters. Here we used discretized boundary integral method, yielding a matrix equation for the eigen values (function of dielectric permittivity) and eigen vectors (surface charge distribution) for example. 31 Other solvers including FDTD, 32 finite element method, and volume integral method may be employed as well. In order to reduce the calculation complexity, we formulate the problem in two dimensions, infinite cylinder with polygonal cross section. Small perturbations to a particle geometry yield small shifts of its resonances, which are tracked by the "direct solver". Each applied perturbation requires verification of the shape validity according to topological and technological limitations: minimal angles (to avoid sharp corners), minimal width (to avoid high aspect ratios), and no intersections.
The perturbation is applied in the following way: two opposite sides of a symmetric shape are moved by a fraction δ in the direction of the local normal tilted by an angle θ (preserving the initial symmetry). θ is an additional degree of freedom used for faster convergence. The particle is subsequently smoothed to prevent sharp corners. If the resulting shape satisfies the desired properties then all resonances are recalculated. The perturbation will be accepted if the resonances will move toward their required values, otherwise the perturbation is nullified and the algorithm step is repeated.
By applying this method, we produced series of particles with resonances spanning the entire visible and NIR spectrum and verified their transmission spectra by FDTD simulations using a proper excitation. In principle, the tuning range is bounded from below by material plasma frequency and unbounded from above (may be in deep IR and further). However, in the deep IR part of the spectrum the eigen value of the integral equation for the resonances 17, 31 is weakly dependent on frequency, since ε is very negative, practically limiting the tuning. These explicit examples show that the entire spectrum may be optimized for absorption and serve, for example, as a building block in solar cells 33 and related applications. The transmission spectrum (forward scattering) of each particle is presented in Figure 1 , where the insets are the corresponding particle geometries and the arrow correspond to the proper polarization of their excitation. This numerical experiment also corresponds to normal incidence spectroscopic measurements, using an array of particles rather than a single particle, in order to enhance the transmitted signal. 17 It should be noted that quality factors of plasmonic resonances, evaluated in our calculations to be ∼20, are usually limited to values below 100 and are higher at the visible spectrum than at NIR. 34 However, the usefulness of the localized plasmon resonances does not emerge from their quality factor, but rather from their associated small modal volumes. Quality factors as well as local field enhancement may be also improved as was shown at ref 35. The simulated particle transversal dimensions were taken to be deep subwavelength, (maximal distance between two points on the object was taken to be 100 nm); however, this parameter was found to have minor influence as long as retardation effects may be neglected, because all the resonances have quasi-static characteristics. The particle material was chosen to be Au (including losses) with the measured dispersion function. 36 Each transmission dip within the spectrum corresponds to an engineered dipole resonance and fits the values predicted by our method within ∼2% accuracy. The resonances of convex gold particles with small aspect ratios are situated in the visible part of the spectrum; hence the shifting to longer wavelengths increases the number of required perturbations, as may be seen from the complexity of the final shapes (Figure 1 ).
Although we demonstrate the method for two-dimensional (2D) particles in order to reduce the calculation time, it may be Figure 1 . Transmission spectra of engineered particles. Insets: respective particles shapes. "1" particle, blue dashed line; "2", red circles; "3", green dash-dot; "4", black solid. Arrow states for polarization of electrical field of the plane wave excitation. a nanostructure and molecular spectroscopy? Let us consider the system formed by a metallic nanoparticle and a molecule close to it, with a laser beam impinging on the system. The intensity of the electromagnetic field generated on the metallic nanoparticle at the LSPRs wavelength might be large enough to highly increase the number of photons coming to the molecule. In which case, the presence of the nanoparticle might increase the smaller transition probabilities, which is the case of the Raman (vibrational) levels, not only at the excitation wavelength, but also at the Raman-shifted emission. This phenomenology resulted in the discovery of an extremely sensitive technique called Surface Enhanced Raman Spectroscopy (SERS), widely employed since the late 70s [18, 141] . The chemical enhancement mechanism aside, this may lead to enhancement factors in the Raman signal of up to (average) 10 6 or (local) 10 9 .
Increased EM local density of states (EM-LDOS) notably enhances molecular fluorescence through the well known Purcell effect [142] , the mechanism underlying surface-enhanced fluorescence (SEF) [143] . And in general, apart from surface-enhanced spectroscopies [141, 144] , a wealth of linear and non-linear optical phenomena may benefit from the large field intensities associated to LSPR, such as second-and third-harmonic generation, singlephoton and two-photon photoluminescence, photodetection, etc. Incidentally, it should be emphasized that a LSPR excitation is not sufficient to produce very large near-field EM enhancements (as simply observed from Mie theory at the sphere LSPR); typically, strongly coupled nanoparticles (the simplest being a nanosphere dimer [145] ) are needed to notably enhance local fields [15] . All these developments have given rise to fascinating spectroscopic techniques, even at the level of single molecule detection and biosensing, where the tailored metal nanoparticles play the role of resonant optical nanoantennas [12, [146] [147] [148] [149] [150] [151] [152] [153] , LSPR s being the underlying physical mechanism. Incidentally, most of those techniques are developed in the visible and near-IR spectral regimes, exploiting the dielectric properties of noble metals (specially Au and Ag). Nonetheless, recent studies based on nanoparticles made with some other metals (Al, Ga, Pt, and others ), which exhibit higher plasmon frequencies at the expense of larger dissipative losses, have extended the spectral range of some applications into the UV regime [154] [155] [156] .
On the other hand, it has been found in recent years that LSPR s exhibit potential on metal nanoparticles in optical heating and imaging applications [157] [158] [159] , which makes them suitable candidates for photothermal cancer therapy [113, [160] [161] [162] . Heating metallic nanoparticles, previously allocated into cancerous cells, with an impinging laser beam, halts cellular activity, thus leading to either shrinking the tumor size, or slowing down its spread. Obviously, the larger the NP temperature, the more effectively the cell activity is stopped. That is the reason why most of the effort in this novel field is focused on exploiting the huge electromagnetic fields produced on the nanoparticles through LSPRs. Indeed, it has been shown that Au NPs can be heated up to temperatures five orders of magnitude larger than those reached with dyes originally used in early demonstrations of photothermal tumor therapy [113] . This fact leads to a reduction of the irradiation energy, considerably shrinking the probability of damaging non-cancerous cells.
There is a vast amount of literature reviewing all of these applications, and indeed dealing with all these topics lies beyond the scope of the present review. In the next section, we will examine a few special cases (some actually novel) that clearly illustrate the connection between the plasmonic spectra and the expected application, in turn requiring complex theoretical and numerical techniques as described above. We will separate these techniques into two categories, depending on whether or not multiple LSPRs are in order.
Single LSPR applications
First, we will present two examples that directly stem from the strong LSPR of a complex nanostructure (a nanostar), SERS and optical heating.
SERS on Ag nanostars
As pointed out above, strongly coupled nanoparticles leading to enhanced local EM fields [15] were thought to be necessary to accomplish significant SERS enhancement factors, especially if single molecule detection ought to be achieved. However, it has been demonstrated that single NPs of complex shape, such as nanostars and nanoflowers can play the role of SERS substrates without any induced aggregation [71, [87] [88] [89] [90] [91] .
It is generally assumed that the LSPR as determined through the extinction cross section describes the applicability of a specific nanostructure to SERS, so that the LSPR wavelength and width determine the spectral range in which the Raman signal is enhanced. Nevertheless, the SERS EM enhancement factor σ(ω) is usually estimated as [141] 
where E(ω) is the electric field amplitude on the metal NP surface at the excitation frequency ω (assuming that the Raman-shift is much smaller than the LSPR width) and E 0 (ω) corresponds to that of the excitation field. Thus one needs to accurately calculate the near field, apart from the far-field contribution to Q ext , to ensure that actual SERS enhancement takes place on a given nanostructure. In Fig. 19 (a) the normalized extinction efficiency Q ext (blue curve) for a silver nanostar defined by the supershape parameters [see Eqs. (9)]
with six tips (n = 6) in the plane Π is plotted (also see schematic in Fig. 7 ) . Numerical calculations are carried out through the SIE method [71] using the Ag dielectric function in Ref. [35] . Two (dipolar and quadrupolar) LSPRs are obtained at the wavelengths 603 and 489 nm, respectively. Below, the electric field intensities on the surface of the 6-tip nanostar are shown at each LSPR. It is seen that the electric field is accumulated at the vertices (as shown in Fig. 7) , producing very large electric field intensities, up to |E| 2 ∼ 10 4 for the stronger, dipolar LSPR. The SERS efficiency, Q SERS , is defined as the area of the surface NP wherein the electric field enhancement σ SERS exceeds a certain threshold so as to be SERS active. This threshold can be tuned at will for a given experimental configuration: in our case, we require locally σ SERS > 10 6 . The resulting Q SERS is plotted in Fig. 19 as a red curve with peaks at 496, 619 nm also found in connection to the LSPR. The quadrupolar one is barely visible, indicating that only the strong dipole LSPR is SERS active. Incidentally, note that the Q SERS peaks are redshifted with respect to Q ext , spectral redshift of the near-field maximum with respect to the far-field has been explained in Refs. [26, 27] , either due to the impact of damping in a driven, damped harmonic oscillator model [26] , or due to the different spectral behavior between homogeneous and evanescent components of the scattered wave field [27] . Finally, we show in Fig. 19 the areas on the surface of various Ag nanostars (with different number of tips) that could enhance the Raman signal at their corresponding dipole LSPRs, determined from both Q ext (left) and Q SERS (right). All of them show SERS active areas at the vertices and, despite the small shift between the LSPR maxima, such SERS active area are larger and stronger upon matching the Q SERS condition for the LSPR maximum. We thus conclude that metallic nanostars, without induced aggregation, are suitable SERS substrates, since Q SERS ≠ 0 for various geometries at corresponding range of wavelengths [71, 87] . We emphasize the importance of rigorous calculations of localized near electric fields, since they might or not be large enough to be SERS active, and if so, at wavelengths redshifted compared to that of the LSPRs in the extinction cross section.
Optical heating by Au nanostars
Next, we show that metallic nanostars are not only suitable for sensing application, but can also play the role of heat sources as or more efficient than the commonly studied nanoshells [160] , because of their large absorption cross section s at the LSPR [76, 162] . In Fig. 20(a) the absorption and scattering cross sections, calculated through the SIE method [71] , are presented for various 4-tip Au nanostar s (see Fig. 7 ) , revealing their dependence on the tip sharpness, while keeping their volume constant. The supershape parameters (9) are defined as in Sec. 4.3.2; specifically, n 1 = s governs the tip sharpness. Strong LSPR maxima are observed that redshift with increasing sharpness, reaching the spectral window around 800nm specially suited for medical applications. Moreover, the sharper the nanostar tips are, the larger is the absorption cross section at the LSPR. Which is the main goal for the purpose of achieving optical heating, since absorption is responsible for temperature increase [159] . (Incidentally, note that the scattering cross section also grows with increasing sharpness, which might be advantageous in photothermal therapy as a result of the enhancement of the optical contrast for optical coherence tomography imaging [160] .) It was shown in Ref. [76] that the temperature for the sharper nanostar isabout thirty times larger than that for the effective sphere. In Fig. 20(b) the temperature distribution on the plane Π is shown for the sharper Au nanostar (as induced by the large field enhancements at the LSPR as shown in Fig. 20(c) ), revealing that the effective heating range being almost restricted to the touching regime. Thus, cells will only be affected by the presence of the nanostars when both are in contact. These results indicate that Au nanostars might be good candidates as heat sources, the assessment of which requires rigorous numerical calculations of far-field and near-field spectra.
Multifrequency LSPR nanoantennas:
Nanotrimers and nanorods
Doubly-enhanced fluorescence on Ag nanotrimers
In all of these papers a single LSPR is excited either at the pump frequency or at the emission frequency, so that the resulting LSPR-mediated enhancement occurs only at one of the involved frequencies (except of course in the case of SERS, for which the corresponding Raman shift is typically so small that both frequencies may lie within a single LSPR). In a recent work, metal nanotrimers were proposed based on dimer nanoantennas with another nanoparticle of different shape/orientation in between, in order to exploit the resulting LSPRs to enhance single molecule fluorescence [164] . With the assumption that a fluorescent molecule is located nearby, we investigate the enhance- ment of the corresponding decay rates and the total enhancement of the resulting signal. Actually, the total fluorescence enhancement can be determined below saturation through the expression
which combines the excitation enhancement through the near-field intensity at ω 1 , and the emission enhancement η/η 0 at ω 2 . (Keep in mind that for the latter expression to be applicable, the dipole position and orientation must be taken into account η(ω 2 ) and |E(ω 1 )| 2 . ) The two LSPRs associated with the nanotrimer give enhancements both at the excitation wavelength (see Fig. 21(b) ), with nearly an order of magnitude enhancement, and at the emission wavelength (see Fig. 21 (c), which yields η/η 0 ∼ 30 for η 0 = 1%, see [164] ), thus leading to single molecule fluorescence enhancements of 2-3 orders of magnitude. This may be especially relevant for low efficiency molecules.
Doubly-enhanced nonlinear Optics on Au nanorod dimers
Harutyunyan et al. [165] experimentally confirmed the enhancement of nonlinear optical processes with the large local EM fields associated with two LSPRs excited at an asymmetric dimer nanoantenna. The multifrequency antenna consists of two metal arms of different lengths and separated by a gap that is filled by a nonlinear optical material (Fig. 22, top left) . The fields E S (ω 1 ) and E S (ω 2 ) received by the two antenna arms overlap in the gap region (see near-field calculations in Fig. 22, top right) . The lengths of the metal arms are chosen such that a half-wave LSPR is established at frequencies ω 1 and ω 2 , respectively, as demonstrated in the near-field spectra shown in Fig. 22 , bottom left. The two antenna arms are embedded in a nonlinear medium with dielectric constant ε = 2.89 (ITO) and third-order susceptibility χ (3) , giving rise to an instantaneous nonlinear response
which in turn gives rise to radiation at the frequency ω 3 = 2ω 1 − ω 2 , as numerically calculated in Fig. 22 , top right. To verify this, experiments of frequency conversion (four-wave mixing, 4WM) were carried out with different antenna geometries in Ref. [165] (see Fig. 22 , bottom right). Each arm length was chosen according to the linear measurements to be in resonance with one of the excitation wavelengths, and the gap size was varied. Unlike linear scattering experiments, the 4WM signal strongly depends antenna consisting of both arms, the field is evaluated in the gap at the midpoint between the arms. The curves reveal that the short and long antenna arms exhibit halfwave resonances at 1 ¼ 780 and 2 ¼ 1100 nm, respectively. The interaction between the two antenna arms slightly shifts the two resonances and increases the frequency splitting [14] . However, it is evident that the interaction is weak and that the spectral dependence of the two antenna arms is not significantly affected. To experimentally verify this observation, we have performed linear scattering measurements on antennas. First, the lengths of antenna arms resonant with our excitation wavelengths at 1 ¼ 800 and 1 ¼ 1150 nm were identified by darkfield imaging of antennas of different arm lengths (data not shown). Then, the linear response of structures with fixed arm lengths, but varying gap size, was measured. Figures 3(b) and 3(c) show the dark-field linear scattering of the same resonant antennas when only the size of the gap is varied from 20 to 80 nm in 10-nm steps. In both images the scattering amplitude is nearly constant, proving that the linear interaction is virtually absent in far-field measurements. Higher order plasmonic modes are not expected to play a major role under current experimental conditions due to the relatively small size of the antenna elements [5] . This was verified by linear scattering measurements at 633 nm, close to 4WM emission wavelength (615 nm), where no measurable gap dependence of the scattered signal was observed.
We next evaluate the efficiency of frequency conversion as a function of the two incident wavelengths 1 and 2 . For simplicity we assume that the ð3Þ is frequency independent. The frequency conversion efficiency is proportional to the square modulus of the nonlinear polarization and is shown in Fig. 4 . The nonlinear spectral response from composite materials can be complex due to the strong coupling between the plasmonic modes [11] . However, from Fig. 4 it is evident that in the case of spectrally detuned antenna elements, the overall nonlinear response is still governed by the plasmonic resonances of the individual elements, and the frequency conversion efficiency is the highest if the two incident wavelengths are resonant with the two antenna arms.
To test if the nonlinear response of the antennas indeed shows different behavior as compared to their linear response as predicted by the theoretical calculations shown in Fig. 2 , we carried out experiments of frequency conversion with different antenna geometries (Fig. 5) . Here each arm length was chosen according to the linear measurements to be in resonance with one of the excitation wavelengths, and the gap size was again varied from 20 to 80 nm. In difference to our linear scattering experiments, the 4WM signal strongly depends on the size of the gap. The signal is strongest for the smallest gap size and vanishes for large gaps (Fig. 5) . On the other hand, if the antenna arms are not resonant with the excitation wavelengths, we find that the 4WM signal reduces significantly and no longer depends on the gap size (data not shown). Thus, by employing antenna elements with different spectral resonances, we provide a strategy to tune the nonlinear response independent of the linear properties. This behavior is expected to break down in the quasistatic regime, where the resonances are no longer size-dependent [20] . The results shown in Fig. 3 as a function of input wavelengths. The figure shows contours of jP ð3Þ ð1; 2Þj 2 , which is proportional to the frequency conversion efficiency. PRL 108, 217403 (2012) P H Y S I C A L R E V I E W L E T T E R S week ending 25 MAY 2012 217403-3 Fig. 5 ), the above-mentioned trends were consistently observed for all measured antenna arrays. See Supplemental Material [21] .
In our experiments the antennas were resting on a nonlinear substrate rather than being embedded in it as in the calculations presented above. This difference, however, has proven to have little or no influence on the nonlinear response of very similar nanoantenna-ITO hybrid systems [22] . Thus, while embedding our samples in ITO or any other highly nonlinear medium might have increased the efficiency of frequency conversion, we do not expect any qualitative changes in the behavior of the nonlinear signal. The gap dependence of the 4WM signal in resonant antennas is a direct evidence that the signal is generated in the nonlinear material in the gap region, i.e., the nonlinear substrate and the end facets of the antenna arms. It is also interesting to note that we did not measure any reproducible gap dependence of the emitted two-photon excited luminescence (TPL) signal. TPL is a nonlinear process that does not require multifrequency excitation and therefore is expected to be significantly less sensitive to the relative positions of the antenna elements. Similarly, if the two antenna arms are excited nonresonantly, most of the residual 4WM signal originates from the individual antenna arms and hence does not depend on the gap size.
In conclusion, we have introduced the concept of resonant nonlinear antennas and have experimentally demonstrated its realization at optical frequencies. The use of nonlinear materials in combination with traditional noble metal nanostructures provides a framework for nonlinear optical signal generation. The approach developed here on the size of the gap. The signal is strongest for the smallest gap and vanishes for large gaps (Fig. 22, bottom right) . On the other hand, if the antenna arms are not resonant with the excitation wavelengths, the authors found that the 4WM signal decreases significantly and no longer depends on the gap size (as expected).
In conclusion, coupled metal nanoparticle configurations with multiple LSPRsgive rise to a rich phenomenology that may lead to a huge enhancement of inelastic or nonlinear optical scattering, as has been reviewed above in connection with single molecule fluorescence and four-wave mixing, and with straightforward implications for low efficiency emitters/processes as in, e.g., (bio)molecular sensing or optoelectronic devices. Key to these conclusions, was the rigorous numerical calculationof linear and non linear scattering by complex-shape coupled NPs.
Conclusions
Recent advances in plasmonics have been reviewed, with particular focus on theoretical and numerical tools required for the rigorous determination of the spectral properties of complex-shape nanoparticles exhibiting strong localized surface plasmon resonances (LSPRs). Full electrodynamic methods with their numerical implementations, including recently developed surface integral equation formulations, have been shown to be extremely useful tools for these purposes. Examples of the performance of these techniques for complicated nanoparticle shapes with the goal of determining their LSPR spectra have been given. In this regard, complex (single) nanoparticle configurations (nanocrosses and nanorods) are also reviewed. Single and coupled metal nanoparticle configurations with multiple LSPRs have been mentioned exhibiting a hierarchy of multiple-order LSPR (including asymmetric, Fano-like LSPR line shapes) that give rise to a rich phenomenology with large scattering cross sections and local field enhancements. In addition, means to address the design of complex geometries with ad-hoc plasmonic properties are commented on, with special interest in optimization techniques based on bio-inspired algorithms. Among the various applications based on LSPR spectroscopic properties, a few particular cases are discussed: single-nanoparticle SERS and optical heating, and multifrequency nanoantennas for uorescence and nonlinear optics. Such phenomenology hold promise of fascinating achievements resulting from the huge enhancement of elastic/inelastic or nonlinear optical scattering and absorption (as have been reviewed in connection with SERS, single molecule uorescence and four-wave mixing), with straightforward implications in, e.g., optoelectronic devices, metamaterials, (bio)molecular sensing, and even photothermal therapy.
