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Abstract
The paper concerns itself with establishing large deviation principles for a sequence of stochastic in-
tegrals and stochastic differential equations driven by general semimartingales in infinite-dimensional
settings. The class of semimartingales considered is broad enough to cover Banach space-valued semi-
martingales and the martingale random measures. Simple usable expressions for the associated rate
functions are given in this abstract setup. As illustrated through several concrete examples, the re-
sults presented here provide a new systematic approach to the study of large deviation principles for
a sequence of Markov processes.
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1 Introduction
The theory of large deviations is roughly the study of the exponential decay of the probability measures of
certain kinds of extreme or tail events (see [12] for some general principles of this theory). More precisely,
as formulated by Varadhan [49], the large deviation principle for a sequence of probability measures {µn}
is defined as follows:
Definition 1.1 Let U be a Polish space and {µn} a sequence of probability measures on (U,U), where
U is the Borel σ-algebra on U . {µn} satisfies a large deviation principle (LDP) with rate function
I : U → [0,∞), if
lim inf
n→∞
1
n
log µn(O) ≥ −I(O), for every open set O ∈ U ,
and
lim sup
n→∞
1
n
log µn(C) ≤ −I(C), for every closed set C ∈ U .
Here for a set A, I(A) = infx∈A I(x).
∗Research supported in part by NSF grants DMS 05-53687, 08-05793 and Louisiana Board of Regents through the Board
of Regents Support Fund (contract number: LEQSF(2016-19)-RD-A-04).
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The rate function I is generally taken to be lower semicontinuous, and under that condition it is unique.
Much of the earlier work on the large deviation principle (Donsker and Varadhan [14, 15]) was based
on change of measure techniques, where a new measure is identified under which the events of interest
have high probability, and then the probability of that event under the original probability measure is
calculated using the Radon-Nikodym derivative.
Starting with the pioneering works of Fredlin and Wentzell [22], there has been a vast body of work
on large deviation asymptotics for various small noise stochastic differential equations (SDEs) driven by
Brownian motions in both the finite-dimensional and infinite-dimensional settings, and a partial list of
references is [1, 37, 35, 46, 4, 51, 34, 2, 16, 5, 42, 33]. Historically, there are comparatively less amount
of results available on large deviations of SDEs with jumps, particularly, for infinite-dimensional models.
However, in the past decade quite a few papers have come up where the authors proved large deviation
results for SDEs driven by Poisson random measures (for example, see [32, 41, 7]).
Traditional route for proving LDP involves discretizing the given SDE and proving an LDP first for
the simplified discretized system usually through a contraction principle. One then shows that the original
system is exponentially close to the discretized system through some technical probability estimates and
argues that a LDP holds for the original model. Although this program of proving LDP works for many
finite-dimensional models, it is considerably difficult to carry it out for infinite-dimensional models. One
reason behind that is the fact that discretization needs to be done for both the space and the time
variables. The presence of jumps in these infinite-dimensional models makes such a program even more
difficult to implement as several key estimates are exceedingly difficult to obtain in these cases and
furthermore have to be done on a case by case basis. Also, identification of the rate function in a suitable
usable form remains as the subsequent challenging task. This probably explains why there haven’t been
too many works on infinite dimensional models with jumps until recently.
The main aim of the present paper is to investigate large deviation principles for infinite-dimensional
SDEs driven by general semimartingales. Toward this end, the paper explores the ideal growth conditions
one needs on the driving semimartingales for large deviation-results for the corresponding SDEs. More
specifically, conditions are sought which would ensure that if {(Xn(0), Yn)} satisfies a LDP, then a LDP
also holds for {Xn}, where {Xn} solves
Xn = Xn(0) + F (Xn−) · Yn.
Here for a semimartingale Y and a cadlag adapted process X, X− · Y (t) denotes the stochastic integral∫ t
0 X(s−)dY (s). The natural first step in this approach is to conduct a large deviation analysis for
stochastic integrals, that is, we investigate conditions required on the sequence {Yn} which guarantees
a LDP for {Xn− · Yn} whenever a LDP holds for the pair {(Xn, Yn)}. Since in general, there does not
exist a continuous function f such that X− · Y = f(X,Y ), the result cannot be arrived at by a simple
application of the contraction principle!
For finite-dimensional processes, a uniform exponential tightness (UET) condition on the sequence
{Yn} was given in Garcia [24] which yields the desired result. The idea of the UET condition is inspired
by the uniform tightness condition used by Jakubowski, Mem´in and Page`s [28] to prove weak convergence
results for a sequence of stochastic integrals (also see [29, 30]). Roughly speaking, the UET condition says
that as long as an integrand sequence remains bounded, the probability of the magnitudes of the sequence
of corresponding integrals with respect to Yn becoming unbounded is exponentially small. Under such a
growth condition, Garcia ([24, Theorem 1.2]) proved the following result:
Theorem 1.2 Let {Yn} be a uniformly exponentially tight sequence of {Fnt }-adapted real-valued semi-
martingales and {Xn} be a sequence of {Fnt }-adapted real-valued cadlag processes. If {(Xn, Yn)} satisfies
a large deviation principle with a rate function I, then so does the tuple {(Xn, Yn,Xn− · Yn)} with the
rate function J given by
J(x, y, z) =
{
I(x, y), z = x · y, y finite variation,
∞, otherwise. (1.1)
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Here x · y(t) ≡ lim‖σ‖→0
∑
i x(ti)(y(ti+1)− y(ti)), where σ = {0 = t0 < t1 < . . . , tn = t} is a partition of
the interval [0, t) and ‖σ‖ ≡ maxi(ti − ti−1) is the mesh of the partition σ.
A similar result for stochastic differential equations in the finite-dimensional setting has also been proved.
The feature which actually makes the above theorem unique and interesting is the following: although
the result covers general stochastic integrals (and not limited to the ones driven by usual integrators
like Brownian motions or Poisson processes), the form of the rate function of the stochastic integrals is
quite simple in the sense that it is easily expressible in terms of the known rate function of the original
process-sequence {(Xn, Yn)}. Note that the rate function J can only be finite for those paths for which
the y-parts are of finite variation.
Our goal is of course to investigate such general results in infinite-dimensional settings, and moreover,
we are quite ambitious in our goal in the sense that we want to prove our results for quite a general class
of infinite-dimensional semimartingale integrators rather than for a smaller class which are restricted to
taking their values in a specific type of infinite-dimensional space. In other words, we want to consider a
class of semimartingales which is broader than, for example, the class of Hilbert space-valued semimartin-
gales. The motivation behind considering such a broad class is that most of the popular integrators take
values in different kinds of infinite-dimensional spaces — for example, space-time Gaussian white noise
take values in the space of distributions, a Wiener process with trace-class covariance operator takes
values in a Hilbert space while a Poisson random measure takes values in the space of counting measures.
The class of semimartingales we find suitable for this purpose is the class of H#-semimartingales which
was introduced by Kurtz and Protter in [31] (see Section 2). Here H is a separable Banach space, and
an H#-semimartingale Y can be thought of as a semimartingale indexed by elements of H and time
satisfying some necessary properties one needs to do stochastic analysis with it. But as is made clear
in Section 2, an H#-semimartingale Y might not take values in H or some other Banach space! Indeed,
one of the advantages of working with H#-semimartingales is that the knowledge of specific path-space
where the sequence of H#-semimartingales take values is not important; as is illustrated in subsequent
sections all the necessary definitions, conditions and results can be formulated through a collection of
finite-dimensional projections of these semimartingales. Furthermore, many of the necessary conditions
for the LDP are encoded in the choice of the indexing space H. The stochastic integral process X− · Y ,
however, is assumed to L-valued for some Banach space L.
We now make some comments about mathematical technicalities in the paper. We first extend the
concept of UET-condition to a sequence of H#-semimartingales (c.f Section 3). The large deviation
results for infinite dimensional stochastic integrals and SDEs were proven through an approach that is
analogous to the Prohorov compactness approach to weak convergence. This approach has its roots in the
works Puhalskii [39], O’Brien and Vervaat [38], de Acosta [11]. The proof of weak convergence typically
involves verification of tightness of the sequence. A similar role is played by the exponential tightness
(Definition A.1) condition in the ‘weak convergence approach’ to large deviation theory. Puhalskii [39]
(and in more general settings, O’Brien and Vervaat [38] and de Acosta [11]) showed that exponential
tightness implies existence of a large deviation principle along a subsequence (see Theorem 3.7 of [19]).
Verification of exponential tightness for the necessary cadlag processes in the present paper utilizes some
useful results established in Feng and Kurtz [19]. These results are in the same spirit as those standard
results on tightness of a sequence of processes involving estimation of their fluctuations. LDP for the
stochastic integrals driven by these infinite-dimensional H#-semimartingales was established by using
appropriate finite-dimensional projections and proving that these finite-dimensional approximations are
sufficiently close so that an approximation result like [19, Lemma 3.14] can be employed to establish the
desired LDP (c.f Theorem 4.8). However, it does not give the corresponding rate function in a usable
form. Indeed, as evident from Theorem 4.8, the rate function coming from the use of [19, Lemma 3.14]
is quite complicated.
Although such approximation analyses for proving LDP have to be done carefully for the broad type
of infinite dimensional problem considered here, the major mathematical challenge, however, is to express
3
the rate function in a simple usable form as in (1.1), and a significant portion of the paper is devoted
toward that end. In doing so in the infinite-dimensional settings, one of the major obstacles we face
is that the path-space of the infinite-dimensional H#-semimartingales is not known — as mentioned, it
depends on specific examples. But one of the significant mathematical accomplishments of the present
paper lies in demonstrating that under the UET-condition on {Yn}, the joint rate function J(x, y, z) of
{(Xn, Yn,Xn− · Yn)} can only be finite on those paths (x, y, z) whose y-parts, in some suitable sense, are
equivalent to paths in H∗ having bounded total variation (c.f Theorem 5.1). This allows us to define
a Riemann-type integral with respect to y, and the rate function J can be expressed in a form similar
to (1.1) in the infinite-dimensional settings (see Theorem 5.7 for the result on stochastic integrals and
Theorems 6.1 and 6.3 for the corresponding result on SDEs). This has been achieved by using tools from
basis theory of separable Banach spaces, in particular, a proper pseudo-basis in H is identified which
enables us to interpret y as paths in H∗. A basis or more generally a pseudo-basis in a Banach space is
an extension of the concept of complete orthonormal set for a separable Hilbert space.
By investigating the large deviation asymptotics in such a general abstract setting, the paper not
only provides deeper insight into the problem’s fundamental structure, but also pave the way for a
systematic program to LDP of Markov processes. Many Markov processes can be represented as solutions
of stochastic differential equations driven by various types of finite or infinite-dimensional semimartingales,
where a LDP for the sequence of driving semimartingales comes from standard textbook type results.
Then one uses Theorems 6.1 or 6.3 to get the LDP for the desired sequence of processes relatively easily
after verifying the required conditions. In particular, use of these general results enables one to avoid
any complicated discretization or approximation schemes that are constructed on a case by case basis to
prove LDP for different infinite-dimensional SDEs. The concrete examples at the end demonstrate such
applications of our results, thereby, illustrating the usefulness of this kind of a unified approach toward
LDP problems.
Before outlining the organization of the paper, we mention two other alternative approaches toward
LDP for Markov processes, and depending on the problem the user might give preference to one over the
others. Both of these approaches make use of the connection between control theory and large deviations
in their own different ways. Connections between control theory and large deviations can be traced back
to the works of Fleming [20, 21]. The ideas there were then extended further by Feng and Kurtz in [19]
who used convergence of the corresponding sequence of nonlinear semigroups associated with a sequence
of Markov processes to prove the desired large deviation results. This was achieved by studying the
convergence of the corresponding generators to a limiting operator H and then verifying a comparison
principle for viscosity solutions of an infinite-dimensional Hamilton Jacobi equation associated with H. A
variational representation of H is then constructed, and the limiting semigroup is subsequently identified
as the so called Nisio semigroup associated with an optimal control problem. This control problem
then gives an explicit and more usable representation of the rate function. Although this program of
verification of LDP has been carried out for lots of models in [19], the proofs, particularly, the verification
of a comparison principle, are often quite technical borrowing heavily from PDE theory and need to
be done on a case by case basis. A different approach based on variational representations of certain
exponential functionals of the integrators was developed in the works of Budhiraja, Dupuis, etal. [3, 4, 6]
(also see [17] for a treatment of discrete processes). Establishing LDP involves studying the asymptotics
of the sequence n−1 logE[exp(−nF (Xn))] and through variational representation these quantities can
be interpreted as costs of an optimal control problem. From there it can be argued that the main step
in proving a LDP for {Xn} entails studying weak convergence of a controlled version of the sequence
{Xn} given by solutions of controlled perturbations of the original sequence of SDEs. The diffculty level
of studying the relative compactness properties of the corresponding controlled processes varies from
systems to systems — while it is comparatively ‘easier’ for SDEs driven by Brownian motions [3], the
analysis is more intricate for systems with jumps [7, 8] and more so in infinite-dimensional settings.
The paper has been written with the effort and intention to make it largely self-contained for prob-
abilists. Hence, many of the concepts and results, particularly the ones from functional analysis, which
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might not be familiar to a general researcher in probability theory, have been briefly described. The rest
of the paper is organized as follows. A brief introduction to H#-semimartingales is given in Section 2.
Section 3 concerns itself with the idea of uniform exponential tightness. Important results on exponential
tightness and large deviations of stochastic integrals are established in Section 4. Identification of the rate
function of the integrals in a simple form was the biggest challenge in this infinite-dimensional setting,
and this is the focus of Section 5. The large deviation results on general SDEs are proved in Section 6.
Section 7 then illustrates a systematic program for verification of LDP through several concrete examples.
Finally, the Appendix collects some key results and concepts including those from Orlicz spaces and basis
theory of Banach spaces.
Notations: Unless otherwise specified, H,K will denote generic separable Banach spaces. H∗c will denote
the dual space H∗ equipped with the topology of uniform convergence on compacts. For a complete and
separable metric space (E, r), C(E) ≡ C(E,R) will denote the space of R-valued continuous functions on E
topologized by uniform convergence on compacts. Cb(E) ≡ Cb(E,R) will denote the subspace of bounded
R-valued continuous functions on E. Cb(E)
+ ⊂ Cb(E) will denote space of all functions f ∈ Cb(E) with
infx∈E f(x) > 0. If E is compact, then C(E) = Cb(E) and consequently, the suffix b will be dropped.
If µ is σ-finite measure on E, then as standard, Lp(E, µ) will denote the space of R (or depending on
the context Rd)-valued functions on E with finite p-th moment. If there is no confusion about the space
E or the measure µ, then the notation Lp(µ) or Lp(E) will also be interchangeably used. Similarly,
LΦ(E, µ) ≡ LΦ(E) ≡ LΦ(µ) will denote the Orlicz space corresponding to a Young’s function Φ. MF (E)
(resp. P(E)) will denote the space of finite (resp. probability) Borel measures on E with the topology
being given by the weak convergence. MP(E)[0,∞) will denote the space of measurable P(E)-valued
functions on [0,∞). DE[0,∞) will denote the space of cadlag functions taking values in E on the time
interval [0,∞). λ∞ will denote the Lebesgue measure on [0,∞). For A ⊂ E, Aδ will denote δ-fattening
of A, that is, Aδ = {x ∈ E : infy∈A r(x, y) < δ}. λ∞ will denote the Lebesgue measure on [0,∞).
2 Infinite-dimensional semimartingales
The goal of this section is to give a brief introduction to H#-semimartingale, as introduced in [31], and
describe stochastic integrals with respect to them. A few other popular notions of infinite-dimensional
semimartingales include orthogonal martingale random measure [25], worthy martingale random measures
[50], Banach space-valued semimartingales [36], nuclear space-valued semimartingales [48]. But as noted
in [31], most of these separate classes of processes can be thought of as H#-semimartingales for suitable
H.
2.1 H#-semimartingale
Let H be a separable Banach space.
Definition 2.1 An R-valued stochastic process Y indexed by H× [0,∞) is an H#-semimartingale with
respect to the filtration {Ft} if
• for each h ∈ H, Y (h, ·) is a cadlag {Ft}-semimartingale, with Y (h, 0) = 0;
• for each t > 0, h1, . . . , hm ∈ H and a1, . . . , am ∈ R, we have
Y (
m∑
i=1
aihi, t) =
m∑
i=1
aiY (hi, t) a.s.
As in almost all integration theory, the first step is to define the stochastic integral in a canonical way
for simple functions and then to extend it to a broader class of integrands.
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Let Z be an H-valued cadlag process of the form
Z(t) =
m∑
k=1
ξk(t)hk, (2.1)
where the ξk are {Ft} adapted real valued cadlag processes, and h1, . . . , hk ∈ H.
The stochastic integral Z− · Y is defined as
Z− · Y (t) =
m∑
k=1
∫ t
0
ξk(s−)dY (hk, s).
Note that the integral above is just a real valued process. It is necessary to impose more conditions on
the H#-semimartingale to broaden the class of integrands Z.
Let St be the collection of all processes of the form (2.1) with sups≤t ‖Z(s)‖ ≤ 1. Define
Ht =
{
sup
s≤t
|Z− · Y (s)| : Z ∈ St
}
. (2.2)
Definition 2.2 An H#-semimartingale Y is standard if for each t > 0, Ht is stochastically bounded,
that is for every t > 0 and ǫ > 0 there exists k(t, ǫ) such that
P
[
sup
s≤t
|Z− · Y (s)| ≥ k(t, ǫ)
]
≤ ǫ,
for all Z ∈ St .
2.2 Integration with respect to a standard H#-semimartingale
Let X be an {Ft}-adapted H-valued cadlag process. Approximating X by simple functions of the form
(2.1) is a crucial technique that is used repeatedly in Section 4. The following lemma on partition of
unity (Lemma 3.1, [31]) and subsequent steps needed for such constructions are briefly discussed below.
For a topological space S, let Cb(S) denote the space of continuous and bounded real-valued functions
on S with the sup norm.
Lemma 2.3 Let (S, d) be a complete, separable metric space and {φk} a countable dense subset of S.
Then for each ǫ > 0, there exists a sequence {ψǫk} ⊂ Cb(S) such that supp {ψǫk} ⊂ B(φk, ǫ), 0 ≤ ψǫk ≤
1, |ψǫk(x) − ψǫk(y)| ≤ 4ǫd(x, y), and for all x ∈ S,
∑∞
k=1 ψ
ǫ
k(x) = 1 where only finitely many terms in the
sum are non zero. In fact, the ψǫk can be chosen such that for each compact K ⊂ S, there exists NK <∞
for which
∑NK
k=1 ψ
ǫ
k(x) = 1, x ∈ K.
Now let S = H, and let {φk} be a countable dense subset of H. Fix ǫ > 0 and let {ψǫk} be as in Lemma
2.3. For x ∈ DH[0,∞), define
xǫ(t) =
∑
k
ψǫk(x(t))φk.
Note that since x is cadlag, for each T > 0, there exists NT <∞ such that
xǫ(t) =
NT∑
k=1
ψǫk(x(t))φk, t ∈ [0, T ] .
Further observe that
‖x(t)− xǫ(t)‖H ≤
∑
k
ψǫk(x(t))‖x(t) − φk‖H ≤ ǫ.
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Let X be a cadlag, H-valued, {Ft}-adapted process and similarly define
Xǫ(t) =
∑
k
ψǫk(X(t))φk. (2.3)
Then as observed, ‖X −Xǫ‖H ≤ ǫ and the stochastic integral of Xǫ− · Y (t) is defined naturally as
Xǫ− · Y (t) =
∑
k
∫ t
0
ψǫk(X(s−))dY (φk, s).
The following theorem [Theorem 3.11, [31]] proves the existence of the limit of
{
Xǫ− · Y
}
, which we define
as the stochastic integral X− · Y .
Theorem 2.4 Let Y be a standard H#-semimartingale, and let X be an H-valued cadlag adapted process.
Define Xǫ as above. Then
X− · Y ≡ lim
ǫ→0
Xǫ− · Y
exists in the sense that for each t > 0,
lim
ǫ→0
P
[
sup
s≤t
|Xǫ− · Y (s)−X− · Y (s)| > η
]
= 0,
for all η > 0. X− · Y is a cadlag process.
Example 2.5 Let (E, r) be a complete, separable metric space and µ a sigma finite measure on (E,B(E)).
Denote the Lebesgue measure on [0,∞) by λ∞, and let W be a space-time Gaussian white noise on
E×[0,∞) based on µ⊗λ∞, that is,W is a Gaussian process indexed by B(E)×[0,∞) with E(W (A, t)) = 0
and E(W (A, t)W (B, s)) = µ(A ∩ B)min {t, s}. For h ∈ L2(µ), define W (h, t) = ∫U×[0,t) h(x)W (dx, ds).
The above integration is defined (see [50]), and it follows thatW is an H#-semimartingale with H = L2(µ).
It is also easy to check that W is standard in the sense of Definition 2.2.
Example 2.6 Let E, r and λ∞ be as before ν a sigma finite measure on (E,B(E)). Let ξ be a Poisson
random measure on E × [0,∞) with mean measure ν ⊗ λ∞, that is for each Γ ∈ B(E)⊗ B([0,∞)), ξ(Γ)
is a Poisson random variable with mean ν ⊗ λ∞(Γ), and for disjoint Γ1 and Γ2, ξ(Γ1) and ξ(Γ1) are
independent. For A ∈ B(U) with ν(A) < ∞, define ξ˜(A, t) = ξ(A × [0, t]) − tν(A). For h ∈ L2(µ), let
ξ˜(h, t) =
∫
U×[0,t) h(x)ξ˜(dx, ds) and for h ∈ L1(µ), let ξ(h, t) =
∫
U×[0,t) h(x)ξ(dx, ds). Then ξ˜ is a standard
H
#-martingale with H = L2(ν) and ξ is a standard H#-semimartingale with H = L1(ν). The above
indexing spaces can be changed as long as the corresponding integrations are defined.
Remark 2.7 In fact, it can be shown that most worthy martingale random measures (in the sense of
Walsh [50]) or more generally semimartingale random measures are standard H#-semimartingales for
appropriate choice of indexing space H (see [31]).
2.3 (L, Hˆ)#-semimartingale and infinite-dimensional stochastic integrals
In the previous part, observe that the stochastic integrals with respect to infinite-dimensional standard
H
#-semimartingales are real-valued. Function valued stochastic integrals are of interest in many areas
of infinite-dimensional stochastic analysis, for example, stochastic partial differential equations. With
that in mind, we want to study stochastic integrals taking values in some infinite-dimensional space.
If Y is a standard H#-semimartingale, we could put H(x, t) = X(·−, x) · Y (t) where for each x in a
Polish space E, X(·, x) is a cadlag process with values in H. While the above integral is defined, the
function properties of H are not immediately clear. Hence, a careful approach is needed for constructing
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infinite-dimensional stochastic integrals. For the integral process X− ·Y to take values in a Banach space
L, the concept of a standard (L, Hˆ)#-semimartingale was introduced in [31] as a natural analogue of the
standard H#-semimartingale. Below, we give a brief outline of that theory.
Let (E, rE) and (U, rU) be two complete, separable metric spaces. Let L,H be separable Banach spaces
of R-valued functions on E and U respectively. Note that for function spaces, the product fg, f ∈ L, g ∈ H
has the natural interpretation of point-wise product. Suppose that {fi} and {gj} are such that the finite
linear combinations of the fi are dense in L, and the finite linear combinations of the gj are dense in H.
Definition 2.8 Let Hˆ be the completion of the linear space
{∑l
i=1
∑m
j=1 aijfigj : fi ∈ {fi} , gj ∈ {gj}
}
with respect to some norm ‖ · ‖
Hˆ
.
For example, if∥∥∥∥∥∥
l∑
i=1
m∑
j=1
aijfigj
∥∥∥∥∥∥
Hˆ
= sup


∣∣∣∣∣∣
l∑
i=1
m∑
j=1
aij〈λ, fi〉〈η, gj〉
∣∣∣∣∣∣ : λ ∈ L∗, η ∈ H∗, ‖λ‖L∗ ≤ 1, ‖η‖H∗ ≤ 1

 ,
then Hˆ can be interpreted as a subspace of the space of bounded operators, L(H∗,L).
Let ζk =
∑
i,j akijfigj , k = 1, 2, . . . be a dense sequence in Hˆ, where in each sum only finitely many
akij are nonzero. Then Lemma 2.3 gives the partition functions {ψǫk} corresponding to the dense set {ζk},
and for x ∈ Hˆ defining
xǫ =
∑
k
ψǫk(x)ζk
as before, we have
‖xǫ − x‖
Hˆ
≤ ǫ.
Notice that xǫ can be written as
xǫ =
∑
i,j
cǫij(x)figj , (2.4)
where cǫij(x) =
∑
k ψ
ǫ
k(x)akij , and only finitely many c
ǫ
ij(x) are non-zero.
With the above approximation in mind, denote S
Hˆ
as the space of all processes X ∈ D
Hˆ
[0,∞) of the
form
X(t) =
∑
ij
ξij(t)figj,
where ξij are R-valued, cadlag, adapted processes and only fintely many ξij are non zero. If Y is an
H
#-semimartingale, and X ∈ S
Hˆ
is of the above form define
X− · Y (t) =
∑
i
fi
∑
j
∫ t
0
ξij(s−) dY (gj , s).
Notice that X− · Y ∈ DL[0,∞).
Definition 2.9 An H#-semimartingale is a standard (L, Hˆ)#-semimartingale if
Ht ≡
{
sup
s≤t
‖X− · Y (s)‖L : X ∈ SHˆ, sup
s≤t
‖X(s)‖
Hˆ
≤ 1
}
is stochastically bounded for each t > 0.
8
As in Theorem 2.4, under the standardness assumption, the definition of X− · Y can be extended to
all cadlag Hˆ-valued processes X by approximating X by Xǫ, where
Xǫ(t) =
∑
k
ψǫk(X(t))ζk =
∑
i,j
cǫij(X(t))figj.
Remark 2.10 The standardness condition in Definition 2.9 will follow if there exists a constant C(t)
such that
E [‖X− · Y (t)‖L] ≤ C(t)
for all X ∈ S
Hˆ
satisfying sups≤t ‖X(s)‖Hˆ ≤ 1.
Remark 2.11 If H and L are general Banach spaces (rather than Banach spaces of functions), then Hˆ
could be taken as the completion of L⊗ H with respect to some norm, for example the projective norm
(see [43]).
3 Uniform Exponential Tightness
This section concerns itself with extending the notion UET, as introduced in [24] for finite-dimensional
processes, to H#-semimartingales and (L, Hˆ)#-semimartingales. Our goal is to prove that a large devia-
tion principle holds for the sequence of stochastic integrals {Xn− · Yn}, when {(Xn, Yn)} satisfies a large
deviation principle and the the driving integrators Yn form a UET sequence of H
#-semimartingales or
(L, Hˆ)#-semimartingales. Since, in general it is not clear in which space the Yn take values, the large
deviation principle of {(Xn, Yn)} has to be defined carefully (see the next section).
Let {Fnt } be a sequence of right continuous filtrations. Let Snt denote the space of all H-valued processes
Z, such that sups≤t ‖Z(s)‖ ≤ 1 and is of the form
Z(t) =
m∑
k=1
ξk(t)hk,
where the ξk are cadlag and {Fnt }-adapted R valued processes and h1, . . . , hm ∈ H.
Definition 3.1 A sequence of {Fnt }-adapted, standard H#-semimartingales {Yn} is uniformly expo-
nentially tight if, for every a > 0 and t > 0, there exists a k(t, a) such that
lim sup
n
1
n
sup
Z∈Sn
log P
[
sup
s≤t
|Z− · Yn(s)| > k(t, a)
]
≤ −a. (3.1)
Example 3.2 Let E, r, µ and λ∞ be as in Example 2.5. LetW denote space-time Gaussian white noise on
E× [0,∞) with 〈W (A, ·),W (B, ·)〉t = µ(A∩B)t. ConsiderW as an H#-semimartingale, with H = L2(µ),
by defining
W (h, t) =
∫
E×[0,t)
h(x)W (dx, ds), h ∈ L2(µ).
We will show that
{
Wn ≡ n−1/2W
}
satisfies the UET condition. Let Z be an adapted cadlag L2(µ)-valued
process. Observe that Z− ·W is a continuous martingale with quadratic variation given by
[Z− ·W ]t =
∫ t
0
‖Z(·, s)‖22 ds.
Therefore we can write Z− ·W as a time changed Brownian motion, where the time change is given by
the quadratic variation [Z− ·W ]t. More specifically,
Z− ·W (t) = B[Z−·W ]t ,
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where B is a standard Brownian Motion. Now for sups≤t ‖Z(·, s)‖2 ≤ 1, we have that [Z− ·W ]t ≤ t.
Thus, for a > 0
P (sup
s≤t
|Z−.Wn(s)| > K) = P (sup
s≤t
|Z−.W (s)| >
√
nK) = P (sup
s≤t
|B[Z−·W ]s | >
√
nK)
≤ P (sup
s≤t
|Bs| >
√
nK) (as [Z− ·W ]t ≤ t)
≤ 4 exp(−nK2/2t).
Choosing k(t, a) ≡ K = (2at)1/2, it follows that
lim sup
n
1
n
sup
Z∈Sn
logP
[
sup
s≤t
|Z− ·Wn(s)| > k(t, a)
]
≤ −a,
and the UET condition is verified.
For the next example we take the indexing Banach space to be an appropriate Orlicz space: (see Section
A.3)
Example 3.3 Let ξn be a Poisson random measure on E× [0,∞) with mean measure nν⊗λ∞, where ν
is a σ-finite measure on E. Then we show {Yn ≡ ξn/n} satisfies the UET condition when considered as
a process indexed by the Banach space H = LΦ(E, ν) ≡ LΦ(ν). Here LΦ(E, ν) is the Orlicz space for the
function Φ(x) = ex − 1 (see Section A.3).
Let Z be a LΦ(ν)-valued cadlag process such that sups≤t ‖Z(·, s)‖Φ ≤ 1. Since
|Z− · ξn| ≤ |Z−| · ξn,
without loss of generality we can take Z ≥ 0 for our purpose.
We first estimate E(eZ−·ξn) by Ito’s formula. Let Xn(t) ≡ Z− · ξn(t). For a C2 function f , Itoˆ’s formula
implies
f(Xn(t)) = f(Xn(0)) +
∫
E×[0,t]
f(Xn(s−) + Z(u, s−))− f(Xn(s−)) ξn(du, ds).
Taking f(x) = ex, we get
E(eXn(t)) = 1 + nE
∫
E×[0,t)
eXn(s)(eZ(u,s) − 1)ν(du) ds
= 1 + nE
∫ t
0
eXn(s)
∫
E
(eZ(u,s) − 1)ν(du) ds.
Now since ‖f‖Φ ≤ 1 iff
∫
Φ(|f |) dν ≤ 1, we see from our assumption on the process Z that sups≤t
∫
E
(eZ(u,s)−
1)dν(u) ≤ 1. Thus,
E(eXn(t)) ≤ 1 + nE
∫ t
0
eXn(s) ds,
and by Gronwall’s inequality
E(eXn(t)) = E(eZ−·ξn(t)) ≤ ent.
Therefore
P (sup
s≤t
Z− · Yn(s) > K) = P (Z− · ξn(t) > nK) = P (eZ−·ξn(t) > enK)
≤ E(eZ−·ξn(t))/enK ≤ ent−nK .
Choosing k(t, a) ≡ K = t+ a, we have
lim sup
n
1
n
sup
Z∈Sn
log P
[
sup
s≤t
|Z− · Yn(s)| > k(t, a)
]
≤ −a.
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The definition of uniform exponential tightness for a sequence of (L, Hˆ)#-semimartingale is analogous
to that of H#-semimartingale with the obvious change.
Let {Fnt } be a sequence of right continuous filtrations. Recall that the Banach space Hˆ was defined in
Definition 2.8. Let Sn denote the collection of all Hˆ-valued processes Z, such that ‖Z(t)‖
Hˆ
≤ 1 and is of
the form
Z(t) =
l,m∑
i,j=1
ξi,j(t)figj ,
where the ξi,j are cadlag and {Fnt } adapted R valued processes, {fi} ⊂ L, {gj} ⊂ H.
Definition 3.4 A sequence of {Fnt }-adapted (L, Hˆ)#-semimartingales {Yn} is uniformly exponen-
tially tight (UET) if, for every a > 0 and t > 0, there exists a k(t, a) such that
lim sup
n
1
n
sup
Z∈Sn
logP
[
sup
s≤t
‖Z− · Yn(s)‖L > k(t, a)
]
≤ −a. (3.2)
4 Large deviations and exponential tightness
We define the exponential tightness and the large deviation principle for a sequence of H#-semimartingales
{Yn}. Let H and K be two Banach spaces.
Definition 4.1 Let {Yn} be a sequence of {Fnt }-adapted H#-semimartingales and {Xn} be a sequence
of cadlag, {Fnt }-adapted K-valued processes. {(Xn, Yn)} is said to be exponentially tight if for every
finite collection of elements φ1, φ2, . . . φk ∈ H, {(Xn, Yn(φ1, ·), Yn(φ2, ·), . . . , Yn(φk, ·))} is exponentially
tight in DK×Rk [0,∞).
Definition 4.2 Let {Yn} be a sequence of {Fnt }-adapted H#-semimartingales and {Xn} be a sequence
of cadlag, {Fnt }-adapted K-valued processes. Let A denote the index set consisting of all ordered finite
subsets of H. {(Xn, Yn)} is said to satisfy the large deviation principle with the rate function family
{Iα : α ∈ A} if for α = (φ1, . . . , φk), {(Xn, Yn(φ1, ·), . . . , Yn(φk, ·))} satisfies a LDP in DK×Rk [0,∞) with
the rate function Iα.
The following lemma shows the canonical consistencies that we expect among the family {Iα : α ∈ A}.
Lemma 4.3 Let Xn and Yn be as in Definition 4.2 and suppose that {(Xn, Yn)} satisfies a LDP with the
rate function family {Iα : α ∈ A}. Then the following assertions hold:
(i) if α = (φ1, φ2, . . . , φk) and β = (φi1 , φi2 , . . . , φik) is a permutation of α, then
Iα(x, y1, y2, . . . , yk) = Iβ(x, yi1 , yi2 , . . . , yik), (x, y1, y2, . . . , yk) ∈ DH×Rk [0,∞);
(ii) if α = (φ1, φ2, . . . , φk) and β = (φ1, φ2, . . . , φk, φk+1), then
Iα(x, y1, y2, . . . , yk) = inf
yk+1
{Iβ(x, y1, y2, . . . , yk, yk+1) : (x, y1, y2, . . . , yk, yk+1)
∈ DH×Rk+1 [0,∞)}.
Proof. Notice that the permutation mapping p : DRk [0,∞) −→ DRk [0,∞), and the projection mapping
π : DRk+1 [0,∞) −→ DRk [0,∞) defined respectively by
p(y1, y2, . . . , yk) = (yi1 , yi2 , . . . , yik), π(y1, y2, . . . , yk, yk+1) = (y1, y2, . . . , yk),
are continuous, and the theorem follows from the contraction principle. 
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Example 4.4 Let W be the space-time Gaussian white noise on (E × [0,∞), µ ⊗ λ∞) as in Example
3.2. We saw earlier that W forms a standard H#-semimartingale with H = L2(µ). We show below that{
Wn ≡ n−1/2W
}
satisfies the LDP in the sense of Definition 4.2.
First note thatW is a Gaussian process with stationary and independent increments, and with covariance
function
E(W (h1, t)W (h2, s)) = 〈h1, h2〉(t ∧ s).
Here 〈·, ·〉 denotes the inner product in L2(µ).
For a finite collection {h1, . . . , hm}, (W (h1, ·),W (h2, ·), . . . ,W (hm, ·)) is a Gaussian process with station-
ary and independent increments with variance covariance matrix tΣh, where
Σh = [〈hi, hj〉]mi,j=1 , h = (h1, . . . , hm).
Since Σh is symmetric and non-negative definite,
Σh = ChC
T
h .
It follows that
(W (h1, ·),W (h2, ·), . . . ,W (hm, ·)) = ChB(·),
where B is a standard m- dimensional Brownian Motion. Now an application of the contraction principle
and Schilder’s theorem implies that {(Wn(h1, ·),Wn(h2, ·), . . . ,Wn(hm, ·))} follows LDP with rate function
Ih(ψ), where
Ih(ψ) = inf
{
1/2
∫ ∞
0
‖φ˙(t)‖2 dt : ψ(·) = Chφ(·), φ(t) =
∫ t
0
φ˙(u) du for some φ˙ ∈ L2
}
.
Example 4.5 Let ξ be a Poisson random measure on E × [0,∞) with mean measure ν ⊗ λ∞. Define
Yn(A, t) = ξ(A, [0, nt])/n. Then {Yn} satisfies LDP in the above sense, when the indexing Banach space
H is taken to be Morse-Transue space MΦ(ν) ⊂ LΦ(ν) (see (A.1) in Section A.3), for Φ(x) = ex − 1.
Note that for any finite collection h = (h1, . . . , hm), (ξ(h1, ·), ξ(h2, ·), . . . , ξ(hm, ·)) is a cadlag process with
stationary and independent increments, hence an m-dimensional Levy process. Now Theorem 1.2 from
de Acosta [10] will establish a large deviation principle for
{(Yn(h, ·) ≡ Yn(h1, ·), Yn(h2, ·), . . . , Yn(hm, ·))}, provided we verify the hypothesis:
E(exp(β
m∑
i=1
|ξ(hi, 1)|)) <∞ for every β > 0.
It is enough to show that
E(exp(β
m∑
i=1
ξ(|hi|, 1))) <∞.
Note that from Itoˆ’s lemma, if X(t) =
∫
U×[0,t) Z(u, s)ξ(du× ds), then
E [exp(X(t))] = 1 + E
∫
E×[0,t)
eX(s)(eZ(u,s) − 1) ν(du)ds. (4.1)
Choosing Z(u, t) ≡ β∑mi=1 |hi|(u), we get
E
[
exp(β
m∑
i=1
ξ(|hi|, 1))
]
= exp
(∫
E
(eβ
∑
|hi|(u) − 1) ν(du)
)
<∞.
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The last inequality holds as h1, . . . hm ∈MΦ(ν) implies that β
∑m
i=1 hi ∈MΦ(ν).
The associated rate function of {Yn(h, ·)} in DRm [0,∞) is given by
Ih(y) =
{∫∞
0 λh(y˙(s)) ds, if yi(t) =
∫ t
0 y˙i(u) du for some y˙i ∈ L1[0,∞),
∞, otherwise, (4.2)
where λh is the Fenchel-Legendre transformation of
µh(x) = logE(exp(
m∑
i=1
xiξ(hi, 1))), x = (x1, . . . , xm),
that is,
λh(y) = sup
x∈Rm
[x · y − µh(x)] .
Putting Z(u, t) ≡∑mi=1 xihi(u) in (4.1),
E
[
exp(
m∑
i=1
xiξ(hi, 1))
]
= exp
[∫
E
(
e
∑
xihi(u) − 1
)
ν(du)
]
.
It follows that
µh(x) =
∫
E
(
e
∑
xihi(u) − 1
)
ν(du).
For DRm [0, T ], the rate function Ih admits the following alternate representation:
Ih(y) = inf
{
LT (ϕ) : yi(t) =
∫
E×[0,T ]
hi(u)ϕ(u, s)ν(du)ds, i = 1, 2, . . . ,m
}
(4.3)
where
LT (ϕ) ≡
∫
E×[0,T ]
l(ϕ(u, s))ν(du)ds (4.4)
with l(z) = z ln z − z + 1.
4.1 LDP results for stochastic integrals: H#-semimartingales
The main aim of this section is to establish that exponential tightness and LDP hold for the integral
{Xn− · Yn}. The path towards that starts by first studying finite-dimensional approximations Xǫn− · Yn,
where recall that for a process X, Xǫ is defined by (2.3).
Lemma 4.6 Let {Yn} be a sequence of {Fnt }-adapted, standard H#-semimartingales and {Xn} a sequence
of cadlag, adapted H-valued processes. Assume that {Yn} is UET. If {(Xn, Yn)} is exponentially tight in
the sense of Definition 4.1, then
{
(Xn, Yn,X
ǫ
n− · Yn)
}
is exponentially tight.
Proof. Let β = (h1, . . . , hm) be an ordered subset of H. Denote
Yn(β, ·) = (Yn(h1, ·) . . . , Yn(hm, ·)).
We have to prove that
{
(Xn, Yn(β, ·),Xǫn− · Yn)
}
is exponentially tight in DH×Rm×R.
Since {Xn} is exponentially tight, it satisfies the exponential compact containment condition (see
Definition A.2 and the paragraph below). Fix a > 0. Then there exists a compact set Ka ⊂ H such that
lim sup
n
1
n
logP [Xn(t) /∈ Ka, for some t < a] ≤ −a.
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Let τn,a = inf {s : Xn(s) /∈ Ka}. Then notice that
P [τn,a < a] = P [Xn(t) /∈ Ka, for some t < a] .
Hence
lim sup
n
1
n
logP [τn,a < a] ≤ −a. (4.5)
For a stopping time τ , define
Xτ−(t) = X(t)1[t<τ ] +X(τ−)1[t≥τ ].
Notice that for each t > 0, X
τn,a−
n (t) ∈ Ka. Hence, there exists Na such that
X
ǫ,τn,a−
n (s) =
Na∑
k=1
ψǫk(X
τn,a−
n (s))φk.
Here {ψǫk} is the partition of unity as in Lemma 2.3. Clearly, by the construction,
‖Xǫ,τn,a−n (s)−Xτn,a−n (s)‖H ≤ ǫ.
Notice that for t < τn,a
X
ǫ,τn,a−
n · Yn(t) =
Na∑
k=1
∫ t
0
ψǫk(X
τn,a−
n (s−)) dYn(φk, s)
=
Na∑
k=1
∫ t∧τn,a
0
ψǫk(Xn(s−)) dYn(φk, s).
Thus putting
Za,ǫn (t) =
Na∑
k=1
∫ t
0
ψǫk(Xn(s−)) dYn(φk, s), (4.6)
we have
Za,ǫn (t) = X
ǫ
n− · Yn(t) for t < τn,a. (4.7)
Since {Yn} is uniformly exponentially tight and {ψǫk(Xn(·))} is exponentially tight, we deduce from
Lemma 7.4 of Garcia [24] that {(Xn, Yn(β, ·), Za,ǫn )} is exponentially tight.
Taking λ(t) = t in the definition of metric d in Ethier and Kurtz [18, Page 117], which metrizes Skorohod
topology on DR[0,∞), we get
d(Xǫn− · Yn, Za,ǫn ) ≤
∫ ∞
0
e−u sup
t≥0
|Za,ǫn (t ∧ u)−Xǫn− · Yn(t ∧ u)| ∧ 1 du
=
∫ τn,a
0
(. . .) +
∫ ∞
τn,a
(. . .)
≤ e−τn,a , (4.8)
as the first integral in the second line in the above display is 0 by (4.7). The same technique in fact gives
us
d((Xn, Yn(β, ·),Xǫn− · Yn), (Xn, Yn(β, ·), Za,ǫn )) ≤ e−τn,a . (4.9)
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Let 0 < δ < 1. Choose a > − log δ > 0 and notice that
lim sup
n
1
n
logP
[
d((Xn, Yn(β, ·),Xǫn− · Yn), (Xn, Yn(β, ·), Za,ǫn )) > δ
]
≤ lim sup
n
1
n
logP (τn,a < − log δ) ≤ −a. (4.10)
Since {(Xn, Yn(β, ·), Za,ǫn )} is exponentially tight, there exists a compact set Fa ⊂ DH×Rm×R such that
lim sup
n
1
n
log P [(Xn, Yn(β, ·), Za,ǫn ) /∈ Fa] ≤ −a.
Recall that F δa denotes δ-fattening of the set Fa (see Notations). As
{(Xn, Yn(β, ·), Za,ǫn ) ∈ Fa} ∩
{
d((Xn, Yn(β, ·),Xǫn− · Yn), (Xn, Yn(β, ·), Za,ǫn )) < δ
}
⊂
{
(Xn, Yn(β, ·),Xǫn− · Yn) ∈ F δa
}
,
we have
lim sup
n
1
n
log P
[
(Xn, Yn(β, ·),Xǫn− · Yn) /∈ F δa
]
≤ lim sup
n
1
n
logP [((Xn, Yn(β, ·), Za,ǫn ) /∈ Fa]
∨ log P [d((Xn, Yn(β, ·),Xǫn− · Yn), (Xn, Yn(β, ·), Za,ǫn )) > δ]
≤− a.
Exponential tightness of
{
(Xn, Yn(β, ·),Xǫn− · Yn)
}
now follows from [19, Lemma 3.3]. 
Theorem 4.7 Let {Yn} be a sequence of {Fnt }-adapted, standard H#-semimartingales and {Xn} a se-
quence of cadlag, adapted H-valued processes. Assume that {Yn} is UET. If {(Xn, Yn)} is exponentially
tight in the sense of Definition 4.1, then {(Xn, Yn,Xn− · Yn)} is exponentially tight.
Proof. Let β = (h1, . . . , hm) be an ordered subset of H. Define
Yn(β, ·) = (Yn(h1, ·), . . . , Yn(hm, ·)).
We have to prove that {(Xn, Yn(β, ·),Xn− · Yn)} is exponentially tight in DH×Rm×R.
Since
{
(Xn, Yn(β, ·),Xǫn− · Yn)
}
is exponentially tight, for every a > 0, there exists a compact set Ka,ǫ
such that
lim sup
n
1
n
log P
[
(Xn, Yn(β, ·),Xǫn− · Yn) /∈ Ka,ǫ
] ≤ −a. (4.11)
Since {Yn} is UET, for every a > 0, there exists k(t, a) such that
lim sup
n
1
n
logP
[
sup
s≤t
|Zn · Yn(s)| > k(t, a)
]
≤ −a, (4.12)
for any sequence of cadlag {Fnt }-adapted {Zn} satisfying sups≤t ‖Zn(s)‖ ≤ 1. Without loss of generality,
assume that k(t, a) is nondecreasing right continuous function of t.
Now recall that ‖Xǫn(s)−Xn(s)‖ ≤ ǫ. Therefore taking Zn ≡ Xǫn −Xn in (4.12), we have
lim sup
n
1
n
log P
[
sup
s≤t
|(Xn −Xǫn) · Yn(s)| > ǫ k(t, a)
]
≤ −a. (4.13)
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As before, taking λ(s) = s in the definition of metric d (see Ethier and Kurtz [18, Page 117]), we have
d(Xǫn− · Yn,Xn− · Yn) ≤ sup
s≤t
|(Xn −Xǫn) · Yn(s)|+ e−t
d((Xn, Yn(β, ·),Xǫn− · Yn), (Xn, Yn(β, ·),Xn− · Yn)) ≤ sup
s≤t
|(Xn −Xǫn) · Yn(s)|+ e−t.
Let δ > 0. Notice that if we take t > 0, such that e−t < δ/2, then
{
d((Xn, Yn(β, ·),Xǫn− · Yn), (Xn, Yn(β, ·),Xn− · Yn)) > δ
} ⊂ {sup
s≤t
|(Xn −Xǫn) · Yn(s)| > δ/2
}
. (4.14)
Choose t > 0 such that e−t < δ/2. Then taking ǫ ≡ ǫa such that ǫa k(t, a) ≤ δ/2, we get from (4.11),
(4.13) and (4.14) that
lim sup
n
1
n
log P [(Xn, Yn(β, ·),Xn− · Yn) /∈ Kδa,ǫa ] ≤ lim sup
n
1
n
log P [(Xn, Yn(β, ·),Xǫan− · Yn)
/∈ Ka,ǫa ] ∨ log P [d((Xn, Yn(β, ·),Xǫan− · Yn),
(Xn, Yn(β, ·),Xn− · Yn)) > δ] ≤ −a.
As before, from [19, Lemma 3.3] it follows that {(Xn, Yn(β, ·),Xn− · Yn)} is exponentially tight. 
We next prove the main theorem of this section.
Theorem 4.8 Let {Yn} be a sequence of {Fnt }-adapted, standard H#-semimartingales and {Xn} a se-
quence of cadlag, adapted H-valued processes. Assume that {Yn} is UET. If {(Xn, Yn)} satisfies a LDP
in the sense of Definition 4.2, with the rate function family {Iα : α ∈ A} , then {(Xn, Yn,Xn− · Yn)} also
satisfies a LDP.
Proof. The proof uses the same technique as in the proof of Lemma 4.6 and Theorem 4.7. The same
notation is used here as well. Let β = (h1 . . . , hm) be a finite ordered subset of H. We have to prove
that {(Xn, Yn(β, ·),Xn− · Yn)} satisfies a LDP with some rate function Jβ(·, ·, ·). Let δ > 0, and choose
a > − log δ. Define Za,ǫn by (4.6) and τn,a as in Lemma 4.6. Then from (4.10) ,
lim sup
n
1
n
logP
[
d((Xn, Yn(β, ·)Xǫn− · Yn), (Xn, Yn(β, ·), Za,ǫn )) > δ
]
≤ lim sup
n
1
n
logP (τn,a < − log δ) ≤ −a. (4.15)
Choose t > 0 so that e−t < δ/2, and then take ǫ ≡ ǫa such that ǫa k(t, a) ≤ δ/2. Using (4.14) and the
fact {Yn} is UET, we have
lim sup
n
1
n
log P
[
d((Xn, Yn(β, ·),Xǫan− · Yn), (Xn, Yn(β, ·),Xn− · Yn)) > δ
] ≤ −a. (4.16)
Combining (4.15) and (4.16), it follows that
lim sup
n
1
n
log P [d((Xn, Yn(β, ·), Za,ǫan ), (Xn, Yn(β, ·),Xn− · Yn)) > δ] ≤ −a.
Now it follows from the finite dimensional result of Garcia [24] (also see Theorem 1.2 in the Introduction)
that {(Xn, Yn(β, ·), Za,ǫan )} satisfies a large deviation principle. Since δ → 0 and a → ∞ implies that
ǫ → 0, Lemma 3.14 of Feng and Kurtz proves that {(Xn, Yn(β, ·),Xn− · Yn)} satisfies a LDP with the
rate function
Jβ(x, y
β , z) = lim
η→0
lim inf
ǫ→0
lim inf
a→∞
Ja,ǫβ (B((x, y
β , z), η)), (4.17)
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where Ja,ǫβ is the rate function for {(Xn, Yn(β, ·), Za,ǫn )}, and is given by
Ja,ǫβ (x, y
β , z) = inf
ya
{
I(αa,β)(x, (y
a, yβ)) : z =
Na∑
k=1
ψǫk(x) · yak, (x, ya, yβ) ∈ DH×RNa+m [0,∞),
(ya, yβ) finite variation
}
. (4.18)

5 Identification of the rate function
The important starting point here is to work with a suitable collection, {Y (φk, ·)} or equivalently {φk} ⊂
H, which is enough to determine the LDP of {Xn− · Yn}. For a large class of separable Banach spaces,
this can be achieved by working with a Scahuder basis {(φk, pk)} (see Definition A.11). For instance, if
H is separable Hilbert space, any complete orthonormal system φk forms a Schauder basis. For those
separable Banach spaces not having a Schauder basis, we work with a pseudo-basis {(φk, pk)}, with
φk ∈ H, pk ∈ C(H,R). In other words, for every h ∈ H, we have
h =
∞∑
k=1
pk(h)φk. (5.1)
Throughout the rest of the paper, wheneverH does not have a Schauder basis, we work with a pseudo-basis
{(φk, pk)} satisfying (ii) of Theorem A.15. As stated in Theorem A.15, this always exists for separable
Banach spaces.
Relevant notations: The following notations will be used in the subsequent discussions.
• αk = (φ1, . . . , φk).
• α = (φ1, φ2, . . .).
• PN (h) = (p1(h), . . . , pN (h)).
• y = (y1, y2, . . .) ∈ DR∞ [0,∞).
• y(k) = (y1, . . . , yk) ∈ DRk [0,∞).
• If Yn is an H#-semimartingale then Yn(αk, ·) = (Yn(φ1, ·), . . . , Yn(φk, ·)) and
Yn(α, ·) = (Yn(φ1, ·), Yn(φ2, ·), . . .).
• Iαk and Iα will denote the rate function of {(Xn, Yn(αk, ·))} and {(Xn, Yn(α, ·))} respectively. Simi-
larly, Jαk and Jα will denote the rate function of {(Xn, Yn(αk, ·),Xn− · Yn)} and {(Xn, Yn(α, ·),Xn− · Yn)}
respectively.
Since Xn ∈ DH[0,∞), we have Xn(t) ≡
∑∞
k=1 pk(Xn(t))φk. Let
X(m)n (t) ≡
m∑
k=1
pk(Xn(t))φk.
Theorem 4.8 and the result of Garcia [24, Theorem 1.2]) shows that LDP holds for the tuples
(Xn, Yn(αk, ·),X(m)n− · Yn) and (Xn, Yn(α, ·),X(m)n− · Yn), and their rate functions, denoted respectively by
Jmαk and J
m
α , are as follows. For k ≥ m,
Jmαk(x, y
(k), z) =
{
Iαk(x, y
(k)) if z(t) =
∑m
j=1 pj(x) · yj(t), y(k) finite variation,
∞ otherwise. (5.2)
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By the Dawson-Gartner theorem [12],
Jmα (x, y, z) = sup
k
Jmαk(x, y
(k), z). (5.3)
Finally, as in (4.17), we have
Jα(x, y, z) = lim
η→0
lim inf
m→∞
Jmα (Bη((x, y, z))),
where Bη((x, y, z)) is the ball of radius η in DH×R∞×R.
The UET property of the sequence {Yn} has several interesting consequences. First of all, we show
that if Iα(x, y) < ∞, then y∗(t) ≡
∑
j yj(t)pj exists as an element of H
∗, where {(φk, pk)} is a pseudo-
basis of H satisfying (ii) of Theorem A.15. When H is a Hilbert space then notice that the pj ∈ H∗ = H
are orthogonal and the fact that
∑
j yj(t)pj ∈ H can be proved by simply showing that
∑
j |yj(t)|2 <∞.
For a general Banach space H, the proof goes by first showing the convergence of
∑
j yj(t)pj in C(H,R)
topologized by the family of seminorm {σC : C ⊂ H compact}, where the σC are defined by
σC(f) = sup
h∈C
|f(h)|.
Let H∗c denotes the subspace H
∗ of C(H,R) equipped with the corresponding subspace topology. This is
equivalent to the topology of uniform convergence on compacts and is weaker than the norm topology on
H
∗ which is equivalent to the topology of uniform convergence on closed balls.
The next result which follows due to the UET property is that for every t > 0, the mapping
h ∈ H −→
∑
j
yj(t)pj(h) ≡ y∗(t)
is linear whenever Iα(x, y) <∞. Finally, we show that y∗ has finite total variation over any finite interval
in the following sense. For y∗ ∈ DH∗c [0,∞), define the total variation of y∗ in the interval [0, t) as
Tt(y
∗) = sup
σ
∑
i
‖y∗(ti)− y∗(ti−1)‖H∗ .
If y∗ ∈ DH∗c [0,∞) is such that Tt(y∗) <∞, then the integral x · y∗ can be defined as
x · y∗ = lim
‖σ‖→0
∑
i
〈x(ti),y∗(ti+1)− y∗(ti)〉H,H∗ ,
where σ = {ti} is a partition of [0, t], and ‖σ‖ denotes the mesh of the partition σ (see A.6 in the Ap-
pendix).
Theorem 5.1 Let H be a separable Banach space. Let {(φk, pk)} be a pseudo-basis of H satisfying (ii)
of Theorem A.15, or a Schauder basis, if the latter exists. Suppose that {Yn} is a UET sequence and that
for (x, y) ∈ DH×R∞ [0,∞), Iα(x, y) <∞. Then,
(i) for every compact set C ⊂ H,
sup
t≤T
sup
h∈C
∣∣∣∣∣∣
N∑
j=M
yj(t)pj(h)
∣∣∣∣∣∣→ 0, as M,N →∞;
(ii) for every t > 0, y∗(t) ∈ H∗, where y∗(t) ≡∑j yj(t)pj ;
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(iii) for every t > 0, Tt(y
∗) <∞.
Remark 5.2 Notice that by (i) of Theorem 5.1, if Iα(x, y) < ∞, then for each t > 0, y∗(t) ∈ C(H,R),
where
y∗(t) =
∑
j
yj(t)pj. (5.4)
In fact, from the conclusion of the theorem it follows that y∗ is a cadlag function in the time variable,
that is y∗ ∈ DC(H,R)[0,∞). Part (ii) of Theorem 5.1 tells that if Iα(x, y) <∞, then y∗ ∈ DH∗c [0,∞).
In the Hilbert space setting, one can actually prove the stronger statement. Indeed, identifying H with
H
∗ in this case, pk(·) = 〈·, φk〉 can be identified with φk, where {φk} forms the complete orthonormal
basis of H, and consequently we prove that if Iα(x, y) <∞, then y =
∑
k ykφk ∈ DH[0,∞) (which has a
stronger topology than DH∗c [0,∞)). The following theorem establishes this stronger statement when H is
a separable Hilbert space. The key techniques of the proof are very similar (in fact, simpler) to that of
Theorem 5.1, and therefore we only prove the result in the more general Banach space setting.
Theorem 5.3 Let H be a separable Hilbert space with an orthonormal basis {φk}. Suppose that {Yn} is
a UET sequence. Suppose that for (x, y) ∈ DH×R∞ [0,∞), Iα(x, y) <∞. Then
(i) sup
t≤T
∑
j
|yj(t)|2 <∞, for all T > 0;
(ii) sup
t≤T
N∑
j=M
|yj(t)|2 → 0, as M,N →∞;
(iii) for every t > 0, Tt(y
∗) <∞.
Proof. (Theorem 5.1) The proofs go by the method of contradiction. Specifically, in each case assuming
that the conclusion to be not true, we arrive at a contradiction by showing that Iα(x, y) =∞.
(i) Let {(φk, pk)} be a pseudo-basis of H satisfying (ii) of Theorem A.15. Fix an a > 0. For T > 0,
define k(T, a) by (3.1). If the result is not true, then there exist a ρ < (k(T, a) + 1)−1 and a compact set
C such that for all N0, there exist N > M > N0 and a 0 < t < T such that
sup
h∈C
|
N∑
j=M
yj(t)pj(h)| > 2ρ.
Since suph∈C ‖
∑N
k=1 pk(h)φk − h‖H → 0, there exists an N0 such that for all M,N > N0
sup
h∈C
‖
N∑
k=M
pk(h)φk‖H < ρ2. (5.5)
For this N0, find N > M > N0 such that
sup
t≤T
sup
h∈C
|
N∑
j=M
yj(t)pj(h)| > 2ρ.
Next find a 0 < t < T (depending on M,N and T ) and a γt ∈ C such that
|
N∑
j=M
yj(t)pj(γt)| > ρ. (5.6)
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Without loss of generality assume that t is a continuity point of yi, i =M, . . . ,N .
By the continuity of the projection πt : DR∞ [0,∞) −→ R at y, for every ǫ > 0, there exists an r > 0,
such that
d(u, y) < r ⇒ |ui(t)− yi(t)| < ǫ, i =M, . . . ,N.
Choose ǫ = ρ2(suph∈C
∑
M≤k≤N |pk(h)|)−1.
Define
z(s) = ρ−2
N∑
k=M
pk(γt)1[0,t)(s)φk.
Observe that by (5.5), sups≤t ‖z(s)‖H ≤ 1. We claim that
Claim: {d(Yn(α, ·), y) < r} ⊂ {z · Yn(t) > k(t, a)}
Proof of the claim: Let ω ∈ LHS. Then
z · Yn(ω, t) = ρ−2
N∑
k=M
pk(γt)Yn(φk, t)(ω)
= ρ−2
N∑
k=M
pk(γt)yk(t) + ρ
−2pk(γt)(Yn(φk, t)(ω)− yk(t)).
It follows from (5.6) that
|z · Yn(ω, t)| ≥ ρ−1 − ρ−2ǫ
∑
M≤k≤N
|pk(γt)|
≥ k(T, a) + 1− ρ−2ǫ sup
h∈C
∑
M≤k≤N
|pk(h)|
≥ k(T, a) ( by the choice of ǫ).
Therefore we get
P [(Xn, Yn(α, ·)) ∈ Br(x, y)] ≤ P [d(Yn(α, ·), y) < r]
≤ P [z · Yn(t) > k(T, a)]
≤ P
[
sup
s≤T
|z− · Yn(s)| > k(T, a)
]
.
Hence, using the UET condition (3.1), we find
−Iα(x, y) ≤ lim sup
n→∞
1
n
log P [(Xn, Yn(α, ·)) ∈ Br(x, y)] ≤ −a. (5.7)
Since this is true for all a, Iα(x, y) =∞ and we are done.
(ii) We have to prove that
1. y∗(t)(g + h) = y∗(t)(g) + y∗(t)h, g, h ∈ H.
2. y∗(t)(ch) = cy∗(t)(h), c ∈ R, h ∈ H.
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We prove the first claim and the proof of the second will be similar. Note that once we prove that y∗(t)
is a linear functional, the fact that it is a continuous linear functional will follow from the previous part.
If the conclusion is false, then there exist g, h ∈ H such that y∗(t)(g + h) 6= y∗(t)(g) + y∗(t)(h). Fix
an a > 0. Then there exists a κ < (k(t, a) + 1)−1
|y∗(t)(g + h)− y∗(t)(g) − y∗(t)(h)| > 2κ > 0. (5.8)
Since
N∑
j=1
[pj(g + h)φj − pj(g)φj − pj(h)φj ]→ 0, as N →∞,
find an N0 such that for all N > N0
‖
N∑
j=1
[pj(g + h)φj − pj(g)φj − pj(h)φj ] ‖H < κ2.
For this N0 find an N > N0 such that
|
N∑
j=1
[yj(t)pj(g + h)− yj(t)pj(g) − yj(t)pj(h)] | > κ. (5.9)
Without loss of generality assume that t is a continuity point of (y1, . . . , yN ). By the continuity of the
projection πt : DRN [0,∞) −→ R at y, for every ǫ > 0, there exists an r > 0 such that
d(u, y) < r ⇒ |ui(t)− yi(t)| < ǫ, i = 1, . . . , N.
Choose ǫ = κ2(
∑
1≤k≤N |pk(g + h)− pk(g) − pk(h)|)−1.
Define
z(s) = κ−2
N∑
k=1
[pk(g + h)− pk(g) − pk(h)] 1[0,t)(s)φk.
Observe that sups≤t ‖z(s)‖H ≤ 1. We claim that
Claim: {d(Yn(α, ·), y) < r} ⊂ {z · Yn(t) > k(t, a)}
Proof of the claim: Let ω ∈ LHS. Then
z · Yn(ω, t) = κ−2
N∑
k=1
[pk(g + h)− pk(g) − pk(h)] Yn(φk, t)(ω)
= κ−2
N∑
k=1
[pk(g + h)− pk(g) − pk(h)] yk(t)
+ κ−2
N∑
k=1
[pk(g + h)− pk(g) − pk(h)] (Yn(φk, t)(ω)− yk(t)).
It follows from (5.9) that
|z · Yn(ω, t)| ≥ κ−1 − κ−2ǫ
∑
1≤k≤N
|pk(g + h)− pk(g) − pk(h)|
≥ k(t, a) + 1− κ−2ǫ
∑
1≤k≤N
|pk(g + h)− pk(g) − pk(h)|
≥ k(t, a) ( by the choice of ǫ)
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The rest of the proof is same as that of (i).
(iii) Fix an a > 0. If the assertion is not true, then we can find a partition {ti}pi=1 such that
p∑
i=1
‖y∗(ti)− y∗(ti−1)‖H∗ > (1 + κ)(K + 3),
where κ > 0 and K = k(t, a) is as defined in (3.1) . Then for each i = 1, . . . p, find γi−1 ∈ H with
‖γi−1‖H ≤ 1, such that
p∑
i=1
‖y∗(ti)(γi−1)− y∗(ti−1)(γi−1)‖H∗ > (1 + κ)(K + 2).
From the definition y∗ there exists an N > 0 such that
p∑
i=1
|
N∑
j=1
(yj(ti)− yj(ti−1))pj(γi−1)| > (1 + κ)(K + 1).
Since
∑
j pj(γi−1)φj = γi−1, choose N large enough so that
‖
N∑
j=1
pj(γi−1)φj‖H ≤ (1 + κ)‖γi−1‖H ≤ (1 + κ), i = 1, . . . , p. (5.10)
Without loss of generality, assume that y = (y1, y2, . . .) is continuous at {ti}pi=1. By the continuity of the
projections πti : DR∞ [0,∞) −→ RN at y, for every ǫ > 0, there exists an r > 0, such that
d(u, y) < r ⇒ |uk(ti)− yk(ti)| < ǫ, k = 1, . . . , N, i = 1, . . . , p.
Choose ǫ = (1 + κ)(2p
∑
k≤N Bk)
−1, where Bk = maxi{|pk(γi−1)|}. Define
z(s) = (1 + κ)−1
p∑
i=1
ρi−1
N∑
j=1
pj(γi−1)1[ti−1,ti)(s)φj ,
where ρi−1 = sgn
[∑N
j=1 pj(γi−1)(yj(ti)− yj(ti−1))
]
.
Notice that (5.10) implies ‖z(s)‖ ≤ 1. As before, we claim
{d(Yn(α, ·), y) < r} ⊂ {z · Yn(t) > K} .
To see this notice if ω ∈ LHS, then
z · Yn(t)(ω) = (1 + κ)−1
p∑
i=1
ρi−1
N∑
j=1
pj(γi−1)(Yn(φj , ti)− Yn(φj , ti−1))
= (1 + κ)−1
p∑
i=1
ρi−1
N∑
j=1
pj(γi−1)(yj(ti)− yj(ti−1))
+ (1 + κ)−1
p∑
i=1
ρi−1
N∑
j=1
pj(γi−1)(Yn(φj , ti)− yj(ti))
− (1 + κ)−1
p∑
i=1
ρi−1
N∑
j=1
pj(γi−1)(Yn(φj , ti−1)− yj(ti−1)).
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Hence
|z · Yn(t)(ω)| ≥ (1 + κ)−1
p∑
i=1
|
N∑
j=1
pj(γi−1)(yj(ti)− yj(ti−1))|
− (1 + κ)−1
p∑
i=1
ρi−1
N∑
j=1
pj(γi−1)|Yn(φj , ti)− yj(ti)|
− (1 + κ)−1
p∑
i=1
ρi−1
N∑
j=1
pj(γi−1)|Yn(φj , ti−1)− yj(ti−1)|
≥ K + 1− 2(1 + κ)−1ǫp
N∑
j=1
Bj = K.
Again, the rest of the proof is similar to that of (i).

Let
D = {y∗ ∈ DH∗c [0,∞) : Tt(y∗) <∞, for all t > 0} . (5.11)
Remark 5.4 Part (iii) of Theorem 5.1 indicates that if for (x, y) ∈ DH×R∞ [0,∞), Iα(x, y) < ∞, then
y∗ ∈ D, where y∗ is defined by (5.4).
For g ∈ DRk [0,∞), define
gδ(t) =
∑
k
g(τ δk )1[τδ
k
,τδ
k+1
)(t),
where the τ δk are defined by:
τ δ0 = 0,
τ δk+1 = inf
{
s > τ δk : |g(s) − g(τ δk )| > δ
}
.
Clearly, supt |gδ(t)− g(t)| ≤ δ. For y ∈ DRk [0,∞), note that
gδ · y(t) =
∑
k
g(τ δk )
T (y(τ δk+1 ∧ t)− y(τ δk ∧ t)).
Recall that for h ∈ H, the notation PN (h) was defined at the beginning of the Section 5.
Lemma 5.5 For η > 0 and a > 0, there exist sufficiently small δ > 0 and sufficiently large N > 0 such
that
lim sup
n→∞
1
n
logP [d(Xn− · Yn, (PN (Xn−))δ · Yn(αN , ·)) > 2η] ≤ −a.
Proof. Since {Xn} is exponentially tight, it satisfies the exponential compact containment condition.
Thus, there exists a compact set Ka, such that
lim sup
n
1
n
log P [Xn(t) /∈ Ka, for some t < a] ≤ −a/3.
Let τn,a = inf {s : Xn(s) /∈ Ka}. Then notice that
P [τn,a < a] = P [Xn(t) /∈ Ka, for some t < a] .
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Hence,
lim sup
n
1
n
log P [τn,a < a] ≤ −a/3. (5.12)
Since SN (x) ≡
∑N
k=1 pk(x)φk → x as N → ∞ uniformly over compact sets (see Lemma A.17 in Ap-
pendix), choose N > 0 such that supx∈Ka ‖SN (x)− x‖ ≤ ǫ, where ǫ > 0 is to be specified later.
Therefore
sup
s<τn,a
‖SN (Xn(s))−Xn(s)‖ ≤ ǫ. (5.13)
Observe that,
d(SN (Xn−) · Yn,Xn− · Yn) ≤
∫ ∞
0
e−u sup
t≥0
|SN (Xn−) · Yn(t ∧ u)−Xn− · Yn(t ∧ u)| ∧ 1 du
≤
∫ τn,a
0
(. . .) +
∫ ∞
τn,a
(. . .)
≤ sup
s<τn,a
|SN (Xn−) · Yn(s)−Xn− · Yn(s)|+ e−τn,a . (5.14)
Note that by our notation,
PN (Xn−) · Yn(αN , ·) = SN (Xn−) · Yn =
N∑
j=1
∫
pj(Xn(s−)) dYk(φk, s).
Let t > 0 be such that e−t < η, and notice that for any t > 0, by the definition of the metric d in [18,
Page 117],
d(PN (Xn−) · Yn(αN , ·), (PN (Xn−))δ · Yn(αN , ·)) ≤ sup
s≤t
|(PN (Xn−)− (PN (Xn−))δ) · Yn(αN , ·)(s)| + e−t.
(5.15)
Thus, using (5.14) and (5.15),
d(Xn− · Yn, (PN (Xn−))δ · Yn(αN , ·)) ≤ sup
s<τn,a
|SN (Xn−) · Yn(s)−Xn− · Yn(s)|+ e−τn,a
+ sup
s≤t
|(PN (Xn−)− (PN (Xn−))δ) · Yn(αN , ·)(s)| + e−t.
Hence,
{d(Xn− · Yn, (PN (Xn−))δ · Yn(αN , ·)) > 2η} ⊂
{
sup
s<τn,a
|SN (Xn−) · Yn(s)−Xn− · Yn(s)| > η/3
}
∪ {e−τn,a > η/3}
∪
{
sup
s≤t
|(PN (Xn−)− (PN (Xn−))δ) · Yn(αN , ·)(s)| > η/3
}
.
Let a > − log η/3. Choose ǫ = δ such that
ǫk(t, a/3) < η/3,
where k(t, a) was defined in (3.1). Then using (5.13) and the uniform exponential tightness of {Yn} (3.1),
it follows that
lim sup
n→∞
1
n
log P [d(Xn− · Yn, (PN (Xn−))δ · Yn(αN , ·)) > η] ≤ −a.

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Theorem 5.6 Suppose for (x, y, z) ∈ DH×R∞×R[0,∞), y∗ defined by (5.4) ∈ D.
(i) If z 6= x · y∗, then
Jα(x, y, z) =∞.
(ii) If z = x · y∗, then
Jα(x, y, z) = Iα(x, y).
Proof. (i) Fix an a > 0. By the hypothesis, there exists an η > 0 such that
d(z, x · y∗) > 4η > 0. (5.16)
For this η, choose N > 0 and δ > 0 such that the conclusion of Lemma 5.5 is satisfied. In fact, choose
N > 0 large enough, and δ > 0 small enough, so that
d(x · y∗, (PN (x))δ · y∗(αN , ·)) < 2η,
where y∗(αN , ·) ≡ (y∗(φ1, ·), . . . ,y∗(φN , ·)) = (y1, . . . , yN ) = y(N). Then,
d(z, (PN (x))δ · y∗(αN , ·)) > 2η.
Define a function Gδ : DH×R∞ [0,∞)→ DR[0,∞) by
Gδ(h, u) = (PN (h))δ · u(N).
Take δ smaller (if necessary) so that Gδ is continuous at (x, y).
Then there exists an r > 0 such that
Gδ(Br(x, y)) ⊂ Bη(x · y∗). (5.17)
Next, observe that
{(Xn, Yn(α, ·)) ∈ Br(x, y),Xn− · Yn ∈ Bη(z), d((PN (Xn−))δ · Yn(αN , ·),Xn− · Yn) ≤ 2η} = ∅,
as otherwise, by (5.17)
d((PN (Xn−))δ · Yn(αN , ·), x · y∗) < η.
It follows that
d(z, x · y∗) < d(z,Xn− · Yn) + d((PN (Xn−))δ · Yn(αN , ·),Xn− · Yn)
+ d((PN (Xn−))δ · Yn(αN , ·), x · y∗) < 4η,
which is a contradiction to (5.16). Thus,
{(Xn, Yn(α, ·)) ∈ Br(x, y),Xn− · Yn ∈ Bη(z)} = {(Xn, Yn(α, ·)) ∈ Br(x, y),Xn− · Yn ∈ Bη(z),
d((PN (Xn−))δ · Yn(αN , ·),Xn− · Yn) > 2η}.
By Lemma 5.5
−Jα(x, y, z) ≤ lim sup
n→∞
1
n
log P [(Xn, Yn(α, ·)) ∈ Br(x, y),Xn− · Yn ∈ Bη(z)]
≤ lim sup
n→∞
1
n
log P [d((PN (Xn−))δ · Yn(αN , ·),Xn− · Yn) > 2η] ≤ −a.
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Since this is true for all a > 0, we are done.
(ii) Since Tt(y
∗) <∞ and z = x · y∗, for every η > 0 we can find N > 0 such that
d((x, y, z), (x, y, PN (x) · y(N))) < η.
From (5.2) and (5.3),
JNα (x, y, PN (x) · y(N))) = Iα(x, y).
Recall that
Jα(x, y, z) = lim
η→0
lim inf
m→∞
Jmα (Bη((x, y, z))).
It follows that
Jα(x, y, z) ≤ Iα(x, y).
Since the reverse inequality is always true by the contraction principle, the theorem follows. 
We summarize our results in the following theorem.
Theorem 5.7 Let H be a separable Banach space and {(φk, pk)} a pseudo-basis of H satisfying (ii) of
Theorem A.15, or a Schauder basis, if the latter exists. Let {Yn} be a sequence of {Fnt }-adapted, standard
H
#-semimartingales and {Xn} a sequence of cadlag, adapted H-valued processes. Assume that {Yn} is
UET. If {(Xn, Yn)} satisfies a LDP in the sense of Definition 4.2, then {(Xn, Yn,Xn− · Yn)} also satisfies
a LDP. The associated rate function of the tuple {(Xn, Yn(α, ·),Xn− · Yn)} can be expressed as
Jα(x, y, z) =
{
Iα(x, y), z = x · y∗, y∗ ∈ D;
∞, otherwise, (5.18)
where α = (φ1, φ2, . . . , ), Yn(α, ·) = (Yn(φ1, ·), Yn(φ2, ·), . . .), y∗ and D are defined by (5.4) and (5.11)
respectively.
5.1 LDP results for stochastic integrals: (L, Hˆ)#-semimartingale
Analogous to Theorem 4.8, we have our theorem on the large deviation principle of the stochastic integrals
with respect to a sequence of (L, Hˆ)#-semimartingale. The development of the proof is almost exactly
similar to that of Theorem 4.8.
Theorem 5.8 Let {Yn} be a sequence of {Fnt }-adapted, standard (L, Hˆ)#-semimartingales and {Xn} be
a sequence of cadlag, adapted Hˆ- valued processes. Assume that {Yn} is UET. If {(Xn, Yn)} satisfies a
LDP in the sense of Definition 4.2 with the rate function family {Iα : α ∈ A}, then {(Xn, Yn,Xn− · Yn)}
also satisfies a LDP.
5.1.1 Identification of the rate function
As before, we follow the process of identification of the rate function of the tuple {(Xn, Yn,Xn− · Yn)}
in Theorem 5.8. Again we assume that H is a separable Banach space with a pseudo-basis {(φk, pk)}
satisfying (ii) of Theorem A.15 . The notation used in the beginning of Section 5 is used here as well.
The following theorem is the analogue of Theorem 5.1 and the proof is almost exactly the same.
Theorem 5.9 Let H be a separable Banach space. Choose a pseudo-basis {(φk, pk)} of H satisfying (ii)
of Theorem A.15, or a Schauder basis, if the latter exists. Suppose that {Yn} is a UET sequence. Suppose
that for (x, y) ∈ D
Hˆ×R∞ [0,∞), Iα(x, y) <∞. Then,
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(i) for every compact set C ⊂ H,
sup
t≤T
sup
h∈C
|
N∑
j=M
yj(t)pj(h)| → 0, as M,N →∞;
(ii) for every t > 0, y∗(t) ∈ H∗, where y∗(t) ≡∑j yj(t)pj ;
(iii) for every t > 0, Tt(y
∗) <∞.
We next state an approximation result similar to Lemma 5.5, and the key in this more general setting
is to work with the right kind of approximation scheme. Recall that Hˆ is the completion of the linear space
Hˆ ≡
{∑l
i=1
∑m
j=1 aijfiφj : fi ∈ {fi} , φj ∈ {φj}
}
with respect to a suitable norm ‖ · ‖
Hˆ
(c.f. Definition
2.8).
For h =
∑L
i=1
∑M
j=1 aijfiφj , define Ql,m : Hˆ → Lm by
Ql,m(h) = (
l∑
i=1
ai1fi,
l∑
i=1
ai2fi, . . . ,
l∑
i=1
aimfi).
For g ∈ DLk [0,∞) define
gδ(t) =
∑
k
g(τ δk )1[τδ
k
,τδ
k+1
)(t),
where the τ δk are defined by
τ δ0 = 0,
τ δk+1 = inf
{
s > τ δk : ‖g(s) − g(τ δk )‖L > δ
}
.
For y ∈ DRk [0,∞), define that,
gδ · y(t) =
∑
k
g(τ δk )
T (y(τ δk+1 ∧ t)− y(τ δk ∧ t)).
where for (f1, . . . , fm)
T ∈ Lk and (y1, . . . , yk)T ∈ Rk,
(f1, . . . , fm)(y1, . . . , yk)
T =
∑
i
yifi ∈ L.
Lemma 5.10 For η > 0 and a > 0, there exist sufficiently small ǫ > 0, δ > 0 and sufficiently large
l,m > 0 such that
lim sup
n→∞
1
n
logP
[
d(Xn− · Yn, (Ql,m(Xǫn−))δ · Yn(αN , ·)) > 2η
] ≤ −a,
where Xǫn(s) =
∑l,m
i,j c
ǫ
ij(Xn(s))fiφj, where recall that the cij are defined by (2.4).
Proof. Since {Xn} is exponentially tight, it satisfies the exponential compact containment condition.
Thus, there exists a compact set Ka ⊂ Hˆ such that
lim sup
n
1
n
log P [Xn(t) /∈ Ka, for some t < a] ≤ −a/3.
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Let τn,a = inf {s : Xn(s) /∈ Ka}. Then notice that
P [τn,a < a] = P [Xn(t) /∈ Ka, for some t < a] .
Hence,
lim sup
n
1
n
log P [τn,a < a] ≤ −a/3.
Fix ǫ > 0. Then there exists l,m > 0 such that defining xǫ =
∑l,m
i,j c
ǫ
ij(x)fiφj , we have
‖xǫ − x‖
Hˆ
≤ ǫ, for all x ∈ Ka.
Hence,
sup
s<τn,a
‖Xǫn(s)−Xn(s)‖Hˆ ≤ ǫ.
and the rest of the proof follows similar steps used after (5.13) in the proof of Lemma 5.5, except that
we now use Ql,m and X
ǫ
n instead of PN and SN (Xn). 
The following result generalizes Theorem 5.6 to the wider class of (L, Hˆ)#-semimartingales. We only
present the key steps.
Theorem 5.11 Suppose for (x, y, z) ∈ D
Hˆ×R∞×L[0,∞), y∗ defined by (5.4) ∈ D.
(i) If z 6= x · y∗, then
Jα(x, y, z) =∞.
(ii) If z = x · y∗, then
Jα(x, y, z) = Iα(x, y).
Proof. (i) Fix an a > 0. By the hypothesis, there exists an η > 0 such that
d(z, x · y∗) > 4η > 0. (5.19)
For this η, choose l,m > 0 and ǫ, δ > 0 such that conclusion of Lemma 5.10 is satisfied. In fact, choose
l,m > 0 large enough and δ > 0 small enough so that
d(x · y∗, (Ql,m(xǫ))δ · y∗(αm, ·)) < 2η,
where xǫ =
∑l,m
i,j c
ǫ
ij(x)fiφj , y
∗(αm, ·) ≡ (y∗(φ1, ·), . . . ,y∗(φm, ·)) = (y1, . . . , ym) = y(m). Then
d(z, (Ql,m(x
ǫ))δ · y∗(αm, ·)) > 2η.
Now following the steps used in Theorem 5.6, we define a function Gδ,ǫ : D
Hˆ×R∞ [0,∞) → DR[0,∞) by
Gδ,ǫ(h, u) = (Ql,m(h
ǫ))δ · u(m), and the rest of the proof is similar.
(ii) Since Tt(y
∗) <∞ and z = x · y∗, for every η > 0, we can find sufficiently large l,m > 0 such that
d((x, y, z), (x, y,Ql,m(x) · y(m))) < η.
Let J l,mα denote the rate function for (Xn, Yn(α, ·), Ql,m(Xn−) · Yn(αm, ·)) and note that by our notation
Ql,m(Xn−) · Yn(αm, ·) =
l∑
i=1
m∑
j=1
fi
∫
ci,j(Xn(s−)) dYk(φj , s).
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Similar to (5.2) and (5.3), in this case the finite-dimensional result of Garcia [24] yields that
J l,mα (x, y,Ql,m(x) · y(m))) = Iα(x, y).
Now just like (4.17)
Jα(x, y, z) = lim
η→0
lim inf
l,m→∞
J l,mα (Bη((x, y, z))),
and it follows that
Jα(x, y, z) ≤ Iα(x, y).
As the reverse inequality is always true by the contraction principle, the theorem follows. 
We summarize our results in the following theorem.
Theorem 5.12 Let H be a separable Banach space and {(φk, pk)} a pseudo-basis of H satisfying (ii) of
Theorem A.15, or a Schauder basis, if the latter exists. Let {Yn} be a sequence of {Fnt }-adapted, standard
(L, Hˆ)#-semimartingales and {Xn} a sequence of cadlag, adapted Hˆ valued processes. Assume {Yn} is
UET. If {(Xn, Yn)} satisfies a LDP in the sense of Definition 4.2, then {(Xn, Yn,Xn− · Yn)} also satisfies
a LDP. The associated rate function of the tuple {(Xn, Yn(α, ·),Xn− · Yn)} can be expressed as
Jα(x, y, z) =
{
Iα(x, y), z = x · y∗, y∗ ∈ D,
∞, otherwise, (5.20)
where α = (φ1, φ2, . . . , ), Yn(α, ·) = (Yn(φ1, ·), Yn(φ2, ·), . . .), y∗ and D are defined by (5.4) and (5.11)
respectively.
6 LDP for stochastic differential equation
6.1 H#-semimartingale
Theorem 6.1 Let H be a separable Banach space and {(φk, pk)} a pseudo-basis of H satisfying (ii) of
Theorem A.15, or a Schauder basis, if the latter exists. Let {Yn} be a sequence of uniformly exponen-
tially tight {Fnt }-adapted, standard H#-semimartingales, {Xn} a sequence of cadlag, adapted Rd-valued
processes and {Un} a sequence of adapted Rd-valued cadlag processes. Suppose that {(Un, Yn)} satisfies a
large deviation principle with the rate function family {Iβ(·, ·)}. Assume that F : Rd → H is a continuous
function and Xn satisfies
Xn(t) = Un(t) + F (Xn−) · Yn(t).
For y ∈ DR∞ [0,∞), define y∗ by (5.4). Suppose that for every (u, y) ∈ DRd×R∞ [0,∞) for which Iα(u, y) <
∞, the solution to
x = u+ F (x) · y∗
is unique. Assume further that {(Un,Xn, Yn)} is exponentially tight. Then the sequence
{(Un,Xn, Yn(α, ·))} satisfies a LDP in DRd×Rd×R∞ [0,∞) with the rate function given by
Jα(u, x, y) =
{
Iα(u, y), x = u+ F (x) · y∗, y∗ ∈ D,
∞, otherwise, (6.1)
where y∗ and D are defined by (5.4) and (5.11) respectively.
Proof. We borrow some ideas from the proof of Theorem 8.2 of Garcia [24]. To prove that {(Un,Xn, Yn(α, ·))}
satisfies a large deviation principle, its enough to prove that for every subsequence of {(Un,Xn, Yn(α, ·)},
there exists a further subsequence which satisfies a LDP with the same rate function Jα. Since for ev-
ery exponentially tight sequence there exists a subsequence which satisfies a LDP, we can assume that
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{(Un,Xn, Yn(α, ·))} satisfies a LDP with the rate function Jα, and then show that the expression of Jα
does not depend on the choice of a subsequence.
Let (u, x, y) ∈ DRd×Rd×R∞ [0,∞). Notice that if y∗ defined by (5.4) is not in D, then Jα(u, x, y) =∞ by
Theorem 5.3 and (iii).
Next suppose that y∗ ∈ D, but x 6= u+ F (x) · y∗. We will prove that in this case
Jα(u, x, y) =∞.
Notice that by the contraction principle, {(Un, F (Xn), Yn(α, ·))} satisfies a LDP with the rate function
Λ˜α(u, z, y) = inf
q
{Jα(u, q, y) : F (q) = z} .
It follows from Theorem 5.7 that {(Un, F (Xn), Yn(α, ·), F (Xn−) · Yn)} satisfies a LDP with the rate func-
tion
Λα(u, z, y, p) =
{
infq {Jα(u, q, y) : F (u) = z} , p = z · y∗, y∗ ∈ D,
∞, otherwise.
SinceXn = Un+F (Xn−)·Yn, it now follows from the contraction principle that {(Un, F (Xn),Xn, Yn(α, ·))}
satisfies the LDP with the rate function given by
J˜α(u, z, x, y) =
{
infq {Jα(u, q, y) : F (q) = z} , x = u+ z · y∗, y∗ ∈ D,
∞, otherwise. (6.2)
On the other hand, notice that since {(Un,Xn, Yn(α, ·))} satisfies LDP with rate function Jα, the con-
traction principle yields
J˜α(u, z, x, y) =
{
Jα(u, x, y), if z = F (x),
∞, otherwise. (6.3)
We will prove that if x 6= u+ F (x) · y∗, then for all z
J˜α(u, z, x, y) =∞.
Then taking infimum over all z, we see that Jα(u, x, y) =∞.
Case 1: x 6= u+ F (x) · y∗
Fix a z. Notice that if x 6= u+ z · y∗, J˜α(u, z, x, y) =∞. So suppose that x = u+ z · y∗. Then from the
assumption we find that z 6= F (x). It follows from (6.3) that, J˜α(u, z, x, y) =∞.
Next assume that x = u+ F (x) · y∗. We will prove that Jα(u, x, y) = Iα(u, y).
Case 2: x = u+ F (x) · y∗
If Iα(u, y) =∞, clearly Jα(u, x, y) =∞. So, assume that Iα(u, y) < ∞. Then there exists a q such that
Jα(u, q, y) <∞. From Case 1 it follows that q = u+ F (q) · y∗. By the uniqueness assumption, it follows
that q = x. Hence we have
Jα(u, x, y) = Jα(u, q, y), for all q such that Jα(u, q, y) <∞.
It follows that
Jα(u, x, y) = inf
q
Jα(u, q, y) = Iα(u, y).

The above theorem can be extended to cover stochastic differential equations of the type
Xn(t) = Un + Fn(Xn−) · Yn,
where the Fn : R
d → H are measurable functions satisfying some suitable conditions.
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Theorem 6.2 Let H be a separable Banach space and {(φk, pk)} a pseudo-basis of H satisfying (ii) of
Theorem A.15, or a Schauder basis, if the latter exists. Let {Yn} be a sequence of uniformly exponen-
tially tight {Fnt }-adapted, H#-semimartingales, {Xn} a sequence of cadlag, adapted Rd-valued processes
and {Un} a sequence of adapted Rd-valued cadlag processes. Suppose {(Un, Yn} satisfies large deviation
principle with the rate function family {Iβ(·, ·)}. Assume that F,Fn : Rd → H are measurable functions
such that
• for all x whenever xn → x, Fn(xn)→ F (x).
Suppose that Xn satisfies
Xn(t) = Un(t) + Fn(Xn−) · Yn(t).
For y ∈ DR∞ [0,∞), define y∗ by (5.4). Suppose that for every (u, y) ∈ DRd×R∞ [0,∞) for which Iα(u, y) <
∞, the solution to
x = u+ F (x) · y∗
is unique. Assume further that {(Un,Xn, Yn)} is exponentially tight. Then the sequence {(Un,Xn, Yn(α, ·))}
satisfies a LDP with the rate function given by
Jα(u, x, y) =
{
Iα(u, y), x = u+ F (x) · y∗, y∗ ∈ D,
∞, otherwise. (6.4)
Proof. The proof is almost exactly same as the above theorem once we apply a generalized version of
the contraction principle (see Theorem A.3) instead of the usual one. 
6.2 (L, Hˆ)#-semimartingale
We now generalize Theorem 6.2 to cover infinite-dimensional SDEs driven by (L, Hˆ)#-semimartingales.
Theorem 6.3 Let H be a separable Banach space and {(φk, pk)} a pseudo-basis of H satisfying (ii) of
Theorem A.15, or a Schauder basis, if the latter exists. Let {Yn} be a sequence of uniformly exponentially
tight {Fnt }-adapted, (L, Hˆ)#-semimartingales, {Xn} a sequence of cadlag, adapted L-valued processes
and {Un} a sequence of adapted L-valued cadlag processes. Suppose {(Un, Yn} satisfies large deviation
principle with the rate function family {Iβ(·, ·)}. Assume that F,Fn : L → Hˆ are measurable functions
such that
• for all x whenever xn → x, Fn(xn)→ F (x).
Suppose that Xn satisfies
Xn(t) = Un(t) + Fn(Xn−) · Yn(t).
For y ∈ DR∞ [0,∞), define y∗ by (5.4). Suppose that for every (u, y) ∈ DL×R∞ [0,∞) for which Iα(u, y) <
∞, the solution to
x = u+ F (x) · y∗
is unique. Assume further that {(Un,Xn, Yn)} is exponentially tight. Then the sequence {(Un,Xn, Yn(α, ·))}
satisfies a LDP in DL×L×R∞ [0,∞) with the rate function given by
Jα(u, x, y) =
{
Iα(u, y), x = u+ F (x) · y∗, y∗ ∈ D,
∞, otherwise. (6.5)
The proof follows almost the exact same route as that of Theorem 6.1.
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7 Examples
The above results lay out a systematic program for validation of LDP for SDEs: (i) verify that the driving
semimartingale sequence {Yn} is UET, (ii) check that {Yn} satisfies LDP (usually follows some standard
results) and identify the rate function, (iii) prove that Xn is exponentially tight. The desired result on the
LDP for {Xn} along with its rate function then readily follows from Theorems 6.2 or 6.3. As mentioned
before, the choice of the indexing space H for the driving infinite-dimensional semimartingales Yn smartly
encodes some of the necessary conditions required on the coefficients of the SDEs.
Example 7.1 (LDP for Markov chains) Let {Xnk } be a Markov Chain in Rd satisfying
Xnk+1 = X
n
k +
1
n
b(Xnk , ξk+1), X
n
0 = x0,
where the ξk are iid random variables in E with distribution π and b : R
d ×E→ Rd. We want a LDP for{
Xn(t) ≡ Xn[nt]
}
. Define
Mn(Γ, t) =
[nt]∑
k=1
1Γ(ξk),
and notice that,
Xn(t) = x0 +
1
n
∫
E×[0,t)
b(Xn(s), u)Mn(du× ds).
Now Mn is a counting measure with mean measure π ⊗ µn, where µn [0, t] = [nt].
Notice that the Yn ≡ Mn/n can be considered as cadlag processes on MF (E), that is, Yn ∈
DMF (E)[0,∞). Write
L(E) = {z ∈ MF (E× [0,∞)) : z(E× [0, t]) = t, t ≥ 0} . (7.1)
Topologize L(E) by weak convergence on bounded intervals, that is, zn → z if∫
E×[0,t]
f(u, s)zn(du× ds)→
∫
E×[0,t]
f(u, s)z(du × ds), t ≥ 0
for all f ∈ Cb(E× [0,∞)). If z ∈ L(E), then there exists µ ∈MP(E)[0,∞) such that
z(C × [0, t)) =
∫ t
0
µ(s)(C) ds.
We write z˙(t) = µ(t). Conversely, if µ ∈ MP(E)[0,∞), then z defined by the above relation is in L(E).
Now by Sanov’s theorem, {Yn} satisfies a LDP in DMF (E)[0,∞) with rate function
I¯(z) =
{∫∞
0 R(z˙(s)|π) ds, z ∈ L(E)
∞, otherwise, (7.2)
where R(ν|π) ≡ ∫E dνdπ ln ( dνdπ) dπ is the relative entropy of the measure ν with respect to π.
We take the indexing space H to be MΦ(π) ⊂ LΦ(π) (see (A.1) for definition).
Consider Mn as an H
#-semimartingale, for , with Φ(x) = ex − 1. As standard, this means for
h ∈MΦ(π), Mn(h, ·) is defined by
Mn(h, t) =
∫
E×[0,t
h(u)Mn(du× ds) =
[nt]∑
k=1
h(ξk).
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Assume that b is Lipschitz in the first argument and supx ‖b(x, ·)‖Φ <∞.
We now carry out the program of verification of LDP for {Xn}.
UET of {Yn}: The proof that {Yn ≡Mn/n} is UET is similar to that of Poisson random measure in
Example 3.3. Let Z(u, s) be a cadlag process such that sups≤t ‖Z(·, s)‖Φ ≤ 1. Observe that without loss
of generality we can take Z ≥ 0 for our purpose.
Call Hn(t) ≡ Z− ·Mn(t). Then as in Example 3.3, apply Itoˆ’s lemma to get
E(eHn(t)) = 1 + nE
∫ t
0
eHn(s)
∫
E
(eZ(u,s) − 1)π(du)µn(ds).
Now since ‖f‖Φ ≤ 1 iff
∫
Φ(|f |) dν ≤ 1, we see from our assumption on the process Z that sups≤t
∫
E
(eZ(u,s)−
1)dν(u) ≤ 1. Thus,
E(eHn(t)) ≤ 1 +E
∫ t
0
eHn(s)µn(ds),
and by Gronwall’s inequality
E(eHn(t)) = E
(
eZ−·Yn(t)
)
≤ e[nt].
Therefore
P (sup
s≤t
Z− · Yn(s) > K) = P (Z− ·Mn(t) > nK) = P
(
eZ−·Mn(t) > enK
)
≤ E(eZ−·Mn(t))/enK ≤ ent−nK .
Choosing k(t, a) ≡ K = t+ a, we have
lim sup
n
1
n
log supP
[
sup
s≤t
|Z− · Yn(s)| > k(t, a)
]
≤ −a.
LDP of {Yn}: To prove that {Yn ≡Mn/n} satisfies a LDP as H#-semimartingales, we observe that, by the
contraction principle, for any finite collection h = (h1, . . . hm) inM
Φ(π), {Yn(h, ·) ≡ (Yn(h1, ·), . . . , Yn(hm, ·))}
satisfies a LDP in DRm [0,∞) with the rate function given by
Ih(y
(m)) = inf
{
I¯(z) : yi(t) =
∫
E×[0,t]
hi(u)z(du × ds) i = 1, 2, . . . ,m
}
, y(m) = (y1, y2, . . . , ym).
Thus choosing a pseudo-basis {(φk, pk)} of MΦ(π), we have that {Yn(α, ·) ≡ (Yn(φ1, ·), Yn(φ2, ·)), · · · }
satisfies a LDP in DR∞ [0,∞)with with the rate function given by
Iα(y) = inf
{
I¯(z) : yi(t) =
∫
E×[0,t]
φi(u)z(du × ds), z ∈ L(E), i = 1, 2, . . .
}
, y = (y1, y2, . . .). (7.3)
Exponential tightness of {Xn}: For simplicity of the calculation we will assume d = 1. The calculations
can be easily extended for higher d. By Itoˆ’s lemma,
enX
n(t+h) = enX
n(t) +
∫
E×[t,t+h)
enX
n(s−)(eb(X
n(s−),u) − 1)Mn(du× ds).
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It follows that,
E
(
en(X
n(t+h)−Xn(t))
∣∣∣Fnt ) = 1 + E
(∫
E×[t,t+h)
en(X
n(s−)−Xn(t))(eb(X
n(s−),u) − 1)π(du)µn(ds)
∣∣∣∣Fnt
)
.
Hence
E(en(X
n(t+h)−Xn(t))|Fnt ) ≤ 1 + nE
(∫
E×[0,h)
en(X
n(t+s−)−Xn(t))(eb(X
n(t+s−),u) − 1)π(du)ds
∣∣∣∣Fnt
)
≤ 1 + n sup
x
‖b(x, ·)‖Φ
∫ h
0
E
(
en(X
n(t+s−)−Xn(t))
∣∣Fnt ) ds.
By Gronwall’s inequality
E
(
en(X
n(t+h)−Xn(t))
∣∣Fnt ) ≤ en supx ‖b(x,·)‖Φh.
Similarly,
E
(
e−n(X
n(t+h)−Xn(t))
∣∣Fnt ) ≤ en supx ‖b(x,·)‖Φh,
and it follows that
E
(
en|X
n(t+h)−Xn(t)|
∣∣Fnt ) ≤ 2en supx ‖b(x,·)‖Φh.
Now, the exponential tightness of {Xn} follows from Feng and Kurtz [19, Theorem 4.1].
LDP and rate function of {Xn}: Theorem 6.1 now readily establishes the LDP of {Xn} with the rate
function given by
J(x) = inf {Iα(y) : x˙(s) = b(x(s), ·) · y∗(ds), y∗ ∈ D} .
where y∗ and D are defined by (5.4) and (5.11) respectively. Now if z ∈ L(E) and (y1, y2, y3, . . .) are such
that yi(t) =
∫
E×[0,t] φi(u)z(du × ds) and x˙(s) = b(x(s), ·) · y∗(ds), then it is easy to see that
x(t) = x0 +
∫
E×[0,t]
b(x(s), u)z(du × ds).
Consequently, after a few elementary steps, it follows that the rate function J can be equivalently ex-
pressed as
J(x) = inf
{
I¯(z) : x(t) = x0 +
∫
E×[0,t]
b(x(s), u)z(du × ds), z ∈ L(E)
}
,
where I¯ is defined in (7.2).
Example 7.2 (LDP for random evolutions) Let E be a complete and separable metric space. Let
{ξk} be a {Fk}-Markov chain in E with the transition kernel P . Consider the evolution equation
Xnk+1 = X
n
k +
1
n
b(Xnk , ξk+1),
where b : Rd × E→ Rd. By a slight abuse of notation, put ξn(t) = ξ[nt], Xn(t) = Xn[nt]. We wish to find a
LDP for {Xn}. Note that for each n, {Xn} is adapted to the filtration {Fnt = F[nt]}.
Define
Mn(Γ, t) =
[nt]∑
k=1
1Γ(ξk),
34
and notice that Xn satisfies
Xn(t) = Xn0 +
1
n
∫
E×[0,t)
b(Xn(s), u)Mn(du× ds).
Define M˜n by
M˜n(Γ, t) =
[nt]∑
k=1
(1Γ(ξk)− P (ξk−1,Γ)).
Notice that for each Γ, M˜n(Γ, ·) is a martingale. Define the random measure µn by
µn(Γ, t) =
[nt]∑
k=1
P (ξk−1,Γ).
Then,
E
(∫
E×[0,t)
H(u, s)Mn(du, ds)
)
= E(
∫
E×[0,t)
H(u, s)µn(du, ds)).
Assume that there exists a σ-finite measure π such that the Radon-Nikodym derivatives
dP (x, ·)
dπ
(u) ≤ C, for all x, u.
LDP of occupation measures of Markov chain: Assume that the transition matrix P of the Markov chain
{ξk} satisfies the following uniform ergodicity condition (see Page 100, [13], Appendix B, [19]): there
exist l,N ∈ Z+ with 1 ≤ l ≤ N and M ≥ 1 such that
P l(x, ·) ≤ M
N
N∑
m=1
Pm(y, ·), for x, y ∈ E.
The above uniform ergodicity condition guarantees the existence of an unique invariant probability mea-
sure ν for P . Then {Yn} satisfies a LDP in DMF (E)[0,∞) with the rate function
I¯(z) =
{∫∞
0 IP (z˙(s)) ds, z ∈ L(E),
∞, otherwise, (7.4)
where L(E) is as in (7.1), and IP (µ) is given by
IP (µ) = − inf
f∈Cb(E)+
∫
E
log
Pf
f
dµ.
Consider Mn as an H
#-semimartingale, for H =MΦ(π) ⊂ LΦ(π) with Φ(x) = ex − 1. Assume that b
is Lipschitz in the first argument and that supx ‖b(x, ·)‖Φ <∞.
We now carry out the program of verification of LDP for {Xn}.
UET of {Yn}: Let Z(u, s) be a cadlag process such that sups≤t ‖Z(·, s)‖Φ ≤ 1. Observe that without loss
of generality we can take Z ≥ 0 for our purpose.
Call Hn(t) ≡ Z− ·Mn(t). Then by Itoˆ’s lemma
f(Hn(t)) = f(Hn(0)) +
∫
E×[0,t]
f(Hn(s−) + Z(u, s−))− f(Hn(s−)) Mn(du, ds).
35
Therefore, taking f(x) = ex,
E(eHn(t)) = 1 + E
(∫
E×[0,t)
eHn(s)(eZ(u,s) − 1)µn(du, ds)
)
= 1 +
[nt]∑
k=1
∫
E
E
(
eHn(k/n)(eZ(u,k/n) − 1)P (ξk, du)
)
≤ 1 +
[nt]∑
k=1
eHn(k/n) sup
x
∫
E
(eZ(u,k/n) − 1)P (x, du)
= 1 +
[nt]∑
k=1
eHn(k/n) sup
x
∫
E
(eZ(u,k/n) − 1)dP (x, ·)
dπ
(u)π(du)
≤ 1 + C
[nt]∑
k=1
eHn(k/n)
∫
E
(eZ(u,k/n) − 1)π(du).
Now since ‖f‖Φ ≤ 1 iff
∫
Φ(|f |) dν ≤ 1, we see from our assumption on the process Z that sups≤t
∫
E(e
Z(u,s)−
1)dπ(u) ≤ 1. Thus,
E(eHn(t)) ≤ 1 + CE
∫ t
0
eHn(s)νn(ds),
where νn [0, t] = [nt]. and by Gronwall’s inequality
E(eHn(t)) = E(eZ−·Mn(t)) ≤ eC[nt].
Therefore
P (sup
s≤t
n−1Z− ·Mn(s) > K) = P (Z− ·Mn(t) > nK) = P (eZ−·Mn(t) > enK)
≤ E(eZ−·Mn(t))/enK ≤ eCnt−nK .
Choosing k(t, a) ≡ K = Ct+ a, we see that
lim sup
n
1
n
log supP
[
sup
s≤t
n−1|Z− ·Mn(s)| > k(t, a)
]
≤ −a.
This proves that the sequence {Yn ≡Mn/n} is UET.
LDP of {Yn}: Just as in Example 7.1, we have that for a pseudo-basis {(φk, pk)} of MΦ(π), {Yn(α, ·) ≡
(Yn(φ1, ·), Yn(φ2, ·)), · · · } satisfies a LDP in DR∞ [0,∞)with with the rate function given by
Iα(y) = inf
{
I¯(z) : yi(t) =
∫
E×[0,t]
φi(u)z(du × ds), z ∈ L(E), i = 1, 2, . . .
}
, y = (y1, y2, . . .). (7.5)
Here I¯ is defined in (7.4).
Exponential tightness of {Xn}: By Itoˆ’s lemma,
enX
n(t+h) = enX
n(t) +
∫
E×[t,t+h)
enX
n(s−)(eb(X
n(s−),u) − 1)Mn(du× ds).
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Recall that Fnt = F[nt]. It follows that,
E(en(X
n(t+h)−Xn(t))|Fnt ) = 1 + E
(∫
E×[t,t+h)
en(X
n(s−)−Xn(t))(eb(X
n(s−),u) − 1)µn(du, ds)
∣∣∣∣Fnt
)
.
Hence
E(en(X
n(t+h)−Xn(t))|Fnt ) ≤ 1 +
∑
nt≤k<n(t+h))
∫
E
E
(
en(X
n(k/n)−Xn(t))(eb(X
n(k/n),u) − 1)P (ξk−1, du)
∣∣F[nt])
≤ 1 + C
∑
nt≤k<n(t+h))
E
(
en(X
n(k/n)−Xn(t))
∫
E
(eb(X
n(k/n),u) − 1)π(du)
∣∣∣F[nt]
)
≤ 1 + C sup
x
‖b(x, ·)‖Φ
∑
nt≤k<n(t+h))
E
(
en(X
n(k/n)−Xn(t))
∣∣F[nt]) .
By Gronwall’s inequality (Theorem 5.1, Page 498, [18])
E
(
en(X
n(t+h)−Xn(t))
∣∣Fnt ) ≤ enC supx ‖b(x,·)‖Φh
and as before, exponential tightness of {Xn} follows.
LDP and rate function of {Xn}: Theorem 6.1 now readily establishes the LDP of {Xn}, and just like
Example 7.1, the rate function J can be expressed as
J(x) = inf
{∫ ∞
0
Ip(z˙(s))ds : x(t) = x0 +
∫
E×[0,t]
b(x(s), u)z(du × ds), z ∈ L(E)
}
,
where IP is defined in (7.4).
Our next example is a Freidlin-Wetzell type small diffusion problem, where the driving integrator is
space-time Gaussian white noise. A list of references for various LDP results on these types of models
has already been mentioned in the introduction. Cho [9] considers the case when the driving integrators
are continuous orthogonal martingale random measures.
Example 7.3 ( Freidlin - Wentzell type LDP I ) Let (E, r) be a complete and separable metric
space and µ a sigma finite measure on (E,B(E)). Let σ : Rd × E → Rd, be Lipschitz continuous in the
sense that ‖σ(x, ·)−σ(x′, ·)‖L2(µ) ≤ Lσ|x−x′|, and L2-bounded, that is, ‖σ‖∞ ≡ supx ‖σ(x, ·)‖L2(µ) <∞.
Suppose b : Rd → Rd is a bounded Lipschitz function with bound ‖b‖∞ = supx |b(x)| < ∞. Denote
Wn ≡ n−1/2W , where W is the space time white noise on the measure space (E× [0,∞), µ⊗λ∞). Recall
that λ∞ denotes the Lebesgue measure on [0,∞). Assume that Xn satisfies
Xn(t) = x0 +
∫ t
0
b(Xn(s)) ds +
1√
n
∫
E×[0,t)
σ(Xn(s), u)Wn(ds × du).
UET of {Wn}: Example 3.2 shows that {Wn}, indexed by H = L2(µ), is a sequence of uniformly expo-
nentially tight H#-semimartingales.
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LDP of {Wn}: As discussed in Example 4.4,
{
n−1/2W
}
satisfies LDP, and if α = {φi} forms a orthonormal
basis, the rate function of
{
Wn(α, ·) ≡ n−1/2(W (φ1, ·),W (φ2, ·), . . .)
}
is given by
Iα(y) =
{
1
2
∑∞
i=1
∫∞
0 |y˙i(t)|2 dt, yi(t) =
∫ t
0 y˙i(s) ds for some y˙i ∈ L2(R)
∞ otherwise. (7.6)
Exponential tightness of {Xn}: For simplicity of calculation, we assume d = 1. But the following steps
could be easily extended to d > 0 (for example, by applying them component-wise). To show that {Xn}
is exponentially tight, observe that by Itoˆ’s lemma,
enXn(t+h) = enXn(t) +
∫ t+h
t
nenXn(s)dXn(s) +
1
2
∫ t+h
t
n2enXn(s)d [Xn]s .
It follows that
E
(
en(Xn(t+h)−Xn(t))
∣∣Fnt ) = 1 + 12
∫ h
0
nE
(
en(Xn(t+s)−Xn(t))(‖σ(Xn(s), ·)‖2L2(µ) + b(Xn(s))
∣∣∣Fnt ) ds
≤ 1 + n(‖σ‖
2
∞ + ‖b‖∞)
2
∫ h
0
E
(
eXn(t+s)−Xn(t)
∣∣Fnt ) ds.
Hence by Gronwall’s inequality,
E
(
en(Xn(t+h)−Xn(t))
∣∣Fnt ) ≤ en(‖F‖2+‖b‖)h.
Similarly,
E
(
e−n(Xn(t+h)−Xn(t))
∣∣Fnt ) ≤ en(‖F‖2+‖b‖)h,
and it follows that
E
(
en|Xn(t+h)−Xn(t)|
∣∣Fnt ) ≤ 2en(‖F‖2+‖b‖)h.
As before, Theorem 4.1 of Feng and Kurtz [19] implies that {Xn} is exponentially tight.
LDP and rate function of {Xn}: Put y∗(t) =
∑
k yk(t)φk, where {φk} is a chosen complete orthonormal
system of L2(µ). Theorem 6.1 implies that
{
(Xn, n
−1/2W (α, ·)} satisfies a LDP in CRd×R∞ [0,∞) with
the rate function
Jα(x, y) =
{
Iα(y), x(t) = x0 +
∫ t
0 b(x(s))ds + σ(x, ·) · y∗(t), y∗ ∈ D,
∞, otherwise. (7.7)
Letting ψ(u, t) =
∑
k y˙k(t)φk(u), observe that σ(x, ·) · y∗(t) =
∫
E×[0,t] σ(x(s), u)ψ(u, s)µ(du)ds and∫
E×[0,∞] |ψ(u, t)|2µ(du)dt =
∑∞
i=1
∫∞
0 |y˙i(t)|2 dt. Consequently, it is easy to conclude that Xn satisfies
a LDP in CRd [0,∞) with the rate function given by
J(x) = inf
{
1
2
∫
E×[0,∞]
|ψ(u, t)|2µ(du)dt : x(t) = x0 +
∫ t
0
b(x(s))ds +
∫
E×[0,t]
σ(x(s), u)ψ(u, s)µ(du)ds,
ψ ∈ L2(E × [0,∞))
}
.
Example 7.4 (Freidlin - Wentzell type LDP II) Consider the SDE
Xn(t) = x0 + n
−1/2
∫
E1×[0,t]
σ1(Xn(s), u)W (ds × du) +
∫ t
0
b(Xn(s)) ds (7.8)
+ n−1
∫
E2×[0,t]
σ2(Xn(s), v)ξ(n ds× dv). (7.9)
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Here, as before, W is a space time white noise on (E1 × [0,∞), µ ⊗ λ∞), ξ is a Poisson random measure
on E2× [0,∞) with mean measure ν⊗λ∞, and is independent of space-time white noise W . Assume that
σ1 and b satisfy the same conditions σ and b did in Example 7.3. For σ2 : R
d × E2 → Rd, assume that
|σ2(x, v)| ≤M2(v), |σ2(x, v) − σ2(x′, v)| ≤ L2(v)|x − x′|
where M2 and L2 are in M
Φ(ν), with Φ(x) = ex − 1 (see (A.1)). In other words, we assume that∫
E2
(
eaM2(v) − 1
)
ν(dv) <∞, and
∫
E2
(
eaL2(v) − 1
)
ν(dv) <∞, for all a > 0.
Put Yn = (n
−1/2W,n−1ξn) with ξn(A × [0, t]) = ξ(A × [0, nt]) and take the indexing space H =
(L2(µ),MΦ(ν)) with ‖ · ‖H = ‖ · ‖L2(µ) + ‖ · ‖Φ. Examples 3.2 and 3.3 establish that Yn is UET.
LDP of {Yn}: Let {φ1k} be a complete orthonormal system of L2(µ) and {(φ2k, p2k)} a pseudo-basis of
MΦ(ν). By Example 4.5,
{
n−1ξn(α
2, ·) ≡ n−1(ξn(φ21, ·), ξn(φ22, ·), . . .)
}
satisfies a LDP in DR∞ [0, T ] with
the rate function given by I˜α2
I˜α2(y) = inf
{
LT (ϕ) : yi(t) =
∫
E2×[0,T ]
hi(v)ϕ(z, s)ν(dv)ds, i = 1, 2, . . . ,
}
where LT is defined in (4.4). Also,
{
Wn(α
1, ·) ≡ (Wn(φ21, ·),Wn(φ22, ·), . . .)
}
satisfies a LDP in CR∞ [0, T ]
with rate function Iα1 defined by (7.6) (with the small notational change of α to α1 and integration
ranging from 0 to T ). And thus by independence of W and ξ,
{
Yn(α
1, α2, ·) = (Wn(α1, ·), n−1ξn(α2, ·))}
satisfies a LDP in CR∞ [0, T ] ×DR∞ [0, T ] with the rate function given by Iα1 + I˜α2 .
Exponential tightness of {Xn}: Similar to Examples 7.1 and 7.3, Itoˆ’s formula and Gronwall’s inequality
prove that E(exp(n|Xn(t+ h) −Xn(t)|)) = O(eCnh). This verifies the exponential tightness of the solu-
tion. As before, Theorem 6.2 gives the associated rate function for {Xn}.
LDP and rate function of {Xn}: An application of Theorem 6.1 implies that {Xn} satisfies a LDP and
it could be easily checked, after a few simple steps, that the associated rate function is given by
J(x) = inf
{
LT (ϕ) +
1
2
∫
E×[0,T ]
|ψ(u, t)|2µ(du)dt : x(t) = x0 +
∫ t
0
b(x(s))ds
+
∫
E1×[0,t]
σ1(x(s), u)ψ(u, s)µ(du)ds +
∫
E2×[0,t]
σ2(x(s), v)ϕ(v, s)ν(dv)ds,
ψ ∈ L2(E × [0, T ]), LT (ϕ) <∞
}
.
Some of the conditions like boundedness of b, σ1 and σ2 (in the above sense) made the proof of
exponential tightness of {Xn} simpler, but with a little extra work they could be relaxed to that having
linear growth.
Example 7.5 (Two-scale hybrid diffusion process) We now consider a hybrid diffusion processes
of the form:
Xn(t) = x0 +
∫ t
0
b(Xn(s), Yn(s))ds +
1√
n
∫
E×[0,t]
σ(Xn(s), u)W (du× ds).
Here W is the space time white noise on the measure space (E × [0,∞), µ ⊗ λ∞), λ∞ is the Lebesgue
measure on [0,∞), µ is a σ-finite measure on E, Yn(t) = Y (nt), where Y is an ergodic Markov process on
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a compact metric space U with the unique invariant measure π and which is independent of W . These
types of processes are characterized by property that the dynamics of the slow diffusion Xn is modulated
by the fast moving Markov process Yn [52]. Under some standard assumptions on the coefficients, it is
easy to see that an averaging principle holds: that is Xn → X where
X(t) = x0 +
∫ t
0
b¯(X(s)) ds,
where b¯(x) =
∫
U
b(x, v)π(dv). We are interested in a LDP for Xn and we briefly describe how the general
program of verification of LDP can be used for this purpose. Some problems related to LDP for these
types of systems, where the slow process has no diffusion term, have been considered in [22, 26]. We
assume that b : Rd × U → Rd is bounded and Lipschitz in the first component, σ : Rd × E → Rd is
Lipschitz continuous in the sense that ‖σ(x, ·) − σ(x′, ·)‖L2(µ) ≤ Lσ|x − x′|, and L2(µ)-bounded, that
is, supx ‖σ(x, ·)‖L2(µ) < ∞. Next, we assume that the sequence of occupation measures Γn defined by
Γn(A× [0, t]) = 1n
∫ nt
0 1{Y (s)∈A} ds =
∫ t
0 1{Yn(s)∈A} ds satisfies a LDP in CMF (U)[0,∞) with a rate function
I¯. Typically, in many examples (see [19]) I¯ is given by
I¯(z) =
{∫∞
0 IA(z˙(s)) ds, z ∈ L(U),
∞, otherwise, (7.10)
where IA(ν) is given by
IA(ν) = − inf
f∈D(A)∩Cb(U)+
∫
U
Af
f
dν.
Here A is the generator of the Markov process Y , D(A) is the domain of A and L(U) is as in Example
7.1.
Note that Xn satisfies
Xn(t) = x0 +
∫
U×[0,t]
b(Xn(s), v)Γn(dv × ds) + 1√
n
∫
E×[0,t]
σ(Xn(s), u)W (du × ds).
Let C(U) be equipped with the sup norm: ‖f‖∞ = supv∈U |f(v)|. Put Yn = (Γn, n−1/2W ) and take
the indexing space H = (C(U), L2(µ)) with ‖(f, h)‖H = ‖f‖∞ + ‖h‖L2(µ). Example 3.2 established that
n−1/2W is UET. It is also easy to see that Γn is UET. Indeed, let Z be a cadlag process taking values
in C(U) such that sups≤t ‖Z(·, s)‖∞ ≤ 1. Then supr≤t |Z · Γn(r)| = supr≤t
∣∣∫ r
0 Z(Yn(s), s)ds
∣∣ ≤ t, and it
follows that
lim sup
n
1
n
log supP
[
sup
s≤t
|Z · Γn(s)| > k(t, a)
]
≤ −a.
with k(t, a) = t+a. This proves that the sequence {Γn}, and consequently, {Yn = (Γn, n−1/2W )} is UET.
Exponential tightness of Xn follows by calculations similar to that in Example 7.3, and like Examples
7.2 and 7.3, we conclude that Xn satisfies a LDP in CRd [0,∞) with the rate function given by
J(x) = inf
{
I¯(z) +
1
2
∫
E×[0,∞)
|ψ(u, s)|2µ(du)ds : x(t) = x0 +
∫
U×[0,t]
b(x(s), v)z(dz × ds)
+
∫
E×[0,t]
σ(x(s), u)ψ(u, s)µ(du)ds, ψ ∈ L2(E× [0,∞)), z ∈ L(U)
}
.
Some of the conditions like boundedness of b and σ could be relaxed to that having linear growth without
too much difficulty. Also, the program could be adopted to cover the case of Y taking values in a non-
compact U and σ depending on the states of both the slow process Xn and fast process Yn. However, the
corresponding analysis requires more careful estimates and deserves a separate paper-long treatment.
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Appendix
A.1 Some definitions
Definition A.1 Let U be a Polsh space and {µn} a sequence of probability measures on (U,U), where U
is the Borel σ-algebra on U containing all the compact subsets of U . {µn} is exponentially tight if for
every a > 0, there exists a compact set Ka such that
lim sup
n→∞
1
n
log µn(K
c
a) ≤ −a.
Definition A.2 Let E be a complete and separable metric space. A sequence {Xn} satisfies the expo-
nential compact containment condition if for each a, T > 0, there exists a compact set Ca,T ⊂ E
such that
lim sup
n→∞
1
n
logP (Xn(t) /∈ Ca,T for some t ≤ T ) ≤ −a.
Clearly, exponential tightness implies exponential compact containment condition and the latter implies
the former under the additional requirement of exponential tightness of the sequence of real valued
processes {f(Xn)}, for every f belonging to an appropriate function family [19, Theorem 4.4].
A.2 A generalized contraction principle
Theorem A.3 Let (E, r) and (E′, r′) be two complete, separable metric spaces. Let {Xn} be a sequence
of random vectors taking values in E. Suppose that {Xn}satisfies a large deviation principle with the good
rate function I. Assume that f, fn : E → E′ are measurable functions satisfying:
• for all x ∈ E with I(x) <∞, xn → x implies that fn(xn)→ f(x).
Then {fn(Xn)} satisfies a large deviation principle with the rate function given by
I ′(y) = inf {I(x) : f(x) = y} .
See [23, Theorem 2.4].
A.3 Orlicz spaces
The standard reference for this section is Rao and Ren [40] . Some results presented here are taken from
Terrence Tao’s lecture notes on Harmonic Analysis [47].
Let U be a complete and separable metric space, and U a σ-algebra on U . Observe that for the space
Lp(U, µ), 1 ≤ p <∞,
‖f‖p ≤ 1 iff
∫
U
|f |p dµ ≤ 1.
The motivation for introducing Orlicz spaces is to find more general function Φ : R → R+ satisfying
certain conditions, such that the above kind of statement is true, that is we want to find a norm ‖f‖Φ
such that
‖f‖Φ ≤ 1 iff
∫
U
φ(|f |) dµ ≤ 1.
Definition A.4 Let Φ : R → R+ be an even, increasing and convex function with Φ(0) = 0 and
limx→∞Φ(x) =∞. Such a Φ is called a Young’s function.
Define the norm ‖ · ‖Φ by
‖f‖Φ ≡ inf
{
A > 0 :
∫
U
Φ(|f |/A) dµ ≤ 1
}
.
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‖ · ‖Φ is called the Orlicz norm, and the corresponding space
LΦ(U, µ) ≡ {f : ‖f‖Φ <∞}
is called the Orlicz space.
Lemma A.5 Orlicz spaces are Banach spaces.
The following are a few examples of Orlicz spaces.
• Lp(U, µ) forms an Orlicz space for 1 ≤ p <∞, with Φ(x) = |x|p.
• The spaces LΦ(U, µ) with Φ(x) ≡ ex − 1, or Φ(x) = x log(x+ 2).
Observe that
LΦ(U, µ) =
{
f :
∫
Φ(af) dµ <∞, for some a > 0
}
.
Let
MΦ(U, µ) =
{
f :
∫
Φ(af) dµ <∞, for all a > 0
}
. (A.1)
The space MΦ(U, µ) was introduced by Morse and Transue (1950), and is sometimes referred to as
Morse-Transue space [40].
Lemma A.6 Let Φ be a continuous Young’s function. Then MΦ(U, µ) is a closed linear subspace of
LΦ(U, µ).
In general, many interesting Orlicz spaces might not be separable, for example, LΦ(U, µ) with Φ(x) =
ex − 1 is not separable. However, for MΦ, we have the following theorem (Page 87, [40]):
Lemma A.7 Let (U,U) be a complete and separable measure space, and Φ a continuous Young’s function
with Φ(x) = 0 iff x = 0. Then the space MΦ(U, µ) is separable.
A.4 Basis theory
The material presented here is taken from [27, 44, 45].
Definition A.8 A sequence {xk} in a Banach space B is a basis for B if for each x ∈ B, there exist
unique scalars pk(x), such that
x =
∑
k
pk(x)xk.
Remark A.9 Every Banach space with a basis is separable.
Remark A.10 It is easy to see that the pn are linear functionals.
Definition A.11 A basis {xk} is called a Schauder basis if the unique pk are bounded linear function-
als, that is if pk ∈ X∗ for every n.
Theorem A.12 Every basis {xk} of X is a Schauder basis, that is, the pk are bounded linear functionals.
Example A.13 Every separable Orlicz space (hence Lp space) has a Schauder basis. Every separable
Hilbert space has a Schauder basis given by its complete orthonormal system.
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The notion of a basis of a Banach space is generalized to that of pseudo-basis defined below.
Definition A.14 A sequence {xk} in a Banach space B with xk 6= 0 for k = 1, 2, . . . is a pseudo-basis
if for every x ∈ B, there exists a sequence of scalars {pk} such that
x =
∑
k
pkxk. (A.2)
Theorem A.15 [45, Theorem 5.1] Let B be a separable Banach space.
(i) Then B has a pseudo-basis.
(ii) Every sequence {xk} with xk 6= 0, k = 1, . . . , which is dense in {x ∈ B : ‖x‖ ≤ 1} is a pseudo-basis
of B. For every such sequence {xk}, there exists a subset L of l1 with the following property: for
every x ∈ B there exists a unique sequence of scalars {pk(x)} such that (A.2) is satisfied and the
mapping
x→ {pk(x)}
is a homeomorphism of E onto L.
Remark A.16 In partcular, the above theorem implies that for each k, the mapping x → pk(x) is
continuous. If {xk} is a basis, then the pk are also linear, hence pk ∈ B∗, k = 1, 2, . . ..
Notation: For convenience, we denote a basis or a pseudo-basis of B by {(xk, pk)}.
A.5 A compactness lemma
Lemma A.17 Let B be a separable Banach space with pseudo-basis {(xk, pk)} satisfying (ii) of Theorem
A.15. Define a sequence of continuous functions {Sn} by
Sn(x) =
n∑
k=1
pk(x)xn.
Then Sn → I uniformly on compacts, that is, for every compact set C ⊂ B
sup
x∈C
‖Sn(x)− x‖ → 0.
Proof. Let C ⊂ B be compact. Let T denote the mapping
x ∈ B → {pk(x)} ∈ L.
Note that by Theorem A.15, T (C) ⊂ L is also compact. Fix an ǫ > 0. Define the open sets On ⊂ L by
On =

{ck} ∈ l1 :
∞∑
j=n
|cj | < ǫ

 . (A.3)
Notice that the On are increasing and T (C) ⊂ ∪nOn. Since T (C) is compact, there exists an N > 0, such
that T (C) ⊂ ∪Nj=1Oj = ON . It follows using ((ii)) of Theorem A.15 that if n > N , then ‖Sn(x)− x‖ < ǫ,
for all x ∈ C. 
Remark A.18 If B has a Schauder basis {(xk, pk)}, then the above conclusion holds as well. This can
be seen by an application of Arzela-Ascoli theorem. The proof needs to be different because a Schauder
basis {(xk, pk)} might not satisfy (ii) of Theorem A.15.
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A.6 Integration with respect to vector-valued functions
Suppose X is a Banach space, and x ∈ DX[0,∞). Suppose y∗ ∈ DX∗c [0,∞) is of finite variation in the
sense that Tt(y
∗) <∞, for all t > 0, where the total variation Tt(y∗) is defined as
Tt(y
∗) = sup
σ
∑
i
‖y∗(ti)− y∗(ti−1)‖X∗ ,
σ ≡ {ti}i varying over all partitions of [0, t).
Define the integral x · y∗ by
x · y∗(t) = lim
‖σ‖→0
∑
i
〈x(ti),y∗(ti+1)− y∗(ti)〉X,X∗ , (A.4)
‖σ‖ denoting the mesh of the partition σ ≡ {ti}i. Here 〈h, h∗〉X,X∗ = h∗(h) for h ∈ X, h∗ ∈ X∗.
Lemma A.19 The limit in (A.4) exists.
Proof. For σ ≡ {ti}i, denote
xσ(t) =
∑
i
x(ti)1[ti,ti+1)(t).
And notice that for a finer partition δ,
sup
r≤t
|(xσ − xδ) · y∗(r)| ≤
∫ t
0
‖xσ(s)− xδ(s)‖XdTs(y∗) ≤ sup
s≤t
‖xσ(s)− xδ(s)‖XTt(y∗).
It follows that {xσ · y∗(t)} is a Cauchy sequence and we are done. 
More generally, we can allow the integrands to take values in some operator space, so that the integral
is infinite-dimensional. Let Y be a Banach space, and suppose that x ∈ DL(X∗,Y)[0,∞). Define the integral
x · y∗ by
x · y∗(t) = lim
‖σ‖→0
∑
i
x(ti) ◦ (y∗(ti+1)− y∗(ti)), (A.5)
‖σ‖ denoting the mesh of the partition σ ≡ {ti}i. Here for S ∈ L(X∗,Y) and x ∈ X∗, S ◦ x = S(x). The
proof of the existence of the limit is same as that of Lemma A.19. Notice that x · y∗ takes values in Y.
We end by noting that the above integrals are just special (deterministic) cases of integrals with respect
to (L, Hˆ)#-semimartingales.
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