I. INTRODUCTION
Automatic generation of chaotic music has its origins in the investigation of fractal structures found in classical music and, later, in the generation of music using fractal objects and iterated function systems. One of the pioneering studies on the use of dynamical systems with chaotic behavior and bifurcation to compose music was carried out in 1988 by Pressing, 1 who proposed the use of nonlinear discrete maps as musical generators and investigated the effect of different dynamical phenomena, e.g., fixed points, limit cycles, bifurcations, and chaotic and strange attractors. Pressing 1 also employed various nonlinear maps with different dimensions, e.g., logistic map, modified Metz map, predator-prey model, and discrete Julia set. A four-dimensional map based on Rössler's studies on hyperchaos was tested for highdimensional systems. 1 Subsequently, Beyls proposed an automatic music composition algorithm by applying complex dynamics as opposite to artificial intelligence methods ͑expert systems and pattern recognition͒, which were mainstream in musical computation at that time. Beyls' work emphasizes the virtues of chaotic behavior and the benefit of experimenting with attractors instead of rule-based intelligent systems. 2 Bidlack's research describes the use of chaotic systems to generate musical note events. The author uses chaos functions as an algorithm for the selection of note parameters, e.g., pitch, dynamics, rhythm, and instrumentation. The outputs of the chaotic system, rather than seen as definitive music compositions, are considered to provide a useful basis for future materials, musically speaking. Bidlack also made a clear distinction between conservative and dissipative systems and made use of this classification in experiments involving chaotic dynamical systems of two, three, and four dimensions. 3 Other important studies on chaotic music composition were carried out by Gogins, 4 Herman, 5 Nelson, 6 Harley, 7 Dabby, 8 and Leach and Fitch, 9 among others.
These works indicate that the generation of musical materials through chaos has been explored by different approaches. Nevertheless, there are still many open questions and research problems. In order to make a contribution to the development of chaotic music, this paper proposes a new algorithm for the generation of melodies from the variables of the solution of chaotic dynamical systems. The main fea-ture of this algorithm is its capability of using many musical scales. Moreover, the algorithm enables the generation of musical materials from nonlinear dynamical systems, making use of various types of dynamic behaviors. 10 Hitherto, little has been done about the relevant features that describe and distinguish chaotic music from other types of music. For example, how do chaotic and classical music differ? What is the difference between melodies generated by continuous chaotic systems and those by discrete chaotic systems? In this paper, we partially answer these questions by studying features of chaotic music from three perspectives: musical discrimination, dynamical influence on musical features, and musical perception. As regards the discrimination perspective, this study has determined the existence of significant differences between chaotic and classical music as well as the differences between discrete and continuous chaotic melodies. In order to make this classification, a discriminant analysis was performed on observed data from each of the three musical groups and the statistical melodic descriptors. These descriptors allowed us to quantify features related to pitch variety, melodic contour, and melodic interval distribution, among others. 11 The second perspective involves the determination of the influence of features inherent to chaotic attractors on generated melodies. For this purpose, canonical correlation analysis is employed to establish the relationship between Lyapunov exponents, correlation dimensions, and Hurst coefficients of chaotic attractors and melodic features. The last perspective concerns the determination of subjective differences between chaotic and the classical music concerning complexity, 12 originality, 13 and degree of melodiousness 14 by means of statistical hypothesis tests ͑U-test of Mann-Whitney͒. From the results of these analyses, it follows the proposition of a comprehensive and in-depth characterization of chaotic music based on statistical features and dynamical influential factors. This paper presents the generation, description, and characterization of the chaotic melodies with the proposed algorithm of automatic music composition. The remainder of the paper is organized as follows. Section II describes the proposed algorithm; Secs. III and IV present the objective and subjective melodic measures used in the analysis, respectively; Sec. V shows experimental results of chaotic music generation and numerical analysis for distinguishing objectively and subjectively continuous chaotic, discrete chaotic, and classical melodies; finally, Sec. VI concludes the paper.
II. THE ALGORITHM OF CHAOTIC MELODY COMPOSITION
The proposed algorithm uses the numerical solution of a nonlinear dynamical system, which consists of three variables x͑t͒, y͑t͒, and z͑t͒. The first variable x͑t͒ is associated with the extraction of musical pitches ͓frequencies and musical instrument digital interface ͑MIDI͒ notes͔, the second variable y͑t͒ represents the duration of each musical note ͑in seconds and in beats͒, and the third variable z͑t͒ is the musical dynamics ͑amplitude and velocity͒. Each pair of variables can be unconditionally exchanged in the algorithm. Data transformations of these variables are described in Secs. II B-II D.
A. Musical scale specifications
Next, we describe the initial inputs to the chaotic musical composition algorithm, which are selected according to the musical target or techniques of instrumentation.
͑1͒ Number of octaves k: indicates the extent of the scale in octaves, where k N and 0 Ͻ k Յ 7. ͑2͒ Tonic ⌼ ,o : the initial tone where a scale starts.
It is defined as a pair of variables ͑ , o͒, where : ͕ N ͉ 1 Յ Յ 12͖ is the tone and o : ͕o N ͉ o Յ k͖ is the number of the octave of the user defined scale. ͑3͒ Mode m 0 : a value within the range 0 Ͻ m 0 Յ m, where m ͓0,11͔ is the maximum number of possible modes for a given scale and m 0 indicates the number of required shifts which a scale starts with a tone given by ⌼ ,o . ͑4͒ Structure of the scale : a set of interval generators that form the architecture of the musical scale . It is represented by the set = ͑s , t , t m ͒, where s ͓0,12͔ is the number of semitones, t ͓0,6͔ is the number of tones, and t m ͓0,4͔ is the number of one-half tones that form the structure of the musical scale with n notes. ͑5͒ Tone division ⌬: represents the number of divisions by which the diatonic tone of the scale is divided. For instance, two divisions ͑⌬ =2͒ are used by the tempered system of 12 notes, three divisions are used by the third tone scale, four divisions are used by the quarter tone scale, and so on. ͑6͒ Tuning factor : the inverse of the number of tone divisions, =1/ ⌬, is called tuning factor of the scale and it is within the range ͑0 , 0.5͔. Thus, p =6k / is the total number of notes conforming a chromatic scale in k octaves following the given tuning factor.
B. Extraction of frequencies and musical notes
The extraction of frequencies and musical notes is divided into three steps. The first step generates a membership binary vector indicating whether each musical note belongs to the scale chosen by the users. In the second step, a normalization of the variable x͑t͒ is performed, and the final step maps the normalized data into the scale intervals.
Step 1: Scale generation
With the tuning factor and the number of octaves p, a vector S of dimension ͑p +1͒ can be constructed. It contains the frequency ratios of an equal temperament scale and is generated by the following geometric sequence:
With the structure = ͑s , t , t m ͒, the components of the binary membership vector V of the desired scale ͑the scale is previously defined and stored in a file͒ can be determined as follows:
The components of the binary membership vector V indicate whether a desired scale is contained in the chromatic 033125-2 Coca, Tost, and Zhao Chaos 20, 033125 ͑2010͒ scale ⌶. In other words, V acts as a filter on the vector S, keeping only those intervals belonging to the user defined scale and eliminating the others. The result of this operation is the vector E,
Finally, we obtain the vector Ê with dimension n ͑n Յ p + 1 is the number of musical notes of the scale ͒, which is constructed by eliminating all zero entries of the vector E, defined as
It can be seen that Ê contains only the frequency ratios of the specific musical scale .
Step 2: Variable normalization
For generating a melody, an interval of the numerical solution of the nonlinear dynamical system is used. One of the variables, say x͑t͒, is selected to generate the frequencies of the musical notes. All values of x͑t͒ in the chosen interval should be normalized with respect to the vector Ê , because the range of the variable x͑t͒ is different from the range of the vector Ê . This normalization process, defined as x͑t͒ = ␥͑x͑t͒ , Ê ͒, consists of a scaling and a translation of the numerical solution of the variable x͑t͒ adapted to the vector Ê , obtaining the normalized variable x͑t͒.
This normalization process is responsible for the adjustment of the maximum and minimum values between the two groups of data, i.e., max͑x͑t͒͒ = max͑Ê ͒ and min͑x͑t͒͒ = min͑Ê ͒, while keeping the proportion of intermediate data. The normalization is defined as
where ␣ is a scaling factor, calculated by the following formula:
Since max͑Ê ͒ =2 k and min͑Ê ͒ = 1, the scaling factor reduces to
Similarly, the variable ␤ is a translation factor and it is determined by the following equation:
In this way, we get a variable in the range 1 Յ x͑t͒ Յ 2 k without losing significant global implications.
Step 3: Mapping to the closest value
Once the normalized variable x͑t͒ is obtained, we proceed to determine, for each value x͑t͒, the closest value in the vector Ê , getting a match between x͑t͒ and the notes of the given musical scale . Next, we build a matrix D of dimension c x ϫ n, such that c x represents the number of elements of a piece of numerical solution of x͑t͒ and n is the number of musical notes. This matrix is constructed according to Eq. ͑9͒ with the indices i and j in the ranges 0 Ͻ i Յ c x and 0 Ͻ j Յ n, respectively,
The threshold value depends on the type of tuning factor , which is calculated by
Then we generate a new vector L of size c x , which holds the position of the minimum value of each row of the matrix D, so
where D i is the ith row of matrix D and col͑min D i ͒ returns the column index of the minimum value of ith row of D. In other words, the vector L contains the column indices of D rather than the values of D. This process defines a mapping L = ⌽͑x͑t͒ , Ê , ͒, which will also be used for generating a velocity value from the third variable z͑t͒ of the nonlinear dynamical system. The knowledge of tonic is required for the conversion of the variable x͑t͒ to the musical space. The tonic frequency f ,o with the musical tone in the octave o can be obtained as follows:
With the indices of L and frequency of tonic f ,o , we can calculate the frequencies of musical notes corresponding to the variable x͑t͒ by using
In order to view the score of the melody, these frequencies must be converted to the values of musical notes of the standard MIDI. For this purpose, we use Eq. ͑14͒, where F i is a frequency in hertz and X i is a MIDI value,
Making the conversion to standard MIDI by using the values of frequencies F, we obtain a vector X of dimension c x , which contains the numbers of pitches generated by x͑t͒.
C. Extraction of rhythm
To generate a melody, the proposed algorithm uses another variable of the nonlinear dynamical system y͑t͒ to represent rhythmic values in time units. For this purpose, y͑t͒ should be normalized by the same method presented in step 2, i.e., ŷ͑t͒ = ␥͑y͑t͒ , R͒. In this case, Eqs. ͑5͒-͑8͒ are used again, but x͑t͒ is replaced by y͑t͒, x͑t͒ is replaced by ŷ͑t͒, and Ê is replaced by R. Here, the vector R ͑R = ͓0,1,2, ... ,6͔͒ contains seven numbers representing the musical rhythmic figures, where 0 represents the sixty-fourth note, 1 represents the thirty-second note, …, and 6 represents a whole note.
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In the mapping from ŷ͑t͒ to rhythmic values, the application of a round function is enough, resulting in a vector Y of size c ŷ by
where x is the floor function that returns the largest integer less than or equal to x. Finally, in order to find the value in seconds of each rhythmic figure, which depends on t p ͑the number of units of beats per minute͒, the following equation is applied:
D. Variables for dynamics
In the proposed algorithm, the third variable of the nonlinear dynamical system z͑t͒ is used to represent musical velocity. The transformation from z͑t͒ to musical velocity follows a procedure similar to the one shown in Sec. II B. But this time, the normalization of the variable is made with respect to the predefined velocity contained in the vector U, i.e., ẑ͑t͒ = ␥͑z͑t͒ , U͒. Equations ͑5͒-͑8͒ are used again, but x͑t͒ is replaced by z͑t͒, x͑t͒ is replaced by ẑ͑t͒, and Ê is replaced by U. The vector Uϭ͓10, 30, 45, 60, 75, 92, 108, 127͔ is initialized with the highest value of each interval of velocity of the musical dynamics shown by Table I .
After the normalization, the mapping for finding the closest value defined in step 3, L = ⌽͑ẑ͑t͒ , U , ͒, is used to generate another vector L, which contains the position of the minimum value of each row i of the matrix generated by Eq. ͑9͒ with the threshold value = 10. After L is obtained, we calculate the vector Z of size c ẑ , which contains the velocity values generated by the variable z͑t͒ of the nonlinear dynamical system, by the following equation:
To generate the audio file, elements of the vector Z are normalized with respect to the maximum value,
Vectors X, Y, and Z are used to create the MIDI file. 15 The calculated vectors F, Ŷ , and Ẑ form a matrix, which is used to generate the wav file by audio synthesis. The whole melody generating process by using a chaotic system is summarized in Fig. 1 .
III. OBJECTIVE MEASURES OF MELODIES
This section describes the statistical descriptors of the objective measures, which are used to quantify melodic features.
A. Pitch variety V t
This quantity measures the diversity of pitches for a given melody. 11 It is defined as
where d is the number of different pitches that make up the melody and n is the total number of pitches.
B. Key centered C t
This measure calculates the frequency that the tonic or dominant is played at the shortest rhythmic duration, indicating how strong the key is in the melody,
where p is the number of times that some of the primary notes of the scale ͑tonic or dominant͒ are played at the shortest rhythmic duration and r q is the total number of the shortest rhythmic durations in the melody. 11 For the calculation of C t , it is required to estimate the key. For such a purpose, the key finding algorithm of Krumhansl and Schmuckler 16 is used.
C. Dissonant intervals I d
This statistical descriptor measures the fraction of dissonant intervals in a melody. This paper considers the dissonant intervals of minor second, tritone, and major and minor seventh, 17
where i d is the number of dissonant intervals contained in the melody and n is, again, the total number of pitches.
D. Melodic profiles D a , D d , and D c
This descriptor consists of three profiles, each quantifying the number of ascendant ͑i a ͒, descendant ͑i f ͒, or constant ͑i c ͒ tendency of the melodic contour, 11 respectively,
where D a , D d , and D c are the densities of ascending, descending, and constant intervals, respectively.
E. Melodic contour stability in direction E c
It is a stability measure of melodic direction and is related to the proportion of intervals in the same direction of their respective next interval,
The variable i id indicates the number of consecutive intervals moving in the same direction. It is defined by the number of consecutive ascending, descending, and unison intervals, denoted as i ca , i cd , and i cc , respectively, i.e., i id = i ca + i cd + i cc . By using this variable, it is also possible to find the stability of the partial contour,
where E ca , E cd , and E cc represent the stability of positive, negative, and constant contours, respectively.
F. Movements by step M p
It measures the proportion of conjunct diatonic intervals. High values of this descriptor indicate soft melodic curves. A diatonic step can be understood as an interval made up of one or two chromatic or diatonic semitones, 18
where i pd indicates the number of diatonic intervals.
G. Leap returns S r
It measures the proportion of long disjunct intervals that are not followed by a return interval. Here, conjunct intervals are composed of notes that immediately follow one another in the scale and disjunct intervals are composed of notes that do not follow one another. A disjunct interval is considered long if it has more than or equal to eight semitones, i.e., a minor sixth. 11 The return interval should be at least one semitone shorter than the previous disjunct long interval, 11
where i dgr is the number of long disjunct intervals that are not followed by the return interval and i dg is the number of long disjunct intervals.
H. Climax strength I c
It measures the strength of climax and is defined as the inverse of the number of times that the climatic note ͑the highest note͒ is played in a given melody. The climax strength I c reaches the highest value 1 if the climatic note is played only one time and it decreases with the increasing of the number of times that the climatic note is played, 11, 18 
where c is the number of times that the climatic note is played within the musical fragment under analysis.
I. Musical histograms
In addition to the statistical descriptors, it is also useful to show histograms of the musical characteristics, such as the distribution of pitches, proportions of intervals, or distribution of durations, among others.
Graphical representations of the first order transitions between the variable values are also very useful. These provide information of the proportion of consecutive changes that may occur in the melodic or rhythmic evolution. In this paper, the following histograms are considered: distribution of pitch transitions, distribution of interval transitions, and the distribution of duration transitions. 15
IV. SUBJECTIVE MEASURES OF MELODIES
This section describes subjective measures to judge originality, complexity, and melodiousness of melodies.
A. Melodic originality measure
In the study conducted by Simonton during 1984-1994, after analyzing a large amount of classical themes, he concluded that the originality of the themes is connected to their popularity. The relationship between originality and popularity has an inverted U shape, i.e., the simplest and the most complex melodies are less popular and melodies with average originality have the highest popularity. The Simonton's model for calculating melodic originality is based on the probabilities of transitions of tones. The output of this model Characterizing chaotic melodies Chaos 20, 033125 ͑2010͒ is the inverse of the average probability, normalized between 0 and 10, where a high value indicates high melodic originality. 15
B. Expectancy-based model of melodic complexity
Research on music cognition has already offered insights of the relation between musical perception and melodic complexity. The expectancy-based model ͑EBM͒ of melodic complexity comprises a series of factors, which are divided into tonal, intervallic, and rhythmic factors. 19 The EBM processes MIDI melodies and produces a final melodic complexity score by calculating the weighted sum of each factor, as described in Ref. 15. This measure is relative to the collection of Essen, which has an average complexity of 5 and standard deviation of 1. 20 The melodic complexity can be tonal ͑cbmp͒, rhythmic ͑cbmr͒, or joint ͑cbmo͒. 15
C. Degree of melodiousness
The degree of melodiousness ͑gradus suavitatis͒ is a melodic indicator proposed by Euler ͑1707-1783͒ in his work entitled "Tentamen novae theoriae musicae" in 1739. According to Euler, melodiousness is related to the complexity of mental calculation performed by a listener. If a listener makes few mental calculations when hearing a melody, then the melody is considered sweet and it is, therefore, a more pleasant experience. 14 The algorithm to determine the degree of melodiousness is described as follows. The calculation process starts from the first interval to the last interval of a given melody. For each interval i ͑i ͓1,m͔, where m is the number of intervals of the melody under analysis͒, a new value a i is calculated a i = n͑i͒ ϫ d͑i͒, where n͑i͒ / d͑i͒ is the frequency ratio of the current interval, i.e., n͑i͒ and d͑i͒ are the nominator and the denominator of the frequency ratio of ith interval, respectively. Then, a i can be decomposed into products of powers of different prime numbers as follows: 21
where p j represents the jth prime number, k j is the number of appearances of the jth prime number, and n is the largest prime number in a i . The degree of melodiousness of the interval value a i is defined as
Finally, the degree of melodiousness of the given melody is defined as the mean value of G͑a i ͒,
V. COMPUTER SIMULATIONS AND NUMERICAL ANALYSIS
In this section, experimental results are presented in order to give a better understanding of the quantification of chaotic and classical melodies with respect to the objective and subjective statistical descriptors described in Secs. III and IV, respectively.
A. Chaotic melody generation by using Chen's model
In this subsection, we show the melodies generated by using the proposed musical composition algorithm and Chen's chaotic model. The features of the generated melodies interpreted by statistical descriptors and melodic indicators are also presented. Chen's model 22 is described in the table of Appendix A. In this simulation, the algorithm is applied to generate a melody on the major C scale in three octaves. Thus, the input musical parameters are k =3, ⌼ ,o = ͑1,3͒, m 0 =0, = ͑2,5,0͒, and ⌬ =2. Figure 2 shows Chen's chaotic attractor and Fig. 3 presents the melody generated by using Chen's chaotic model. The following figures show the generated melody from various perspectives. Figure 4͑a͒ shows the percentage of times that each musical pitch appears in the melody. It can be observed that pitch C has the highest appearance. Figure 4͑b͒ indicates the proportion of transitions between successive pitches by using a gray-scale. The most frequent transition in the melody is from C to C, which corresponds to the first two compasses in Fig. 3 . Figure 5͑a͒ shows the histogram of melodic intervals generated by Chen's model, indicating that the perfect unison and the major second are predominant. In Fig. 5͑b͒ , it can be seen that the transitions between these two intervals are also predominant. Figure 6 shows the distribution of durations and their corresponding transitions. The highest bar in Fig. 6͑a͒ indicates a predominant eighth note. The block of the darkest gray-scale in Fig. 6͑b͒ shows again the highest proportion of transitions among durations of the eighth note. 
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Coca, Tost, and Zhao Chaos 20, 033125 ͑2010͒ Table II presents the objective and subjective measures calculated from the melodies generated by using the 13 chaotic systems ͑see Appendix A͒. The first line of Table II exhibits the values of the objective statistical descriptors for the melodies generated by using Chen's chaotic model. In this specific line, the proportion of intervals in the same direction is relatively high ͑E C = 0.64͒, whereas the density of dissonant intervals is very low ͑I d = 0.08͒. This is because only pitches of the scale of C major are used. The value of leap returns is equal to 1 ͑S r =1͒ because there is no large interval ͑larger than eight semitones͒ followed by return interval, indicating the smoothness of the melody.
The subjective measures of the melody generated by Chen's model are also evidenced in the first line of Table II . The complexity based on the expectation of pitch ͑cbmp͒ is low ͑the standard deviation is −0.84, which means that the cbmp value 4.16 is lower than the mean value 5 by 0.84͒ and the expectation of rhythm ͑cbmr͒ is high ͑+0.92͒, but the cbmo is closer to the mean value ͑−0.49͒. The originality of the melody generated by the Chen's model is 4.64. Since the whole range of the originality measure is from 0 to 10 ͑0 represents the absence of originality and 10 represents total originality͒, thus 4.64 is considered as an average value. For this reason, the originality of the melody generated by Chen's model is moderate. The degree of melodiousness of the melody generated by Chen's model is 4.56. It is considered low because the whole interval of the degree of melodiousness ranges from 0 to a large positive value.
In the cases shown by Table II , chaotic melodies are generated by using nonmicrotonal scales. By using the proposed algorithm, all of the chaotic systems can use microtonal scales too.
B. Chaotic melody characterization
At this point, we wish to establish the relationship between the properties of chaotic attractors and the generated melodic features to find out how chaotic attractors influence the generated melodies. For this purpose, we generate a melody for each of the 13 chaotic systems under study ͑see Appendix A͒. Next, we measure the largest Lyapunov exponent ͑L͒, the Hurst coefficient ͑H͒, the correlation dimension ͑C͒, and three objective statistical descriptors: climax strength I c , movements by step M p , and dissonant intervals I d . Then, the canonic correlation analysis 23 is applied to analyze the dependence between the chaotic attractor measures and the objective melody measures.
According to Table III , only the first p-value is smaller than 0.05. As a result, the first canonical correlation is statistically significant at 95% significance level and, therefore, it is the only one that should be considered in the analysis. From the first column of Table III , we see that the first series of canonical correlation with ⌳ = 0.140, 2 = 18.640, and nine degrees of freedom ͑DOFs͒ is statistically significant. It can be concluded that there is dependence among the variable groups under analysis. 24 Table IV shows the coefficients of the canonical variables of the characteristics of the chaotic attractors and Table V shows the coefficients of the canonical variables of the melodic measures.
In light of the results of the calculated coefficients, three series of linear combinations are formed. The first series, shown by Tables IV and V, is 
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These results show that the most relevant variable to define the value of the canonical variable U 1 is the Hurst coefficient H with a high positive correlation, the second most relevant variable is the correlation dimension C, and the third one is the largest Lyapunov exponent L with low correlation. For the canonical variable U 2 , the most important standardized variable is the movements by step M p with a high positive correlation; the less important variables are the dissonant intervals I d and the climax strength I c with a positive and negative value, respectively. It is interpreted that the high value of Hurst coefficient H implies high value of the movements by step M p and a low value of the climax strength I c .
C. Objective comparison between chaotic and classical melodies
We use discriminant analysis 25 to classify the melodies and to find the relevant variables for the following melodic groups: classic melodies ͑group 1͒, melodies generated by continuous chaotic systems ͑group 2͒, and melodies generated by discrete chaotic systems ͑group 3͒. For group 1, a database of 59 classical melodies is used as reference. These melodies are selected within each of the different music epochs from the Renaissance to the Contemporary period. For group 2, ten melodies are generated by each of the seven continuous chaotic systems shown in Appendix A. For group 3, 12 melodies are generated by each of the six discrete chaotic maps, also shown in Appendix A. Therefore, there are 70 observations for group 2 and 72 observations for group 3. In total, there are 201 observations. In this analysis, the statistical software package SPSS 17.0 is used.
First, we apply a preliminary analysis to determine the critical variables for discriminating melodic groups. Using the method of stepwise inclusion with F statistics, we can determine significant differences between groups. Table VI shows the variables included at each step by using the method of inclusion. At the fifth step, the variables M P , I d , I c , V t , and S r are included. Table VII shows the evidence of significance for the included variables at each step. Note that each time a new variable is included, the global Wilks' lambda and the F statistics are decreased. It is observed that the included variables in the analysis have a p-value equal to zero, indicating that they are significant in the analysis. Thus, the discriminant analysis can be applied only to these variables and other variables, not needed in the analysis, are removed. Table VIII shows the first stage of the calculated canonical discriminant functions. There are two discriminant functions with a relatively high eigenvalue, indicating the existence of a significant difference between the values of variables of each group. The first discriminant function holds 81.02% of total variance and the second discriminant function holds 18.98% of variance. Since the canonical correlation of the two functions is high, it follows that discriminant variables allow us to clearly distinguish the groups. 26 With the aid of the obtained values shown by Table IX , it is possible to conclude that there is a large difference among the groups under analysis. In order to confirm this conclusion, we use a transformation of Wilks' lambda ⌳ to the distribution 2 with ͑p − k͒͑g − k −1͒ DOFs, where p is the number of independent variables, g is the number of groups, and k is the number of discriminant functions.
The first discriminant function has the statistical T = 341.25 corresponding to a Wilks' lambda equal to 0.175 with a p-value equal to P͑ 2 Ն 341.25͒ =0 ͑see Table IX͒ . This means that the obtained function is significant and its discriminating power is high due to the high value of the canonical correlation. The same conclusions can be drawn from the second discriminant function. The second discriminant function with p-value less than 0.05 is statistically significant at 95% confidence level. 25 Wilks' lambda contrasts the significance of the two discriminate functions obtained. First, it contrasts the null hypothesis that the full model does not distinguish the groups by mean ͑the first line in Table IX͒ and then it contrasts the three groups with the same mean in the second discriminant function ͑the second discriminant function can discriminate between at least two of the three groups͒.
The standardized coefficients shown in Table X indicate the importance of each variable in the classification of a melody to a group. With these coefficients, we obtain the following canonical discriminant functions:
The movements by step M p and the climax strength I c are the most important variables for the classification. In order to make a better interpretation of the results, we consider the centroid of each group evaluated in the discriminant functions, which is shown in Table XI along with the magnitude and the sign of standardized coefficients.
The group of classic melodies ͑group 1͒ tends to have a positive score in the first discriminant function, while the group of continuous chaotic melodies ͑group 2͒ and the group of discrete chaotic melodies ͑group 3͒ tend to have a negative score. Thus, with the first discriminant function, we can discriminate group 1 from groups 2 and 3. In the second discriminant function, the centroid of group 3 is located in the positive quadrant, whereas group 2 is in the negative quadrant.
Comparing the magnitude of standardized coefficients shown in Table X to the centroid of the discriminant function shown in Table XI , one can interpret that group 1 is characterized by melodies with a high moving by steps M p , a high climax strength I c , an average pitch variety V t , a very low dissonant interval I d , and a low value of leap returns S r . Regarding the second discriminant function, group 3 has a positive centroid and high values of I d , V t , and I c , while group 2 has high values of M p and S r . Thus, groups 2 and 3 can be distinguished. For illustration, see Fig. 7 .
In order to better determine the influence of each melodic measure on the discriminant function and consequently on each group of melodies, we analyze the correlation between independent variables and the discriminant score of each discriminant function ͑see Table XII͒ . We observed that the most relevant objective measures shown in Table XII are also the most correlated ones.
D. Subjective comparison between chaotic and classical melodies
In Sec. V C, we found a significant difference between the features of classical and chaotic music. From now on, we are interested in checking whether these differences significantly affect the perceptions related to musical complexity, originality, and melodiousness.
With the Kolmogorov-Smirnov test, we found that each group of 201 melodies is not normally distributed. For this reason, we apply the U-test of Mann-Whitney, which is equivalent to the parametric t-student test. 27 The following characteristics for each group were observed: tonal complexity ͑v 1 ͒, rhythmic complexity ͑v 2 ͒, joint complexity ͑tonal and rhythmic͒ ͑v 3 ͒, melodic originality ͑v 4 ͒, and degree of melodiousness ͑v 5 ͒. The Mann-Whitney test allows the input examples to be contrasted to decide whether there are significant differences according to the observed variables at various levels of significance ␣. This is equivalent to prove that the two populations come from the same distribution confirming one of the following assumptions:
͓H 0 ͔: There is no significant difference between the classical melodies and the chaotic melodies according to the observed variable v i . ͓H 1 ͔: There are significant differences between the classical melodies and the chaotic melodies.
Here v i , with ͑i =1,2, ... ,5͒, refers to five observed variables for each sample.
The results of applying the U-test for each of the five observed variables and for different levels of significance ␣ = 0.1, 0.05, and 0.01 are shown in Table XIII,  Based on Table XIII , Figs. 8 and 9 , we can conclude that discrete chaotic melodies are as complex as the classic melodies with respect to the joint complexity. However, there are significant differences between them in tonal complexity and rhythmic complexity. The continuous chaotic melodies are different from the classic melodies with respect to joint, tonal, and rhythmic complexities. Again from Table XIII , we see that there are significant differences in originality and melodiousness between classic and both continuous and discrete chaotic melodies. 
VI. CONCLUSIONS AND DISCUSSIONS
In this paper, we initially proposed a new algorithm for chaotic melody generation. Next, we characterized chaotic melodies by means of multivariate statistical analysis. In so doing, we arrived at a new description of the characteristics and origins of chaotic music, as well as establishing a subclassification of chaotic music generated by discrete and continuous chaotic systems.
The comparison of the melodic features described by statistical descriptors showed that chaotic music is different from classical music and that continuous chaotic music is significantly different from its discrete counterpart. A fundamental difference between classical and chaotic music lies in the distribution of their respective intervals. Discriminant analysis indicates that continuous chaotic melodies tend to be composed of few dissonant intervals and smooth melodic curves with conjunct movements, which leads to a high tendency to develop melodic contours. Discrete chaotic melodies contain more skips and fewer conjunct intervals. Finally, classical melodies exhibit in their majority melodic curves with conjunct diatonic intervals, moderate dissonant intervals, and melodic contours with moderate trends. As to the melodic features determined through subjective measures, we found that classical music has different subjective features when compared to continuous and discrete chaotic music, but has the same joint complexity as discrete chaotic melodies.
The canonical correlation analysis indicated that the most relevant variable among chaotic measures is the Hurst coefficient H. Attractors with high Hurst coefficient values tend to generate melodies containing many curves in melodic contour and slightly increase the trend or inertia of melodic contours.
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APPENDIX A: CHAOTIC MODELS FOR GENERATING MELODIES
This Appendix shows seven continuous and six discrete chaotic models, as well as the parameters used for chaotic melody generation. 
Continuous chaotic models

Discrete chaotic models
• Chirikov-Taylor map: parameter K =8,
x n+1 = x n + K sin y n , y n+1 = y n + x n+1 . ͑A8͒
• Henon map: parameters a = 1.4 and b = 0.3,
x n+1 = y n+1 − ax n 2 , y n+1 = bxn. ͑A9͒
• Ikeda map: parameters a = 0.9, b = 6, and c = 0.4,
x n+1 = 1 + a͑x n cos − y n sin ͒, 
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Characterizing chaotic melodies Chaos 20, 033125 ͑2010͒ y n+1 = a͑x n sin − y n cos ͒, ͑A10͒ = c − b ͑1 + x n 2 + y n 2 ͒ .
• Quadratic map: parameters a = 4 and c = 0.5,
x n+1 = ax n 2 + c. ͑A11͒
• Gaussian map: parameters ␣ = 8 and ␤ = −0.3,
x n+1 = e −␣x n 2 + ␤. ͑A12͒
• Logistic map: parameters k = 3.9,
x n+1 = kx n ͑1 − x n ͒. ͑A13͒ 
APPENDIX B: EXAMPLES OF GENERATED CHAOTIC MELODIES
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