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ON DISCRIMINATION PROBLEMS 
CHAPTER I 
THE DISCRIMXNATION PROBLEM 
- 1.0 In t roduct ion  
This paper r epor t s  t h e  results of a research  e f f o r t  intended t o  obta in  
d i sc r imina t ion  procedures which would be use fu l  f o r  t he  screening  of e l e c t r o n i c  
components and which would be v a l i d  f o r  more gene ra l  models than t h e  usua l  
m u l t i v a r i a t e  normal discriminant function techniques f requent ly  used. The 
b a s i c  model used he re  allows more dec is ions  than t h e  u s u a l  "forced 
c l a s s i f i c a t i o n "  nodel. 
procedures is by comparison wi th  "best" parametric techniques,  and s ince  
the p a r a m e t r i c  techniques f o r  t h e  model used he re  have not been inves t iga t ed ,  
t o  t h e  knowledge of t h i s  writer, it w a s  f e l t  necessary t o  present  some 
paramet r ic  r e s u l t s ,  a l s o .  
I n  t h a t  one of t he  n a t u r a l  ways t o  judge nonparametric 
The remainder of t h i s  chapter  descr ibes  t h e  d i sc r imina t ion  problem and 
t h e  model t o  be used i n  t h i s  paper. 
s o l u t i o n  f o r  t h e  case of two known d i s t r i b u t i o n s  along with sme p a r t i c u l a r  
examples. Chapter 3 introduces d e f i n i t i o n s  of consis tency for sequences 
based on samples. 
Chapter 2 presen t s  a ( t h e o r e t i c a l )  
Chapter 4 proposes a r a t h e r  general  approach f o r  cons t ruc t ing  non- 
parametr ic  d i sc r imina t ion  procedures. 
many w r i t e r s  on nonparametric to le rance  regions.  P a r t i c u l a r  procedures a r e  
considered which are cons i s t en t  with bes t  known d i s t r i b u t i o n  procedures and 
some procedures wi th  (mainly) i n t u i t i v e  appeal a r e  suggested. 
This approach makes use of work by 
. 
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1.1 The General Problem --
The d iscr imina t ion  problem may be  s t a t e d  i n  i t s  general  form a s  follows. 
A u n i t  i s  obtained i n  some fashion and it is  assumed t h a t  it a rose  from 
sopie one of k p ~ p u l a t i o i i ~ .  A iac6om ~ ~ r i a b ? e  Z Ls a s s ~ c i a t e d  wit5 t5.e unit 
and i f  t he  u n i t  i s  from population j(j = l ,*.. ,k) t h e  random v a r i a b l e  Z 
has p r o b a b i l i t y  d i s t r i b u t i o n  P The 
problem is  t o  use the  va lue  z observed f o r  t he  random v a r i a b l e  Z on t h e  
u n i t  obtained t o  t r y  t o  decide which populat ion gave r i s e  t o  the  u n i t  i n  hand. 
The usua l  model f o r  t h i s  problem,which may be ca l l ed  t h e  forced 
c l a s s i f i c a t i o n  model, al lows k poss ib le  dec is ions .  That i s ,  the  dec is ion  
space allowed, 
on a Euclidean measure space X ( G ) .  
j 
A say,  has k elements which a r e  defined as :  
0 
Sj: 
decide Z has d i s t r i b u t i o n  P * j = 1’2, ... k. (1.1.1) 
j’ 
A discr imina t ion  procedure for t h i s  model is a dec is ion  func t ion  d 
which maps poin ts  of the  sample space X t o  po in t s  of t he  dec is ion  space A . 
The d iscr imina t ion  procedure can be spec i f i ed  as a covering p a r t i t i o n  set 
0 
[S l,...,Sk] of subse ts  of X and the  dec is ion  funct ion d is given by 
d(z) = 6 i f  z E S j = l,.. ..,k. (1.1.2) 1 j’ 
J 
An e r r o r  w i l l  be committed when 2 has the  d i s t r i b u t i o n  P .  and d(z) = 
3 
with  j 9 i. 
dec i s ions  which c o n s t i t u t e  e r r o r s  and each of these  may, and sometimes should,  
be considered sepa ra t e ly .  
For a p a r t i c u l a r  value of j t h e r e  a r e  (k - 1) poss ib l e  
The p r o b a b i l i t i e s  of these  e r r o r s  a r e  of primary 
. 
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concern t o  t h e  s t a t i s t i c i a n  and he  is  concerned with methods of c o n t r o l l i n g  
them. For a given va lue  of j t h e  p r o b a b i l i t i e s  of t h e  var ious  e r r o r s  may 
be added t o  ob ta in  t h e  p r o b a b i l i t y  of t h e  compound event ( e r ro r )  t h a t  P 
not  c o r r e c t l y  i d e n t i f i e d .  L e t  q. denote t h e  p r o b a b i l i t y  t h a t  2 is mis- 
c l a s s i f i e d  when i t s  d i s t r i b u t i o n  is a c t u a l l y  P 
is 
j 
J 
i .e. 
j’ 
3 = 1 - P r  [d(z) f 6 : P. is d i s t r i b u t i o n  of Z ‘j j J  (1.1.3) 
For t h e  forced c l a s s i f i c a t i o n  model wi th  dec i s ion  space A. whcrse elements 
a r e  8 ( j  =: l , . . . ,k) given by (1.1.1), i t  is not poss ib l e  t o  r e q u i r e  t h a t  
1 
each q be no g r e a t e r  than a value Cy: f o r  a.(j = l J . . . J k )  a spec i f i ed  
j j’ 3 
cons tan t  i n  t h e  open i n t e r v a l  (0 , l ) .  I n  t h e  next s e c t i o n  a model w i l l  be 
proposed which allows t h e  p o s s i b i l i t y  of c o n t r o l l i n g  t h e  p r o b a b i l i t i e s  of 
t h e s e  e r r o r s .  
The d iscr imina t ion  problem may i t s e l f  be broken down i n t o  subproblems 
by cons ider ing  t h e  information t h a t  is a v a i l a b l e  about t h e  d i s t r i b u t i o n s  
P1,. . . ,Pk. 
assumptions about t h e  forms of t h e  d i s t r i b u t i o n s ,  (2) samples from t h e  
d i s t r i b u t i o n s .  Three p a r t i c u l a r  subproblems have been suggested by F i x  
and Hodges (1951): 
(i) 
(ii) The d i s t r i b u t i o n s  a r e  known except f o r  values of parameters, and 
samples a r e  a v a i l a b l e  from a l l  d i s t r i b u t i o n s .  
(iii) 
s a t i s f y  some types of c o n t i n u i t y  assumptions. Samples a r e  a v a i l a b l e  from a l l  
d i s t r i b u t i o n s .  
The information a v a i l a b l e  i t s e l f  comes i n  two forms: (1) 
The d i s t r i b u t i o n s  PI,. . . ,P a r e  a l l  completely known. k 
The d i s t r i b u t i o n s  a r e  only known t o  possess d e n s i t i e s  and possibly 
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These subproblems c l e a r l y  do not exhaust a l l  p o s s i b i l i t i e s  but do 
represent  important cases .  For example, a case t h a t  could-ar i se  would be 
f o r  t h e  assumptions of (i) t o  apply t o  p a r t  of t he  d i s t r i b u t i o n s  while 
&.I--- clluse of (iii) apply to ~ i i e  r e m i n i n g  ones. At ten t ion  i n  t h i s  paper w i i l  
be d i rec ted  pr imar i ly  toward subproblems ( i )  and ( i i i ) ,  however the  develop- 
ments fo r  these  cases w i l l  f requent ly  provide guidance f o r  t he  treatment 
of other  subproblems. 
1.2 A Discrimination Model -
I n  t h i s  s ec t ion  a discr iminat ion model i s  described which is a 
gene ra l i za t ion  of t h e  forced c l a s s i f i c a t i o n  model mentioned above. The 
d i s t r i b u t i o n a l  assumptions of t h e  problem remain unchanged, i.e. t h a t  a 
random va r i ab le  Z has  p robab i l i t y  d i s t r i b u t i o n  P and t h a t  P i d e n t i f i e s  with 
P. f o r  some j = 1 , 2 ,  ..., k. On the bas i s  of an observation z ,  a dec is ion  i s  
The t o  be made regarding t h e  value of j i n  {1,2,. . . ,k) €or which P = P 
forced c l a s s i f i c a t i o n  model assumes the  dec is ion  space A with elements 
6 .  a s  given by (1.1.1). We s h a l l  i n  t h i s  paper assume a l a rge r  dec is ion  
space A which has elements 
J 
j' 
0 
J 
: decide t h a t  P E  P il,. . . ,P 1 f o r  s e{l ,..., k - 1 7  
i 
S (1.2.1) B1,--js i 
60:  reserve judgment 
where (il, ..., is) is  a subset  of s d i s t i n c t  elements of {l, ..., k 3. 
By "reserve judgment" it i s  meant t h a t  no dec is ion  whatever i s  t o  be made 
concerning t h e  d i s t r i b u t i o n  P of 2. Observe t h a t  A. c A .  
. 
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1 -  
I 
* 
The poin ts  added t o  A t o  obtain A represent  p a r t i a l  dec is ions  which 
0 
a r e  o f t e n  r e a l i s t i c  i n  p r a c t i c e .  For example, i f  k = 3 and two of t he  
d i s t r i b u t i o n s  were q u i t e  s i m i l a r  b u t  t he  o ther  was wi ld ly  d i f f e r e n t  it 
would be poss ib l e  t o  conclude t h a t  Z was d i s t r i b u t e d  according t o  one of 
t he  f i r s t  two and e l imina te  t h e  l a s t  from cons idera t ion .  The inc lus ion  of 
a reserve  judgement dec is ion  w i l l  allow one t o  provide a p o s i t i v e  c o n t r o l  
of t h e  p r o b a b i l i t i e s  q of (1.1.3). (The d e f i n i t i o n  i s  s t i l l  v a l i d  s i n c e  
A. C A . )  
j 
Let d denote a dec is ion  function which maps t h e  sample space X t o  A .  
An e r r o r  w i l l  be made when P = P .  and d(z )  = 6 
For Q = {x:d(x) = 6ile*.i wi th  j # { il, . . . ,is,> t h e  p r o b a b i l i t y  
wi th  j ji el, ..., is) = 
J il.. . js 
S j 
‘j = P r f ~  E Q ~ :  P = ~j f .  
A d i sc r imina t ion  procedure may be spec i f i ed  as  a dec i s ion  func t ion  d 
k from X t o  A , or s ince  A has (2  - 1) elements as a p a r t i t i o n  
-- Df. 1.2.1 A discr imina t ion  procedure d i s  s a i d  t o  be of s i z e  - (a,,...,%) i f  
f o r  a. a cons tan t  in ( 0 , l )  f o r  a l l  j = 1 ,...,IC. 
J 
Df. 1.2.2 A discr imina t ion  procedure d i s  sa id  t o  be of exact s i z e  - (CY,., ..., dk) --
i f  
= a. f o r  a l l  j = 1 ,..., k. 
‘j J 
I 
.I 
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Among t h e  c l a s s  of dec is ion  funct ions which map X onto A and the re fo re  
g ive  dec is ion  procedures we s h a l l  i n  t h e  succeeding developments of t h i s  
paper r e s t r i c t  a t t e n t i o n  t o  these  funct ions which g ive  s i z e  - (al,...,%) 
procedures,  o r ,  i n  some cases ,  exact s i z e  - <Cl, . . . , m  1 pocedures.  
a r e  usua l ly  many procedures which w i l l  meet a s i z e  requirement, however, 
and t o  obta in  a unique procedure we s h a l l  have t o  impose f u r t h e r  r e s t r i c t i o n s .  
When subproblems ( i )  , ( i i ) ,  and ( i i i )  a r e  considered i n  subsequent s ec t ions  
of t h i s  paper t he  major problem i s  t o  formulate such c r i t e r i a  f o r  p a r t i c u l a r  
problems and t o  apply the  c r i t e r i a  t o  obta in  a procedure. 
There 1' 
We next set out a cons t ruc t ion  procedure i n  r a t h e r  genera l  terms which 
(al,. . .a ) procedure. g ives  a s i z e  - k 
- 1.3 A Construction of ,a Procedure 
It was mentioned i n  the  last  s e c t i o n  t h a t  a d i scr imina t ion  procedure 
is e s s e n t i a l l y  a p a r t i t i o n  of t he  sample space X i n t o  (2k - 1) subse ts  
il...i 
3 
corresponding t o  the  decis ions of (1.2.1). S 
S 
If A .  TOP j =. l , . . - ;M,  .is some measurable subse t  of X ,  :thdn, .of course,  
A .  and its complement 6 
subse ts .  The following theorem is e s s e n t i a l l y  the  same a s  one given by 
Lehmann (1957). 
(= X - A j )  c o n s t i t u t e  a p a r t i t i o n  of X i n t o  two 
J j 
Theorem 1.3.1 The r e l a t i o n s h i p  -
... A for s = 0 ,  ..., k 
k = A ""Li A i  i 1 . s s - t - 1  i 
S* il...i 
S 
(1.3.1) 
. 
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def ines  a 1 - 1 correspondence between t h e  d i s j o i n t  covering c l a s ses  
of s e t s  [S:l...is. and c l a s ses  of subsets  A ..., A of X. 1' k 
Pf.  (See Lehmann, 1957, p. 5 )  - 
{si ,...is 1: We now def ine  a c l a s s  of sets 
S 0 = (A1. .  .Alc) U (Kl.. .%) J 
(1.3.2) 
Then the  c l a s s  of S-sets is obviously uniquely determined by t h e  sets 
, however more than one c l a s s  of sets 
give t h e  same c l a s s  of S-sets. 
The c l a s s  of S-se ts  cons t i t u t e s  a covering p a r t i t i o n  of X and we can 
use it for a d iscr imina t ion  procedure. Define the  procedure: 
i f z E S  'il.. .i S il...is 
?jo i f  z E S 
0 
d(z)  = (1.3.3) 
Theorem 1.3.2 If P . ( Z  E A . )  < a. f o r  a l l  j = 1 ,..., k, then the  d iscr imina t ion  
J J  3 - 3  
procedure given by (1.3.3) i s  s i ze  - (aly 
- Pf.  Suppose P = . 
Then an e r r o r  w i l l  be made when z f a l l s  i n  the s e t  
p1 
k- 1 
. . ,A = A1 f l  ( c/ (vi\i ... z .  i i  A 
i IC- 1 SI 1 1 s stl B1 
(1.3.4) 
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where the second union i s  over a l l  combinations (i l,...,i S ) of s i z e  s 
t h a t  can be taken from the in tegers  {2,  ..., k 3 , and {iWl ,... ,i k- 1 
is  the  remaining set. 
Then B1 C"1, 
For any j E 2 ,  ..., k , by symmetry f 
i .e.  t h e  procedure is s i z e  - (al,...,%). 
(1.3.4) can be w r i t t e n  
Observe t h a t  the  set  By of 
B1 = A1 f I  (X - A2.. .Ak) 
k 
l?hen t h e  sets  A .  ( j  = 1, ..., k) can be obtained such t h a t  P 
J j 
is  bounded by 0 
and (1.3.1) from t h e  A sets is a s i z e  - (0 l,...,a) procedure. 
t h i s  theorem shows t h a t  t h e  procedure defined by (1 .3 .2 )  
j' 
The A k 
sets can of course be  chosen in  many d i f f e r e n t  ways and would determine 
many procedures of t h e  spec i f i ed  s i z e .  
procedures w e  wish t o  choose one t h a t  will i n  some sense be optimal,  or 
From t h e  c l a s s  of a l l  s i z e  - (al,...,%) 
have,  a t  l eas t ,  some d e s i r a b l e  c h a r a c t e r i s t i c s .  
s h a l l  s tudy t h e  problem i n  considerable  d e t a i l  f o r  subproblem (i) when t h e r e  
I n  t h e  next chapter  we 
are  two ca t egor i e s  (k = 2) .  This w i l l  provide a standard f o r  comparison 
f o r  procedures f o r  t he  o ther  subproblems when k = 2. 
- 9 -  
CHAPTER 11 
KNOWN CONTINUOUS DISTRIBUTIONS 
- 2.1 IntroCiietion 
I n  t h i s  chapter  we consider  subproblem (i), i.e. t he  case for a l l  of 
t he  d i s t r i b u t i o n s  completely known. We f u r t h e r  assume t h a t  t he  d i s t r i b u t i o n s  
a r e  a l l  abso lu t e ly  continuous with respect  t o  Lebesque measure which 
implies ex i s t ence  of d e n s i t i e s  f f o r  t h e  d i s t r i b u t i o n s  P . ( j  = 1, ..., k). 
A r a t h e r  complete t h e o r e t i c a l  so lu t ion  is  given f o r  t h e  case  k = 2. 
j J 
2.2 Two Dis t r ibu t ions  --
With t w o  d i s t r i b u t i o n s  (k = 2) t h e  problem s i m p l i f i e s  a s  follows. The 
dec i s ion  space A has t h r e e  elements: 
d l :  c l a s s i f y  2 as a P random v a r i a b l e ,  1 
d2: c l a s s i f y  Z a s  a P random v a r i a b l e ,  2 
d : r e se rve  judgment. 
0 
A d i sc r imina t ion  procedure is a funct ion d which maps the  sample space 
X t o  A and since A contains  th ree  elements it may a l s o  be spec i f i ed  by 
sets  S S2, and S where 1’ 0 
S = { z :  d(z)  = 6 , j = 1,2,0. (2.2.1) 
j j 
We w i l l  sometimes denote the  procedure by d(S1,S2), s ince  S1 and S 
a procedure and conversely.  
determine 2 
L e t  fl and I denote the  a p r i o r i  p r o b a b i l i t i e s  t h a t  Z has t h e  1 2 
- 10 - 
d i s t r i b u t i o n s  P1 and P2, respec t ive ly .  Assume t h a t  n and n a r e  both 
nonzero, f o r  otherwise the re  is no d iscr imina t ion  problem. There are 
1 2 
then  only two ways f o r  e r r o r s  t o  a r i s e  and these  a r e  f o r  z t o  f a l l  i n  S1 
when P 1 P and for e t o  fa?? in S +-Q E’ = P 2’ 2 ”* -- 1” 
these  e r r o r s  a r e  P2(S1) and P (S ), respec t ive ly .  
The p r o b a b i l i t i e s  of 
1 2  
We have defined s ize  f o r  d i scr imina t ion  procedures,  Df. 1.2.1, and 
f o r  t h i s  Spec ia l  case t h e  d e f i n i t i o n  says t h a t  f o r  given CZ 
j 
E ( O , l ) ,  j 
1 , 2 ,  a procedure is of s i z e  - (OlsCX2) i f  P2(S1) 5 a2 and P1(S2) 5 a1, 
and of exact  s i z e  - (a ,a! ) i f  both e q u a l i t i e s  hold. Mow, the overa l l  
p r o b a b i l i t y  of an  e r r o r  of t he  f i r s t  type mentioned above is R P (S ) 
1 2  
2 2  1 
and of t h e  o the r  is II P (S ). Then t h e  o v e r a l l  p r o b a b i l i t y  of any e r r o r  
is fi P (S ) + fi2P2(S2). Also, the o v e r a l l  p r o b a b i l i t y  of a reserve  judgment 
conclusion is slPI(So) + x2P2(So)* Then s ince  { SI,S2,So 3 is  a disjoint . 
covering of t h e  sample space X, we have it  t h a t  P.(S1)+ P.(S ) f P . ( S  ) = 1 
1 1  2 
1 1  2 
3 J 2  J O  
f o r  j = 1,2. 
procedure as t h e  o v e r a l l  p robab i l i t y  t h a t  a reserve  judgment conclusion is  
We de f ine  the  power of a s i z e  - (a CI ) discr imina t ion  1’ 2 
not  reached. 
Df. 2.2,l  The power of a d iscr imina t ion  procedure d(S 
o v e r a l l  p robab i l i t y  t h a t  a reserve judgment conclusion i s  not  reached, i.e. 
S ) is t he  1’ 2 --
Immed fa t e  l y  
. 
- 11 - 
Df. 2.2.2 A s i z e  - (a! ,CY ) discr imina t ion  procedure d(S S ) is  s a i d  t o  
be powerful than  a s i z e  - (a! (r ) discr imina t ion  procedure d (S ,S ) i f  
1 2  1’ 2 -- * * *  
1’ 2 1 2  
Df. 2.2.3 A s i z e  - (CT a! ) discr imina t ion  procedure d(S S ) is s a i d  t o  
be a most powerful s i z e  - (~ ,012 .>:  discr imina t ion  procedure i f  t h e r e  exists 
no o the r  s i z e  - (a! ’a) procedure t h a t  i s  more powerful than d(S 
1’ 2 1’ 2 --
S ). 1 2  1’ 2 
Fran (1.3.1) and (1.3.2) t h e  se t s  S1,S2 and S are  r e l a t e d  t o  
0 
p a r t i t i o n s  {A1,6,) and p2,6;5 by 
= A A  s1 1 2  
= A i  s2 1 2 
so 1 2 = A A (J KlK2 
(2.2.3) 
For A and A subse ts  of X with P1(A1) 5 al and P2(A2) <, ai, t h e  procedure 1 2 
d(S1,S2) is a s i z e  - (Cy: ,a! ) procedure from Theorem (1.3.2). 1 2  
We wish t o  choose A1 and A2 ,  i f  poss ib l e ,  i n  such a way a s  t o  make 
d(S,,S2) a most powerful procedure. 
t o  t h i s  problem. 
theorem is presented f i r s t .  
d e f i n i t i o n s  of s i z e  and power and (2.2.3). 
The next theorem provides t h e  s o l u t i o n  
A lemma whose a s se r t ions  a r e  used i n  t h e  proof of t h e  
Proofs of its p a r t s  follow d i r e c t l y  from t h e  
- 12 - 
Lemma 2.2-1 Let d(S ,S ) be a s i z e  - (a! ,Q: ) d i sc r imina t ion  procedure -- 1 2  1 2  
f o r  a. E (0,l);  j s 1,2. 
(a) d(S, S ) has power o n e  f o r  d i scr imina t ion  i f  and only i f  P (S ) = P (S ) = 0 .  
J 
-’ 2 1 0  2 0  
(b) A s u f f i c i e n t  condi t ion  t h a t  d(Sl,S2) be a most powerful s ize  - (a CY ) 
d i sc r imina t ion  procedure is t h a t  for d(S 
1’ 2 
* *  * 
1, 2 S ) any s i z e  - (a1,a2) 
* * 
d i sc r imina t ion  procedure, P1(So) <, P1(So) and P2(So) 5 P2(So). 
* *  
(c) I f  there e x i s t s  a s i ze  - (CY ,a! ) d i sc r imina t ion  procedure d(S 1 2  
* 3; 
such t h a t  P (S ) > P1(So) and P2(So) >, P2(So) where a t  least  one inequa l i ty  
is st r ic t ,  then d(S 
procedure. 
l o -  
S ) is no t  a s i z e  -(al,CX2) most powerful d i scr imina t ion  1’ 2 
We now give  the main theorem of t h i s  chapter .  
Theorem 2.2.1 Let P and P be d i s t i n c t  p r o b a b i l i t y  d i s t r i b u t i o n s  def ined 
on k-dimensional Euclidean space Rk, with  p r o b a b i l i t y  dens i ty  func t ions  
€ 
Also,  assume t h e  random v a r i a b l e  W = fl(X)/f2(X) is  a continuous random. 
1 2 - 
k 
and f2, r e spec t ive ly ,  wi th  respect t o  Lebesque measure 1 on R . 1 
variable def ined a.e.h. 
(i) For CY E ( O , l ) ,  j = 1,2,  there  
and sets A and A Which de f ine  a d 
and such t h a t  
J 
1 2 
exist 
scrim 
p o s i t i v e  cons tan ts  C and C2 1 
na t ion  procedure a s  i n  (2.2.3) 
- 13 - 
where 
. 
A1 = {x:fl(x) < C1f2(x) 5 
A 2  = [x:fl(x) > C2f2(x) 
(2.2.5) 
(ii) Let d(S ,S ) be a d iscr imina t ion  procedure constructed a s  i n  (2.2.5) 
from sets A and A s a t i s f y i n g  (2 .2 .4 )  and (2.2.5). 
1 2  
1 2 
(a) I f  C1 <, C2’ then d(S ,S ) is a most powerful s i z e  - <a1,*2)’ 1 2  
d i scr imina t ion  procedure. It is exact s i z e  - (U1,a2) 
(b) I f  C1 > CgY then d(S ,S ) i s  not  a most powerful s i z e  - ((2 a ) 1 2  1’ 2 
discr imina t ion  procedure. 
( i i i )  L e t  C and C be the  constants  i n  (i). 1 2 * * *  
(a) L e t  C 5 C and suppose d (S ,S ) is a most powerful s i z e  - ((3: CT ) 
1 2  1 2  1’ 2 
* * *  
discr imina t ion  procedure. Then d (S ,S ) i s  exact  s i z e  - (CU a! ) and 1 2  1’ 2 
* * 
l ( S ?  U S1) = x(SIS1) and x ( S 3  U S2) = x(S2S2). 
(b) I f  C1>  C2,  then t h e r e  e x i s t s  s i z e  - (a 01 ) discr imina t ion  lY 2
procedures wi th  power one. Such a procedure can be constructed a s  i n  (2.2.3) 
with sets A and A 1 2 as i n  (2.2.5) with t h e  C‘s t h e r e  replaced by a common * 
value  C i n  the  i n t e r v a l  [C2,C1 1. 
Proof:  
(i) This is shown i n  the  proof of t he  Neyman-Pearson Fundamental Lemma 
g iven  by Lehmann (1959). 
. 
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(ii) (a) For C1 5 C2 
. 
1) A A is empty and S = ili2, 1 2  0 
AlX2 = A1 and P (S ) = P (A ) = al, 1 2  1 1  
"A2 = A2 and P (S ) = P2(A2) = a*. 2 1  
2) s2 = 
3) s1 = 
* *  
Let d*(S ,S ) be any s i ze  - (al,0r2) discr imina t ion  procedure. I n  1 2  
o rde r  t o  show t h a t  d (S ,S ) i s  a most powerful exact  s i z e  - (a! 0 ) 
procedure, by Lemma (2.2.1) (b) i t  s u f f i c e s  t o  show t h a t  
1 2  1' 2 
* * * 
Now P1(S1) + P1(S2) + = P1(S1) + P1(S2) G P1(S0) = 1, 
and 
so 
We now show t h a t  
* 
P1(S1) 5 P1(S1)' 
(2.2.7) 
(2.2.8) 
and t h e  f irst  inequa l i ty  of (2.2.6) w i l l  follow. To show (2.2.7) l e t  *b) 
be the c h a r a c t e r i s t i c  func t ion  of t h e  set SI = A 2  and le t  (b(x) be t h e  
* 
c h a r a c t e r i s t i c  func t ion  of t h e  set  S1. Put 
. 
I 
- 15 - 
I f  x E S+, then  $(x) = 1 and fl(x) - C2f2(x) > 0. 
and f l (x)  - C2f2(x) < 0. 
I f  x E s; then  
(x) - h(x))(fl(x) - C2f2(x)) 2 0. 
-4 (x) = 0 
In each case ( 
Consider the i n t e g r a l  
But 
Therefore  (2.2.7) holds and the  f i r s t  i nequa l i ty  of (2.2.6) is es tab l i shed .  
The second inequa l i ty  of (2.2.6) follows by symmetry. 
(b) For C1 > C2, t h i s  w i l l  follow from ( i i i ) ( b ) .  
* *  * 
(iii) (a) Let C1 5 C2 and suppose d (S ,S ) is a most powerful s i z e  - (al,a2) 1 2  
procedure. Again denote  d (S ,S ) t h e  procedure determined by (2 .2 .4 ) ,  
(2.2.5) and (2.2.3). Statements 11,  21, and 3) of ( i i ) ( a )  s t i l l  hold. 
Let  S 
1 2  
+ and S- be def ined as i n  ( i i ) ( a )  and put  
e 
s’=. i x:fl(c) - C2f2(X) = o r  
s =: (S+U S-) n S’ 
Then 
I -  
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and 
X S 
* 
unless  h ( S )  = 0. 
P1(So) < P1(So).  
If X(S)  > 0 ,  then P1(S1) > P1(S1) and from (2.2.7) 
* * 
From the proof of ( i i ) ( a )  i t  i s  known that P2(So) 5 P2(So). 
* * *  
1 2  By Lemma 2 . 2 . l ( c )  d (S ,S ) is  not most powerful, a contradiction. Thus 
* * 
But 
>k 
= 1 (SIS1). 
This completes (iii) (a) .  
It may a l s o  be observed that 
* 
a! - P (A ) = P (S ) = P (S ) < Crl, 1 -  1 1  2 2  1 2 -  
* * *  
i . e .  that d (S ,S ) i s  exact s i z e  - (a (1: ). 1 2  1’ 2 
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ik 
( i i i ) ( b )  For C1 3 C2, l e t  be a point  i n  the  closed i n t e r v a l  
Then (2.2,3), gives 
* -* * * 
S1 = A1A2 = A2,  
*-* 
S; = A1A2 = 
ik * 4 * 
2 B u t  C 5 ClY and AI IS A I .  Also, C 2 C2, and A C A2. Therefore the  
it * *  * 
procedure d (SlYS2) is s i z e  - (a  a ). A l s o ,  h ( S o )  = 0 and t h e  power 1' 2 
* * *  
of d (S S ) i s  the re fo re  one. 1' 2 
This theorem gives  a r a t h e r  complete t h e o r e t i c a l  s o l u t i o n  t o  the  
d iscr imina t ion  problem as formulated i n  t h i s  paper f o r  t he  two category 
continuous d i s t r i b u t i o n s  case.  Applications of the  theorem t o  p a r t i c u l a r  
cases  (d i s t r ibu t ions )  may present  p r a c t i c a l  problems. Ne consider applying 
t h e  theorem t o  a few p a r t i c u l a r  cases. The examples chosen a r e  f e l t  t o  be 
of some importance i n  t h e i r  own r i g h t ,  and i n  any case they should he lp  t o  
c l a t i f y  t h e  ideas  involved i n  t h e  model and the  theorem. Some of t hese  
procedures w i l l  l a t e r  be used f o r  s tandards f o r  comparison f o r  
nonparametric procedures. 
2.3 Examples - 
. 
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l -  
Example 2.3.1 Families with Monotone Likelihood Ratios 
For 8 a real-valued parameter, le t  {Pg:Q E AI be a family of 
J 
abso lu te ly  continuous p r o b a b i l i t y  d i s t r i b u t i o n s  with s t r i c t l y  monotone 
( increas ing)  l ike l ihood r a t i o  i n  a real-valued continuous s t a t i s t i c  
T fx? ,  i .e .  f o r  01 < Q2, f (x ) / fg  (x) i s  a s t r i c t l y  monotone ( increas ing)  
@2 1 
j = 1,2. Assume 
j’ 
func t ion  of t h e  random va r i ab le  T(x) . P u t  f e  = f 
j 
t h a t  t he  r a t i o  f l (x) / f2(x)  s a t i s f i e s  the hypotheses of Theorem 2.2.1, 
and l e t  C 1 
0. E (O,l), j = 1,2. 
t he  sets A 
and C2 be the cons tan ts  defined by (2.2.4) and (2.2.5) f o r  given 
Since f l (x) / f2(x)  i s  s t r i c t l y  increas ing  i n  T(x), 
J 
and A2 can be obtained d i r e c t l y  from T(x). Then f l (x) / f2(x)  < C1 1 
JC * 
i f  and only i f  T(x) < C f o r  C a unique r e a l  number. We have i t  t h a t  1’ 1 
and s imi l a r ly  the re  i s  a C I * such t h a t  A2 = x:T(x) < A1 = {x:T(x) < C1 2 
I f  P: denotes the d i s t r i b u t i o n  induced on the space of T from P j = 1,2, then 
J j’ 
Then S1 = { t:t > 
* 
Then C i s  t h e  a! t h  p e r c e n t i l e  of 1 1 
T *- 
1 t h e  P d i s t r i b u t i o n  and C2 i s  t h e  
rn * 
(1 - 0 )nd p e r c e n t i l e  of t h e  P‘ d i s t r i b u t i o n .  Denote C = ti and 
1 2 2 
t he re  a r e  I f  Cl > C2’  o r  equiva len t ly ,  t0 > tl-a ’ 1 JC 2 c* = t 
1-a2 - 1 2 
- 19 - 
s i z e  - (Cy ,Cy ) discr imina t ion  procedures with power 1. Such a procedure 1 2  
can be constructed as  f o l l m ~ s .  Let t * E [t1-.,. 2 t:] and put 
- 1 
-L * 
S; = {t:t C t 1 .  Then S o  = {t:t = t”  f and PT(So) = 0, 
3 
j = 1,2. Therefore,  t h e  power of t h i s  procedure i s  one. Also, 
T *  1 = Cyl and P2(S1) T *  5 P: {t:t > tl-Cy 
1 
* 
t he  procedure is s i z e  - (a! (2 ). The choice of t h e  va lue  t i n  t h e  1’ 2 
’2 and 
in te rva  1 
is an i n t e r e s t i n g  problem i n  i ts  own r i g h t .  We w i l l  consider 
2 1  
one choice in  Appendix I. The next example considers a s p e c i a l  case of t he  
model i n  t h i s  example. 
Example 2.3.2 P a r t i c u l a r  b i v a r i a t e  Normals 
(i) Let P and P be un iva r i a t e  normal d i s t r i b u t i o n s  with common variance 1, 
and means 2 and 0, respec t ive ly .  The dens i ty  r a t i o  i s  
1 2 
which is  s t r i c t l y  increasing i n  T(x) = x. We can then de f ine  A1 and A i n  2 
terms of x. Put A~ = {x:x < c 3 and A2 = { x:x > C 2 )  . I f  Cyl = a2 = 0.1, 1 
then  C1 = 0.718 and C2 = 1.282. Here C 1 2  < C and t h e  procedure is given by 
S 1 = {x:x > 1.282 3- 
S2 = {X:X C 0.718 1 
S 0 = [x:0.718 5 x 5 1.282 
- 20 - 
I n  o ther  words, 
(1) 
(2) 2 
(3) If z E c0.718, 1 .2821 , reserve judgment, i.e. do not  c l a s s i f y  Z. 
I f  z > 1.282, c l a s s i f y  Z a s  a P1 random v a r i a b l e ,  
If z < 0.718, c l a s s i f y  2 a s  a P random va r i ab le ,  
The a c t u a l  power f o r  d i scr imina t ion  can be evaluated i n  t h i s  case 
and i s  
f o r  any n 
a s i z e  - (.l,.l) procedure. 
(ii) 
p r o b a b i l i t y  d i s t r i b u t i o n s  P, and P, be 3 and 0, respec t ive ly .  
E (0,l). This i s ,  of  course,  t h e  maximum poss ib l e  power f o r  1 
The model i s  the  same as i n  (i) except t h a t  w e  l e t  t h e  means of the 
Again, 
A L 
t ak ing  (9 ,a! ) = (.l,.l), we obtain the  procedure 1 2  
= {x:x > 1.718 3 s1 
S2 = {x:x < 1.282 f 
Here C1 = 1.718 and C2 = 1.282, and C1 > C2. This 
d (S1,S2) with 
1 . 7 1 8 1  . 
is t h e  case  of (iii) (b) 
of Theorem (2.2.1). 
1 - ( .057)nl+ (.057)fi2 = 1 - (.057) = .943.  
The a c t u a l  power f o r  d i sc r imina t ion  of d(S S ) is  1’ 2 
We can d e f i n e  another  procedure 
Si = f x : x >  1.5 f , 
S; = ~ x : x <  1.5 1 , 
* 
0 
S = f x : x  = 1.5 1 . 
. 
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This is a s i ze  - ( . l , . l ) ( exac t  s i z e  - (.067,.067)) procedure with d iscr imina t ion  
power 1. It is the  most powerful exact s i z e  - (.067,.067) procedure s i n c e  
it  s a t i s f i e s  ( i i ) ( a )  of Theorem (2.2.1) f o r  (CU ,a ) = (.067,.067). 1 2  
Example 2.3.3 Univariate  Normals, General Case 
L e t  {Pe:Q E fi> be the  family of un iva r i a t e  normal d i s t r i b u t i o n s  
2 2 
where 8 is the  vec tor  (p, u ). Then P is a N(p  0.) d i s t r i b u t i o n .  The 
j j' J 
dens i ty  r a t i o  has the  form 
2 
f ,(x) / f2(x)  = k exp { ax  + bx + c 
This r a t i o  is s t r i c t l y  monotone in  t h e  exponent ax2 + bx + c ,  whose graph is 
a parabola.  The r a t i o  is then s t r i c t l y  monotone f o r  x i n  the  i n t e r v a l  
from - 43 t o  t he  poin t  corresponding t o  the  ver tex  of the  parabola and 
s t r i c t l y  monotone i n  the  opposi te  sense from t h i s  po in t  t o  4- . The 
2 2 2 2  v e r t e x  is a t  the  poin t  x = (p2al - p l  cr2)/(u1 - u 2 ) .  I f  
0 
a = [(Gi - 1J;)/2a: u;]< 0, the  r a t i o  increases  s t r i c t l y  from - -  t o  x 
0 
and decreases  s t r i c t l y  from x t o + - .  Then 
0 
A, = {x:x 0 - bl 5 x 5 xo + b 1 f 
where b i s  such t h a t  P (A ) = 1 - a 1 1 1  1' Also, 
A 2  = ~ x : x ~  - bg C X <  x +- b f 0 2  
and b2 i s  such t h a t  P (A ) = CU2. The A s e t s  a r e  determined analogously 2 2  
I .  
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i f  a > 0. I f  a J 0, the  problem reduces t o  the  preceding example, i.e. 
2 2  u1 = u2. 
We i n s e r t  p a r t i c u l a r  numbers t o  i l l u s t r a t e  t h e  computation. Suppose 
(Pl,{) = (0,l) and ( v 2 , { )  = (2,25). Take al = a2 = 0.1. The d e n s i t y  
r a t i o  is 
f l (x) / f2(x)  = 5 exp 
This r a t i o  increases  from --to - 0.083 and decreases  s t r i c t l y  from - 0.083 
t o  i- The sets A1 and A a r e  2 
= fi:x C - 1.733)- > 1.567 , 
*1 f 
A 2  = {x:- 0.768 C x < 0.602 3 . 
The d i sc r imina t ion  procedure is then given by the  sets 
= {x:- 0.768 C s C 0 . 6 0 2 1  s1 
S2 = {IC:, C - 1.7331 
S 0 = {x:- 1.733 < - -  x < - 0.7683 u .@:0.602 <, x <, 1.5673 . 
{x:x > 1.5671 
I n  t h i s  case C < C 
procedure. It i s  exact  s i z e  - (.l,.l). 
and t h i s  procedure is the  most powerful s i z e  - ( . l , . l)  
1 2  
Example 2.3.4 Mul t iva r i a t e  Normals 
i s t r i b u t i o n  and P be a MVN (E2,C) d i s t r i b u t i o n .  1 L e t  P1 be a MVN E) d 
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Then the l ikel ihood r a t i o  i s  monotone i n  the linear function 
= x1 c-l (El - k2) - 3 1 (El + ci,) 1 C -1 (E, - L+). This problem can 
T(5) - 
then be treated by the approach of Example 2.3.1. 
of T ,  P and P are univariate normals with common variance. These are 
the d is tr ibut ions  of the  l inear discriminant analys is  for forced c l a s s i f i c a t i o n .  
The induced dis tr ibut ions  
T T 
1 2 
t - 24 - 
CHAPTER I11 
DISTRIBUTIONS NOT COMPLETELY KNOWN 
- 3.1 In t roduct ion  
T C  a?? of the distributions P-,...,P, assoc ia ted  with t h e  k populat ions 1- K 
are  not  completely known, then a sample (X ,..., X ) must be a v a i l a b l e  
j l  j n j  
f o r  every unknown d i s t r i b u t i o n  P i f  any d iscr imina t ion  procedure is t o  be  
found, i n  most cases .  We assume tha t  none of t h e  d i s t r i b u t i o n s  a r e  e n t i r e l y  
j 
known and t h a t  a sample is ava i l ab le  from each. Then w e  seek a procedure 
based on t h e  s t a t i s t i c  (2; xll ,..., x ,..., ). Such a procedure 
lnl "k"k 
then  w i l l  be a func t ion  of t h e  sample s i z e s ,  o r  may be viewed f o r  varying 
{dn l...q) sample sizes as a sequence of discr imina t ion  procedures,  say 
As a means for  comparing sequences of procedures w e  introduce some d e f i n i t i o n s .  
- 3.2 Consistency of Sequences of Procedures 
L e t  { d n l  and {d:{ denote t w o  sequences of dec is ion  procedures. 
-- Df. 3.2.1 The sequence of dec is ion  procedures id:] is s a i d  t o  be 
c o n s i s t e n t  wi th  t h e  sequence of decis ion  procedures i d n \  i f  f o r  any 
j = l,...,k 
Pr id* = dn: P = P 1 4 1 ,  as m , n j  -, 
m j 
We s h a l l  u sua l ly  be  in t e re s t ed  i n  comparing a sequence i d n \  wi th  a 
p a r t i c u l a r  procedure,  d 
P r  i d n  = do: Pj 
say ,  and w e  w i l l  need t o  show t h a t  
0 
4 1 f o r  a l l  j = 1 ,..., k, a s  n _j Q). 
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I n  searching f o r  a b e s t  procedure based on samples from t h e  d i s t r i b u t i o n s ,  
t h e  n a t u r a l  l i m i t  t o  consider  is of ten  a procedure obtained from known 
d i s t r i b u t i o n s .  This i s  so from the  following considerat ions.  Under t h e  
assumptions of subproblem (i), the  observat ion z is  s u f f i c i e n t  f o r  tne 
d iscr imina t ion  problem. But with the  d i s t r i b u t i o n s  incompletely known, t h e  
s t a t i s t i c  (z; xll ,  ..., x ;...;~k~,..., ) is  a s u f f i c i e n t  s t a t i s t i c  
lnl %"k 
f o r  t he  d iscr imina t ion  problem. But any procedure t h a t  i s  a funct ion of 
( z ;  xI1, ..., x ; . . . ;x,~,.. . ,  ) can be dupl icated by a procedure based 
lnl "k"k 
on z alone by incorporat ing randomization, i f  necessary.  Therefore i f  a 
procedure is  bes t  according t o  some c r i t e r i a  among a l l  procedures based on 
z ,  it  w i l l  a l s o  be a s  good a s  any procedure based on 
(2; Xl l ,  ,x Inl; . . . ;x,~ ... ,xknk)) (c f .  F ix  and Hodges, 1951). I n  t h e  
subsequent p a r t s  of t h i s  paper we s h a l l  i n  some of the  examples seek 
procedures v a l i d  under the  conditions of subproblem (iii), and which w i l l  
be cons i s t en t  with t h e  procedures given i n  t h e  preceding chapter.  
t 
- 26 - 
CHAPTER IV 
A NONPARAMETRIC MODEL 
4.1 The Problem and Model --
I n  t h i s  chapter  w e  s n a i l  consider t h e  discriminatiofi pr&kai iin6ez 
subproblem (iii), i.e. under the  assumption t h a t  the  members of t he  family of 
d i s t r i b u t i o n s  P :Q 6 a r e  a l l  abso lu te ly  continuous with respec t  t o  i Q  
Lebesque measure. 
The procedures considered here d i f f e r  from those previously considered 
i n  one fundamental property.  Those considered previously were de t e rmin i s t i c  
were f ixed p a r t i t i o n s  of the  sample space. il.. .i i n  t h a t  the  s e t s  {S 
S 
This  is  not t he  case f o r  t h e  procedures of t h i s  chapter  f o r  t he  p a r t i t i o n s  
w i l l  themselves be random, i . e .  depend upon samples, and the  p r o b a b i l i t i e s  
of t he  var ious dec is ions  w i l l  themselves be random va r i ab le s .  We choose t h e  
p a r t i t i o n s  i n  such a way t h a t  these p r o b a b i l i t i e s  have known d i s t r i b u t i o n s .  
The model assumed is  as follows. Let {Pe:Q L fL devote the  c l a s s  5 
of p r o b a b i l i t y  measures def ined on a Euclidean measure space X(G) fo r  which 
each P L e t  
{ el, ..., gk?S denote a set of k d i s t i n c t  elements of fi, and suppose 
t h a t  a sample (Xj l  ,..., x 
i s  absolu te ly  continuous with respec t  t o  Lebesque measure. e 
) is  ava i lab le  from each P , j = 1 ,..., k. L e t  
j n  e,  
J J 
2 b e  a random va r i ab le  with d i s t r i b u t i o n  P and assume t h a t  
j = 1, ..., k. Then on the  b a s i s  of an observation z on Z it 
make a dec is ion  a s  t o  which values i n  the  s e t  
8 8 = 0 .  f o r  some 
is required t o  
t h a t  8 might take.  
3 
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W e  again use  t h e  dec is ion  space h of s e c t i o n  (1.2) which allows p a r t i a l  
and reserve  judgment dec is ions .  
4.2 Defin i t ion  of a Procedure 
-. - 
Let 01 (0,l) f o r  each j t 1,2,...k be a s p e c i f i c  constant  and put  
a = [01.(n. + l)], i.e. t he  g rea t e s t  i n t ege r  i n  01.(n. + 1). Using the  
theory of coverages ( c f .  references i n  Bibliography),  a nonparametric 
j 
j J J  J J  
t o l e rance  region containing a sample blocks i n  constructed on t h e  sample 
j 
space X using the  sample (xjl ,  ..., x ) f o r  each j = l,...,k. These subse t s ,  
jn  
A1, ..., A a r e  then used t o  de f ine  a discr imina t ion  procedure il.. . i 
S ll? 
by t h e  r e l a t i o n s  (1.3.1) and (1.3.2). 
The reader  should bear i n  mind t h a t  t h e  s e t s  A j G {l, ..., k , 
j’ f 
a r e  nonparametric to le rance  regions and a s  such t h e i r  p r o b a b i l i t i e s  a r e  
random va r i ab le s .  The set A .  contains a sample blocks and P (A . )  has a 
8 3  j J j 
b e t a - d i s t r i b u t i o n  with parameters (a n - a + 1) (c f .  Wilks, 1963). 
This d i s t r i b u t i o n  has mean 
j ’  j j 
with o ( l / n  .) >, 0, 
J 
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and var iance  
I f  Q.(n. -k 1) is a n  in t ege r ,  then the  mean is  CX. and t h e  var iance  is 
J J  J 
a.(1 - cxj)/(nj + 2). I n  any case ,  a n  app l i ca t ion  of t h e  Tchebycheff 
3 
i nequa l i ty  y i e l d s  
p (A.)  4 Q. a s  n .  j do f o r  a l l  j = 1 ,..., k. (4.2.1) 
Q J  J J j 
As i n  s e c t i o n  1.3, an error is made when z f a l l s  i n  the set A 
i= 1 j 
g#j  
The p r o b a b i l i t y  of t h i s  event i s  then bounded by the  random va r i ab le  
with the  above beta  d i s t r i b u t i o n  when Pg is t h e  d i s t r i b u t i o n  of Z .  
ii with p robab i l i t y  1, then t h e  p r o b a b i l i t y  
k j 
'9. (aj) 
J 
I f  i t  tu rns  out t h a t  A .  c u 
i= 1 
J 
i+j  
of t h i s  e r r o r  is t h e  random va r i ab le  PQ (Aj) .  
j 
I .  
The procedure s e t  out i n  t h i s  s e c t i o n  provides a method whereby a 
I .  
procedure can be obtained t h a t  allows some con t ro l ,  i n  t h e  above sense,  of 
t h e  p r o b a b i l i t i e s  of t h e  e r r o r s .  This  property der ives  immediately from 
having chosen t h e  regions A 
obtained from the  j t h  sample. 
t o  be to le rance  regions with a blocks a s  
j j 
These regions can s t i l l  be chosen i n  many 
d i f f e r e n t  ways and it would be des i r ab le  t o  choose them i n  such a manner as 
. 
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t o  ob ta in  “good” procedures, i n  some sense. It does not  appear poss ib l e  
t o  f ind  a r u l e  f o r  choosing regions t h a t  w i l l  g ive  good procedures f o r  any 
set of d i s t r i b u t i o n s  i n  of s e c t i o n  (4.1). I n  p r a c t i c e  it o f t en  
occurs t h a t  t h e  s t a t i s t i c i a n  may suspect t h a t  t h e  d i s t r i b u t i o n s  a r e  of some 
p a r t i c u l a r  subclass  of {Pe:O e Ai, and t h i s  w i l l  provide guidance in  
choosing the  regions t o  be used. Pxopert ies  of t he  subclass  may be used 
t o  obta in  regions with good proper t ies  i f  t he  d i s t r i b u t i o n s  a r e  from the  
subc la s s ,  and even i f  they a r e  not t h e  procedure would have the  s i z e  
p rope r t i e s  discussed above, 
4.3 T& Control of S i z e  -
The procedure set out i n  t h e  l a s t  s e c t i o n  has the  property t h a t  when Z 
has d i s t r i b u t i o n  P1 t he  probabi l i ty  t h a t  a mistake w i l l  be made is bounded 
by t h e  random va r i ab le  P1(A1) w i t h  a be t a -d i s t r ibu t ion  with parameters 
(a l ,nl  - a l  + 1). Similar  statements hold for t he  o ther  e r r o r s .  This 
b e t a - d i s t r i b u t i o n  is completely determined by 0 and n1 and can be used t o  
s tudy  t h e  p robab i l i t y  of e r r o r s  for  var ious  Q! I s  and n /s. 
1 
It i s  n a t u r a l  t o  1 1 
consider  t h e  pe rcen t i l e s  of t h i s  d i s t r i b u t i o n .  
L e t  (p;  a n ) be such t h a t  1’ 1 
f o r  0 < p < 1 anc B(x1,x2) 
of an e r r o r  is less than 4 
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t he  complete beta-function. 
with p robab i l i t y  p. For s p e c i f i c  0 and n we can 
Then the  p robab i l i t y  
1 1 
eva lua te  these  p r o b a b i l i t i e s  from Pearson's (1934) t ab l e s .  Murphy (1948) 
has given graphs which may be convenient here.  
with n 
p r o b a b i l i t y  of e r r o r  i s  less than .14. 
From these  graphs,  f o r  example, 
- 100, Ctl = .l, the  p robab i l i t y  i s  approximately .9 t h a t  t he  1 -  
These r e l a t i o n s  may be use fu l  i n  planning sample s i z e s ,  or  f o r  given 
sample sizes t o  study the  e f f e c t  of requi r ing  d i f f e r e n t  procedure s i z e s .  
- 4.4 Consistent Procedures 
I n  t h i s  s ec t ion  w e  set out procedures which a r e  cons i s t en t  with the  
procedures of Examples 2.3.1 and 2.3.3, i . e .  fo r  t he  most powerful procedure 
fo r  t he  family of d e n s i t i e s  with monotone likelihood r a t i o  and the  genera l  
univar  i a  t e  norma 1 family . 
Example 4.4.1 The Monotone Likelihood Rat io  Family 
We consider cons t ruc t ing  a nonparametric procedure t o  be cons i s t en t  
with t h e  known d i s t r i b u t i o n  procedure f o r  t he  d i s t r i b u t i o n s  of Example 2.3.1. 
This  is t h e  c l a s s  of d i s t r i b u t i o n s  with r e a l  parameter 8 possessing the  
proper ty  t h a t  
increas ing  i n  
For t h i s  
= T(x. . I ,  
t i j  13 
j = 1, ..., n 
i 
f o r  8 < 8 t h e  dens i ty  r a t i o  f e  (x ) / f e  (x) is  s t r i c t l y  
2 1 1 2  
a real-valued s t a t i s t i c  T(x). 
case t h e  s e t s  A and A a r e  defined a s  follows. Let 
f o r  x the  j t h  observation from t h e  i t h  sample, i = 1 ,2 ;  
1 2 
i j  
devote the  n .  ordered values of t f o r  i(1) J 9 t  i (nil 1 i j  Let t 
< t  w e  put 
l (a l )  - 2(n2 - a 2  + 1)' a & k e d  i. Then, i f  t 
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. 
I 
and 
A2 = (x:T(x) > t 2(n2 - a 2  + 1) 
Then the  procedure d(S ,S ) obtained by (2.2.3) from these  A-sets 1 2  
has  t h e  following proper t ies .  
(1) I f  C1 5 C2, the  procedure i s  cons i s t en t  with the  exact s i z e  - (a a ) 1’ 2 
most powerful procedure of Example 2.3.1. 
(2) If C1 > C2, t he  procedure i s  cons i s t en t  with t h e  p a r t i c u l a r  procedure 
2 
of Example 2.3.1 f o r  t h i s  case when t t he re  is  taken t o  be (tk f t 
* 
) / 2 .  1-a2 1 
Proof of (I): 
By a well-known r e s u l t  
(Cf. Wilks, 1952, p. 272). 
Now t h e  procedure d(S ,S ) of t h i s  example and t h a t  of example 2.3.1, 1 2  
2 
or  t d (S1,S2),differ only when t l ( a l )  # tal 1 * * *  2(n2 - a 2  +- 1) + t l  - a2* 
' -  
I 
* 
t 
I -  
Proof of (2) :  
The r e s u l t  quoted i n  (1) es t ab l i shes  t h i s ,  immediately. 
Example 4.4.2 General Univar ia te  Normal Di s t r ibu t ions  
The d i s t r i b u t i o n s  P1 and P are  taken t o  be the  same a s  i n  Example 2 
2 
3 J J  
2.3.3, i.e. P .  i s  a N(p., 0.) d i s t r i b u t i o n  f o r  j = 1,2. It is  required t o  
cons t ruc t  t o l e rance  regions 
which will give  a procedure 
B. from t he  samples (x ..., X 1, j = 1 3 2 ,  
J j l '  j n j  
cons i s t en t  with the  procedure d(S S ) of 1, 2 
Example 2.3.3. That procedure depended upon t h e  q u a n t i t i e s  a ,  x CXl, a2. 
0 ,  
2 
j j 
The sample means and variances s a r e  cons i s t en t  es t imators  of the  
2 means 1.1. and var iances  u , j = 1,2. From these  cons i s t en t  es t imators  
j j 
h 2 2  A a and x" can be cons t ruc ted  f o r  a and x i f  uL 4 a2, i .e. t he re  i s  an a 
0 0' 
and an f such t h a t  
0 
a" p \ a ,  
and 
(4.4.1) 
(4.4.2) 
A 1, i.e. l ( r l )  Xl(r,) Suppose a > 0. Then take  B t o  be t h e  i n t e r v a l  (x 1 
t h e  open i n t e r v a l  determined by the r s t  and r nd order s t a t i s t i c s  sub jec t  
t o  t h e  condi t ions :  
1 2 
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(4.4.3) - 1  (a) r2 - L 1  = al’  (b) t h e  quan t i ty  (x 
2 
) I  - xo) A - (xo n - x le, 1 I l(r2) 
is  a minimum. 
I n  words, t ake  B t o  be t h e  union of t h e  a consecutive sample blocks 1 1 
f o r  which x + x  - 22 1 is a minimum. If xl(l) < x ^  o < x  l (n l ) ’  I Url) Ur2) 0 
A t h i s  w i l l  r equ i r e  t h a t  (x X 
for which the  d i f f e rence  of t he  d is tances  of t h e  end poin ts  from x  ^
minimum. 
) be t h e  i n t e r v a l  containing x 
l(rl)’ Ur2) 0 
is a 
0 
- 
B2 We cons t ruc t  i n  s i m i l a r  fashion from the  second sample, i.e. 2 
) with r and r chosen such t h a t :  
2 (r3) ’ x2 ( r 4 )  3 4 i s  a n  i n t e r v a l  (x 
f 
(4.4.3) 
(a) r4 - r3 = n2 - a 2  + 1, 
is a minimum. 2 (r4) 0 (b) t h e  q u a n t i t y  + r  
/ We then de f ine  a dec i s ion  procedure d (S‘ S ’ m  n ) as follows: 1’ 2’ 1’ 2 
c 
’ =  S ‘ =  x - s2. / 
s1 2 
Propos i t ion  4.4.1 
(a) For C <, C2, t he  procedure d‘(S’ S‘.n n ) of t h i s  example w i l l  be 1 1’ 2’ 1’ 2 
c o n s i s t e n t  with the  procedure d(S ,S ) of Example 2.3.3 as n +wand  
1 2  1 
“2 -J/-* 
(b) For C1 > C2, t h i s  procedure w i l l  be cons i s t en t  with a s i z e  - (a a ) 1’ 2 
procedure wi th  power one a s  n A, m and n -,a. 1 2 
. 
- 35 - 
P 
(Here C and C a r e  those of Theorem 2.2.1.) 1 2 
1 Proof:  It w i l l  s u f f i c e  t o  show t h a t  the  end po in t s  of t h e  i n t e r v a l s  B 
and E converge i n  p robab i l i t y  t o  the end po in t s  of A and of the  2 1 2 
procedure d(S1,S2). We show t h i s  fo r  B and A I ,  and and can be done 1 2 2 
i n  t h e  same fashion.  
Now, A is  the  i n t e r v a l  & x ) where x and x a r e  determined by the  1 1’ 2 1 2 
proper t ies :  
I 
(4.4.4) 
(b) x1 + x2 = 2x0. 
l (r l )  and l ( r 2 )  are ) where x 1(r1) ’ X1(r2)  The set B i s  t h e  i n t e r v a l  (x 1 
order s t a t i s t i c s  from the  sample (xI1, ..., x ) se l ec t ed  t o  s a t i s f y  (a) 
1 In 
and (b) of ( 4 . 4 . 3 ) .  
Since  B is  a to l e rance  region containing a - [nlQJ blocks,  P1(B1) 1 1 -  
i s  a be ta  random v a r i a b l e  with parameters (a l ,nl - a l  + 1) and 
and u = [nlej] ,  i.e. the  g r e a t e s t  i n t ege r  i n  n e j 1 j‘ 
NOW ffl = e2 - e l ,  
nlCXl = nle2 - n e ___j 1 1’ 
. 
P 
so 
Also, 
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4- u + v, w = 0,l. u2 = a l  1 
Combining (4.4.2) and (4.4 .G) 
(4.4.6) 
X - 2 4  x - x  1 (u,) 2 0  
-q x o - x  1 lbl) 
A 
x - x  
bY (4.4 e 4 1  (01 
are chosen, (4.4.3)(b), w e  
l ( r l )  and Ur2) Now, from the  manner i n  which x 
Therefore ,  
(4.4.7) 
The r e l a t i o n s  (4.4.5), (4.4.7) and (4.4.4) and t h e  func t iona l  p rope r t i e s  
of F (a normal d i s t r i b u t i o n  function) are s u f f i c i e n t  t o  show t h a t  1 
---) xj, j = 1,2, as n _$ cu 1 X l(r j) 
as was t o  be shown. 
. 
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4.5 Se lec t ion  of Tolerance Repions i n  t h e  General Case 
I n  p r a c t i c e  it may be required t o  cons t ruc t  a d i scr imina t ion  procedure 
i n  s i t u a t i o n s  where information concerning t h e  d i s t r i b u t i o n s  is  not  s u f f i c i e n t  
t o  suggest a l i k e l y  parametric family on which t o  c a l i b r a t e  t he  procedure, 
a s  tias done i n  the  examples of the  l a s t  sec t ion .  Also, i n  most cases  we 
w i l l  not  know optimal procedures,  and even i f  t7e d id  it is  l i k e l y  t h a t  any 
c o n s i s t e n t  nonparametric procedures would be way complicated p a r t i t i o n s  
of t h e  sample space which would be d i f f i c u l t  t o  use i n  p rac t i ce .  
I n  s e l e c t i n g  the  to le rance  regions A , j = l , . . . ,k ,  which determine 
j 
the  procedure by (1.3.1) and (1.3.2), almost any information about t he  
d i s t r i b u t i o n s  can be u t i l i z e d .  
such a manner t h a t  t he  dens i ty  of the  d i s t r i b u t i o n  P 
r e l a t i v e l y  small on A 
p rope r t i e s  even f o r  la rge  samples but  should i n  many cases  give reasonably 
good procedures. 
It appears reasonable t o  s e l e c t  A i n  
j 
is  expected t o  be 
j 
This w i l l  not  lead t o  procedures with optimal 
j' 
For example, suppose t h a t  the d i s t r i b u t i o n s  a r e  b i v a r i a t e  and a l l  a r e  
thought t o  be unimodal. Then a reasonable choice f o r  each A .  would be t o  
t a k e  it t o  be the  complement of a to le rance  region 
a bounded convex region containing (n 
accomplished i n  many ways and one which i s  very easy t o  apply and appears 
t o  g ive  good r e s u l t s  is t o  use  the region whose boundary is  made up of 
e i t h t  (or  l e s s )  s t r a i g h t  l i n e  segments suggested by Tukey (1947, p. 532). 
3 
which is chosen as 
This can be 
j 
- a .  -I- 1) blocks. 
j 3 
. 
. 
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For higher  dimensional d i s t r i b u t i o n s ,  s imi l a r  regions bounded by hyper- 
planes can be used. 
Fraser  (1953, p. 45) suggests an approach t o  forming a to l e rance  
region f o r  a bimodal d i s t r i b u t i o n .  Writers on tolerance r e g i m s  have given 
r e s u l t s  u s e f u l  i n  a v a r i e t y  of s i t u a t i o n s .  
We g ive  an ( a r t i f i c i a l )  numerical example t o  i l l u s t r a t e  how a procedure 
can be constructed.  The da ta  was generated by drawing samples of s i z e  
n1 = n2 = 81 from b i v a r i a t e  normal d i s t r i b u t i o n s  P and P with mean 1 2 
vec tors  
and d i s p e r s  ion matr ices  
Eight-sided regions of the  type mentioned above were formed for 
The regions a r e  shown i n  Figure 1. a! = a2 = 0.1 (al  = a2  = 8). From the  1 
samples ' d ram 19 observations from P and 14 from P a r e  in  the  region S . 
1 2 0 
From Murphy's c h a r t ,  t he  p robab i l i t y  i s  approximately .90 t h a t  the  
cond i t iona l  p robab i l i t y  of e i t h e r  e r r o r  is less than 0.14. 
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1 X 
Figure 1: Tolerance Regions for Numerical Example. 
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Appendix 1 
I' c2 I n  ( i i i ) ( b )  of Theorem 2.2.1 it is shovm t h a t  f o r  t h e  case when C * 
t h a t  any va lue  C i n  t h e  i n t e r v a l  (C2,C1> can be used f o r  both C and C, 1 L 
i n  (2.2.5) and a d iscr imina t ion  procedure of s ize  - (a ,a ) and power 1 
is obtained. 
C i n  (C2,C1). 
wi th  some exact  s i z e  - (a  ,01 ) v i t h  e i t h e r  a < a! o r  a! < a o r  both. 
1 2  
We consider  here  t h e  problem of choosing a p a r t i c u l a r  value 
9: 
This i s  t h e  happy s i t u a t i o n  where we can obta in  a procedure 
* 9: * * 
1 2  1 1 2 2' 
Now, i n  choosing t h e  values  Q! and t o  begin with the  s t a t i s t i c i a n  would 
have considered not only t h e i r  absolu te  values  but  a l s o  t h e i r  relative 
values .  
of exac t  s i z e  - (a ,a ) i s  obtained wi th  a /a - Q /a 
Theorem A . l  I n  Theorem 2.2.1, when C < C t h e r e i s  a unique C i n  t h e  
i n t e r v a l  (C2,C1) such t h a t  i f  C 
procedure is  formed by (2.2.3) it w i l l  be an  exact  s i z e  - (CY , a ! )  procedure 
w i t h  power 1 and 01 /a 
1 2 
* 
It seems reasonable t o  choose C , i f  poss ib l e ,  so t h a t  a procedure 
* 9; * *  
1 2  1 2 -  1 2 '  
* 
2 1  * 
is used f o r  t h e  C's i n  (2.2.5) and a 
* *  
1 2  * *  - Q /a! 1 2 - 1 2' '  
and 
Then H(C) is a continuous s t r i c t l y  increas ing  func t ion  of  C. But 
and t h e r e f o r e  t h e r e  
4 
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