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El interés del articulo se centra en presentar el Análisis de Com onentes P Principales como ejemplo práctico de aplicación, dejando de lado as consi- 
deraciones al ebraicas estadisticas que no sean imprescindibles. Se insiste en 
los rocesos e elección del campo de las variables, de 10s criterios de elección P ide número de componentes y de la interpretación de 10s ejes. El Análisis de 
Componentes Princi ales se aplica como un primerpaso de la construcción de 
una muestra estratdada, en particuhr con /a utilimcidn de L datos censah 
En este sentido se trata de un análisis de datos que va más allá de 10 que las 
estadísticas ojciales procuran. 
Resum 
L i'nter2s de l'artc'cle estd orientat a presentar llAnrilisi de Components 
Princi als com a exemple prrictic d'aplic'zció, deixant de banda les no indis- 
pensa / les consideracions al ebrai'ques i esitadístiques. En efecte, per un costat, 
s hsisteix en elsprocessor ielecció del camp de les uariables, dels criteris dé- 
leccid del nombre de components i de la interpretació dels eixos; per láltre, 
IXnrilisi de Components Principals s 'aplica com a primerpas de la construcció 
dúna mostra estratz>cada, en particular amb la utilització de les dades cen- 
sals. 
A bstract 
The purpose of this article is to present the Principal Components 
Analisys, as a ractical example of its aplication, leauing aside the always 
necessaly alge I raic and statistical considerations. Indeed, on one hand, we 
emphasize on the choice processes of the number of component and axis 
inter retations. On the other hand, the Principal Components Analisys is 
app P zed as the jrst step towards the construction of an stratz>ed sample, 
particulary using census data. 
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El objetivo de este articulo no se centra tanto en desarrollar el método 
factorial de Análisis de Componentes Principales (ACP) desde una perspec- 
tiva exclusivamente teórica, algebraica ylo estadística, sino sobre todo en 
aplicar10 a un análisis concreto a fin de ver más cercanamente la eficacia, las 
exigencias y 10s limites de tal método. 
Por otro lado, 10 que ahora presentamos es una parte de otra investigación 
más amplia realizada en el marco de la Enquesta Metropolitana1, esto es, la 
construcción de una muestra estratificada por métodos multivariables para 
dicha encuesta. En el diseiio de la muestra, el ACP se ha concebido como 
instrumento parcial pero indispensable y con entidad propia: siendo una eta- 
pa intermedia en la construcción de la muestra posee un interés en sí mismo 
que va más allá de 10s objetivos propios de toda muestra para convertirse en 
un subproducto que por 10s criterios, las decisiones y las interpretaciones que 
se manejan, calificamos de específicamente sociológico. Asi mismo, el caso 
presentado es un ejemplo de utilización de datos secundarios para su análisis 
descriptivo y de dirnensionalización de la realidad social investigada, como 
en nuestro caso son 10s del Padró d'Habitants del afio 1986. 
La metodologia propuesta en la construcción de la muestra estratificada 
est6 basada en la complementariedad entre las técnicas de dimensionalización 
y de clasificación. En este contexto 10s momentos básicos del proceso de 
construcción de la muestra se concretan, elegido el univers0 poblacional y 
el campo de las variableslcriterio, primero, en la factorialización por medio 
del ACP, segundo, la estratificación en sentido estricto a partir de la realidad 
dimensionalizada y mediante la agrupación de la población en estratos ho- 
mogéneos resultantes de la aplicación del análisis de Chster, por último, se 
aplican 10s necesarios pasos de determinación del tamafio muestral y de afi- 
jación de la muestra. 
En estas páginas pues desarrollaremos con mayor profundidad la etapa 
destinada exclusivamente a la utilización del ACP para la dirnensionalización 
del campo de variables empleado, seiialando que este estudio es continua- 
1. La Enquesta Metropolitana es una investigación que fue proyectada en el afio 1984 para 
analizar las actividades y formas de vida de la población del Area Metropolitana de Barcelona 
(un total de 27 municipios) ante la ausencia de datos sistemáticos de este contenido y para 
convertirla en un instrumento periódico de recogida de información. Encargado por la an- 
tigua Corporació Metropolitana de Barcelona, la primera edición de la misma (1986) abarcó 
el periodo 1985-89 con diversos informes publicados. En la actualidad, con la financiación 
de la Mancomunitat de Municipis de I'Area Metropolitana a través del Institut $Estudis Me- 
tropolitans de Barcelona y en colaboración con la Diputació, el INEM y la UAB, se inicia 
la segunda edición extendiéndose a la totalidad de la Regió I en la división territorial de Ca- 
talunya que abarca un total de 250 municipios. 
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ción, como allí se anunció, de otro trabajo aparecido en esta misma revista 
con el titulo de La t+ologia en Sociologia, rnas allá de la simple taxonomia: 
conceptualización y cálcul2, con vistas a la estratificación y tipificación del 
univers0 de 10s individuos. Por el10 el presente articulo estaria incompleto 
si no se siguiera de un tercero, que aparecerá en próximos números, sobre 
dicha estratificación. 
Después de una introducción sobre la definición, objetivos y modelo de 
análisis inherente al método (I) ,  se tratarán sucesivamente: la Elección del 
campo de las variables (2) y el Proceso detallado del ACP (3). 
1. DEFINICI~N, OBJETIVOS Y MODELO DE ANALISIS EN ACP 
El ACP es un método algebraicolestadist~ico que trata de sintetizar y dar 
una estructura a la información contenida en una matriz de datos. El pro- 
cedimiento consiste en homologar dicha matriz a un espacio vectorial tra- 
tando de encontrar en él unos ejes o dimensiones que, siendo combinación 
lineal de las variables introducidas, 
- no pierdan la información inicial al conservar la varianza total, 
- no tengan correlación entre ellos, esto es, sean linealmente indepen- 
dientes, 10 que asegura la estructuración de las variables iniciales, 
- tengan una importancia diferencial y conocida en la explicación de 
la varianza total. 
Realizadas estas exigencias, el objetivo biisico consiste en reducir el nú- 
mero de variables introducidas. Para el10 se toman como nuevas variables 
10s ejes o componentes hallados, eligiendo u:n número y peso de 10s mismos 
suficiente para que la pérdida de varianza total sea s610 la conveniente, lle- 
nando así las finalidades del mttodo, esto es, 1a.s de simplificar, reducir y es- 
tructurar la información inicial. 
Para el sociólogo el análisis ni empieza por el tratamiento descrit0 ni se 
acaba en 61. Previamente habrá de definir las variables que entran en juego 
en el análisis, validarlas y seguramente habrá propuesto un modelo, aunque 
sea elemental, de hipótesis., descriptivas o expl.icativas, que dé cuenta de la 
problemática considerada. Simultánea y post:eriormente al proceso habrá de 
2. Lozares, C. ({La tipologia en Sociologia, mas a116 de la simple taxonomia: conceptua- 
lización y cálculon en Papers. Revista de Sociologid, 34, Edicions 62, UAB, Barcelona, 1990, 
pp. 139-164. 
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tener criterios estadisticos pero sobre todo sociológicos, para elegir el número 
de ejes y fundamentalmente para dar identidad a 10s mismos, así como para 
interpretar y proponer una estructura del conjunt0 de las variables y de las 
relaciones o agrupaciones entre ellas. 
A este método se acostumbra a clasificarlo entre 10s descriptivos. Nuestro 
punto de vista no es exactamente este. El método, y su técnica correspon- 
diente, permite ir mis allá y llenar otras finalidades que las que se derivan 
de la naturaleza empirista y de rango menor y subsidiari0 que, como nivel 
de análisis, es habitualmente atribuido a este método. Con todo somos de 
la opinión de que esta técnica es un valioso complemento a otras multiva- 
riables. 
Veamos pues alguno de 10s efectos de dicho análisis, no todos ellos pues- 
tos en evidencia en este articulo aunque han sido llenados en otras investi- 
gaciones paralelas. 
La utilización del método llena, sobre todo si es previo a la estratificación 
que conlleva la construcción de una muestra como es el caso, diversas fina- 
lidades de interés: 
a) Reducir el espacio tal y como se ha anunciado. 
De las variables introducidas en el método se retendrán unas combina- 
ciones lineales de las mismas salvando en ellas las puntuaciones de 10s indi- 
viduos (secciones censales en nuestro caso). 
6) Eliminación de la información redundante. 
De las variables introducidas en este análisis se disminuye la repercusión 
que en el cálculo de muestra tiene la redundancia informativa pues no se 
tiene en cuenta la acumulación de covarianza de las variables primitivas en- 
tre si. 
C) Captar en 10s nuevos ejes parte de la varianza total. 
El efecto mis decisivo consiste en que siendo dichos ejes linealmente in- 
dependientes y 10s que más acumulan la varianza del campo de variables in- 
troducido y en el grado decidido por el sociólogo, se asegura doblemente: 
- la incorrelación entre estas dimensiones, 10 que era una condición de- 
cisiva de las establecidas en el apartado primero, 
- el máximo poder discriminante establecido además jerárquicamente 
según dichos ejes: la estratificación saldrá asi beneficiada. 
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d) Los ejes factoriales proveen también de una triple ventaja: 
- por un lado estructuran la realidad introducida, que es la única exis- 
tente en 10s datos disponibles. 
- por otro, que aunque las variables introducidas en el análisis factorial 
estén elegidas como identificativas o explicativas de las que se utilicen 
en la encuesta, el mCtodo puede atestarnos sobre la validez de la elec- 
ción. 
- además, y a posteriori, estos ejes guardarán un poder extraordinari0 
a la hora de validar precisamente variables importantes de la misma 
encuesta puesto que, en el caso examinado, se trata de variables cen- 
sales. 
El ACP aparece como un complemento ~aecesario a otras técnicas de ca- 
tegorización de individuos ya que su lógica precisamente es la de agrupar va- 
riables. 
El modelo matemático que está en la base del método descansa sobre tres 
pivotes. 
I )  El primer0 consiste en el tratamiento de la matriz de datos (E,. x X ) 
' j 
como si fuera un espacio vectorial euclideo de p variables, tantas como va- 
riables X.j (j=1,2, ...p) existan. En dicho espacio 10s individuos, entidades o 
unidades son posiciones puntuales Ei. (i=1,2, ... n). Dichos puntos forman 
una nube Nnp. Este conjunt0 de variables engendra pues un espacio vectorial 
del que, a partir de una métrica euclidea, se artrae su base o factores. Asi pues 
las operaciones y sus propiedades definidas en el espacio vectorial son de apli- 
cación en el presupuesto adoptado. 
2) El método de maximización de la varianza, como condición para de- 
terminar cada uno de 10s ejes, se realiza haciendo que cada uno, gradual y 
progresivamente, vaya conceniendo o proyectando sobre él el máximo de la 
inercia de todos 10s puntos/posición una ve:c definida la métrica. 
3) El modelo básico de dependencia en la definición de 10s ejes, en las 
condiciones dadas, es un modelo lineal, fundarnental a la hora misma de ha- 
llar la base del sistema vectorial como dimensiones linealmente independien- 
tes. A su vez en la expresión de las variables primitivas en función de 10s ejes 
a través de la matriz de saturación se reproduce la dependencia lineal tal, 
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donde X, matriz (nxp) de datos inicial de UnidadesIVariables. 
Y, matriz (nxp 6 m si hay reducción con m<p) de UnidadeslEjes. 
A, matriz (pxp 6 m si hay reducción con m<p) de VariablesIEjes 
que evidencia el modelo lineal comentado. 
1.4. EL ACP DENTRO DE LOS ANALISIS FACTORIALES 
La expresión X=YA' es clave a la hora de diferenciar el método aquí pro- 
puesto de otros factoriales. Concretamente: 
- El Análisis de Componentes Principales (ACP). En la definición de las 
componentes Y interviene el conjunt0 de las variables X contribu- 
yendo cada una en su totalidad, sin diferenciar en cada variable una 
parte común y otra específica que no intervenga en la creación de 10s 
ejes. Idénticamente para dar cuenta de cada variable no se supone la 
existencia de una parte de la misma explicada por la comunalidad 
conjunta de las variables y otra parte inexplicada por ella, o sea es- 
pecifica de la variable. Todas las variables contribuyen a dar cuenta 
de todas. 
- El Análisis Factorial Conjrmatorio (AFC) en el que se realiza una hi- 
pótesis y distinción entre la parte con que cada variable, y cuáles entre 
ellas por consiguiente, contribuye a la creación de la explicación co- 
mún y en consecuencia a generar 10s ejes y la parte especifica no ex- 
plicada por la totalidad, según modelo o disefio previo. 
- El Análisis de Correspondencim Múltiples (ACM) que partiendo de una 
métrica definida en la matriz de partida -sea de contingencia, sea 16- 
gica o bien cuantitativa- trabaja equivalentemente en 10s dos espacios, 
el de las variables como dimensiones con nubes de unidades como 
puntos o en el de 10s individuos como dimensiones con nubes de va- 
riables como puntos, consiguiendo una sola proyección de las varia- 
bles/individuos en un espacio de componentes únicas. La fecundidad 
de tal técnica para el análisis en sociologia parece evidente. 
1.5. LA CLASIFICACION DEL ACP 
Aunque no se trate de algo fundamental, pues sobre todo afecta a la ma- 
nipulación de 10s datos iniciales, conviene dar cuenta de alguna de las cla- 
sificaciones que aparecen en la literatura, si bien se refieren solamente a la 
naturaleza de las variables puestas en juego al inicio del análisis: 
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- El ACP Canónico en el que a todas las variables se da el mismo peso 
en la definición de la métrica, expresándose al mismo tiempo en la 
misma unidad; el criteri0 adoptado para la misma es, 
- El ACP Normado en el que las variables no intervienen con igual peso 
en la métrica adopta.da puesto que, aunque se expresen en la misma 
unidad, al dividir cada variable por su módulo, su variabilidad es di- 
ferente. En la expresión de la métrica anterior 
siendo las a. diferentes con a.= 115 J. J por consiguiente la métrica queda, 
- El ACP sobre Variables Reducidas en el que las variables son previa- 
mente centradas y estandarizadas 10 que permitirá trabajar sobre la 
matriz de correlaciones en lugar de la matriz de varianza/covarianza; 
por 10 demás es la transformación con la que habitualmente se trabaja. 
En estas páginas se reproducirán básicarnente 10s resultados que ofrece 
el paquete estadístic0 SPSSC', con algunos cornentarios adicionales que fa- 
ciliten su lectura e interpretación. 
El programa que hemos utilizado para llevar a cabo el análisis recoge las 
siguientes instrucciones: 
FACTOR VARIABLES=Pl T O  P23 
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IROTATION=NOROTATE 
IPLOT=EIGEN ROTATION (1 2) (1,3) (23) (1,4) (3,4) 
/ROTATION=VARIMAX 
/PLOT=EIGEN ROTATION (1,2) (1,3) (2,3) (1,4) (2,4) (3,4) 
/SAVE=REG (ALL FSC) 
2. ELECCI~N DEL CAMPO DE LAS VARlABLES 
Las variables definen el campo de la problemática de la investigación. Por 
consiguiente se supone que existe una elección previa de las mismas según 
la pertinencia con relación al objeto investigado. 
Aparte de esta primera exigencia sobre las variables previamente consi- 
deradas se ha de realizar, si es el caso, una segunda pesquisa para decidir la 
conveniencia de llevar a cabo el ACP, 
- por un lado, si las variables fueran manifiestamente independientes, 
10 que haria inútil el análisis: es difícil apriori saber si se cumple esta 
condición pues es precisamente 10 que se busca; de todas maneras 
existen índices que, en cierto grado, nos aseguran de tal convenien- 
cia o no. 
- por otro, y es 10 mis habitual, dicha pesquisa es importante a fin de 
llevar a cabo una segunda depuración de variables para eliminar las 
informaciones redundantes al ser entre ellas combinación lineal. 
La población objeto del ACP es la de 10s individuos mayores de 18 aiíos 
de la Regió I en  la división territorial de Catalunya. Se trata de una muestra 
de individuos y no de unidades familiares. El número es de 3.177.765 per- 
sonas. 
La extensión geográfica de dicha población coresponde a las comarcas del 
Barcelonts, Maresme, Vallts Oriental, Valles Occidental y Baix Llobregat, 
zona que concentra 10s 213 de la población de Catalunya. Los municipios 
correspondientes son en número de 250. 
La base de sondeo inicial o base de sondeolmatriz es el Padrd d'Habitants 
del aiío 1986, archivo del que se han obtenido 10s datos de las variableslcri- 
terio agregadas en secciones censales. Asi pues la unidad elemental a estra- 
tificar no son 10s individuos del padrón sino la agregación de éstos en sec- 
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TABLA 1 
Media, desviación y descripci6n de las variables 
utilizadas en la muestra e:stwatificada 
Variable Media Desviacidn Descripci6n 
Jóvenes de menos de 15 aiíos 
Viejas mayores de 65 aiíos 
fndic:e envejecimiento 651 15 
Inrnigración fuera Catalunya 
Extranjeros 
Nuevos residentes municipi0 8 1-86 
Analfabetos mayores de 10 años 
Titulados medio-superiores >20 aiíos 
Escol arización 14-24 aiíos 
Escol arización 2-5 aiíos 
Paraclos antes ocupados 
Paro busca primer trabajo 
Paro total 
Muje:res activas mayores de 15 aiíos 
Profesiones altas 
Profesiones bajas 
Terci ari0 medio/comercio/hostelería 
Terciario altolfinanzas 
Agropecuario 
Vehiculo privado trabajo 
Vehiculo privado estudio 
Vehiculo privado trabajo-estudio 
Pob1:dón Sección Censall 
Pob1;~ciÓn SecciÓnlMunicipio 
* Variables utiiiidas en la factorializaci6n 
ciones censales que alcanzm el número de 3.509 extendidas en el área geo- 
gráfka mencionada. 
En cuanto a las variables utilizadas en primera instancia como criteri0 
para la construcción de la rnuestra estratificada se han tenido en cuenta di- 
ferentes componentes. En la Tabla 1 las variables se expresan en porcentajes 
de población de la sección censal que posee las características mencionadas 
sobre la población total de la sección censal.. 
Como se observa las variables extraídas son de diferentes tipos, tal y como 
aparece en la Tabla 1: poblacionales, cultural.-educativas, ocupacionales, ca- 
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tegorias y sectores profesionales, movilidad/consumo. Por 10 demás dicha 
tabla no necesita explicación complementaria. 
La elección inicial de estas variables está justificada desde varios puntos 
de vista: 
- desde la disponibilidad de 10s datos del Padrón'86 y el nivel de 
agregación realizado en 10s servicios estadisticos no necesariamente 
sometido a las exigencias temporalmente impulsivas de este tip0 de 
encuestas, 
- pasando por el hecho de que en la Enquesta Metropolitana del 86 la 
elección de variables equivalentes a las presentadas consiguió buenos 
resultados, 
- como también por el hecho de que dichas variables se hayan revelado 
altamente eficaces en análisis multivariables realizados a posteriori 
como resultado de un examen atento de las variableslencuesta del 86 
con variables de más poder de categorización en ella. 
No todas las variables precedentes han sido utilizadas en el análisis fac- 
torial previo y, posteriormente, en el de la estratificación. Solamente 17 de 
las 23, tal y como aparece remarcado en la Tabla 1. 
Los estadisticos computados expresan medias y desviaciones de variables 
cuya métrica en nuestro caso se refiere al porcentaje de una característica 
dentro de cada sección censal. 
Los criterios de eliminación de las variables han sido coherentes con la 
naturaleza propia del ACP y con 10s objetivos que cumple dentro del proceso 
de construcción de la muestra: 
- manifiesta combinación lineal y consiguiente correlación entre las 
variables: la simple comparación en la Tabla 1 patentiza este cri- 
t e r i ~ ,  y el 
- escaso valor y/o dispersión en algunas variables. 
Para la elección dos son 10s criterios básicos: 
- la certidumbre de que guardan correlación con las variables/problema, 
esto es, las de identificación de la propia encuesta, aseverada con 10s 
resultados de la EM'86, y 
- la observación de la relación entre magnitud y dispersión de las va- 
riables. 
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3. EL PROCESO DEL ACP 
El proceso del ACP pasa por cinco monientos básicos: 
I )  Cálculo de 10s ejes factoriales o componentes. 
2) Cálculo de 10s valores propios o de las varianzas incorporadas a cada 
uno de 10s ejes y del número de 10s mismos a retener. 
3) Recomposición de la matriz de individuos en 10s nuevos ejes retenidos. 
4) El cálculo de la correlación de las conlponentes con las variables pri- 
mitiva~, comunalidades, re:composición de la matriz de correlaciones. 
5) Interpretación de las componentes, rotados o no 10s ejes. 
3.1. LOS EJES FACTORIALES 
De 10 que se trata es de encontrar la dimensiones latentes del campo de 
variables considerado con relación a 10s individuos introducidos. 
3.1.1. E l  cálculo de los ejes 
Dichos ejes o vectores se hallan en el espacio de referencia R, esto es, en 
el espacio vectorial engendrado por las variables iniciales y en donde 10s in- 
dividuo~, en nuestro caso las secciones censales, configuran una nube N de 
puntos. Las condiciones impuestas a dichos vectores o dimensiones son va- 
r i a ~  y han estado en buena medida expresadas anteriormente: 
- que sean base del sistema vectorial, esto es, sean linealmente indepen- 
dientes, 
- que acumulen o expliquen la máxima varianza de la inercia total del 
sistema, 
- que dicha varianza extraída en cada clno de 10s ejes se realice de ma- 
nera jerárquica, 
- y, como condición complementaria, que sean unitarios. 
Las dos primeras condnciones se llenan simultáneamente. En efecto la 
condición de que cada eje U. (vector en la ,di~.ección de 10s ejes) maximice f la suma de las proyecciones a cuadrado sobre dicho eje de todos 10s vecto- 
restpuntos de la nube N tomando como origen el centro de inercia de la 
nube (o 10 que es equivalente: maximice la inercia con relación a un hiper- 
plano perpendicular a dicho eje, o se haga mínima la suma de las distancias 
al cuadrado de 10s puntos al eje, o mínima ~arnbién la inercia con relación 
al eje) es 10 mismo que hallar 10s vectores propios de la matriz de 
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VarianzasICovarianzas (o de Correlaciones con variables estandarizadas) de 
las variables iniciales que engendran el espacio vectorial (si las variables ini- 
ciales están reducidas 10 indicado será con la matriz de Correlaciones). Los 
valorespropios de la matriz son las sucesivas varianzas incorporados a cada 
uno de 10s ejes. 
El problema se reduce a hallar U.1, vector de dichos ejes, de tal forma 
que, 
sea máxima, siendo E . la proyección de 10s puntos en dichos ejes. Hacer má- P' 
xima la expresión anterior equivale a hacer máxima, 
donde V es la matriz de VarianzasICovarianzas (o R si se trabaja con la ma- 
triz X estandarizada). 
Los U son vector propio de V (o R con X estandarizada). Si hl es el va- 
lor propio correspondiente a U l se demuestra que, 
y que hS = U' V U,1 
donde I es la Inercia total del sistema y en el que sumatori0 se extiende de 
s=l  ...p. 
La tercera de las condiciones se llena en el proceso mismo de extracción 
al maximizar sucesivamente sobre cada eje la varianza residual. 
En cuanto a la cuarta se trata de una de las condiciones que eliminan la 
indeterminación del sistema homogéneo de ecuaciones al calcular 10s vec- 
tores propios, condición por 10 demás lógica ya que unifica, normalizando, 
10s vectores propios correspondientes a 10s ejes. 
El cálculo de 10s ejes conlleva pues como elemento de partida la matriz 
de correlaciones, si se trata de variables estandarizadas. El programa nos su- 
ministra dicha matriz junto con otros resultados e indices. Es conveniente 
detenerse siempre en analizar previamente la matriz de correlaciones y sus 
secuelas, como la significación de 10s coeficientes, la matriz inversa, etc., y 
es necesario además consultar 10s indices sobre la conveniencia de utilizar 
el método de ACP. Asi pues 10s analizaremos, para el caso presentado, dentro 
de este apartado. Dada la extensión impuesta al articulo pasaremos por alto 
EI arlálisis de componentes principales 
algunos de 10s anáiisis laterales anunciados para centrarnos en 10s contenidos 
mis específicos del ACP. 
~ 
3.1.2. La utilizacidn de oms índices 
Estos índices son de dos tipos: 
El Test de Barlett es un indicador del gracio de esfericidad de las variables 
iniciales dado por la expresión, 
que sigue la distribución de Chi-cuadrado con 10s grados de libertad: 
donde p= número de variables. 
m= número de componentes compre~ndidas en el test. 
1= número de componentes principales no comprendidas en test. 
n= número de casos. 
e klp 
k= 1 
El valor en el caso analizado de este test ].lamado tambitn de esfericidad 
es de 41,770.15. La significación da la probilbilidad de que se cumpla la hi- 
pótesis de no existencia de correlación entre las variables introducidas, o 10 
que es equivalente de independencia entre ellas, 10 que supone evidentemen: 
te la no conveniencia de realizar el ACP. Dicha probabilidad es en el caso 
mucho menor que 0.05. 
El segundo tip0 de indices se basa precisamente en la relación exisrente 
entre el conjunto de coeficientes de correlación y de correlación parcial. 
Se entiende que si el conjunto de 10s coeficientes de correlación parcial 
son de valores reducidos, la parte específica de las variables ser5 menor 
con relación a la parte colmún, 10 que hari mis pertinente la realización 
del ACP. 
El índice definido para el conjunto de 10s coeficientes es el de Kaiser-Me- 
yer-Olkin (KMO) que compara el sumatori0 de 10s coeficientes de corre- 
lación simples (r..,) con 10s de correlación parcial (a..,) para las variables j,j' 
/I JJ 
según la expresion: 
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ZZ rjj" 
KMO = extendiendo el sumatori0 a 
ZX rjj? + XZ ajj.2 j =1,2,..p 
j'=1,2,..p con j#j' 
Este indice oscila entre O y 1; la tendencia a 1 es indicativa de la validez 
de la aplicación al caso del ACP. En el caso analizado el valor del indice de 
KMO obtenido es de 0.85, que se puede catalogar de muy Óptimo. 
Si se desea ver dicha validación para una variable únicamente, por 
ejemplo la X se tendria como expresión: 
' j 
r..'2 
MSAj = JJ con j,j'=l,2,.p y j ' f j  
que son 10s valores que aparecen en la diagonal de la matriz anti-imagen 
de correlaciones. Para una buena aplicación del ACP el conjunt0 de estos 
TABLA 2 
Estadisticos iniciales de comunalidad 







































El análisis de componentes principales 
valores para todas las variables ha de ser elevado, como es el caso. Puede ser- 
virnos de criterio para introducir alguna variables o no en el análisis. 
3.2. VALORES PROPIOS O VARIANZA INCORPORADA A CADA EJE Y LA ELECCION DEL NUMERO 
DE EJES A RETENER 
3.2.1. Valores propios o varzanza inco~orada cada eje 
Si la matriz de correlaciones es no singular, el número de vectores propios 
que procura coincide con el número de variables introducidas. Retenerlos 
todos, aunque tengan propiedades interesantes no nos arrienda la ganancia. 
Precisamente uno de 10s objetivos del ACP consiste en reducir el espacio de 
atributos inicial. Esta reducci6n implicará r~ormalmente una pérdida de la 
inercia total o, dicho con otras palabras, si se extraen menos dimensiones de 
las que configuran el espacio inicial no se podrá dar cuenta de la inercia total 
del sistema por ejes linealmente independienles. Pero la pérdida por este lado 
puede implicar ganancia en cuanto a sencillez de la estructura adoptada para 
el sistema sociolÓgico y en cuanto a la interpretación de 10s ejes. 
El programa nos ofrece 10s valores propios de la matriz correspondientes 
a cada uno de 10s ejes tal y como aparece en la Tabla 2. De la observación 
de dicha tabla se deduce el rápido decrecimiento de dichos valores y su acu- 
mulación en 10s primeros valores, lo que facilitari la reducción. 
3.2.2. Los ejes retenidos 
Todos 10s criterios que convencionalmente se toman a la hora de decidir 
sobre el número de ejes a retener funciona11 aquí al unisono. La gran corre- 
lación encontrada anuncialba ya que con rela~tivamente pocos factores se lle- 
garia a dar cuenta de una buena parte de la varianza. 
S610 cuatro de 10s ejes acumulan el 71.2% de la misma como muestra 
la Tabla 2. Precisamente uno de 10s criterios convenidos consiste en tomar 
tantos ejes cuantos entre ellos acumulen al lnenos el 70% de la varianza en 
sus valores propios. Además 10s cuatro son 10s que tienen un valor propio 
superior a la unidad, que suele ser otro de 10s criterios tomados. Si se toma 
el Gráfico 1, en el que 10s valores propios aparecen representados en vertical 
en función de su orden, se observa para uno de 10s Órdenes, el 4, y para su 
valor propio, una ruptura de la continuidad, codo o quebrada de valle, que 
es el valor y orden adecuados para ser tomado como criterio. 
Dado que la importancia de cada eje es desigual se habrá de relativizar 
en la interpretación el peso de las diferentes dimensiones como factores que 
estructuran el conjunto, pero aún no estamos en dicho momento. Además, 
4 5 
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Representación grifica de 10s valores propios 
de 10s factores resultantes del ACP 
FACTORES 
El análisis de componentes principales 
como se verá posteriormente, 10s ejes hallados inicialmente sufrirán rotacio- 
nes con 10 que cambiarán las partes corresponiaientes de explicación de cada 
uno si bien el porcentaje total de varianza explicado, 71.2 %, queda inalte- 
rable para el conjunt0 de 10s cuatro ejes, que serán 10s finalmente retenidos. 
Los puntos de la nube, secciones censales en el caso analizado, tendrán 
'otra proyección o componentes sobre 10s nuevos ejes. De aquí precisamente 
la expresión de componentes a 10s ejes factoriales. 
La expresión matemática de dichas com:ponentes viene dada por 
para una unidad i, en la componente K, Yik = Xi.U., 
para una unidad i, en componen1:e gentrica, Yi. = Xi.U 
para componente k, en unidad genhica, Y., = X.U., 
Una vez reducidas las variables a un número considerablemente inferior 
de factores es posible calcular las puntuaciones factoriales para cada caso, 
individuo o unidad considerada. El interds de dichas componentes no es 
necesariamente inmediato dentro del proceso del ACP, en particular si las 
unidades representadas son intercambiables y por consiguiente no cualifi- 
cadas o ~i~nificativas en tanto que entidades o categorias sociológicas. Los 
factores, como nuevas variables que son, tendrán un valor concreto para 
cada individuo que podrán ser reutilizados posteriormente en otros tipos 
de análisis. Estas componentes quedan guardadas y pueden recuperarse en 
tanto que matriz resituando asi 10s individuos en el nuevo espacio. Con- 
cretamente en el caso analizado dichas componentes, para 10s cuatro ejes 
mencionados, fueron las variables utilizadas para realizar el análisis de cluster 
con vistas a constituir 10s estratos de población homogéneos de donde ex- 
traer una muestra aleatoria. La matriz que nos permite obtener estas pun- 
tuaciones a partir de la matriz de datos original aparece a continuación. Se 
reproduce en la Tabla 4. 
Interesa encontrar la relación que las varialbles primitivas tienen con las 
componentes. Dicha relación permite cubi:ir varios objetivos simultánea- 
mente: 
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TABLA 4 
Matriz de coeficientes de las puntuaciones factoriales 
Factor 1 F~ctor  2 Factor 3 Factor 4 
a) recomponer las variables originales en 10s nuevos ejes 10 que nos mos- 
trará la estructura del primer espacio de atributos, y 
b) dar identidad a las componentes. 
Pero antes procederemos por pasos para mejor llenar estos objetivos fi- 
nales. 
3.4. I .  La correlación de las variables con Las componentes, coeficientes y matriz 
de saturaciones. 
La expresión de las componentes en función de las variables iniciales está 
dada por la expresión, 
El andli,sis de componentes principales 
donde la Yo es la Y precedente que está sin estandarizar. 
Realizando la transforrnación 
Y=YoD-1'2 para estandarizar la Y se obtiene, 
con A=uD"~ y D matriz diagonal de 10s valores propios. 
La A es una matriz (pxm), o (pxp si no hay reducción), y se denomina 
matriz de saturación o matriz factorial (Factor Matrix). 
A partir de la relación X=YA' se tienen para situaciones particulares: 
X.. I] = C Yik ajb. 
xi .  = Y,, A' 
X . = Y A ' .  
.I I. 
En el caso propuesto se han elegido previamente 4 factores. A partir de 
estos cuatro factores, 10s coeficientes que relacionan las variables con éstos 
aparecen en la matriz factorial. Cada fila contiene 10s coeficientes que ex- 
presan la variable estandarizada en términos de 10s factores. Asi, por ejemplo, 
la variable P 15 se puede expresar como: 
P15 = .90640F, - .01627F2 - .1 2385F3 - .1 1479F4 
Estos coeficientes son 10s llamados fact0re.r de carga (Factor Loading) y nos 
indican el peso que tiene cada factor en cada. una de las variables. El conjunt0 
de todos ellos forman la matriz del modelo factorial (Factor Pattern Matrix). 
Como 10s factores son ortogonales, no correl;acionados, 10s factores de carga, 
de hecho, son las correlaciones entre las variables y 10s factores, y coincide 
con la denominada matriz de la estructura factorial (Factor Structure Matrix), 
por eso aparece titulada a continuación como matriz factorial, englobando 
esta coincidencia. 
Los valores a. de la ma.triz de saturación, o también de pesos, se inter- 
~k pretan como 10s coeficientes de correlación e:ntre cada una de las componen- 
tes y las variables o, 10 que es equivalente, 10s cosenos del ángulo, o cosenos 
directores, entre ambas variables en el espacio en que 10s ejes son 10s indi- 
viduos y siempre que las componentes estén estandarizadas. Dicha interpre- 
tación nos da las pistas suficientes, como velremos más adelante, para iden- 
tificar las componentes. 
En la Tabla 5 aparece dicha matriz teniendo en horizontal las variables 
y en vertical las componentes. 
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TABLA 5 
Matriz factorial o de saturaciones del ACP 
Factor 1 Factor 2 Factor 3 Factor 4 
Otra interpretación que se puede hacer de esta matriz es considerar a 10s 
factores de carga como 10s coeficientes resultantes de una ecuación de regre- 
sión múltiple, donde la variable original seria la variable dependiente y 10s 
factores las independientes. Como éstos están incorrelacionados, 10s coefi- 
cientes no dependerán el uno del otro y representarán la contribución única 
de cada factor o la correlación entre ambos, factor y variable. De esta forma 
podemos calcular la proporción de varianza de cada variable explicada por 
el modelo de 4 factores, que será la suma de la proporción de varianza ex- 
plicada por cada factor. Por ejemplo, si consideramos la anterior variable P15 
la varianza explicada por 10s 4 factores será: 
h2 = (.90640)~ + (-.01627)~ + (-.12385)~ + (-.I 1 4 7 9 ) ~  = 
= .8215609 + .O0026 + .O153388 + .O131767 = 
= .Ei5034 
El ar~ál!isis de componentes principales 
que se denominará comunalidad, tai y con0 la definiremos en el apartado 
siguiente. 
Se puede comprobar que la expresión, 
h, = F, a".l para el factor I y en !general 
1 
nos da 10s valores propios o varianza explicadia por cada componente en fun- 
ción de 10s coeficientes de saturación. Dichos valores coinciden con 10s pri- 
mitivos mientras no se realice rotación de 10s ejes. 
El interés mayor de la matriz de saturacisones estriba, a partir del signi- 
ficado de sus coeficientes, en que puede interpretarse como un nuevo es- 
pacio vectorial en el que las variables primitivas son puntos en las cuatro 
dimensiones elegidas. La proximidad a uno de 10s ejes de una de las varia- 
bles significará la gran correlación positiva (o negativa) de la variable con 
dicho eje. La proximidad entre variables indicará la correlación positiva en- 
tre ellas en el espacio de las cuatro dimensiones, o de otras dimensiones to- 
madas si es el caso. Estas reflexiones dan criterios sencillos para la interpre- 
tación de 10s ejes. 
La expresión y definición de la comunalidad para la variable j es la si- 
guiente: 
Como se observa el sumatorio se extiende a todas las componentes, tantas 
como variables iniciaies. Se demuestra que tal sumatorio coincide con el in- 
dice de correlación de cada variable consigo misma, esto es, con 1. Geomé- 
tricamente se interpreta como la longitud de dicho vector o variable en el 
espacio de las componentes. Tomadas todas las componentes, sin reduccio- 
nes, la comunalidad de cada variable es la misma e igual a 1, y pone de ma- 
nifiesto el hecho de que todas intervienen cccomunmente,) en la estructura- 
ción de la totalidad o contribuyen igualmente a la inercia total: aparecen en 
la Tabla 2 como comunalidades iniciales. En el10 se diferencia el ACP de 
otros factoriales, por ejemplo el confirmatorio. En este último la comuna- 
lidad inicial no es idéntica para todas las variables puesto que se parte de hi- 
pótesis previas en las que la parte común de cada variable que interviene en 
la explicación de la totalidad, y por tanto su parte especifica, es diferente. 
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Estadisticos finales de comunalidad 
y valores propios de las variables utilizadas en el ACP 
Valor % de % 
Variable Comunalidad * Factor propio Varianza Acumulado 
En el caso de reducción de componentes, que es el fin perseguido, el su- 
mator i~  se extiende solamente a 10s ejes tomados 10 que da como expresión, 
siendo en nuestro caso m=4. 
La Tabla 6 muestra dichas comunalidades, siendo la intepretación iddn- 
tica a la anterior pero ahora sobre un espacio de cuatro ejes: cada valor es 
la expresión de la longitud ai cuadrado de la variable en el espacio de las com- 
ponentes, ahora 4, lo que es equivalente a afirmar que la comunalidad es la 
parte con que el conjunt0 de 10s cuatro ejes contribuye a la varianza de dicha 
variable o, y es 10 mis interesante desde el punto de vista de la interpretación, 
es la parte de la contribución de dicha variable a estructurar el sistema de 
El análisis de componentes principales 
10s cuatro ejes. Por consiguiente comunalidades altas serán interesantes en 
el sentido de que tiene importancia en la cccreaciónw de 10s cuatro ejes in- 
dependientemente de que puedan tenerlo en alguno en particular. Dichas 
variables estarán alejadas en la representacibn del centro de la misma. Va- 
riables con comunalidad baja contribuyen poco a la formación del sistema 
o a estructurar el espacio, 10 que significa que son variables que contribuyen 
poc0 a dispersar la nube de puntos: se situarán en puntos próximos al centro 
de masas del sistema, contrariamente a las primeras que intervienen fuerte- 
mente en la dispersión de la población. 
La rotación de 10s ejes no afectará a la cornunalidad de cada variable con 
relación a las cuatro componentes que se tornan. Por el10 las reflexiones que 
se hacen aquí continuarán siendo válidas una vez rotados 10s ejes iniciales 
por el procedimiento varimax. 
La mayor parte de las variables contribuyen fuertemente a la creación de 
10s factores elegidos. Solamente una de ellas, la P16, tiene una cornunalidad 
inferior a 0.50, concretamente 0.43, encontrdndose 11 con una comunalidad 
superior a 0.70,lo que ya se suponia al analxzar las diferentes correlaciones. 
Por ejemplo, las variables que más comunalidad tienen, P15, P2, P1, P8, P9 
(todas ellas con comunalidad superior a 0.80) son entre las que mis corre- 
lación tienen entre si. 
El objetivo último del ACP es, como anteriormente se indicaba, doble: 
primero, recomponer las variables originales en 10s nuevos ejes 10 que mos- 
trará la estructura del primer espacio de atributos y, segundo, interpretar las 
componentes, esto es, dar carta de identidad a la estructura emergida. 
3.5.1. La rotación de los ejes 
La interpretación puede hacerse a partir del análisis de la Tabla 5 prece- 
dente, pero habitualmente la extracción inicial de 10s factores no nos permite 
identificar con toda claridad la relación o el modelo subyacente que se es- 
tablece entre 10s factores y las variables. Con el objeto de evidenciar esta re- 
lación se procede a la llamada rotación de 10s factores que consiste en una 
transformación de la matriz factorial original en otra más simple que adecúa 
mejor 10s ejes al aproximarlos a las variables correlacionadas. Facilitando la 
interpretación de la estructura de 10s datos no se altera la bondad de ajuste 
de la solución factorial, las comunalidades y 10s porcentajes de varianza ex- 
plicada se m2ntienen inalterados, simplemente se redistribuye la varianza ex- 
plicada entre 10s factores. 
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Los procedimientos empleados son de dos tipos: 
a) La rotación rectangular 
La rotación se efectúa haciendo que 10s ejes permanezcan perpendicu- 
lares. Dicha transformación, al conservar las distancias, deja inalterable la 
comunalidad de cada variable 10 que hace que las interpretaciones encon- 
trada~ a partir de ellas sean las mismas. No asi el valor propio de cada com- 
ponente, siendo diferente su importancia relativa en la explicación de la va- 
rianza total. 
Hay que recordar que las rotaciones son mis utilizadas para análisis fac- 
toriales confirmatorios, pues para estos análisis fueron ideadas, pero es ya 
práctica habitual utilizarlas también para el ACP, en particular la técnica de- 
nominada Varimax. 
Tres son, a su vez, 10s procedimientos utilizados en rotación rectangular: 
unos con mis interés que otros desde el punto de vista del ACP. 
a. 1) Varimax: 
Es la técnica comunmente usada y 10 es en este estudio. Minimiza el nú- 
mero de variables que tienen un factor o componente de saturación sobre 
una variable, acentuando 10s que 10 tienen más elevado. Las componentes 
quedan más limpias al tener sobre ellas las variables que rnás peso tienen, eli- 
minando sobre dicha componente las intermedias. 
La expresión a maximizar es, para un eje: 
P 
para el conjunto, V = C V(Y.k) 
. . 
donde aZot es la media de las aZjk del conjunto de valores j= 1,. . . ,p. 
a.2) Quartimax 
Es una técnica que minimiza el número de factores que corresponden a 
una variable. Se trata de que cada variable se proyecte al máximo sobre fac- 
tores o componentes diferentes, dentro evidentemente de 10s limites del mé- 
todo. La lógica de la reducción buscada en un anáIisis básicamente explo- 
ratorio no va en esta dirección. El supuesto más adecuado para su aplicación 
consistiria en que las variables introducidas poseyeran determinados grados 
de independencia supuesta. 
El an.álisis de componentes principales 
La expresión a maximizar es, para un eje: 
para el conjunto Q = E V(Y..) 
k= 1 J 
donde es la media de las a2jk del conjunto de valores k=l,  ..., m. 
a.3) Equimax, biquartimax, etc. 
Se trata de una combinación de las dos técnicas precedentes. La expresión 
a maximizar es: 
donde 10s valores de a,G son diferentes segd.n la técnica. 
6) La rotación oblicua. 
Los ejes rotados a partir de 10s primeros factores no conservan la orto- 
gonalidad, 10 que tiene como consecuencia que tampoc0 conserven la co- 
munalidad de cada variable, y desde luego rompe con uno de 10s objetivos 
que consiste en buscar la incorrelación de 10s ejes. La técnica es mis útil y 
utilizada con modelos previos, esto es con anhlisis factoriales confirmatorios, 
por el10 no insistimos. 
Evidentemente tanto para tener una idea de la envergadura de la rotación 
realizada, como para saber en qué se han transformado 10s valores propios 
o la parte explicada de cada eje, interesa conocer la proyección de 10s factores 
o componentes primitivos sobre 10s factores rotados es decir, la matriz de 
transformación entre ellos tal y como aparece en la Tabla 7. 
3.5.2. La matriz de satzlraciones y 10s pesos de cada componente en /os ejes 
rotados 
La Tabla 8 muestra la matriz de saturaciones para las componentes ro- 
tadas según el procedimiento varimax. Aparecen además 10s coeficientes dis- 
tribuidos en grupo según el orden de importancia en cada uno de 10s ejes, 
para facilitar la interpretación. 
Como se ha anunciado anteriormente la rotación varimax redistribuye di- 
ferentemente la varianza entre 10s ejes aunque la cantidad global de 10s cuatro 
quede invariante e igual a 12.1 siendo el porcentaje acumulado de 71.2%. 
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Matriz de transformación factorial 
después de la rotación varimax del ACP 
Factor I Factor 2 Factor 3 Factor 4 
Factor 1 .99594 -.O4736 .O0886 .O7610 
Factor 2 -.O1274 .70576 .44054 .55468 
Factor 3 -.O1789 -.44072 .88595 -.I4330 
Factor 4 -.O8735 -.55266 -. 14468 .81609 
TABLA 8 
Matriz factorial o de saturaciones del ACP 
después de la rotación varimax 
Factor 1 Factor 2 Factor 3 Factor 4 
El artálisis de componentes principales 
Recalculando de nuevo 10s valores propios, teniendo en cuenta que 10s 
procentajes finales están calculados tomando el 71.2% de la varianza total 
como 100%, aparece la distribución siguiente: 
ler. eje v.p.= 6.07 % varianza = 50.20% 
2do. eje v.p.= 2.20 % varianza = 18.20% 
3er. eje v.p.= 2.07 % varianza = 17.20% 
4to. eje v.p.= 1.74 % varianza = 14.40% 
La distribución es algo diferente a la dada inicialmente al disminuir mi- 
nimamente el primer eje, algo mis el segundo y 10s dos últimos. Dejando 
pues la importancia del primero casi inalteriable (conlleva la mitad) se con- 
sigue reequilibrar 10s otros tres teniendo entre ellos un peso más equilibrado 
no llegando cada uno a 115 del total. 
3.5.3. La identidad de los ejes 
La interpretación fundamental se realiza a partir de la matriz de satura- 
ciones, es decir, por el análisis de la Tabla 8, que da las correlaciones de las 
variables primitivas con las componentes, esto es, la proyeción de las varia- 
bles sobre las componentes una vez están estandarizadas ambas. De ayuda 
inestimable son las representaciones gráficas en las que por pares de ejes se 
van proyectando las variables 
Los criterios seguidos para encontrar la identidad buscada y agrupar las 
variables (verdadero cluster de variables) son varios: 
a) Comenzar a identificar el eje de más peso teniendo este dato presente 
para dar a dicho eje la importancia que le corresponde. 
6) Dentro de las variables de máxima comunalidad elegir las de mayor 
valor sobre el eje analizado y mínima en 10s otros, 10 que equivale a elegir, 
del eje estudiado, aquellas variables que mayor coeficiente de saturación tie- 
nen sobre él y minimo en 10s otros ejes y ell0 en ambos lados: coeficientes 
positivos y negativos. 
c) Establecer una escala de variables que recorran todo el eje y el10 inde- 
pendientemente de sus coniunalidades: primero, evidentemente para las va- 
riables más próximas a él, y luego para otras siempre que se mantengan cons- 
tantes con relación a 10s otros ejes. Este crieerio es importante ya que esta 
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Representación gráfica de 10s factores 1,2 
y las variables utilizadas en el ACP después de la rotación varimax 
Factor Horizontal: 1 Factor Vertical: 2 Simbolo Variable 
-- 
Las coordenada~ son las valores que aparecen en la matriz factorial rotada (Tabla 8) para las factores 1 y 2. 
escala de variables puede marcar o manifestar progresivamente la idea latente 
de la dimensión. 
d) Agrupar las variables por proximidades, sea en todos 10s ejes, sea en 
pares de ellos. El10 podrá ofrecernos 10s cluster de las mismas. Si al mismo 
tiempo se sitúan dichos grupos en 10s ejes se contribuye mejor a comprender 
la estructura del sistema social tenido en cuenta, poniéndonos en el camino 
de crear o corroborar tipologias. 
e) Establecer agrupaciones de variables según comunalidades. 
Para la interpretación se ha tenido en cuenta la Tabla 8 y 10s grátficos re- 
sultantes de representar las coordenadas de cada par de ejes. Ahorrando el 
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Representación gráfica de 10s factores 3, 4 
y las variables utilizadas en el ACP después de la rotación varimax 
Factor Horizontal: 3 Factor Vertical: 4 Símbolo Variable 
Las coordenadas son 10s vaiores que aparecen en la rnatriz factorial rotada (Tabla 8) para 10s factores 3 y 4. 
detalle de un análisis minucioso solamente se apuntan las tendencias de 10s 
ejes. El lector tiene datos suficientes a partir de 10s gráficos que se presentan 
a continuación, Gráficos 2,.1 y 2.2, de ir m:is lejos en la interpretación. 
La identidad de 10s ejes apunta hacia dimensiones que nos aseguran en 
la buena elección de las variables iniciales y en la justeza del procedimiento 
en general, al mismo tiempo que nos procura el objetivo buscado: identificar 
las dimensiones básicas que en el porcentaje elegido dan cuenta de la diver- 
sidad de la Regió I. 
El primer eje 
En el conjunt0 de las variables este eje acapara más del 30% de la varianza 
y, teniendo en cuenta solamente la estructura elegida (cuatro ejes), la mitad 
de la varianza descrita por 10s cuatro. Tiene, por consiguiente, un peso con- 
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siderable y la dimensión que representa será decisiva a la hora de configurar 
la estructura de las variables elegidas. 
En uno de 10s polos del eje aparecen, 
Categorias profesionales y niveles educativos altos: 
- profesiones altas, 
- titulos medios y superiores, 
- escolarización entre 14-24 afios, 
- terciario, altas finanzas. 
y en el otro polo se tiene, 
Categorias profesionales y niveles educativos bajos junto a elevados in- 
dices migratorios y de paro: 
- analfabetos con más de 10 afios, 
- presencia migratoria, 
- parados antes ocupados, 
- profesiones bajas. 
Ambos polos dan contenido a una dimensión cargada por variables que 
van en la dirección de categoria socioprofesionai y nivel formativo 10 que ha- 
ria intuir que se trata de una dimensión definida como categoria sociocultural. 
El hecho de aparecer las variables migratorias o de origen y las ocupacio- 
nales hace perfilar mejor aún la naturaleza de este eje: aparecen pues parti- 
cularmente correlativas dichas variables con las de categorias bajas. Por el10 
se puede afirmar que se trata de un eje que marca también la intepcidn en 
el mundo laboraly el origen, fenómenos en estrecha relación con la categoria 
sociocultural. 
Se trata pues de una dimensión que atraviesa y estructura la población 
considerada según la categoria social entendiéndola como un compuesto de 
integración laboral ocupacional, categoria socioprofesionaly culturaly origen in- 
migrante. 
El segundo eje 
Tomando solamente como referencia 10s cuatro ejes considerados, éste 
no llega al 20% de la varianza de 10s mismos, 10 que es importante tener en 
cuenta a la hora del darle el peso explicativo correspondiente. Por el10 y por 
el hecho de que algunas de las variables que más se proyectan en él aparecen 
también sobre otros ejes, su identidad es algo más difusa. 
Básicamente se trata de un eje que va de un polo en el que aparecen va- 
riables como: 
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- jóvenes menores de 15 afios, 
- utilización del vehiculo privado para ir al trabajo, 
al otro en el que se tienen variables, 
- 10s mayores, 
- terciari0 medio, comercio y hosteleria. 
La identidad de esta dimensión est5 dada básicamente por la Edad y, por 
consiguiente, aunque mis parcialmente por profesiones/ocupaciones a ella 
vinculadas. 
Se trata de una dimensión que va en la dirección del ciclo vitaly/o de la 
edad con la correspondiente y parcial repercusión de una cierta estagnación 
profesional en uno de 10s polos. 
El tercer eje 
Conlleva, como el segundo, un peso que no llega al 20% del conjunto 
de 10s cuatro considerados, 10 que nos orienta acerca de la importancia re- 
lativa de esta dimensión. Aunque el peso de la varianza no es considerable, 
sin embargo, la naturaleza del eje aparece bien definida ya que las variables 
que sobre al menos uno de 10s polos se proyectan tienen poca incidencia so- 
bre otros ejes. 
De uno de 10s lados de la ~olaridad aparecen nítidamente, 
- 10s municipios pequefios, 
- el sector agropecuario, 
del otro no se da un proyección neta de determinadas variables, de alguna 
manera se puede hablar del 
- resto poblacional. 
Se trata de una dimensión de identidad metropolitana o de metropolización 
que diferencia el primer grupo de variables del. resto. La consecuencia es de 
interés pues este eje marca la diferencia entre la población de la encuesta del 
86 de la actual. 
El cuarto eje 
Como se ha anunciado este eje tiene poc0 peso de varianza en el conjunto 
de 10s cuatro elegidos: significa bastante menos del 20% atribuido a 10s dos 
anteriores. Uno de 10s polos aparece mis claramente definido que el otro. 
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Asi sobre el primero aparecen claramente variables como: 
- nuevos residentes venidos a la sección entre 10s aiios 81-86, 
- mujeres activas de más de 15 afios, 
- jóvenes (aunque también con proyección sobre el segundo eje) 
y, sobre el otro, aunque mis difusas, 
- parados antes ocupados (aunque con proyección importante sobre el 
primero y el segundo de 10s ejes), 
- mayores en edad (aunque con repercusión importante en el segundo 
eje). 
Se trata de una dimensión que indica: 
La sedimentación-dinamismo po blacional/residencial, ligada a la actividad 
de la mujer y a l  Índice ocupacional. 
A partir del cuerpo de variables elegidas la estructura que se nos aparece 
como resultado de la dimensionalización de la realidad de la Regió Metro- 
politana de Barcelona es la de una población atravesada básicamente por la: 
CATEGORIA SOCIAL ENTENDIDA EN SENTIDO AMPLIO (CATEGOR~AS PROFESIONALES + NI- 
VELES EDUCATIVOS+ ORIGEN+ OCUPACI6N) 
EDAD CON LAS CONSECUENCIAS SOBRE ASPECTOS DE DINAMISMO PROFESIONAL 
LA METROPOLIZACION 
MOVILIDAD GEOGRÁFICA Y OCUPACIONAL. 
COMENTARIOS FINALES 
El objetivo de este articulo se centraba en dar cuenta de uno de 10s mé- 
todos multivariables que en nuestra opinión tienen gran importancia y uti- 
lidad en el análisis sociológico, a partir de un ejemplo y sin cargar las tintas 
en 10s aspectos exclusivamente matemáticos y técnicos. Pensamos que con 
el nivel de explicación dado será suficiente para que puedan ser compren- 
didas por el profano las lineas básicas de esta técnica. En la selección biblio- 
gráfica que aparece al final de la revista se incluyen libros generales y de ca- 
rácter especifico que desarrollan este método factorial. 
Otro de 10s objetivos que nos planteábamos consistia en la utilización de 
datos secundarios provenientes de otras fuentes que la de la encuesta a fin 
de mejor validarla y disefiarla. Aunque esta técnica ha sido utilizada forman- 
do parte de un proceso para construir la muestra estratificada, 10s resultados 
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nos han sido y serán preciosos, por un lado, como estudio en si mismo que 
permite el conocimiento del territorio desde su caracterización social, mos- 
trándose asimismo como ejemplo de análisis de datos secundarios que va más 
allá de 10 que las estadisticas oficiales procul-an, y, por otro, para contrastar 
y validar 10s resultados que: se obtengan de la Enquesta MetropoZitana'90 asi 
como otras posibles construcciones de variables sobre las que la estructura 
aqui presentada actuari de importante referente. 
Este articulo estaria incompleto si, a partir de 10s resultados aqui obte- 
nidos, no tratáramos de estratificar la población identificando una tipologia 
poblacional, en el sentido de que además de categorizarla la sitúe en la es- 
tructura del campo de las variables que la definen, permitiéndonos obtener 
unas zonas sociológicas en el territorio que vayan mis allá de las divisiones 
geográficas y administrativas. Dicha tipificación aparecerá en un próximo 
articulo. 
