Deep learning is an important support for the development of cognitive communication in the cognitive Internet of Things (IoT). Deep convolution neural networks have powerful functional expression and feature extraction capabilities. Mallat et al. proposed a convolutional network model with strict mathematical theory support and excellent feature extraction ability in 2012, i.e., wavelet scattering convolution networks, which is widely used in audio and image classification. In this paper, we improve the wavelet scattering convolution networks and propose construct weight-variable scattering convolution networks by combining the scattering network and the deep convolution neural network organically. We select a variety of wavelet filters for filtering operations and add 1 * 1 convolution layers to enable the features extracted by different types of wavelet filters to be combined optimally. In order to verify the effectiveness of the proposed network structure, we conduct experiments on classification of typical electromagnetic signals. The experimental results show that the signal classification accuracy obtained by the weight-variable scattering convolution networks is significantly better than that of the traditional wavelet scattering convolution network, and the computational complexity is greatly reduced while the classification accuracy is close to the deep convolution neural network.
I. INTRODUCTION
In recent years, with the development of the cognitive Internet of Things (IoT), the research and application of cognitive communication are particularly important [1] , [2] . Deep learning, as an important support for the development of cognitive communication, forms a more abstract and efficient high-level representation by simulating the organizational structure of human brain and combining with the underlying features, with powerful function approximation and feature extraction capabilities [3] , [4] . As a new development of neural networks model, the early models of deep learning such as convolutional neural networks (CNNs) originated
The associate editor coordinating the review of this manuscript and approving it for publication was Min Jia . from the work of LeCun in the 1990s [5] , [6] , and deep learning has been really valued by the academic community since Hinton proposed the use of Deep Belief Networks (DBN) and its training methods [7] , [8] in 2006. Since then, the deep learning algorithms have been leaping forward, and the applications of which have covered almost all industrial and research fields and have achieved great success, such as speech recognition [9] , [10] , image recognition [11] , [12] , face recognition [13] , [14] , natural language processing [15] , [16] , and electromagnetic signal classification [17] - [22] . However, behind the sun, there are always dark clouds. Deep learning algorithms, represented by deep convolutional neural networks, have common shortcomings: they lack strict mathematical theoretical support VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ In 2012, inspired by deep convolutional neural networks, Mallat et al. proposed a convolutional network model with strict mathematical theory support and excellent feature extraction ability, which is named scattering convolution networks (SCNs) [23] . This structure is very similar to the deep CNNs, but the filters are pre-set wavelet filters that do not require learning. At the same time, by cascading the wavelet decomposition modulus and performing lowpass filtering averaging, the extracted features obtain translation invariance and deformation stability. Subsequently, Wiatowski et al. extended the wavelet scattering theory of Mallat by framing the SCNs and adding the downsampling factors, which achieved good results [24] , [25] . Since the SCN structure has the above-mentioned excellent characteristics, it has been widely used in many fields such as speech and image recognition.
However, SCNs still have some limitations. First, The output of the networks is obtained by fixed fusion of the features from each layer, and does not realize the flexible configuration of features from different layers. Second, the current networks use only one type of wavelet, and it is well known that the features that each type of wavelet excels at extracting are limited. Therefore, based on the existing SCN structure, we propose a modified network structure, i.e., weight-variable scattering convolution networks (WV-SCNs). By combining the scattering network and the convolutional neural network, we select a plurality of wavelet filters for filtering operation and add 1 * 1 convolution layers to combine the features extracted by different types of wavelet filters to obtain optimal features. In order to validate the effectiveness of the network structure, we propose an electromagnetic signal classification algorithm based on this network and conduct some experiments.
The rest of this paper is organized as follows. In Section 2 we introduce the traditional SCN structure. We give the structure design of the proposed WV-SCNs in Section 3. We discuss the experimental results in Section 4, and finally in Section 5 we conclude the paper.
II. SCATTERING CONVOLUTION NETWORKS
The SCNs replace the filters obtained by data learning in the convolutional neural networks by pre-built wavelet filters, which greatly reduces the computational complexity. At the same time, the introduction of wavelet filters enhances the feature extraction ability of the networks. As a local transform, wavelet transform reflects the local features of the signal. By cascading wavelet modulus and performing averaging by low-pass filtering, the extracted features can obtain translation invariance and deformation stability.
A. WAVELET SCATTERING TRANSFORMATION
The wavelet transform of the signal is essentially the filtering operation of the signal [26] . A multi-resolution wavelet function can be obtained by scaling and rotating:
where λ = 2 j r ∈ = G × Z , j ∈ Z , r ∈ G (where G is discrete and limited rotation group in R 2 space). j and r stand for the scale and direction of ψ(x). The wavelet transform of the signal is as follows:
Wavelet transform can extract the local features of the signal well. The features have deformation stability, but are sensitive to local translation, so they don't preserve translation invariance.
By calculating the modulus of wavelet transform results and averaging through the scaling function (low-pass filtering), we can obtain features with both translation invariance and local deformation stability. The specific expression is as follows:
This is so-called the wavelet scattering transform, where φ J is the scale function with scale J , used as low-pass filter.
Through the average operation of low-pass filters in wavelet scattering transform, some high frequency information will be lost. It has been proved that through convolving f * ψ λ 1 (x) with ψ λ 2 (x), which is the wavelet coefficient of next layer, can recover the missing information [23] , so, we can get deeper feature expression:
where λ 1 < λ 2 < J . Scattering transform of each layer is accompanied by the loss of high frequency information, in order to ensure the integrity of feature information, it is necessary to continuously iterate the wavelet scattering coefficients of upper layers. The expression of the n-th layer wavelet scattering characteristic coefficient is as follows:
where λ 1 < λ 2 ... < λ n < J .
B. SCATTERING CONVOLUTION NETWORKS
According to the analysis of wavelet scattering transform in the previous section, the SCNs are achieved by multi-layer scattering propagation. As shown in Fig. 1 , the SCNs contain linear convolution and nonlinear modulus processes, which are very similar to traditional deep CNNs. However, unlike deep CNNs, the feature outputs of the SCNs are obtained by all layers, not just by the last layer. Instead of learning through data, the filters of the SCNs are pre-selected wavelet filters, which greatly reduces the computational complexity. At the same time, the SCNs can obtain the translation invariance and deformation stability and overcome the noise interference by cascading wavelet modulus and performing averaging operation through low-pass filtering. The scattering structure of the SCNs is shown in Fig. 1 . The solid lines are the wavelet scattering propagation processes and the dashed lines are the feature outputs of the scattering. The feature outputs of the signal are as follows:
III. WEIGHT-VARIABLE SCATTERING CONVOLUTION NETWORKS
According to the above analysis and discussion, the SCNs have excellent performance and have been widely used in many fields such as image and speech recognition [27] - [29] . However, SCNs still have some shortcomings. First, the output of the networks is obtained by fixed combination of the features of each layer, and has not realized the flexible configuration of features of different layers. Second, the current networks use only one type of wavelet. However, the features that each type of wavelet good at extracting are limited. Therefore, we propose a modified network structure, weight-variable scattering convolution networks, which will be discussed in detail next.
A. NETWORK STRUCTURE DESIGN
The design of weight-variable scattering convolution network structure is carried out on the basis of SCNs. We combine scattering networks and convolutional neural networks organically. We select a variety of wavelet filters for filtering operation and add several 1 * 1 convolution layers to combine the features extracted by different types of wavelet filters to obtain the optimal features. According to the wavelet scattering theory [30] , in the process of feature energy transfer, with the increase of layers, the scattering energy will rapidly decreases to 0, and the first two layers of the scattering coefficients contain more than 98% of the energy. For convenience, we select the first two layers of the scattering networks, and construct the structure of the WV-SCNs as shown in Fig. 2 .
The proposed WV-SCNs are composed of two basic layers, one convergence layer, one fully-connected layer and a classification layer. Each basic layer include a wavelet filter layer with several channels, a 1 * 1 convolution layer, an Relu layer and a pooling layer. The wavelet filter layer with N channels provides wavelet coefficients for filtering and extracting features, the 1 * 1 convolution layer weights the output of each channel wavelet filter, the ReLu layer carries out nonlinear transformation, and the pooling layers compress the features and extract main features to reduce the computational complexity of the network. The output of each basic layer (including the original input signal) are filtered by a low-pass filter constructed by a scaling function and then fused at the convergence layer. The 1 * 1 convolution layer after the convergent layer combines the wavelet scattering features with favors, and transmits the combined features to the fully-connected layer. The fullyconnected layer performs dimension reduction processing on the features. Finally, the classification layer with softmax connects all the features to achieve various classification tasks.
B. ELECTROMAGNETIC SIGNAL CLASSIFICATION BASED ON WV-SCNS
In order to verify the performance of the proposed WV-SCNs, we take electromagnetic signal classification as an example to analyze its performance. 
1) PROBLEM DESCRIPTION
Electromagnetic signal classification, in general, is to distinguish various electromagnetic signals with the greatest possibility by mining the features of electromagnetic signals. Electromagnetic signal classification includes electromagnetic signal classification and individual identification of radio frequency (RF) emitters, and has been widely used in electromagnetic spectrum monitoring, cognitive radio, and cyberspace security [31] - [33] .
Electromagnetic signal classification can be expressed as a classification problem with M classes, where M represents the number of electromagnetic signal classes. The signal can be expressed as:
where h(t) is the complex baseband envelope of an electromagnetic signal, f is the carrier frequency offset between receiver and transmitter, θ (t) is the phase deviation between receiver and transmitter, n(t) is the Additive White Gaussian Noise (AWGN). The task of electromagnetic signal classification is calculating Pr (h(t) ∈ K (i)|s(t)) according to s(t), where Pr (·) denotes the calculating of probability, K (i) denotes the i-th type electromagnetic signal, where 1 ≤ i ≤ M .
2) WV-SCNS BASED SOLUTION
The procedure of electromagnetic signal classification based on WV-SCNs is shown in Fig. 3 . The specific steps are as follows:
• Acquisition of signal data set.
• Divide the signal set into training set and testing set.
• Train the WV-SCN model.
• Classify the unknown electromagnetic signals using the trained WV-SCN model.
It can be seen that the algorithm flow is basically the same as the traditional electromagnetic signal classification methods based on deep CNNs. The only difference is that the networks are replaced by the WV-SCN model.
IV. EXPERIMENTS AND ANALYSIS A. EXPERIMENTAL DESIGN
In order to verify the effectiveness of the proposed WV-SCN structure, we carry out two experiments, Aircraft Communications Addressing and Reporting System (ACARS) signal classification and Automatic Dependent Surveillance-Broadcast (ADS-B) signal classification, and compare the performance with the traditional wavelet scattering convolution networks and deep convolution neural networks separately. In the experiments, the selected wavelet filter types for each channel are coif1, sym3, db3, fk6, bior2.2, rbio2.2, bior1.3, rbio1.3, and the length of filters are 6. Wavelet function coefficients are used as high-pass filters and scale function coefficients are used as low-pass filters.
The deep CNNs in the comparative experiment also contains two convolution layers, each of which contains eight convolution kernels with the size of 6 * 1. The structure is shown in Fig. 4 , where the signal input size is N * 1, ''conv'' represents convolution, ''pooling'' refers to maximum pooling operation, and ''K'' refers to the number of signal classes to be classified. The parameter settings of the fully-connected layers are the same as those of the WV-SCNs.
To compare the performance of our method with a traditional SCN, we also consider a classification method which is based on traditional SCNs. In this method, principle component analysis (PCA) is used to reduce the dimension of the extracted wavelet scattering features firstly, and then support vector machine (SVM) classifier is used to achieve classification results. And we select three kinds of wavelet, i.e., Db3, Coif1 and Bior2.2, two kinds of SVM kernel functions, i.e., linear and nonlinear (quadratic) respectively for the network. 
B. EXPERIMENTAL RESULTS

1) EXPERIMENTAL RESULTS OF ACARS SIGNAL CLASSIFICATION
ACARS is a kind of digital data link system that transmits short messages (messages) between aircraft and ground stations via radio or satellite. With the development of the technology, ACARS has been widely used in the current civil aviation systems. We use our experimental system with the antenna placed in a certain place in Jiaxing, Zhejiang Province, China, to collect real-world ACARS signals over the air as training samples to test the classification performance. The experiment includes ACARS signals from 200 aircrafts, 100 signal samples per aircraft as training and 100 signal samples per aircraft as testing. Fig. 4 shows the network training curves. The training takes 60 epochs, the initial learning rate is 0.005. Every 15 epoch, the learning rate is reduced to one tenth of the previous learning rate. The mini-batch size is 32, and validation is performed every 100 iterations.
The experimental results of ACARS signals are given in Table 1 . The experimental results show that in the WSCNN-based method, the selection of different types of wavelet filters have effects on classification results of ACARS signals. The classification results of nonlinear SVM classifier are better than the linear SVM classifier. The final feature dimension used by SVM has great influence on the performance. The optimal classification results are about 94% when the feature dimension is reduced to 100. The result of our proposed classification method based on WV-SCN is 99.17%, which is far better than that of the SCN-based method.
The classification accuracy of the deep CNN-based method is 99.46%, which is slightly higher than that of our method. We compare the computational complexity of the two networks. In training process, the number of the weights that need to be updated in the fully-connect layers of the two networks are the same. The difference is that the convolution filter of WV-SCN is a pre-selected constructed wavelet filter, rather than a filter required to be trained like that of deep CNN. The number of weights that need to be updated in WV-SCN is 64, contains the following sections: firstly, the number of weights that need to be updated in first basic layer is 8 * (1 + 1) = 16, where there are 8 channels and each channel has 1 weights and 1 bias; secondly, the number of weights that need to be updated in second basic layer is also 16, the calculation method of which is as same as the first basic layer; thirdly, the number of weights that need to be updated in the convolution layer that next to the convergence layer is 8 * (3 + 1) = 32, where there are 8 channels and each channel has 3 weights and 1 bias. While that of deep CNN is 448, contains the following sections: firstly, the number of weights that need to be updated in first convolution layer is (6 + 1) * 8 = 56, where there are 8 channels, and each channel has 6 weights and 1 bias; secondly, the number of weights in second convolution layer is (48+1) * 8 = 392, where there are 8 channels, and each channel has 48 weights and 1 bias. Thus, during training, the number of weights that need to be updated in our networks is far more less than that in CNN, which proves the superiority of our algorithm.
2) EXPERIMENTAL RESULTS OF ADS-B SIGNAL CLASSIFICATION
ADS-B has been widely used as a next-generation air traffic management surveillance technology. It can automatically obtain parameters from the relevant airborne equipment to broadcast the aircraft's position, altitude, speed, heading, identification number and other information to other aircraft or ground stations for the controller to monitor the aircraft status without requiring manual operation or inquiry. It is derived from ADS (Automatic Correlation Surveillance) and is originally intended for satellite-based surveillance for aircraft that are transoceanic in the event that radar surveillance is not possible. We use the real-world ADS-B signals collected over the air as training samples to test the classification performance. The experiment includes ADS-B signals from 10 aircrafts, 9000 signal samples per aircraft as training and 1000 signal samples per aircraft as testing. Fig. 5 shows the network training curves. The training takes 120 epochs, the initial learning rate is 0.005. Every 15 epoch, the learning rate is reduced to one tenth of the previous learning rate. The mini-batch size is 32, and validation is performed every 100 iterations.
As same as ACARS signal classification experiment, we compare the performance of our proposed method with the traditional SCN method and deep CNN method separately. Table 2 shows the experimental results. The experimental results show that with the SCN-based method, the selection of different types of wavelet filters also have effects on the classification results of ADS-B signals. The classification results are very sensitive to different SVM classifiers and the classification results of the non-linear SVM classifier are much better than that of the linear SVM classifier with a 20% classification accuacy gap. In the case of using linear SVM classifier, the optimal classification accuracy is less than 65% when the dimension of feature is 500, and in the case of using non-linear SVM classifier, the optimal classification accuracy is about 90% when the dimension of feature is 250. The result of our proposed classification method based on WV-SCN is 92.6%, which is far better than that of SCN-based method. The classification accuracy of the deep CNN-based method is 92.9%, which is slightly higher than that of our method. However, as noted above, our algorithm has much lower computational complexity in training.
V. CONCLUSION
We design a new network structure which is named weightvariable scattering convolution networks based on the wavelet scattering convolution networks. In order to verify the effectiveness of the network, two electromagnetic signal classification experiments are designed, and real-world ACARS signal and ADS-B signal over the air are used for experiments. The experimental results show that the classification method based on wavelet scattering convolution networks and SVM classifier is very sensitive to the selection of feature dimension and the kernel function of SVM classifier. The selection of different types of wavelet filters also have effects on the classification performance. These factors need to be considered comprehensively in practical applications, and the selection of parameters is complicated. The classification method based on deep CNNs needs to update more weights and have higher computational complexity. The classification accuracy of electromagnetic signals classification method based on the proposed WV-SCNs is higher than that based on traditional SCNs and slightly lower than that based on CNNs but with much lower computational complexity, which shows the superiority of our method. He is currently an Associate Researcher with the Science and Technology on Communication Information Security Control Laboratory, Jiaxing, China. He holds seven patents. His research interests include radio signal processing, analysis, and recognition, big data for radio signals, and deep learning algorithms for radio signals.
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