Abstract -This paper introduces a new computational algorithm for the partial correlation coecients of a linear system given the covariance of its output when excited by a white input noise. Although derived from Levinson's well-known procedure, the proposed algorithm does not make use of the usual parameters in the linear prediction recursion. It may be implemented using xed point arithmetics. Application to speech waves is emphasized. 1
when excited by a white Gaussian input noise u n .
A large number of criteria have been introduced by various authors to match this model to the real time series. These approaches turn out to be equvalent in the linear AR Gaussian case and lead to the well-known Yule-Walker equations [1] - [3] .
The main feature about this linear vector equation is the fundamental role played by the autocorrelation matrix R p , constructed in the Toeptlitz form from the autocorrelation coecients r i : 
II. The New Formulation
The inner product formulation, as in [7] , will be used to introduce the new formulation. For a comprehensive and tutorial introduction to standard LPC, the reader is referred to [7] and [8] .
Denote by R(z) the z-transform of the autocorrelation sequence of the signal and by A h (z) the polynomial denominator (in z 
It is ealily shown that the mean-square prediction error of the signal s n , produced by this hth 
The minimization of (4) is obtained using the projection thorem in Hilbert spaces and it gives, as optimality conditions, the Yule-Walker equations in terms of inner products:
According to Durbin, an ecient way for solving these equations is the following set of recursions:
We now introduce the new intermediate variables by the inner product
According to (1) , the result of ltering the data samples s n by the optimal inverse lter A h (z) of order h is an estimateû h n of the input
It follows that the parameters (7) may be interpreted as cross-correlations
Due to the optimality conditions (5), the e h i are such that
Moreover, these parameters, computed for i < 0 from the higher order correlation coeciens, are estimates of the impulse response of the model.
They turn out to coincide with this impulse response if the time series have actually been generted by a system of order h.
It will be shown that these extended YuleWalker equations [compare (7) and (5)] provide a new recursive algorithm for solving the LPC problem.
III. Recursive Algorithm
Introducting, as in [7] , the polynomial B h (z)
such that
As a consequence, assuming A h (z) to be the solution of (5), the equalities (12) hold for i = 1, h:
As in the standard solution, the optimal A h+1 (z)
is constructed as the linear combination with co-
Computing the inner product (A h (z), z −i ) dened in (7), and using (11) and (12), the recursive solution is expressed in terms of the new variables: Using the properties of the inner product formulation [7] , the Cauchy-Schwarz inequality applied to (7) gives
therefore,
Moreover, it has been shown [7] that for exact correlation data,
Consequently, the following bound holds
Using the addition assumption, r 0 < 1, the bound (20) shows that all the intermediate vari-
ables lie between -1 and +1. As a consequence, the implementation may be conducted using xed point arithmetics only. The bound can be extended for higher order h > h. Due to the inequality, As a consequence, the proposed algorithm can be implemented using xed point arithmetics only, and it may contribute to the development of specialized processors achieving the linear prediction in real time for fast signals.
