Robust Activity Recognition for Aging Society by CHEN Yi et al.
Robust Activity Recognition for Aging Society
著者 CHEN Yi, YU Li, OTA Kaoru, DONG Mianxiong
journal or
publication title
IEEE journal of biomedical and health
informatics
volume 22
number 6
page range 1754-1764
year 2018-03-26
URL http://hdl.handle.net/10258/00009931
doi: info:doi/10.1109/JBHI.2018.2819182
1Robust Activity Recognition for Aging Society
Yi Chen, Li Yu, Senior Member, IEEE Kaoru Ota, Member, IEEE, and Mianxiong Dong Member, IEEE,
Abstract—Human activity recognition(HAR) is widely applied
to many industrial applications. In the context of Industry
4.0, driven by the same demand of machines’ self-organizing
ability, HAR can be also adopted in elderly healthcare. However,
HAR should be adaptive to the application scenarios in elderly
healthcare. In this paper, we propose a non-intrusive activity
recognition method which can be applied to long-term and
unobtrusive monitoring for elderlies. The method is robust to
obstruction and non-target object interference. Skeleton sequence
is estimated from RGB images. Based on two activity continuity
metrics, an Inter-frame Matching Algorithm is proposed to filter
non-target objects. In order to make full use of spatial-temporal
information, we propose a novel activity encoding method based
on the interframe joints distances. A convolutional neural net-
work is used to learn the distinguishing features automatically.
A specific data augmentation method is designed to avoid the
over-fitting problem on small-scale datasets. The experiments are
performed on two public activity datasets and a newly released
Noisy Activity Dataset(NAD). The NAD contains obstruction,
non-target object interference. The experimental results show
that the proposed method achieves the state-of-art performance
while only using one ordinary camera. The proposed method is
robust to a realistic environment.
Index Terms—Industry 4.0, Human activity recognition, El-
derly healthcare, Unobtrusive monitoring, CNN.
I. INTRODUCTION
With the rapid development of Industry 4.0, the demands
for the human and machine are also changing dramatically
[1]. In order to make services and production more intelligent,
machines including robots are required to possess autonomy
and self-organizing ability [2]. Drove by this request, human
activity recognition is widely applied to various industrial
applications, including work analysis of factory workers [3]
and production monitoring [4].
In the context of industry 4.0, various automation technolo-
gies including human activity recognition are also applied to
many healthcare applications such as home-oriented health
monitoring service [5], long-term monitoring for elderly [6],
remote medical [7], and primary care [8]. Although human
activity recognition is widely used in healthcare, there are still
some different demands when compared with industrial ap-
plications. Different from the necessary cooperation between
factory workers and machines or robots, it is not reasonable to
ask the target object for cooperation especially in some elderly
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healthcare applications [9]. For example, sensor based activity
recognition methods [10] may cause living inconvenience for
elderly. Thus, it is necessary to develop unobtrusive activity
recognition method for many elderly healthcare applications
such as long-term monitoring for elderly, and remote medical.
Most current research work focuses on achieving high
recognition accuracy, which may be the most important condi-
tion. The previous research tried to accomplish activity recog-
nition based on video sequences captured by common RGB
video cameras [11]–[15]. However, these methods needed
to obtain adequate silhouette features. In order to extract
silhouette features, the complex and time-wasting processing
chain (e.g., background removal, vector quantization, image
normalization) was also necessary, which limited the real-time
application.
The high time complexity and unsatisfactory recognition
accuracy are two general weakness of early research based on
RGB data, which forced most researchers to use other types
of activity data. Wearable sensors and depth camera are two
preferred types of data capture equipment. However, there are
some factors which limit the large-scale promotion of such
equipments in elderly healthcare.
Many wearable sensors were based on accelerometry such
as wrist-worn or waist worn devices. Wrist-worn devices
may perform poorly on lower body activities classification
[16] [17]. Waist worn accelerometers may make upper body
activities undetected [18]. To overcome these shortcomings,
some researchers proposed to utilize multiple sensors [19]–
[23] or the combination of wearable sensors and other de-
vices(cameras [24], [25], smartphone [26], wireless [27]).
Multiple wearable sensors based recognition systems are sen-
sitive to each sensor. If some sensors are unable to capture
and transmit data normally, these methods’ accuracy may
be badly influenced. Additionally, intrusive wearable sensors
could cause inconvenience for the daily life of target objects.
As for depth camera, except for RGB information, the depth
information of the corresponding activity scene can be also
provided. Depth maps captured by depth cameras were applied
to estimate 3-D posture for activity recognition [28]–[31]. The
quality of depth map plays an important role. However, limited
by the hardware of depth cameras, depth map contains strong
noise as well as holes [32], [33]. Additionally, its resolution is
lower than the corresponding RGB image. These factors will
influence the estimation of 3-D posture. Thus, RGB-D data
based recognition systems are not ideal choice for large-scale
promotion neither.
With the improvement of depth sensors, nowadays, some
sensors such as Prime Sensor [34] can provide the real time 3D
joints information of the target object when the target object
accomplishes a calibration pose facing the camera. These 3D
joints information is also called skeleton data. Compared with
2other types of activity data, skeleton data is more related to
human activity. Additionally, skeleton data can reduce feature
extraction time and provide adequate accurate features. Thus,
skeleton data based recognition systems [35]–[37] showed
more outstanding performance. However, there are three basic
assumptions for these skeleton tracking sensors:(1)User’s up-
per body is mostly inside the field of view. (2)Ideal distance
is around 2.5 m. (3)For better results, the user should not
wear very loose clothing. If the three assumptions are not
satisfied, Some key body points may be undetected. As far
as we know, there are no activity recognition methods using
incomplete skeleton data. In a word, calibration pose and three
basic assumptions are the factors which limit the large-scale
promotion of these recognition systems. But these methods
still showed the superiority of skeletal data.
In this paper, our goal is to design a robust, unobtrusive
activity recognition method which can be applied to elderly
healthcaer applications such as long-term monitoring for el-
derly, and remote medical. Based on the analysis above, our
idea is to capture RGB images using an ordinary camera.
Then, existed posture estimation algorithm is applied to es-
timate skeleton sequence from RGB images. In order to avoid
overlooking any important information, we choose to preserve
all the spatial-temporal information in our activity encoding
method. Then a convolution neural network is used to learn
those distinguishing features automatically. Since convolution
neural networks are prone to overfit on small-scale datasets, a
specific data augmentation algorithm is designed. Additionally,
obstruction and non-target objects interference are also con-
sidered in our method. Although there are no public datasets
which contain obstruction and non-target objects interference,
it can be solved by collecting a new dataset. Thus, the
contributions of this paper can be stated as follows:
(1) A robust, unobtrusive activity recognition method based
on RGB images is proposed. The proposed method can achieve
the state-of-art accuracy while using less information.
(2) An Interframe Matching Algorithm is proposed to filter
non-target objects of skeleton sequence. Since the actions of
the same person in the adjacent two frames will not change
drastically, we defined two types of continuity metrics. The
continuity metrics help us extract skeleton sequence of the
target object.
(3) A novel activity encoding method is proposed to pre-
serve both spatial and temporal information. Based on joints
distances of two skeletons in the adjacent two frames, each
skeleton is converted to a feature vector. Thus, all the infor-
mation of the skeleton sequence is preserved. The encoding
method is valid to incomplete skeleton data.
(4) A specific data augmentation algorithm is designed to
generate adequate training samples. Since activity is continu-
ous, increasing the sampling frequency won’t change the activ-
ity itself. Thus, we inserted multiple skeletons in the adjacent
two frames firstly. Then, multiple samples are generated by
extracting a fixed amount of skeletons evenly.
(5) we release a noisy activity dataset which contains
obstruction and non-target objects interference. Since other
dataset doesn’t consider these factors, our dataset is more close
to the realistic environment. It can help assess the robustness
of the proposed method.
This paper is organized as follows. Pose estimation al-
gorithm and activity datasets are outlined firstly. Next, the
proposed activity recognition method is described. Then the
experimental results are presented. Finally, we will discuss
about our method and make a conclusion.
II. RELATED WORK AND DATASETS
Firstly, we review 2D pose estimation algorithm. Then, a
brief description of the two public activity datasets will be
provided. Finally, the details of the noisy activity dataset are
presented.
A. 2-D Pose Estimation
Pose estimation can be regarded as a subtask in human
activity recognition. Most pose estimation methods [38] [39]
can be divided into two steps: person recognition and location,
key body points detection. These methods are limited by the
complex process (e.g. background removal, person detection).
These factors are also the reasons why some researchers
gave up activity recognition based on RGB images stream. In
[40], Cao proposed an algorithm which can achieve real-time
multi-person 2D pose estimation using part affinity fields. The
algorithm detected key body points and calculated the optimal
connection of all the key body points at the same time. In this
paper, the algorithm [40] is used to estimate skeleton data. In
fact, any posture estimation algorithms which can satisfy the
real-time requirement is acceptable for our methods.
The skeleton data extracted by [40] is a little different from
the skeleton data captured by skeleton tracing sensors. Firstly,
Skeleton data captured by skeleton tracing sensors contains
less noise when the three basic assumptions are satisfied.
Each key body point’s information is complete. Skeleton data
generated using estimation algorithm may be incomplete due
to obstructions. Secondly, skeleton tracing sensors can only
provide the skeleton data of the target object. Posture estima-
tion algorithm can estimate skeleton data of all the potential
persons. Skeleton tracing sensors were suitable to be applied
in some specific application such as virtual reality [41] and
human-computer interaction game [42], since these application
scenes contains little or no noise (eg. obstructions, non-target
objects). Pose estimation algorithms are more suitable to
capture skeleton data in the real environment, since the target
object won’t always accomplish the calibration action in their
real life.
B. Public Activity Datasets
In this paper, we will perform experiments on two public
activity datasets: Kinect Activity Recognition Dataset(KARD)
[28], Florence 3D Action [43]. The details of the two datasets
are described respectively.
a) KARD: This dataset is collected in 2015. It contains ten
gestures(hand clap, bend, sidekick, forward kick, draw tick,
draw x, high throw, two hands wave, high arm wave, and
horizontal arm wave) and eight actions(stand up, sit down,
phone call drink, walk, take umbrella, toss paper, and catch
3Fig. 1. The scheme of the proposed method. RGB images captured by camera are processed to generate skeleton sequence using posture estimation algorithm.
Then the interframe matching algorithm is applied to filter non-target objects. In training, adequate samples are generated using a new data augmentation
algorithm. At last, skeleton sequence is encoded and fed into a ConvNet for recognition
up). Each activity is performed three times by ten different
persons. Thus, there are 540 sequences of videos.
b) Florence 3D Action: This dataset is collected at the
university of florence using a Kinect camera. It contains 9
activities(drink from a bottle, arm wave, sit down, clap, answer
phone, tight lace, bow, stand up, read watch). Each activity
is repeated by 10 persons several times for a total of 215
sequences.
There are some common features in these two public
datasets. Firstly, the two datasets provide RGB-D data and
skeleton sequences. Secondly, there are no obstructions during
the process of data collection. The body of the target object
is always visible. Thirdly, skeleton sequence only contains the
target object. Although there are non-target objects in some
videos, the non-target objects don’t interfere with the activity
of the target object. Additionally, the target object is always
facing the camera. In this paper, we only utilize the RGB
images of these two datasets.
C. Noisy Activity Dataset
Most current public datasets are similar to the two datasets
above. There are no obstructions resulted from obstacles or
non-target objects. It’s not consistent with the real environ-
ment. Thus, we collect a noisy human activity dataset which
considers both obstructions and non-target objects. In this
noisy dataset, the part body of the target object may be
invisible. Additionally, non-target objects may interfere with
the activity of the target object. The dataset is denoted as Noisy
Activity Dataset(NAD1).
Our dataset contains 7 daily activities: Bow, Walking, Play-
ing tennis, bending and picking up items, taking shoulder bag,
walking while pushing chair, bending and tying a shoelace.
Each activity is performed 3 times by 4 persons for a total
of 84 sequences. Each sequence is recorded using an ordinary
camera. The target object is only requested to perform activ-
ities without any special requirements, such as always facing
the camera. For each activity, there are no noises(obstructions,
non-target objects) when each person performs each activity
the first time. When the target object performs the same
activity the second time, there are some obstructions such as
desk, being placed between the target object and the camera.
These obstructions make a part body of the target object
1The Noisy Activity Dataset can be downloaded via https://github.com/
Luyaojun/Noisy-ActionDataset
invisible. When the target object performs the same activity the
third time, the non-target objects and obstructions exists at the
same time. The non-target objects enters the field of view at
some time point in the middle. Furthermore, the non-target
objects do anything (walking through between the camera
and the target object, entering and doing the same activity)
randomly.
Except for the obstruction and non-target objects, our
dataset also keeps the similarity of different activities. In this
paper, the experiments on our Noisy Human Activity Dataset
are also performed based on the RGB images.
III. ACTIVITY RECOGNITION USING RGB IMAGES
The proposed method shown in Fig. 1 aims at achieving
high-precision activity recognition using RGB images. There
are four key components in our method. Firstly, the non-target
objects of the skeleton sequence are filtered using Interframe
Matching Algorithm. Secondly, a large number of activity
samples are expanded with specific data augmentation algo-
rithm. Thirdly, the spatial-temporal information of skeleton
sequence is encoded with a novel encoding method based on
joints distances in the adjacent two frames. Finally, a convo-
lutional neural network is trained to select the distinguishing
features and recognize activities.
A. Skeleton filtering by Interframe Matching Algorithm
Due to obstructions, skeleton data may be incomplete. As
shown in Fig.2, the left one is ideal skeleton data, which
contains r key body points. Each key point is determined by
the corresponding coordinate information, which is denoted
as (x, y). The right one is incomplete skeleton data. The
coordinate of the undetected key points is denoted as (0, 0).
Additionally, there may be multiple skeleton data in some
frame images.
Let’s assume that there total t frame images in a video. Then
the skeleton sequence can be formulated as
video = {F1, F2...Ft } (1)
Fi = {Pi1, Pi2...Pimi }, i ∈ [1, t],m1 = 1 (2)
Pij = [xi, j0 , yi, j0 ...xi, jr−1, yi, jr−1], j ∈ [1,mi] (3)
where Fi is the ith frame image in the video. Pij is the jth
skeleton data in the ith frame image. x, y are the coordinates
of the corresponding key points.
4(a) ideal skeleton (b) noisy skeleton
Fig. 2. (a) is the ideal skeleton. (b) is the noisy skeleton. The hallow circle
stands for the undetected key points
In the i + 1th frame, both the spatial position and movement
direction of each key point won’t change violently when com-
pared with the same key point in the ith frame image. Based
on these two clues, we can know that there are two types of
continuities for each key point between two continuous frame
images. The first one is denoted as spatial continuity while the
other one is denoted as direction continuity. According to the
continuities of all the key points, the similarity between two
skeletons can be calculated, which can tell the target object
from all the objects. The method is also called Interframe
Matching Algorithm.
Before we give the detail of the algorithm, the two types of
continuity need to be made clear. Fig. 3 shows the same key
point in two continuous frame images.
di and di+1 are the corresponding directions.
(
xi, yi
)
and(
xi+1, yi+1
)
are the corresponding coordinates of the black key
point. In order to measure the two types of continuity, the
similarity of directions in two frame images is regarded as the
metrics of direction continuity. The distance between the two
coordinates is regarded as the metrics of the spatial continuity.
The two metrics are formulated as
ck = θ = arccos
©­­«
di • di+1di  × di+1 ª®®¬ , k ∈ [1, r] (4)
sk =
√(
xi − xi+1)2 + (yi − yi+1)2, k ∈ [1, r] (5)
where S is the metrics of the spatial continuity. C is the metrics
of the direction continuity. For the key point
(
xi+1, yi+1
)
, its
direction is expressed as
di+1 =
(
xi+1 − xi, yi+1 − yi
)
, i ∈ [1, t − 1] (6)
For the 1th frame, the directions of all the key points are all
initialed as (0, 0).
Once we got the continuities information of each key point,
the continuities of the whole skeleton can be also defined. The
skeleton is composed of r key points. However, the skeleton
may not be complete. Thus, the continuities of the whole
skeleton are determined by the valid key points which are
both detected in two skeletons. Assuming that Pij is the jth
skeleton in ith frame image and Pi+1q is the qth skeleton in
Fig. 3. The two black points are the same key point in the ith and i + 1th
frame image respectively
i + 1th frame image, the continuities of the two skeleton is
formulated as
Ci,i+1j,q =
∑
k∈Ω
ck
NΩ × pi, S
i,i+1
j,q =
∑
k∈Ω
sk
NΩ
(7)
Ω ∈ {k
(xi, jk , yi, jk ) , (0, 0) ∧ (xi+1,qk , yi+1,qk ) , (0, 0)} (8)
where Ω is the set of the valid key points in the two skeletons,
and NΩ is the amount of the valid key points.
The direction continuity and spatial continuity of two skele-
tons measured the similarity of action direction and position
respectively. In other words, the probability that two skeletons
belong to the same person is depended on the direction
continuity and spatial continuity at the same time. Here we
proposed a new concept named similarity score F. If F is a
large number, the probability is also large. The similarity score
is formulated as
Fi,i+1j,q = α × e−C
i, i+1
j,q + β × e−Si, i+1j,q
i ∈ [1, t − 1], j ∈ [1,mi], q ∈ [1,mi+1]
(9)
where α and β are the weight parameters.
Now it’s possible to filter non-target objects in the skeleton
sequence. Let’s assume that the target object in ith frame
image is the jth person Pij . If there are mi+1 skeletons of the
i + 1th frame image. Then target object in the i + 1th frame
image can be found by comparing the similarity scores.
tar = argmax
q
(
Fi,i+1j,q
)
, i ∈ [1, t − 1], q ∈ [1,mi+1] (10)
where tar is the index of that target object in the i + 1th
frame image. In this paper, Interframe Matching Algorithm
is used to search for the target object in the next frame image.
By repeating the process, the complete skeleton sequence of
the target object can be extracted from the noisy skeleton
sequence.
B. Data Augmentation
An activity is composed of a series of skeleton. The
skeleton sequence is different from other types of data such as
images. The conventional augmentation technologies including
rotation, cropping randomly and so on, are not applicable any
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Fig. 4. (a) shows the raw ’raise hand’, (b) shows the action after interpolating, (c) shows three ’raise hand’ samples after down-sampling
more. To the best of our knowledge, there are no dedicated
data augmentation algorithms for skeleton sequence.
Some researchers tried to use conventional augmentation
algorithm in another way. In [44], the authors converted a
skeleton sequence to a color image. Then they used conven-
tional augmentation technology(cropping randomly, rotation)
to expand training samples. Their method can create adequate
training samples. However, whether the expanded samples are
still the same type of activity is not sure. Since the order of
the skeleton in all the frame images is relevant to the specific
type of activity, rotation may change the type of activity. As
for the process of cropping randomly, it’s also not suitable
because it may make the cropped activity sample incomplete.
The order and completeness of skeletons are also the basis for
distinguishing different types of activities.
In this paper, we propose a simple but effective augmen-
tation algorithm for skeleton sequence. Our augmentation
algorithm can be divided into two steps: insert skeleton evenly,
and extract skeletons using a sliding window. Fig.4 is an
example of our augmentation algorithm.
Fig.4(a) shows the raw action of ’raise hand’ which contains
two skeletons. Fig.4(b) shows the same action after dense
interpolating. Although the skeleton sequence is discrete, the
movement of the body is continuous. Thus, we can insert
several skeletons evenly in two continuous frame images,
which is equivalent to increase the frequency of capturing the
posture of the target object. Then, we can generate multiple
action samples by down-sampling as Fig.4(c)shows. The three
samples are not the same. But the three samples represent the
same action of ’raise hand’.
Assuming that Pij and P
i+1
q are the skeletons of the target
object in the ith and i+1th frame image respectively. We need
to insert scale skeletons between the two frame images. Then
the process can be performed as
Pij = [xi, j0 , yi, j0 ...xi, jr−1, yi, jr−1], i ∈ [1, t − 1] (11)
Pi+1q = [xi+1,q0 , yi+1,q0 ...xi+1,qr−1 , yi+1,qr−1 ], q ∈ [1,mi+1] (12)
Pi,i+1s = [xi,i+10,s , yi,i+10,s ...xi,i+1r−1,s, yi,i+1r−1,s], s ∈ [1, scale] (13)
xi,i+1
k,s
= xi, j
k
+
xi+1,q
k
− xi, j
k
scale + 1
× s, k ∈ Ω (14)
yi,i+1
k,s
= y
i, j
k
+
y
i+1,q
k
− yi, j
k
scale + 1
× s, k ∈ Ω (15)
xi,i+1
k,s
= 0, yi,i+1
k,s
= 0, k < Ω (16)
Ω ∈ {k
(xi, jk , yi, jk ) , (0, 0) ∧ (xi+1,qk , yi+1,qk ) , (0, 0)} (17)
Where Pi,i+1s is the sth inserted skeleton between the ith and
i + 1th frame image. Ω is the set of valid key points. If a
key point is not a valid key point, then the coordinates of the
same key point in each inserted skeleton are set (0, 0). It is
equivalent to regard these points as undetected points.
scale is adaptive to the specific activity. Assuming the initial
number of the skeleton sequence is t, and the final number of
skeleton sequence of the training sample is a fixed number
denoted as T . Then the scale is formulated as:
scale = 0, t ≥ 2T
scale = Tt + 1, t < 2T
(18)
When the process of inserting skeletons is done, and the
next step is to extract a fixed number of skeletons using a
sliding window. If the amount of the skeleton sequence after
inserting skeletons is t
′
, the width of the sliding window is
formulated as
ω =
t
′
T
(19)
where ω is the width of the sliding window. In each sliding
window, one skeleton will be chosen randomly. An activity
sample is composed of these extracted T skeletons. In theory,
we can generate ωT or even more activity samples from a
raw skeleton sequence. Furthermore, all the activity samples
generated from the same skeleton sequence can keep the
completeness of the corresponding activity. As shown in Fig.4,
the right figure contains three extracted samples from the
inserted skeleton sequence. Although the space positions of
the three samples are not the same, the three samples are still
the same activity(lifting the left hand).
C. Human Activity Encoding
After data augmentation, all the generated activity samples
is composed of T skeletons. Since there are no limitations
about any factors(e.g. the type and position of the camera,
the target object, the spatial position of the target object), the
coordinates of the key points of the training samples are not
in the same range and coordinate system.
Most current work [28] [45] solved this two problem by
two strategies. First, the coordinates of the key points are
transformed to the coordinates of the world coordinate system.
Then, a target object will be regarded as a reference object.
The coordinates of all the activity samples will be scaled to
6the same range. After the regularization process, the feature
extraction is performed in the world coordinate system.
In fact, the three processes can be combined into one task,
which is called activity encoding. In this paper, we proposed
an independent activity encoding algorithm which is irrelevant
to the specific dataset. Skeleton is the static posture of the
target object in each frame image. In [28], cluster algorithm
is applied to extract a series of the most common postures
from all kinds of activities. Then the author finds out a fixed
number of the most relevant postures for each type of activity
using support vector machine. At last, each type of activity is
encoded as a fixed number of static postures.
The encoding method is a discrete encoding method. How-
ever, the number of postures is fixed, which is not reason-
able. Complex activities may have more common postures
compared with simple activities. Additionally, even though
different persons perform the same activity, their common
postures are probably not the same exactly.
In our method, we keep all the T skeletons of each activity.
Each activity consists of a series of activities. Each action is
composed of the movement of all the key points. Thus, our
encoding method focuses on the movement of each key point
between two continuous frame images.
Pij = [xi, j0 , yi, j0 ...xi, jr−1, yi, jr−1], i ∈ [2, t] (20)
Pi−1q = [xi−1,q0 , yi−1,q0 ...xi−1,qr−1 , yi−1,qr−1 ] (21)
Pij and P
i−1
q are the skeleton in the ith and i − 1th frame
image respectively. We focus on the joints distance between
the ith and i − 1th frame image. Assuming there are r key
points of a skeleton, then there are r × r joints distances in
total. As shown in Fig.5, the blue line stands for the joints
distance between the ith and i − 1th frame image. The joints
distance is Euclidean distance. Then a skeleton in the ith frame
image is transformed into a 1 × r2 feature vector di,i−1.
di,i−1
k1,k2
=
√
(xi, j
k1
− xi−1,q
k2
)2 + (yi, j
k1
− yi−1,q
k2
)2 (22)
di,i−1 = [di,i−10,0 , di,i−10,1 ...di,i−1r−1,r−1] (23)
i ∈ [2, t]; k1 ∈ Ω; k2 ∈ Ω; (24)
where Ω is the set of valid key points between the ith and i−1th
frame image. If a key point is invalid(undetected), all the joints
distances which are relevant to this key point is set dmax. As
shown in Fig.5, the red lines indicate the joints distance is
invalid. di,i−1 is the extracted feature vector of the skeleton in
the ith frame image. Since each element of the feature vector
stands for the joints distance change, the feature vector of the
skeleton in the 1th frame image is set 0.
The skeleton sequence of an activity is composed of T
feature vectors.
activity =
[
d1,0, d2,1 . . . dT,T−1
]T
(25)
Except for the movement of key points, all the elements of the
feature vectors are still relevant to the specific target object
now. The height of the target object still affects the elements.
(a) (b)
Fig. 5. (a) shows the skeleton in frame i. (b) shows the skeleton in frame
i-1. The red lines indicate that it’s an invalid feature.
In order to make the feature vector independent with the
specific target object, all the elements of the feature vectors
need to be rescaled according to the activity itself.
Assuming max is the maximum value of the elements
except for the invalid joints distance and min is the minimum
value of the elements, then the rescaled element is formulated
as
gi,i−1
k1,k2
= 255, di,i−1
k1,k2
= dmax (26)
gi,i−1
k1,k2
=
di,i−1
k1,k2
−min
max −min × 255, d
i,i−1
k1,k2
, dmax (27)
where gi,i−1
k1,k2
is the rescaled element of the feature vectors.
In fact, it can be also regarded as the gray level of the
corresponding joints distance.
Thus, the skeleton sequence of an activity sample is trans-
formed into a T × r2 matrix:
activity =
[
g1,0, g2,1 . . . gT,T−1
]T
(28)
This matrix is called activity gray matrix in this paper. It’s
similar to other types of gray image. Since the activity
sample is transformed into activity gray matrix, the activity
recognition problem is transformed into an image classification
problem.
The convolutional neural network has shown outstanding
performance on classification problem. However, these convo-
lutional neural networks are trained on the datasets of color
images. Thus, we are inspired to further convert activity gray
matrix to color image, which can make us share the basic edge
features of natural color images.
The jet colormap [46] ranging from blue to red is utilized
in our method.. In order to be consistent with the range of the
activity gray matrix, the jet colormap is also equally divided
into 256 levels. Each level of the jet colormap contains three
values of R, G, B respectively. Then the activity gray matrix
is converted to a color image.
activity =
[
C1,0,C2,1 . . .CT,T−1
]T
(29)
Ci,i−1 = [ci,i−10,0 , ci,i−10,1 ...ci,i−1r−1,r−1] (30)
ci,i−1
k1,k2
= jet[di,i−1
k1,k2
]T (31)
where jet[di,i−1
k1,k2
]T is a column vector which stands for the
color of the corresponding joints distance di,i−1
k1,k2
. Thus, the
7(a) activity gray image (b) activity color image
Fig. 6. (a) is the activity-gray-image. (b) is the activity-color-image. (b) is
converted from (a)
activity information is converted to the texture information of
the color image. Fig.6 is a comparison between the activity
gray matrix and the activity color image. These two images
are both from the same training sample.
The color change of each column reveals the changing
process of the corresponding joint distance during the activity.
It’s more convenient to utilize the trained model on natural
color images. As for the activity gray matrix, there is no ob-
vious texture information or the information is too confusing.
Furthermore, there are no mature trained model based on large
scale gray images, which makes it unable utilize shared gray
texture information from other models. In our experiments,
we will also evaluate the difference between training on gray
matrix and training on color image.
D. Network Training
The original AlexNet was a neural network with five convo-
lutional layers and three full-connected layers. It showed good
performance on image classification. In this paper, we modify
the last three full-connected layers of the AlexNet network to
fit into specific human activity dataset. To avoid over-fitting ,
dropout is applied to the first and second full-connected layer
respectively. The weights of the five convolutional layers are
extracted from the pre-trained model on ILSVRC-2012.
The dropout parameter is 0.5. The number of batch size is
128. The initial learning rate is 0.0005. The Adaptive Moment
Estimation(Adam) is used as the optimization algorithm. When
the model is trained on the activity gray images, all the layers
will be trained from scratch. When the model is trained on the
activity color images, the model is fine-tuned on some layers.
If the activity dataset contains H types of activity, the number
of the output neurons is H+1. Assuming the output of each
output neuron is Oi . The finale label of the input activity is
decided as
label = argmax
i
{Oi}, i ∈ [0,H] (32)
IV. EXPERIMENTAL RESULTS
In this section, we performed experiments on two public ac-
tivity datasets(KARD dataset and Florence 3D dataset) and the
newly released dataset(Noisy activity dataset). There are three
parts of our experiments. Firstly, since the two public datasets
both provide all the key points’ coordinates of the target object
in each frame image, we can evaluate the performance of
our Interframe Matching Algorithm on these two datasets.
Secondly, the recognition accuracy will be evaluated on these
three datasets. Thirdly, the activity color images are converted
from skeleton sequences. These color images are different
from natural images. We will evaluate the performance of the
basic texture features learned from natural images for activity
color images.
A. Experiments On Interframe Matching Algorithm
There are multiple persons in some activity videos of the
two public datasets(KARD and Florence 3D dataset). The
two datasets only provide the skeleton sequence of the target
object. In our experiments, the skeleton sequence is regarded
as label. We will give the skeleton a label denoted as ′1′,
which indicates that the skeleton belongs to the target object.
Then the posture estimation algorithm [40] is applied to
these two public datasets, which can estimate all the potential
skeletons frame by frame. Then our Interframe Matching
Algorithm is applied to extract the skeleton sequence of the
target object from the noisy skeleton sequence. At last, the
extracted skeleton sequence is compared with the provided
skeleton sequence frame by frame. If the two skeleton both
belong to the same person, then the extraction is valid in
the current frame image. The accuracy is regarded as the
evaluation metric. The accuracy is formulated as
accuracy =
Nvalid
Ntotal
× 100% (33)
Nvalid is the number of valid extraction while Ntotal is the
total number of frame images. Tab. 1 shows the results of our
Interframe Matching Algorithm evaluated on the two public
datasets.
TABLE I
THE ACCURACY ON KARD AND FLORENCE 3D DATASET
KARD FLORENCE 3D
accuracy 100% 100%
Tab. 1 shows that our Interframe Matching Algorithm has
promising performance on extracting the skeleton sequence of
the target object.
B. Experiments On KARD Datasets
Kard dataset contains 18 types of activities(10 gestures and
8 activities). Each activity is performed three times by 10
persons. The dataset is divided into train dataset, validation
dataset, test dataset respectively. In order to evaluate the pro-
posed activity encoding method, the modified alexnet model
is trained on activity gray matrix and converted color image
respectively. Furthermore, the proposed method is compared
with Gaglio [28] which is based on the provided skeleton data.
Tab. 2 shows the results.
The method proposed by Gaglio [28] was based on complete
skeleton data provided by skeleton tracing sensor. Our method
is based on RGB images. As shown in Tab. 2, the accuracy
of our model trained on the activity gray images is lower than
Gaglio [28]. But our model trained on the activity color images
achieves 100% accuracy.
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FINAL ACCURACY ON KARD DATASET
source data Gestures Actions
Gaglio [28] skeleton 94.2% 96%
Our model(gray image) RGB images 77.5% 85.8%
Our model(color image) RGB images 100% 100%
The method proposed by Gaglio [28] is based on HMM.
As we have introduced, HMM is also a timing model which
attaches more importance on temporal information. Especially,
the activity encoding model is a discrete model composed of
a fixed amount of the most common postures. It’s equivalent
to recognize activities only based on a portion of temporal
information. These selected pieces of temporal information
are more related to activities. Thus, the method proposed by
Gaglio [28] could get a good but not perfect performance.
However, some temporal information and spatial information
were still neglected.
Compared with Gaglio [28], our activity encoding method
keeps all the spatial-temporal information. This is an adven-
turous idea. Its advantage is that all the related information
can be kept. The disadvantage is that it’s more difficult to
learn the distinguishing information. Thus, our model may
achieve perfect performance if the model can learn the optimal
combination of all the related information. If the model
doesn’t catch all the related information or get the optimal
combination. the accuracy may be not perfect.
Compared with the model trained on color images, the gray
images based model is trained from scratch. It’s equivalent
to randomly search a good mapping function from the whole
unknown solution space. As for the color image, activity infor-
mation is transformed into color texture information. The color
images based model is fine-tuned on the last several layers. It is
equivalent to recursively search an optimal mapping function
based on a good original state. Thus, when trained on activity
color images, our model can learn the optimal combination of
all the related information more easily. When the amount of
training samples is fixed, it’s easier to get a better performance
when the model is trained on color images.
C. Experiments On Florence 3D Actions Dataset
Florence 3D dataset is also a public dataset captured by
Kinect depth camera. The optional information includes RGB-
D images and complete skeleton data. Here we choose several
methods [47] [48] [49] [43]to compare with our method. These
methods are based on RGB-D images or provided skeleton
data, while our method is still only based on RGB images.
In order to be consistent, all the process on the dataset is
the same with experiments on KARD dataset. Additionally, all
the training parameters of convolutional neural network keep
unchanging. The results of our method compared with other
methods are shown in Tab. 3.
As shown in Tab. 3, we can also get the same conclusions
with experimental results on KARD dataset. The model trained
on activity color images still achieves 100% accuracy. How-
ever, the model trained on activity gray images still faces with
TABLE III
FINAL ACCURACY ON FLORENCE 3D DATASET
source data accuracy
seidenari [43] skeleton 82%
anirudh [49] RGB-D 89.7%
vemulapalli [48] skeleton 90.9%
taha [47] skeleton 96.2%
Our(gray image) RGB images 89.4%
Our(color image) RGB images 100%
the same weakness of learning the distinguishing features from
scratch.
Compared with our methods, other methods are based on
RGB-D images or complete skeleton data. But our methods
performed better than these methods. This is due to several
factors. Firstly, depth map played a critical role in their
methods. But depth map captured by depth camera was
destroyed by strong noisy. Additionally, the resolution of
depth map is very low. Thus, the recognition accuracy is
badly influenced by the quality of depth map. Secondly, some
information is neglected. Their ideas aimed at choosing the
most related spatial information or temporal information. Then
the recognition system recognized activities based on those
selected features. The process of choosing the most related
features neglected some important information.
Florence 3D actions dataset is different from KARD dataset.
The duration of each activity is much smaller than activities of
KARD dataset. Thus, the experimental results also prove that
our method is valid regardless of the duration of activities.
D. Experiments On Noisy Activity Dataset
The two public activity datasets above are very ideal. The
body of the target object in each frame image is visible.
Additionally, there are no obstructions and non-target objects.
During the process of activity, the target object is also always
faced with the camera. In order to further validate the perfor-
mance of our method, the experiments are also performed on
the new released Noisy Activity Dataset.
Each activity is performed under different conditions(no
noise/ideal, obstruction, obstruction and non-target objects).
All the samples which are ideal or only contain obstruction
are divided into train dataset and validation dataset evenly. All
the activities which contain both obstruction and non-target
objects are used as test dataset in our experiment. Furthermore,
we also test the performance of our method on two types of
training samples(activity gray images, activity color images)
respectively. The other methods are not based on incomplete
skeleton sequence, so we only test the performance of our
method. Tab. 4 and Tab. 5 show the detail accuracy of the
model trained on gray images and color images respectively.
As shown in Tab. 4, the performance of the model trained
on activity gray images is not satisfactory. Except for the same
factors above, there are some other new factors. Since there
are obstructions and non-target objects in our dataset, the body
of the target object may be not visible exactly. Especially, if
the active joints are not visible, it is more difficult to recognize
the type of the activity. Thus, those methods based on RGB-D
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THE ACCURACY OF MODEL TRAINED ON GRAY IMAGES
Our(gray images)
Bow 78%
Walking 92.5%
Playing tennis 53%
bending and picking up items 79%
taking shoulder bag 64%
walking while pushing chair 82.5%
bending and tying shoelace 81%
TABLE V
THE ACCURACY OF MODEL TRAINED ON COLOR IMAGES
Our(Color images)
Bow 100%
Walking 100%
Playing tennis 100%
bending and picking up items 100%
taking shoulder bag 100%
walking while pushing chair 100%
bending and tying shoelace 100%
or complete skeleton data are not applicable any more. It’s
not possible to find the most common postures of the same
activity. The reason can be seen that there are obstructions. As
for those RGB-D images based methods, it’s more difficult to
detect the target object.
As shown in Tab. 5, the model trained on activity color
images still achieves 100% accuracy. This is an encouraging
result. The experimental results show that our method is
robust to the complex realistic environment. In fact, it also
proves that keeping all the spatial-temporal information is
a wise choice. Although there are noises(obstructions, non-
target objects interference), the convolutional neural network
can still search all the available and relevant information for
recognition. This is why our method achieves 100% accuracy.
Thus, based on experimental results on the two public
datasets and the new released Noisy Activity Dataset, it can be
concluded:1)Only based on the RGB images, Our method still
has better performance than other methods which are based
on RGB-D or ideal skeleton data. 2)Our activity encoding
method based on the joints distance of two continuous frame
skeleton is valid for activity recognition. 3)Natural color image
converted from activity gray image can still utilize the texture
feature extracted from natural color images. It can improve
the performance of the model significantly.
E. Further Validation Of Texture Features Sharing
Activity color image is different from natural images. The
alexnet network is composed of five convolution layers. The
first layer could learn the basic texture features. When the layer
is deeper, the features learned by the layer are more abstract
and more relevant to the specific dataset. The experimental re-
sults above show that our model achieves perfect performance
when the model is trained on activity color images. However,
all the models above are trained from the first fully-connected
layer. The performance of the model trained from the other
layer is uncertain.
TABLE VI
THE EVALUATION RESULTS ON THREE DATASETS
KARD Florence 3D NAD
c1-fc3 (4, 3, 758) (1, 1, 98) (2, 2, 89)
c2-fc3 (4, 3, 623) (1, 1, 78) (2, 2, 81)
c3-fc3 (3, 3, 512) (1, 1, 66) (2, 2, 69)
c4-fc3 (3, 3, 489) (1, 1, 54) (2, 2, 59)
c5-fc3 (3, 3, 89) (1, 1, 43) (2, 2, 41)
fc1-fc3 (3, 3, 457) (1, 1, 55) (2, 2, 57)
Thus, experiments are further performed on three datasets.
Additionally, the conditions of experiments are set as fol-
low:(1)the model is trained from the first convolution layer(c1-
fc3). (2)the model is trained from the second convolution
layer(c2-f3). (3)the model is trained from the third convo-
lution layer(c3-fc3). (4)the model is trained from the fourth
convolution layer(c4-fc3). (5)the model is trained from the
fifth convolution layer(c5-fc3). (6)the model is trained from
the first fully connection layer(fc1-fc3). The evaluation metrics
are divided into two parts. If the accuracy of test dataset
achieves 100% when the model has trained for i epochs on
the training dataset, the first part of the evaluation metric is
i. If the accuracy of train dataset achieves 100% for the first
on the jth batch data of the kth epoch, the second part of the
evaluation metric is ( j, k). Thus, the complete result is denoted
as (i, k, j).
As shown in Tab.6, it’s better to train from the fifth convolu-
tion layer. Especially, it’s slower to get mature model when the
model is trained from the first four convolution layers or the
first fully connected layer. Thus, we can know that the activity
color image can utilize the basic texture information learned
from natural images. Additionally, compared with training
from the first fully connected layer, it’s better to train from
the fifth convolution layer. The features learned by the last
convolutional layer is more relevant to the specific dataset.
V. THE DISCUSSION OF OUR METHOD
The experimental results show that our method achieves
outstanding performance. Additionally, the proposed method
is robust to obstructions and non-target object interference.
Although we achieve impressive performance, there still exists
some condition which may limit the performance of our
method.
firstly, the proposed method is robust to non-target object
interference since the target object is labeled frame by frame.
Thus, at the beginning of activity, there should be no non-
target objects. Secondly, during the activity process, if the
target object disappears for a while due to obstructions, the
non-target objects may be labeled as the target object. Then
the activity may be classified incorrectly.
Although there are some limitations, the proposed method
still possesses practical value. Firstly, most scenarios still
satisfy the two conditions above. Secondly, our method is
based on RGB images. But other methods can still utilize
the key components of our method, including the Interframe
Matching algorithm and activity encoding method. It means
that our method can be merged into methods which aren’t
based on RGB images.
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VI. CONCLUSION
In this paper, we mainly focus on the large-scale pro-
motion of human activity recognition in elderly healthcare
applications. Since the healthcare scenarios are different from
industrial application scenarios in the context of Industry
4.0, the noises of the realistic environment should be taken
into consideration. Thus, we proposed an effective activity
recognition method which is robust to obstruction and non-
target object interference. Skeleton sequence is generated from
RGB images using a real-time pose estimation algorithm.
Then the proposed Interframe Matching Algorithm is used
to filter the non-target objects. Based on these small-scale
skeleton sequences, the novel data augmentation method is
applied to generate adequate training samples. At last, we
design a novel encoding method which is robust to incomplete
skeleton. The encoding method can convert skeleton sequence
to spatial-temporal images which are fed into a CNN model
for classification.
The proposed activity recognition method can be applied
to various elderly healthcare applications including long-term
and unobtrusive monitoring for elderly, remote medical, and
primary care. Without too much demands on equipments and
elderly, the robust activity recognition method is suitable for
large-scale promotion.
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