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Abstract 
According to WHO (World Health Organization) data, every 2 minutes a woman dies. In 
Indonesia alone, 40 - 45 women are diagnosed with cervical cancer every day. Of those 
diagnosed, around 20-25 die from cervical cancer. About 95% more cervical cancer is 
caused by infection with the HPV virus or the human papilloma virus and an estimated death 
rate reaches 270,000 deaths each year. Cervical cancer occupies the third rank type of 
cancer in the world after breast and lung cancer, because the symptoms are not very visible 
at an early stage, so it is referred to as "Silent Killer". Based on the data and cases above, the 
latest technology that is able to detect cervical cancer in order to speed up the detection 
process for someone to be quickly treated is an artificial intelligence application that serves 
to detect whether someone should run 4 cervical cancer testing techniques, namely 
Hinselmann, Schiller, Citology, and biopsy with K-nearest neighbors algorithm and Naive 
Bayes classifier is one of the latest technologies that can facilitate the work of a doctor and 
speed up the process of detecting someone whether to run 4 testing techniques or not. The 
correct amount of data classified by the K-Nearest Neighbors method is 558 data from 858 
data. The classification accuracy of the Naïve Bayes method is 84.7%. The correct amount 
of data classified by the Naïve Bayes method is 558 data from 858 data. The classification 
accuracy of the Naïve Bayes method is 84%. 
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1.0 INTRODUCTION 
Diagnosis of diseases using a computer has many advantages, so the results of computer 
processing can be used as a second opinion for doctors and low cost. In addition, the 
computer-based diagnosis can be a solution to improve the accuracy of diagnosis without 
going through medical procedures. Cervical cancer is one type of cancer that appears on a 
woman's cervix, the cervix itself serves as an entrance to the uterus from the vagina. The main 
cause of cervical cancer is the Human Papilloma virus (HPV).  
According to WHO (World Health Organization) data, every 2 minutes a woman dies. In 
Indonesia alone, 40 - 45 women are diagnosed with cervical cancer every day. Of those 
diagnosed, around 20-25 die from cervical cancer. About 95% more cervical cancer is caused 
by infection with the HPV virus or the human papilloma virus and an estimated death rate 
reaches 270,000 deaths each year. 
 
2.0 METHODOLOGY 
2.1. K-Nearest Neighbours(K-NN) 
K-Nearest Neighbors Algorithm (K-NN) is a method that uses a supervised algorithm. K-NN 
is included in the group based learning. This algorithm is also one of the lazy learning 
techniques. K-NN is done by finding the k group of objects in the training data closest to the 
object in the new data or testing data. In general, to define the distance between two objects 
x and y, the Euclidean distance formula is used. 
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Information : 
𝑑ist (x, y) = euclidean distance 
x𝑖 = training data 
yi = data testing 
n = amount of research data 
 
K-Nearest Neighbors algorithm sequence: 
1. Determine the parameter K (number of closest neighbors) 
2. Calculate the euclidean distance of each object against the given sample data.  
3. Sort the objects into groups that have the smallest euclid distance. 
4. Collecting the category Y (classification of earest neighbors).  
5. By using the majority category, it can be predicted the value of the instance query that 
has been calculated. 
 
2.2. Naïve Bayes Classifier 
Bayes classifier is one of the statistical classifiers, where this classifier can predict the 
probability of class membership of a tuple data that will enter into a particular class, according 
to probability calculations. Bayes classifiers are based on the Bayes theorem discovered by 
Thomas Bayes in the 18th century. In a comparative study of classification algorithms we have 
found a simple bayesian or commonly known as the Naïve Bayes classifier. Naïve Bayes 






X = Data with unknown classes 
H = Data hypothesis is a specific class 
P (H | X) = H hypothesis probability based on condition X (posteriori probability)  
P (H) = Hypothesis probability H (prior probability) 
P (X | H) = Probability of X based on conditions on the hypothesis H 
P (X) = Probability of X 
Naive Bayes algorithm sequence: 
1. Calculate P (Ci) for each class 
2. Calculate P (X | Ci) for each criterion and each class 
1. Look for the largest P (X | Ci) being the conclusion 
 
4.0 RESULANTS AND DISCUSSION 
The results and discussion of cervical cancer detection systems using the K-Nearest 
Neighbors (K-NN) Method and Naïve Bayes Classifier are 
1. The data obtained from UCI data have many missing values, therefore the data that have 
missing values use data replacement methods using mean, median, mode.  
2. The results of calculations using these 2 methods, the K-Nearest Neighbors (K-NN) accuracy 
is superior to the Naïve Bayes Classifier. You can see the accuracy value of the 2 methods 
below: 






Hinselmann 0.847176 (84,7%) 0.840531 (84%) 
Schiller 0.847176 (84,7%) 0.840531 (84%) 
Citology 0.847176 (84,7%) 0.840531 (84%) 




Based on the results of the study, that the K-Nearest Neighbors (KNN) and Naïve Bayes 
Classifier methods are applied equally for training and testing data, namely 35% Tesing, 65% 
Training with Random 40. Then the results of KNN with a distance of 5 with an accuracy rate of 
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84.7%, Naive Bayes of 4 targets with an accuracy rate of 84%. It can be concluded from these 
2 methods that the K-Nearest Neighbors is better than Naïve Bayes Calssifier. 
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