Microbial communities are ubiquitous and often influence macroscopic properties of the ecosystems they inhabit. However, deciphering the functional relationship between specific microbes and ecosystem properties is an ongoing challenge owing to the complexity of the communities. This challenge can be addressed, in part, by integrating the advances in DNA sequencing technology with computational approaches like machine learning. Although machine learning techniques have been applied to microbiome data, use of these techniques remains rare, and user-friendly platforms to implement such techniques are not widely available. We developed a tool that implements neural network and random forest models to perform regression and feature selection tasks on microbiome data. In this study permutations of the data set are at least equally accurate compared to predictions determined using the entire feature set. Our results suggest that integration of multiple methods can aid identification of a robust subset of taxa within complex communities that may drive specific functional outcomes of interest.
Microbial communities mediate essential functions in diverse ecosystems. While the While most existing machine learning software packages focus on binary classification 22 of microbial data sets [6] [7] [8] , random forest and neural network models can also be used 23 to identify the subset of microbial taxa whose relative abundances best predict a 24 continuous target variable [9, 10] . The combination of random forest and neural network 25 models can evaluate feature importance and reveal which microbial taxa are most 26 positively or negatively correlated with target variables. To provide helpful perspective 27 for microbial ecologists, we compare results from these machine learning techniques to 28 indicator species analysis, a commonly used tool in ecology that is typically used for 29 classification, though similar techniques have been adapted for regression problems [11] . 30 We also show how our tool can be applied to study the effect of experimental sample 31 size on model performance by evaluating prediction error over increasing subsets of 32 training data. In this study, we apply the proposed random forest and neural network important role in carbon cycling and can potentially be manipulated to increase the 37 abundance of DOC for transport and sequestration in deeper soil layers [12] [13] [14] [15] [16] . We use 38 DOC and bacterial community data from a study that examined the role of soil are compared to indicator analyses [18, 19] in which high and low DOC are used as 42 classification category labels. The ultimate goal of this study is to present a powerful 43 set of tools for prediction and feature selection tasks designed specifically for elucidating 44 the relationship between microbial communities and the ecosystems they inhabit. machine learning algorithms. In contrast to unsupervised machine learning algorithms, 48 these methods require a subset of the data called a training set to develop a 49 mathematical relationship between features and target variables. A feature represents a 50 model variable and the target is the variable the model predicts. For regression problems, 51 the target variable is a continuous scalar, and for classification problems, the target is a 52 discrete label. A sample is a single set of features paired with a target variable, which, 53 in the context of the present case study, represents a bacterial community profile paired 54 with DOC. To assess model performance, predicted target variables using features from 55 a held-out set of test data are compared to known target variables. In this study, 56 prediction performance is measured using Pearson's correlation coefficient, which 57 quantifies the linear correlation between predicted and true target variables, and for 58 which a value of one indicates a perfect positive linear correlation. In general, our 59 regression model assumes that targets and features are related to one another by
where x ∈ R M is a vector M features, y ∈ R is the corresponding true value of the 61 target variable, M(θ, x) is some mathematical operation (or model) from R M to R, 62 θ ∈ R N θ are model parameters, and ε is the prediction error.
63
We denote the set of M features with N samples as the N × M feature matrix 64 X ∈ R N ×M , which can be mapped to a vector of N target variables y ∈ R N according 65
where ε ∈ R N is the vector of prediction errors. While Eq. 2 describes the general 67 regression problem common to most machine learning algorithms, the actual form of 68 M(θ, X) varies according to the specific approach. We introduce a few of these 69 machine learning approaches as follows. 
Marginalizing the feature importance matrix over all nodes in the first hidden layer 113 produces a M -dimensional vector, which we will call the feature importance vector 114 f (θ, x), whose elements are
After training the model, we determine the sensitivity of the model to each feature, 116
denoted as the M -dimensional vector s ∈ R M , by calculating the average value of the 117 feature importance vector over the set of training data with K samples
To gain confidence in the importance assigned to features, feature importance is 119 determined using a bootstrap method, which randomly samples 80% of the training features [2, 24] . An internal node is a point at which the value of a feature determines a 126 split in the set of possible target variables, and the nodes that follow an internal node 127 are called leaf nodes [2] . The random forest method constructs a set of decision trees included in the decision trees [24] . To gain confidence in the rank assigned to features, 150 feature ranking is determined using a bootstrap method that randomly samples 80% of 151 the training data set over a default of 50 iterations. The highest average feature ranking 152 values determined over all iterations represent the most confident ranked features.
153
Indicator species analysis for feature selection
154
Indicator species analysis [18, 19] for a particular taxon in association with either high or low DOC samples [18] .
160
Specificity measures how much a taxon associates with a single label (e.g., high or low 161 DOC), and fidelity measures how frequently a taxon associates with that label.
162
Specificity would be maximized if a taxon were only present in sites with a particular 163 label, and fidelity would be maximized if a taxon were present at all sites associated 164 with a particular label. A confidence score is assigned to each feature using a boot-strap 165 algorithm that compares the correlation value for each feature determined using correct 166 labels with correlations determined using randomly assigned labels. If the correlation 167 statistic between features and site labels determined using random labels is not 168 consistently lower than the correlation statistic using correct labels, then the confidence 169 score for that feature-site correlation is low. Only taxa with at least a 95% confidence 170
(features with correlation values greater than 95% of correlations determined with 171 random labels) are considered in this study. Indicator taxa analysis was implemented in 172
Python 3.7 with the methods described in Dufrene and Legendre, 1997 [18] . taxon by taking the average number of reads over the entire set of samples. Fig 3B   248 shows the distribution of prevalence of bacterial species of the consensus set of selected 249
features, where prevalence was calculated as the frequency in which taxa were present in 250 each sample. The distribution of prevalence of selected taxa shows that prevalence was 251 not a crucial factor in selecting features for prediction of DOC. random forest model using the full feature set (Fig 4A,C) and the reduced feature set 259 (Fig 4B,D) . While the neural network model performed better using the reduced set of 260 86 features (two tailed t-test, P = .047), the distribution of prediction errors using the 261 random forest model with the reduced feature set was not significantly different (two tailed t-test, P = .98). The neural network model produced greater prediction accuracy 263 using the reduced feature set on 70% of test samples, and the random forest model Distribution of Pearson's correlation coefficients on test data performance using the random forest model with the reduced feature set. Mean R value = .700, standard deviation = .095. For these permutations, feature reduction improved neural network prediction performance (two tailed t-test, P = 0.047), and random forest outperformed neural network with the full feature set (two tailed t-test, P < 0.001) and with the reduced feature set (two tailed t-test, P = 0.11).
To 
Discussion

279
While random forest outperformed the neural network for prediction tasks in this study, 280 both methods can be used to predict DOC entirely from microbial community profiles 281
and to provide measures of feature importance. The random forest method is relatively 282 easy to implement, and performs well with little adjustment to model hyper-parameters. 283
Sensitivity analyses with the data set in this study (Fig 5) shows that the random forest 284 model is less sensitive to sample size of the training data set, which makes random Machine learning approaches for analyzing microbiome data have proven successful 295 in applications such as forensics, medicine, and agroecology [26] [27] [28] . Recently, machine 296 learning algorithms such as random forest and K-means clustering have successfully 297 determined the postmortem interval (PMI) using postmortem skin microbiome [26] . In 298 medicine, machine learning models such as random forest have been used for 299 identification of gut microbiomes associated with irritable bowel syndrome in pediatric 300
patients [27] . In another study focusing on soil microbiomes, a random forest model was 301 applied to predict crop yields from soil microbiome composition [28] . With increasing 302 access to machine learning software and high-dimensional microbiome data, machine 303 learning is emerging as a powerful tool for understanding how microbial communities 304 affect their environment.
305
Although there are several examples of platforms that facilitate use of machine 306 learning techniques with microbial community data, our platform provides several 307 unique options that make it more accessible and useful for microbial ecologists.
308 QIIME [29] includes the "sample classifier" plugin [9] , which provides access to a host 309
of Scikit-learn [21] implemented machine learning classification and regression 310 models for use with microbiome data. Although the sample classifier QIIME plugin and feature selection is not determined using different permutations of the training data. analyzed on a trained random forest model (Fig 6B) , the model predicted a similar Machine learning methods presented in this paper are intended to be easily applied 376
to any data set that relates microbial communities to a scalar variable. To make this few lines of code. Tutorials for installing dependencies and using our machine learning 382 tool can also be found on the GitHub repository. In this study, we applied machine The funders had no role in study design, data collection and analysis, decision to 409 publish, or preparation of the manuscript.
