Abstract. We construct several new constant mean curvature immersions into R 3 via the Dorfmeister-Pedit-Wu method: (i) a family of singly-punctured genus g surfaces for any g ≥ 1, (ii) a family of doubly-punctured tori, (iii) a family of doubly-periodic surfaces with Delaunay ends.
Introduction
An important problem in the field of (nonminimal) constant mean curvature (CMC) surfaces in R 3 is to construct examples of positive genus. For example, all compact CMC tori have been constructed and classified by Wente, Abresch, Walter, Pinkall, Sterling and Bobenko [Wen] [Abr] [Wal] [PinS] [B1] [B2] [B3] , and compact and noncompact complete examples of any genus at least two have been found by Kapouleas [Kap1] [Kap2] [Kap3] . However, many of these examples are only known to exist near the boundaries of the moduli spaces of surfaces that they lie in. Also, there are interesting numerical examples of positive genus made by Große-Brauckmann and Polthier [GP] , not yet rigorously proven to exist, with properties different from any known examples. All this suggests there is still much waiting to be discovered about CMC immersions of positive genus.
The Dorfmeister-Pedit-Wu (DPW) method [DPW] is a method for constructing CMC surfaces, based on techniques from loop groups and the theory of integrable systems. It has been used to find new non-simply-connected CMC surfaces by Dorfmeister, Haak, Wu, and the authors [DH2] [DW] [S2] [KKRS] [KSS] [Kob] (such examples are also made by Sterling, Wente, Große-Brauckmann, Kusner, Sullivan and Ratzkin [SW] [GKS] [KMP] [R] using other techniques). However, up to now the DPW method has never been used to construct new CMC surfaces with positive genus. (The DPW method has been used to construct compact CMC tori, but, as noted above, such surfaces were already classified.)
The purpose of this paper is to find previously unknown CMC curvature surfaces with positive genus, via the DPW method. In the first section we describe the DPW method. In the second section, we prepare some lemmas that are used in the third and fourth sections to make CMC surfaces with positive genus. In the third section we prove existence of CMC surfaces of any positive genus and a single end. (Like the genus 0 (Mr. Bubble) Smyth surfaces, these higher genus examples have only a single end and the order of the Hopf differential at the end equals that of the Smyth surfaces.) In the fourth section we prove existence of genus 1 CMC surfaces with two ends. In the fifth section we present doubly-periodic CMC surfaces with infinitely many ends that are asymptotic to Delaunay ends. Although the surfaces in the fifth section are immersions of genus zero domains with infinitely many punctures, they have natural quotient surfaces with positive genus.
The DPW method
Let us begin by introducing the DPW construction for a conformal CMC immersion from a simply-connected Riemann surface Σ into R 3 .
1.1. Loop groups and Iwasawa splitting. First we briefly define the needed loop groups and describe the Iwasawa decomposition: For each real r ∈ (0, 1], let S r = {λ ∈ C : |λ| = r} and denote the analytic maps of S r into SL 2 (C) by Λ r SL 2 (C) = O(S r , SL 2 (C)). (1.1)
The Lie algebras of these groups are Λ r sl 2 (C) = O(S r , sl 2 (C)). Let B = B ∈ SL 2 (C) : B 0 1 0 0 B −1 = ρ 0 1 0 0 , ρ > 0 .
We will use the following subgroups of Λ r SL 2 (C): Let I r = {λ ∈ C : |λ| < r} and denote by O(I r , SL 2 (C)) the analytic maps B : I r → SL 2 (C). Define
Define A r = {λ ∈ C : r < |λ| < 1/r}. For every F : A r → SL 2 (C) there is a map
(with respect to the natural smooth manifold structure, as in [Mil] and Chapter 3 of [PreS] ). The unique splitting of an element Φ ∈ Λ r SL 2 (C)
with F ∈ Λ ¡ r SL 2 (C) and B ∈ Λ + r SL 2 (C), will be called Iwasawa (or r-Iwasawa) decomposition. Since B ∩ SU 2 = {I}, also Λ ¡ r SL 2 (C) ∩ Λ + r SL 2 (C) = {I}. The normalization B(0) ∈ B is a choice to ensure uniqueness of the Iwasawa factorization.
1.2. The DPW construction. Let Σ be a simply-connected Riemann surface with local coordinate z, and let Ω 1 (Σ, X) denote smooth 1-forms on Σ with values in a space X. Define
and denote the holomorphic 1-forms on Σ with values in Λ
r sl 2 (C)). The DPW method can produce any simply-connected conformal nonminimal CMC H immersion f into R 3 (Section 4 of [DPW]), via the following these three steps: (i) Solve the initial value problem to obtain a unique map Φ : Σ → Λ r SL 2 (C):
where ξ ∈ Λ r Ω(Σ), z 0 ∈ Σ and Φ 0 ∈ Λ r SL 2 (C) is the initial condition of Φ at z 0 .
(ii) Iwasawa decompose Φ = F · B pointwise on Σ to obtain a unique
where O(λ j ) represents terms bounded in absolute value by constant multiples of |λ| j . The metric of the resulting CMC immersion is a nowhere vanishing (nonconstant) multiple of |a| 2 . The Hopf differential of the immersion is a constant multiple of the quadratic differential ab. To avoid branch points in examples we choose a ∈ Ω 1 (Σ, C \ {0}). The umbilics of the immersion are then the roots of b ∈ Ω 1 (Σ, C).
Remark 1.2. We will use both the cases r = 1 (Sections 3, 4) and r < 1 (Section 5).
when Φ is replaced by Φ · g. Thus, when the potential ξ and initial condition Φ 0 are replaced by ξ.g and Φ 0 · g(z 0 ), the same r-unitary frame is induced, and hence the same CMC immersion is produced.
be the Iwasawa decomposition of hF ∈ Λ r SL 2 (C) with h# r F ∈ Λ ¡ r SL 2 (C). We say h# r F was obtained by r-dressing F by h. Note that dressing F to h# r F is the same as changing the initial condition Φ 0 to h · Φ 0 in the DPW construction.
1.5. Non-simply-connected CMC surfaces. We now allow Σ that are not simply connected. Let Σ be an open connected Riemann surface with universal cover Σ, and let ∆ denote the group of deck transformations. As we wish to study CMC surfaces defined from Σ to R 3 , and since [DH2] showed that any CMC immersion of an open Riemann surface can be generated with a holomorphic potential defined on Σ, we may assume that ξ ∈ Λ r Ω(Σ) is defined on Σ. Thus γ
is a z-independent map from ∆ to Λ r SL 2 (C) called the monodromy representation (or monodromy group) of the solution Φ. Changing the choice of solution Φ results in a conjugation of the monodromy representation, i.e. M γ (hΦ) = hM γ (Φ)h −1 for any z-independent h ∈ Λ r SL 2 (C). If Φ = F B is the pointwise Iwasawa decomposition of Φ : Σ → Λ r SL 2 (C), we can likewise consider the monodromy group H γ (F ) = (γ * F ) F −1 of F . However, we now have no guarantee that H γ (F ) is z-independent. To understand the periodicity of the Sym-Bobenko formula (1.6) with respect to ∆, we wish to force H γ (F ) to be z-independent. We will do this by choosing the potential ξ so that there exists a solution Φ with M γ (Φ) ∈ Λ ¡ r SL 2 (C) for all γ ∈ ∆, thus ensuring that H γ (F ) = M γ (Φ) and so H γ (F ) is z-independent. Then, once H γ (F ) is z-independent, there are well known closing conditions for the CMC immersions, first formulated in [DH1] : Theorem 1.1. Let Σ be a Riemann surface with local coordinate z and universal cover Σ, and let F : A r → Λ ¡ r SL 2 (C) be an r-unitary frame on Σ with z-independent
The closing conditions in Theorem 1.1 are invariant under conjugation.
Preliminary lemmas
Here we prepare several technical lemmas. Lemma 2.1 gives conditions on the predressed monodromy which ensure that after unitarization, the dressed monodromy satisfies the closing conditions at λ = 1.
Lemma 2.1. Let the variable x represent the real numbers in R, and let J ⊂ R be an open interval containing x 0 ∈ R, and let
be analytic maps such that tr M = tr U. If
where represents the derivative with respect to x, then U(x 0 ) = ± I and U (x 0 ) = 0.
tr U. We differentiate the Cayley-Hamilton equations M 2 − 2τ M = U 2 − 2τ U = − I twice and evaluate at x 0 to get
is also nilpotent. Since U ∈ SU 2 , we have U ∈ su 2 , and so nilpotency implies U (x 0 ) = 0.
Lemma 2.2 computes the derivatives of a solution to a linear ODE with respect to a parameter. From this the series expansion of the trace of the monodromy with respect to the parameter can be computed, and hence the trace can be estimated in a small interval, as we will see in Lemma 2.4. See [DH2] for a related theorem.
Lemma 2.2. Let Σ be a Riemann surface with coordinate z. Let A(z, x) : Σ × R → gl 2 (C) and B(x) : R → gl 2 (C) be analytic matrix-valued maps, and let X(z, x) : Σ × R → gl 2 (C) be the solution to the initial value problem
, for integers k ≥ 0, be the solutions to the sequence of initial value problems
where
Proof. Differentiate (2.1) repeatedly with respect to x.
Using Lemma 2.2, we now prove Lemma 2.3, which will be used in the later examples (Theorems 3.1 and 4.1) to show that the closing conditions in Theorem 1.1 hold under certain conditions. Lemma 2.3. Let Σ be a Riemann surface with coordinate z, and let γ : [0, 1] → Σ be a smooth curve. Let
Let X(z, t) be the solution to the initial value problem
and let M(t) be the value of X at z = γ(1) determined by solving Equation (2.4) along γ. Suppose that
Proof. Noting that
along γ, we have X(γ(1), 0) = I, and soM (1) = I. Then with z 0 = γ(0), x = λ, x 0 = λ 0 = 1, B(x) = I, A as in (2.3) and z fixed to γ(1) in (2.2), it follows that A 1 (z) is identically zero, and Lemma 2.2 implies that (dM /dλ)(1) = 0.
The next lemma will be used in the proofs of Theorems 3.1 and 4.1 to show that certain monodromy groups can be unitarized by a conjugation, which is needed to make Theorem 1.1 applicable in those proofs.
Lemma 2.4. Take the same notations and conditions as in Lemma 2.3, with A(z, t) replaced by A(z, ct) for some constant c ∈ R \ {0}. Suppose that τ (ct) = 1 2 tr M(ct) is real for all t ∈ [−4, 0] and that
where, withf = γ * f andg = γ * g, the I j are defined by
Then there exists a c 0 > 0 such that for all c satisfying |c| ∈ (0, c 0 ),
Proof. Let X be the solution of Equation (2.4) with f (z) replaced by c · f (z), and write
) .
Note that theX ij are independent of c. Considering the first two derivatives of
twice with respect to ct and evaluating at t = 0 and z = γ(1) yields
Note that the first of these two equations impliesX 11 = −X 22 , which is used in the second of these two equations. Equation (2.6) implies thatX 12X21 +X 2 22 < 0, and so the second derivative with respect to ct of τ is negative, and τ attains a maximum of 1 at t = 0. Thus there exists a k 0 > 0 such that |ct| ∈ (0, k 0 ] implies |τ (ct)| ∈ [0, 1). Let c 0 = k 0 /4. Then for all c such that |c| ∈ (0, c 0 ) and for all t ∈ [−4, 0], we have |τ (ct)| ∈ [0, 1) and the lemma follows.
Once again applying Lemma 2.2, similarly to the proofs of Lemmas 2.3 and 2.4, we have the following corollary:
Corollary 2.5. With notations and conditions as in Lemmas 2.3 and 2.4, we have
3. CMC immersions of a singly-punctured genus g Riemann surface into R
3
Here we construct a family of CMC immersions of a singly-punctured genus g Riemann surface into R 3 with umbilics, for any positive g. The closing problem is solved by imposing symmetries so that the monodromy group can be shown to be unitarizable.
Theorem 3.1. Let n ≥ 2 be an even integer. Let Σ be the singly-punctured hyperelliptic genus n/2 Riemann surface defined by
Then for c sufficiently close to zero, ξ induces a conformal CMC immersion Σ → R 3 with order 2n dihedral symmetry. Proof. Choose the basepoint to be (z 0 , w 0 ) = (0, 0) ∈ Σ and let Φ be the solution to the initial value problem dΦ = Φξ , Φ(z 0 , w 0 ) = I , (3.1) defined on the universal cover Σ of Σ. In this proof we must show that there exists a 1-dressing of Φ that has a unitary monodromy group, i.e. there exists an h ∈ Λ + r SL 2 (C) so that the unitary part F ∈ Λ ¡ r SL 2 (C) of h · Φ has the same monodromy as h · Φ itself. Then we must also show that F satisfies the closing conditions in Theorem 1.1.
With α = exp(πi/n), for k ∈ {0, . . . , n − 1} let γ k : [0, 1] → Σ be the curve from (0, 0) to (α 2k , 0) and back to (0, 0) along the straight line in the z-plane from 0 to α 2k , defined by
be the monodromy of Φ along γ k . Then M 0 , . . . , M n−1 generate the monodromy group of Φ on the Riemann surface Σ, since Σ has only one puncture at (z, w) = (∞, ∞), and the monodromy about the puncture is N = 
Hence for the monodromy around the puncture we also have N(1) = I, d dλ N(1) = 0. It remains to show that there exists an r-dressing with r = 1 that unitarizes the monodromy group. For this, we compute the monodromy group's symmetries. We define the following maps on Σ:
Using the fact that (z 0 , w 0 ) is a fixed point of σ, ρ, θ and Φ(z 0 , w 0 ) = I, we have
Here terms like σ * ξ and ρ
(3.5)
Note that the third of these symmetries also follows from the facts that λ −1 (λ−1) 2 ∈ R for all λ ∈ S 1 and γ 0 (s) ∈ R 2 for all s ∈ [0, 1]. Writing
the third symmetry in (3.5) implies that the M ij are all real, and the second symmetry in (3.5) implies that M 11 = M 22 , for all λ ∈ S 1 . In particular, tr(M 0 ) is real for all λ ∈ S 1 . Using the replacements in (3.2), the I j in Equation (2.6) are then
Using the formula, valid for Re n > 0, Re r > 0 and Re s > 0,
where Γ( ) =
Hence by Lemma 2.4, with τ (λ, c) = 1 2 tr(M 0 (λ)), there exists a c 0 > 0 such that for all c satisfying |c| ∈ (0, c 0 ), |τ (λ, c)| < 1 for all λ ∈ S 1 \ {1} , (3.6) and τ (1, c) = 1. Then τ = M 11 = M 22 ∈ R has modulus at most 1 for all λ ∈ S 1 . Hence −M 12 M 21 = 1 − M 2 11 ≥ 0 on S 1 , so
Furthermore, v is finite and strictly positive on S 1 \ {1}, by (3.6). Let us now consider the behavior of v at λ = 1. By (3.3), we know that
Applying Corollary 2.5, we have
Since I 1 = 0 and I 0 I 2 + I 2 1 < 0, we conclude that I 0 and I 2 are both nonzero, so M 12 and M 21 both have zeroes of order exactly two at λ = 1. Hence v is nonzero and finite at λ = 1. Thus v is a strictly positive finite function on all of S 1 , and therefore 4 √ v can be globally and smoothly defined on S 1 . Then by the first symmetry of (3.5),
simultaneously unitarizes M 0 , . . . , M n−1 on S 1 , i.e. hM j h −1 ∈ SU 2 for all λ ∈ S 1 . Therefore the monodromy group of hΦ is unitarized on all of S 1 , i.e. the monodromy group is in Λ ¡ r SL 2 (C) with r = 1. By Equation (3.3) and Lemma 2.1, the monodromy group hM j h −1 after this dressing still satisfies the closing conditions in Theorem 1.1 at λ = 1. Hence the CMC immersion resulting from the 1-Iwasawa splitting of hΦ is well-defined on Σ.
Since the coefficient cw −1 dz of the λ −1 term of the upper-right entry of the potential ξ has no zeros or poles on the singly-punctured Riemann surface Σ, by Remark 1.1 the resulting CMC immersion is unbranched.
We now consider the symmetries of the CMC immersion resulting from hΦ. Since (z 0 , w 0 ) is fixed by the map σ and h is independent of (z, w) and [h, g σ ] = 0 and also
where σ k is the composition of σ with itself k times.
Let hΦ = F B be the r-Iwasawa decomposition of h 1 Φ. Since g
The transformation
in the Sym-Bobenko formula (1.6) creates a rotation of angle kπ/n about an axis independent of k. Hence the CMC immersion has an order 2n rotational symmetry.
To show dihedral symmetry, we now need only show that the CMC immersion has at least one reflective symmetry across a plane parallel to the common axis of the rotational symmetries. We will show that the map θ(z, w) = (z,w) is such a reflective symmetry, by showing that
Because ξ| λ = ξ| λ −1 , we have Φ(z, w, λ) = Φ(z, w, λ −1 ). So Φ(z,w,λ) = Φ(z,w,λ −1 ) = θ * Φ(λ −1 ) = Φ(z, w, λ). This further implies that Φ(γ 0 (s),λ) = Φ(γ 0 (s), λ) and so M(λ) = M(λ), and in turn h(λ) = h(λ), since θ * γ 0 (s) = γ 0 (s). Thus h(λ)Φ(z,w,λ) = h(λ)Φ(z, w, λ) and so F (z,w,λ) · B(z,w,λ) = F (z, w, λ) · B(z, w, λ) .
Since F (z,w,λ) and F (z, w, λ) are both in Λ ¡ r SL 2 (C), and B(z,w,λ) and B(z, w, λ) are both in Λ + r SL 2 (C), uniqueness of the Iwasawa decomposition implies that F (z,w,λ) = F (z, w, λ) .
It then follows that the immersion f as in (1.6) satisfies θ * f = −f .
Remark 3.1. Note that the end of any surface in Theorem 3.1 is not asymptotically Delaunay, because the order of the Hopf differential there is strictly less than −2. This is also implied by [KKS] , since Delaunay ends have non-zero weight, but the balancing formula implies that the single end of any surface in Theorem 3.1 must have zero weight.
CMC immersions of a doubly-punctured torus into R 3
In this section, we construct immersions of a doubly-punctured genus 1 Riemann surface into R 3 with umbilics.
Theorem 4.1. Let T = {[z] ∈ C/Γ | z ∈ C} be the square torus, where Γ is the 2-dimensional lattice generated by 2ω 1 ∈ R + and 2ω 2 = 2iω 1 . Let ω 3 = ω 1 + ω 2 . On the twice-punctured torus
where ℘ is the Weierstrass ℘-function with respect to T satisfying (℘ ) 2 = 4℘(℘ 2 − 1) and denotes the derivative with respect to z. Then for c sufficiently close to zero, ξ induces a conformal CMC immersion Σ → R 3 with order 4 dihedral symmetry.
Remark 4.1. Note that ℘ = 120℘ 3 − 72℘. Then, since ℘(−z) = ℘(z) and ℘(iz) = −℘(z), it follows that also ℘ (−z) = ℘ (z) and ℘ (iz) = −℘ (z). These properties will be used in the following proof. One other particular property that we will need is, defining
2 dz > 0 along the real axis from 0 to 2ω 1 is positive. This integral is real because of the relations (I(ω 1 ±z)) 2 = (I(z)) 2 , and then one can check that it is positive for any choice of ω 1 > 0.
Proof. Choose the basepoint to be z 0 = 0 ∈ C, and let Φ be the solution to the initial value problem dΦ = Φξ, Φ(z 0 ) = I, defined on the universal cover Σ of Σ. Let γ k = γ k (s) ∈ C be the straight-line curve from 0 to 2ω k (k ∈ {1, 2}) defined by γ k (s) = 2sω k for s ∈ [0, 1]. Let δ 1 = δ 1 (s) ∈ C for s ∈ [0, 1] be a curve from z 0 = 0 around ω 3 /2 in the counterclockwise direction and back to z 0 lying in a small neighborhood of the straight line from z 0 to ω 3 /2, and let δ 2 = δ 2 (s) = −δ 1 (s) be the curve from z 0 around −ω 3 /2 in the counterclockwise direction and back to z 0 that is the reflection of δ 1 through the point z 0 . Let M k = M k (λ) be the respective global monodromies of Φ over the torus along γ k , and let A k = A k (λ) be the monodromies of Φ about the two punctures of Σ along δ k (k ∈ {1, 2}). Then M 1 , M 2 , A 1 , A 2 generate the monodromy group of Φ on the Riemann surface Σ.
This proof follows the same strategy as the proof of Theorem 3.1. First, we note that all the generating elements M 1 , M 2 , A 1 , A 2 of the monodromy group of Φ satisfy the closing conditions in Theorem 1.1. This follows from Lemma 2.3, since the lowerleft entry in ξ is the derivative with respect to z of a function that is well-defined on Σ and hence Equation (2.5) will be satisfied. Secondly, we must show that there exists an r-dressing with r = 1 of Φ that has a unitary monodromy group, i.e. there exists an h ∈ Λ + r SL 2 (C) so that the unitary part F ∈ Λ ¡ r SL 2 (C) of h · Φ has the same monodromy group as h · Φ itself. Thirdly, it follows from Lemma 2.1 that the monodromy group of the unitary part of the dressed hΦ still satisfies the closing conditions in Theorem 1.1. Hence, by Theorem 1.1, the resulting CMC immersion is well-defined on Σ. Finally, since the coefficient cdz of the λ −1 term of the upper-right entry of the potential ξ has no zeros or poles on the twice-punctured Riemann surface Σ, by Remark 1.1 the resulting CMC immersion is unbranched.
It remains only to show the second step, that there exists an r-dressing with r = 1 of Φ with unitary monodromy group. To accomplish this, we first compute the symmetries of the monodromy group. We define the following transformations of Σ:
Hence
for some z-independent V σ , V ρ and V θ . Since z 0 = 0 is a fixed point of the two maps
(we interpret these compositions as being applied in order from rightmost first to leftmost last), and since Φ(z 0 ) = I, we have
It follows that M −1
The first and third equations in (4.1) imply that also M −1
Because the potential is real-valued along the curve γ 1 when λ ∈ S 1 , we conclude that M 1 is a real-valued matrix for all λ ∈ S 1 . This fact, combined with the first equation in (4.1), implies that M 1 has the form
, where
Furthermore, the fourth equation in (4.1) implies
From this it is clear that the half-traces
are real for all λ ∈ S 1 . We will now show that M 1 and A 1 are simultaneously unitarizable for small |c|. Toward this goal, we first apply Lemma 2.4 to show that for small |c| we have |τ 1 (λ)| < 1 for all λ ∈ S 1 \ {1}: We take Σ and ξ as in Theorem 4.1 and take f (z) = 1 and g(z) = ℘ (z + ω 3 /2) + ℘ (z − ω 3 /2) and the curve γ = γ 1 . Then, in Lemma 2.4, we have I 0 = 2ω 1 > 0 and I 1 = 0. To compute I 2 , we use integration by parts to see that
where I(z) is as defined in Remark 4.1. Then by Remark 4.1, we have I 2 < 0. Thus the conditions of Lemma 2.4 hold and we conclude that for all c ∈ R sufficiently close to 0, we have
From (4.3) and the fact that
Thus we can define a function
that is finite and nonzero on S 1 \ {1}. Furthermore, by (4.4) and the fact that b 1 ∈ R on S 1 , we conclude that 0 < v < ∞ (4.5) for all λ ∈ S 1 \ {1}. Similar to the arguments in proving Theorem 3.1, Corollary 2.5 implies that b 1 and c 1 both have zeroes of order exactly two, hence v is nonzero and finite at λ = 1 as well. It follows that In (4.6), either both b 2 and c 2 are identically zero, or neither of them are identically zero. If b 2 and c 2 are identically zero, then A 1 is diagonal and A 1 ∈ SU 2 for all λ ∈ S 1 . Hence we have succeeded in simultaneously unitarizing both M 1 and A 1 on S 1 by conjugating by h. We may then proceed to the final paragraph of this proof, which gives the concluding argument for proving Theorem 4.1. Therefore, without loss of generality, let us assume that neither b 2 nor c 2 is identically zero.
Under the assumption that b 2 and c 2 are not identically zero, by (4.6) we also have
Furthermore, (4.2) and (4.5) then imply that b 2 = r 1 (1 + i) and c 2 = r 2 (1 − i) with r 1 , r 2 ∈ R and r −1 1 r 2 ≤ 0, on S 1 . These facts together show that also the conjugate
r SL 2 (C) for r = 1. Thus we have simultaneously unitarized M 1 and A 1 on S 1 . Since g ∈ SU 2 and commutes with h, conjugation by h also unitarizes M 2 and A 2 , so the full monodromy group is unitarized on S 1 . Finally, analogous to the arguments at the end of the proof of Theorem 3.1, the order 4 dihedral symmetry of the resulting CMC immersions can be shown. This completes the proof.
5. Doubly-periodic CMC surfaces in R 3 with ends that are asymptotically Delaunay
In this section, we construct three families of doubly-periodic CMC surfaces with ends that are asymptotic to Delaunay nodoids. (Although the theorem given here will be mathematically rigorous, we will also state some properties of these surfaces that we have witnessed only numerically.) The construction is similar to the construction of symmetric n-noids [S1] , and the double periodicity here is accomplished by relaxing the closing conditions that were required for making symmetric n-noids.
Theorem 5.1. Let n ∈ Z with n ≥ 3, and let Σ = (C \ P) ∪ {∞} with P = {z ∈ C | z n = 1}. Let
Let z 0 = 0 ∈ Σ and let Φ be the solution of dΦ = Φξ, Φ(z 0 ) = I defined on the universal cover of Σ. Then there exists a dressing of Φ with monodromy group (on the Riemann surface Σ) in Λ ¡ r SL 2 (C) for any r sufficiently close to 1. Proof. Let α = exp(πi/n), and define the closed polygonal loop γ 0 : [0, 1] → Σ as follows:
Then define the loops γ j (t) = α 2j γ 0 (t) , j = 1, 2, ..., n − 1 .
Let M j be the monodromy of Φ along γ j . Then M 0 , M 1 , ..., M n−1 generate the monodromy group of Φ on the Riemann surface Σ. Under the transformation ρ : z → α 2 z of Σ, we have ρ * ξ = ξ.g, where
Because ρ(z 0 ) = z 0 and Φ(z 0 ) = I, we have M j = g −j M 0 g j . Changing variables toz = 1/z and gauging bỹ
whereP (z, λ) is well-defined and holomorphic with respect toz and is nonsingular atz = 0. Furthermore,P (z, λ) is defined for all λ ∈ S 1 . (This follows from a well-known result in the theory of ordinary differential equations. See [S2] [DW] [KKRS] for explanations of this.) It follows that the monodromy of Φ along the loop γ n−1 ...γ 1 γ 0 (here again composition of these loops is from rightmost first to leftmost
Hence the eigenvalues of M 0 g −1 are constant and are n'th roots of −1. Since
where is the derivative with respect to z, we have that M 0 is upper-triangular at λ = 1 and the upper-left (resp. lower-right) entry of its diagonal is α −2 (resp. α 2 ). So the eigenvalues of M 0 g −1 are the same as the eigenvalues of g −1 :
(eigenvalues of g
Now we determine the eigenvalues of M 0 for general λ: Gauging ξ bŷ 
whereP (z, λ) is holomorphic and well-defined at z = 1. Furthermore,P (z, λ) is defined for any λ ∈ S 1 at which the difference of the eigenvalues of A is not an integer. HenceP (z, λ) is defined on S 1 minus a finite set of points. Hence one solution of dΦ =Φξ isΦ =Φ·ĝ −1 . Therefore any solution of dΦ =Φξ has monodromy along γ 0 that is conjugate to − exp(2πiA). In particular, the eigenvalues of M 0 are − exp(±iπ 1 + 4λ −1 v(λ)), and so
We now show that M 0 and g can be simultaneously unitarized at every point in S 1 whereP (z, λ) is defined: We define the half-traces
−1 = I, the Goldman condition [Gld] [Bis] for simultaneous unitarizability of M 0 and g −1 and (n−2) 2 , 0], as in Equation (5.2). It follows that the full monodromy group can be unitarized at all but a finite number of points in S 1 . Note that if M 0 and g −1 commute for all λ ∈ S 1 , then M 0 must be diagonal, and hence M 0 ∈ Λ ¡ r SL 2 (C). In this case, Lemma 5.1 is then clearly true, so without loss of generality we may assume that [M 0 , g −1 ] = 0. Thus we can apply the gluing theorem [S2] or a result in [DW] (see also [KKRS] ) to conclude there exists a dressing hΦ of Φ, with h ∈ Λ + r SL 2 (C), such that the full monodromy group of hΦ lies in Λ ¡ r SL 2 (C) for any r ∈ (0, 1) sufficiently close to 1. Now let n, P, Σ, ξ and w be as in Theorem 5.1. Let D = {z ∈ C | |z| ≤ 1} be the closed unit disk in C. Let h = h(λ) ∈ Λ r SL 2 (C) be a dressing of Φ given by Theorem 5.1, thus the solution hΦ has monodromy group on Σ contained in Λ ¡ r SL 2 (C) for any r sufficiently close to 1. Let f : D \ P → R 3 (5.5) be the CMC immersion produced by inserting the r-unitary part of hΦ into the SymBobenko formula (1.6). Then, up to a rigid motion and homothety of R 3 , we find numerically that f has the following properties (see Figure 2) : (i) the image of f has order n dihedral symmetry, (ii) the boundary of the image of f consists of n complete planar geodesics that are congruent to each other, each lieing in a different plane (x 1 , x 2 , x 3 ) ∈ R 3 cos 2πj n x 1 + sin 2πj n x 2 = 1 for j = 0, 1, ..., n − 1, (iii) f has n ends at the punctures in P, and the image of each end is asymptotic to a (π(n − 2)/n)-angle arc of a Delaunay nodoid, (iv) the axes of the asymptotically Delaunay ends are all vertical (i.e. parallel to the line {(0, 0, x 3 ) ∈ R 3 }) and the third coordinate x 3 of f satisfies lim z∈D,z→p x 3 = +∞ for all p ∈ P. (v) If n ∈ {3, 4, 6}, the complete surface built by reflection across boundary planar geodesics is doubly periodic; in particular, it is invariant with respect to two independent translations of R 3 parallel to the plane {(x 1 , x 2 , 0) ∈ R 3 }.
Remark 5.1. We saw in the proof of Theorem 5.1 that M 0 | λ=1 = I, hence the monodromy group of hΦ (generated by hM j h −1 ∈ Λ ¡ r SL 2 (C) for j = 0, 1, ..., n−1) does not satisfy the closing conditions in Theorem 1.1. This relaxing of the closing conditions is what allows the extended surface to be doubly-periodic for n = 3, 4, 6.
Remark 5.2. In the cases n = 3, 4, 6, the image f (D \ P) can be repeatedly reflected to produce a doubly-periodic surface with closed ends. By the asymptotics theorem [S2] (see also [DW] and [KKRS] ), the annular ends are asymptotically Delaunay with negative weight w. 
