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We demonstrate by breaking the C6 symmetry for higher-order at-Γ bound states in the contin-
uum (BICs) with topological charge −2 in photonic crystals, (i) deterministic generation of off-Γ
BICs from the at-Γ BIC, and (ii) a variety of pair-creation and annihilation processes of circularly-
polarized states with opposite topological charge and same handedness. These processes are well
explained by the conservation of handedness-wise topological charges, showing topologically ro-
bustness of these phenomena. The results indicate a new control of topological aspect of far-field
polarization vectors.
Introduction.— The concept of topology has been
widely applied to photonic systems [1–3]. Various in-
triguing phenomena associated with nontrivial Bloch
wavefunctions are extensively studied. Recent studies
suggest that far-field polarization vector fields radiated
from photonic crystals (PhCs), also determined from
Bloch wavefunctions, possess intriguing topological na-
ture, including bound states in the continuum (BICs) [4–
11], and peculiar reciprocal vortex states [9, 12–16]. BICs
are resonances with infinite quality factors although their
frequencies are inside continuous spectrum of radiation
modes. At the Γ point, BICs result from the symme-
try mismatch between PhC modes and radiative plane
waves; this type of BIC is called at-Γ BIC or symmetry-
protected BIC. Because of the symmetry protection, the
occurrence of at-Γ BICs does not depend on structural
parameters.
Interestingly, it was found that BICs can also exist at
finite wavevectors apart from the symmetry point in a
certain type of PhCs, called off-Γ BICs or topologically-
protected BICs. The off-Γ BICs have attracted much
attention to applications such as on-chip beam steer-
ing [17, 18] and generation of directive vector beams [19–
21]. Moreover, off-Γ BICs can propagate without ra-
diation loss although their frequency is above the light
line [22–24]. In spite of these interesting properties, a sys-
tematic way to generate off-Γ BICs is still lacking. The
previous off-Γ BICs are formed by accidental cancellation
of outgoing waves, and thus they are sometimes called
accidental BICs. With a stark contrast to at-Γ BICs,
we must tune structural parameters carefully to generate
off-Γ BICs. As another intriguing point, BICs appear as
polarization vortex centers in the reciprocal space [4–11]
and carry a topological charge ν representing the polar-
ization singularity at BICs [5]. Topological protection
arises from the conservation of these charges. Theoreti-
cally, ν can be any integer (or half integers for circularly-
polarized states (CPSs) which represent another polar-
ization singularity). So far, however, most of previous
studies dealt with BICs with ν = +1.
In this study, we focus at-Γ BICs with a higher topo-
logical charge, and demonstrate that a variety of in-
teresting phenomena arising from breaking the crystal
symmetry of PhCs having a higher-order charge. First,
we demonstrate that this leads to a systematic way to
generate off-Γ BICs. We show that an at-Γ BIC with
ν = −2 in triangular-lattice PhCs splits into two off-Γ
BICs by breaking C6 symmetry but preserving C2 sym-
metry. These off-Γ BICs can be deterministically gener-
ated by an infinitesimal perturbation without fine-tuning
of parameters. Second, we demonstrate a wide variety of
generation and annihilation of CPSs. We show that a
perturbation breaking the C2 symmetry but preserving
C3 symmetry generates six CPSs, and a variety of pair-
creation and annihilation of CPSs having opposite charge
and same handedness can occur by symmetry control
starting from the at-Γ BIC with ν = −2. Importantly,
we show that all these phenomena are governed by the
conservation of topological charges. Although previous
studies have already pointed out the importance of the
charge conservation in far-field topological photonics [5]
with an analogy to singular optics for beam propaga-
tion [25–27], it is still not clear how far this law can be
hold for PhCs. Actual examples where the charge con-
servation plays a key role are limited to the case where
ν of BIC is 1 [4–16], and the applicability of the conser-
vation has not been fully explored. In this study, we in-
troduce handedness-wise charges (ν±) and clearly proves
that they can fully explain a variety of generation and
annihilation of BICs and CPSs.
First of all, let us begin with describing two-
dimensional (2D) PhC slabs with a finite thickness [28].
Above the light line and below the diffraction limit, a
non-degenerate eigenmode with an in-plane wavevector
k|| = (kx, ky) generally couples to a propagating plane
wave with the same k|| and a polarization vector d(k||) in
2the sp plane [4, 5]. To discuss the topology in k|| space,
we introduce a 2D polarization vector projected onto the
xy plane, d′(k||) = d
′
x(k||)xˆ+d
′
y(k||)yˆ (see Sec. S1 in the
Supplemental Material [29]). The topological charge of
the polarization singularities for d′(k||) is defined by [5–
16, 25–27]
ν =
1
2pi
∮
C
dk|| · ∇k||φ(k||), (1)
where C is a closed loop in the k|| space, φ(k||) =
1
2arg[S1(k||)+ iS2(k||)] is the angle between its long axis
of the polarization ellipse and the x axis, and Si(k||) is
the Stokes parameter of d′(k||). ν describes how many
times the polarization ellipse of the polarization vector
winds along a loop C. The charge ν is an integer if a
loop C encloses a BIC where S1 = S2 = S3 = 0 [5–11].
The charge ν is a half-integer if a loop C encloses a CPS
where S1 = S2 = 0 and S3 = ±1 [14–16]. Equation (1)
is similar to Berry phases in 2D PT symmetric systems
(see Sec. S3 in the Supplemental Material [29]).
Generation of off-Γ BIC from at-Γ BIC.— The pos-
sible charge of an at-Γ BIC is determined by the eigen-
values of the rotational symmetry of the system [5]. In
PhCs with C2 symmetry and without C4 and C6 sym-
metry, at-Γ BICs with |ν| ≥ 2 are not allowed, but they
become allowed when PhCs posses C4 or C6 symmetry.
Therefore, an at-Γ BIC with |ν| ≥ 2 splits into multiple
off-Γ BICs through the charge conservation when a per-
turbation breaking C4 or C6 symmetry but preserving C2
symmetry is introduced (see Sec. S4 in the Supplemental
Material [29]). Since this splitting relies on the charge
conservation and crystalline symmetry, the generation of
off-Γ BICs can be controlled by systematic deformation
of the lattice symmetry in contrast to the generation of
off-Γ BICs by an accidental fine-tuning of structural pa-
rameters [5]. It is worth noting that although the de-
struction of at-Γ BICs by reducing symmetry has been
reported [31, 32], the transition from an at-Γ BIC to off-Γ
BICs has not been pointed out in previous works.
To verify the splitting of the at-Γ BIC, we focus on
eigenmodes whose C6 eigenvalue is −1 at the Γ point be-
cause they always result in at-Γ BICs with |ν| ≥ 2 [5].
We numerically investigate a triangular-lattice PhC slab
of circular air-holes with lattice constant a, hole radius
r = 0.27844a, slab thickness h = 0.38a, and refractive
index n = 3.48 [Fig. 1(a)] by the finite-element method.
The mode profile of the lowest TE-like band [Fig. 1(b)]
at the Γ point is shown in Fig. 1(c). This mode belongs
to the representation B1 of the C6v point group, and thus
becomes an at-Γ BIC with charge −2 + 6n [5]. The cal-
culated quality factor (Q) and polarization vector of the
lowest TE-like band is plotted in Figs. 1(d). We find that
Q diverges at the Γ point and that the polarization vector
winds twice around it. We also plot nodal lines of d′x and
d′y in Fig. 1(d), and find that both nodal lines are dou-
bly degenerate at the Γ point. These results demonstrate
FIG. 1. (a) Schematics of a PhC slab with a triangular lattice
of circular air-holes. (b) Calculated TE-like band structure.
The red line is the lowest TE-like band. The gray region
indicates a region below the light line. The inset is the first
Brillouin zone. (c) Mode profile in the unit cell for the lowest
TE-like band at the Γ point. (d) Calculated quality factor
(left), polarization vector (middle), and nodal lines of d′x and
d′y (right). The projected polarization vector is represented
by the line field tangent to the long axis of the polarization
ellipse [9–16, 25, 26].
that a BIC with charge -2 exists at the Γ point [5, 8, 19].
Next, we introduce perturbations breaking the C6 sym-
metry but preserving the C2 symmetry. Here we slightly
vary the angle θ between two translational vectors de-
fined in Fig. 2(a) [33]. When θ is deviated from 60◦
(corresponding to uniaxial deformation in the triangular
lattice), the symmetry of the eigenmode for the lowest
TE-like band at the Γ point is reduced to the B1 repre-
sentation of the C2v point group. The perturbed eigen-
mode at the Γ point is no longer a symmetry-protected
BIC. Therefore, we can expect that the perturbation will
split the original at-Γ BIC with charge -2 into two off-
Γ BICs with charge -1 through the charge conservation.
We numerically calculate Q for θ = 58◦ and θ = 62◦
(Fig. 2(b)(c) left). We can observe two high Q states at
finite wavevectors on a mirror-invariant axis (kx = 0 or
ky = 0). To prove that these states are exact BICs, not
quasi-BICs [34, 35], we also plot the polarization vector
and nodal lines of d′x and d
′
y in Fig. 2(b)(c). The po-
larization ellipse winds by −2pi around the high-Q states
(Fig. 2(b)(c) middle). This plot shows that the pertur-
bation splits the degeneracy of the nodal lines of d′x and
d′y at the Γ point. In addition, the nodal lines of d
′
x and
d′y intersect each other at the high-Q states (Fig. 2(b)(c)
right), where the polarization vector vanishes [4, 5, 36].
These results unambiguously verify that the at-Γ BIC
with charge −2 splits into the two exact off-Γ BICs with
charge −1 by the uniaxial deformation. This finding
shows that there is always a systematic way to generate
3FIG. 2. (a) Definition of the angle θ and schematics of
perturbed PhCs. (b)(c) Calculated quality factor (left), po-
larization vector (middle), and nodal lines of d′x and d
′
y (right)
for (b) θ = 58◦ and (c) θ = 62◦.
off-Γ BICs from higher-order at-Γ BICs.
Conventional off-Γ BICs can exist only at a certain
range of the structural parameters. In Sec. S5 in the
Supplemental Material [29], we have shown an exam-
ple that off-Γ BICs does not exist when h < 0.98a for
triangular-lattice PhCs with r = 0.27844a, n = 3.48, and
θ = 60◦. This contrasts with the present deterministic
off-Γ BICs which always exist at any thickness because
the existence of at-Γ BIC is guaranteed by the symme-
try. Furthermore, we have confirmed that it is possible
to widely change the wavevector of off-Γ BIC by simply
varying θ as shown in Sec. S6 in the Supplemental Ma-
terial [29]. The result shows that one can widely change
the emission angle of polarization vortex beams gener-
ated from BICs between 0 and 90 degree, which will be
promising for vortex-beam steering devices.
Generation and annihilation of CPSs.—In PhC with
C2 symmetry, the polarization vector is mostly linear-
polarized [29, 37] and it is generally hard to obtain CPSs.
Recently, generation of two CPSs from splitting a BIC
with charge ±1 in PhCs by breaking spatial symmetries
was reported [14–16] . Here we demonstrate that starting
from higher-order at-Γ BIC with charge -2, we are able
to observe far more rich phenomena including various
pair-creation and annihilation of CPSs.
Before showing the actual examples, we point out
that ν defined by Eq. (1) cannot fully describe the pro-
cesses involved with CPSs because it does not contain
the Stokes parameter S3. To overcome this difficulty, we
FIG. 3. (a) A triangular-lattice PhC with triangular air-
holes. (b) Calculated TE-like band structure. (c) Mode pro-
file in the unit cell for the lowest TE-like band at the Γ point.
(d) Lines for |ds| = |dp| (green) and δ = ±pi/2 (red and blue)
for PhCs with the circular (left) and triangular (right) holes.
(e) Calculated polarization vector and normalized Stokes pa-
rameter S3/S0 = 2|ds||dp| sin δ/(|ds|
2 + |dp|
2). The attached
numbers denote topological charges ν.
express d′(k||) in terms of the circular basis [26, 27, 30],
d
′(k||) = d
′
+(k||)e+ + d
′
−(k||)e−, (2)
where e± = (xˆ ± iyˆ)/
√
2 and d′±(k||) = [d
′
x(k||) ∓
id′y(k||)]/
√
2. In this basis, zeros of d′±(k||) correspond to
CPSs. When both d′+(k||) and d
′
−(k||) are simultaneously
zero, a eigenmode turns into a BIC. By writing d′±(k||)
as d′±(k||) = |d′±|eiα± , we introduce an integer [26, 27],
ν± =
1
2pi
∮
C
dk|| · ∇k||α±(k||). (3)
ν± is a finite integer when a loop C encloses the zeros of
d′±(k||). ν and ν± are related by
ν =
1
2
(ν− − ν+) (4)
because φ(k||) is given by φ(k||) =
1
2arg(d
′∗
+d
′
−). It fol-
lows from Eq. (4) that ν± is a handedness-wise charge,
meaning the winding number weighted by its handed-
ness S3. Assuming the conservation for ν and ν±, a BIC
with ν = ±1 can be regarded as the superposition of two
CPSs with (ν+, ν−) = ±(−1,+1), which indeed correctly
explains the observation that a perturbation breaking C2
symmetry splits the BIC into two CPSs with same topo-
logical charge ν and opposite handedness S3 [14–16]. Fur-
thermore, a CPS with ν± = +1 can be removed through
collision with another CPS with ν± = −1, i.e., opposite
topological charge ν and same handedness S3. The in-
troduction of ν± consistently explains the splitting from
a BIC into two CPSs and predicts the rule for pair-
annihilation of two CPSs.
4FIG. 4. Evolution of CPSs. In (a)-(f), left panels show calculated polarization vector and normalized Stokes parameter S3/S0,
and right panels show lines for |ds| = |dp| (green) and δ = ±pi/2 (red and blue). For (a) θ = 60.4
◦ and (d) θ = 59.5◦, the
at-Γ BIC (ν = +1) split into two CPSs (ν = +1/2). For (b) θ = 60.5◦ and (e) θ = 59◦, two CPSs with opposite charges and
same handedness approach each other. For (c) θ = 61◦ and (f) θ = 57◦, two CPSs with opposite charges and same handedness
collide, and then they annihilate by the collision. In (a)-(f), one of five lines for δ = ±1/2 is pinned at the Γ point due to σT
symmetry (see Sec. S2 in the Supplemental Material [29]).
Here we examine actual examples. We break the C2
symmetry by deforming air holes into a triangular shape
with a side length of d = 0.75a and a slab thickness of
h = 0.38a [Fig. 3(a)]. This deformation reduces the crys-
talline symmetry from C6v to C3v, which allows CPSs.
The perturbation does not break the at-Γ BIC because
C3 symmetry still protects an at-Γ BIC with charge
1 + 3n [5]. We plot the calculated polarization vector
for the lowest TE-like band [Fig 3(e)]. The polariza-
tion ellipse now winds only once in the opposite direction
around the Γ point, indicating ν of the at-Γ BIC changes
from −2 to +1. Since the present PhC is no longer invari-
ant under C2 symmetry, the change of ν may generate
six CPSs with ν = −1/2 through the charge conserva-
tion. This prediction is indeed confirmed in Fig. 3(e). We
find that the polarization ellipse winds by −pi around six
CPSs. The half-winding indicates ν = −1/2. It should
be noted that among the six CPSs, three CPSs are left-
handed with δ = pi/2 (δ ≡ arg(dp/ds)) and the others
are right-handed with δ = −pi/2, which is explained by
the conservation of ν±.
For better understanding, we plot lines for |ds| = |dp|
(Lines A) and δ = ±pi/2 (Lines B). For the circular-hole
PhC (Fig. 3(d) left), Lines A emerge between the lines for
ds = 0 and dp = 0 [36]. Lines B do not exist due to the C2
symmetry. For the triangular-hole PhC (Fig. 3(d) right),
the degeneracy of Lines A at the Γ point is lifted, and
Lines B emerge. The six intersections between Lines A
and B correspond to CPSs, which guarantees the topo-
logical protection of CPSs in a similar way to that of
BICs [5].
Finally, we vary the angle θ from 60◦ to introduce the
uniaxial deformation. It is expected from the conserva-
tion of ν± that perturbations breaking the C3 symmetry
splits the at-Γ BIC into two CPSs with same charge +1/2
and opposite handedness [Fig. 4(a)(d)]. For θ > 60◦
(θ < 60◦), the CPS with δ = −pi/2 splits in the direc-
tion of kx > 0 (kx < 0). As the perturbation is increased,
two CPSs with opposite charge and same handedness ap-
proaches [Fig. 4(b)(e)], and eventually collide each other,
resulting pair-annihilation of CPSs [Fig. 4(c)(f)]. Finally,
the two pair of CPSs with charge −1/2 and opposite
handedness survive. Note that these two pair of CPSs
can be regarded as generated from the off-Γ BICs in
Fig. 2(b)(c) as a result of breaking C2 symmetry. Let us
point out that all through these process [Fig. 4(a)-(f)],
the topological charges ν± are consistently conserved,
and proved that conventional topological charges ν are
not sufficient for explaining the results.
In conclusion, starting from a single at-Γ BIC with
charge−2, we have demonstrated by breaking its C6 sym-
metry, deterministic generation of off-Γ BICs, and vari-
ous forms of generation and pair-annihilation of CPSs.
All processes are successfully explained by the charge
conservation for handedness-wise topological charges ν±.
This clearly demonstrates the wide applicability of the
charge conservation of ν± for far-field topological pho-
tonics by PhCs, and guarantees the stability of their
polarization singularities in parameter spaces. Further-
more, our findings pave the novel way for various po-
larization singularity control of far-field radiations such
as circularly-polarized light emission [38–40]. Especially,
this novel way for generating off-Γ BICs will be promis-
ing for on-chip vortex-beam steering [17, 18] and dynamic
5tuning of a quality factor [31].
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S1. DETAIL OF POLARIZATION VECTOR
In two-dimensional PhCs with a finite thickness, the
periodicity in the xy direction ensures that the electric
field of a resonance above the light line can be written
as Ek||(ρ, z) = e
−ik||·ρuk||(ρ, z), where k|| = (kx, ky) is
the in-plane wavevector, ρ = (x, y) is the in-plane coor-
dinate, uk||(ρ, z) is the periodic function in ρ, and z is
the normal coordinate perpendicular to the slabs. The
resonance above the light line is a solution of the Maxwell
equation with complex frequency ω(k||) = ω0+iγ and an
outgoing boundary condition [S1, S2]. Above the light
line and below the diffraction limit, a non-degenerate
resonance at k|| couples to a radiative plane wave with
the in-plane wavevector k|| and a polarization vector
d
u,d(k||) = d
u,d
x (k||)xˆ + d
u,d
y (k||)yˆ + d
u,d
z (k||)zˆ. The su-
perscripts u and d denote above and below the slabs re-
spectively. The polarization vector is given by the zero-
order Fourier components of Bloch functions: du,dx (k||) =
xˆ · 〈uk||〉, du,dy (k||) = yˆ · 〈uk||〉, and du,dz (k||) = zˆ · 〈uk||〉,
where the braket denotes spatial averaging over a unit cell
above and below the slabs [S2, S3]. Because the radiative
plane wave is transverse, the polarization vector is de-
composed into two orthogonal components: du,d(k||) =
du,ds (k||)sˆ + d
u,d
p (k||)pˆ, where sˆ = zˆ × kˆ/|zˆ × kˆ|, zˆ is the
upward unit vector perpendicular to the slabs, kˆ is the
outgoing unit vector parallel to the wavevector, pˆ = kˆ×sˆ,
du,ds (k||) = sˆ · 〈uk||〉 and du,dp (k||) = pˆ · 〈uk||〉. As dis-
cussed later, the superscript u and d can be omitted
when systems have a mirror symmetry with respect to
the xy plane (σz symmetry). We assume σz symmetry
throughout the main text.
Generally the polarization vector is a three-
dimensional vector on the sp plane. To discuss the
topology of the polarization vector, we should define a
two-dimensional polarization vector projected onto the
xy plane. In principle, there are several ways to project
the polarization vector d(k||) onto the xy plane. In
Ref. [S3], a projected polarization vector
c(k||) = dx(k||)xˆ + dy(k||)yˆ (S1)
was introduced. However, the projection (S1) does not
maintain the polarization state. To discuss the polariza-
tion vector on the sp plane, we need to introduce pro-
jections which maintain the polarization state of d(k||).
In this letter, we define a two-dimensional polarization
FIG. S1. Definition of input and output waves with sˆ =
zˆ× kˆ/|zˆ × kˆ| and pˆ = kˆ× sˆ. The direction of sˆ is opposite for
the process at k|| and −k||, while the direction of pˆ is same
for the process at k|| and −k||.
vector projected onto the xy plane,
d
′(k||) = d
′
x(k||)xˆ+ d
′
y(k||)yˆ (S2)
=
{
ds(k||)sˆ
′ + dp(k||)pˆ
′
k|| 6= 0,
dx(k||)xˆ+ dy(k||)yˆ k|| = 0,
(S3)
where sˆ′ = zˆ × kˆ||, pˆ′ = zˆ × sˆ′, and kˆ|| =
(kx, ky)/
√
k2x + k
2
y . This projection clearly maintain the
shape of the polarization ellipse. Note that we should
use the polarization vector c(k||) if we are interested in
the xy components of the polarization vector. The the-
ory developed in the main text can be applied to the
polarization vector c(k||).
S2. TEMPORAL COUPLED MODE THEORY
In this section, we briefly review a temporal coupled-
mode theory (TCMT) [S4–S7]. Because the sign conven-
tion we use here is a little different from previous works,
we give a detailed derivation of the TCMT in this sec-
tion. Consider incident waves with an in-plane wavevec-
tor k|| and outgoing waves with the in-plane wavevector
k|| (Fig. S1). The input and output waves are associated
with a scattering matrix S(k||),
b(k||) = S(k||)a(k||), (S4)
where a(k||) = (a
u
s (k||), a
d
s(k||), a
u
p(k||), a
d
p(k||))
T is the
column vector containing the complex amplitude of the
incident wave, b(k||) = (b
u
s (k||), b
d
s(k||), b
u
p(k||), b
d
p(k||))
T
is the column vector containing the complex amplitude
of the outgoing wave as defined in Fig. S1. The super-
2script u (d) denotes above (below) the slab, and the sub-
script denotes the polarization. The scattering matrix is
restricted by energy conservation and time-reversal sym-
metry. When a PhC is lossless, the energy conservation
guarantees that the outgoing power equals to the incident
power:
a†(k||)a(k||) = b
†(k||)b(k||). (S5)
By inserting Eq. (S4) into Eq. (S5), we can prove the
unitarity of S:
S−1(k||) = S
†(k||). (S6)
Next, we consider the time-reversed process of Eq. (S4).
Let a′(−k||) be the complex amplitude of the time-
reversed wave of b(k||), and let b
′(−k||) be the com-
plex amplitude of the time-reversed wave of a(k||). The
time-reversed operation is represented by complex con-
jugation up to an arbitrary phase factor. Moreover,
the time-reversal operation does not flip the direction
of the electric field, while the time-reversal operation
flips the direction of sˆ because sˆ depends on the di-
rection of k||. As a result, the time-reversal opera-
tion flips the sign of the s component in our coordi-
nate system (Fig. S1) [S7]. Therefore, the time-reversed
wave are expressed as a′(−k||) = −eiθ(τz ⊗ I)b∗(k||) and
b′(−k||) = −eiθ(τz ⊗ I)a∗(k||), where τi is the Pauli ma-
trix acting on the polarization space, I is the identity
matrix, and eiθ is an arbitrary phase factor. Because the
time-reversed process is identified with a process with
in-plane wavevector −k||, they need to satisfy
b′(−k||) = S(−k||)a′(−k||). (S7)
By inserting a′(−k||) = −eiθ(τz⊗I)b∗(k||) and b′(−k||) =
−eiθ(τz ⊗ I)a∗(k||) into Eq. (S7), we obtain a constraint
imposed by the time-reversal symmetry
S(k||) = (τz ⊗ I)ST (−k||)(τz ⊗ I). (S8)
The dynamics of a non-degenerate resonance in a PhC
is described by the TCMT [S4],
dA(k||)
dt
= (iω0 − γ)A(k||) +KT (k||)a(k||), (S9)
b(k||) = C(k||)a(k||) +D(k||)A(k||), (S10)
where A(k||) is the complex amplitude of the resonance
at k||, K(k||) = (k
u
s , k
d
s , k
u
p , k
d
p)
T is the coupling con-
stants from the incident wave to the resonance, and
D(k||) = (d
u
s , d
d
s , d
u
p , d
d
p)
T is the coupling constants from
the resonance to the outgoing wave. The matrix C is
a scattering matrix describing the direct scattering pro-
cess, and approximates the scattering matrix of a uniform
dielectric slab [S6, S8]:
C =
(
Cs 0
0 Cp
)
, Cs,p =
(
rs,p ts,p
ts,p rs,p
)
. (S11)
We assume that the directi scattering process does not
convert the polarization and that the direct scattering
matrix C satisfies Eq. (S6) and Eq. (S8). When the reso-
nance is excited by external incident waves with in-plane
wavevector k|| and frequency ω, the scattering matrix is
written by
S(k||) = C +
D(k||)K
T (k||)
i(ω − ω0) + γ . (S12)
The constantK,D and C are related each other via en-
ergy conservation and time-reversal symmetry. Inserting
Eq. (S12) into Eq. (S8) yields
ω0(k||) = ω0(−k||), (S13)
γ(k||) = γ(−k||), (S14)
D(k||)K
T (k||) = (τz ⊗ I)K(−k||)DT (−k||)(τz ⊗ I).
(S15)
Next, consider a process where the incident wave is ab-
sent and the resonance decays exponentially into the out-
going wave. In this process, the energy conservation
guarantees
d
dt
|A(k||)|2 = −b†(k||)b(k||). (S16)
By combining Eqs. (S9), (S10) and (S16) under the con-
dition of a = 0, we obtain
D†(k||)D(k||) = 2γ(k||). (S17)
Next, we consider the time-reversed process of the decay
process where the resonance exponentially grow without
the outgoing wave. In this process, the incident wave
a′(−k) = −eiθ(τz ⊗ I)D∗(k||)A∗(k||) excites the reso-
nance A′(−k||)(= eiθA∗(k||)) with complex frequency
ω0 − iγ. By inserting these conditions into Eq. (S9), we
obtain
2γ(k||) = −KT (−k||)(τz ⊗ I)D∗(k||). (S18)
Combining Eqs. (S15), (S17), and (S18) produces
K(k||) = −(τz ⊗ I)D(−k||). (S19)
From the condition of b = 0, we can finally prove [S5–S7]
− C(τz ⊗ I)D∗(k||) +D(−k||) = 0. (S20)
Equation (S20) gives a constraint on the relative phase
between the s and p component [S6]:
arg
[
d±p (k||)d
±
p (−k||)
d±s (k||)d
±
s (−k||)
]
= arg
[
−rp ± tp
rs ± ts
]
+2piN, (S21)
where d±s,p(k||) = d
u
s,p(k||)±dds,p(k||) and N is an integer.
Equation (S21) give the relation between the polarization
vector at k|| and at −k||. It should be emphasized that
3d(−k||) is not the complex conjugate of d(k||). Below
the light line, an eigenmode at −k|| is the complex con-
jugate of an eigenmode at k|| up to an arbitrary phase
factor. Above the light line, however, non-hermiticity
of the eigenvalue problem resulted from a complex fre-
quency and an outgoing boundary condition violates this
relation. The complex conjugate of the resonance at k||
corresponds to a resonance at −k|| with a complex fre-
quency ω0 − iγ and an incoming boundary condition.
Equation (S21) is a consequence of intrinsic radiation loss
or the non-hermiticity of the eigenvalue problem.
The number of independent parameters in Eq. (S21) is
reduced by spatial symmetries. First, consider a mirror
symmetry with respect to the xy plane (σz). The mir-
ror symmetry σz relates the coupling constant d
u
s,p with
dds,p. The mirror operation transforms a(k||)→ a′(k||) =
U(σz)a(k||) and b(k||) → b′(k||) = U(σz)b(k||), where
U(σz) = τz⊗µx and µi is the Pauli matrix. By inserting
a′ and b′ into b′(k||) = S(k||)a
′(k||), we obtain
D(k||)D
†(k||) = (τz ⊗ µx)D(k||)D†(k||)(τz ⊗ µx) (S22)
From Eq. (S22), we find
(dus (k||), d
d
s(k||)) = ds(k||)(1, σz), (S23)
(dup (k||), d
d
p(k||)) = dp(k||)(1,−σz), (S24)
where σz = ±1 is the eigenvalue of the σz symmetry, and
σz = +1(−1) for TE-like (TM-like) mode. Note that the
minus sign in Eq. (S24) results from the fact that the
σz symmetry flip the z-component of the electric field
and does not flip the xy-components. Equations (S23)
and (S24) allow us to eliminate the superscript u and d.
Combining Eqs. (S20), (S23) and (S24) yields [S6]
arg
[
dp(k||)dp(−k||)
ds(k||)ds(−k||)
]
= arg
[−rp + σztp
rs + σzts
]
+ 2piN.
(S25)
Next, we consider a n-fold rotational symmetry around
the z axis (Cn). A rotational symmetry Cn relates
a resonance at Cnk|| with that at k||. The Cn op-
eration transforms a(k||) → a′(Cnk||) = a(k||), and
b(k||) → b′(Cnk||) = b(k||). By inserting a′ and b′ into
b′ = S(Cnk||)a
′, we obtain
D(k||)D
†(k||) = D(Cnk||)D
†(Cnk||) (S26)
From Eq. (S26), we find
D(Cnk||) =
dus (Cnk||)
dus (k||)
D(k||) ≡ eiψD(k||), (S27)
where eiψ is an arbitrary phase factor. Equation (S27)
means that the polarization state at Cnk|| is same as
that at k||. When a PhC is invariant under C2 operation,
we can derive a constraint imposed on the polarization
FIG. S2. (a) Lines for |ds| = |dp| (green) and arg(dp/ds) =
±pi/2 (red and blue) for φ = 15◦. (b) Lines for |ds| = |dp|
and arg(dp/ds) = ±pi/2 for φ = 30
◦. Lines for arg(dp/ds) =
±pi/2 is slightly deviated from ΓM lines when φ = 30◦. The
definition of line color is same in Fig. 3 in the main text.
vector at k||. By combining Eqs. (S20), (S23), (S24) and
(S27), we derive [S6]
arg
[
dp(k||)
ds(k||)
]
=
1
2
arg
[−rp + σtp
rs + σts
]
+ piN. (S28)
At the Γ point (k|| = 0), the direct scattering coefficients
satisfy rp = −rs and tp = ts, and thus the relative phase
is 0 or pi. As the wavevector is away from the Γ point,
the relative phase deviate from 0 or pi.
Equations (S21), (S25), and (S28) were already derived
in Ref. [S6]. However, mirror operations parallel to the
z axis are not examined in previous works. Next, We
consider a mirror plane containing the z axis (σ). The
mirror symmetry σ relates a resonance at σk|| with that
at k||. The σ operation transforms a(k||) → a′(σk||) =
−(τz ⊗ I)a(k||) and b(k||) → b′(σk||) = −(τz ⊗ I)b(k||).
By inserting a′ and b′ into b′ = S(σk||)a
′, we obtain
D(k||)D
†(k||) = (τz ⊗ I)D(σk||)D†(σk||)(τz ⊗ I)
(S29)
From Eq. (S29), we find
D(σk||) =
dus (σk||)
dus (k||)
(τz ⊗ I)D(k||) ≡ eiψ(τz ⊗ I)D(k||),
(S30)
which means that the relative magnitude between the s
and p components at σk|| is same as that at k|| while the
relative phase at σk|| differs from that at k|| by pi. At
the wavevector satisfying σk|| = −k||, we can combine
Eqs. (S20), (S23), (S24) and (S30), and then find
arg
[
dp(k||)
ds(k||)
]
=
1
2
arg
[
rp − σtp
rs + σts
]
+ piN. (S31)
Interestingly, the relative phase approaches ±pi/2 in the
limit of k|| → 0 along σT -invariant wavevector. Equa-
tion (S31) is the useful relation for analysis of guided
resonances in PhCs without C2 symmetry and with σT
symmetry [S9–S12].
To investigate the effect of σT symmetry on the polar-
ization vector, we consider PhCs with rotated triangular
4holes. When φ = 15◦ [Fig. S2(a)], the relative phase is
restricted by only Eq. (S25). On the other hand, the rel-
ative phase is restricted by Eqs. (S25) and (S31) when
φ = 30◦ [Fig. S2(b)] and φ = 0◦ [Fig. 3 in the main text].
We can see that lines for arg(dp/ds) = ±pi/2 pass through
the Γ point when the in-plane mirror symmetries are
present. This is because the existence of the σT symme-
try. In the limit of k|| → 0, the lines arg(dp/ds) = ±pi/2
are perpendicular to the mirror plane.
S3. ANALOGY BETWEEN POLARIZATION
SINGULARITIES AND BAND DEGENERACIES
Although both a BIC and a CPS are singularities of
arg[S1 + iS2], their winding numbers are different each
other. To show the difference of the winding of the polar-
ization ellipse around BICs and CPSs, we examine dis-
persion of the Stokes parameters around these singulari-
ties. The Stokes parameters S1 and S2 can be express in
terms of d′± as [S13]
S1(k||) = 2Re(d
′∗
+d
′
−),
S2(k||) = 2Im(d
′∗
+d
′
−).
(S32)
When the polarization vector is circularly-polarized at
k|| = k0, the Stokes parameters S1 and S2 satisfy
S1(k0) = S2(k0) = 0. Around a CPS with ν− = ±1,
we can expand the polarization vector
d′+(k0 + δk||) = d
′
+(k0) +
∂d′+
∂k||
∣∣∣∣
k||=k0
· δk||, (S33)
d′−(k0 + δk||) =
∂d′−
∂k||
∣∣∣∣
k||=k0
· δk||. (S34)
By using Eqs. (S33) and (S34), we can expand S1 and S2
around k0 up to the linear order of k||:
Si(δk||) = Aijδkj (S35)
where δk|| = k|| − k0 = (δkx, δky) is the displacement
from k0, and Aij is the real constant matrix [S13, S14].
The linear dependence with δk|| cause the half-winding of
the polarization ellipse around k0; ν = 1/2 for detA > 0
and ν = −1/2 for detA < 0 [S13, S14].
Next, we assume the polarization vector vanish at k|| =
k0. In this case, the Stokes parameters satisfy S1(k0) =
S2(k0) = 0 and Aij = 0 because both d
′
+ and d
′
− are
simultaneously zero at k0. Therefore, we can expand the
Stokes parameters around the BIC up to the quadratic
order of k||:
Si(δk||) = Bijlδkjδkl, (S36)
where Bijl is the real constant. In contrast to the
CPS, the Stokes parameters depend on δk|| quadratically
around the BIC, which causes the integer-winding of the
polarization ellipse around the BIC.
The above analysis offers us an intriguing analogy be-
tween the winding of the polarization ellipse and a quan-
tized Berry phase around band degeneracies [S15, S16].
The polarization ellipse of the polarization vector is de-
scribed by a real symmetric tensor [S14]
H(k||) =
1
2
S0(k||)I −
1
2
S2(k||)σx −
1
2
S1(k||)σz , (S37)
where I is the identity matrix, and σi is the Pauli ma-
trices. The two eigenvalues of H(k||) correspond to the
length of two axis of the polarization ellipses, and the two
eigenvectors correspond to the direction of the two axis of
the polarization ellipses when the eigenvectors are chosen
to be real. When S1 = S2 = 0, two eigenvalues are de-
generate. Because H(k||) is real symmetric, it has same
mathematical structure as a two-dimensional PT sym-
metric Hamiltonian such as graphene [S17]. The wind-
ing number ν corresponds to a quantized Berry phase in
the two-dimensional PT symmetric system, and can be
written by
2piν =
∮
C
dk|| ·A(k||), (S38)
where A(k||) = i < u1|∇k|| |u1 >, and |u1 > is the eigen-
vector of H(k||) with the larger eigenvalue. To show that
Eq. (S38) is consistent with Eq. (5) in the main text, we
perform a unitary transformation U to H(k||)
H ′(k||) = U
†H(k)U
=
1
2
S0(k||)I +
1
2
S1(k||)σx +
1
2
S2(k||)σy, (S39)
U =
1√
2
(
1 + i −1− i
1− i 1− i
)
. (S40)
In this basis, the eigenvector of the large eigenvalue is
|u1 >= (1,−e2iφ(k||))T , where 2φ(k||) = arg[S1(k||) +
iS2(k||)], and we derive A(k||) = ∇k||φ(k||). This anal-
ogy implies that the topological charge ν is finite when
the loop C encloses a degeneracy and that the value of the
topological charge ν is determined by the dispersion of
S1 and S2 around the degeneracy. As mentioned above,
the Stokes parameters S1 and S2 linearly depend on a
displacement δk|| around a CPS, and quadratically de-
pend on δk|| around a BIC, which indicates that a CPS
corresponds to a linear band degeneracy and a BIC corre-
sponds to a quadratic band degeneracy. In this analogy,
the topological charge of a CPS and a BIC corresponds
to the Berry phase accumulated around the linear and
quadratic band degeneracies.
S4. SYMMETRY CONSIDERATION OF AT-Γ BIC
The possible charge of an at-Γ BIC is determined by
the eigenvalue of the rotational symmetry of a system
5FIG. S3. (a) Possible topological charge at the Γ point
for non-degenerate bands [S3]. Here n = 0,±1,±2, . . . is an
integer. Degenerate modes with two-dimensional represen-
tations are not included. (b) Transition of the symmetry of
eigenmodes by perturbations preserving C2 symmetry. Eigen-
modes with C2 = +1(−1) are reduced to the A(B) representa-
tion of the C2 point group because the perturbation preserv-
ing C2 symmetry preserves the eigenvalue of C2 symmetry.
as summarized in Fig. S3 [S3]. The possible charge of
eigenmodes which belong to the B representation of the
C6 point group is −2 + 6n with an integer n, and these
modes always form at-Γ BICs with higher-order charges
independent of system parameters and mode profiles. On
the other hand, eigenmodes with belong to all other rep-
resentations are allowed to be at-Γ BICs with charge ±1.
An integer n depends on the mode profile, and cannot
be determined by crystalline symmetry only. Generally,
at-Γ BICs with higher-order charge occurs at higher-
frequency bands [S18]. In contrast, eigenmodes whose
C6 eigenvalue is −1 always form at-Γ BICs with higher-
order charges even if they are the lowest band. For the
above reason, the eigenmode with the B representation
of the C6 point group is the most suitable candidate for
realization of the splitting from an at-Γ BIC into off-Γ
BICs.
S5. MOBILITY OF OFF-Γ BIC
The off-Γ BIC discussed in Fig. 2 can be moved by tun-
ing system parameters. We plot θ dependence of the two
off-Γ BIC in Fig. S4. When θ < 60◦, the two BICs lies on
the kx axis. Decreasing θ shifts the two BIC toward large
wavevectors along the kx axis. When θ > 60
◦, the two
BICs lies on the ky axis. Increasing θ shift the two BICs
toward large wavevectors along the ky axis. Eventually,
the two off-Γ BICs go outside the light cone at θ ≈ 71◦.
Therefore, the direction in which a radiative plane wave
disappears can be varied from the vertical direction to
the horizontal direction by varying θ [FIg. S4(b)]. We
further emphasize that the behavior of the two off-Γ BICs
is much simpler. Generally, it is hard to predict which
FIG. S4. (a)(left) Position of the two off-Γ BICs as a function
of θ. When θ < 60◦, the two BICs lies on the kx axis. (middle)
Outgoing angle corresponding to the BICs. (right) The lowest
two TE-like band along the kx axis. We calculated the quality
factor of bands marked with a red line. When θ = 60◦, 58◦,
and 52◦, the quality factor of the lowest band (red line) was
calculated. Band inversion occurs at the Γ point while varying
θ. When θ = 48◦ and 38◦, the the quality factor marked
with a red line was calculated. These two band does not
repel each other on the kx axis because they have different
mirror eigenvalues. (b)(left) Position of the two off-Γ BICs
as a function of θ. When θ > 60◦, the two BICs lies on the
ky axis. (middle) Outgoing angle corresponding to the BICs.
(right) The lowest two TE-like band along the ky axis. We
calculated the quality factor of the lowest band marked with
a red line.
direction off-Γ BICs move in the k|| space when system
parameters such as a slab thickness and a hole radius
are varied. In our case, however, the C6 symmetry guar-
antees that the BIC must lie at the Γ point when the
perturbation is not applied. Figure S4 imply that the
BICs are away from the Γ point as the structure of the
PhC is deviated from the unperturbed structure.
The off-Γ in Fig. 2 is fixed on the kx and ky axis by the
mirror symmetries while varying θ. To move the two off-
Γ BICs two-dimensionally in the k|| space, we must break
the mirror symmetry of the system maintaining the C2
symmetry (e.g., changing the relative length of the two
translational vectors). Breaking the mirror symmetry
can shift the two off-Γ BIC from the mirror-invariant
wavevectors [S19]. The direction in which a radiative
plane wave disappears can be varied two-dimensionally
in the k|| space by controlling the symmetry of a system
and tuning system parameters. These feature is suitable
for directional lasing [S20].
S6. OFF-Γ BIC BY FINE-TUNING OF SYSTEM
PARAMETER
To highlight the advantage of our work, we attempt to
generate off-Γ BICs by fine-tuning of the system param-
6FIG. S5. Calculated quality factors for (a) h = 0.98a and
(b) h = a. All other parameters are same as that in Fig. 1 in
the main text.
eters without symmetry breaking. We seek off-Γ BICs
along high symmetry lines by varying the slab thickness
h (all other parameters are fixed). Figure S5 shows the
quality factors for h = 0.98a and h = a. There is no off-Γ
BICs for h < 0.98a [Fig. S5(a)]. When the slab thickness
is increased, twelve off-Γ BICs are simultaneously gen-
erated at h & 0.98a, and the off-Γ BICs lies on the kx
axis and ky axis and their symmetry-related wavevectors
[Fig. S5(b)]. In contrast, the at-Γ BIC with charge -2
always exist at the Γ point for any parameters as long as
the C6 symmetry remains. This demonstrates robustness
of the deterministic off-Γ BICs. We can generate two off-
Γ BICs through our method even for h < 0.98 although
the at-Γ BIC is destroyed by the perturbation.
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