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CHROMATIC THRESHOLDS IN SPARSE RANDOM GRAPHS
PETER ALLEN, JULIA BO¨TTCHER, SIMON GRIFFITHS
YOSHIHARU KOHAYAKAWA AND ROBERT MORRIS
Abstract. The chromatic threshold δχ(H, p) of a graph H with respect to the random
graph G(n, p) is the infimum over d > 0 such that the following holds with high probability:
the family of H-free graphs G ⊆ G(n, p) with minimum degree δ(G) > dpn has bounded
chromatic number. The study of δχ(H) := δχ(H, 1) was initiated in 1973 by Erdo˝s and
Simonovits. Recently δχ(H) was determined for all graphs H. It is known that δχ(H, p) =
δχ(H) for all fixed p ∈ (0, 1), but that typically δχ(H, p) 6= δχ(H) if p = o(1).
Here we study the problem for sparse random graphs. We determine δχ(H, p) for most
functions p = p(n) when H ∈ {K3, C5}, and also for all graphs H with χ(H) 6∈ {3, 4}.
1. Introduction
An important recent trend in combinatorics has been the formulation and proof of so-called
‘sparse random analogues’ of many classical extremal and structural results. For example,
Kohayakawa,  Luczak and Ro¨dl [12] conjectured almost twenty years ago that Szemere´di’s
theorem on k-term arithmetic progressions should hold in a p-random subset of {1, . . . , n}
if p n−1/(k−1), and that the Erdo˝s-Stone theorem should hold in the Erdo˝s-Re´nyi random
graph G(n, p) if p  n−1/m2(H). The study of these conjectures recently culminated in the
extraordinary breakthroughs of Conlon and Gowers [5] and Schacht [16], who resolved these
conjectures (and many others), and in the development of the so-called ‘hypergraph container
method’, see [3, 15].
In this paper we study a sparse random analogue of the chromatic threshold δχ(H) of a
graph H, which is defined to be the infimum over d > 0 such that every H-free graph on
n vertices with minimum degree at least dn has bounded chromatic number. The study of
chromatic thresholds was initiated in 1973 by Erdo˝s and Simonovits [7], who were motivated
by Erdo˝s’ famous probabilistic proof [6] that there exist graphs with arbitrarily high girth
and chromatic number. Building on work of (amongst others)  Luczak and Thomasse´ [13]
and Lyle [14], the chromatic threshold of every graph H was finally determined in [2], where
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it was proved that
(1) δχ(H) ∈
{
r − 3
r − 2 ,
2r − 5
2r − 3 ,
r − 2
r − 1
}
for every graph H with chromatic number χ(H) = r > 2. For example, δχ(K3) = 1/3 and
δχ(C2k+1) = 0 for every k > 2, as was first proved by Thomassen [17, 18].
We will study the following analogue of δχ(H) in G(n, p).
Definition 1.1. Given a graph H and a function p = p(n) ∈ [0, 1], define
δχ
(
H, p
)
:= inf
{
d > 0 : there exists C > 0 such that the following holds
with high probability: every H-free spanning subgraph
G ⊆ G(n, p) with δ(G) > dpn satisfies χ(G) 6 C
}
.
We call δχ
(
H, p
)
the chromatic threshold of H with respect to p.
Note that δχ(H) = δχ(H, 1), so this definition generalises that of Erdo˝s and Simonovits.
We emphasise that the constant C is allowed to depend on the graph H, the function p and
the number d, but not on the integer n.
In a companion paper [1] we showed that δχ(H, p) = δχ(H) for all fixed p > 0, and made
some progress on determining δχ(H, p) in the case p = n
−o(1). Here we begin the investigation
of δχ(H, p) for sparser random graphs. In particular, we will prove the following theorem,
which determines δχ(H, p) precisely for a large class of graphs and essentially all functions
p = p(n). We will write pi(H) for the Tura´n density 1− 1
χ(H)−1 of a graph H, and m2(H) for
the maximum of e(F )−1
v(F )−2 over all subgraphs F ⊆ H with v(F ) > 3.
Theorem 1.2. Let H be a graph with χ(H) 6∈ {3, 4}. Then
(2) δχ(H, p) =

δχ(H) if p > 0 is constant,
pi(H) if n−1/m2(H)  p 1,
1 if logn
n
 p n−1/m2(H).
The same moreover holds for all graphs H with χ(H) = 4 and m2(H) > 2.
We remark that (2) does not hold for all 3-chromatic graphs; for example, it does not
hold when H = C2k+1 for any k > 2, see Theorems 1.4 and 1.5 below. We suspect that
it does not hold for every 4-chromatic graph, though we do not have a counter-example,
see Proposition 3.6 and Conjecture 6.1. Note that if p  logn
n
then δχ(H, p) = 0, since
with high probability G(n, p) has an isolated vertex, so the condition in the definition holds
vacuously. We also remark that the proof of Theorem 1.2 uses a general probabilistic lemma
(Lemma 2.2), which appears to be new, and may be of independent interest.
For graphs H with χ(H) = 3, it was shown in [1] that the situation is significantly more
complicated, even in the case p = n−o(1). We will therefore restrict ourselves to studying one
specific family of particular interest, namely the odd cycles. (For a brief discussion of more
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general 3-chromatic graphs, see Section 6.) For K3 we will show that the pattern is the same
as in Theorem 1.2.
Theorem 1.3. We have
δχ(K3, p) =

1
3
if p > 0 is constant
1
2
if n−1/2  p 1
1 if logn
n
 p n−1/2.
For C5, on the other hand, the behaviour is more complex.
Theorem 1.4. We have
δχ(C5, p) =

0 if p > 0 is constant
1
3
if n−1/2  p 1
1
2
if n−3/4  p n−1/2
1 if logn
n
 p n−3/4.
We believe that this is the first example of a random analogue of a natural extremal result
which has been shown to exhibit several non-trivial phase transitions. Finally, for longer
odd cycles we will obtain only the following partial description.
Theorem 1.5. For every k > 3, we have
δχ(C2k+1, p) =

0 if p n−1/2
1
2
if n−(2k−1)/2k  p n−(2k−3)/(2k−2)
1 if logn
n
 p n−(2k−1)/2k.
We suspect that δχ(C2k+1, p) = 0 for all p  n−(k−2)/(k−1), see Section 6, and that the
techniques introduced in this paper could potentially be extended to prove this conjecture.
However, we do not know what value to expect for δχ(C2k+1, p) in the remaining range.
Finally, we remark that Theorem 1.5 proves a particular case of a much more general con-
jecture (see [1, Conjecture 1.6]) which states that, in the range p = n−o(1), the 3-chromatic
graphs H for which δχ(H, p) = 0 are exactly the ‘thundercloud-forest graphs’, see Defini-
tion 4.1. Together with the results of this paper and those in [1], this conjecture (if true)
would completely characterise δχ(H, p) in this range.
Organisation of the paper. We begin, in Section 2, by establishing that G(n, p) contains
a small subgraph with high girth, chromatic number and expansion (see Proposition 2.1).
This result will be used in the lower bound constructions for Theorems 1.2, 1.3, and 1.4. In
Section 3 we prove Theorem 1.2 and construct an infinite family of 4-chromatic graphs H
with m2(H) < 2 (see Proposition 3.6). In Section 4 we provide the lower bound constructions
for Theorems 1.3 and 1.4. We remark that some of these constructions are given in a more
general framework and reused in [1]. In Section 5 we prove the remaining upper bounds that
imply Theorems 1.3, 1.4, and 1.5. We conclude with some open problems in Section 6.
We remark that we often omit floors and ceilings whenever this does not affect the argu-
ment.
3
2. Small subgraphs of G(n, p) with large girth and good expansion
In this section we will prove the following proposition, which will be a key tool in the proof
of Theorem 1.2, and in the lower bound constructions in Theorems 1.3 and 1.4.
Proposition 2.1. For every k ∈ N and ε > 0, and every function n−1/2  p = o(1), the
following holds with high probability: there exists a subgraph G ⊆ G(n, p) such that
v(G) 6 ε/p , χ(G) > k and girth(G) > k ,
and moreover, for every pair A,B ⊆ V (G) of disjoint vertex sets of size at least ε|G|, the
graph G[A,B] contains an edge.
Observe that this result would be easy if v(G) 6 ε/p were replaced with v(G) 6 K/p for
some large constant K, because G(K/p, p) with high probability has the desired properties.
So the difficulty is to obtain a much smaller subgraph with these properties. Similarly,
a random graph on m := ε/p vertices with k2m edges has a subgraph with the desired
properties (see Lemma 2.3). This is denser than our G(n, p) but we will show that with high
probability some set of m vertices contains exactly k2m edges (see Lemma 2.4).
However, this is not enough to conclude that G(n, p) contains a subgraph with the desired
properties. Indeed, writing EA for the event that A contains exactly k
2|A| edges, and F for
the event that the desired subgraph G exists, we just argued that
P
( ⋃
|A|=m
EA
)
= 1− o(1) and P(F |EA) = 1− o(1) for every |A| = m.
Now suppose that each EA were the disjoint union of F and E
′
A, where the E
′
A are disjoint
events, with P(E ′A)  P(F ) for each i, but P(F ) 
∑
|A|=m P(E ′A). In other words, each
event F |EA is very likely for the same reason. If this were the case then F would be a very
unlikely event.
In this scenario, however, the random variable X counting the number of EA which occur
is not concentrated near its expectation, that is, Var(X) is not small compared to E[X]2.
We will show in Lemma 2.4 that in reality that is not the case. This combined with the
following lemma suffices to prove Proposition 2.1. We formulate this lemma for a general
setup and believe it is likely to have other applications.
Lemma 2.2. Let E1, ..., Et and F be events with non-zero probability, and let X =
∑t
j=1 1[Ej].
Suppose that for some δ > 0 we have Var(X) 6 δE[X]2 and P
(
F |Ej
)
> 1−δ for each j ∈ [t].
Then P(F ) > 1− 6δ.
Proof. By Chebyshev’s inequality, we have P
(
X 6 1
2
E[X]
)
6 4δ. Therefore, if we define
Q := F c ∩ {X > 1
2
E[X]
}
,
it will suffice to prove that P(Q) 6 2δ.
So suppose that to the contrary we have P(Q) > 2δ. Observe that
t∑
j=1
P(Ej ∩Q) =
∑
ω∈Q
P(ω)
t∑
j=1
1[ω ∈ Ej] > P(Q) · 12E[X] > δ ·
t∑
j=1
P(Ej) ,
4
where the first inequality follows from the definition of Q. By the pigeonhole principle, it
follows that P(Ej ∩Q) > δ · P(Ej) for some j ∈ [t]. But then
δ <
P(Ej ∩Q)
P(Ej)
= P
(
Q |Ej
)
6 P
(
F c |Ej
)
,
which contradicts our assumption P
(
F |Ej
)
> 1− δ. 
In order to deduce Proposition 2.1 from Lemma 2.2, we need to bound the variance of the
number of m-sets A with exactly k2m edges of G(n, p), and show that such a set is likely to
contain a graph G as in the statement of the proposition. We begin with the latter claim,
which follows from a standard argument, originally due to Erdo˝s [6].
Lemma 2.3. For all sufficiently large k the following holds. Let H be chosen uniformly from
the set of graphs with m vertices and k2m edges. Then, with high probability as m → ∞,
there exists a spanning subgraph G ⊆ H with
χ(G) > k and girth(G) > k,
and moreover, for every pair A,B ⊆ V (H) of disjoint vertex sets with |A|, |B| > m/4k, the
graph G[A,B] contains an edge.
Proof. Given A and B vertex disjoint sets of size exactly m/4k, since e
(
H[A,B]
)
is a hyper-
geometrically distributed random variable with expected value
|A| · |B| · k2m ·
(
m
2
)−1
> m
16
,
we have (see for example [8, Theorem 2.10])
P
(
e(H[A,B]) 6 m
32
)
6 e−m/200 .
By the union bound, the probability that there exist A and B in H such that e
(
H[A,B]
)
6
m/32 is at most (
m
m/4k
)2
e−m/200 6 e−m/300
where the inequality holds since k is sufficiently large.
Now let Z denote the number of cycles in H of length at most k. Then
E[Z] 6
k∑
`=3
m`
((m
2
)− `
k2m− `
)((m
2
)
k2m
)−1
6
k∑
`=3
m`
(
2k2
m− 1
)`
6 (2k2)k+1 .
By Markov’s inequality, it follows that with high probability we have Z 6 m
64
, and in partic-
ular with high probability H is such that the following holds. By removing one edge from
each cycle of length at most k, we obtain a subgraph G with girth(G) > k and such that
for every pair A,B ⊆ V (H) of disjoint vertex sets with |A|, |B| > m/4k, the graph G[A,B]
contains an edge. Then G has no independent set of size m/k, so χ(G) > k. 
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Lemma 2.4. Let 0 < ε < 1 and k ∈ N, and suppose that p = p(n) satisfies n−1/2  p 1.
Let X be the random variable that counts the number of sets A ⊆ [n] with |A| = m = ε/p
such that e
(
G(n, p)[A]
)
= k2m. Then
Var(X) 6 Cm
2
n
· E[X]2,
where C = eO(k
4/ε).
Proof. Let s = k2m. Observe that the expectation of X is
(3) E[X] =
(
n
m
)((m
2
)
s
)
ps(1− p)(m2 )−s .
We now calculate E[X2]. We need to bound the expected number of pairs (A,B) of sets of
size m, each with exactly s = k2m edges. Let ` = |A∩B| denote the size of the intersection
of these sets, and let t = e(A ∩ B) denote the number of edges contained in both sets. We
have
E
[
X2
]
=
m∑
`=0
(
n
`
)(
n− `
m− `
)(
n−m
m− `
) (`2)∑
t=0
((`
2
)
t
)((m
2
)− (`
2
)
s− t
)2
p2s−t(1− p)2(m2 )−(`2)−2s+t .
Note that
(
n
m−`
)
6
(
m
n−m
)`(n
m
)
, since 2m 6 n, and that
((m2 )−(`2)
s−t
)
6
((m2 )
s−t
)
6
(
s
(m2 )−s
)t((m2 )
s
)
.
Thus(
n− `
m− `
)(
n−m
m− `
)
6
(
n
m− `
)2
6
(
2m
n
)2`(
n
m
)2
and
((m
2
)− (`
2
)
s− t
)
6
(
4s
m2
)t((m
2
)
s
)
,
and hence
E
[
X2
]
6
m∑
`=0
(
n
`
)(
2m
n
)2`(
n
m
)2 (`2)∑
t=0
((`
2
)
t
)(
4s
m2
)2t((m
2
)
s
)2
p2s−t(1− p)2(m2 )−(`2)−2s+t
(3)
= E[X]2
m∑
`=0
(
n
`
)(
2m
n
)2` (`2)∑
t=0
((`
2
)
t
)(
4s
m2
)2t
p−t(1− p)−(`2)+t .
Substituting
(
n
`
)
6
(
en
`
)`
and
((`2)
t
)
6
(
e`2
2t
)t
, and recalling that p` 6 pm = ε, and thus
(1− p)−` 6 e2p` = O(1), we have
E[X2] 6 E[X]2
m∑
`=0
(
en
`
· 4m
2
n2
)` (`2)∑
t=0
(
e`2
2t
· 16s
2
m4
)t
p−t(1− p)−(`2)+t
6 E[X]2
m∑
`=0
eO(`)
(
m2
n`
)` (`2)∑
t=0
(
8es2`2
m4tp
)t
.
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Since (x/t)t is maximised when t = x/e, and therefore has maximum ex/e, it follows that
E[X2] 6 E[X]2
m∑
`=0
eO(`)
(
m2
n`
)`
exp
(
8s2`2
m4p
)
.
Now, since ` 6 m, pm = ε and s = k2m, we obtain
E[X2] 6 E[X]2
m∑
`=0
eO(`)
(
m2
n`
)`
exp
(
8k4`
ε
)
6 E[X]2
m∑
`=0
(
C ′m2
n`
)`
for some C ′ = eO(k
4/ε). This last sum is bounded above by a geometric series with ratio
C ′m2/n, which, since m = ε/p and by our choice of p, is smaller than 1
2
. The sum is
therefore bounded above by 1 + 2C ′m2/n, as desired. 
We can now easily deduce Proposition 2.1.
Proof of Proposition 2.1. Given ε > 0, we can assume k > 4/ε is sufficiently large. Set
m = ε/p, define EA to be the event that G(n, p)[A] contains exactly k
2|A| edges, and let F
denote the event that there exists a subgraph G ⊆ G(n, p) such that v(G) 6 ε/p, χ(G) > k
and girth(G) > k, and moreover, for every pair A,B ⊆ V (G) of disjoint vertex sets of size at
least ε|G|, the graph G[A,B] contains an edge. We are required to prove that P(F ) = 1−o(1).
But this follows from Lemma 2.2 since the conditions of this lemma are satisfied for some
δ = o(1). Indeed, since n−1/2  p = o(1), we have Var(X) = o(E[X]2) by Lemma 2.4, where
X =
∑
|A|=mEA, and by Lemma 2.3 we have P
(
F |EA
)
= 1− o(1). 
3. Proof of Theorem 1.2
To prove Theorem 1.2, we will use some known results. The first is the so-called sparse
random Erdo˝s–Stone theorem, which was originally conjectured by Kohayakawa,  Luczak
and Ro¨dl [11], and proved by Conlon and Gowers [5] (for strictly balanced graphs H) and
Schacht [16] (in general).
Theorem 3.1 (Conlon and Gowers, Schacht). For every graph H, every γ > 0, and every
p  n−1/m2(H), the following holds with high probability. For every H-free subgraph G ⊆
G(n, p), we have
e(G) 6
(
1− 1
χ(H)− 1 + γ
)
p
(
n
2
)
.
In particular, δχ(H, p) 6 pi(H).
The bound on p in Theorem 3.1 is sharp, as is shown by the following proposition.
Proposition 3.2. For every graph H, every γ > 0, and every logn
n
 p  n−1/m2(H), the
following holds with high probability. There exists an H-free spanning subgraph G ⊆ G(n, p)
with
δ(G) >
(
1− 2γ)pn and χ(G) > 1
2
γ−1/2 .
In particular, δχ(H, p) = 1.
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For the proof we need the following lemma, which is a straightforward consequence of the
celebrated ‘polynomial concentration inequality’ of Kim and Vu [10]. Recall that a graph F
is said to be 2-balanced if e(F
′)−1
v(F ′)−2 6
e(F )−1
v(F )−2 for each subgraph F
′ ( F with v(F ′) > 3. Given
a graph F and a vertex v, let XF (v) denote the random variable that counts the number of
copies of F in G(n, p) that contain v.
Lemma 3.3. Let F be a 2-balanced graph with m2(F ) > 1, and suppose that p = p(n)
satisfies (logn)
2e(F )+5
n
6 p 6 n−1/m2(F ). Then
(4) P
(
XF (v) > E
[
XF (v)
]
+
pn
log n
)
6 1
n2
for all sufficiently large n.
In order to prove Lemma 3.3, we will need to recall the main theorem of [10]. For each
set S ⊆ E(Kn), let EF (S, v) denote the conditional expectation, given that S ⊆ E
(
G(n, p)
)
,
of the number of copies of F in G(n, p) which contain v and use all the edges in S. Let
E ′F (v) = maxS 6=∅EF (S, v), and EF (v) = max
{
E ′F (v), E[XF (v)]
}
. The main theorem of [10]
implies1 that
(5) P
(
XF (v) > E
[
XF (v)
]
+ (log n)e(F )+1
(
EF (v)E
′
F (v)
)1/2) 6 n−2e(F )
if n is sufficiently large.
Proof of Lemma 3.3. In order to apply (5) we need to bound EF (S, v) from above for each
non-empty set of edges S. We claim that, for each such S, we have
(6) EF (S, v) 6 pn(log n)−2e(F )−4.
To prove this, observe first that EF (S, v) is maximised when S is an induced subgraph of a
copy of F containing v, so let us assume that this is the case. Let T be the set of vertices
incident to the edges of S, and observe that
(7) EF (S, v) 6 v(F )|T |pe(F )−|S|nv(F )−|T | .
Suppose first that |T | = v(F ). Then EF (S, v) 6 v(F )|T | = O(1), from which (6) follows
since p > (logn)2e(F )+5
n
. On the other hand, since F is 2-balanced, if 2 6 |T | < v(F ) then we
have |S| 6 m2(F )
(|T |−2)+1. Since e(F ) = m2(F )(v(F )−2)+1 and m2(F ) > 1, it follows
that
e(F )− |S| = m2(F )
(
v(F )− |T | − 1)+ 1 + c
for some c > 0, and hence, from (7), that
EF (S, v) 6 v(F )|T |p1+cn ·
(
pm2(F )n
)v(F )−|T |−1 6 pn(log n)−2e(F )−4
if n is sufficiently large, by our choice of p. This proves (6).
1To obtain (5), we apply the general theorem stated in [10] to the polynomial corresponding to the random
variable XF (v), with λ = 2e(F ) log
(
n
2
)
.
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Now, to deduce (4), simply note that E[XF (v)] 6 pe(F )nv(F )−1 6 pn, since p 6 n−1/m2(F )
and F is 2-balanced. Thus, by (6), we have
EF (v)E
′
F (v) 6 (pn)2(log n)−2e(F )−4,
and hence, by (5), we have
P
(
XF (v) > E
[
XF (v)
]
+
pn
log n
)
6 n−2e(F ),
as required. 
We can now easily deduce Proposition 3.2.
Proof of Proposition 3.2. Suppose first that p > (logn)2e(H)+5
n
. In this case let F ⊆ H be a
subgraph of H with e(F )−1
v(F )−2 = m2(H), and note that F is 2-balanced, and that m2(F ) =
m2(H) > 1, since otherwise the statement is vacuous. Since p  n−1/m2(H) implies that
E
[
XF (v)
]
= o(pn), it follows by Lemma 3.3 that, with high probability, every vertex of
G(n, p) lies in at most γpn copies of F .
On the other hand, if p 6 (logn)O(1)
n
, then we may take F to be an arbitrary cycle in H.
(If H is a forest then m2(H) 6 1 and again the proposition holds vacuously.) To estimate
the number of pairs of copies of F in G(n, p) both containing v, observe that if two such
copies of F intersect in a set of edges S and vertices T , then T contains v and thus we have
|S| 6 |T | − 1. Furthermore, e(F ) = v(F ), and so the expected number of pairs of copies of
F in G(n, p), both containing v, is at most∑
S(E(F )
O
(
p2e(F )−|S|n2v(F )−|T |−1
)
6 (log n)
O(1)
n2
.
Hence, by Markov’s inequality, with high probability every vertex of G(n, p) lies in at most
one copy of F .
Now, by Chernoff’s inequality, G(n, p) has minimum degree at least (1 − γ)pn, and each
X ⊆ V (G(n, p)) with |X| > γn contains more than p|X|2/4 edges. If all three of these likely
events occur, then we can construct the desired graph G ⊆ G(n, p) simply by deleting one
edge from each copy of F in G(n, p).
To see that G has the required properties, observe first that G is F -free, and therefore
H-free. Next, note that we have deleted at most γpn edges at each vertex of G(n, p), so we
have δ(G) > (1− 2γ)pn, as claimed. Finally, if |X| > 2√γn then, since at most γpn2 edges
of G(n, p) are deleted to obtain G, and X contains more than γpn2 edges of G(n, p), the set
X is not independent in G. It follows that χ(G) > 1
2
γ−1/2 as desired. 
For constant p, on the other hand, the chromatic threshold was determined in [1].
Theorem 3.4. For each constant p > 0 and graph H, we have δχ(H, p) = δχ(H).
This together with the following lower bound on δχ(H, p) establishes Theorem 1.2.
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Theorem 3.5. Let r > 4, s ∈ N and γ > 0. If p = p(n) satisfies n−1/2  p  1 as
n→∞, then with high probability G(n, p) contains a spanning subgraph G with
χ(G) > s and δ(G) >
(
r − 2
r − 1 − γ
)
pn,
such that every s-vertex subgraph of G is (r − 1)-colourable.
In particular, δχ(H, p) > pi(H) for every graph H with χ(H) > 4.
Before proving this theorem, we first spell out the deduction of Theorem 1.2.
Proof of Theorem 1.2. If p > 0 is constant then the result follows from Theorem 3.4, and if
logn
n
 p  n−1/m2(H) then it follows from Proposition 3.2. Moreover, the upper bound in
the range p n−1/m2(H) follows by Theorem 3.1.
It remains to show that δχ(H, p) > pi(H) for every n−1/m2(H)  p  1. If H is bipartite
then this is immediate, since pi(H) = 0, so let us assume that χ(H) > 4 and m2(H) > 2.
(Note that m2(H) > 2 for every graph H with χ(H) > 5. Indeed, if m2(H) 6 2 then
e(F ) 6 2v(F )− 3 for every subgraph F ⊆ H with more than one vertex. In particular, this
implies that every subgraph of H has a vertex of degree at most 3, and hence χ(H) 6 4.)
But now n−1/m2(H) > n−1/2, and so the claimed bound follows from Theorem 3.5. 
Now we will use Proposition 2.1 to prove Theorem 3.5.
Proof of Theorem 3.5. To construct G, we first partition the vertex set into sets X and Y ,
with |X| = n/(r − 1), and expose the edges of G(n, p) contained in X. By Proposition 2.1,
with high probability, there exists a subgraph F on at most ε/p vertices with girth and
chromatic number both at least s+ 1. We fix one such F .
We next expose the edges of G(n, p) between the V (F ) and Y , and let Iu = N(u)∩ Y for
each u ∈ V (F ). Set
V1 =
(
X \ V (F )) ∪ ⋃
u∈V (F )
Iu
and let V2 ∪ · · · ∪ Vr−1 be an arbitrary equipartition of Y \
⋃
u∈V (F ) Iu. Note that we have
not yet revealed any pair between any Vi and Vj with i 6= j. We reveal them now.
We are now ready to define G to be the spanning subgraph of G(n, p) with edge set
E(F ) ∪ {uv : u ∈ V (F ), v ∈ Iu} ∪ {uv ∈ E(G(n, p)) : u ∈ Vi, v ∈ Vj, i 6= j}.
We claim that, with high probability, G has the desired properties. Indeed, note first that
χ(G) > χ(F ) > s. Next we (implicitly) use several Chernoff bounds to show that G has
sufficiently high minimum degree. Indeed, since p  n−1/2 and v(F ) 6 ε/p, with high
probability we have |⋃u∈V (F ) Iu| 6 pn · v(F ) 6 εn, which implies |Vi| > nr−1 − εn. So with
high probability every vertex u ∈ Vi has at least
(
r−2
r−1−γ
)
pn neighbours in
⋃
j 6=i Vj and every
vertex u ∈ V (F ) has at least ( r−2
r−1 −γ
)
pn neighbours in Y (because the edges between V (F )
and Y were only revealed after fixing F ), as required.
Finally, we claim that χ
(
G[W ]
)
6 r − 1 for every s-vertex subset W ⊆ V (G). To show
this, first colour W ∩ Vi with colour i for each 1 6 i 6 r − 1. Now, the remaining vertices
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u1 v1
u2 v2
u3 v3
u4 v4
u5 v5
x
y
Figure 1. the gadget G0
W ∩ V (F ) induce a forest in G, because F has girth greater than s, and their neighbours
in G are all in V1, by construction. We can therefore complete a proper colouring of G[W ]
using only colours 2 and 3 inside F . Since r > 4, this completes the proof. 
We finish this section by noting that Theorem 1.2 does not cover all graphs of chromatic
number four.
Proposition 3.6. There exist infinitely many graphs H with χ(H) = 4 and m2(H) < 2.
Proof. We will construct a graph G0, which we call a gadget (see Figure 1), with 12 vertices
and 19 edges, and which satisfies the following key property: there are (non-adjacent) vertices
x, y ∈ V (G0) such that in any proper 3-colouring of G0 the vertices x and y receive different
colours. In other words, if we replace an edge xy of a larger graph G by a gadget on xy,
then (when 3-colouring G) the gadget plays the same role as the edge.
To define the gadget, set V (G0) = {x, y} ∪ {ui, vi : 1 6 i 6 5} and
E(G0) =
{
u1u2, u2u3, u3u4, u4u5, u5u1
} ∪ {v1v2, v2v3, v3v4, v4v5, v5v1}
∪ {xu1, xu3, xv1, xv3} ∪ {yu2, yu4, yv2, yv4} ∪ {u5v5}.
Now, let c : V (G0) → {1, 2, 3} be a proper colouring, and suppose that c(x) = c(y) = 1.
Then none of the vertices of {ui, vi : 1 6 i 6 4} receives colour 1, and therefore it follows
that c(u5) = c(v5) = 1, a contradiction.
Now, given a graph H with χ(H) = 4, we can construct a graph H ′ with
χ(H ′) = 4, v(H ′) = v(H) + 10 and e(H ′) = e(H) + 18,
simply by replacing any edge of H by a copy of the gadget. Moreover, if m2(H) < 2 then
one easily checks that m2(H
′) < 2. Thus, in order to construct the claimed infinite family
of graphs, it suffices to construct a single example.
In order to do so, consider the graph H obtained by replacing every edge xy of K4 by a
copy of the gadget. The resulting graph has 6 ·12−4 ·2 = 64 vertices and 6 ·19 = 114 edges.
Moreover, it may be easily checked that m2(H) < 2, as required. 
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4. Lower bounds for Theorems 1.3 and 1.4
By Theorem 3.4 we have that δχ(K3, p) =
1
3
and δχ(C5, p) = 0 for any constant p > 0,
and by Proposition 3.2 we have δχ(H, p) = 1 whenever
logn
n
 p  n−1/m2(H). In this
section we will provide three constructions (see Propositions 4.2, 4.3 and 4.5) which imply
the remaining lower bounds for δχ(K3, p) and δχ(C5, p) in Theorems 1.3 and 1.4. However,
since these constructions are also needed in [1], we shall, instead of giving them for H = K3
and H = C5, provide them in the following more general setting.
Definition 4.1. A graph H is a cloud-forest graph if there is an independent set I ⊆ V (H)
(the cloud) such that V (H) \ I induces a forest F , the only edges from I to F go to leaves
or isolated vertices of F , and no two adjacent leaves in F send edges to I.
Moreover, H is a thundercloud-forest graph if there is a cloud I ⊆ V (H), which witnesses
that H is a cloud-forest graph, such that every odd cycle in H uses at least two vertices of I.
Note that K3 is not a cloud-forest graph, C5 is a cloud-forest but not a thundercloud-forest
graph, and C2k+1 is a thundercloud-forest graph for every k > 3.
The following proposition implies δχ(K3, p) > 12 for n−1/2  p(n) = o(1).
Proposition 4.2. Let H be a graph with χ(H) = 3, and suppose that n−1/2  p(n) = o(1).
If H is not a cloud-forest graph, then δχ(H, p) > 12 .
Similarly, the next proposition implies δχ(C5, p) > 13 for n−1/2  p(n) = o(1).
Proposition 4.3. Let H be a graph with χ(H) = 3, and suppose that n−1/2  p(n) = o(1).
If H is not a thundercloud-forest graph, then δχ(H, p) > 13 .
The constructions that prove these propositions are similar to (though somewhat more
complicated than) that in the proof of Theorem 3.5 and rely, again, on Proposition 2.1.
Proof of Proposition 4.2. We will show that, for every s ∈ N and γ > 0, with high probability
G(n, p) contains a spanning subgraph G with
χ(G) > s and δ(G) >
(
1
2
− γ
)
pn
such that every s-vertex subgraph of G is a cloud-forest graph. This fact implies that
δχ(H, p) > 1/2 for every graph H that is not a cloud-forest graph.
The construction of G is similar to that in the proof of Theorem 3.5, except that we will
need to ensure that the neighbourhoods (in G) of the vertices of F are disjoint. To be precise,
let us partition the vertex set into sets X and Y , with |X| = |Y | = n/2, and expose the
edges of G(n, p) contained in X. With high probability, we obtain (by Proposition 2.1) a
subgraph F on at most ε/p vertices with girth and chromatic number both at least s + 1.
Next, expose the edges of G(n, p) between the vertices of F and Y , and for each u ∈ V (F ),
define
Iu =
{
v ∈ Y : N(v) ∩ V (F ) = {u}
}
,
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and note that the sets Iu are pairwise disjoint. Observe also that |Iu| is a binomial random
variable with expected size |Y | · p(1 − p)v(F )−1 > (1/2 − ε)pn, and therefore with high
probability |Iu| > (1/2− γ)pn for every u ∈ V (F ). Now let G be the graph with edge set
E(F ) ∪ {uv : u ∈ V (F ), v ∈ Iu} ∪ {uv ∈ E(G(n, p)) : u ∈ V1, v ∈ V2},
where
V1 =
(
X \ V (F )) ∪ ⋃
u∈V (F )
Iu and V2 := Y \
⋃
u∈V (F )
Iu.
Observe that χ(G) > χ(F ) > s, and that δ(G) >
(
1
2
− γ)pn with high probability.
It remains to show that for any set W ⊆ V (G) of at most s vertices, G[W ] is a cloud-forest
graph. To do so, we must find an independent set I ⊆ W such that G[W \ I] is a forest, and
the only edges from I to W \ I go to non-adjacent leaves or isolated vertices of this forest.
We claim that this holds for I = W ∩V2, which is an independent set by the definition of G.
Indeed, observe first that G[W \ I] is a forest, since W \ I ⊆ V (F ) ∪ V1, the girth of F is
greater than s, and since each vertex of V1 has at most one neighbour in V (F ) ∪ V1. Now,
every edge from I meets W \ I in V1, and (as just noted) every vertex of W ∩ V1 is either an
isolated vertex of G[W \ I], or a leaf. Since V1 is an independent set in G, all of these leaves
are non-adjacent, and hence G[W ] is a cloud-forest graph, as required. 
In order to prove Proposition 4.3, we will make use of the following construction of  Luczak
and Thomasse´ [13], see also [2, Theorem 14].
Lemma 4.4 ( Luczak and Thomasse´). For each s ∈ N and γ > 0, there exists a graph H
with
δ(H) >
(
1
3
− γ
)
· |H|,
and a partition V (H) = A ∪B ∪ C with the following properties:
(a) |A| 6 γ|H| and χ(H[A]) > s.
(b) B and C are independent sets in H.
(c) H[A,C] is empty and H[B,C] is complete.
(d) Every odd cycle in H on s or fewer vertices uses at least two vertices of B.
Proof of Proposition 4.3. We will show that, for every s ∈ N and γ > 0, with high probability
G(n, p) contains a spanning subgraph G with
χ(G) > s and δ(G) >
(
1
3
− 3γ
)
pn
such that every s-vertex subgraph of G is a thundercloud-forest graph. The existence of such
a graph G implies that the chromatic threshold with respect to p of every graph that is not
a thundercloud-forest graph is at least 1/3, as required.
We choose ε > 0 sufficiently small, and partition the vertex set into sets X and Y , with
|X| = 2n/3 and |Y | = n/3. As before, we reveal the edges within X and use Proposition 2.1
to find a subgraph F with chromatic number and girth greater than s, on ε/p vertices, such
that any two disjoint subsets of V (F ) of size at least ε|V (F )| have an edge joining them.
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As before, we reveal the edges from V (F ) to Y and for each u ∈ V (F ) let Iu ⊆ Y be the
vertices of Y whose unique neighbour in V (F ) is u. Now set, slightly differently than before,
V1 = X \ V (F ) and V2 = Y \
⋃
u∈V (F )
Iu.
Let H be the graph whose existence is guaranteed by Lemma 4.4, and V (H) = A ∪ B ∪ C
be the partition for which properties (a)–(d) hold. Let
φ : V (F ) ∪ V1 → A ∪B
be a function which maps v(F )/|A| vertices of F to each element of A and |V1|/|B| vertices
of V1 to each element of B.
2
We are now ready to define G. It is the spanning subgraph of G(n, p) with edge set{
uv ∈ E(F ) : φ(u)φ(v) ∈ E(H)
}
∪
{
uv : u ∈ V (F ), v ∈ Iu
}
∪
{
vw ∈ E(G(n, p)) : v ∈ Iu for some u ∈ V (F ), w ∈ V1, φ(u)φ(w) ∈ E(H)
}
∪
{
uv ∈ E(G(n, p)) : u ∈ V1, v ∈ V2
}
.
We claim that, with high probability,
δ(G) >
(
1
3
− 3γ
)
pn.
Indeed, similarly as before, by several applications of a Chernoff bound, with high probability,
every vertex u ∈ V (F ) has at least |Iu| >
(
1
3
− γ)pn neighbours, every vertex of V1 has at
least
(
1
3
− γ)pn neighbours in V2, and every vertex of V2 has at least (23 − γ)pn neighbours
in V1. Finally, if u ∈ V (F ) then, since δ(H) >
(
1
3
− γ)v(H) and |A| 6 γ|H| (and in H all
neighbours of φ(u) are in A ∪B), we have∣∣{w ∈ V1 : φ(u)φ(w) ∈ E(H)}∣∣ > (1
3
− 2γ
)
n,
and hence every vertex v ∈ Iu has at least
(
1
3
−3γ)pn neighbours w ∈ V1 such that φ(u)φ(w) ∈
E(H).
We next claim that χ(G) > χ
(
G[V (F )]
)
> s. Indeed, suppose that we colour G[V (F )]
with fewer than s colours, and consider the colouring of H[A] in which the vertex a ∈ A
receives a most common colour in φ−1(a). This is a colouring of H[A] with fewer than s
colours, so by Lemma 4.4 there is a monochromatic edge aa′ of H[A]. Let c be the colour
of a and a′, and observe that there exist sets Z ⊆ φ−1(a) and Z ′ ⊆ φ−1(a′) of colour c,
each of size at least v(F )/(s|A|) > εv(F ). Thus, since F is the subgraph obtained from
Proposition 2.1, the graph F [Z,Z ′] contains an edge, and since aa′ ∈ E(H), this edge is also
present in G. It follows that our colouring of G is not proper, and so χ
(
G[V (F )]
)
> s, as
claimed.
2It is easy to see that we can adjust slightly the sizes of the sets so that all of these are integers. Alter-
natively, we may allow some elements to receive an extra vertex.
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Finally, we claim that G[W ] is a thundercloud-forest graph for every set W ⊆ V (G) with
|W | = s. To prove this, we need to show that there exists a cloud I ⊆ W which witnesses
that H is a cloud-forest graph, and is such that every odd cycle in G[W ] uses at least two
vertices of I. We will show that this is the case for the set
I = W ∩ V1.
Note first that I is an independent set in G[W ], since V1 is an independent set in G. Next,
observe that G[W \ I] is a forest, since the girth of F is greater than s, and since each vertex
of W \ (I ∪ V (F )) is either in V2 and hence isolated in G[W \ I], or is in some Iu so has at
most u as a neighbour in G[W \ I]. Moreover, in the latter case u is not adjacent to any
vertex of I, so that neighbours of I are non-adjacent leaves of the forest G[W \I], and thus I
is a cloud.
Finally, we need to check that every odd cycle in G[W ] uses at least two vertices of I, so let
S be an odd cycle in G[W ]. Note first that S 6⊆ V (F )∪⋃u Iu since F has girth greater than
s and each vertex of
⋃
u Iu has only one neighbour in V (F ), and that every cycle containing
a vertex of V2 uses at least two vertices of V1.
Thus the only remaining case we need to rule out is that S consists of one vertex x ∈ V1,
whose neighbours in S are the vertices y, z ∈ ⋃u Iu, and a path P with an even number of
vertices in F from u to v, where y ∈ Iu and z ∈ Iv. Since xy and xz and P are all edges of
G, it follows that φ(u)φ(x), φ(v)φ(x) and φ(P ) are all edges of H, which gives us a circuit
of odd length in H. This circuit contains an odd cycle, which must (by Lemma 4.4) use
at least two vertices of B, a contradiction (since φ−1(B) = V1). This proves that G[W ] is
indeed a thundercloud-forest graph, as required. 
We end the section with a slightly different (and easier) construction, which implies the
remaining lower bounds in Theorems 1.4 and 1.5.
Proposition 4.5. Let k > 2, and suppose that (logn)2
n
6 p(n) n−(2k−3)/(2k−2). Then
δχ(C2k+1, p) >
1
2
.
Proof of Proposition 4.5. Let ω = ω(n) be any function tending to infinity sufficiently slowly
as n→∞ and assume that
(8)
(log n)2
n
6 p = p(n) 6 1
ω2
· n−(2k−3)/(2k−2).
Given s ∈ N and γ > 0, we construct, with high probability, a C2k+1-free spanning subgraph
G ⊆ G(n, p) with χ(G) > s and δ(G) > (1
2
− 2γ)pn as follows.
Partition the vertices into sets X and Y with |X| = |Y | = n/2, and expose first the edges
of G(n, p) contained in a subset X ′ ⊆ X of size ω/p. We claim that, with high probability,
there exists a subgraph F of G(n, p) in X ′ with maximum degree at most 2ω, girth at
least 3k, and chromatic number at least log logω. Indeed, this follows simply by removing
vertices of degree greater than 2ω, and vertices in cycles of length at most 3k. To spell out
the details, observe that the expected number of independent sets in X ′ of size |X ′|/√logω
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tends to zero as n→∞, the expected number of cycles in X ′ of length at most 3k is at most
3kω3k, and the expected number of vertices of degree greater than 2ω is (by the Chernoff
bound) at most e−ω/3|X ′|. The desired subgraph F therefore exists with high probability by
three applications of Markov’s inequality.
We now give the pairs of vertices lying between X and Y an order τ , in which the pairs
with one end in V (F ) come first, but which is otherwise arbitrary. We obtain a spanning
subgraph G of G(n, p) by the following process. We start with E(G0) = E(F ), and then for
each 1 6 i 6 |X||Y | we define Gi as follows. Let xy be the ith edge in τ . If xy ∈ E
(
G(n, p)
)
,
and Gi−1 ∪ {xy} does not contain a copy of C2k+1, and degGi−1∪{xy}
(
y, V (F )
)
6 2ω, then
we set Gi = Gi−1 ∪ {xy}. Otherwise we set Gi = Gi−1. We let G = G|X||Y |.
We claim that G is the desired graph. Indeed, G0 certainly contains no copy of C2k+1, and
has the desired chromatic number, so by construction the same is true of G. It remains to
show that δ(G) >
(
1
2
−2γ)pn. We will bound the degrees of vertices in Y , then in X \V (F ),
and finally in V (F ). Observe first that, by Chernoff’s inequality (and since p > (logn)2
n
), the
following events holds with high probability:
(a) |N(x) ∩ Y | ∈ (1
2
± γ)pn for each x ∈ X,
(b) |N(y) ∩X| ∈ (1
2
± γ)pn for each y ∈ Y , and
(c) there are at most e−ω/10n vertices y ∈ Y such that |N(y) ∩ V (F )| > 2ω.
Let us assume that each of these likely events holds.
We claim that, for each y ∈ Y , the number of edges xy of G(n, p), with x ∈ X, which are
not present in G is stochastically dominated by Bin(ω/p, p) + Bin
(
4ω2(pn)2k−2, p
)
. Indeed,
the number of edges of G(n, p) between y and V (F ) is dominated by Bin(ω/p, p), and the
number of vertices x ∈ X \V (F ) such that there is a path of length 2k from y to x in Gi−1 is
at most 4ω2(pn)2k−2, since any such path must use at least one edge of F . Since the graphs
Gi are nested, and since the event that the ith edge of τ is in G(n, p) is independent of the
graph Gi−1, the claimed stochastic domination follows. By Chernoff’s inequality and the
union bound, and by our choice of p, it follows that, with high probability, for each y ∈ Y
there are at most
γpn > 2ω + 8ω2p(pn)2k−2
edges of G(n, p) incident to y not present in G, as required.
The proof is almost the same for vertices in X \ V (F ). Indeed, given x ∈ X \ V (F ), it
follows exactly as above that the number of edges xy of G(n, p), with y ∈ Y , which are
not present in G is stochastically dominated by Bin
(
4ω2(pn)2k−2, p
)
. (Note that in this case
edges are only removed if they complete a copy of C2k+1.) As before, it follows that, with
high probability, at most γpn edges of G(n, p) incident to x are not included in G for each
x ∈ X \ V (F ).
Finally, for each x ∈ V (F ) we claim that the number of edges xy of G(n, p), with y ∈ Y ,
which are not present in G is stochastically dominated by Bin
(
e−ω/10n, p
)
+Bin
(
(2ωpn)k, p
)
.
Indeed, there are at most e−ω/10n vertices in Y with at least 2ω Gi−1-neighbours in V (F ),
the set of such vertices is increasing in i, and the event that the ith edge in τ is in G(n, p) is
independent of Gi−1. Thus the number of edges xy not included in G because y has too many
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neighbours in V (F ) is stochastically dominated by Bin
(
e−ω/10n, p
)
. Similarly, assuming that
xy is the ith edge of τ , the number of vertices y ∈ Y such that there is a path of length 2k
from x to y in Gi−1 is at most (2ω)k(pn)k, since (by the definition of τ) every edge of such a
path must be incident to F . As before, this implies the claimed stochastic domination. By
Chernoff’s inequality and the union bound, and by our choice of p, it follows that, with high
probability, for each x ∈ V (F ) there are at most
γpn > e−ω/20pn+ (4ω)kpk+1nk
edges of G(n, p) incident to x not present in G, as required. 
5. Upper bounds for Theorems 1.3, 1.4, and 1.5
In this section we will determine δχ(K3, p) and δχ(C5, p) for almost all functions p = p(n),
and δχ(C2k+1, p) for a certain range of p. Indeed, for K3 the pieces are all already in place.
Proof of Theorem 1.3. If p > 0 is constant then the result follows from Theorem 3.4 and
the fact that δχ(K3) = 1/3. Suppose next that n
−1/2  p(n) = o(1), and recall that,
by Theorem 3.1, we have δχ(H, p) 6 1/2. On the other hand, recall that K3 is not a
cloud-forest graph, so, by Proposition 4.2, we have δχ(H, p) = 1/2 in this range. Finally, if
logn
n
 p n−1/2 then it follows from Proposition 3.2 that δχ(H, p) = 1, as required. 
Next, we turn to the case H = C5. Recall that C5 is not a thundercloud-forest graph. We
have therefore already proved the following bounds:
δχ(C5, p)

= 0 if p > 0 is constant, by Theorem 3.4, and since δχ(C5) = 0,
> 1
3
if n−1/2  p 1, by Proposition 4.3,
= 1
2
if n−3/4  p n−1/2, by Theorem 3.1 and Proposition 4.5,
= 1 if logn
n
 p n−3/4, by Proposition 3.2.
It therefore only remains to prove that δχ(C5, p) 6 1/3 for all n−1/2  p = o(1). We remark
that, under the stronger assumption p = n−o(1), this result follows from a general result
(for all cloud-forest graphs) proved in [1]; the proof of the following result is similar, but
significantly simpler.
Proposition 5.1. δχ(C5, p) 6 1/3 for every function n−1/2  p = o(1).
To prove Proposition 5.1 we will use the sparse minimum degree form of Szemere´di’s
Regularity Lemma. First recall the following definitions.
Definition 5.2 ((ε, p)-regular pairs and partitions, the reduced graph). Given a graph G
and ε, p > 0, a pair of vertex sets (A,B) is said to be (ε, p)-regular if∣∣∣∣e
(
G[A,B]
)
|A||B| −
e
(
G[X, Y ]
)
|X||Y |
∣∣∣∣ < εp
for every X ⊆ A and Y ⊆ B with |X| > ε|A| and |Y | > ε|B|.
A partition V (G) = V0∪V1∪. . .∪Vk is said to be (ε, p)-regular if |V0| 6 εn, |V1| = . . . = |Vk|,
and at most εk2 of the pairs (Vi, Vj) with 1 6 i < j 6 k are not (ε, p)-regular.
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The (ε, d, p)-reduced graph of an (ε, p)-regular partition is the graph R with vertex set
V (R) = {1, . . . , k} and edge set
E(R) =
{
ij : (Vi, Vj) is an (ε, p)-regular pair and e
(
G[Vi, Vj]
)
> dp|Vi||Vj||
}
.
We will use the following form of the Regularity Lemma, see [4, Lemma 8] for a proof.
Szemere´di’s Regularity Lemma (sparse minimum degree form). Let δ, d, ε > 0,
k0 ∈ N and p = p(n) (log n)4/n. There exists k1 = k1(δ, ε, k0) ∈ N such that the following
holds with high probability. If G ⊆ G(n, p) has minimum degree δ(G) > δpn, then there is an
(ε, d, p)-regular partition of G into k parts, where k0 6 k 6 k1, whose (ε, d, p)-reduced graph
R has minimum degree at least (δ − d− ε)k.
In the proof of Proposition 5.1 we will use the following fact, which is an easy consequence
of Chernoff’s inequality: if p n−1/2, then with high probability there are (1+o(1))p|U ||V |
edges between U and V for every pair of sets (U, V ) with |U | = Ω(pn) and |V | = Ω(n).
Proof of Proposition 5.1. Let γ > 0, and let G be a C5-free spanning subgraph of G(n, p)
with
δ(G) >
(
1
3
+ 2γ
)
pn.
Applying the sparse minimum degree form of Szemere´di’s regularity lemma to G, with k0 =
1/γ, d = γ/10 and ε > 0 sufficiently small, we obtain a partition V (G) = V0 ∪ V1 ∪ · · · ∪ Vk,
such that the (ε, d, p)-reduced graph R satisfies
(9) δ(R) >
(
1
3
+ γ
)
k.
Given any vertex v, we define the robust second neighbourhood N∗2 (v) of v in G to be the set
of vertices w in G such that v and w have at least dp2n common neighbours in G. We define
(10) Xi :=
{
v ∈ V (G) : ∣∣N∗2 (v) ∩ Vi∣∣ > (12 + d)|Vi|}
for each i ∈ [k], and set X0 := V (G)\
(
X1∪· · ·∪Xk
)
. We will show that Xi is an independent
set for each 1 6 i 6 k, and that X0 = ∅. This implies that χ(G) is bounded (by a constant
depending on γ) as required.
Indeed, let us first fix 1 6 i 6 k, and suppose that uv ∈ E(G[Xi]). Note that, by definition
of Xi, the intersection N
∗
2 (u)∩N∗2 (v) is non-empty, so let w ∈ N∗2 (u)∩N∗2 (v). It follows that
min
{|N(u) ∩N(w)|, |N(v) ∩N(w)|} > dp2n > 4,
since p n−1/2, and therefore there exist distinct vertices u′ and v′ such that
u′ ∈ N(u) ∩N(w) and v′ ∈ N(v) ∩N(w).
Since uv is an edge of G, it follows that uu′wv′v is a copy of C5 in G, which is a contradiction.
To show that X0 is empty, we will use the following claim.
Claim: For each u ∈ X0, there exists an (ε, d, p)-regular pair (Vi, Vj) such that
|N∗2 (u) ∩ Vi| > ε|Vi| and |N∗2 (u) ∩ Vj| > ε|Vj|.
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Proof of claim. The claim follows from some straightforward edge-counting, together with
the minimum degree conditions. Indeed, recalling that δ(G) >
(
1
3
+ 2γ
)
pn, let U ⊆ N(u) be
an arbitrary subset of size |U | = pn/3, and observe that (with high probability) there are
at least p2n2/9 edges incident to U , since e(G[U ]) = o(p2n2) (by Chernoff’s inequality) and
each vertex in U has at least
(
1
3
+ 2γ
)
pn neighbours.
Now, if |N∗2 (u) ∩ Vi| 6 ε|Vi|, then there are (with high probability) at most
2p · |U | · ε|Vi|+ dp2n · |Vi| 6 2dp2n · |Vi|
edges between Vi and U , so almost all of the edges incident to U go to sets Vi with |N∗2 (u)∩
Vi| > ε|Vi|. Moreover, since u ∈ X0, there are (with high probability) at most
p|U | ·
(
1
2
+ 2d
)
|Vi|+ dp2n · |Vi| 6
(
1
6
+ 2d
)
p2n|Vi|
edges from Vi to U for every i ∈ [k]. It follows that there must be at least(
2
3
− 9d
)
k
indices i ∈ [k] such that |N∗2 (u) ∩ Vi| > ε|Vi|. Since δ(R) >
(
1
3
+ γ
)
k, it follows that there is
an edge of R between two such indices, as required. 
Now, suppose (for a contradiction) that there exists a vertex u ∈ X0, and let (Vi, Vj)
be the pair given by the claim. By the definition of (ε, d, p)-regularity, there exist vertices
v ∈ N∗2 (u) ∩ Vi and w ∈ N∗2 (u) ∩ Vj such that vw is an edge of G, and (by the definition
of the robust second neighbourhood) there exist distinct vertices v′ and w′ in the common
neighbourhoods of u and v, and of u and w, respectively. But then uv′vww′ forms a copy of
C5 in G, and so we have the desired contradiction. 
Finally, let us prove Theorem 1.5. It follows from Proposition 3.2 that δχ(C2k+1, p) =
1 whenever logn
n
 p  n−(2k−1)/2k, and from Theorem 3.1 and Proposition 4.5 that
δχ(C2k+1, p) = 1/2 for every function n
−(2k−1)/2k  p n−(2k−3)/(2k−2). Thus, to deduce the
theorem it will suffice to prove the following proposition.
Proposition 5.3. δχ(C2`+1, p) = 0 for every ` > 3 and n−1/2  p = o(1).
Proof. Let γ > 0, and let G be a C2`+1-free spanning subgraph of G(n, p) with
δ(G) > 2γpn.
Applying the sparse minimum degree form of Szemere´di’s regularity lemma to G, we obtain
a partition V (G) = V0 ∪ V1 ∪ · · · ∪ Vk, such that the reduced graph R satisfies δ(R) > γk.
Define
(11) Xi :=
{
v ∈ V (G) : ∣∣N∗2 (v) ∩ Vi∣∣ > d|Vi|}
for each i ∈ [k], where N∗2 (v) is as defined in the proof of Proposition 5.1. Set X0 :=
V (G)\(X1∪· · ·∪Xk). We will again show that Xi is an independent set for each 1 6 i 6 k,
and that X0 = ∅.
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This time it is relatively easy to see that X0 = ∅, since if v ∈ X0 then |N∗2 (v)| 6 2dn,
which implies that there are (with high probability) at most
2p · |U | · 2dn+ dp2n · n = (8γd+ d)p2n2 < γ2p2n2
edges incident to a set U ⊆ N(v) with |U | = 2γpn, contradicting our assumption on the
minimum degree of G.
Therefore, let us suppose that uv ∈ E(G) for some u, v ∈ Xi, and observe that N∗2 (u)∩Vi
and N∗2 (v)∩Vi both have size at least d|Vi|. Let Vj be such that (Vi, Vj) is an (ε, d, p)-regular
pair in G (this exists because δ(R) > 0). We claim that there exists a path of length 2`− 4
in G[Vi, Vj] from N
∗
2 (u) ∩ Vi to N∗2 (v) ∩ Vi which uses neither u nor v.
To find the desired path, we first construct a sequence of sets (B1, . . . , B2`−3) as follows.
Set B1 = N
∗
2 (u), and define Bt (for each 2 6 t 6 2`− 3) to be the set of vertices of G with
at least 2` neighbours in Bt−1. Observe that
|B2t+1 ∩ Vi| > (1− ε)|Vi| and |B2t ∩ Vj| > (1− ε)|Vj|
for every 1 6 t 6 ` − 2, since the first time this fails we obtain a contradiction to the
definition of an (ε, d, p)-regular pair. Thus
|B2`−3 ∩N∗2 (v)| > |N∗2 (v) ∩ Vi| − ε|Vi| > (d− ε)|Vi| > 2`.
We can now choose the vertices (w1, . . . , w2`−3) of the path greedily, one by one, with wt ∈ Bt,
avoiding all previously-chosen vertices and u and v. Finally we choose vertices u′ and v′ (not
so far used) in the common neighbourhoods of u and w1 and v and w2`−3 respectively, to
complete a (2` + 1)-vertex cycle. But we assumed that the graph G is C2`+1-free, so this
contradiction completes the proof of the proposition. 
6. Open problems
A large number of interesting questions about δχ(H, p) remain wide open, and we hope
that the work in this paper will inspire further research on the topic. In this section we will
mention just a few of (what seem to us) the most natural open problems. We begin with the
following (somewhat tentative) conjecture, which says that the hypothesis of Theorem 1.2
cannot be weakened to χ(H) 6= 3.
Conjecture 6.1. There exists a graph H with χ(H) = 4 and a function p = p(n) with
n−1/m2(H)  p n−1/2
such that δχ(H, p) < pi(H).
We remark that, as far as we know, this might even be true for every graph H with
χ(H) = 4 and m2(H) < 2 and every function p in this range. It would therefore also be
interesting to give a counter-example to this stronger statement.
In the case χ(H) = 3, we have barely begun to understand the behaviour of δχ(H, p). An
important next step would be to resolve the problem for all odd cycles.
Problem 6.2. Determine δχ(C2k+1, p) for k > 3 in the range n−(2k−3)/(2k−2)  p n−1/2.
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We suspect that δχ(C2k+1, p) = 0 for a much wider range of p than those we considered in
Theorem 1.5; in particular, it seems plausible that by considering robust tth neighbourhoods
for 2 6 t 6 k−1 (rather than just second neighbourhoods) the proof of Proposition 5.3 could
be modified to prove this for all p  n−(k−2)/(k−1). Nevertheless, a significant gap remains,
and we are not sure what to expect in the range n−(2k−3)/(2k−2)  p n−(k−2)/(k−1).
For more general 3-chromatic graphs, it follows from Theorem 3.1 and Proposition 4.2
that if H is not a cloud-forest graph and p = p(n) satisfies
(12) max
{
n−1/m2(H), n−1/2
}  p  1,
then δχ(H, p) = 1/2. For cloud-forest graphs that are not thundercloud-forest we can at
present only determine δχ(H, p) in a smaller range: it follows from Proposition 4.3 and [1,
Proposition 4.1] that δχ(H, p) = 1/3 if p = o(1) and p = n
−o(1). In terms of lower bounds,
we have δχ(H, p) > 1/3 in the range (12) by Proposition 4.3, and δχ(H, p) = 1 when p 
n−1/m2(H) by Proposition 3.2; if m2(H) > 2 then these ranges overlap. In this case it is
possible that these lower bounds are correct, though we cannot prove it. When m2(H) 6 2
we do not know what to expect in the gap between the two ranges.
Question 6.3. Let H be a cloud-forest graph, and suppose that p = p(n) satisfies (12). Is
δχ(H, p) = 1/3 whenever H is a not a thundercloud-forest graph?
Recall that for thundercloud-forest graphs, we do not even know how to determine δχ(H, p)
in the range p = n−o(1), see [1, Conjecture 1.6].
Finally, we do not know how to determine the behaviour of δχ(H, p) around the threshold
p = n−1/m2(H).
Problem 6.4. Determine δχ(H, p) for p = cn
−1/m2(H).
The construction used to prove Proposition 3.2 (that is, randomly remove one edge from
each copy of H in G(n, p)) can easily be extended to give a lower bound in the range (pi(H), 1)
for all sufficiently small c > 0. It would be interesting to understand how the extremal graph
transitions (as c increases) from a random-like graph into a Tura´n-like graph.
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