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Chapter 6





6.1.1  Multisensory Integration
Traditionally, perceptual neuroscience has focused on unimodal information pro-
cessing. This is true also for investigations of speech processing, where the auditory 
modality was the natural focus of interest. Given the complexity of neuronal pro-
cessing, this was a logical step, considering that the field was still in its infancy. 
However, it is clear that this restriction does not do justice to the way we perceive 
the world around us in everyday interactions. Very rarely is sensory information 
confined to one modality. Instead, we are constantly confronted with a stream of 
input to several or all senses and already in infancy, we match facial movements 
with their corresponding sounds (Campbell et al. 2001; Kuhl and Meltzoff 1982). 
Moreover, the information that is processed by our individual senses does not stay 
separated. Rather, the different channels interact and influence each other, affecting 
perceptual interpretations and constructions (Calvert 2001). Consequently, in the 
last 15–20 years, the perspective in cognitive science and perceptual neuroscience 
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has shifted to include investigations of such multimodal integrative phenomena. 
Facilitating cross-modal effects have consistently been demonstrated behaviorally 
(Shimojo and Shams 2001). When multisensory input is congruent (e.g., semanti-
cally and/or temporally) it typically lowers detection thresholds (Frassinetti et al. 
2002), shortens reaction times (Forster et al. 2002; Schröger and Widmann 1998), 
and decreases saccadic eye movement latencies (Hughes et al. 1994) as compared 
to unimodal exposure. When incongruent input is (artificially) added in a second 
modality, this usually has opposite consequences (Sekuler et al. 1997).
6.1.2  Audiovisual Speech Perception
It becomes increasingly clear then, that in the case of spoken communication, the 
auditory modality is not of exclusive relevance. Indeed, visual speech signals in the 
form of lip movements, head movements, and gestures exert a significant influence 
on the perception of the auditory signal (Ross et al. 2007; Sumby and Pollack 1954; 
von Kriegstein 2012). It has been shown that extra-oral movements of the speaker’s 
face and head correlate with the fundamental frequency and the amplitude of the 
speaker’s voice (Munhall and Buchan 2004; Yehia et al. 2002) and that the addition 
of this information improves intelligibility (Munhall et al. 2004). However, the most 
informative visual aspect of speech is movement of the articulators. Over 60 years 
ago, it was demonstrated that processing of auditory speech signals improves when 
lip movements are visible (Sumby and Pollack 1954). This is especially relevant 
when the auditory signal is degraded or there is a substantial amount of overlapping, 
irrelevant signal. This can be easily appreciated in the noisy environment of a cock-
tail party or a poster session at a scientific conference, where one often focuses 
one’s eyes more on the interlocutor’s mouth to aid comprehension. Lip-reading is 
beneficial for auditory detection (Reisberg et al. 1987) and comprehension (Macleod 
and Summerfield 1990; Middelweerd and Plomp 1987; Sumby and Pollack 1954) 
and leads to improved performance equivalent to an increase in auditory signal-to- 
noise between 4 dB and 6 dB (Macleod and Summerfield 1990; Middelweerd and 
Plomp 1987) or even 12–15 dB (Sumby and Pollack 1954). It appears that these 
effects are present even in the absence of auditory noise (Remez 2012) and are 
strongest in moderate levels of noise (Ma et al. 2009; Ross et al. 2007).
Enhancement effects as discussed above reflect the most common situations: 
Here, auditory and visual channels are congruent and provide largely redundant 
information. In artificial situations, though, information sources can be put in con-
flict with each other: In the case of conflicting information, seen speech can actually 
alter both perceived location and identity of an auditory signal. In the ventriloquism 
effect, auditory and visual stimuli are presented synchronously, but shifted in space. 
This leads to a perceived displacement of the auditory source toward the visual one 
(Bertelson and Radeau 1981; Radeau and Bertelson 1977). The relative dominance 
of the individual modalities in this effect depends on the reliability (the inverse 
estimate of the noisiness) of each information source (Alais and Burr 2004), i.e., 
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when the visual source is blurred, and thus poorly localized, the auditory modality 
dominates and influences the perceived location of the visual source. It has further 
been demonstrated that the ventriloquism illusion is not only effective in the spatial, 
but also in the temporal domain, where the perceived timing of a visual stimulus 
(e.g., a flash) can be biased toward an asynchronous sound (Vroomen and de Gelder 
2004).
Besides perceived location or timing, conflicting inter-modal stimulation can 
even alter the perceived identity of auditory speech sounds. In a seminal paper that 
has now been cited more than 3100 times, McGurk and MacDonald (1976) demon-
strated a powerful effect, in which lip-reading alters the percept of an auditory pho-
neme. When presenting a visual /ga/ together with an auditory /ba/, the resulting 
percept is /da/ (the McGurk illusion). It seems like the conflicting input results in a 
best-guess perceptual interpretation. The effect is extremely robust and has been a 
subject of intensive investigation since its discovery.
As a result of the behavioral findings discussed above, the last couple of decades 
has seen the emergence of a wealth of research tapping into the neural mechanisms 
of cross-modal integration, audiovisual speech perception and enhancement, as well 
as perceived-location and identity effects (see Calvert et  al. 2004; Murray and 
Wallace 2011).
6.2  Audiovisual Speech Perception: Neural Mechanisms 
and Theories
6.2.1  The Modular View of Audiovisual Integration
Besides sub-cortical structures—predominantly the superior colliculus (SC)—and 
regions traditionally regarded as unisensory, such as early auditory and visual 
regions, visual area MT (middle temporal; responsible for the processing of motion), 
or the Fusiform Face Area (FFA), neuroimaging studies have identified a network of 
higher-order integrative areas that are involved in the processing of audiovisual 
speech. More specifically, middle and posterior superior temporal sulcus (pSTS), 
Broca’s area, dorsolateral prefrontal cortex, superior precentral sulcus, supramar-
ginal gyrus, angular gyrus, intraparietal sulcus (IPS), inferior frontal gyrus (IFG), 
and insula have all been implicated in these processes (Beauchamp et al. 2004a, b; 
Callan et al. 2001, 2003, 2004; Calvert et al. 1999, 2000, 2004; Capek et al. 2004; 
Miller and D’esposito 2005; Möttönen et al. 2004; Olson et al. 2002; Pekkola et al. 
2005). At least for the homologues of pSTS and IPS, neurons have been found in 
non-human primates that respond to both auditory and visual stimulation (Ghazanfar 
and Schroeder 2006). Furthermore, some of these regions have been shown to be 
activated by silent speech reading. This is true for middle and posterior superior 
temporal sulcus (Callan et al. 2004; Ludman et al. 2000; MacSweeney et al. 2002; 
Skipper et al. 2005), inferior frontal gyrus and Broca’s area (Campbell et al. 2001; 
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Ojanen et al. 2005; Watkins et al. 2003), and possibly even for primary auditory 
cortex (Calvert et al. 1997; Pekkola et al. 2005). Most studies reveal a left-over-right 
hemisphere asymmetry in activation (Capek et al. 2004).
Classical studies in cats’ superior colliculi (Stein et al. 1988; Stein and Meredith 
1990) first identified multisensory neurons that exhibit supra-additive firing patterns 
in response to multisensory, as compared to unisensory, input (AV > A + V). Early 
functional magnetic resonance imaging (fMRI) studies consequently searched for 
brain regions whose hemodynamic response (blood-oxygen level dependent 
response; BOLD) mimicked this activation pattern (Calvert et al. 2000). Since sev-
eral studies failed to replicate successful results using this, quite strict, criterion 
(Beauchamp et  al. 2004a, b; Beauchamp 2005; Laurienti et  al. 2005; Stevenson 
et al. 2007), other criteria, such as a multimodal response that is stronger than the 
stronger one of the two unimodal responses, or inverse effectiveness (multisensory 
enhancement should increase as a function of stimulus quality degradation) have 
been applied. Most of these criteria have received a substantial amount of criticism. 
For a discussion of this, see Laurienti et al. (2005), James and Stevenson (2012), 
and Stein et al. (2009).
In spite of the criticism, left pSTS has been repeatedly and robustly implicated in 
audiovisual integration on the basis of these criteria (Beauchamp et  al. 2004a, b; 
Calvert et al. 2000; Miller and D’esposito 2005; Nath et al. 2011; Stevenson and James 
2009; Wright et  al. 2003). Furthermore, when audiovisual stimuli are incongruent, 
usually a depression of activity in this region results (Campbell and Capek 2008; 
Wright et al. 2003) and, as mentioned before, left pSTS is activated by both audiovi-
sual speech and by silent speech-reading (Callan et al. 2004; Campbell and Capek 
2008; Capek et al. 2004; Hall et al. 2005; MacSweeney et al. 2002; Skipper et al. 2005) 
and differences in left STS activation have been related to language comprehension 
(McGettigan et al. 2012). More recently, results from electrocorticography suggest a 
dissociation between anterior and posterior STG in responses to audiovisual speech 
with clear vs noisy auditory component. The pSTG not aSTG appears to be important 
for multisensory integration of noisy auditory and visual speech (Ozker et al. 2017). 
Also, single-pulse transcranial magnetic stimulation (TMS) over pSTS has been shown 
to disrupt the perception of McGurk effects in a time window from 100 ms before the 
onset of the auditory stimulus to 100 ms after onset (Beauchamp et al. 2010).
6.2.2  Multisensory Processing as the Default Mode of Speech 
Perception
The findings discussed so far follow the traditional modular view that assumes that 
multisensory integration takes place only in higher-order multisensory regions after 
extensive unisensory processing in the respective cortices. However, more recently, 
this view has been challenged (Ghazanfar and Schroeder 2006; Schroeder et  al. 
2008). Increasing evidence is accumulating for the idea that multisensory process-
ing can be regarded as the default mode of speech perception and that the 
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integration of auditory and visual speech signals already occurs in the earliest stage 
of processing in, presumptively unisensory cortical areas (Driver and Noesselt 
2008; Ghazanfar and Schroeder 2006; Ghazanfar 2012; Rosenblum et  al. 2005). 
Studies in non-human primates (Ghazanfar et al. 2005, 2008; Kayser et al. 2005, 
2007; Lakatos et al. 2007), as well as in humans (Besle et al. 2004, 2009; Pekkola 
et al. 2005; Stekelenburg and Vroomen 2007; Van Wassenhove et al. 2005; Vroomen 
and Stekelenburg 2010) have demonstrated the integrative influence of visual 
(including speech signals) and somatosensory signals on auditory processing in pri-
mary and lateral belt auditory cortex. It has been suggested that the underlying 
mechanism of such cross-modal modulation of early auditory cortical processing 
may be based on a predictive resetting of the phase of the ongoing oscillatory cycles 
of neuronal ensembles (Schroeder et al. 2008).
Several accounts for these early cross-modal influences on presumptively uni-
sensory cortices exist, which offer different, although not necessarily mutually 
exclusive, explanations for the origin of these modulations (Driver and Noesselt 
2008; Schroeder et al. 2003). More specifically, it is conceivable that (a) all cortical 
regions are essentially multisensory and receive input from thalamocortical path-
ways and direct cortico-cortical connections between different sensory cortices 
(Ghazanfar and Schroeder 2006); (b) that there is still a separation between unisen-
sory and multisensory integration areas, but new convergence zones exist earlier in 
the hierarchy and closer to unisensory regions than previously assumed (Beauchamp 
et al. 2004a, b); and (c) that cross-modal modulations of sensory-specific cortical 
processing reflects feedback influences from multisensory convergence zones 
(Driver and Noesselt 2008; Jiang et al. 2001). While account (b) basically amounts 
to a new parcellation of cortex within the traditional perspective, account (a) repre-
sents a rather extreme new view on cortical processing. Support for account (a) 
comes from neuroanatomical studies demonstrating the involvement of thalamo- 
cortical (Cappe et al. 2009; Hackett et al. 2007; Lakatos et al. 2007) and monosyn-
aptic cortico-cortical connections between primary auditory and primary visual 
cortex (Clavagnier et al. 2004; Falchier et al. 2002, 2010), from direct connections 
between voice- and face-processing areas (Blank et al. 2011), and from reports of 
very early post-stimulus cross-modal influences on the event-related potential (ERP; 
within approximately 50  ms) (Giard and Peronnet 1999; Molholm et  al. 2002; 
Senkowski et al. 2007). However, feedback connections from convergence zones, 
such as pSTS, still seem to clearly outnumber direct connections between early 
sensory-specific cortices (Falchier et al. 2002). Also, it is unclear whether the infor-
mation transmitted along this route is stimulus- or percept-specific and, thus, reflects 
actual multisensory integration, or whether it represents more general modulations, 
such as attention or arousal effects (Driver and Noesselt 2008). Furthermore, ERP 
studies demonstrating extremely early effects based on the additive model have 
been criticized for not taking into account common, non-specific activity, such as 
attention effects and anticipatory, and motor, responses (Cappe et al. 2010; Gondan 
and Röder 2006; Teder-Sälejärvi et al. 2002). Controlling for these factors typically 
delays the effects to approximately 60–100 ms. Over the last decade it has been 
shown that non-linear multisensory interactions in the ERP follow from topographic 
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modulations, and result in sub-additive responses that are functionally coupled 
within primary auditory and visual cortices, as well as pSTS (Cappe et al. 2010). 
Support for account (c) the notion that multisensory effects in sensory-specific cor-
tices reflect feedback influences from higher-order convergence zones comes from 
comparisons of latencies in the electroencephalogram (EEG) (Besle et  al. 2004; 
Ponton et al. 2009), from fMRI studies investigating functional contrasts (Calvert 
et al. 2000), connectivity (Noesselt et al. 2007) and experimental differentiations 
between integration responses and perceptual effects (Kilian-Hütten et al. 2011a, b; 
Sohoglu et al. 2012), and from studies interfering with normal brain functioning in 
order to establish cause-and-effect relationships in cats (Jiang et  al. 2001) and 
humans (Beauchamp et al. 2010).
It has become increasingly clear that the different accounts just discussed are not 
mutually exclusive, but that feedforward, lateral, and feedback connections exist 
and that multisensory integration involves all of these, relying more or less on par-
ticular types of integration depending on stimulus and task context (Besle et  al. 
2008, 2009; Driver and Noesselt 2008; Schroeder et al. 2003).
6.2.3  Theoretical Accounts of Audiovisual Speech Perception
In the context of audiovisual speech perception, one important distinction here 
might be what has been termed correlation versus complementary mode (Campbell 
and Capek 2008). These two proposed modes of processing (correlation versus 
complementary) focus on the relation between auditory and visual speech stimuli 
and are based on the observation that auditory comprehension benefits from visual 
information in two ways; first, the auditory and the visual signal are highly corre-
lated in terms of temporal dynamics and the speech processing system exploits 
these redundancies (correlation mode), and second, when the quality of the auditory 
signal is degraded, or certain speech segments are acoustically ambiguous, the 
visual signal can help disambiguate the acoustics and aid perception (complemen-
tary mode) (Campbell and Capek 2008). There is support for the idea that the spe-
cific locus of multisensory integration is affected by the relative importance of these 
modes in a particular experimental context. Callan et al. (2004) varied the visibility 
of facial detail using spatial filtering and could show that, while middle temporal 
gyrus (MTG) activation was increased when fine detail was accessible, pSTS activa-
tion was unaffected, lending evidence to the idea that pSTS is driven primarily by 
the dynamic aspects of the audiovisual speech stream (correlated mode), rather than 
by specific facial detail (complementary mode) (Campbell and Capek 2008).
The differences between correlation mode and complementary mode may reflect 
a more general phenomenon; reliability-based cue weighting (Fetsch et al. 2012; 
Nath and Beauchamp 2011; Sheppard et al. 2013). It has been demonstrated repeat-
edly in behavioral studies that, in multisensory integration, subjects give stronger 
weighting to the more reliable modality and that these weightings are adapted in a 
dynamic, context-dependent fashion (Alais and Burr 2004; Ernst and Banks 2002; 
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Ma et al. 2009). This leads to an optimal solution, because it creates estimates with 
the lowest possible variance, which, in turn, results in superior perceptual 
 performance as compared to what can be achieved based on either unisensory signal 
alone, or with any predetermined weighting pattern (Fetsch et al. 2012). In audiovi-
sual speech perception, this may result in dynamic changes of functional connectiv-
ity between auditory and visual sensory cortices, respectively, and integration 
cortices, such as pSTS, depending on the reliability of the auditory and visual 
speech signals (Nath and Beauchamp 2011).
In the light of all these findings, it is vital from a computational perspective to 
understand how auditory recognition can benefit from visual input. One framework 
that may be applicable here is based on a theory that has been proposed to more 
generally account for perceptual inference (i.e., the recognition of perceived objects) 
and perceptual learning effects (Friston 2005). This scheme, referred to commonly 
as “predictive coding,” rests on the idea that an integral part in perceptual inference 
is minimizing free energy, or more pragmatically, error. This is done by relying on 
a hierarchical model, where sensory responses at lower levels of the hierarchy are 
predicted at higher levels. In return, lower levels send prediction errors to higher 
levels, enabling learning. In other words, this idea relies on an empirical Bayesian 
model, where prior expectations can be formed, which in turn, exert their influence 
in the light of sensory evidence in a dynamic and context-dependent fashion. In the 
realm of multisensory integration, priors may originate in another modality (von 
Kriegstein 2012). For speech, it is conceivable that visual information (lip move-
ment) biases processing in the auditory cortex, probably (but not necessarily) via 
feedback connections from higher-order convergence zones. Recently, support for 
this idea has been found in purely auditory speech (Clos et al. 2014), in auditory 
speech primed by written text (Sohoglu et  al. 2012), and in audiovisual speech 
(Arnal et al. 2011; Noppeney et al. 2008). It has been suggested that, in an oscilla-
tion framework, higher frequencies (in the gamma (~30–60 Hz) and high-gamma 
(~70–80 Hz) frequency range) may be primarily involved in the signaling of bot-
tom- up prediction errors, while slower frequencies (beta frequency range) would 
communicate top-down predictions (Arnal et al. 2011; Arnal and Giraud 2012).
6.3  Cross-Modal Aftereffects
6.3.1  Hysteresis Versus Adaptation
The discussion so far has focused on situations where the speech signals from both 
modalities (auditory and visual) are presented concurrently and affect each other 
directly. This is true for normal speech perception and also when one or both modal-
ities are noisy, or when the perceived location and/or identity of a stimulus are 
altered on the fly. However, there are also cases where cross-modal effects can alter 
unisensory perception beyond the immediate presentation in time. Such aftereffects 
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have been found in unisensory phenomena, such as the waterfall illusion (Purkinje 
1820) where after looking at a waterfall for an extended period of time, stationary 
rocks, for instance, seem to be moving upward, or the prism experiments by Stratton 
(1897) in which he found that a radical conflict between proprioception and visual 
field (which was turned upside down using special goggles) over time led to an 
adaptation of visual perception. Aftereffects can have two directions: Negative 
aftereffects like the waterfall illusion, the tilt aftereffect (the perceived change in 
orientation of a line or grating after prolonged exposure to another oriented line or 
grating; Gibson and Radner 1937), or color-opponency likely reflect a “fatigue” of 
neural sensors, while positive aftereffects, such as prism adaptation, likely reflect a 
“learning” of new sensory arrangements. Such attractive aftereffects (making a sim-
ilar percept more likely) are also known as hysteresis, while repulsive aftereffects 
(making a similar percept less likely) are also referred to as adaptation.
In the multisensory domain, the ventriloquist illusion has been shown to produce 
attractive aftereffects after prolonged exposure (Bertelson et al. 2006; Radeau and 
Bertelson 1974, 1977). As was mentioned before, in this effect, the perceived loca-
tion of a sound is shifted in space toward a synchronously presented visual target 
(Bermant and Welch 1976; Bertelson and Radeau 1981; Bertelson and Aschersleben 
1998; Klemm 1909). The associated aftereffects are in line with this immediate 
effect—the perceived location of sounds presented in isolation after audiovisual 
exposure is shifted toward the visual stimuli presented during the exposure phase. 
In audiovisual speech perception, traditionally, contrastive effects have been found, 
evident in selective speech adaptation (Roberts and Summerfield 1981), where the 
repeated presentation of a nonambiguous phoneme leads to a decrease of the prob-
ability of reporting the same percept when tested with an ambiguous phoneme. In 
other words, repeated exposure to a nonambiguous /aba/ leads to a reduction of 
subsequent /aba/ perception, a phenomenon that, as mentioned before, may be 
explained by neuronal fatigue (Anstis et al. 1998; Eimas and Corbit 1973) (but see: 
Diehl et al. 1978; Diehl 1981; Samuel 1986).
6.3.2  The Initial Study on Audiovisual Recalibration 
of Auditory Speech Perception
Bertelson et al. (2003), however, were inspired by the findings of hysteresis effects 
in the ventriloquist illusion and investigated the possibility of similar aftereffects in 
the domain of audiovisual speech perception. They hypothesized that the crucial 
manipulation for achieving a hysteresis effect, as opposed to an adaptation effect, 
was the ambiguity of the auditory component of the adapter stimuli. While in the 
classical McGurk effect, as well as in selective speech adaptation paradigms, a non-
ambiguous phoneme is used, Bertelson et al. (2003) synthesized an ambiguous pho-
neme halfway between a nonambiguous /aba/ and a nonambiguous /ada/ (A?) and 
dubbed this sound onto videos of a speaker pronouncing /aba/ (A?Vb) or /ada/ 
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(A?Vd), respectively. They showed that the repeated exposure to one type of video 
(A?Vb or A?Vd, respectively) increased the probability of corresponding percep-
tual interpretations in auditory-only post-tests. In the original study, eight videos 
were presented, followed by six post-tests (A? twice, plus the two tokens closest to 
it on the /aba/-/ada/ continuum; A? − 1 and A? + 1). This procedure was repeated a 
large number of times in random order. It could be shown that the proportion of /
aba/ responses was significantly higher following A?Vb exposure than following 
A?Vd exposure (see Fig. 6.1a).
Crucially, when nonambiguous auditory tokens were dubbed onto the videos 
(AbVb/AdVd), the contrasting effect was found, i.e., selective speech adaptation 
(Fig. 6.1b). This is especially remarkable because subjects could not perceptually 
distinguish the ambiguous (A?Vb/A?Vd) from the nonambiguous (AbVb/AdVd) 
videos (Vroomen et  al. 2004). This finding also rules out the possibility of an 
explicit strategy endorsed by the subjects, since they could not know, for a given 
block, whether they were exposed to ambiguous or nonambiguous stimuli.
6.3.3  Differences Between Recalibration and Selective Speech 
Adaptation
Besides the disparity in direction of effect, recalibration, and selective speech adap-
tion also differ in a number of psychophysical characteristics; namely in buildup, 
dissipation, and the necessity of processing stimuli within a “speech mode” 
(Vroomen and Baart 2012).
Fig. 6.1 The graphs show the proportion of /aba/ judgments after exposure to an adapter consist-
ing of (a) the participant’s ambiguous auditory token (A?) combined with either visual /aba/ 
(A?Vb) or visual /ada/ (A?Vd) or (b) a nonambiguous auditory token (Ab or Ad) combined with 
the congruent visual stimulus, /aba/ (AbVb) or /ada/ (AdVd). Figure (a) clearly shows a recalibra-
tion effect, while (b) indicates selective speech adaptation
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In order to investigate the buildup courses of the two phenomena, Vroomen et al. 
(2007) presented continuous streams (up until 256 trials) of audiovisual exposure 
using the “ambiguous” recalibration adapters (A?Vb/A?Vd) and the “nonambiguous” 
adaptation adapters (AbVb/AdVd), respectively, and regularly inserted test trials. It 
was shown that selective speech adaptation effects linearly increased with the (log-) 
number of exposure trials, which fits with an accumulative fatigue idea. Recalibration, 
however, reached ceiling level already after eight exposure trials and then, surpris-
ingly, fell off after 32 exposure trials with prolonged exposure. It was suggested that 
in this case, both recalibration and selective speech adaptation run in parallel and the 
latter dominates with prolonged exposure due to an increasing effect size.
Recalibration and selective speech adaptation also turned out to differ in terms of 
dissipation. Vroomen and de Gelder (2004) used a large number of exposure trials 
(50 trials of one kind), followed by 60 test trials. While the recalibration effect 
already dissipated after as little as six exposure trials, the effects of selective speech 
adaptation were still manifest even after 60 trials.
Lastly, Vroomen and Baart (2009) investigated the speech-specificity of both 
effects. In order to do so, they relied on sine-wave speech, a manipulation of speech 
stimuli which reduces the richness of the speech sound by removing all of its natural 
attributes and retaining only the pattern of vocal tract resonance changes; hence, 
these stimuli can be perceived either as speech or as non-speech, depending on the 
subject’s perceptual mode. In order to manipulate perceptual mode, subjects were 
trained to distinguish two sine-wave stimuli as either /omso/ and /onso/ (speech 
mode) or as stimulus 1 and 2 (non-speech mode). It could be shown that recalibra-
tion crucially relies on being in speech mode (recalibration took place in speech 
mode, but not in non-speech mode), while perceptual mode had no effect on selec-
tive speech adaptation (which was effective in both modes).
6.4  The Neural Mechanisms of Cross-Modal Recalibration
The uniqueness of cross-modal recalibration makes it an intriguing subject for neu-
roscientific investigation. The reason for this is twofold; first, the aforementioned 
psychophysical differences suggested that cross-modal recalibration has a distinct 
neural substrate from that of selective speech adaptation (i.e., neuronal fatigue), 
rendering it crucial to find the origin of this perceptual biasing signal. Second, the 
recalibration paradigm yielded the unique possibility of comparing the neuronal 
responses underlying the differential perceptual interpretation (/ada/ or /aba/) of 
physically identical, auditory stimuli. In other words, recalibration made it possible 
to experimentally disentangle acoustics from perception and to examine the neuro-
nal underpinnings of a purely perceptual difference.
In order to investigate these aspects of the recalibration phenomenon, Kilian- 
Hütten et al. (2011a, b) adapted the classical setup employed in the original Bertelson 
et al. (2003) study for the functional magnetic resonance imaging (fMRI) environ-
ment (Fig. 6.2). Subjects were presented with blocks of eight identical audiovisual 
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adapters (A?Vb and A?Vd, respectively), which were each followed by six auditory 
test trials consisting of forced choice perceptual judgments (/aba/ vs. /ada/) of 
ambiguous stimuli (A?, A? + 1, A? − 1). The most ambiguous stimulus on the nine- 
step continuum ranging from /aba/ to /ada/ was identified individually per subject in 
a pretest (Fig. 6.3). Behaviorally, the results of the original psychophysical study 
(Bertelson et al 2003) could be replicated (Fig. 6.4). Scanning was performed using 
a mixed block/event-related design, where audiovisual exposure trials were pre-
sented in blocks, while auditory test trials were presented in slow event-related fash-
ion. This enabled the authors to achieve high signal-to-noise ratios for the exposure 
blocks, while preserving the possibility of analyzing auditory test trials on a trial- 
by- trial basis, depending on the subjects’ perceptual judgments. This last point was 
crucial in order to allow for the possibility of investigating the neural substrate of 
the purely perceptually distinct categorization (/aba/ vs. /ada/) of physically identi-
cal stimuli (A?).
Fig. 6.2 Schematic overview of the paradigm used by Kilian-Hütten et al. (2011a, b), which was 
based on the behavioral study by Bertelson et  al. (2003). Each run consisted of ten mini runs, 
which each comprised eight audiovisual exposure trials (A?Vd or A?Vb), followed by six auditory 
post-test trials. Audiovisual exposure was presented following a block design, while an event- 
related presentation scheme was applied for the auditory test trials
Fig. 6.3 Results of the 
auditory pretest. The mean 
proportion (p) of /aba/ 
classifications across the 
11 participants for each 
stimulus on the nine-step /
aba/-/ada/continuum are 
presented. Sound #4 was 
chosen as A? for eight of 
the participants and sound 
#5 for the remaining three
6 Multisensory Integration in Speech Processing: Neural Mechanisms of Cross-Modal…
116
6.4.1  The Effects of Recalibration: Decoding Perceptual 
Interpretations of Ambiguous Phonemes
Traditionally, neuroimaging studies on perception have faced a confounding issue. 
This is because distinct percepts usually follow distinct physical stimuli. In other 
words, when /aba/ is presented, a subject perceives /aba/ and when /ada/ is pre-
sented, a subject perceives /ada/. Hence, when applying subtraction logic, as is tra-
ditional procedure in fMRI research, the two conditions that are being compared 
usually differ not only in percept, but also in physical stimulus characteristics. When 
one is interested in the neural substrate of perception proper, and not of stimulus 
processing per se, this is a problem. The recalibration phenomenon, together with 
event-related stimulus presentation, allowed disentangling auditory perception from 
stimulus acoustics.
Kilian-Hütten et al. (2011a) combined the recalibration paradigm with a machine 
learning approach in order to decode auditory perception on a trial-by-trial basis 
from the fMRI signal. This approach, also referred to as multivoxel pattern analysis 
(MVPA), applies machine learning methods to the multivariate analysis of fMRI 
data sets (Formisano et al. 2008; Haxby et al. 2001; Haynes and Rees 2005a, b). A 
pattern classification algorithm is typically trained, using a large set of trials, to 
Fig. 6.4 Behavioral results of the auditory post-tests in Kilian-Hütten et al. (2011a, b). For the 
participant’s ambiguous auditory item and its two neighbors on the continuum, the graph shows the 
proportion of /aba/ classifications after exposure to an audiovisual adapter comprised of the ambig-
uous item paired with either visual /aba/ (A?Vb) or with visual /ada/ (A?Vd). For all three auditory 
items, the difference in proportion /aba/ responses after exposure to the A?Vb adapter vs. the A?Vd 
adapter was significant
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associate a given experimental condition or cognitive state with a distributed pattern 
of fMRI responses. The trained classifier can then be tested on new, unseen fMRI 
patterns to decode the associated cognitive state. In other words, rather than predict-
ing brain responses from experimental conditions, as in the general linear model 
(GLM; a regression analysis using regressors based on the timing of experimental 
conditions), MVPA can “predict” the experimental condition from the brain 
response, which is why it has often been denoted as a “brain reading” approach. 
One particular class of MVPA algorithms are support vector machines (SVM).
Kilian-Hütten et al. (2011a) trained an SVM to learn the association between 
multivariate patterns of fMRI signal and corresponding labels, determined by the 
subjects’ perceptual interpretations. In other words, while the physical stimuli were 
identical for both labels, the percept differed, and the SVM was trained to decode 
the respective percept on a trial-by-trial basis from the fMRI signal. The analysis 
was anatomically confined to the temporal lobes in order to test the hypothesis that 
abstract auditory representations can be found in early auditory cortex. Besides 
accuracy levels (which were significantly above chance, as validated with permuta-
tion testing), it is interesting to visualize the spatial activation patterns that were 
used for classification. To this end, group discriminative maps, i.e., maps of the 
cortical locations that contributed most to the discrimination of conditions, were 
created after cortex-based alignment (Goebel et al. 2006) of single-subject discrimi-
native maps (Staeren et al. 2009). For SVM analyses it is meaningful, at an indi-
vidual map level, to rank the features (i.e., voxels) relatively according to their 
contribution to the discrimination. In the resulting group-level discriminative maps, 
a cortical location (vertex) was color-coded if it was present among the 30% of most 
discriminative vertices in the corresponding individual discriminative maps of at 
least seven of the 11 subjects. As can be seen in Fig. 6.5, these maps identified left- 
lateralized clusters of vertices along the posterior bank of Heschl’s gyrus, Heschl’s 
sulcus, and, adjacently, in the anterior portion of planum temporale (PT). Additional 
clusters of smaller extent were found at the left temporoparietal junction and, bilat-
erally, on middle superior temporal gyrus (STG) and sulcus (STS).
These results showed that pure perceptual interpretation of physically identical 
phonemes can be decoded from activation patterns in early auditory cortex. Thus, 
beyond the basic acoustic analysis of sounds, constructive perceptual information is 
present in regions within the anterior PT, tangent to the posterior bank of Heschl’s 
gyrus and sulcus.
6.4.2  The Origin of Recalibration: Predicting Recalibration 
Strength from Cortical Activation
The results just discussed above concentrated on the effects of cross-modal recali-
bration, i.e., the change in auditory perception. The obvious next question that arose 
was: Where does cross-modal recalibration itself take place and, thus, what is the 
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origin of the perceptually biasing effect? In order to answer these research ques-
tions, Kilian-Hütten et al. (2011b) focused their efforts on cortical activation during 
the audiovisual exposure trials. In a first step, a simple comparison between blocks 
of audiovisual exposure and baseline identified a network of brain regions corre-
sponding to those generally found in audiovisual speech perception paradigms (pri-
mary and extrastriate visual areas, primary and early auditory areas, STG/STS, 
inferior frontal sulcus (IFS), premotor cortex, and inferior parietal lobe, touching 
upon angular and supermarginal gyri and the intraparietal sulcus). This was expected 
and replicated prior results. However, this does not mean that this whole network is 
responsible for the recalibration effect. In order to identify the subset of regions for 
which this is indeed true, the authors applied a behaviorally defined contrast. The 
strength of the recalibration effect is variable from one given exposure block to the 
next and can be quantified as the number of auditory post-tests perceived in line 
with the type of exposure block (A?Vb or A?Vd). These values could be employed 
to identify brain regions whose activation during the exposure blocks varied with 
the strength of the recalibration effect. The cortical activation in these areas, thus, 
predicted the perceptual tendency later in time. Beyond the basic identification of 
responsive regions, recalibration, thus, made it possible to pinpoint those regions 
which were responsive to audiovisual stimulation and which, further, were func-
tionally relevant in driving the biasing perceptual effect. The network of regions for 
Fig. 6.5 Discriminative map from Kilian-Hütten et al. (2011a). Group map of the 30% of active 
voxels most discriminative for the purely perceptual difference between /aba/ and /ada/. A location 
was color-coded if it was present on the individual maps of at least seven of the 11 subjects. Maps 
are overlaid on the reconstructions of the average hemispheres of the 11 subjects (top) and on 
inflated reconstructions of the right and left temporal lobes of these average hemispheres (bottom). 
RH right hemisphere, LH left hemisphere, HG Heschl’s gyrus
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which this was true included bilateral IPL, IFS, and posterior middle temporal gyrus 
(Fig. 6.6). These results were further corroborated by a functional connectivity anal-
ysis (psychophysiological interaction analysis; PPI), which demonstrated that this 
network of areas exhibits increased functional/effective connectivity with the left 
auditory cortex during blocks of audiovisual exposure relative to baseline.
These findings are in correspondence with the results from other investigations 
of perceptual learning (Myers et al. 2009; Naumer et al. 2009; Raizada and Poldrack 
2007). Gilbert et al. (2001, p. 681) define perceptual learning as “improving one’s 
ability, with practice, to discriminate differences in the attributes of simple stimuli.” 
In the case of recalibration, the disambiguating information from audiovisual expo-
sure biases auditory perception such that it can be regarded as improved in reference 
to the (momentary) demands of sensory reality. What seems to happen in the case of 
cross-modal recalibration, thus, is that integrative audiovisual learning effects take 
place in the identified network, which in turn affect later constructive (auditory) 
perceptual processes.
6.4.3  Theories of Audiovisual Speech Perception 
and the Neural Substrate of Recalibration
Taking together the results from the studies discussed above, a full neural model of 
cross-modal recalibration emerges (Fig. 6.7). A higher-order network including IPL, 
IFS, and MTG is suggested to process integrative learning effects, and consequently 
install a perceptual bias in auditory regions, most prominently the left Heschl’s sul-
cus and the planum temporale, influencing future constructive auditory perception.
This interpretation of the results is in line with a model of the neural mechanisms 
of hysteresis and adaptation recently put forward by Schwiedrzik et al. (2014). In 
their exclusively visual study, they were able to dissociate hysteresis and adaptation 
effects in a single paradigm. What they found was that, while adaptation effects 
were largely confined to early visual areas, hysteresis effects mapped onto a more 
widespread and higher-order fronto-parietal network. Using a modeling approach, 
they showed that their results could be explained in a Bayesian framework. 
Fig. 6.6 Group results for the behaviorally weighted contrast used by Kilian-Hütten et al. (2011b) 
overlaid on the average hemispheres obtained from the cortex-based alignment procedure. Shown 
are bilateral IPL, IFS, and posterior middle temporal gyrus
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A Bayesian approach is well-suited for this problem, because it takes into account 
both the available evidence (the likelihood function) and knowledge about the world 
(the prior). In terms of hysteresis and adaptation, this means that perception is deter-
mined by the sensory evidence (which is bimodal in the case of bistable stimuli) and 
by the prior. While the former is influenced by adaptation (neuronal fatigue), the 
latter is determined by hysteresis. More specifically, when a certain interpretation is 
primed, the prior is adjusted toward this interpretation, inducing hysteresis. This can 
be regarded as a special case of the general model of predictive coding. As discussed 
before, in this framework, sensory responses at lower levels of the hierarchy are 
predicted at higher levels. In return, lower levels send prediction errors to higher 
levels, enabling learning. Also Bayesian in nature, this model states that prior expec-
tations can be formed and, in turn, exert their influence in the light of sensory evi-
dence in a dynamic- and context-dependent fashion.
In the case of cross-modal recalibration, this would mean that the fronto-parietal 
network computes the prior and communicates the outcome to early auditory 
regions. Here, a representation of the perceptual interpretation can be decoded. This 
representation is almost exclusively determined by the prior, because the ambiguity 
of the stimulus creates a bimodal likelihood function, which has to be disambigu-
ated by the prior before perception can take place.
6.5  Conclusion
Audiovisual speech perception involves the coordinated processing of a large net-
work of brain regions. Besides unisensory cortices, higher-order regions are involved 
in the convergence and integration of multisensory input, as well as in the semantic 
and cognitive appraisal of this information. Cross-talk between the senses has an 
impact on perception, including perceived location and perceived identity of sensory 
input. Multisensory processing improves recognition accuracy particularly for speech 
Fig. 6.7 The proposed model (Kilian-Hütten et al. 2011a, b). A higher-order network (in blue) 
including IPL, IFS, and MTG is suggested to process integrative learning effects (cross-modal 
recalibration), and consequently install a perceptual bias (the prior) in auditory regions (in red and 
orange), most prominently the left Heschl’s sulcus and the planum temporale, influencing future 
perceptual interpretations of sensory input (the likelihood function), resulting in recalibrated audi-
tory perception
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in noise through multiple stages on integration supported by distinct neuroanatomical 
mechanisms (Peelle and Sommers 2015). It seems that in order to optimally integrate 
auditory and visual information in the perception of speech, the brain exploits several 
connections, including feedforward, lateral, and feedback pathways. The relative 
importance of these connections depends on stimulus and task conditions. One 
important factor in this context is the relative reliability of the sensory input, as 
explained by reliability-based cue weighting and predictive coding frameworks.
These frameworks are also important in accounting for the neural bases of cross- 
modal perceptual aftereffects, such as recalibration. Recalibration is a hysteresis 
effect in that it elicits post-exposure perceptual biases that are in line with the per-
cepts experienced during audiovisual exposure. This, along with differences in 
buildup, dissipation, and the necessity of processing stimuli in “speech mode,” sug-
gests that the neural substrate of this effect is different from that of selective speech 
adaptation (neuronal fatigue). Using a machine learning approach and behaviorally 
weighted GLM contrasts, it could be shown that cross-modal recalibration is reflected 
in integrative audiovisual learning effects that take place in a higher-order network 
involving IPL, IFS, and posterior middle temporal gyrus and which then install a 
perceptual bias in early auditory regions, impacting later auditory perception.
These results can be interpreted along the lines of a Bayesian framework, closely 
related to reliability-based cue weighting and predictive coding. Following this 
rationale, the fronto-parietal network would compute a Bayesian prior and commu-
nicate the outcome to early auditory regions. Here, perception is determined on the 
basis of this prior and incoming sensory evidence (the likelihood function). Since, 
in the case of recalibration, sensory evidence is ambiguous, perception is mostly 
determined by the prior. Hence, perception of the A? stimuli follows the audiovisual 
exposure blocks- /ada/ for A?Vd and /aba/ for A?Vb.
In a separate study, a modeling approach applied to the data from Vroomen et al. 
(2007) showed that a Bayesian model could explain the behavioral data reflecting 
both the phenomena of phonetic recalibration and selective speech adaptation 
(Kleinschmidt and Jaeger 2011). The authors suggest that this “belief-updating 
model” could provide a unified explanation for both phenomena. The results dis-
cussed before, however, demonstrate that the neural underpinnings of both phenom-
ena appear to be distinct, suggesting that separate mechanisms are at play. In future, 
it will be essential to devise a single coherent model that can explain, both, the 
phenomena of cross-modal recalibration and selective speech adaptation, while tak-
ing their neural mechanisms into account, i.e., an ecologically valid Bayesian model 
of phonemic aftereffects.
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