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On integrals of the tronque´e solutions and the associated
Hamiltonians for the Painleve´ II equation
Dan Dai∗, Shuai-Xia Xu† and Lun Zhang‡
Abstract
We consider a family of tronque´e solutions of the Painelve´ II equation
q′′(s) = 2q(s)3 + sq(s)− (2α+ 1
2
), α > −1
2
,
which is characterized by the Stokes multipliers
s1 = −e−2αpii, s2 = ω, s3 = −e2αpii
with ω being a free parameter. These solutions include the well-known generalized Hastings-
McLeod solution as a special case if ω = 0. We derive asymptotics of integrals of the tronque´e
solutions and the associated Hamiltonians over the real axis for α > −1/2 and ω ≥ 0, with
the constant terms evaluated explicitly. Our results agree with those already known in the
literature if the parameters α and ω are chosen to be special values. Some applications of
our results in random matrix theory are also discussed.
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1 Introduction and statement of results
In this paper, we are concerned with the Painleve´ II equation defined by
q′′(s) = 2q(s)3 + sq(s)− ν, q(s) = q(s; ν), (1.1)
where the parameter ν is a constant. This equation, together with other five nonlinear ordinary
differential equations, was first introduced by Painleve´ and his colleagues around 1900 during
the classification of second-order ordinary differential equations of the form
q′′(s) = F (s, q, q′)
with F rational in q, q′, and analytic in s except for isolated singularities in C, whose solution
possess the so-called Painleve´ property, i.e., the only movable singularities of their solutions are
poles; cf. [29] and [44, §32.2]. Here ‘movable’ means the locations of the singularities (which
in general can be poles, essential singularities or branch points) of the solutions depend on
the constants of integration associated with the initial or boundary conditions of the differ-
ential equations. For the Painleve´ II equation (1.1), it is known that all of its solutions are
meromorphic in s whose poles are simple with residues ±1; cf. [27, Section 2].
Although found more than one century ago, the Painleve´ II equation (1.1) remains a re-
search topic of great current interest due to its extensive connections with many branches of
mathematics. For instance, just to name a few, similarity reductions of the modified Korteweg-
de Vries equation satisfy (1.1); see [21]. The cumulative distribution function of the celebrated
Tracy-Widom distribution [47], which describes the limiting distribution of the largest eigen-
value for certain random matrix ensembles, can be represented as an integral involving the
so-called Hastings-McLeod solution [28] of (1.1) with ν = 0; see also the survey article [26]
for the Painleve´ II equation in random matrix theory and related fields. Hence, the solutions
of Painleve´ equations, also known as the Painleve´ transcendents, are widely recognized as the
nonlinear counterparts of the classical special functions.
Like classical special functions, the Painleve´ transcendents have many nice properties. One
of the important features is that all of them can be written as a Hamiltonian system. In
many cases, rather than the Painleve´ transcendents, it is their Hamiltonians arise naturally
in applications. For example, it might be simpler to express the formula of the Tracy-Widom
distribution function in terms of the Hamiltonian of the Painleve´ II equation; see formula
(1.7) below. It is also worthwhile to mention that the Hamiltonians are closely related to the
isomonodromic tau functions; see a recent paper [37] by Its and Prokhorov on the Hamiltonian
properties of the tau functions and the references therein. Therefore, the study on properties
of the associated Hamiltonians has attracted great attention as well.
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1.1 Smooth solutions of the Painleve´ II equation on the real line and their
related integrals
A striking feature of the Painleve´ II equation is that the total integral of many of its solutions
or the related functions can be evaluated explicitly, possibly after a suitable regularization.
This feature is not only of theoretical interest but also applicable to many practical problems
arising from mathematical physics. To review the relevant results, recall that every Painleve´
transcendent admits a Riemann-Hilbert (RH) characterization through the Stokes multipliers.
In the case of the Painleve´ II equation, the Stokes multiplier is a triple of parameters (s1, s2, s3) ∈
C
3 satisfying
s1 − s2 + s3 + s1s2s3 = −2 sin(νpi). (1.2)
Moreover, the map
{(s1, s2, s3) ∈ C3 satisfying (1.2)} −→ {solutions of (1.1)} (1.3)
is a bijection; cf. [21, 23, 38].
For the homogeneous Painleve´ II equation, i.e., ν = 0 in (1.1), by assuming that the solutions
tend to zero exponentially fast as s → +∞, it is readily seen that the equation should be
approximated by the classical Airy equation y′′(s) = sy(s). A result due to Hastings and
McLeod [28] asserts that, for any k, there exists a unique solution to the homogeneous Painleve´
II equation which behaves like kAi(s) for large positive s, where Ai is the standard Airy function
(cf. [44, Chapter 9]). Depending on different choices of k, there are several classes of well-known
solutions of the Painelve´ II equation.
• If k = ±1, the solutions, denoted by q±HM(s; 0), are known as the Hastings-McLeod solu-
tions [28]. They are determined by the choice of Stokes multipliers
s1 = ∓i, s2 = ∓i, s2 = 0, (1.4)
with the asymptotic behavior
q±HM(s; 0) =
 ±
√− s2 +O(|s|−5/2), as s→ −∞,
±Ai(s) +O
(
e−(4/3)s
3/2
s1/4
)
, as s→ +∞;
see [18] for the detailed derivation of the above asymptotic formulas. The Hastings-
McLeod solutions q±HM(s; 0) are real and pole-free on the real axis. By subtracting off the
non-integrable part near s = −∞, the following total integrals of q±HM(s; 0) are proved in
[3, 4] via two different methods:∫ +∞
c
q±HM(y; 0)dy+
∫ c
−∞
(
q±HM(y; 0) ∓
√
|y|
2
)
dy = ∓
√
2
3
c|c|1/2± ln 2
2
, c ∈ R. (1.5)
Note that one of the explicit expressions for the Tracy-Widom distribution arising from
the Gaussian Unitary Ensemble (GUE) [47, 49] in random matrix theory is given in terms
of q+HM as follows:
FTW(x) = exp
(
−1
2
∫ +∞
x
(y − x)(q+HM(y; 0))2dy
)
. (1.6)
The above formula can be rewritten as
FTW(x) = exp
(
−
∫ +∞
x
H(y)dy
)
, (1.7)
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where
H(x) = −21/3HPII(−21/3x) (1.8)
with HPII being the Hamiltonian for the Painleve´ II equation; see Forrester and Witte [25],
Tracy and Widom [47] and (1.24), (1.28) below. These integrals are also used to describe
the asymptotics of the distribution of the largest eigenvalue of a Gaussian Orthogonal
Ensemble (GOE) and Gaussian Symplectic Ensemble (GSE) in the edge scaling limit; see
[49].
As x→ −∞, it is shown by Tracy and Widom in [47] that
lnFTW(x) = −
∫ +∞
x
H(y)dy = −|x|
3
12
− 1
8
ln |x|+ c0 +O(|x|−3/2), (1.9)
where the constant term c0 is conjectured to be
c0 =
1
24
ln 2 + ζ ′(−1) (1.10)
with ζ ′(z) being the derivative of the Riemann zeta function. This conjecture was later
proved by Deift, Its and Krasovsky in [15]. From (1.9), it is readily seen that the total in-
tegral of the Hamiltonian associated with the Hastings-Mcleod solution q+HM, after certain
regularization as s→ −∞, can be evaluated explicitly by the Riemann zeta function. It is
worth-while to mention that the evaluation of the constant term in the asymptotics of the
integral for the Hamiltonians associated with Painleve´ transcendents is in general a chal-
lenging problem with important applications in mathematical physics. Several works have
been contributed to the studies of this aspect [8, 17, 19, 20, 46]; see also [9, 30, 34, 35, 36]
for a novel approach developed recently to resolve this issue.
• If −1 < k < 1, the one-parameter family of solutions, denoted by qAS(s; 0, k) are known
as the real Ablowitz-Segur solutions [1, 45]. They are also pole-free on the real line [2],
and determined by the Stokes multipliers
− 1 < is1 = k < 1, s3 = s1 = −s1, s2 = 0, (1.11)
with the asymptotic behavior
qAS(s; 0, k) =

√−2χ
(−s)1/4 cos
(
2
3 (−s)3/2 + χ log(8(−s)3/2) + φ
)
+O
(
ln |s|
|s|5/4
)
, as s→ −∞,
kAi(s) +O
(
e−(4/3)s
3/2
s1/4
)
, as s→ +∞.
Here,
χ :=
1
2pi
log(1− |k|2), φ := −pi
4
− arg Γ(iχ)− arg(−ki),
where Γ(z) is the Gamma function. The following elegant total integral formula for qAS
is established in [4, Theorem 2.1]:∫ +∞
−∞
qAS(y; 0, k)dy =
1
2
log
(
1 + k
1− k
)
. (1.12)
A total integral formula involving q2AS has recently been evaluated by the Barnes’ G-
function in [8, 9], which is related to the deformed Tracy-Widom distribution and the
asymptotics of the Hankel determinant and orthogonal polynomials for a Gaussian weight
with a discontinuity at the edge in a critical regime [5]; see also Section 1.4 below for more
details about this aspect.
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• There also exist purely imaginary Ablowitz-Segur solutions, which correspond to purely
imaginary k. For the total integral formulas of these solutions as well as the generic purely
imaginary solutions, we refer to [4] for more information.
For the inhomogeneous Painleve´ II equation, i.e., ν 6= 0 in (1.1), the asymptotics of a real
or purely imaginary Ablowitz-Segur solution is obtained in [13]. Later, the total integral of
these solutions is established [40, Theorem 1.1] with an application to singularity formation in
the vortex patch dynamics. We also refer to [43] for the studies of total integral involving the
increasing tritronquee´ solutions.
The aim of the present work is devoted to the studies of integrals of Painleve´ II transcen-
dents and the corresponding Hamiltonians by considering an important one-parameter family
of solutions of (1.1), namely, the tronque´e solutions, as we will introduce in what follows.
1.2 Tronque´e solutions of the Painleve´ II equation
By setting
ν = 2α+
1
2
(1.13)
in (1.1), the special family of Painleve´ II transcendents we are interested in, denoted by q(s; 2α+
1
2 , ω), corresponds to the Stokes multipliers
s1 = −e−2αpii, s2 = ω, s3 = −e2αpii, (1.14)
where ω is a free parameter. As shown in [39] (see also [23, Chapter 11]), these solutions belong
to the classical tronque´e solutions due to Boutroux [10], which means they are pole-free near
infinity in one or more sectors of opening angle 2pi/3 of the complex plane. Their applications
in random matrix theory and asymptotics of orthogonal polynomials can be found in [12, 50].
If ω = 0, these solutions are exactly the generalized Hastings-McLeod solutions characterized
by the following asymptotic behaviors:
q(s; 2α +
1
2
, 0) =
{ √− s2 − α+ 14s +O(|s|−5/2), as s→ −∞,
2α+ 1
2
s +O(s
−4), as s→ +∞.
(1.15)
Like the homogeneous case, the generalized Hastings-McLeod solutions are real and pole-free
on the real axis for α > −1/2; see [12]. In addition, we have
q(s; 0, 0) = q+HM(s; 0), (1.16)
where q+HM is one of the Hastings-McLeod solutions to the homogeneous Painleve´ II equation
mentioned before.
For general ω 6= 0, q(s; 2α+ 12 , ω) is smooth near −∞ and has the same asymptotic expansion
as q(s; 2α+ 12 , 0). However, q(s; 2α+
1
2 , ω) has infinitely many poles on the real axis accumulating
at +∞; see formulas (1.25) and (3.76) below. The dependence of the parameter ω can actually
be seen from the coefficients of the oscillatory terms in the asymptotics along the rays arg s =
2pi/3 or arg s = 4pi/3, which reflects the quasi-linear Stokes phenomenon for the Painleve´ II
transcendent; cf. [23, Remark 11.5]. It is also worthwhile to point out that if α = 0 and ω = 1,
one has
q(s;
1
2
, 1) = −2−1/3Ai
′(−2−1/3s)
Ai(−2−1/3s) ; (1.17)
cf. [23, Equation (11.4.15)].
With motivations arising from randommatrix theory (cf. Section 1.4 below), we will consider
the case that the parameter α > −1/2 and the Stokes multiplier ω ≥ 0. We next state our
results regarding the regularized integrals of q(s; 2α+ 12 , ω) and the associated Hamiltonians.
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1.3 Statement of results
In order to obtain a convergent integral, similar to (1.5), we subtract the leading term in the
asymptotic expansion (1.15) and define an integral for q(s; 2α + 12 , 0) as follows:
I1(s;α, 0) :=
∫ c
−∞
(
q(τ ; 2α +
1
2
, 0) −
√
−τ
2
+
α+ 14
τ
)
dτ
+
∫ s
c
q(τ ; 2α+
1
2
, 0)dτ +
√
2
3
c|c| 12 − (α+ 1
4
) ln |c|, c < 0. (1.18)
If ω 6= 0, q(s; 2α + 12 , ω) may have real poles in principle. Since all of these poles are simple
with residues ±1, we then make a modification in the second integral of the above formula and
define
I1(s;α, ω) :=
∫ c
−∞
(
q(τ ; 2α +
1
2
, ω)−
√
−τ
2
+
α+ 14
τ
)
dτ
+P.V.
∫ s
c
q(τ ; 2α +
1
2
, ω)dτ +
√
2
3
c|c| 12 − (α+ 1
4
) ln |c|, c < 0, (1.19)
where c is chosen such that q(τ ; 2α + 12 , ω) is pole-free on (−∞, c), and P.V. stands for the
Cauchy principal value. Our first result is the following theorem.
Theorem 1.1. For α > −1/2 and ω ≥ 0, let q(s; 2α + 12 , ω) be the tronque´e solutions of the
Painleve´ II equation (1.1) with ν = 2α + 12 and characterized by the Stokes multipliers given
in (1.14). Then, the regularized integrals I1(s;α, ω) defined in (1.18) and (1.19) are convergent
and independent of the parameter c. Furthermore, we have, as s→ +∞,
I1(s;α, 0) = (2α+
1
2
) ln s+
1
2
ln(2pi)− ln Γ(1 + 2α)− (α+ 1
4
) ln 2 +O
(
1
s3/2
)
, (1.20)
and
I1(s;α, e
−2βpii) = (
α
2
− 1
4
) ln s+ ln
∣∣∣∣cos(ϑ(s)2 + arg Γ(1 + α− β)− pi4
)∣∣∣∣+ β2 pii
+ (
5
3
α+ 1) ln 2 + ln
( |Γ(1 + α− β)|
Γ(1 + 2α)
)
+O
(
1
s3/2
)
, (1.21)
where βi ∈ R and
ϑ(s) = ϑ(s;α, β) :=
2
√
2
3
s3/2 − 3βi ln s− αpi − 5βi ln 2. (1.22)
Remark 1.2. When α = −1/4 and ω = 0, we have that q(s; 0, 0) = q+HM(s; 0). From (1.18) and
(1.20), it follows that∫ c
−∞
(
q+HM(τ ; 0) −
√
−τ
2
)
dτ +
∫ +∞
c
q+HM(τ ; 0)dτ =
ln 2
2
−
√
2
3
c|c| 12 , c < 0,
which is indeed (1.5) established in [3, 4]. Here, since the term (α+ 14 )/τ in the first integral of
(1.18) vanishes for α = −1/4, the constant c in the above formula can actually be taken to be
an arbitrary real number.
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We next move to the Hamiltonian associated with the tronque´e solutions. In view of the
Hamiltonian representation of the Tracy-Widom distribution shown in (1.7) and (1.8), we con-
sider the following rescaled Hamiltonian dynamical system:
−dw
ds
=
∂H
∂u
= w2 − 2u− s,
du
ds
=
∂H
∂w
= 2uw + 2α,
(1.23)
where
H(s; 2α, ω) = H(u,w, s; 2α) = −u2 + (w2 − s)u+ 2αw (1.24)
is the Hamiltonian. Here, the functions u(s) = u(s; 2α, ω) and w(s) = w(s; 2α+ 12 , ω) are related
to q(s) = q(s; 2α + 12 , ω) through the formulas
w(s) = −21/3q(−21/3s), (1.25)
u(s) = 2−1/3U(−21/3s), U(s) = q′(s) + q(s)2 + s
2
. (1.26)
Note that u(s) satisfies the Painleve´ XXXIV equation [29]
u′′(s) = 4u(s)2 + 2su(s) +
(u′(s))2 − γ2
2u(s)
(1.27)
with the parameter γ = 2α; cf. [23, Equations (5.0.2) and (5.0.55)]. The Hamiltonian (1.24) has
appeared in recent work on GUE with boundary spectrum singularity [50] and is also simply
related to the standard Hamiltonian for the Painleve´ II equation (1.1) (cf. [44, Equation 32.6.9])
HPII(p, q, s; ν = 2α +
1
2
) =
1
2
p2 − pq2 − s
2
p+ 2αq (1.28)
via the transformation (1.8). The Hamiltonian appearing in (1.7) corresponds to α = ω = 0. In
addition, it is the rescaled Hamiltonian H(s) that satisfies the following Jimbo-Miwa-Okamoto
σ-form [38] of the Painleve´ II equation
(σ′′(s))2 + 4σ′(s)
(
(σ′(s))2 − sσ′(s) + σ(s))− γ2 = 0 (1.29)
with γ = 2α; cf. [24, Chapter 8]. In particular, if α = 0 and ω = 1, we obtain from the special
solution (1.17) that
w(s;
1
2
, 1) =
Ai′(s)
Ai(s)
. (1.30)
This, together with the first equation in (1.23), implies that
u(s; 0, 1) = 0. (1.31)
Thus, it follows from (1.24) that the Hamiltonian associated with this special solution is also
trivial, i.e.,
H(s; 0, 1) = 0. (1.32)
We now define a regularized integral of H(s; 2α, ω) by
I2(s;α, ω) :=
∫ +∞
c
(
H(τ ; 2α, ω) + 2α
√
τ +
α2
τ
)
dτ
+
∫ c
s
H(τ ; 2α, ω)dτ +
4
3
αc
3
2 + α2 ln c, c > 0. (1.33)
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Comparing with (1.18) and (1.19), the above integral is integrated toward +∞ instead of from
−∞, due to the minus sign in the change of variable in (1.8). Moreover, unlike the tronque´e
solutions, the Hamiltonian H(s) is pole-free on the real line; see [50, Theorem 1]. Therefore, no
Cauchy principal value is needed in the definition of I2 for all ω ≥ 0.
Our second result is the following theorem.
Theorem 1.3. For α > −1/2 and ω ≥ 0, the regularized integral I2(s;α, ω) of the Hamiltonian
H(s; 2α, ω) given in (1.33) is convergent and independent of c. Furthermore, I2(s;α, ω) admits
the following asymptotics as s→ −∞. For ω = 0, we have
I2(s;α, 0) = − s
3
12
− (2α2− 1
8
) ln |s|+α− ln 2
24
− ζ ′(−1)+ ln
(
G(1 + 2α)
(2pi)α
)
+O
(
1
|s|3/2
)
, (1.34)
where ζ ′(z) is the derivative of the Riemann zeta-function and G(z) is the Barnes’ G-function.
For ω = e−2βpii with βi ∈ R, we have
I2(s;α, e
−2βpii) =
4
3
iβ|s|3/2 + 3β
2 − α2
2
ln |s|+ 3(β2 − α2) ln 2− αβpii
− ln
(
G(1 + α+ β)G(1 + α− β)
G(1 + 2α)
)
+O
(
ln |s|
|s|3/2
)
. (1.35)
Remark 1.4. If α = 0 and iβ ∈ [0,+∞), our result (1.35) reads
I2(s; 0, e
−2βpii) =
4
3
iβ|s|3/2 + 3β
2
2
ln |s|+ 3β2 ln 2− lnG(1 + β)G(1 − β) +O
(
ln |s|
|s|3/2
)
, (1.36)
which agrees with [9, Equation (1.34)]. A detailed discussion of this comparison will be given
in Section 1.4 below.
1.4 Applications
In this section, we present two applications of our results to random matrix theory.
Largest eigenvalue distribution of a perturbed GUE with a discontinuity at the
edge
Let us consider a perturbed GUE defined by the following joint probability density function of
the n eigenvalues λ1 < λ2 < . . . < λn:
1
Zn,µ,ω
n∏
i=1
w(λi;µ, ω)
∏
1≤i<j≤n
(λi − λj)2, (1.37)
where Zn,µ,ω is the normalization constant, and
w(x;µ, ω) = e−x
2
{
1, x ≤ µ,
ω, x > µ,
ω ≥ 0, (1.38)
is the Gaussian weight with a jump singularity at µ. If ω = 1, the ensemble (1.37) reduces
to the well-known GUE. For large n, the eigenvalues of GUE are distributed over the interval
[−√2n,√2n] and the local statistics obeys the principle of universality; cf. [42]. If ω 6= 1, a nat-
ural question is then to establish the local behavior of the eigenvalues around the discontinuous
point µ of the weight function w.
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Clearly, the location of µ plays an important role in the relevant studies. By assuming that
µ = µn =
√
2n+
s√
2n1/6
, (1.39)
i.e., the point of discontinuity is close to
√
2n (which is the soft edge of the unperturbed GUE),
it is shown in [5] that the limiting distribution of the largest eigenvalue λn is given by
F (s) := lim
n→∞Prob (λn ≤ µn)
= exp
(
−
∫ +∞
s
(τ − s)(qAS(τ ; 0,
√
1− ω))2dτ
)
= det
(
1− (1− ω)KAi|[s,+∞)
)
, (1.40)
where qAS(s; 0,
√
1− ω), 0 < ω < 1, is the real Ablowitz-Segur solution of the homogeneous
Painleve´ II equation corresponding to the Stokes multiplier s1 = −i
√
1− ω as introduced at
the beginning, and the third equality involving the Fredholm determinant can be found in [47].
Here, KAi is the trace-class integral operator with kernel
KAi(x, y) =
Ai′(x)Ai(y)−Ai(y)Ai′(x)
x− y (1.41)
acting on [s,+∞). The distribution function F has also appeared in the thinned process of
GUE [6, 7]. Moreover, by investigating the asymptotics of Hankel determinant associated with
the discontinuous function (1.38), the following asymptotics of F (s) as s → −∞ (also known
as the large gap expansion) is conjectured in [5, Conjecture 3]:
lim
s→−∞
(
lnF (s) +
4
3
iβ|s|3/2 + 3
2
β2 ln |s|
)
= ln(G(1 + β)G(1 − β))− 3β2 ln 2, (1.42)
for ω = e−2βpii, iβ ∈ R. This formula was later proved in [8, 9]. Our asymptotic formula (1.35)
actually provides another proof. Indeed, by [50, Corollary 1], it follows that
lnF (s) =
∫ +∞
s
[
H(τ ; 0, 1) −H(τ ; 0, ω)
]
dτ, (1.43)
where H is the Hamiltonian defined in (1.24). As H(τ ; 0, 1) ≡ 0 (see (1.32)), by setting α = 0
in (1.35), we recover (1.42).
Phase transition from the soft edge to the hard edge – a view from large gap
asymptotics
For the second application of our result, we start with a concrete unitary random matrix en-
semble
1
Zn,N
(detM)2α exp(−NTrVc(M))dM, α > −1
2
, (1.44)
defined on n× n positive definite Hermitian matrices M , where
Vc(x) =
1
2c
(x− 2)2, x > 0, c > 0. (1.45)
It is well-known that the limiting mean eigenvalue density ψVc ofM as n,N →∞ and n/N → 1
is described by the unique minimizer of the energy functional∫∫
log
1
|x− y|ψ(x)ψ(y)dxdy +
∫
Vc(x)ψ(x)dx,
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where ψ is taken over all the probability density function supported on [0,+∞); cf. [14]. Thus,
ψVc is also known as the equilibrium measure.
It comes out that the above equilibrium problem can be solved explicitly, and as the pa-
rameter c varies, one encounters a phase transition from the soft edge to the hard edge. More
precisely, if c ≤ 1, we have the semi-circle law
ψVc(x) =
1
2pic
√
4c− (x− 2)2, x ∈ [2− 2√c, 2 + 2√c]. (1.46)
Note that the left ending point of the support 2(1 −√c) is strictly positive for c < 1, which is
the so-called soft edge. As c → 1− , it approaches the origin, which is the so-called hard edge.
If c > 1, we have
ψVc(x) =
(x+ a)
2pic
√
b− x
x
, x ∈ [0, b], (1.47)
where
a = −4
3
+
2
3
√
1 + 3c, b =
4
3
+
4
3
√
1 + 3c.
In this case, the support of ψVc always contains the hard edge and ψVc has a square-root
singularity at 0. Similar phase transition occurs if one replaces the potential Vc in (1.44) with a
general real analytic potential V and requires the associated equilibrium measure vanishes like
a square root at the origin.
A question now is how to describe this phase transition. One way to tackle this problem is
to explore the scaling limit of the correlation kernel characterizing the eigenvalue distribution.
It is well-known that the scaling limit of the correlation kernel leads to the Airy kernel (1.41)
and the Bessel kernel near the soft edge and the hard edge, respectively, which indicates the
principle of universality. The question then asks about the transitional case from the Airy kernel
to the Bessel kernel. When n,N →∞ and n/N → 1 in such a way that n/N −1 = O(n−2/3), it
is shown by Claeys and Kuijlaars in [11] that the scaling limit of the correlation kernel near the
origin is described by the Painleve´ XXXIV kernel, which is also closely related to the generalized
Hastings-Mcleod solutions of (1.1) and the limiting kernels found in [12].
Our result actually provides a heuristic interpretation of the phase transition from a dif-
ferent perspective, namely, the large gap asymptotics. The idea is based on the fact that the
limiting distributions of the (re-scaled) smallest eigenvalue of the ensemble (1.44) are given by
the Fredholm determinants of the limiting kernels for the correlation kernel near the origin.
The phase transition should also be observed from the asymptotics of the relevant Fredholm
determinants, i.e., the large gap asymptotics. As the parameter varies, we indeed find such
kind of transition from the non-trivial constant term therein. More precisely, we start with
a fact that the limiting kernel in [11] can be viewed as a special case of the general Painleve´
XXXIV kernel KP34α,ω (x, y; t) with the parameters α > −12 , ω = 0, where t comes from the limit
c1n
2/3(1 − nN ) → t for some constant c1; see [32, 50]. For α > −12 , ω > 0 and t ∈ R, let
KP34α,ω |[s,+∞) be the trace-class operator acting on L2(s,+∞) with the Painleve´ XXXIV kernel
KP34α,ω (x, y; t). It is shown by the first two authors of the present work that, as s→ −∞,
ln det
(
I −KP34α,ω |[s,+∞)
)
=− 1
12
|s+ t|3 + 2
3
α|s| 32 − 2α|s| 12 t− (α2 + 1
8
) ln |s+ t|
+
4
3
α sgn(t)|t| 32 + α2 ln |t|
+
∫ +∞
t
(τ − t)
(
u(τ)− α
|τ | 12
+
α2
τ2
)
dτ + c0 + o(1), (1.48)
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where u(s) = u(s; 2α, ω) is the Painleve´ XXXIV transcendent (1.27) and c0 is the constant
given (1.10); see [51, Theorem 4].
As mentioned before, since KP34α,0 (x, y; t) describes the transition from the soft edge to the
hard edge as t varies from +∞ to −∞, it is expected to observe this interesting transition
from the asymptotics (1.48) as well. Let us focus on the integral in (1.48). With the relation
dH
ds = −u(s) (see (2.19) below) and the large s asymptotics of u(s) (see Propositions 3.1 and
3.3 below), we obtain from an integration by parts that∫ +∞
t
(τ − t)
(
u(τ)− α
τ
1
2
+
α2
τ2
)
dτ = −
∫ +∞
t
(
H(τ ; 2α, ω) + 2α
√
τ +
α2
τ
)
dτ (1.49)
for t > 0. It is easily seen from the large positive s asymptotics of H(τ ; 2α, ω) given in (3.20)
below that, when t → +∞, the above integral tends to 0. As a consequence, the remaining
constant term in (1.48) is c0, which is exactly the constant term in the asymptotics of Fredholm
determinant associated with the Airy kernel; see [15, 47]. When t→ −∞, after a modification
as that in the definition of I2 in (1.33) and using its asymptotics in (1.34), the non-trivial
constant term in (1.48) becomes
ln
(
G(1 + 2α)
(2pi)α
)
.
It comes out that ln
(
G(1+2α)
(2pi)α
)
is just the constant term in the asymptotics of a Bessel-kernel
determinant; see [17, 20, 48]. It would be interesting to give a rigorous proof of the above
heuristic observation, which describes a phase transition from the soft edge to the hard edge from
the viewpoint of large gap asymptotics. We will leave this problem to a further investigation.
1.5 Organization of the rest of this paper
The rest of this paper is devoted to the proofs of our results via the RH approach [14]. In
Section 2, we recall an RH problem Ψ for the Painleve´ XXXIV equation. Its connections
with the Hamiltonian H and the integral of the Painleve´ II transcedent w are established.
To relate the integral of the Hamiltonian to Ψ, we derive several differential identities for the
Hamiltonian with respect to the parameter α and the Stoke’s multiplier ω, similar to those
obtained in [9, 34, 37]. Based on the asymptotic analysis of the RH problem for Ψ carried
out in [33, 50], we obtain the asymptotics of w,H and other relevant functions as s → ±∞ in
Section 3. We present the proofs of Theorems 1.1 and 1.3 in Section 4. For the convenience
of the reader, we include various local parametrices used in the asymptotic analysis of the RH
problem for Ψ in the Appendix.
2 RH problem for the Painleve´ XXXIV equation and differen-
tial identities
We first recall the following RH problem Ψ(ζ; s) for the Painleve´ XXXIV equation; see [22, 32,
33].
RH problem for Ψ
(a) Ψ(ζ) = Ψ(ζ; s) is a 2×2 matrix-valued function, which is analytic for ζ in C\{∪4j=1Σj∪{0}},
where
Σ1 = (0,+∞), Σ2 = e
2pii
3 (0,+∞), Σ3 = (−∞, 0), Σ4 = e−
2pii
3 (0,+∞),
with the orientations as shown in Figure 1.
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Figure 1: The jump contours Σj and the regions Ωj , j = 1, 2, 3, 4 for the RH problem for Ψ.
(b) Ψ(ζ) satisfies the jump condition
Ψ+(ζ) = Ψ−(ζ)

(
1 ω
0 1
)
, ζ ∈ Σ1,(
1 0
e2αpii 1
)
, ζ ∈ Σ2,(
0 1
−1 0
)
, ζ ∈ Σ3,(
1 0
e−2αpii 1
)
, ζ ∈ Σ4.
(2.1)
(c) As ζ →∞, there exists a function a(s) such that
Ψ(ζ; s) =
(
1 0
ia(s) 1
)(
I +
Ψ1(s)
ζ
+O
(
ζ−2
))
ζ−
1
4
σ3 I + iσ1√
2
e−(
2
3
ζ3/2+sζ1/2)σ3 , (2.2)
where the functions ζ1/4, ζ1/2, ζ3/2 take the principle branches and
σ1 =
(
0 1
1 0
)
, σ3 =
(
1 0
0 −1
)
(2.3)
are the Pauli matrices. Furthermore, we have
(Ψ1)12(s) = −ia(s),
where (M)ij stands for the (i, j)-th entry of a matrix M .
(d) As ζ → 0, there exist constant matrices Ej , j = 1, 2, 3, 4, such that
Ψ(ζ; s) = Ψ0(ζ; s)ζ
ασ3Ej, ζ ∈ Ωj, if 2α /∈ N0 := {0} ∪ N, α > −1
2
, (2.4)
Ψ(ζ; s) = Ψ0(ζ; s)ζ
ασ3
(
I +
κ
2pii
log ζ σ+
)
Ej, ζ ∈ Ωj, if 2α ∈ N0, (2.5)
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where the regions Ωj, j = 1, 2, 3, 4 are shown in Figure 1,
κ = e2piiα − ω, σ+ =
(
0 1
0 0
)
, (2.6)
and the above multi-valued functions take the principle branches with the cuts along the
negative axis. Here, Ψ0(ζ; s) is analytic at ζ = 0 and has the following expansion
Ψ0(ζ; s) = Φ0(s) + Φ1(s)ζ + · · · . (2.7)
The piecewise constant matrices Ei are defined by
E2 =

(
e2αpiiω−1
2ieαpii sin(2αpi)
e2αpii−ω
2ieαpii sin(2αpi)
−eαpii e−αpii
)
, 2α /∈ N0, α > −12 ,(
1 0
−1 1
)
, α ∈ N0,(
0 −1
1 1
)
, α− 12 ∈ N0,
(2.8)
and the other Ej , j = 1, 3, 4, are given through the relations
E1 = E4J1, E1 = E2J2, E3 = E4J4, (2.9)
where Ji denotes the jump matrix for Ψ on Σi for i = 1, 2, 3, 4; see [32, Proposition 2.2].
We have the following lemma concerning the solvability of the RH problem for Ψ and its
relation to the Hamiltonian H defined in (1.24).
Lemma 2.1. For α > −12 , ω ≥ 0 and s ∈ R, there exists a unique solution to the above RH
problem for Ψ. The Hamiltonian H defined in (1.24) is related to Ψ through the relation
H(s; 2α, ω) =
s2
4
+ a(s) =
s2
4
+ i(Ψ1)12(s), (2.10)
where a(s) is given in the asymptotics of Ψ near infinity in (2.2). Furthermore, H(s; 2α, ω) is
real and pole-free for s ∈ R.
Proof. The existence of unique solution to the above RH problem is proved in [50, Proposition
1] and the relation (2.10) is given in [50, Equation (44)], which also implies that H(s) is pole-free
for s ∈ R.
To show H(s) is real for s ∈ R, we set
Ψ̂(ζ; s) =
(
1 0
−ia(s) 1
)
Ψ(ζ; s). (2.11)
Then, Ψ̂(ζ; s) is the unique solution to the above RH problem but with the boundary condition
at infinity (2.2) replaced by
Ψ̂(ζ; s) = (I +O (1/ζ)) ζ−
1
4
σ3 I + iσ1√
2
e−(
2
3
ζ3/2+sζ1/2)σ3 , ζ →∞.
Since σ3Ψ̂(ζ¯; s)σ3 satisfies the same RH problem as Ψ̂(ζ; s), where f(ζ) denotes the complex
conjugation of f , it then follows from the unique solvability of the RH problem that
σ3Ψ̂(ζ¯; s)σ3 = Ψ̂(ζ; s). (2.12)
A combination of (2.10), (2.11) and (2.12) yields that H(s) is real for s ∈ R.
This completes the proof of Lemma 2.1.
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Besides the Hamiltonian H, one could also relate the rescaled Painleve´ II transcendent
w(s) = w(s; 2α + 12 , ω) to the RH problem for Ψ, as shown in the next lemma.
Lemma 2.2. Let Φ0(s) be the first term in the expansion of the analytic part of Ψ(ζ; s) near
ζ = 0 (cf. (2.7)), then
w(s; 2α +
1
2
, ω) =
d
ds
ln |(Φ0)11 (s)| . (2.13)
Proof. Recall the following Lax pair associated with the function Ψ(ζ; s) (see [32, Lemma 3.2]):
∂
∂ζ
Ψ(ζ; s) =
(
u′
2ζ i− iuζ
−iζ − i(u+ s)− i (u′)2−(2α)24uζ − u
′
2ζ
)
Ψ(ζ; s), (2.14)
∂
∂s
Ψ(ζ; s) =
(
0 i
−iζ − 2i(u+ s2) 0
)
Ψ(ζ; s), (2.15)
where u is given in (1.26). From (2.15) and the asymptotic behavior of Ψ(ζ; s) near the origin
given in (2.4) and (2.5), we have
d
ds
Φ0(s) =
(
0 i
−2i(u+ s2) 0
)
Φ0(s). (2.16)
This, together with (1.23), implies that
d2
ds2
(Φ0)11 (s) = 2(u+
s
2
) (Φ0)11 (s) = (w
2 + w′) (Φ0)11 (s). (2.17)
From (2.7), (2.11) and (2.12), we see that (Φ0)11 (s) is real for s ∈ R. By setting
y(s) = ln |(Φ0)11 (s)| ,
it follows from (2.17) that
(y′)2 + y′′ = w2 + w′. (2.18)
From the large s asymptotics of w and (Φ0)11 derived in Section 3 below, we conclude from the
above equation that y′ = w, i.e., the identity (2.13).
This completes the proof of Lemma 2.2.
We finally present some useful differential identities related to the Hamiltonian H.
Lemma 2.3. Let H(s) = H(s; 2α, ω) be the Hamiltonian defined in (1.24). Then, we have
Hs = −u, (2.19)
(uw + 2sH)s = 3(uws +H) + 3(H − 2αw), (2.20)
and
(uws +H)α = (uwα)s + 2w, (uws +H)ω = (uwω)s (2.21)
where the subscripts s, α and ω denote the derivative with respect to the variable s, the parameter
α and the Stokes data ω, respectively.
Proof. We obtain from the Hamiltonian system (1.23) that
Hs = ws
∂H
∂w
+ us
∂H
∂u
− u = −u, (2.22)
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which is (2.19). Also note that
wus − 2uws = w∂H
∂w
+ 2u
∂H
∂u
= 2w(w + α)− 2u(w2 − 2u− s) = 4H + 2su− 6αw, (2.23)
which gives us (2.20) by combining with (2.19). Similarly, a straightforward calculation yields
(uws +H)α = uαws + uwsα + wα
∂H
∂w
+ uα
∂H
∂u
+ 2w
= uαws + uwsα + wαus − uαws + 2w = (uwα)s + 2w, (2.24)
and
(uws +H)ω = uωws + uwsω + wω
∂H
∂w
+ uω
∂H
∂u
= uωws + uwsω + wωus − uωws = (uwω)s. (2.25)
This completes the proof of the Lemma 2.3.
As we will see later, the above differential identities play an important role in the proof
of our main results. Roughly speaking, these identities allow us to represent the regularized
integrals of the Painleve´ II transcendents and the associated Hamiltonians or their derivatives
with respect to various parameters explicitly into some known functions. It is crucial that the
asymptotics of these functions can be found, as shown in the next section.
3 Large s asymptotics of w, H and relevant functions
In this section, we will derive the asymptotics of the rescaled Painleve´ II transcendent w(s) =
w(s; 2α+ 12 , ω), the associated Hamiltonian H(s) = H(s; 2α, ω) and other relevant functions as
s→ ±∞. The derivation is based on the asymptotic analysis of the RH problem for Ψ carried
out in [33, 50].
3.1 Asymptotic analysis of the RH problem for Ψ for large positive s
The asymptotic analysis of the RH problem for Ψ as s→ +∞ was performed by Its, Kuijlaars
and O¨stensson in [33] for the special case α > −12 and ω = 1, which can be extended to the
case α > −12 and arbitrary ω ≥ 0. For our purpose, we give a sketch of the analysis here.
Following the idea of nonlinear steepest descent analysis of the RH problem [14], the analysis
consists of a series of explicit and invertible transformations:
Ψ→ A→ B → C → D. (3.1)
More precisely, we have
• The first transformation Ψ→ A is defined by
A(ζ) = sσ3/4
(
1 0
−ia(s) 1
)
Ψ(sζ; s), (3.2)
which is a scaling of the variable.
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• The second transformation A→ B creates an RH problem for B whose jump contour ΣB
consists of four rays starting from z = −1 instead of from z = 0; see [33, Equation (2.4)].
In particular, if ζ is small and belongs to the region Ω2 (see Figure 1), the transformation
is given by
B(ζ) = A(ζ)J2 = A(ζ)
(
1 0
e2αpii 1
)
. (3.3)
• The third transformation B → C is defined by
C(ζ) =
(
1 0
− is3/24 1
)
B(ζ)es
3/2g(ζ)σ3 , (3.4)
where
g(ζ) =
2
3
(ζ + 1)3/2, −pi < arg(ζ + 1) < pi. (3.5)
As a consequence, the asymptotic behavior of B at infinity is normalized.
• We now construct various approximations of C in different regions of the complex plane for
large positive s. Since the jump matrices of C tend to the identity matrices exponentially
fast except the ones on (−∞,−1) and (−1, 0) (on which the jumps are constant matrices)
as s→ +∞, it is expected that C is well-approximated by a global parametrix P (∞) that
solves the following RH problem.
RH problem for P (∞)
(a) P (∞)(ζ) is a 2× 2 matrix-valued function, which is analytic for ζ in C\(−∞, 0].
(b) P (∞)(ζ) satisfies the jump condition
P
(∞)
+ (ζ) = P
(∞)
− (ζ)

(
0 1
−1 0
)
, ζ ∈ (−∞,−1),(
e2αpii 0
0 e−2αpii
)
, ζ ∈ (−1, 0).
(3.6)
(c) As ζ →∞, we have
P (∞)(ζ) = (I +O(1/ζ))ζ−
1
4
σ3 I + iσ1√
2
. (3.7)
By [33, Equation (2.16)], the solution to the above RH problem is given by
P (∞)(ζ) =
(
1 0
2αi 1
)
(ζ + 1)−σ3/4
1√
2
(
1 i
i 1
)
d(ζ)σ3 , (3.8)
where
d(ζ) :=
(
(ζ + 1)1/2 + 1
(ζ + 1)1/2 − 1
)−α
(3.9)
with the branches of the arguments fixed by the inequalities
−pi < arg(ζ + 1) < pi, −pi < arg
(
(ζ + 1)1/2 + 1
(ζ + 1)1/2 − 1
)
< pi.
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The global parametrix P (∞) does not provide a good approximation near ζ = −1 and
ζ = 0, where special treatments are needed. Near ζ = −1, C is approximated by the local
parametrix
P (−1)(ζ) = E(ζ)Φ(Ai)(s(1 + ζ))es
3/2g(ζ)σ3 , (3.10)
where E is analytic near ζ = −1, Φ(Ai) is the well-known Airy parametrix (see Section
A.1 below) and g is defined in (3.5). Near ζ = 0, we need to construct a local parametrix
P (0) solving the following RH problem.
RH problem for P (0)
(a) P (0)(ζ) is a 2 × 2 matrix-valued function, which is analytic for ζ in U(0, δ)\(−δ, δ),
for some δ ∈ (0, 1), where U(a, δ) stands for an open disc centered at a with radius
δ.
(b) P (0)(ζ) satisfies the jump condition
P
(0)
+ (ζ) = P
(0)
− (ζ)

(
1 ωe−2s
3/2g(ζ)
0 1
)
, ζ ∈ (0, δ),(
e2αpii e−2s3/2g(ζ)
0 e−2αpii
)
, ζ ∈ (−δ, 0).
(3.11)
(c) As s→ +∞, we have the matching condition
P (0)(ζ) = (I +O(e−
2
3
s3/2))P (∞)(ζ), (3.12)
for ζ ∈ ∂U(0, δ), where P (∞) is the global parametrix given in (3.8).
The solution to the above RH problem is explicitly given by
P (0)(ζ) =
(
1 0
2αi 1
)
(ζ + 1)−σ3/4
1√
2
(
1 i
i 1
)(
1 r(ζ)
0 1
)
d(ζ)σ3 , (3.13)
where d(ζ) is defined in (3.9) and r(ζ) is expressed in terms of the Cauchy integrals
r(ζ) :=
1
2pii
(∫ 0
−1
e−2s3/2g(τ)|d(τ)|2
τ − ζ dτ + ω
∫ ∞
0
e−2s3/2g(τ)|d(τ)|2
τ − ζ dτ
)
. (3.14)
For later use, we need to know the asymptotic behavior of r(ζ) near the origin. By using
(3.9) and (3.14), we have, as ζ → 0 and 0 < arg ζ < pi,
r(ζ) =
 r1(ζ) +
1−ωe−2αpii
2i sin(2αpi) e
−2s3/2g(ζ)d2(ζ), α > −1/2 and 2α /∈ N0,
r2(ζ) +
e2αpii−ω
2pii e
−2s3/2g(ζ)d2(ζ) log ζ, 2α ∈ N0,
(3.15)
where r1(ζ) and r2(ζ) are two analytic functions near the origin.
• In the final transformation C → D, we compare the global and local parametrices by
considering
D(ζ) =

C(ζ)
(
P (∞)(ζ)
)−1
, ζ ∈ C \ (U(0, δ) ∪ U(−1, δ)),
C(ζ)
(
P (0)(ζ)
)−1
, ζ ∈ U(0, δ),
C(ζ)
(
P (−1)(ζ)
)−1
, ζ ∈ U(−1, δ).
(3.16)
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Then, D also satisfies an RH problem which is analytic in C \ ΣD, where
ΣD := ∂U(−1, δ)∪∂U(0, δ)∪(−1+δ,−δ)∪(δ,+∞)∪e
2pii
3 (−1+δ,+∞)∪e− 2pii3 (−1+δ,+∞).
Since D+(ζ) = D−(ζ)JD(ζ) for ζ ∈ ΣD with
JD = I +O(s
−3/2), s→ +∞,
uniformly on ΣD, and
D(ζ) = I +O(ζ−1), ζ →∞,
it follows from a standard argument as in [14] that
D(ζ) = I +O(s−3/2), s→ +∞, (3.17)
uniformly for ζ ∈ C \ ΣD; see [33, Equation (2.28)].
We are now ready to derive the asymptotics of w,H and relevant functions for large positive
s, which will be the topics of the next section.
3.2 Asymptotics of w,H and relevant functions for large positive s
Proposition 3.1. For α > −12 and ω ≥ 0, we have the following asymptotics as s→ +∞:
u(s; 2α, ω) =
α√
s
(
1− α
s3/2
+O(s−3)
)
+ (e2piiα − ω)Γ(2α+ 1)
22+6αpi
s−(3α+
1
2
)e−
4
3
s3/2(1 +O(s−1/4)), (3.18)
w(s; 2α +
1
2
, ω) = −√s− α+
1
4
s
+O(s−5/2), (3.19)
H(s; 2α, ω) = −2α√s− α
2
s
+O(s−5/2), (3.20)
ln |(Φ0)11 (s)| = −
2
3
s3/2 − (α+ 1
4
) ln s− (2α+ 1
2
) ln 2 +O(s−3/2). (3.21)
Proof. The asymptotics for the Painleve´ XXXIV transcendent u(s; 2α, ω) and the Hamiltonian
H(s; 2α, ω) in (3.18) and (3.20) are proved in [33, Theorem 1.2], [50, Theorem 2] and [50,
Equation (17)], respectively. A combination of (3.18) and the first equation in (1.23) then gives
us the asymptotics for the Painleve´ II transcendent w(s; 2α + 12 , ω) in (3.19).
To show the asymptotic behavior of ln | (Φ0)11 (s)|, we first observe from (2.4)–(2.7) that
Φ0(s) =

lim
ζ→0,
ζ∈Ωj
Ψ(ζ; s)E−1j ζ
−ασ3 , 2α /∈ N0, α > −12 ,
lim
ζ→0,
ζ∈Ωj
Ψ(ζ; s)E−1j
(
I − κ
2pii
log ζσ+
)
ζ−ασ3 , 2α ∈ N0.
(3.22)
The above formulas also hold if ζ is replaced by sζ or −sζ on the right hand side. Moreover, if
ζ ∈ Ω2 and small, it follows from the transformations (3.2)–(3.4) and (3.16) that
Ψ(sζ; s) =
(
1 0
ia(s) 1
)
s−σ3/4
(
1 0
is3/2
4 1
)
D(ζ)
(
1 0
2αi 1
)
(ζ + 1)−σ3/4
× 1√
2
(
1 i
i 1
)(
1 r(ζ)
0 1
)
d(ζ)σ3e−s
3/2g(ζ)σ3J−12 , (3.23)
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where g is defined in (3.5) and D(z) satisfies the estimate (3.17).
We next split our discussions into two cases, based on different values of α. If 2α /∈ N0 and
α > −12 , we obtain from (3.22) and (3.23) that
Φ0(s) =
(
1 0
ia(s) + is
2
4 1
)
s−σ3/4D(0)
(
1 0
2αi 1
)
1√
2
(
1 i
i 1
)(
1 r1(0)
0 1
)
M1(s)s
−ασ3 , (3.24)
where
M1(s) := lim
ζ→0,
ζ∈Ω2
(
1 r(ζ)− r1(ζ)
0 1
)
d(ζ)σ3e−s
3/2g(ζ)σ3(E2J2)
−1ζ−ασ3 , (3.25)
with r(ζ) and r1(ζ) given in (3.15). To this end, we note from (3.15) that
d(ζ)−σ3es
3/2g(ζ)σ3
(
1 r(ζ)− r1(ζ)
0 1
)
d(ζ)σ3e−s
3/2g(ζ)σ3 =
(
1 1−ωe
−2αpii
2i sin(2αpi)
0 1
)
, ζ ∈ Ω2, (3.26)
and by (2.1) and (2.8),
E2J2 = e
αpiiσ3
(
1 1−ωe
−2αpii
2i sin(2αpi)
0 1
)
. (3.27)
Substituting (3.26) and (3.27) in (3.25) yields
M1(s) = lim
ζ→0,
ζ∈Ω2
d(ζ)σ3e−s
3/2g(ζ)σ3e−αpiiσ3ζ−ασ3 = 2−2ασ3e−αpiiσ3e−
2
3
s3/2σ3 , (3.28)
since d(ζ) ∼ (ζ/4)α as ζ → 0. This, together with (3.24) and (3.17), implies that, as s→ +∞,
Φ0(s) =
(
1 0
ia(s) + is
2
4 1
)
s−σ3/4(I +O(s−3/2))
(
1 0
2αi 1
)
× 1√
2
(
1 i
i 1
)(
2−2αe−piiαe−
2
3
s2/3 ∗
0 ∗
)
s−ασ3 , (3.29)
where ∗ stands for some unimportant term. We then obtain (3.21) for α > −1/2 and 2α 6∈ N0.
If 2α ∈ N0, in view of (3.22), the expression in (3.24) is modified to be
Φ0(s) =
(
1 0
ia(s) + is
2
4 1
)
s−σ3/4D(0)
(
1 0
2αi 1
)
1√
2
(
1 i
i 1
)(
1 r2(0)
0 1
)
M2(s)s
−ασ3 , (3.30)
where
M2(s) := lim
ζ→0,
ζ∈Ω2
(
1 r(ζ)− r2(ζ)
0 1
)
d(ζ)σ3e−s
3/2g(ζ)σ3(E2J2)
−1
(
I − κ
2pii
log ζ σ+
)
ζ−ασ3 (3.31)
with r(ζ) and r2(ζ) defined in (3.15) and κ defined in (2.6). Since
d(ζ)−σ3es
3/2g(ζ)σ3
(
1 r(ζ)− r2(ζ)
0 1
)
d(ζ)σ3e−s
3/2g(ζ)σ3 =
(
1 e
2αpii−ω
2pii log ζ
0 1
)
, ζ ∈ Ω2, (3.32)
and
E2J2 =

(
1 0
−1 1
)(
1 0
e2αpii 1
)
= I, α ∈ N0,(
0 −1
1 1
)(
1 0
e2αpii 1
)
=
(
1 −1
0 1
)
, α− 12 ∈ N0,
(3.33)
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it follows that
M2(s) = 2
−2ασ3e−
2
3
s3/2σ3 , 2α ∈ N0. (3.34)
Finally, substituting (3.34) in (3.30), we again obtain (3.21) for 2α ∈ N0 from (3.17).
This completes the proof of Proposition 3.1.
Remark 3.2. Actually, the asymptotic analysis of the RH problem for Ψ as s → +∞ carried
out in Section 3.1 holds for α > −1/2 and more general parameter ω ∈ C \ (−∞, 0). Thus,
Proposition 3.1 is also true for α > −1/2 and ω ∈ C \ (−∞, 0).
3.3 Asymptotic analysis of the RH problem for Ψ for large negative s
The detailed nonlinear steepest descend analysis of the RH problem for Ψ as s → −∞ was
performed in [33] for α > −1/2 and ω > 0, and by Wu, Xu and Zhao in [50] for the case
α > −1/2 and ω = 0. Again, we give a sketch of the analysis in this section for later use.
The case α > −1/2 and ω = 0
Following [50], the analysis consists of a series of explicit and invertible transformations:
Ψ→ A˜→ B˜ → Dα. (3.35)
More precisely, we have
• The first transformation Ψ→ A˜ is defined by
A˜(ζ) = (−s)σ3/4
(
1 0
−ia(s) 1
)
Ψ(−sζ; s), (3.36)
which is a scaling of the variable.
• The second transformation A˜→ B˜ is defined by
B˜(ζ) = A˜(ζ)e−|s|
3/2h(ζ)σ3 , (3.37)
where
h(ζ) = ζ1/2 − 2
3
ζ3/2, −pi < arg ζ < pi. (3.38)
The aim of this transformation is to normalize the asymptotic behavior of A˜ at infinity.
• As s → −∞, the jump matrices for B˜ tend to the identity matrices with an exponential
rate except the one on (−∞, 0), which leads to the following global parametrix P˜ (∞).
RH problem for P˜ (∞)
(a) P˜ (∞)(ζ) is a 2× 2 matrix-valued function, which is analytic for ζ in C\(−∞, 0].
(b) P˜ (∞)(ζ) satisfies the jump condition
P˜
(∞)
+ (ζ) = P˜
(∞)
− (ζ)
(
0 1
−1 0
)
, ζ ∈ (−∞, 0). (3.39)
(c) As ζ →∞, we have
P˜ (∞)(ζ) = (I +O(1/ζ))ζ−
1
4
σ3 I + iσ1√
2
. (3.40)
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The solution to the above RH problem is explicitly given by
P˜ (∞)(ζ) = ζ−σ3/4
1√
2
(
1 i
i 1
)
. (3.41)
Near ζ = 0, B˜ is approximated by the local parametrix
P˜ (0)(ζ) = Eα(ζ)Φ
(Bes)
2α
(
(−s)3h(ζ)2) e−|s|3/2h(ζ)σ3 , (3.42)
where the prefactor
Eα(ζ) =
(
pi(−s)3/2
(
1− 2ζ
3
))σ3/2
(3.43)
is analytic near the origin, h is given in (3.38), and Φ
(Bes)
α is the Bessel parametrix shown
in Section A.2 below.
• The final transformation B˜ → Dα is defined by
Dα(ζ) =
 B˜(ζ)
(
P˜ (∞)(ζ)
)−1
, ζ ∈ C \ U(0, δ),
B˜(ζ)
(
P˜ (0)(ζ)
)−1
, ζ ∈ U(0, δ).
(3.44)
Then, Dα satisfies an RH problem which is analytic in C \ΣDα , where
ΣDα := ∂U(0, δ) ∪ e
2pii
3 (δ,+∞) ∪ e− 2pii3 (δ,+∞).
Since Dα,+(ζ) = Dα,−(ζ)JDα(ζ) for ζ ∈ ΣDα with
JDα = I +O(|s|−3/2), s→ −∞, (3.45)
uniformly on ΣDα , and
Dα(ζ) = I +O(ζ
−1), ζ →∞,
it follows that
Dα(ζ) = I +O(|s|−3/2), s→ −∞, (3.46)
uniformly for ζ ∈ C \ ΣDα ; see the equation after [50, Equation (A.8)].
The case α > −1/2 and ω = e−2βpii > 0
Following [33], the analysis consists of a series explicit and invertible transformations:
Ψ→ A˜→ B̂ → Ĉ → Dα,β. (3.47)
More precisely, we have
• The first transformation Ψ→ A˜ is the same as in the previous case; see (3.36).
• The second transformation A˜→ B̂ is defined by
B̂(ζ) =
(
1 0
− i|s|3/24 1
)
A˜(ζ)e|s|
3/2ĝ(ζ)σ3 , (3.48)
where
ĝ(ζ) =
2
3
(ζ − 1)3/2, −pi < arg(ζ − 1) < pi, (3.49)
so that the asymptotic behavior of A˜ at infinity is normalized.
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• The third transformation B̂ → Ĉ involves lenses-opening around the interval (0, 1), which
is based on a classical factorization of the jump matrix of B̂ on (0, 1). In particular, we
have
Ĉ(ζ) = B̂(ζ), ζ outside the lenses around (0, 1). (3.50)
As a consequence, all the jump matrices of Ĉ tend to the identity matrices exponentially
fast for large negative s except the ones on the intervals (−∞, 0) and (0, 1). The global
parametrix in this case reads as follows.
RH problem for P̂ (∞)
(a) P̂ (∞)(ζ) is a 2× 2 matrix-valued function, which is analytic for ζ in C\(−∞, 1].
(b) P̂ (∞)(ζ) satisfies the jump condition
P̂
(∞)
+ (ζ) = P̂
(∞)
− (ζ)

(
0 1
−1 0
)
, ζ ∈ (−∞, 0),(
0 ω
−ω−1 0
)
, ζ ∈ (0, 1).
(3.51)
(c) As ζ →∞, we have
P̂ (∞)(ζ) = (I +O(1/ζ))ζ−
1
4
σ3 I + iσ1√
2
. (3.52)
The solution to the above RH problem is explicitly given by
P̂ (∞)(ζ) =
(
1 0
2ω 1
)
(ζ − 1)−σ3/4 1√
2
(
1 i
i 1
)(
(ζ − 1)1/2 + i
(ζ − 1)1/2 − i
)ωσ3
, (3.53)
where the branches of the arguments are fixed by the inequalities
−pi < arg(ζ − 1) < pi, −pi < arg
(
(ζ − 1)1/2 + i
(ζ − 1)1/2 − i
)
< pi;
see [33, Equation (A.24)]. Near ζ = 0, Ĉ is approximated by the local parametrix
P̂ (0)(ζ) = Eα,β(ζ)Φ
(CHF)
α,β
(
(−s)3/2f(ζ)
)
e|s|
3/2ĝ(ζ)σ3 , (3.54)
where the prefactor Eα,β(ζ) is analytic at ζ = 0 with
Eα,β(0) =
1√
2
(
1 1
2β − 1 2β + 1
)
(4(−s)3/2)βσ3e[ 2i(−s)
3/2
3
−ipi( 1
4
+α−β
2
)]σ3 , (3.55)
f is given by
f(ζ) =
2
3
− 2i
3
(ζ − 1)3/2, 0 < arg(ζ − 1) < 2pi, (3.56)
and Φ
(CHF)
α,β is the confluent hypergeometric parametrix shown in Section A.3 below; see
[33, Equation (A.34)]. Near ζ = 1, the local parametrix P̂ (1) is constructed with the aid of
Airy parametrix Φ(Ai), similar to the local parametrix built in (3.10), we omit the details
here.
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• The final transformation Ĉ → Dα,β is defined by
Dα,β(ζ) =

Ĉ(ζ)
(
P̂ (∞)(ζ)
)−1
, ζ ∈ C \ (U(0, δ) ∪ U(1, δ)),
Ĉ(ζ)
(
P̂ (0)(ζ)
)−1
, ζ ∈ U(0, δ),
Ĉ(ζ)
(
P̂ (1)(ζ)
)−1
, ζ ∈ U(1, δ).
(3.57)
Then, Dα,β satisfies an RH problem which is analytic in C \ ΣDα,β , where
ΣDα,β := ∂U(0, δ) ∪ e
2pii
3 (δ,+∞) ∪ e− 2pii3 (δ,+∞) ∪ ∂U(1, δ) ∪ (1 + δ,+∞)
∪ {the boundaries of the lenses outside U(0, δ) and U(1, δ)}. (3.58)
Since Dα,β tends to the identity matrix at infinity, and its jump matrices still satisfy the
estimate (3.45) uniformly on the jump contour ΣDα,β , we finally conclude that
Dα,β(ζ) = I +O(|s|−3/2), s→ −∞, (3.59)
uniformly for ζ ∈ C \ ΣDα,β ; see [33, Equation (3.35)].
We are now ready to derive the asymptotics of w,H and relevant functions for large negative
s.
3.4 Asymptotics of w,H and relevant functions for large negative s
Since the asymptotic analysis of the RH problem for Ψ is different for ω = 0 and ω > 0,
accordingly, we separate the asymptotic results into two propositions below. We start with the
case ω = 0.
Proposition 3.3. For α > −12 and ω = 0, we have the following asymptotics as s→ −∞:
u(s; 2α, 0) = −s
2
+ (2α2 − 1
8
)
1
s2
+O(|s|−7/2), (3.60)
w(s; 2α +
1
2
, 0) = (2α+
1
2
)
1
s
+O(s−4), (3.61)
H(s; 2α, 0) =
s2
4
+ (2α2 − 1
8
)
1
s
+O(|s|−5/2), (3.62)
ln |(Φ0)11 (s)| = (2α+
1
2
) ln |s| − 2α ln 2− ln Γ(1 + 2α) + 1
2
lnpi +O(|s|−3/2). (3.63)
Proof. The asymptotics for the Painleve´ XXXIV transcendent u(s; 2α, 0) and the Hamiltonian
H(s; 2α, 0) in (3.60) and (3.62) are proved in Theorem 2 and Theorem 1 of [50], respectively.
With the aid of (1.23), we obtain the asymptotics for the Painleve´ II transcendent w(s; 2α+ 12 , 0)
given in (3.61) from (3.60).
To show the asymptotics of ln | (Φ0)11 (s)|, as in the derivation of (3.21), we explore the
explicit expression of Ψ(−sζ; s) in Ω2. By inverting the transformations (3.36), (3.37) and
(3.44), we obtain from (3.42) that
Ψ(−sζ; s) =
(
1 0
ia(s) 1
)
(−s)−σ3/4Dα(ζ)Eα(ζ)Φ(Bes)2α
(
(−s)3h(ζ)2) , ζ ∈ Ω2. (3.64)
By (3.38), it follows that
h(ζ)2 ∼ ζ, ζ → 0,
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and
z = (−s)3h(ζ)2 ∈ II, ζ ∈ Ω2,
where the region II is shown in Figure 3. In addition, from the explicit construction of the
Bessel parametrix Φ
(Bes)
α given in (A.4), we have
Φ
(Bes)
2α (z) =
(
I2α(z
1/2) ipiK2α(z
1/2)
piiz1/2 I ′2α(z
1/2) −z1/2K ′2α(z
1
2 )
)
J−12 , z ∈ II. (3.65)
We now need to know the asymptotic behavior of Φ
(Bes)
2α
(
(−s)3h(ζ)2) as ζ → 0 from Ω2. Recall
the following asymptotics of I2α(z) and K2α(z) near the origin:
I2α(z) ∼ z
2α
22αΓ(2α+ 1)
, (3.66)
K2α(z) ∼ pi
2 sin(2αpi)
{
(z/2)−2α
Γ(−2α+1) , α > 0, 2α /∈ N,
(z/2)2α
Γ(2α+1) , −12 < α < 0,
(3.67)
K0(z) ∼ − log z, Kn(z) ∼ Γ(n)
2n+1zn
; (3.68)
see [44, §10.31]. This, together with (3.65), implies that, as z → 0,
Φ
(Bes)
2α (z)J2 ∼
 zα22αΓ(2α+1) i2 sin(2αpi) 22αΓ(−2α+1)zα
piizα
22αΓ(2α) − pi2 sin(2αpi) 2
2α
Γ(−2α)zα
 , α > 0, 2α /∈ N, (3.69)
Φ
(Bes)
2α (z)J2 ∼
 zα22αΓ(2α+1) − i2 sin(2αpi) zα22αΓ(2α+1)
piizα
22αΓ(2α)
pi
2 sin(2αpi)
zα
22αΓ(2α)
 , −1
2
< α < 0, (3.70)
Φ
(Bes)
0 (z)J2 ∼
(
1 − i2pi log z
pii
2 z 1
)
, (3.71)
Φ
(Bes)
2α (z)J2 ∼
 zα22αΓ(2α+1) ipi Γ(2α)22α+1zα
piizα
22αΓ(2α)
Γ(2α+1)
22α+1zα
 , 2α ∈ N. (3.72)
If 2α /∈ N0 and α > −12 , we see from (3.22), (3.43) and (3.64) that
Φ0(s) =
(
1 0
ia(s) 1
)
(−s)−σ3/4Dα(0)(pi(−s)3/2)σ3/2
× lim
ζ→0,
ζ∈Ω2
[
Φ(Bes)α
(
(−s)3h(ζ))E−12 ζ−ασ3] (−s)−ασ3 . (3.73)
In view of (3.27) with ω = 0, it is readily seen from the above formula and (3.69) that
Φ0(s) =
(
1 0
ia(s) 1
)
(−s)−σ3/4Dα(0)(pi(−s)3/2)σ3/2 e
−piiα(−s)3α
22αΓ(2α+ 1)
(
1 ∗
2αpii ∗
)
(−s)−ασ3 , (3.74)
for α > 0 and 2α /∈ N. For the case −12 < α < 0, one obtains the above limit as well with the
aid of (3.70) and (3.73).
If 2α ∈ N0, as in the proof of (3.21), we obtain from (3.22), (3.43) and (3.64) that the
formula (3.74) still holds if the constant e−piiα is replaced by 1.
Finally, by letting s → −∞, we obtain the asymptotics for ln | (Φ0)11 (s)| in (3.63) from
(3.74) and (3.46).
This completes the proof of Proposition 3.3.
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Next, we derive the asymptotics when ω > 0.
Proposition 3.4. For α > −12 and ω = e−2βpii with βi ∈ R, we have the following asymptotics
as s→ −∞:
u(s; 2α, ω) =
2|α − β|√
|s| cos
(
θ(s)
2
+ arg Γ(1 + α− β)− pi
4
)
× cos
(
θ(s)
2
+ arg Γ(α− β) + pi
4
)
+O(s−2), (3.75)
w(s; 2α +
1
2
, ω) = |s|1/2 tan
(
θ(s)
2
+ arg Γ(1 + α− β)− pi
4
)
+O(s−1), (3.76)
H(s; 2α, ω) = 2βi|s|1/2 − |α− β|
2s
sin (θ(s) + 2 arg Γ(α− β) + arg(α − β))
+
α2 − 3β2
2s
+O(|s|−5/2), (3.77)
ln |(Φ0)11 (s)| = (
α
2
− 1
4
) ln(|s|) + ln
(∣∣∣∣cos(12θ(s) + arg Γ(1 + α− β)− pi4
)∣∣∣∣)
+ ln
( |Γ(1 + α− β)|
Γ(1 + 2α)
)
− β
2
pii+ (α+
1
2
) ln 2 +O(|s|−3/2), (3.78)
where θ(s) := θ(s;α, β) is given by
θ(s;α, β) =
4
3
|s|3/2 − αpi − 6iβ ln 2− 3iβ ln |s|. (3.79)
Proof. Again, the asymptotics for the Painleve´ XXXIV transcendent u(s; 2α, ω) in (3.75) and
the HamiltonianH(s; 2α, ω) in (3.77) are given in Theorem 2 and Theorem 1 of [50], respectively.
The asymptotic formula (3.76) then follows from (3.75) and (1.23).
To derive the asymptotics of ln | (Φ0)11 (s)|, similar to the case ω = 0 in the previous propo-
sition, we consider the explicit expression of Ψ(−sζ; s) in Ω2. By inverting the transformations
(3.36), (3.48), (3.50) and (3.57), it follows from (3.54) that
Ψ(−sζ; s) =
(
1 0
ia(s) 1
)
(−s)−σ3/4
(
1 0
i(−s)3/2
4 1
)
×Dα,β(ζ)Eα,β(ζ)Φ(CHF)α,β
(
(−s)3/2f(ζ)
)
, ζ ∈ Ω2. (3.80)
On account of the definition of f given in (3.56), it is easily seen that
f(ζ) ∼ ζ, ζ → 0, (3.81)
and
z = (−s)3/2f(ζ) ∈ IV, ζ ∈ Ω2,
where the region IV in this case is illustrated in Figure 4. The explicit expression of Φ
(CHF)
α,β (z)
for z ∈ IV is given by
Φ
(CHF)
α,β (z) = 2
βσ3e
piiβ
2
σ3
(
e−pii(α+2β) 0
0 epii(2α+β)
)
M(z)
×
(
epiiα 0
2i sin(pi(β − α)) e−piiα
)
e
piiβ
2
σ3 , (3.82)
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where
M(z) =
( (2epii2 z)α ψ(α+ β, 1 + 2α, 2epii2 z)epii(α+2β)e−iz
−Γ(1+α+β)Γ(α−β) (2e
pii
2 z)−α ψ(1 − α+ β, 1 − 2α, 2epii2 z)epii(β−3α)e−iz
−Γ(1+α−β)Γ(α+β) (2e−
pii
2 z)α ψ(1 + α− β, 1 + 2α, 2e−pii2 z)epii(2α+β)eiz
(2e−
pii
2 z)−α ψ(−α− β, 1− 2α, 2e−pii2 z)e−2αpiieiz
)
(3.83)
with branch cuts chosen such that −pi2 < arg z < 3pi2 ; see (A.12) below.
If 2α /∈ N0 and α > −12 , we obtain from (3.22), (3.80) and (3.82) that
Φ0(s) =
(
1 0
ia(s) 1
)
(−s)−σ3/4
(
1 0
i(−s)3/2
4 1
)
Dα,β(0)Eα,β(0)2
βσ3e
piiβ
2
σ3
(
e−pii(α+2β) 0
0 epii(2α+β)
)
× lim
ζ→0,
ζ∈Ω2
[
M((−s)3/2f(ζ))
(
epiiα 0
2i sin(pi(β − α)) e−piiα
)
e
piiβ
2
σ3E−12 ζ
−ασ3
]
× (−s)−ασ3 . (3.84)
To study the above limit, we start with some properties of the confluent hypergeometric function
ψ(a, b, z) listed below:
ψ(a, b, z) =
Γ(1− b)
Γ(a− b+ 1)φ(a, b, z) +
Γ(b− 1)
Γ(a)
φ(a− b+ 1, 2− b, z)z1−b, (3.85)
φ(a, b, z) =
Γ(b)
Γ(b− a)e
ipiaψ(a, b, z) +
Γ(b)
Γ(a)
eipi(a−b)φ(b− a, b, e−ipiz)ez ; (3.86)
see [44, Equations 13.2.41 and 13.2.42]. In the above formulas, φ(a, b, z) is the other confluent
hypergeometric function defined by
φ(a, b, z) =
∞∑
n=0
(a)n
(b)n
zn
n!
, (3.87)
which is an entire function in z and satisfies the relation
φ(a, b, z) = φ(b− a, b,−z)ez ; (3.88)
see [44, Equations 13.2.2 and 13.2.39]. Since(
epiiα 0
2i sin(pi(β − α)) e−piiα
)
e
piiβ
2
σ3E−12 =
(
e
βpii
2 ∗
e(
3β
2
−2α)pii ∗
)
, (3.89)
it follows from (3.83) and (3.86) that[
M(z)
(
epiiα 0
2i sin(pi(β − α)) e−piiα
)
e
piiβ
2
σ3E−12
]
11
= (2e
pii
2 z)α ψ(α+ β, 1 + 2α, 2e
pii
2 z)epii(α+2β)e−ize
βpii
2
− Γ(1 + α− β)
Γ(α+ β)
(2e−
pii
2 z)α ψ(1 + α− β, 1 + 2α, 2e−pii2 z)epii(2α+β)eize( 3β2 −2α)pii
= 2αe(
α
2
+ 3β
2
)piiΓ(1 + α− β)
Γ(1 + 2α)
φ(α+ β, 1 + 2α, 2e
pii
2 z)e−izzα. (3.90)
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We next evaluate (2, 1) entry of the matrix M(z)
(
epiiα 0
2i sin(pi(β − α)) e−piiα
)
e
piiβ
2
σ3E−12 . From
(3.85) and (3.88), it is easily seen that
ψ(1− α+ β, 1− 2α, 2epii2 z) = Γ(2α)
Γ(1 + α+ β)
φ(1− α+ β, 1− 2α, 2epii2 z)
+
Γ(−2α)
Γ(1− α+ β)φ(1 + α+ β, 1 + 2α, 2e
pii
2 z) (2e
pii
2 z)2α,
ψ(−α− β, 1− 2α, 2e−pii2 z) = Γ(2α)
Γ(α− β)φ(1− α+ β, 1− 2α, 2e
pii
2 z) e2iz
+
Γ(−2α)
Γ(−α− β)φ(1 + α+ β, 1 + 2α, 2e
pii
2 z) (2e−
pii
2 z)2αe−2iz.
This, together with the reflection formula
Γ(z)Γ(1 − z) = pi/ sin(piz), z 6= 0,±1,±2, . . . ,
implies that[
M(z)
(
epiiα 0
2i sin(pi(β − α)) e−piiα
)
e
piiβ
2
σ3E−12
]
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= −Γ(1 + α+ β)
Γ(α− β) (2e
pii
2 z)−α ψ(1− α+ β, 1− 2α, 2epii2 z)epii(β−3α)e−izeβpii2
+ (2e−
pii
2 z)−α ψ(−α− β, 1 − 2α, 2e−pii2 z)e−2αpiieize( 3β2 −2α)pii
= 2αe(−
7α
2
+β
2
)piiΓ(1 + α+ β)
Γ(1 + 2α)
φ(1 + α+ β, 1 + 2α, 2e
pii
2 z)e−izzα. (3.91)
Inserting (3.90) and (3.91) into (3.84), we obtain from (3.55), (3.81), the fact (see [44, Equations
13.2.13 and 13.2.16])
φ(a, b, z) ∼ 1, ψ(a, b, z) ∼ Γ(b− 1)
Γ(a)
z1−b, z → 0, (3.92)
and (3.59), that
(Φ0)11 (s) = (−s)
α
2
− 1
4 2α−1/2e(−α+
β
2
)pii
[
23β
Γ(1 + α− β)
Γ(1 + 2α)
|s| 32β exp(2
3
i|s| 32 − 1
4
pii− α
2
pii)
+ 2−3β
Γ(1 + α+ β)
Γ(1 + 2α)
|s|− 32β exp(−2
3
i|s| 32 + 1
4
pii+
α
2
pii)
]
(1 +O(|s|−3/2))
for large negative s. Recall that β is purely imaginary, the above formula can be further
simplified as
(Φ0)11 (s) =
|Γ(1 + α− β)|e(−α+β2 )pii2α+ 12 (−s)α2− 14
Γ(1 + 2α)
× cos
(
1
2
θ(s) + arg Γ(1 + α− β)− pi
4
)
(1 +O(|s|−3/2)), (3.93)
where θ(s) is defined in (3.79). The asymptotic formula of ln |(Φ0)11(s)| in (3.78) then follows
directly from (3.93).
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If 2α ∈ N0, due to (3.22), Φ0(s) takes a similar expression as (3.84), except that the limit is
modified to be
lim
ζ→0,
ζ∈Ω2
[
M((−s)3/2f(ζ))
(
epiiα 0
2i sin(pi(β − α)) e−piiα
)
× epiiβ2 σ3E−12
(
I − κ
2pii
log ζ σ+
)
ζ−ασ3
]
. (3.94)
In view of the expression of E2 in (2.8), we have(
epiiα 0
2i sin(pi(β − α)) e−piiα
)
e
piiβ
2
σ3E−12
(
I − κ
2pii
log ζ σ+
)
= epiiα
(
e
βpii
2 ∗
e(
3β
2
−2α)pii ∗
)
, (3.95)
whose first column is epiiα multiplying the first column in the matrix in (3.89). This implies
that the asymptotics in (3.93) should include an additional constant epiiα when 2α ∈ N0, which
also leads to (3.78).
This completes the proof of Proposition 3.4.
4 Proofs of main theorems
In this section, we will prove main results of this paper and begin with some useful differential
identities for the integrals.
4.1 Differential identities for the integrals
As the asymptotics derived in Section 3 is for the function w(s; 2α+ 12 , ω) instead of for q(s; 2α+
1
2 , ω), it is convenient for us to consider the following integral at this stage:
I˜1(s;α, ω) :=
∫ +∞
c
(
w(τ ; 2α +
1
2
, ω) +
√
τ +
α+ 14
τ
)
dτ
+P.V.
∫ c
s
w(τ ; 2α +
1
2
, ω)dτ +
2
3
c
3
2 + (α+
1
4
) ln c, c > 0, (4.1)
and introduce one more auxiliary integral
I3(s;α, ω) :=
∫ +∞
c
(
u(τ ; 2α, ω)w′(τ ; 2α +
1
2
, ω) +H(τ ; 2α, ω) + 2α
√
τ +
α(2α + 1)
2τ
)
dτ
+ P.V.
∫ c
s
(
u(τ ; 2α, ω)w′(τ ; 2α+
1
2
, ω) +H(τ ; 2α, ω)
)
dτ
+
4
3
αc3/2 + α(α+
1
2
) ln c, (4.2)
where c is chosen such that the integrand over (c,+∞) is pole-free, and the Cauchy principle
value is used if the integrand over (s, c) has poles. In particular, it follows from (1.26) and
(1.23) that u(s; 2α, ω)w′(s; 2α+ 12 , ω) only has simple poles on the real axis, which implies well-
posedness of the Cauchy principal value in (4.2). From the relation between w and q in (1.25),
it is easily seen that
I1(s;α, ω) = −I˜1(−2−
1
3 s;α, ω)− α+
1
4
3
ln 2, (4.3)
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where the integral I1 is defined in (1.18) and (1.19).
The aim of this section is to establish the following lemma which gives us the relations
among the integrals I˜1(s;α, ω), I2(s;α, ω) and I3(s;α, ω).
Lemma 4.1. For c > 0 and ω = e−2βpii ≥ 0, the integrals I2, I˜1 and I3 defined in (1.33), (4.1)
and (4.2) are convergent and independent of c. Moreover, we have the following identities
I˜1(s;α, ω) = −(2α + 1
2
) ln 2− ln | (Φ0)11 (s)|, (4.4)
∂
∂α
I3(s;α, ω) = −u(s) ∂
∂α
w(s) + 2I˜1(s;α, ω), (4.5)
∂
∂β
I3(s;α, e
−2βpii) = −u(s) ∂
∂β
w(s), (4.6)
and
I2(s;α, ω) = −1
3
(
u(s; 2α, ω)w(s; 2α +
1
2
, ω) + 2sH(s; 2α, ω) + 2α2 + α
)
+ 2αI˜1(s;α, ω) − I3(s;α, ω). (4.7)
Proof. The convergence of the relevant integrals follows directly from the large positive s asymp-
totics of the functions u(s; 2α, ω), w(s; 2α + 12 , ω) and H(s; 2α, ω) established in (3.18)–(3.20).
Moreover, it is readily seen that the derivative of each integral with respect to c is 0, which
implies that they are all c-independent.
To show (4.4), we integrate on both sides of (2.13) from s to L and obtain after a straight-
forward calculation that
P.V.
∫ L
s
d
dτ
ln (| (Φ0)11 (τ)|) dτ = ln | (Φ0)11 (L)| − ln | (Φ0)11 (s)|
=
∫ L
c
(
w(τ) +
√
τ +
α+ 14
τ
)
dτ +P.V.
∫ c
s
w(τ)dτ +
2
3
c
3
2
+ (α+
1
4
) ln c− 2
3
L
3
2 − (α+ 1
4
) lnL, (4.8)
where c > 0 is large enough such the integrand w(s) is pole-free on (c,+∞), which is possible
in view of (3.19). Since w(s) only has simple poles on the real axis, the Cauchy principal value
of the integral for w(τ) and thus the that of ddτ ln |(Φ0)11 (τ)| on [s, L] exists if s, L ∈ R are not
poles of w. By setting L→ +∞, it follows from (3.21) that
I˜1(s;α, ω) = lim
L→+∞
(
ln | (Φ0)11 (L)|+
2
3
L
3
2 + (α+
1
4
) lnL
)
− ln | (Φ0)11 (s)|
= −(2α+ 1
2
) ln 2− ln | (Φ0)11 (s)|, (4.9)
which is (4.4).
Next, by taking derivative with respect to α on both sides of (4.2), it follows from the first
equation in (2.21) that
∂
∂α
I3(s;α, ω) = lim
τ→+∞
(
u(τ)
∂
∂α
w(τ)
)
− u(s) ∂
∂α
w(s) + 2I˜1(s;α, ω). (4.10)
This, together with the large positive s asymptotics of u and w given in (3.18) and (3.19), gives
us (4.5). In a similar manner, one can prove (4.6) with the aid of the second equation in (2.21),
(3.18) and (3.19).
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Finally, we integrate on both sides of (2.20) and obtain
u(L)w(L) + 2LH(L)− u(s)w(s)− 2sH(s)
= 3 P.V.
∫ L
s
(u(τ)w′(τ) +H(τ))dτ + 3 P.V.
∫ L
s
(H(τ) − 2αw(τ))dτ.
In view of the integrals I2, I˜1 and I3 defined in (1.33), (4.1) and (4.2), respectively, we have,
after letting L→ +∞ in the above formula, that
3I3(s;α, ω) + 3I2(s;α, ω) − 6αI˜1(s;α, ω)
= lim
L→+∞
(
u(L)w(L) + 2LH(L) + 4αL3/2
)
− u(s)w(s) − 2sH(s)
= −α− 2α2 − u(s)w(s)− 2sH(s), (4.11)
which is equivalent to (4.7). In the second equality of the above formula, we have made use of
the asymptotics established in Proposition 3.1.
This completes the proof of Lemma 4.1.
4.2 Proof of Theorem 1.1
We have proved the convergence and c-independence of the integral I˜1(s;α, ω) in Lemma 4.1.
Moreover, from (4.4) and the asymptotics of ln | (Φ0)11 (s)| given in (3.63) and (3.78), it follows
that, as s→ −∞,
I˜1(s;α, 0) = −(2α+ 1
2
) ln |s| − 1
2
ln(2pi) + ln Γ(1 + 2α) +O(|s|−3/2), (4.12)
I˜1(s;α, e
−2βpii) = −(α
2
− 1
4
) ln |s| − (3α + 1) ln 2− β
2
pii+ ln
Γ(1 + 2α)
|Γ(1 + α− β)|
− ln
∣∣∣∣cos(θ(s)2 + arg Γ(1 + α− β)− pi4
)∣∣∣∣+O(|s|−3/2), (4.13)
where θ(s) is defined in (3.79). A combination of the relation between I1 and I˜1 in (4.3) and
the above two formulas then gives us Theorem 1.1.
This completes the proof of Theorem 1.1.
4.3 Proof of Theorem 1.3
The convergence and c-independence of I2(s;α, ω) have already been proved in Lemma 4.1. To
show the asymptotic behavior of I2(s;α, ω) for large negative s, we observe from (4.7), (4.12)
and (4.13) that it suffices to derive the asymptotics of the auxiliary integral I3(s;α, ω) defined
in (4.2).
We begin with the proof of (1.34). Inserting the asymptotics for u(s; 2α, 0), w(s; 2α + 12 , 0)
and I˜1(s;α, 0) in (3.60), (3.61) and (4.12) into (4.5), it is easily seen that
∂I3(s;α, 0)
∂α
= −2(2α+ 1
2
) ln |s|+2 ln Γ(1+2α)+1− ln(2pi)+O(|s|−3/2), s→ −∞. (4.14)
Integrating the above formula with respect to α yields
I3(s;α, 0) = I3(s; 0, 0)−(2α2+α) ln |s|−(ln(2pi)−1)α+2
∫ α
0
ln Γ(1+2τ)dτ+O(|s|−3/2), (4.15)
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as s→ −∞. In view of (4.7) with α = 0, we have
I3(s; 0, 0) = −
∫ ∞
s
H(τ ; 0, 0)dτ − 1
3
(
u(s; 0, 0)w(s;
1
2
, 0) + 2sH(s; 0, 0)
)
. (4.16)
This, together with (1.9) and the asymptotics for u(s; 0, 0) and w(s; 12 , 0) in (3.60) and (3.61),
gives us
I3(s; 0, 0) = − s
3
12
− 1
8
ln |s|+ c0 + 1
6
+O(|s|−3/2), s→ −∞, (4.17)
where the constant c0 is given in (1.10). For the integral involving the Gamma function in
(4.15), we recall the following relation between the Barnes’ G-function and Loggamma integral
lnG(1 + x) =
x
2
ln(2pi)− x(x+ 1)
2
+ x ln Γ(x+ 1)−
∫ x
0
ln Γ(1 + t)dt, Re x > −1; (4.18)
see [44, Equation 5.17.4]. Thus, from (4.15) and the above two formulas, we have
I3(s;α, 0) = − s
3
12
− (2α2 + α+ 1
8
) ln |s|+ c0 + 1
6
− 2α(α + 1) + 2α ln Γ(1 + 2α) − lnG(1 + 2α) +O(|s|−3/2), s→ −∞. (4.19)
The asymptotics of the integral for H(τ ; 2α, 0) in (1.34) then follows by substituting the asymp-
totics of I˜1(s;α, 0) in (4.12) and I3(s;α, 0) in (4.19) into the relation (4.7), where the asymptotics
for u(s; 2α, 0), w(s; 2α + 12 , 0) and H(s; 2α, 0) in (3.60), (3.61) and (3.62) are used as well.
The proof of the integral for H(s; 2α, e−2βpii) with βi ∈ R is a little bit involved. We first
note from (1.31) and (1.32) that
I3(s; 0, 1) = 0. (4.20)
Thus, we obtain from (4.6) that
I3(s; 0, e
−2βpii) = −
∫ β
0
u(s; 0, e−2tpii)
∂
∂t
w(s;
1
2
, e−2tpii)dt. (4.21)
Substituting the asymptotics of u(s) and w(s) in (3.75) and (3.76) into the above formula, we
have, as s→ −∞,
I3(s; 0, e
−2βpii)
= 2i
∫ β
0
t
(
i ln
(
8|s|3/2
)
− d
dt
arg(Γ(1− t)
)
dt+O
(
ln |s|
|s|3/2
)
= −β2 ln
(
8|s|3/2
)
− 2iβ arg(1− β) + 2i
∫ β
0
arg Γ(1− t)dt+O
(
ln |s|
|s|3/2
)
. (4.22)
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Similarly, from the asymptotics of u(s) and w(s) in (3.75) and (3.76), we have, as s→ −∞,
u(s)wα(s) =
2|α− β| cos
(
θ(s)
2 + arg Γ(α− β) + pi4
)
cos
(
θ(s)
2 + arg Γ(1 + α− β)− pi4
)
× d
dα
(
θ(s)
2
+ arg Γ(1 + α− β)− pi
4
)
+O(|s|−3/2)
=
(
2iβ − 2α tan
(
θ(s)
2
+ arg Γ(1 + α− β)− pi
4
))
× d
dα
(
θ(s)
2
+ arg Γ(1 + α− β)− pi
4
)
+O(|s|−3/2)
= −piiβ + 2iβ d
dα
arg Γ(1 + α− β)
+ 2α
d
dα
ln
∣∣∣∣cos(θ(s)2 + arg Γ(1 + α− β)− pi4
)∣∣∣∣+O(|s|−3/2). (4.23)
This, together with (4.5) and (4.13), gives us
∂
∂α
I3(s;α, e
−2βpii) = 2I˜1(s;α, e−2βpii)− u(s)wα(s)
= −(α+ 1
2
) ln |s| − (6α+ 2) ln 2 + 2 ln
(
Γ(1 + 2α)
|Γ(1 + α− β)|
)
− 2iβ d
dα
arg Γ(1 + α− β)
− 2 d
dα
(
α ln
∣∣∣∣cos(θ(s)2 + arg Γ(1 + α− β)− pi4
)∣∣∣∣)+O(|s|−3/2). (4.24)
Integrating both sides of the above equation, we then obtain from the asymptotics of I3(s; 0, e
−2βpii)
in (4.22) that
I3(s;α, e
−2βpii)
= −β2 ln
(
8|s|3/2
)
− 1
2
α(α− 1) ln |s| − 2α ln
∣∣∣∣cos(θ(s)2 + arg Γ(1 + α− β)− pi4
)∣∣∣∣
− (3α+ 2)α ln 2− 2iβ arg(1 + α− β) + 2i
∫ β
0
arg Γ(1− t)dt
+ 2
∫ α
0
ln Γ(1 + 2t)dt− 2
∫ α
0
ln |Γ(1− β + t)|dt+O
(
ln |s|
|s|3/2
)
. (4.25)
Next, we have from the asymptotics of u,w,H in (3.75), (3.76) and (3.77) that, as s→ −∞,
u(s)w(s) + 2sH(s) + 2α2 + α = −4iβ|s|3/2 + 3(α2 − β2) +O(|s|−3/2). (4.26)
Finally, substituting (4.13), (4.25) and (4.26) into (4.7), it follows
I2(s;α, e
−2βpii) =
4
3
iβ|s|3/2 + (β2 − 1
3
α2) ln
(
8|s|3/2
)
− 2α2 ln 2 + (β2 − α2)
+ 2α ln Γ(1 + 2α)− 2α ln |Γ(1 + α− β)|+ 2iβ arg(1 + α− β)
− 2
∫ α
0
ln Γ(1 + 2t)dt+ 2
∫ α
0
ln |Γ(1− β + t)|dt
− 2i
∫ β
0
arg Γ(1− t)dt+O
(
ln |s|
|s|3/2
)
. (4.27)
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Since iβ ∈ R, it follows that
2
∫ α
0
ln |Γ(1− β + t)|dt =
∫ α
0
ln Γ(1 + β + t) + ln Γ(1− β + t)dt
=
∫ α+β
β
ln Γ(1 + t)dt+
∫ α−β
−β
ln Γ(1 + t)dt, (4.28)
and
−2i
∫ β
0
arg Γ(1− t)dt =
∫ β
0
ln Γ(1 + t)− ln Γ(1− t)dt
=
∫ β
0
ln Γ(1 + t)dt+
∫ −β
0
ln Γ(1 + t)dt. (4.29)
Substituting (4.28) and (4.29) into (4.27), we then obtain (1.35) from the definition of Barnes’
G-function given in (4.18).
This completes the proof of Theorem 1.3.
Appendix A Airy, Bessel and confluent hypergeometric para-
metrices
A.1 Airy parametrix
Define
Φ(Ai)(z) =M

(
Ai(z) Ai(e−
2pii
3 z)
Ai′(z) e−
2pii
3 Ai′(e−
2pii
3 z)
)
e−
pii
6
σ3 , z ∈ I,(
Ai(z) Ai(e−
2pii
3 z)
Ai′(z) e−
2pii
3 Ai′(e−
2pii
3 z)
)
e−
pii
6
σ3
(
1 0
−1 1
)
, z ∈ II,(
Ai(z) −e− 2pii3 Ai(e 2pii3 z)
Ai′(z) −Ai′(e 2pii3 z)
)
e−
pii
6
σ3
(
1 0
1 1
)
, z ∈ III,(
Ai(z) −e− 2pii3 Ai(e 2pii3 z)
Ai′(z) −Ai′(e 2pii3 z)
)
e−
pii
6
σ3 , z ∈ IV,
(A.1)
where Ai(z) is the standard Airy function (cf. [44, Chapter 9]),
M =
√
2pie
1
6
pii
(
1 0
0 −i
)
,
and the regions I-IV are indicated in Fig. 2. It is well-known that Φ(Ai)(z) is the solution of
the following RH problem; cf.[14].
RH problem for Φ(Ai)
(a) Φ(Ai)(z) is analytic in C\{∪4j=1Σj∪{0}}, where the contours Σj, j = 1, 2, 3, 4, are illustrated
in Fig. 2.
(b) Φ(Ai)(z) satisfies the jump condition
Φ
(Ai)
+ (z) = Φ
(Ai)
− (z)J˜i(z), z ∈ Σi, i = 1, 2, 3, 4, (A.2)
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Figure 2: The jump contours and regions for the RH problem for Φ(Ai).
where
J˜1(z) =
(
1 1
0 1
)
, J˜2(z) = J˜4(z) =
(
1 0
1 1
)
, J˜3(z) =
(
0 1
−1 0
)
.
(c) Φ(Ai)(z) satisfies the following asymptotic behavior at infinity:
Φ(Ai)(z) = z−
1
4
σ3 I + iσ1√
2
(
I +O
(
1
z3/2
))
e−
2
3
z3/2σ3 , z →∞, (A.3)
where the matrices σ1 and σ3 are given in (2.3).
A.2 Bessel parametrix
Define
Φ(Bes)α (z) =

(
Iα(z
1/2) ipiKα(z
1/2)
piiz1/2I ′α(z1/2) −z1/2K ′α(z1/2)
)
, z ∈ I,(
Iα(z
1/2) ipiKα(z
1/2)
piiz1/2I ′α(2z1/2) −z1/2K ′α(z1/2)
)(
1 0
−eαpii 1
)
, z ∈ II,(
Iα(z
1/2) ipiKα(z
1/2)
piiz1/2I ′α(z1/2) −z1/2K ′α(z1/2)
)(
1 0
e−αpii 1
)
, z ∈ III,
(A.4)
where Iα(z) and Kα(z) denote the modified Bessel functions (cf. [44, Chapter 10]), the principle
branch is taken for z1/2 and the regions I-III are illustrated in Fig. 3. By [41], we have that
Φ
(Bes)
α (z) satisfies the RH problem below.
RH problem for Φ(Bes)
(a) Φ
(Bes)
α (z) is defined and analytic in C \ {∪3j=1Σj ∪ {0}}, where the contours Σj , j = 1, 2, 3,
are indicated in Figure 3.
34
✡
✡
✡
✡
✡
✡
✡
❏
❏
❏
❏
❏
❏
❏
❫
✲
✣
0
Σ3
Σ1
Σ2 I
II
III
r
Figure 3: The jump contours and regions for the RH problem for Φ
(Bes)
α .
(b) Φ
(Bes)
α (z) satisfies the following jump conditions:
Φ
(Bes)
α,+ (z) = Φ
(Bes)
α,− (z)

(
1 0
eαpii 1
)
, z ∈ Σ1,(
0 1
−1 0
)
, z ∈ Σ2,(
1 0
e−αpii 1
)
, z ∈ Σ3.
(A.5)
(c) Φ
(Bes)
α (z) satisfies the following asymptotic behavior at infinity:
Φ(Bes)α (z) = (pi
2z)−
1
4
σ3 I + iσ1√
2
×
(
I +
1
8
√
z
(−1− 4α2 −2i
−2i 1 + 4α2
)
+O
(
1
z
))
e
√
zσ3 , z →∞. (A.6)
(d) Φ
(Bes)
α (z) satisfies the following asymptotic behaviors near the origin:
If α < 0,
Φ(Bes)α (z) = O
(|z|α/2 |z|α/2
|z|α/2 |z|α/2
)
, as z → 0. (A.7)
If α = 0,
Φ(Bes)α (z) = O
(
ln |z| ln |z|
ln |z| ln |z|
)
, as z → 0. (A.8)
If α > 0,
Φ(Bes)α (z) =

O
(
|z|α/2 |z|−α/2
|z|α/2 |z|−α/2
)
, as z → 0 and z ∈ I,
O
(
|z|−α/2 |z|−α/2
|z|−α/2 |z|−α/2
)
, as z → 0 and z ∈ II ∪ III.
(A.9)
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Figure 4: The jump contours and regions for the RH problem for Φ
(CHF)
α,β .
A.3 Confluent hypergeometric parametrix
We start with the following RH problem.
RH problem for Φ(CHF)
(a) Φ
(CHF)
α,β (z) is analytic in C \ {∪8j=1Σj ∪ {0}}, where the contours Σj, j = 1, . . . , 8, are
indicated in Fig. 4.
(b) Φ
(CHF)
α,β (z) satisfies the following jump condition:(
Φ
(CHF)
α,β
)
+
(z) =
(
Φ
(CHF)
α,β
)
−
(z)Ĵi(z), z ∈ Σi, j = 1, . . . , 8, (A.10)
where
Ĵ1(z) =
(
0 e−piiβ
−epiiβ 0
)
, Ĵ2(z) =
(
1 0
epii(β−2α) 1
)
, Ĵ3(z) = Ĵ7(z) = e
piiασ3 ,
Ĵ4(z) =
(
1 0
e−pii(β−2α) 1
)
, Ĵ5(z) =
(
0 epiiβ
−e−piiβ 0
)
, Ĵ6(z) =
(
1 0
e−pii(β+2α) 1
)
,
and
Ĵ8(z) =
(
1 0
epii(β+2α) 1
)
.
(c) Φ
(CHF)
α,β (z) satisfies the following asymptotic behavior at infinity:
Φ
(CHF)
α,β (z) = (I +O(1/z))z
−βσ3e−izσ3
×

I, 0 < arg z < pi2 ,
epiiασ3 , pi2 < arg z < pi,(
0 −epii(α+β)
e−pii(α+β) 0
)
, pi < arg z < 3pi2 ,(
0 −e−piiβ
epiiβ 0
)
, −pi2 < arg z < 0.
(A.11)
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(d) Φ
(CHF)
α,β (z) satisfies the following asymptotic behavior near the origin. As z → 0,
Φ
(CHF)
α,β (z) =
(
O(|z|α) O(|z|−|α|)
O(|z|α) O(|z|−|α|)
)
, α 6= 0,
and
Φ
(CHF)
α,β (z) =
(
O(1) O(ln |z|)
O(1) O(ln |z|)
)
, α = 0.
From [16, 32], it follows that the above RH problem can be solved explicitly in the following
way. For z ∈ I,
Φ
(CHF)
α,β (z) = C0
(
(2e
pii
2 z)αψ(α + β, 1 + 2α, 2e
pii
2 z)eipi(α+2β)e−iz
−Γ(1+α+β)Γ(α−β) (2e
pii
2 z)−αψ(1 − α+ β, 1 − 2α, 2epii2 z)eipi(−3α+β)e−iz
−Γ(1+α−β)Γ(α+β) (2e
pii
2 z)αψ(1 + α− β, 1 + 2α, 2e−pii2 ζ)eipi(α+β)eiz
(2e
pii
2 z)−αψ(−α− β, 1− 2α, 2e−pii2 z)e−ipiαeiz
)
, (A.12)
where ψ(a, b; z) is the confluent hypergeometric function (cf. [44, Chapter 13]), the branches of
the multi-valued functions are chosen such that −pi2 < arg z < 3pi2 and
C0 = 2
βσ3eβpiiσ3/2
(
e−ipi(α+2β) 0
0 eipi(2α+β)
)
is a constant matrix. The explicit formula of Φ
(CHF)
α,β in the other sectors is then determined by
using the jump condition (A.10).
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