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K = 4，つまりA, B, C, Dという 4個の単語をベクトルで表現する場合，A = (1, 0, 0, 0)，B









例えば A, B, C, Dの 4語のみが存在する文章群において，単語 Bは (0, 1, 0, 0)と表せる．
“A, B, C, B”という文章は (1, 2, 1, 0) と表せる．この表現は各単語が含まれているかどうか
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節の例に当てはめると “A, B, C, B”という文章は (1, 1, 1, 0) と表せる．本論文では便宜上こ
のBag-of-Wordsの表現を，前節で述べた一般的なBag-of-Wordsと区別するため，出現するか
否かの 0 or 1で要素を決定することからBit Bag-of-Words (Bit BoW)と呼ぶ．
2.3 Word Vector







Word VectorにおけるCBOWモデルおよび後述する Skip-gramモデルは [4]でWord Vector
を計算する際に用いられているモデルである．まず，CBOW (Continuous Bag-of-Words) モ
デルを説明する．CBOWモデルのニューラルネットワークの各層を図 2.1に示す．CBOWモ
デルは前後の文脈から出現する単語を予測するモデルである．ある文脈で t番目に出現する語









Skip-gram モデルのニューラルネットワークの各層を図 2.2 に示す．Skip-gram モデルは
CBOWモデルと逆向きの予測をするモデルである．つまり，ある文脈で t番目に出現する語
wtについて，wtを入力として，その前後の語であるwt−k, ..., wt−1, wt+1, ..., wt+kを出力するよ

























中でWord Vectorの拡張であるParagraph Vector [5]と呼ばれる文章の特徴をベクトル化する
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LdrGetDllHandle LdrLoadDll NtDelayExecution LdrLoadDll NtProtectVirtualMemory
NtFreeVirtualMemory NtFreeVirtualMemory NtFreeVirtualMemory NtFreeVirtualMem-
ory NtProtectVirtualMemory NtFreeVirtualMemory LdrLoadDll LdrLoadDll LdrLoadDll
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APIコール列の特徴ベクトルの求め方を図 4.2および図 4.3に示す．各 APIには対応する




ルの平均を取る．図中ではA, Cが 1回，Bが 2回出現しているため，A, CのWord Vectorを
それぞれ 1回，BのWord Vectorを 2回足し合わせたものを平均を取るため 4で割っている．
図 4.2: 一般的なBoWをWord Vectorに適用し平均を取る方法
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を用いて行い，1検体あたり 90～120秒間 (データセットによって異なる) 実行した結果が json
形式でデータセットに記載されている．データセットに含まれるCuckoo Sandboxでの動的解
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表 5.1: Cuckoo Sandboxでの動的解析で得られるデータ項目
項目 内容
info 解析の開始，終了時刻，id など
yara yara (OSSのマルウェア検知・分類エンジン) の標準ルールとの照合結果
signatures ユーザー定義シグニチャとの照合結果
virustotal VirusTotalの検査履歴との照合結果
static 検体のファイル情報 (インポート API，セクション構造等)
dropped 検体が実行時に生成したファイル




debug 検体解析時の Cuckoo Sandboxのデバッグログ
strings 検体中に含まれる文字列情報
network 検体が実行時に行った通信の概要情報
FFRI Dataset 2014 にはCuckoo Sandboxでの解析結果に加えて，FFRI社のマルウェア自
動解析ツールである FFR yarai analyzer Professional [19]を用いて動的解析を行った結果も含
まれるが，本論文では解析方法の統一のため Cuckoo Sandboxでの動的解析結果を使用した．
















セット中に亜種が多く含まれているファミリーを実験に用いる．FFRI Dataset 2013 – 2016に
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データセットを作成する．例えば表 5.2において，前述の 2種類の「その他」を除くとファミ
リーは 22種類存在する．Trojan.Win32.Waldekについて判定するためのデータセットとして







次に，作成したコーパスからWord Vectorを作成する．Word Vectorの計算には，sentence2vec [20]






















特徴ベクトル作成方法を以下の表 5.5.1に示す．Word Vectorを用いる方法では，Word Vector







作成方法 Word Vectorの使用 BoW ・ Bit BoWの使用 備考
Ave 1 of K × BoW
Bit 1 of K × Bit BoW
Ave WV ○ BoW
Bit WV ○ Bit BoW
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表 5.4: 特徴ベクトル作成方法ごとの亜種判別精度 (%)
ファミリー名＼次元数 Ave 1 of K Bit 1 of K Ave WV Bit WV Sum WV
Trojan.Win32.Jorik 78.27 91.67 88.69 90.48 87.80
Worm.Win32.WBNA 71.83 81.55 93.25 92.06 90.08
Trojan.Win32.Agent 69.49 73.51 71.73 71.28 70.83
Worm.Win32.Vobfus 63.69 94.64 89.88 94.05 92.26
Trojan.Win32.Yakes 73.21 84.03 77.88 83.43 77.28
Trojan-PSW.Win32.Tepfer 64.88 76.49 76.49 74.70 70.54
Trojan-Spy.Win32.Zbot 59.92 80.85 75.00 80.06 74.01
Trojan-Dropper.Win32.Injector 63.99 77.38 76.19 71.73 74.40
Hoax.Win32.ArchSMS 59.52 96.83 96.43 96.23 94.44
Trojan.Win32.Inject 50.74 73.66 71.88 74.70 72.17
Trojan-Ransom.Win32.Foreign 67.56 83.33 78.27 83.33 74.70
Trojan.Win32.Scar 67.26 77.38 66.67 77.38 68.45
Trojan.Win32.Llac 61.31 74.40 69.05 78.57 73.81
Backdoor.Win32.DarkKomet 73.51 84.52 82.74 83.93 83.04
Downloader.Win32.LMN 50.60 94.05 91.07 94.05 87.50
Backdoor.Win32.Androm 56.79 81.19 77.50 84.76 75.71
Trojan-PSW.Win32.Fareit 57.74 82.94 79.76 81.75 78.77
Trojan-Downloader.Win32.Upatre 73.81 85.71 83.33 88.69 77.98
Packed.Win32.Tpyn 70.83 88.10 84.52 86.31 79.17
Trojan.Win32.Kovter 92.86 93.45 93.45 91.07 88.69
Trojan.Win32.Waldek 69.94 96.80 94.72 96.73 90.85
Backdoor.Win32.Matsnu 85.71 91.67 90.48 93.45 93.45
平均値 67.43 84.73 82.23 84.94 80.72
最高値 92.86 96.83 96.43 96.73 94.44
最低値 50.60 73.51 66.67 71.28 68.45
Ave 1 of K の方法が特に精度が低く，単純なBoWの表現方法では亜種の判別が難しいこと
が読み取れる．Ave 1 of K の方法を除くと平均 80% 以上，最大 96.83% の精度が実現できて
おり，高い精度でマルウェアの亜種判別ができている．精度が 75% 程度と提案手法では精度
の悪いファミリーもある．Word Vectorを用いた場合でも用いない場合でも，Bit BoWを適




りも 10% 以上精度が高いファミリーもある．Word Vectorを用いた方が精度が大きく向上す
るファミリーもあるため，Word Vectorを用いて Bit BoWの表現でマルウェアの特徴ベクト
ルを表す提案手法が亜種判別に有効であることが分かる．
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図 5.2: 特徴ベクトル作成方法ごとの精度の比較
5.5.2 実験2: Word Vector・特徴ベクトルの次元数による比較
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表 5.5: Bit WVの手法での次元数ごとの SVMの精度 (%)
ファミリー名＼次元数 d100 d200 d300 d400 d500
Trojan.Win32.Jorik 91.07 90.48 91.07 91.07 91.67
Worm.Win32.WBNA 92.06 92.06 92.46 92.26 92.66
Trojan.Win32.Agent 71.13 71.28 71.87 72.77 72.92
Worm.Win32.Vobfus 94.05 94.05 93.45 91.67 92.86
Trojan.Win32.Yakes 81.94 83.43 82.64 82.74 83.43
Trojan-PSW.Win32.Tepfer 74.70 74.70 75.30 74.40 76.19
Trojan-Spy.Win32.Zbot 79.86 80.06 79.37 80.46 80.26
Trojan-Dropper.Win32.Injector 75.30 71.73 70.54 72.02 69.94
Hoax.Win32.ArchSMS 96.43 96.23 96.03 95.63 96.03
Trojan.Win32.Inject 73.07 74.70 73.36 72.47 72.92
Trojan-Ransom.Win32.Foreign 80.65 83.33 80.36 80.36 79.76
Trojan.Win32.Scar 76.79 77.38 76.79 75.00 73.21
Trojan.Win32.Llac 72.62 78.57 76.79 77.38 76.79
Backdoor.Win32.DarkKomet 84.23 83.93 84.52 86.01 83.33
Downloader.Win32.LMN 95.83 94.05 95.83 95.83 95.83
Backdoor.Win32.Androm 84.64 84.76 84.17 84.40 85.12
Trojan-PSW.Win32.Fareit 81.55 81.75 80.75 81.75 81.35
Trojan-Downloader.Win32.Upatre 86.31 88.69 89.29 88.10 88.69
Packed.Win32.Tpyn 86.90 86.31 86.31 86.90 86.90
Trojan.Win32.Kovter 91.07 91.07 91.67 91.67 91.07
Trojan.Win32.Waldek 96.06 96.73 96.80 96.43 96.50
Backdoor.Win32.Matsnu 94.64 93.45 95.24 95.24 93.45
平均値 84.59 84.94 84.75 84.75 84.59
最高値 96.43 96.73 96.80 96.43 96.50
最低値 71.13 71.28 70.54 72.02 69.94
次元数を変化させることで最大 5% ほど精度が変化していることが分かる．200次元のもの




案手法の比較をおこなう．Paragraph Vectorの計算には sentence2vec [20]を用いて，ベクトル
の次元数は先行研究と揃えるため 100とした．
24
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図 5.3: Bit WVでの次元数ごとの精度の比較
表 5.6: Word Vectorと Paragraph Vectorを用いた場合の亜種判別精度 (%)
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全体的にWord Vectorを用いて特徴ベクトルを求める提案手法の方がParagraph Vectorを特
徴ベクトルとする先行研究の手法よりも精度が高くなっていることが分かる．Trojan.Win32.Inject
やBackdoor.Win32.Andromのファミリーのように 5% 以上Bit WVの方が精度が高くなって
いるファミリーもある．Paragraph Vectorを求めるにはDeep LearningでWord Vectorを計算
したうえで更に 2回目のDeep Learningをおこなう必要がある．提案手法ではDeep Learning











秒から 0.3秒の間に 1379625個のAPIが呼び出され，開始から 0.3秒の間にデータセット内の
APIコール全体のうち 12.58% が存在していることを示している．
表 5.7: 動的解析経過時間におけるAPIコール数
経過時間 [sec] 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
API コール数 2,358,457 2,073,723 1,379,625 917,365 936,533 728,236 687,482 762,158 678,217
累積割合 [%] 5.11% 9.60% 12.58% 14.57% 16.60% 18.17% 19.66% 21.31% 22.78%
経過時間 [sec] 1 2 3 4 5 6 7 8 9
API コール数 696,155 8,097,050 6,781,108 3,444,069 1,814,091 1,690,625 1,139,081 938,311 774,522
累積割合 [%] 24.29% 41.81% 56.49% 63.95% 67.88% 71.54% 74.00% 76.03% 77.71%
経過時間 [sec] 10 20 30 40 50 60 70 80 90
API コール数 704,976 2,777,803 1,132,102 1,663,188 813,301 618,170 626,881 610,731 561,096
累積割合 [%] 79.24% 85.25% 87.70% 91.30% 93.06% 94.40% 95.76% 97.08% 98.30%
経過時間 [sec] 100 110 120 130
API コール数 288,384 251,124 247,891 44
累積割合 [%] 98.92% 99.46% 100.00% 100.00%
データセットではCuckoo Sandbox上で 90秒～120秒間解析をおこなっている．図 5.4に示
26
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図 5.4: 動的解析時間とAPIコール数の関係






これまでの実験同様の手順を取り，特徴ベクトルは Bit BoWを 200次元のWord Vectorに適
用する方法 (Bit WV) で求める．表 5.7を参考に，APIコール数の割合が約 25% 刻みとなる
よう 1秒，3秒，8秒，40秒，すべて (120秒) の 5通りについてAPIコールを抽出して特徴ベ
クトルを作成し，亜種判別をおこなった．実験結果を表 5.8および図 5.5に示す．
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表 5.8: 各解析時間における亜種判別精度 (%)
ファミリー名＼解析時間 (API コール数の割合) 1sec (24%) 3sec (56%) 8sec (76%) 40sec (91%) 120sec (100%)
Trojan.Win32.Jorik 72.92 90.18 88.99 90.48 90.48
Worm.Win32.WBNA 86.51 92.46 93.85 91.67 92.06
Trojan.Win32.Agent 56.70 70.24 70.98 71.43 71.28
Worm.Win32.Vobfus 61.90 94.05 92.86 92.86 94.05
Trojan.Win32.Yakes 61.41 82.14 83.04 82.84 83.43
Trojan-PSW.Win32.Tepfer 58.33 76.19 77.98 75.00 74.70
Trojan-Spy.Win32.Zbot 55.16 76.19 78.57 79.07 80.06
Trojan-Dropper.Win32.Injector 50.00 69.64 73.81 72.32 71.73
Hoax.Win32.ArchSMS 74.21 94.25 95.63 96.03 96.23
Trojan.Win32.Inject 57.74 66.82 70.68 73.81 74.70
Trojan-Ransom.Win32.Foreign 60.71 74.11 80.36 80.95 83.33
Trojan.Win32.Scar 55.95 74.40 80.95 73.21 77.38
Trojan.Win32.Llac 52.98 74.40 75.60 75.00 78.57
Backdoor.Win32.DarkKomet 63.69 83.33 84.23 83.93 83.93
Downloader.Win32.LMN 76.79 87.50 94.64 95.83 94.05
Backdoor.Win32.Androm 59.17 76.07 81.19 83.45 84.76
Trojan-PSW.Win32.Fareit 60.52 77.98 78.77 80.56 81.75
Trojan-Downloader.Win32.Upatre 55.36 88.10 85.71 88.69 88.69
Packed.Win32.Tpyn 66.67 90.48 88.10 90.48 86.31
Trojan.Win32.Kovter 70.83 89.29 93.45 92.26 91.07
Trojan.Win32.Waldek 72.47 95.98 95.91 96.28 96.73
Backdoor.Win32.Matsnu 67.86 95.24 96.43 91.67 93.45
平均値 63.54 82.68 84.62 84.45 84.94
最高値 86.51 95.98 96.43 96.28 96.73
最低値 50.00 66.82 70.68 71.43 71.28
動的解析の時間の増加とともに，取得するAPIコールの数が増えるため精度も向上する．解
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