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Kurzfassung
Stichworte: Bildanalyse, wissensbasiertes System, 3D-Rekonstruktion
Diese Arbeit beschreibt ein Analysesystem zur automatischen Rekonstruktion
dreidimensionaler Geba¨udeoberfla¨chen aus stereoskopischen Kameraaufnah-
men. Nach einer Interpretation wird szenenspezifisches Wissen fu¨r die einzelnen
Objektkomponenten ausgewa¨hlt und zusammen mit Meßdaten aus den Bildern
zu einer effizienten und konsistenten Oberfla¨chenbeschreibung vereint.
Fu¨r die Visualisierung in Sichtsystemen mu¨ssen die erzeugten Oberfla¨chenbe-
schreibungen sehr effizient sein. Das heißt, die Anzahl der verwendeten Ober-
fla¨chenprimitive soll mo¨glichst gering sein und trotzdem soll das 3D-Modell rea-
listisch wirken. Bei der herko¨mmlichen Gewinnung durch CAD-Systeme bringt
ein Operator Wissen u¨ber Art und Aufbau der zu modellierenden Objekte ein,
wa¨hrend automatisierte, bildgestu¨tzte Verfahren dies bisher nur ansatzweise tun.
Die vorliegende Arbeit stellt daher einen Ansatz zur Darstellung und automati-
schen Nutzung von Vorwissen fu¨r die gestellte Rekonstruktionsaufgabe vor.
Zur Darstellung der erforderlichen Daten und des Vorwissens wurde ein generi-
sches strukturiertes Szenenmodell entwickelt, das auf semantische Netze zur ex-
pliziten Wissensrepra¨sentation abgebildet wurde. Fu¨r die Anwendung des Wis-
sens analysiert eine leistungsfa¨hige Interpretationskomponente den Szenenin-
halt. Diese Analyse stu¨tzt sich auf eine vorangegangene Segmentierung von ste-
reoskopisch gewonnenen Tiefenkarten. Die entwickelte Oberfla¨chenrekonstruk-
tion integriert die Tiefen- und Konturmessungen der Bildverarbeitung mehrerer
Ansichten unter Verwendung von in der Interpretation ausgewa¨hlten Randbe-
dingungen zu einer konsistenten, geometrischen Oberfla¨chenbeschreibung. Die-
se wird abschließend durch Gewinnung von Texturkarten aus den Kamerabil-
dern vervollsta¨ndigt.
Die entwickelte Interpretationskomponente ist in der Lage reale, komplexe
Geba¨udeszenen zu analysieren. Die nachfolgende Oberfla¨chenrekonstruktion be-
rechnet aus den gewonnenen Daten und Randbedingungen eine effiziente, ge-
schlossene Objektgeometrie. Durch die abschließende Texturierung mit den Ein-
gangsbildern erreichen die Oberfla¨chenbeschreibungen in der Visualisierung ein
fotorealistisches Aussehen. Das entwickelte Analysesystem stellt damit ein wert-
volles Werkzeug zur Erstellung von Datenbasen fu¨r Sichtsysteme dar.
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Abstract
Keywords: image analysis, knowledge-based system, 3-D reconstruction
This thesis presents an analysis system for the automatically reconstruction of
three-dimensional surfaces of buildings from stereoscopic camera images. To ac-
complish this, scene specific knowledge for the scene components is selected
by an interpretation. This knowledge is used in conjunction with measurements
from image processing to generate an efficient and consistent surface description.
For visualization in visual systems, the generated surface descriptions have to be
efficient, i. e. the number of surface primitives should be low while the visual im-
pression of the generated 3-D model should be realistic. In conventional creation
using CAD methods this efficiency is reached by a human operator, who applies
knowledge about the kind of the objects to model and their properties. Up to now
image processing approaches rarely use this feature. This thesis presents an ap-
proach for the representation and automatic processing of a priori knowledge for
reconstruction.
A generic structured scene model was developed for the representation of da-
ta and knowledge and semantic nets are used to represent this model. An effec-
tive interpretation component was developed that analyses the scene content and
enables further use of the a priori knowledge. The analysis is based on a segmen-
tation of depth maps, which are computed using a stereoscopic approach. The
surface reconstruction integrates scene depths and scene contours extracted by
image processing by using further constraints selected by the interpretation in-
to a consistent geometrical surface description. Finally, the surface description is
completed by computing texture maps from the camera images.
For the interpretation component will be shown that it is able to analyze com-
plex building scenes. The following surface reconstruction computes efficient and
complete object geometry. The surface descriptions are reaching photo realistic
impression after the final texturing. The system offers a powerful tool for the
creation of databases for visual systems.
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Aufgrund der raschen Entwicklung der Rechner-Hardware in den letzten Jahren
werden eine Reihe von Anwendungen, die die Visualisierung von dreidimensio-
nalen Objekten zum Gegenstand haben, im gro¨ßeren Maßstab durchfu¨hrbar. Bei
Anwendungen wie Fahr- und Flugsimulation, der Architekturvisualisierung, 3D-
Informations- und Leitsystemen oder Kommunikationsanwendungen, wie der
Telepra¨senz entsteht ein wachsender Bedarf, reale Objekte mo¨glichst naturgetreu
als Datensatz im Rechner zu beschreiben und anschließend zu visualisieren.
Die Darstellung der Objekte im Rechner erfolgt dabei als dreidimensionale Ober-
fla¨chenbeschreibung. Die Gewinnung einer solchen Beschreibung von realen be-
kannten Objekten mit Hilfe von CAD-Methoden ist sehr langwierig und kosten-
intensiv und erreicht oftmals nicht die gewu¨nschte Realita¨tstreue. Daher wer-
den in der Literatur verschiedene Verfahren zur automatischen Gewinnung von
Oberfla¨chenbeschreibungen durch Auswertung von Kameraaufnahmen vorge-
schlagen. Die meisten Ansa¨tze nutzen dabei kein Vorwissen u¨ber die betrachte-
ten Objekte. Die resultierenden Oberfla¨chenbeschreibungen weisen daher nicht
die Effizienz der manuell, durch CAD-Systeme erstellten Beschreibungen auf, bei
denen ein Operator Vorgaben u¨ber Art und Aufbau der Objekte einbringt.
Diese Arbeit bescha¨ftigt sich mit der automatischen Erzeugung von dreidimen-
sionalen Oberfla¨chenbeschreibungen starrer, unbewegter Objekte aus mehreren
Stereobildpaaren. Dabei wird insbesondere Vorwissen u¨ber Gesetzma¨ßigkeiten
der zu beschreibenden Objekte in einer Wissensbasis abgelegt und von dem Sy-
stem genutzt. Der Ansatz ermo¨glicht so die Gewinnung sehr effizienter Beschrei-
bungen, die sonst nur durch CAD-Methoden gewonnen werden ko¨nnen und sich
beispielsweise fu¨r den Einsatz in Simulationssystemen eignen. Die Wirkungswei-





Bei der Projektion eines realen Objektes in die Bildebene einer Kamera wird
nur der gerade sichtbare Teil der Oberfla¨che abgebildet. Ferner geht die Tie-
feninformation verloren. Das prima¨re Ziel der automatischen Gewinnung von
Oberfla¨chenbeschreibungen aus Kamerabildern ist somit die Rekonstruktion der
dreidimensionalen Form der Objektoberfla¨che. Um dieses mathematisch unter-
bestimmte Problem zu lo¨sen, werden in der Literatur verschiedene modellbasier-
te Ansa¨tze vorgeschlagen. Ein Modell der zu beschreibenden Szene umfaßt dabei
ein Oberfla¨chenmodell, ein Kameramodell und ein Beleuchtungsmodell. Letzte-
res wird oft stark vereinfacht. Die Aufgabe besteht nun darin, die Modellparame-
ter aus den Kameraaufnahmen zu scha¨tzen.
Die meisten Ansa¨tze zur Ru¨ckgewinnung der Tiefeninformation setzen vor-
aus, daß die Parameter der Kamera bekannt sind. U¨blich ist eine Vorabkalibrie-
rung der Kamera mit einem Kalibriermuster (zum Beispiel [Tsai87]). Mit die-
sem Verfahren werden die sogenannten inneren Parameter, wie die Brennweite
der Kamera gescha¨tzt und wa¨hrend der nachfolgenden Aufnahmen nicht mehr
vera¨ndert. Werden mehrere Aufnahmen eines Objektes aus verschiedenen Blick-
winkeln aufgenommen, so mu¨ssen die a¨ußeren Kameraparameter, das sind die
Position und Orientierung der Kamera im Raum, fortlaufend gemessen werden.
Der ICP-Algorithmus [Besl92] fu¨gt unabha¨ngig erzeugte Teiloberfla¨chen geome-
trisch zusammen und berechnet daraus die Parameter der neuen Ansichten. Ist
ein großer Teil der bis dahin gewonnenen Oberfla¨che im aktuellen Kamerabild
sichtbar, so ko¨nnen die Kameraparameter durch einen photometrischen Vergleich
bestimmt werden [Koch97]. Die Ansa¨tze zur Selbstkalibrierung scha¨tzen sowohl
die inneren als auch die a¨ußeren Kameraparameter aus einer Folge von Kamera-
bildern [Luo97, Poll98].
Zur Ru¨ckgewinnung der Tiefeninformation aus zwei oder drei kalibrierten Ka-
meraansichten eignen sich vorzugsweise stereoskopische Verfahren [Dhon89,
Lem88, Cox92, Fal94]. Diese berechnen fu¨r jeden Bildpunkt (z.B. [Cox92, Fal94])
oder fu¨r einzelne Merkmale vorzugsweise Linien die entsprechende Tiefeninfor-
mation (U¨bersicht in [Lem88]). Durch letzteren Ansatz gewonnene Oberfla¨chen-
beschreibungen sind kantentreu, das heißt, die Ru¨ckprojektion einer gewonne-
nen 3D-Kante fa¨llt auf die 2D-Linie, die der Berechnung diente. Gegenu¨ber dem
blockbasierten Ansatz ist jedoch die Rekonstruktion der Objekttopologie proble-
matischer.
Die gewonnene Tiefeninformation wird anschließend unter Verwendung eines
Oberfla¨chenmodells zu einer Oberfla¨chenbeschreibung integriert. Dazu dienen
meist Spline-Oberfla¨chenmodelle [Fol92, Hos92] mit anschließender Approxima-
1. Einleitung 3
tion durch Dreiecksnetze [Chen93, Koch97, Rie97].
In die obengenannten Verfahren fließt kein spezielles Vorwissen u¨ber die zu re-
konstruierenden Objekte ein. Sie liefern jedoch akzeptable Ergebnisse, wenn die
Anzahl der Fla¨chenprimitive zur Oberfla¨chenbeschreibung hoch gewa¨hlt wird.
Bei der Echtzeitvisualisierung von 3D-Objekten zum Beispiel in Simulatoren ist
es jedoch erforderlich, die Anzahl von 3D-Polygonen so gering wie mo¨glich zu
halten, um die Visualisierungs-Hardware nicht zu u¨berfordern. Daher ist es er-
forderlich, die Objekte mit mo¨glichst speziellen Modellen zu beschreiben, die mit
einer minimalen Anzahl von Polygonen oder Dreiecken einen guten visuellen
Eindruck erreichen. Sind die in der Szene vorkommenden Objekte in ihrer Form
bekannt und liegen als CAD-Beschreibung [Bhan87] vor, so besteht die Aufgabe
darin, zuerst die richtige CAD-Beschreibung auszuwa¨hlen und darauf die Lage
des Objektes in der Kameraaufnahme zu bestimmen [Hara93, Zhan91, Stre96].
Die richtige Auswahl der CAD-Beschreibung ist hierbei ein Problem der Objekt-
erkennung. Ein CAD-Modell ist jedoch sehr speziell und daher nur auf weni-
ge gleichartige Objekte anwendbar. Mehr Freiheitsgrade erlauben parametrische
Modelle, die neben der Lage die Variation der Gro¨ßenabmessungen der Objek-
te zulassen. Parametrische Modelle wurden beispielsweise fu¨r die Modellierung
von Personen [Ryd87, Fish93] und Geba¨uden (zum Beispiel [Deb96]) entwickelt.
Zur Beschreibung komplexer Szenen sind generische Modelle erforderlich. Eine
Interpretation des Szeneninhaltes kann eine objektspezifische Auswahl fu¨r die
Oberfla¨chenmodelle treffen. Fu¨r die Gewinnung von Oberfla¨chenbeschreibungen
gibt es bislang wenige Ansa¨tze, die auf der Ebene der Bildverarbeitung arbeiten
und beispielsweise eine Klassifizierung von Luftbildern nutzen, um Waldgebiete
und Straßen unterschiedlich detailliert zu behandeln [McKe96, McKe98, Toen96].
Andere Ansa¨tze sind stark abgestimmt auf bestimmte Anwendungen und Bild-
merkmale, insbesondere konturbasierte Verfahren fu¨r die Luftbildauswertung
[Fis97, Lang96] oder Robotik [Winz95, Sand97].
Um einen fotorealistischen Eindruck der visualisierten Objekte zu erhalten, ist
es erforderlich, neben der Formbeschreibung der Objektoberfla¨che deren Fein-
struktur und Farbe zu erfassen. Diese werden in Form einer Texturkarte [Fol92]
gespeichert. Die Gewinnung der Texturkarte erfolgt unter Verwendung der be-
rechneten Objektform und den Kameraparametern aus den Kameraaufnahmen.
Fu¨r Beschreibungen mit Dreiecksnetzen werden dabei oft affine Abbildungs-
modelle verwendet [Kapp89, Niem95]. Bei Verwendung von großfla¨chigen Po-
lygonen mu¨ssen jedoch perspektivische Abbildungsmodelle verwendet wer-
den [Hil97, Col98]. Die Texturkarte bildet zusammen mit der Objektform eine




Zur automatischen Gewinnung einer Oberfla¨chenbeschreibung von komplexen
Szenen mu¨ssen spezielle, angepaßte Modelle fu¨r die einzelnen Szenenteile aus-
gewa¨hlt werden. Dazu muß ein geeignetes generisches Szenenmodell entwickelt
werden, das sich sowohl zur automatischen Interpretation des Szeneninhaltes
eignet, als auch fu¨r die Oberfla¨chenrekonstruktion. Bisherige Ansa¨tze betrachten
Interpretation und Rekonstruktion meist als getrennte Probleme. Um szenenspe-
zifisches Vorwissen fu¨r die Gewinnung einer Oberfla¨chenbeschreibung zu nut-
zen, mu¨ssen jedoch beide Ansa¨tze miteinander kombiniert werden.
Die Aufgabe einer Szeneninterpretation ist es, unter Verwendung des Szenen-
modells den Szeneninhalt zu ermitteln. Zu Beginn der Verarbeitung ist weder
bekannt, welche Objekte sich in der betrachteten Szene befinden, noch wo und in
welcher Orientierung sie relativ zur Kamera liegen. Ferner ist aufgrund von Ver-
deckungen jeweils nur ein Teil der Objektteilkomponenten in einer Bildansicht
sichtbar. Diese besonderen Probleme der Nahbereichsbildauswertung stellen ho-
he Anforderungen an das Szenenmodell und die Szeneninterpretation.
Die Rekonstruktion der Oberfla¨chengeometrie aus blockbasierten Tiefenmessun-
gen [Cox92, Fal94] ermo¨glicht die nachfolgende Zerlegung des Bildinhaltes in
zusammenha¨ngende Regionen. Um eine bessere Wiedergabe von Kanten zur er-
reichen, die besonders bei den betrachteten Geba¨udeszenen wichtig sind, soll-
te das Verfahren jedoch mit kantenbasierten stereoskopischen Verfahren kom-
biniert werden. Die daraus berechnete Oberfla¨chengeometrie muß daru¨ber hin-
aus mo¨glichst gut zu den in der Interpretation ausgewa¨hlten Randbedingungen
passen. Abschließend ist die Oberfla¨chenbeschreibung durch die Erzeugung von
Texturkarten zu vervollsta¨ndigen.
Lo¨sungsansa¨tze und Aufbau der Arbeit
Das Ziel dieser Arbeit ist der Entwurf eines Systems zur automatischen Ge-
winnung von Oberfla¨chenbeschreibungen komplexer Objekte unter Verwendung
von szenenspezifischem Wissen. Zur Formulierung dieses Wissens wurde ein
strukturiertes generisches Szenenmodell entwickelt.
Aufbauend auf der Auswertung von Stereobildpaaren [Koch97, Fal94] werden
die Szenen interpretiert. Anschließend werden Randbedingungen und spezifi-
sche Objekteigenschaften ausgewa¨hlt, die fu¨r die Gewinnung der Oberfla¨chen-
beschreibung nutzbar sind.
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Die gewonnenen Daten, die ausgewa¨hlten Randbedingungen und die Objekt-
eigenschaften werden zu einer konsistenten geometrischen Rekonstruktion der
Form der Objekte genutzt. Abschließend wird die Oberfla¨chenbeschreibung
durch die Gewinnung von Texturkarten aus mehreren Ansichten vervollsta¨ndigt.
Die Arbeit gliedert sich in folgende Abschnitte:
Das Konzept des entwickelten Systems und die Definition einiger in der Arbeit
verwendeter Begriffe sind in Abschnitt 2 zusammengestellt.
Der Abschnitt 3 beschreibt das entwickelte Szenenmodell.
Eine U¨bersicht der notwendigen Repra¨sentationsformen fu¨r die erforderlichen
Daten und Wissensinhalte sind in Abschnitt 4 zusammengestellt.
Im Abschnitt 5 sind die verwendeten Bildverarbeitungsverfahren beschrieben.
Der Abschnitt 6 beschreibt die entwickelte Wissensrepra¨sentation, mit der das
strukturierte generische Szenenmodell formuliert werden kann. Ferner wird hier
die zur Lo¨sung der Aufgabe entwickelte Wissensbasis vorgestellt.
Der Abschnitt 7 beschreibt die zur Nutzung des Wissens notwendige Interpreta-
tion des Szeneninhalts.
Die Erzeugung der Oberfla¨chenbeschreibung wird in Abschnitt 8 vorgestellt.
Die Arbeit schließt mit einer Zusammenfassung und Bewertung der Ergebnisse
in Abschnitt 9.
6 1. Einleitung
2. Konzept der wissensbasierten Analyse
von Geba¨udeszenen
Das Ziel dieser Arbeit ist der Entwurf eines Szenenanalysesystems, das die Re-
konstruktion von Oberfla¨chen real existierender Objekte, wie zum Beispiel von
Geba¨uden, erlaubt. Insbesondere soll dabei untersucht werden, wie Vorwissen
u¨ber die zu rekonstruierenden Objekte repra¨sentiert und automatisch verarbeitet
werden kann. Dieser Abschnitt erla¨utert das Konzept des entwickelten Analyse-
systems und definiert einige in der Arbeit verwendete Begriffe.
2.1. Begriffsdefinitionen
Die Szenenanalyse hat das Ziel, aus Beobachtungen unter Verwendung eines Mo-
dells eine Szenenbeschreibung zu gewinnen [Lie89]. Die Beobachtungen stam-
men hier vor allem aus Kameraaufnahmen der Szene. Ferner gehen alle Angaben
von szenenspezifischen Daten, wie Abmaßen von Kalibriermustern oder gegebe-
nenfalls Benutzereingaben als Beobachtungen ein.
Es gelten die folgenden Definitionen:
Def. 2.1 Szene: Menge der beobachtbaren Objekte mit (absoluten) Bezu¨gen in Raum
und Zeit, ferner die Menge der fu¨r die Erkla¨rung der Bildinhalte relevanten, physikali-
schen Erscheinungen.
Def. 2.2 Objekt: Durch einen Begriff bezeichneter Gegenstand des Interesses, insbeson-
dere der Beobachtung.
Def. 2.3 Szenenbeschreibung: Entha¨lt als Ergebnis der Szenenanalyse eine Beschrei-
bung der beobachteten Objekte. Die Szenenbeschreibung entha¨lt dabei die zum Erreichen
des Analyseziels erforderlichen Daten und die Nutzdaten.
Def. 2.4 Repra¨sentation: Legt in Form von Konventionen fest, wie eine Klasse von
Informationen beschrieben wird.
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Fu¨r die Szenenanalyse sind besonders die folgenden drei (physikalischen) Ob-
jekttypen relevant:
Def. 2.5 (physikalischer) Ko¨rper: Materiemenge, die einen zusammenha¨ngenden,
dreidimensionalen Raumbereich ausfu¨llt.
Def. 2.6 Lichtquelle: sendet Licht aus, wodurch in der Szene enthaltene Ko¨rper visuell
in Erscheinung treten.
Def. 2.7 Kamera: Sensor der visuellen Erscheinungen und hier die wichtigste Quelle
von Beobachtungen fu¨r das Szenenanalysesystem.
Ein Teilziel dieser Arbeit ist die Rekonstruktion der Ko¨rperberandung, also der
Oberfla¨che der sichtbaren festen Ko¨rper. Diese ist eindeutig definiert und beob-
achtbar an der Grenze von festen Ko¨rpern zur umgebenden Luft. Die Trennung
zusammengefu¨gter Ko¨rper, wie zum Beispiel eines Hauses vom Untergrund, ist
jedoch nicht visuell mo¨glich, sondern nur mit Hilfe von spezifischen Modellan-
nahmen u¨ber die betreffenden Objekte. Diese Annahmen sollen als explizites
Wissen formuliert werden. Als Definition fu¨r ein wissensbasiertes System gilt
dann:
Def. 2.8 Wissensbasiertes System: ein System, in dem zur Lo¨sung eines Problems
geeignetes Wissen in einer expliziten Repra¨sentation getrennt von der Systemkontrolle
vorliegt. Dabei ist es mo¨glich, das System durch Austausch der Wissensbasis an andere
a¨hnliche Aufgaben anzupassen, ohne daß eine Modifikation der Kontrollstrukturen des
Systems erforderlich wa¨re.
Das in dieser Arbeit beschriebene Szenenanalysesystem erzeugt mit Hilfe ei-
nes Szenenmodells eine Szenenbeschreibung, die neben der Oberfla¨chenbeschrei-
bung eine Reihe von weiteren Informationen entha¨lt. Der Systembenutzer kann
u¨ber einen Filter diejenigen Informationen auswa¨hlen, die fu¨r seine Aufgaben-
stellung relevant sind. Neben einer geometrischen und topologischen Beschrei-
bung sind das insbesondere symbolische Informationen und strukturelle Relatio-
nen. Die letzteren Daten sind im allgemeinen gewu¨nscht, wenn das Analysesy-
stem zu Aufgaben der Objekterkennung eingesetzt wird. Das ist in dieser Arbeit
jedoch nicht das prima¨re Analyseziel, sondern ein zur Lo¨sung der Aufgabe der
wissensbasierten Oberfla¨chenrekonstruktion erforderlicher Zwischenschritt.
Die von dem System gewonnene Oberfla¨chenbeschreibung kann mit oder oh-
ne die zusa¨tzlichen Informationen in weiterverarbeitenden Systemen importiert
werden und dort als 3D-Modell zur Visualisierung der Szene genutzt werden.






















Abbildung 2.1.: Zusammenhang zwischen Szenenanalyse und der Visualisierung (Syn-
these)
2.2. Synthesemodell
Die Gu¨te der automatischen Rekonstruktion von 3D-Oberfla¨chen fu¨r Visualisie-
rungsaufgaben wird daran bemessen, ob der visuelle Eindruck der synthetisier-
ten Szene subjektiv befriedigend ist. Das ist gleichbedeutend mit der Frage, ob ein
menschlicher Betrachter die visualisierte Szene als hinreichend realistisch emp-
findet.
Prinzipiell wird eine Rekonstruktion um so realistischer wirken, desto detailge-
treuer die Oberfla¨chenbeschreibung ist. Auf der anderen Seite weisen technische
Visualisierungssysteme Grenzen in ihrer Verarbeitungskapazita¨t auf, so daß im-
mer ein Kompromiß gefunden werden muß, zwischen mo¨glichst detailgetreuer
Wiedergabe von Objekten und dem maximal darstellbaren Komplexita¨tsgrad des
Visualisierungssystems. Insbesondere bei einer Echtzeit-3D-Visualisierung, zum
Beispiel in Flug- und Fahrsimulatoren, fu¨hrt eine komplexe und damit datenrei-
che virtuelle Szene dazu, daß die Bildwiederholrate sinkt. Das a¨ußert sich bei der
Wiedergabe von Bewegung in einer nicht mehr flu¨ssigen Darstellung und wird
wiederum als unnatu¨rlich empfunden.
In der Computergrafik wurden verschiedene Techniken beziehungsweise Re-
pra¨sentationen entwickelt, um die Datenkomplexita¨t wa¨hrend der Visualisierung
zu reduzieren, ohne daß das Ergebnis deutlich unrealistischer wirkt. Einige Re-
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pra¨sentationen, wie VRML [VRML97] fu¨r die Darstellung von 3D-Objekten im
Internet, sind bereits standardisiert worden.
Die zugrundeliegenden Prinzipien, die zur Lo¨sung unterschiedlicher Aufgaben
geeignet sind, werden in dieser Arbeit als Synthesemodell bezeichnet. Sie basie-
ren auf Beobachtungen der Eigenschaften der menschlichen visuellen Wahrneh-
mung von 3D-Visualisierungen:
 Die realen kontinuierlichen Objektoberfla¨chen ko¨nnen durch einfache, ge-
nerische Oberfla¨chenmodelle approximiert werden. Die notwendige Kom-
plexita¨t ha¨ngt ab vom Abstand zwischen virtuellem Objekt und virtueller
Kamera wa¨hrend der Visualisierung. Das heißt, bei großem Abstand kann
die Oberfla¨che mit geringer Komplexita¨t wiedergegeben werden, ohne daß
die Visualisierung unrealistisch erscheint, da in den kleiner abgebildeten
Objekten die Details aufgrund der begrenzten Auflo¨sung nicht mehr sicht-
bar sind.
 Die Objektform kann wesentlich gro¨ber angena¨hert werden, wenn gleich-
zeitig die Objektfarbe und die Objektfeinstruktur als Textur wiedergege-
ben wird. So ist es beispielsweise nicht erforderlich, alle Mauersteine eines
Geba¨udes als einzelne 3D-Objekte zu formulieren, sondern es reicht meist
aus, die Wa¨nde geometrisch nur durch ein Polygon und die Objektfarbe
und -feinstruktur als Textur zu beschreiben.
Die Visualisierung einer derart beschriebenen virtuellen Szene wirkt realistisch,
solange keine signifikanten Fehler durch die vereinfachte Geometrie sichtbar
werden. Der Zusammenhang der notwendigen Modellkomplexita¨t vom Abstand
des Modells zur virtuellen Kamera kann genutzt werden, um wa¨hrend der Visua-
lisierung die augenblickliche Anzahl der 3D-Primitive (Komplexita¨t des Modells)
nahezu konstant zu halten. Dazu werden die darzustellenden Objekte in unter-
schiedlichen Komplexita¨tsgraden erzeugt.
Neben dem Abstand der virtuellen Kamera zum rekonstruierten Objekt ha¨ngt
die subjektive Qualita¨t von Art und Aufbau des Objektes selbst ab. Der Betrach-
ter nimmt mangelnde Realita¨tstreue an Objekten wahr, die er erkennt und mit
seinem Vorwissen vergleicht.
Analog zum Synthesemodell wird in dieser Arbeit ein Szenenmodell fu¨r die Ana-
lyse vorgeschlagen, das als Wissensbasis repra¨sentiert wird und es erlaubt, ob-
jektspezifisches Vorwissen fu¨r die Rekonstruktion der Objektoberfla¨che zu for-
mulieren. Das Szenenmodell wird ausfu¨hrlich im Abschnitt 3 behandelt.
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2.3. Struktur des entwickelten Analysesystems
Die Abbildung 2.2 gibt eine U¨bersicht u¨ber Komponenten und Struktur des ent-
wickelten Analysesystems. Als Eingangsdatum wird jeweils ein Stereobildpaar
in dem Block Bildverarbeitung verarbeitet. Der Stereosensor, der die Aufnahmen
liefert, wird vor der Aufnahme kalibriert. Dabei werden die Kameraparameter
Brennweite, Radialverzerrung, Abstand der beiden Kameras voneinander (Ba-
sisabstand) und relative Orientierung der Kameras zueinander erfaßt. Mit diesen
Daten errechnet eine Korrespondenzanalyse fu¨r jeden Bildpunkt die Szenentiefe.
Darauf basierend wird die Szene segmentiert, das heißt in Bildregionen zerlegt.












Abbildung 2.2.: U¨berblick u¨ber die Komponenten des entwickelten Analysesystems
Die Interpretation erzeugt unter Verwendung eines als Wissensbasis repra¨sentier-
ten Szenenmodells eine symbolische Beschreibung der zuvor extrahierten Bild-
merkmale. Die Oberfla¨chenrekonstruktion berechnet aus den vorliegenden Da-
ten eine konsistente Oberfla¨chenbeschreibung der interpretierten Objekte.
Nach Verarbeitung des ersten Bildpaares kann der Stereosensor an eine andere
Position gebracht werden. Die Aufnahme dieser neuen Ansicht wird als neues
Eingangsdatum analysiert und durchla¨uft dabei wie zuvor die einzelnen Kom-
ponenten des Analysesystems. Um die dreidimensionale Information in die vor-
angegangene Beschreibung integrieren zu ko¨nnen, muß zuvor die Position und
Orientierung des Stereosensors bestimmt werden. Die Berechnung dieser Para-
meter erfolgt unter Verwendung der bereits erstellten Oberfla¨chenbeschreibung
in der Registrierung.
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3. Ein Szenenmodell fu¨r die Analyse von
Geba¨udeszenen
Die Aufgabe des hier vorgestellten Analysesystems ist die Erzeugung einer Be-
schreibung des Szeneninhaltes aus Kamerabildern. Die Wiederherstellung der
dreidimensionalen Form und daru¨ber hinaus der Zusammenha¨nge (Semantik)
der Szenenkomponenten durch eine Interpretation erfordern einen modellbasier-
ten Ansatz. In diesem Abschnitt wird das Szenenmodell entwickelt, das dem
System zugrunde liegt. Das Szenenmodell umfaßt ein Kamera-, ein vereinfach-
tes Beleuchtungsmodell und ein Oberfla¨chenmodell. Diese (Teil-)Modelle wer-
den mit der Szenenstruktur und -semantik durch ein generisches strukturiertes
Szenenmodell zusammengefaßt.
3.1. Anforderungen und Aufgaben
In der Signalverabeitung dient ein Modell dazu, ein Signal zu erkla¨ren, um damit
eine bestimmte Aufgabe zu lo¨sen. Die Anwendung eines Modells erfolgt in drei
Schritten:
1. Auswahl eines der Aufgabe angemessenen Modells,
2. Scha¨tzung (Anpassung) der Modellparameter,
3. Nutzung des angepaßten Modells zur Lo¨sung der Aufgabe.
Die Modellauswahl umfaßt neben der Festlegung der Art des Modells auch Ein-
schra¨nkung oder Konfiguration der Modellparameter, insbesondere in der An-
zahl der Parameter sowie der zugeho¨rigen Wertebereiche.
Die wesentliche Motivation fu¨r den Einsatz eines modellbasierten Ansatzes fu¨r
die Analyse ist die Fa¨higkeit, Information zu integrieren. Im vorliegenden An-
wendungsfall liefern die einzelnen Kameraaufnahmen aufgrund von Verdeckun-
gen und Projektion vom dreidimensionalen in den zweidimensionalen Raum nur
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unvollsta¨ndige Informationen u¨ber die betrachteten Objekte. Ein richtig gewa¨hl-
tes Szenenmodell ermo¨glicht die Integration von Information, wie strukturelle
Relationen, geometrische Randbedingungen und Fusion mehrerer Bilder. Damit
ist eine konsistente Rekonstruktion der Objektoberfla¨chen mo¨glich.
Aufgrund der Komplexita¨t der realen Welt sind Szenenmodelle stark auf die je-
weilige Anwendung und das Ziel zugeschnitten und weisen einen abgegrenzten
Modellgu¨ltigkeitsbereich auf (siehe Abschnitt 3.6). Das Modell wird fu¨r jede An-
wendung und zumeist auch jede Szene individuell durch einen Operator aus-
gewa¨hlt. Desweiteren muß dieser eine (Vor-)Einstellung der Systemparameter
und der Parameter des ausgewa¨hlten Modells vornehmen. Bei letzteren sind vor




Diese Arbeit verfolgt den Ansatz, die Modellauswahl und das Aufstellen
von geometrischen Randbedingungen durch eine Interpretation zu steuern.
Die Funktionstu¨chtigkeit des Ansatzes wird anhand der Analyse von realen
Geba¨udeszenen gezeigt. Da diese bereits einen hohen Komplexita¨tsgrad besitzen
(siehe Abbildung 3.1), wird hier zur Realisierung ein wissensbasierter Ansatz ver-
folgt. Wissensbasierte Systeme bieten zahlreiche Konzepte zur Lo¨sung komple-
xer Aufgaben. Zudem bieten sie eine hohe Flexibilita¨t bei der Entwicklung und
Realisierung komplexer Modelle, die hochsprachlich in Form einer Wissensbasis
vorliegen. Aufgrund der Trennung von Methoden und Fakten ko¨nnen Erweite-
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rungen oder Aba¨nderungen an andere, verwandte Aufgaben leicht vorgenom-
men werden.
3.2. Kameramodell
Das Kameramodell beschreibt die Beziehungen zwischen Punkten im Raum und
deren Abbildung auf die Bildebene der Kamera. Hier wird angenommen, daß
die Abbildung als Zentralprojektion (Lochkameramodell) hinreichend genau be-
schrieben werden kann und nichtlineare Linsenfehler mit einer Radialverzerrung
3. Ordnung beschrieben werden ko¨nnen. Zusa¨tzlich wird eine Verschiebung des
Kameratargets um den Hauptpunkt (Durchstoßpunkt der optischen Achse, siehe
Abbildung 4.1) beru¨cksichtigt. Das Modell entspricht dem von Tsai beschriebe-
nen [Tsai87].
3.3. Oberfla¨chenmodell
Das Oberfla¨chenmodell ist ein spezieller Teil des Szenenmodells. Es dient der
Beschreibung 1 von Objektoberfla¨chen, was das eigentliche Ziel der Analyse dar-
stellt.
Das grundsa¨tzliche Vorgehen zur Gewinnung einer Oberfla¨chenbeschreibung
gliedert sich hier in drei Schritte:
 Sensorbezogene Ru¨ckgewinnung von 3D-Tiefeninformation,
 Auswahl eines Oberfla¨chenmodells und Voreinstellung der Parameter,
 Objektbezogene Scha¨tzung der Oberfla¨chenmodellparameter.
Zur Ru¨ckgewinnung der 3D-Tiefeninformation wird hier eine stereoskopische
Tiefenscha¨tzung eingesetzt (siehe Abschnitt 5.2). Diese liefert fu¨r jeden Bildpunkt
(sofern meßbar) eine 3D-Koordinate, die, wenn auch fehlerbehaftet, einen Punkt
auf der Objektoberfla¨che darstellt. Nach erfolgter Modellauswahl wird hieraus
eine Oberfla¨chenbeschreibung berechnet.
Die Modellauswahl hat entscheidenden Einfluß auf Qualita¨t und Effizienz der
Oberfla¨chenbeschreibung. Die meisten in der Literatur beschriebenen Ansa¨tze
1aus Gru¨nden der Durchga¨ngigkeit und der Verwechselungsgefahr wird in dieser Arbeit das
angepaßte Oberfla¨chenmodell als Oberfla¨chenbeschreibung bezeichnet
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nutzen ein festes Oberfla¨chenmodell. In [Koch97, Rie97] werden beispielsweise
Splines zur Interpolation der Tiefenmessungen und anschließender Approxima-
tion durch Dreiecksnetze verwendet. Die Anzahl der Modellparameter und da-
mit der mo¨glichen Freiheitsgrade wird so eingestellt, daß die betrachteten Objekt-
oberfla¨chen mit einer hinreichenden Detailtreue rekonstruiert werden. Dies hat
zum einen den Nachteil, daß ein Operator die Modellauswahl, bzw. die Einstel-
lung der Modellparameteranzahl fu¨r jede Szene individuell durchfu¨hren muß.
Desweiteren muß immer ein Kompromiß gefunden werden; hohe Detailtreue be-
deutet hohe Anzahl an Modellparametern. Wodurch die Beschreibung von Ob-
jekten oder Objektkomponenten, die bestimmte einschra¨nkende Oberfla¨chenei-
genschaften, wie beispielsweise Planarita¨t, besitzen, ineffizient wird.
Mehr Effizienz in der Beschreibung ist mo¨glich durch eine Zerlegung in Einzelob-
jekte und Objektkomponenten und anschließender Modellauswahl fu¨r jede Ob-
jektkomponente. Abbildung 3.2 zeigt dazu (als Aufsicht) ein Beispiel: Wird aus
einer Anzahl von 3D-Punkten eine Oberfla¨che als Spline mit hoher Parameterzahl
modelliert und anschließend gescha¨tzt, so weist die Oberfla¨chenbeschreibung ei-
ne hohe Detailtreue auf, die allerdings bei U¨beranpassung (zu viele freie Modell-
parameter) die Meßfehler der 3D-Punkte wiedergibt. Stellen die Punkte jedoch
zwei sich schneidende Hauswa¨nde dar, so ko¨nnen sie sehr viel effizienter durch
zwei Polygone beschrieben werden. Die Parameterreduktion ermo¨glicht, neben
der Ersparnis an Parametern und der damit verbundenen Datenreduktion, eine
Interpolation und einen Fehlerausgleich der Meßwerte.
Punkte Zerlegung in zwei PolygoneSpline
Abbildung 3.2.: Scha¨tzung einer 3D-Oberfla¨chenbeschreibung mit allgemeinem Ober-
fla¨chenmodell (Mitte) und speziellem Modell bei erfolgter Zerlegung
(rechts).
Aus dieser Betrachtung ergeben sich zwei Schlu¨sse: Zum einen zeigt es die Not-
wendigkeit einer kompositionellen Zerlegung der Szenenbeschreibung, zum an-
deren die Bedeutung von szenenspezifischem Vorwissen (”ist eine Hauswand“).
Die Frage, ob ein Detail als geometrische Form oder als Textur beschrieben wird,
ist ebenfalls bedeutungsabha¨ngig. So wird es beispielsweise ein menschlicher
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Betrachter als sto¨rend empfinden, wenn ein Schornstein nicht geometrisch be-
schrieben wird und nur in der Textur des Daches vorhanden ist. Wa¨hrend ein
Gegenstand, der die gleichen Abmessungen besitzt, an anderer Stelle als Textur-
beschreibung akzeptiert wird. Der Grund liegt darin, daß der menschliche Be-
trachter weiß, daß ein Dach meist einen Schornstein besitzt und er diesen in der
3D-Beschreibung erwartet.
Die kompositionelle Zerlegung der Szene erfordert die Mo¨glichkeit einer struk-
turellen Beschreibung der Szene. Dies bietet neben der Mo¨glichkeit, das Ober-
fla¨chenmodell (und die Modellparameter) individuell auszuwa¨hlen, einen wei-
teren Vorteil: Objektspezifische Eigenschaften ko¨nnen in Form von Relationen
zwischen Objekten oder Objektkomponenten formuliert werden. So ko¨nnen Ge-
setzma¨ßigkeiten wie beispielsweise Rechtwinkeligkeit zwischen Objektkompo-
nenten fu¨r die Oberfla¨chenrekonstruktion genutzt werden. Das Wissen u¨ber die
Geschlossenheit eines Objektes fu¨hrt zur Erzeugung konsistenter Oberfla¨chenbe-
schreibungen.
3.4. Strukturiertes generisches Szenenmodell
Um den obengenannten Anforderungen von Interpretation und Rekonstruktion
gerecht zu werden, wird hier ein strukturiertes generisches Szenenmodell vorge-
schlagen, das folgende Inhalte und Eigenschaften umfaßt:
a. Eine kompositionelle Zerlegung der Szene.
b. Eine Menge von Oberfla¨chenmodellen fu¨r die Rekonstruktion der Objekt-
oberfla¨che.
c. Formulierung von Randbedingungen und Einschra¨nkungen der Ober-
fla¨chenmodellparameter.
d. Angabe von topologischen und geometrischen Beziehungen zwischen Ob-
jekten und Objektkomponenten.
e. Zusammenfassung von Objekten (und deren Komponenten), die A¨hnlich-
keiten aufweisen zu Objektklassen.
f. Herstellung von Bezu¨gen zwischen Signal, Modell und Daten.
g. Formulierung von alternativen Objektkomponenten.
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Nach erfolgter kompositioneller Zerlegung ko¨nnen die Wissensinhalte aus den
Punkten b,c und d unter Nutzung der Daten fu¨r die Gewinnung der Oberfla¨chen-
beschreibung genutzt werden. Dies erfordert jedoch zuvor eine erfolgreiche Inter-
pretation. Dazu werden die Wissensinhalte in einer strukturellen, intensionellen
Beschreibung zusammengefaßt.
Die Form der intensionellen Beschreibung, in der objektspezifische Wissensin-
halte zusammengefaßt werden, ermo¨glicht eine sehr kompakte Wissensdarstel-
lung durch die Einfu¨hrung von Symbolen oder Objektklassen (Punkt e). Erwa¨hnt
werden soll an dieser Stelle der Unterschied zum Klassenbegriff bei objektorien-
tierten Programmiersprachen: Bei objektorientierten Programmiersprachen um-
faßt der Begriff der Klasse Konventionen, die festlegen, welche Daten die Ob-
jektinstanzen beinhalten (Liste der Daten-Member), wie diese zu erzeugen sind
(Konstruktoren) und weitere Funktionen (Methoden). Es wird jedoch nicht fest-
gehalten, welche Auspra¨gungen die Werte der einzelnen Instanzen annehmen
du¨rfen. Eine intensionelle Beschreibung gibt in Form einer Interval- oder Men-
genbeschreibung unter anderem genau dies an. Bei Attributen beispielsweise ist
das durch Bereichsangaben mo¨glich, die angeben, in welchem Intervall die Werte
eines Attributs einer Instanz der jeweiligen Objektklasse liegen ko¨nnen.
Die U¨berpru¨fung der Szenenbeschreibung wie auch die Oberfla¨chenrekonstruk-
tion erfolgt anhand des Eingangssignals. Das Modell muß daher, wie in Punkt
f aufgefu¨hrt, einen Bezug zwischen Signal, Modell und den gewonnenen Daten
der Szenenbeschreibung erlauben.
Damit eine Vielzahl von Objekten, die sich zwar a¨hneln, aber in Details vonein-
ander abweichen, beschrieben werden ko¨nnen, sieht Punkt g in der Liste oben,
die Mo¨glichkeit vor, alternative Komponenten zu definieren. Geba¨ude ko¨nnen
beispielsweise durch eine Beschreibung des Mauerwerks und Kombination mit
verschiedenen Dachtypen in einer Reihe von Ha¨usertypen zusammengefaßt wer-
den. Die Mo¨glichkeit, Alternativen und Optionen zu beschreiben, ist somit ein
wichtiges Merkmal, das eine Wissensrepra¨sentation aufweisen muß, um kom-
pakte und pflegbare Wissensbasen zu ermo¨glichen. Ferner ko¨nnen damit Mo-
delle generisch formuliert werden. Das heißt, es lassen sich beliebig komplexe
Modelle in einer Wissensbasis beschreiben.
3.5. Vorgehen bei der Entwicklung des
Szenenmodells
Bei der Entwicklung des Szenenmodells steht zuerst im Vordergrund, eine Be-
schreibung des mo¨glichen Szeneninhalts zu finden, die eine automatische Er-
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kennung der Objekte und Komponenten der Szene erlaubt. Dazu ist ein Vorrat
an Symbolen zu definieren, der die Szenenobjekte und deren Komponenten be-
nennt. Diese ko¨nnen dann durch ihre (inneren) Eigenschaften und durch Relatio-
nen zueinander beschrieben werden.
3.5.1. Bildung von Objektklassen und -hierarchien
Der Entwurf des Szenenmodells wird schrittweise durchgefu¨hrt. Das heißt, daß
die bestehende Beschreibung immer weiter verfeinert wird. Die zu gewinnende
intensionelle Beschreibung entsteht, wie in Abbildung 3.3 dargestellt, im wesent-
lichen durch Anwendung von zwei Prinzipien: Erstens durch eine Zerlegung der
Szene bzw. der Szenenobjekte in Teile. Dadurch entstehen Beschreibungen von
immer spezielleren Komponenten. Zweitens findet durch die Bildung von Ob-
jektklassen aus der Analyse von Daten eine Verallgemeinerung der Beschreibung
statt. Diese beiden Prinzipien du¨rfen nicht unabha¨ngig voneinander betrachtet




Abbildung 3.3.: Vorgehen bei der Entwicklung eines strukturierten Szenenmodells
Durch die hierarchische Zerlegung von Objekten ko¨nnen fu¨r die einzelnen Kom-
ponenten spezielle Randbedingungen formuliert und in der Oberfla¨chenrekon-
struktion genutzt werden. Auf der anderen Seite fu¨hrt jedoch eine starke Spal-
tung in Teile unter Umsta¨nden zu einer langen (tiefen) Suche wa¨hrend der In-
terpretation. Das heißt, die Interpretation wird, insbesondere wenn Alternativen
untersucht werden mu¨ssen, komplexer und damit kostenintensiv. Eine Aufspal-
tung in Komponenten sollte daher nur durchgefu¨hrt werden, wenn die Teilkom-
ponenten gut interpretierbar sind und Randbedingungen fu¨r die Oberfla¨chenre-
konstruktion angegeben werden ko¨nnen, das heißt, wenn sie einen Beitrag zum
Erreichen des Analyseziels liefern.
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Die Frage, ob ein Objekt oder eine Objektkomponente gut interpretierbar ist, ent-
scheidet sich zum einen dadurch, inwieweit sich dieses von anderen alternativen
Interpretationen abgrenzt. Dies hat direkten Einfluß auf die Robustheit der Inter-
pretation. Weiterhin muß ein Objekt durch das Signal unterstu¨tzt sein: Ist ein Ob-
jekt zu klein abgebildet, so wird es schwierig oder unmo¨glich, dieses zu interpre-
tieren. Das Objekt ist dann nicht meßbar (vergleiche Abschnitt 3.6) und eine Dar-
stellung im Szenenmodell ist nicht sinnvoll. Kann allerdings das Vorhandensein
der Komponente sicher gefolgert werden, so ermo¨glicht dies eine Vervollsta¨ndi-
gung der Szenenbeschreibung. Ist beispielsweise eine Dachha¨lfte sichtbar, kann
angenommen werden, daß eine zweite vorhanden ist.
Neben der kompositionellen Zerlegung der Szene ist die Bildung von Objektklas-
sen das zweite wichtige Prinzip bei der Entwicklung eines strukturierten generi-
schen Szenenmodells. Dabei wird durch Analyse der Daten a¨hnlichen Objekten
ein Symbol zugeordnet und die gemeinsamen Eigenschaften in einer geeigne-
ten Form festgehalten. Dieses Prinzip wird ebenso in der objektorientierten Pro-
grammierung angewendet: Aufbauend auf einer Analyse von Gemeinsamkeiten






Abbildung 3.4.: Einfu¨hrung von zusa¨tzlichen Knoten fu¨r die Akkumulation von Infor-
mationen wa¨hrend der Interpretation
Viele Klassen ko¨nnen geradlinig durch direkte Umsetzung des Problems be-
schrieben werden: So ist bei der Anwendung hier klar, daß es Klassen fu¨r Wa¨nde
und Dachha¨lften geben wird, da die Gewinnung ihrer dreidimensionalen Form
das Analyseziel darstellt. Andere Klassen ergeben sich als zweckma¨ßig oder so-
gar notwendig fu¨r die Interpretation. So ist es beispielsweise gu¨nstig, wie in Ab-
bildung 3.4 grafisch dargestellt, die Knoten Dach und Mauerwerk einzufu¨gen. Die-
se stellen einen zusa¨tzlichen Aufpunkt fu¨r das Ansammeln (Akkumulieren) von
Informationen dar und werden beispielsweise fu¨r die Propagation von Vorwissen
wa¨hrend der Interpretation genutzt. Eine Beschreibung dieses Vorgangs liefert
der Abschnitt 7.5.
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Um dem Anspruch einer generischen Beschreibung gerecht zu werden, muß das
Szenenmodell in der Lage sein, alternative Interpretationen zu liefern. Als Re-
pra¨sentation dienen hierfu¨r optionale Teile und Spezialisierungen. Eine Spezia-
lisierung bedeutet die Einfu¨hrung einer neuen Klasse, die u¨ber das Vererbungs-
konzept die Eigenschaften der generelleren Klasse erbt und durch U¨berschreiben
oder Hinzufu¨gen von Eigenschaften sich von dieser unterscheidet. Es gibt Wis-
sensinhalte, die sich sowohl durch Angabe von optionalen Teilen, als auch durch
Einfu¨hrung von spezialisierten Klassen lo¨sen lassen: Beispielsweise hat ein Dach
u¨blicherweise zwei Dachschra¨gen; Walmda¨cher besitzen vier Dachschra¨gen. Es
ergeben sich zwei alternative Formen der Beschreibung:
a. Ein Dach besitzt mindestens zwei Dachschra¨gen und zwei optionale Dachschra¨gen.
b. Ein Dach besitzt zwei Dachschra¨gen. Ein Walmdach besitzt vier Dachschra¨gen.
Die Entscheidung, welche der beiden Beschreibungsformen gewa¨hlt wird, muß
von Fall zu Fall entschieden werden. Die Darstellung als optionale Teile fu¨hrt zu
sehr kompakten Wissensbasen und sollte gewa¨hlt werden, wenn aufgrund des
Signals relativ sicher entschieden werden kann, ob optionale Teile vorliegen oder
nicht. Ist diese Entscheidung nicht so einfach zu treffen oder unterscheiden sich
die Objekte in weiteren Eigenschaften voneinander, so ist die Einfu¨hrung von
spezialisierten Objektklassen mit dem damit verbundenen Aufwand gerechtfer-
tigt.
3.5.2. Beschreibung von Objektrelationen
Relationen geben die Beziehungen zwischen Objekten oder Komponenten1 an.
Bei Verwendung einer hierarchischen Modellzerlegung, wie vorgeschlagen, stellt
die Beziehung ”Teil“
2 eine wichtige Relation dar und verbindet Objektklassen
des Szenenmodells in Form eines Baumes miteinander. Zur Erho¨hung der Si-
cherheit von Interpretation und Oberfla¨chenrekonstruktion spielen jedoch wei-
tere Relationen eine Rolle. Dies sind vor allem topologische und ra¨umliche Rela-
tionen.
Es gibt verschiedene Mo¨glichkeiten einen Sachverhalt, wie beispielsweise ”Ob-
jekt A ist (ra¨umlich) u¨ber Objekt B“ auszudru¨cken. Die erste Variante ist, wie
in Abbildung 3.5 links dargestellt, eine spezielle Relation l zu definieren, die den
1Teile oder Komponenten eines Objektes stellen wiederum Objekte dar und werden im folgen-
den als solche bezeichnet.
2Spa¨ter wird diese Beziehung wie in der Literatur u¨blich als part-of bezeichnet.















Abbildung 3.5.: Ra¨umliche Beziehungen ko¨nnen durch eine Relation l(A;B) zwischen
Objekten (links), durch Attribute (Mitte) oder ein weiteres Objekt
(rechts) dargestellt werden
ra¨umlichen Bezug ”ist u¨ber“ zwischen den Objekten A und B herstellt. Zum zwei-
ten kann die Aussage durch Attribute dargestellt werden, wie in Abbildung 3.5
(Mitte) gezeigt: Das Attribut A ist u¨ber B des Objektes G erha¨lt den Wert ”wahr“,
wenn sich Objekt A ra¨umlich u¨ber Objekt B befindet.
Welche der beiden Varianten gewa¨hlt wird, muß von Fall zu Fall entschieden
werden. Tritt beispielsweise das Objekt A optional auf, und kann das Erscheinen
in der Szene nur unsicher aus den Signaleigenschaften geschlossen werden, so
kann dies mit der Darstellung als Attribut flexibel und einfach ausgedru¨ckt wer-
den3. Bei der Darstellung als Relation mu¨ßte diese zusa¨tzliche Attribute erhalten.
Des weiteren wird die Auswertung der relationalen Darstellung aufwendig und
kann unter Umsta¨nden nur problemabha¨ngig noch effizient verarbeitet werden.
In SIGMA [Mat90] wird hierzu vorgeschlagen, alle mo¨glichen Auspra¨gungen der
Relationen in Form vor Hypothesen zu expandieren und anschließend durch Fu-
sion sich ”u¨berlappender“ Hypothesen die Sicherheit der Ausgangshypothesen
zu erho¨hen. Die U¨berlappung wird dort problemabha¨ngig im Bild u¨berpru¨ft.
Fu¨r die in dieser Arbeit betrachtete Problemstellung treten anders als in Luft-
bildszenarien Verdeckungen auf, und daher mu¨ssen mehrere Ansichten der Sze-
nen verarbeitet werden. Die Wahrscheinlichkeit, daß Objekte in mindestens einer
Teilansicht verdeckt sind, ist groß. Es erscheint hier daher die Darstellung als At-
tribut fu¨r geeignet, wenn die Objekte unsicher detektiert werden ko¨nnen.
Eine dritte Variante der Darstellung ist in Abbildung 3.5 rechts gezeigt. Soll ei-
ne ra¨umliche, topologische Beziehung dargestellt werden, die sich zusa¨tzlich auf
einer anderen Abstraktionsebene manifestiert, so kann es zweckma¨ßig sein, die
Beziehung durch eine oder mehrere Objektklassen auszudru¨cken. Stellen die Ob-
jekte A und B beispielsweise Hauswa¨nde dar, so kann die ra¨umliche Beziehung
”A ist mit B verbunden“ durch ein Objekt Kante dargestellt werden, das mit den
3In diesem Fall nimmt das Attribut den Wert ”unbestimmt“ an.
3.6. Modellgu¨ltigkeitsbereich 23
Objekten A und B verbunden ist. Daru¨ber hinaus kann die Erscheinung einer
dreidimensionalen Kante in der Projektion, also im Kamerabild u¨berpru¨ft wer-
den. Kann das Vorkommen der Objekte A und B sicher geschlossen werden, so
ist diese Darstellung zweckma¨ßig.
3.6. Modellgu¨ltigkeitsbereich
Die in dieser Arbeit entwickelten Konzepte zur Darstellung und Nutzung von
Wissen fu¨r die 3D-Szenenanalyse sind auf eine Vielzahl von Problemstellun-
gen anwendbar. Die Funktionsweise wird am Beispiel der 3D-Beschreibung von
Geba¨udeszenen im Nahbereich demonstriert. Die fu¨r diese Anwendung ent-
wickelte Wissensbasis, die darin enthaltenen oder verwendeten Modellannah-
men und die Module zur Oberfla¨chenrekonstruktion sind auf diese Problem-
stellung abgestimmt. Dieser Abschnitt beschreibt die dabei zugrundeliegenden
Modellrandbedingungen, innerhalb derer das vorgeschlagene System anwend-
bar ist. Es gelten folgende Annahmen:
 Als Beleuchtungsmodell wird von einer diffusen Beleuchtung ausgegan-
gen.
 Die zu analysierenden Ko¨rper sind starr und unbewegt.
 Die beiden (Stereo-)Kameras werden vor der Aufnahme kalibriert. Die in-
neren Kameraparameter und relative Orientierung der beiden Kameras zu-
einander sind damit bekannt (vergleiche Abschnitt 5.1).
Objekte werden von dem Analysesystem erfaßt, wenn sie sichtbar und vom Sy-
stem meßbar sind. Der letzte Punkt ha¨ngt von einer Vielzahl von Faktoren ab:
 den Signaleigenschaften der Kameras (Bildauflo¨sung, Kontrast, Rau-
schen,..) und dem Abstand zwischen Objekt und Kamera und der Szenen-
beleuchtung.
 Die Ko¨rperoberfla¨che muß eine gewisse Textur aufweisen, damit das ver-
wendete Stereotiefenmeßverfahren arbeitet (vergleiche Abschnitt 5.2).
 Die initiale Segmentierung der Szene muß bestimmten Anforderungen
genu¨gen (Abschnitt 5.3). Insbesondere mu¨ssen die signifikanten Kompo-
nenten im Segmentierungsergebnis enthalten sein.
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3.7. Diskussion des entwickelten Szenenmodells
Aufgrund der Komplexita¨t der gestellten Aufgabe wurde ein strukturiertes gene-
risches Szenenmodell gewa¨hlt. Dieses Modell ist in der Lage, die fu¨r die Rekon-
struktion erforderlichen objektspezifischen Eigenschaften zu beru¨cksichtigen.
Aus den U¨berlegungen zum systematischen Entwurf des Szenenmodells folgen
konkrete Anforderungen an die gewa¨hlte Repra¨sentation von Daten und Wis-
sensinhalten. Diese mu¨ssen insbesondere in der Lage sein, die strukturellen Ei-
genschaften und Attribute zu erfassen.
Die Betrachtung der Frage, ob ein Wissensinhalt relational oder als Attribut for-
muliert werden soll, zeigt, daß die Wahl der Darstellung durch die spa¨tere auto-
matische Auswertung beeinflußt wird. Eine getrennte Betrachtung von Wissens-
repra¨sentation und Kontrolle ist somit nicht sinnvoll. Statt dessen mu¨ssen die
Auswertungskomponente und die Darstellung aufeinander abgestimmt sein.
4. Wissens- und Datenrepra¨sentation
Once a problem is described using an appropriate representation, the
problem is almost solved.
P.H. Winston
Eine Repra¨sentation legt in Form von Konventionen fest, wie die zur Lo¨sung ei-
nes Problems relevante Information beschrieben wird. Neben der reinen Nutzin-
formation, das sind die durch die Analyse gewonnenen Oberfla¨chenbeschreibun-
gen, mu¨ssen die Eingangsdaten, Vorwissen und Zwischenergebnisse repra¨sen-
tiert werden. Der problemgerechte Entwurf einer geeigneten Repra¨sentation ist
entscheidend fu¨r die Effizienz des gesamten Analysesystems.
Dieser Abschnitt stellt einige Repra¨sentationsformen fu¨r die Daten des wissens-
basierten Analysesystem zusammen. Die Auswahl ist dabei sehr stark einge-
schra¨nkt auf die fu¨r diese Arbeit relevanten Darstellungsformen. Aus den hier
vorgestellten Repra¨sentationen werden in den kommenden Abschnitten dieser
Arbeit die zur Lo¨sung der Aufgabe verwendeten Datenstrukturen entwickelt.
4.1. Repra¨sentation von Objektoberfla¨chen fu¨r
Visualisierungsaufgaben
Die in dieser Arbeit verwendete Repra¨sentation von Objektoberfla¨chen basiert
auf dem in Abschnitt 2.2 beschriebenen Synthesemodell. Die wesentliche An-
nahme des Synthesemodells besteht darin, die Darstellung in eine (vereinfachte)
Oberfla¨chenform und die Oberfla¨chentextur zu trennen. Damit wird eine fotorea-
listische Darstellung von komplexen Objekten mit endlichem Aufwand mo¨glich.
4.1.1. Geometrische Beschreibung der Objektoberfla¨che
Objekte ko¨nnen durch verschiedene, problem- und anwendungsabha¨ngige Re-
pra¨sentationen geometrisch beschrieben werden. So werden beispielsweise fu¨r
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bestimmte Anwendungen Volumendarstellungen oder Punktwolken verwendet.
Fu¨r die Anwendung der Visualisierung ist eine Repra¨sentation als Oberfla¨chen-
modell hinreichend und notwendig: Die inneren Eigenschaften, die beim Volu-
menmodell dargestellt werden ko¨nnen, sind bei nichttransparenten Objekten im
allgemeinen nicht sichtbar. Auf der anderen Seite bietet ein geschlossenes Ober-
fla¨chenmodell alle Mo¨glichkeiten Objektverdeckungen oder Lichtinteraktionen
(z.B. Schattenwurf) realistisch und effizient zu behandeln.
Als Oberfla¨chenmodelle sind u¨blich: Splines (Be´zier-Splines, NURBS, Thin-Plate-
Splines) fu¨r die Darstellung kontinuierlicher Oberfla¨chen und Polygone fu¨r
stu¨ckweise planare Oberfla¨chen [Hos92, Fol92]. Ferner werden Dreiecksnetze
verwendet, um kontinuierliche Oberfla¨chen zu approximieren. Der Grund fu¨r die
Wahl der letzteren gegenu¨ber der Darstellung als Splines liegt in der einfacheren
Beschreibung und Mathematik von Dreiecksnetzen, sowohl fu¨r Analysezwecke
[Grau96, Grau97], als auch fu¨r die Bildsynthese [Fol92].
4.1.2. Texturkarten
Die nicht als geometrische Form ausgepra¨gten Strukturen oder Details einer
Oberfla¨che werden als Textur erfaßt und parametrisch oder in Form von Textur-
karten beschrieben. Die Textur wird in der Bildsynthese eingesetzt, um je nach Be-
leuchtungsmodell die diffuse Reflexion, die Oberfla¨chenemission (kein Beleuch-
tungsmodell) oder die Oberfla¨chennormale (Bump-Mapping [Fol92]) zu modu-
lieren. In dieser Arbeit wird gema¨ß des Analysemodells (Abschnitt 3.6) die Tex-
tur zur Modulation der diffusen Reflexionseigenschaften der Objektoberfla¨che
verwendet.
Die parametrische Darstellung wird in der Bildanalyse (z.B. [Hara92]) verwen-
det, um anhand der im Bild gemessenen Parameter Bildbereiche zu klassifizieren
(auch zur Segmentierung). In der Computergrafik sind parametrische Texturmo-
delle fu¨r die Texturierung synthetischer Objekte u¨blich. Von Vorteil ist hier, daß
die Textur phasenrichtig u¨ber praktisch unbegrenzt ausgedehnte Oberfla¨chen ge-
spannt werden kann und relativ wenige Daten beansprucht.
Zur Darstellung von beliebigen Texturen realer Objekte dienen Texturkarten
[Fol92]. Diese erfassen die Oberfla¨chentextur in einem zweidimensionalen Feld
mit den Koordinaten (u,v). Das Koordinatensystem der Texturkarte wird auf das
lokale Koordinatensystem eines 3D-Oberfla¨chenprimitivs (Polygon oder Drei-
eck) abgebildet. Bei der Bildsynthese wird aus dieser Zuordnung eine perspekti-
vische Projektion der Texturkarte auf die Bildebene berechnet. Bei der Erzeugung
von Texturkarten wird die Abbildung entsprechend umgekehrt (Abschnitt 8.4).
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4.2. Kamerarepra¨sentation
Als Modell, das die Abbildung dreidimensionaler Punkte in die Bildebene (Ka-
meratarget) beschreibt, wurde in dieser Arbeit die perspektivische Abbildung
(Zentralprojektion) unter Beru¨cksichtigung von Radialverzerrungen gewa¨hlt
(vergleiche Abschnitt 3.2). Dieses Kameramodell stellt die zur Rekonstruktion












Abbildung 4.1.: Die CAHV-Kamerarepra¨sentation
Als Repra¨sentation einer Kamera dient die von Yakimovski und Cunningham
[Yak78] vorgeschlagene CAHV-Kamerarepra¨sentation (Abbildung 4.1), die um
die Radialverzerrung erweitert wurde. Die Gleichung zur Abbildung eines Punk-






























































Dabei stellen das Kameraprojektionszentrum ~C in [m] 2 R3 , der Einheitsvektor











bilden ferner ein Orthonormalsy-
stem.
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Die inneren Kameraparameter sind: Die Brennweite f in [m], die Hauptpunkt-












] , sowie der Radialverzerrungskoeffizient 
1
in [pel2].
Die Vektoren ~H und ~V erhalten die Einheit [pel] 2 R3.
Die Radialverzerrung wird nach Anwendung von Gl. 4.1 in der Bildebene
beru¨cksichtigt:













Dabei stellt ~p 0 den real gemessenen und ~p den verzerrten Bildpunkt dar.
4.3. Repra¨sentation von Vorwissen
Fu¨r die Formulierung von Fakten in einer Wissensbasis sind verschiedene Re-
pra¨sentationen entwickelt worden. Dieser Abschnitt stellt eine Auswahl der fu¨r
die Lo¨sung des betrachteten Problems relevanten Wissensrepra¨sentationen zu-
sammen. Fu¨r eine vollsta¨ndigere U¨bersicht sei auf die entsprechende Literatur
verwiesen (z.B. [Win92, Shap92]).
4.3.1. Pra¨dikatenlogik, Produktionssysteme und Regeln
Die Pra¨dikatenlogik erster Ordnung gestattet die Darstellung von Begriffen und
Beziehungen zwischen Begriffen und ist als klassische Logikrepra¨sentation weit
verbreitet. Die Darstellung von Unsicherheiten oder numerischer Daten, wie in
der vorliegenden Anwendung gefordert, ist jedoch nicht ohne weiteres mo¨glich.
In Produktionssystemen ist Wissen in Form von Regeln repra¨sentiert. Eine Regel
besteht aus einem Bedingungsteil und einem Aktionsteil. Zur Auswertung wird
fu¨r alle Regeln u¨berpru¨ft, ob ihr Bedingungsteil fu¨r die Daten erfu¨llt ist. Dies
kann jedoch fu¨r mehrere Regeln gleichzeitig der Fall sein. Die Kontrolle des Pro-
duktionssystems muß dann mit Hilfe einer Konfliktlo¨sungsstrategie eine Regel
auswa¨hlen. Die Auswertung von Regeln ist daher recht aufwendig. Ferner nei-
gen Wissensbasen, die durch eine große Zahl von Regeln realisiert sind, dazu,
unu¨bersichtlich zu werden.
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4.3.2. Semantische Netze
Semantische Netze haben den Vorteil, daß selbst gro¨ßere Mengen an Fakten,
die untereinander in Beziehung stehen, fu¨r den Menschen u¨bersichtlich und
versta¨ndlich bleiben. Sie setzen sich zusammen aus Knoten, die einen Begriff oder
ein Objekt charakterisieren, und den Kanten zwischen den Knoten, die die Bezie-
hungen der Knoten zueinander repra¨sentieren. Die Kanten tragen wie die Knoten
eine Bezeichnung, die die Bedeutung der Kante festlegt.
Werden keine weiteren Konventionen festgelegt, werden semantische Netze un-
strukturiert und die automatische Auswertung problematisch. In der Litera-
tur wurden daher unterschiedliche Erweiterungen und Konventionen bezu¨glich
der Kanten und Knoten semantischer Netze festgelegt (U¨bersicht z.B.: [Win92,
Shap92]):
Die von Minsky beschriebenen Frames [Min75] gestatten beispielsweise eine sehr
kompakte Darstellung. Ein Frame entha¨lt sogenannte Slots, die wiederum weite-
re Frames enthalten ko¨nnen oder Eigenschaften in Form von Werten beinhalten.
Ziel ist es, so alle Objekteigenschaften in einem Frame zusammenzufassen.
Weitere Festlegungen betreffen die Netzwerkkanten. Prinzipiell sind wie bei den
Knoten beliebig viele Relationen mo¨glich. Um die Verarbeitung zu vereinfachen,
beschra¨nken sich die meisten realisierten Systeme auf einen mehr oder weniger
kleinen Satz von Kantentypen. Mit Hilfe der Netzwerkkante part-of ist eine kom-
positionelle Zerlegung der Wissensbasis mo¨glich. Insbesondere ko¨nnen damit
Objekt- und Teile-Hierarchien dargestellt werden. Eine weitere wichtige Kante
ist die is-a-Kante. Sie ist, wie die part-of -Kante, bei praktisch allen Netzwerkspra-
chen vorhanden. U¨ber diese Kante werden allgemeine Eigenschaften von einem
Knoten auf den oder die untergeordneten Knoten vererbt. In diesem ko¨nnen die
Eigenschaften u¨berschrieben oder erga¨nzt werden (Spezialisierung).
Die Netzwerksprache des Analysesystems ERNEST [Nie90, Kum93] reduziert
die Anzahl der erlaubten Netzwerkkanten auf nur vier Typen: part-of , is-a,
concrete-of und instance-of . Die Kante concrete-of verbindet dabei Knoten unter-
schiedlicher Abstraktionsebenen und entspricht der Kante appearence-of in SIG-
MA [Mat85, Mat90]. Die instance-of -Kante verbindet Konzepte mit Instanzen. Ein
Konzept ist ein Knoten der Wissensbasis, der eine intensionelle Beschreibung ei-
nes Begriffes oder Objektes darstellt, das heißt, er gibt an, welche Merkmale und
Beziehungen ein Objekt aufweisen muß, um Auspra¨gung des Begriffs zu sein.
Die Auspra¨gungen werden als Instanz bezeichnet und mit einer instance-of -Kante
mit dem dazugeho¨renden Konzept verbunden.
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4.3.3. Prozedurales Wissen
Prozedurales Wissen dient der Beschreibung von Verarbeitungswissen, das insbe-
sondere die Verarbeitungsstrategie festlegt. Im Zusammenhang mit einer struk-
turierten Wissensbasis dient es vor allem der Formulierung von Transforma-
tionen zwischen den unterschiedlichen Schichten der Wissensbasis [Nie90a]. So
kann beispielsweise das Wissen u¨ber den Abbildungsvorgang in einer Kamera
als Projektionsvorschrift in einer Prozedur formuliert werden und so die zweidi-
mensionale mit der dreidimensionalen Schicht verbinden.
Als Repra¨sentation von prozeduralem Wissen eigenen sich neben allgemei-
nen Programmiersprachen besonders Skriptsprachen, wie beispielsweise Tcl/Tk
[Oust94].
5. Bildverarbeitung
Die Bildverarbeitung umfaßt alle Verarbeitungsschritte, die unmittelbar Bildin-
formation verarbeiten. Das sind insbesondere die digitalisierten Kamerabilder
aus denen Bildmerkmale, wie Liniensegmente, extrahiert werden. Zur Berech-
nung von Tiefenwerten durch einen stereoskopischen Ansatz wird jeweils ein
Kamerapaar verwendet, das zuvor kalibriert wurde. Das dazu verwendete Kali-
brierverfahren wird im na¨chsten Abschnitt beschrieben. Die gewonnenen Tiefen-
werte zerlegt eine Segmentierung in Regionen, die zu einer planaren Oberfla¨che
geho¨ren.
5.1. Kamerakalibrierung
Zur Erfassung der Szenentiefe dient ein Stereosensor, bestehend aus zwei fest
auf einem Stativ montierten Digitalkameras vom Typ Kodak DCS 410 mit 14 mm
Objektiven. Die Anordnung ist in Abbildung 5.1 dargestellt.
Abbildung 5.1.: Stereosensor mit Kalibriermuster
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Zur Kalibrierung des Stereosensors wird das von Tsai [Tsai87] beschriebene Ver-
fahren eingesetzt. Dazu wird das ebenfalls in Abbildung 5.1 dargestellte Kali-
briermuster von beiden Kameras aufgenommen. Die geometrische Anordnung
der Kalibriermarken ist durch vorherige Vermessung bekannt. Anschließend
werden die Projektionen der Kalibriermarken automatisch im Bild gesucht und
der Mittelpunkt exakt bestimmt. Mit Hilfe der Zuordnung der Marken im Bild
zu den bekannten dreidimensionalen Positionen rekonstruiert das in [Tsai87] be-
schriebene Verfahren die Kameraparameter. Dabei werden die inneren Kamera-
parameter Brennweite, Hauptpunktverschiebung und Radialverzerrung, sowie
die a¨ußeren Kameraparameter Position und Orientierung der Kameras zum Ka-
libriermuster berechnet. Die fu¨r die beiden Einzelkameras gewonnenen a¨ußeren
Kameraparameter werden in eine relative Kameraorientierung umgerechnet. Das
heißt, es wird die Position und Orientierung der zweiten Kamera auf die erste be-
zogen.
5.2. Stereoskopische Tiefenscha¨tzung
Die aus der Kalibrierung gewonnenen Parameter beschreiben die Kameraanord-
nung geometrisch. Sind die Koordinaten von zwei Bildpunkten, die jeweils ei-
ne Projektion desselben Raumpunktes in die beiden Kamerabildebenen darstel-
len, bekannt, so kann daraus die Lage des Raumpunktes berechnet werden. Die-
se ergibt sich durch Triangulation. Der Raumpunkt ergibt sich dabei durch die
Schnittbildung der zwei Sichtlinien der beiden Punkte. Eine Sichtlinie ist durch
den Kamerabrennpunkt und einen Bildpunkt festgelegt.
Die eigentliche Aufgabe der stereoskopischen Tiefenscha¨tzung besteht nun dar-
in, zu einem Bildpunkt oder Bildmerkmal eines Kamerabildes automatisch
den entsprechenden Punkt oder das entsprechende Merkmal in einem zwei-
ten Bild zu finden. Diese Zuordnung heißt Korrespondenzanalyse. In der Lite-
ratur sind dabei eine Reihe von kantenorientierten und auch fla¨chenorientier-
ten, beziehungsweise blockbasierten Verfahren beschrieben worden (U¨bersicht
[Dhon89, Lem88]).
In dieser Arbeit wird ein blockbasiertes Verfahren eingesetzt, das mit Hilfe der
normierten Kreuzkorrelation zwischen zwei Fenstern die Korrespondenzen be-
stimmt. Zur Erho¨hung der Zuordnungssicherheit werden zusa¨tzliche Randbe-
dingungen wie das Eindeutigkeits- und das Ordnungsprinzip eingebracht. Zur
Beschra¨nkung des Suchaufwandes werden die Kamerabilder auf Standardepipo-
largeometrie entzerrt. Dadurch liegen im zweiten Bild die zu einem Bildpunkt
des ersten Bildes korrespondierenden Punkte in einer horizontalen Bildzeile. Da-
mit reduziert sich die Korrespondenzsuche auf eine eindimensionale Suche ent-









Abbildung 5.2.: Tiefenkarte der Szene
”
Haus-1“ in Farbdarstellung.
Abbildung 5.3.: Profil der Tiefenkarte entlang des Schnittes A-B in Abb. 5.2.
lang dieser Zeile. Eine dynamische Programmierung berechnet fu¨r jeweils eine
Zeile die korrespondierenden Bildpunkte unter Minimierung einer Kostenfunk-
tion, die die aufgestellten Randbedingungen und Korrelationen der Bildfenster
beru¨cksichtigt [Cox92]. Die Einbeziehung der benachbarten Bildpunkte in die
Kostenfunktion [Fal94] und ein hierarchischer Ansatz [Fal97a] erlauben eine ro-
buste Korrespondenzanalyse, die relativ dichte Disparita¨tskarten liefert. Die Dis-
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parita¨t gibt dabei die Verschiebung des Punktes eines Bildes in die Position in
einem zweiten Bild an. Das Verfahren wird daher als Disparita¨tsscha¨tzer bezeich-
net.
Mit Hilfe der Triangulation werden die Disparita¨ten in Tiefenwerte umgerech-
net und in Tiefenkarten gespeichert. Die Abbildung 5.2 zeigt die Tiefenkarte der
Szene ”Haus-1“, das dazugeho¨rende linke Kamerabild ist in Abbildung 3.1 dar-
gestellt. Eine Beschreibung des Stereosensors mit den hier kurz skizzierten Ver-
arbeitungsschritten gibt [Koch97].
5.3. Segmentierung der Tiefenkarten
Die Segmentierung hat die Aufgabe, Bilder anhand eines Einheitlichkeitskriteri-
ums in Teile zu zerlegen. Wie bei der Segmentierung von Luminanz- oder Farb-
bildern sind fu¨r die Segmentierung von Tiefenkarten eine Reihe von unterschied-
lichen Verfahren beschrieben worden.
Die meisten in der Literatur bekannten Verfahren basieren auf der Auswertung
des lokalen Oberfla¨chennormalenvektors (beispielsweise [Hoff87, Koch96, Lej96,
Sab93], Hover et al. [Hoov96] geben eine tabellarische U¨bersicht u¨ber einige Ver-
fahren zur Tiefensegmentierung und deren Leistungsfa¨higkeit). Der Normalen-
vektor wird aus der lokalen Nachbarschaft des betrachteten Tiefenwertes berech-
net. Das setzt zum einen voraus, daß die verwendeten Tiefenkarten sehr dicht
sind, das heißt, es darf nur wenige unbestimmte Tiefenwerte geben. Zum ande-
ren du¨rfen die Tiefenwerte nicht zu stark diskretisiert sein. Wie in Abbildung 5.3
zu sehen ist, liefert der hier verwendete Disparita¨tsscha¨tzer jedoch relativ stark
diskretisierte Tiefenwerte.
Besser geeignet fu¨r den verwendeten Scha¨tzer sind daher Segmentierungsverfah-
ren, die ein lokales Oberfla¨chenmodell annehmen. Durch ein iteratives Region-
Growing werden die dazugeho¨renden Tiefenwerte bestimmt und anschließend
die Modellparameter des lokalen Oberfla¨chenmodells angepaßt. Abbildung 5.4
zeigt das Segmentierungsergebnis der Tiefenkarte aus Abbildung 5.2. Der da-
bei verwendete Segmentierungsalgorithmus basiert auf dem von Leonardis et
al. vorgestellten Verfahren [Leon93] unter Verwendung von planaren Teilfla¨chen
(Ebenen). Zusa¨tzlich wurde der Algorithmus um eine adaptive, tiefenabha¨ngige
Schwellenberechnung erweitert [Teich96], wodurch das Verfahren robuster ge-
genu¨ber Variation der Parametereinstellungen wird.
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Abbildung 5.4.: Ergebnis der Tiefenkartensegmentierung
5.4. Diskussion der Bildverarbeitungskomponeten
Die in diesem Abschnitt vorgestellten Bildverarbeitungskomponenten stellen
die Basis fu¨r das Szenenanalysesystem dar. So gehen die aus dem Stereosensor
gewonnenen Tiefenmessungen in die Oberfla¨chenrekonstruktion und zum Teil
auch in die Interpretation ein. Die Qualita¨t und Genauigkeit der berechneten Tie-
fenkarten hat somit großen Einfluß auf das Endergebnis. Aufgrund des durch die
nachfolgende Interpretation eingebrachten Zusatzwissens war fu¨r die untersuch-
ten Szenen die Genauigkeit in jedem Fall ausreichend.
Viel kritischer ist hingegen der Einfluß der Segmentierung. Diese stellt die Basis
fu¨r die Interpretation dar. Anhand der konkreten Analysesituationen wird aus
den Eigenschaften der Segmentierung die Analysestrategie fu¨r die Interpretation
entwickelt. Fu¨r die hier betrachteten Geba¨udeszenen liefert das entwickelte Seg-
mentierungsverfahren eine relativ kleine Anzahl unterschiedlicher Regionen (ca.
15-30 je nach Einstellung der Segmentierungsparameter). Fu¨r die nachfolgende
Interpretation ist es dabei wichtig, daß die wichtigen Komponenten der Szene
im Segmentierungsergebnis unterschieden werden. Die Segmentierung fu¨hrt ei-
ne Gruppierung unter Verwendung von lokalen Signaleigenschaften durch. Da-
her muß im Ergebnis immer mit fehlerhaften Zuordnungen gerechnet werden.
Fu¨r die Anwendung hier ist daher damit zu rechnen, daß einige Komponenten,
obwohl sie im Kamerabild sichtbar sind, nicht im Segmentierungsergebnis un-
terschieden werden. Fehlt eine Komponente in allen Segmentierungsergebnissen
der zur Analyse verwendeten Ansichten, so ist diese fu¨r das System nicht meß-
bar.
36 5. Bildverarbeitung
Fu¨r die Segmentierung bedeutet das, daß die Segmentierungsparameter so einge-
stellt werden mu¨ssen, daß die signifikanten Szenenkomponenten unterschieden
werden. Da die Analyse auf der initialen Segmentierung basiert, ist diese Einstel-
lung relativ kritisch. Ein robusteres Verhalten ist zu erwarten, wenn die Bildver-
arbeitung, insbesondere die Segmentierung, nicht einschrittig arbeitet, sondern
eng mit der Interpretationskomponente gekoppelt ist. Das wu¨rde es ermo¨glichen,
Modellwissen aus der Wissensbasis zur Segmentierung zu verwenden. Fu¨r die
Verwendung von Vorwissen sind aber die bekannten Segmentierungsverfahren




Zur Repra¨sentation des in Abschnitt 3 entworfenen strukturierten generischen
Szenenmodells wurde eine Netzwerksprache entwickelt, die die zur Lo¨sung der
Aufgabe erforderlichen Daten und Wissensinhalte in einer einheitlichen, objekt-
orientierten Darstellung verko¨rpert. Fu¨r Interpretation und Oberfla¨chenrekon-
struktion sind neben den objektbezogenen Eigenschaften insbesondere die Bezie-
hungen zwischen den Objekten von großer Bedeutung. Daher basiert die gewa¨hl-
te Darstellung auf einem semantischen Netz.
Die entworfene Netzwerksprache entha¨lt als Bestandteile Knoten, Kanten und
Attribute zur deklarativen Darstellung der objektbezogenen Eigenschaften. Pro-
zedurale Wissensinhalte ko¨nnen in Form von Berechnungsfunktionen und Re-
geln angegeben werden. Die einzelnen Elemente der Netzwerksprache und ei-
nige Implementierungsaspekte werden in den folgenden Abschnitten dieses Ka-
pitels vorgestellt. In Abschnitt 6.7 wird darauf aufbauend die zur Analyse von
Geba¨udeszenen entwickelte Wissensbasis vorgestellt.
Neben dem hier verfolgten Ziel der Beschreibung von Szenenwissen u¨ber
Geba¨ude im Nahbereich [Grau95, Grau97a] wurden die Netzwerksprache und
die Kontrollmechanismen fu¨r die Nutzung im Bereich der Fernerkundung aus
Luftbildern erweitert und eingesetzt [Toen96, Lie97].
6.1. Knoten
Die Knoten eines semantischen Netzes repra¨sentieren ein Objekt oder einen Be-
griff und tragen einen eindeutigen Namen. Abbildung 6.3 zeigt ein einfaches se-
mantisches Netz. Die Knoten, in der Abbildung 6.3 als Rechtecke dargestellt, sind
Konzepte, die die dargestellten Begriffe intensionell beschreiben (vergleiche Ab-
schnitt 4.3.2). Das Ziel der Interpretation ist es, mit Hilfe der intensionellen Dar-
stellung eine Beschreibung der Szene zu finden. Die durch das Signal gestu¨tzte
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Beschreibung wird durch Instanzen dargestellt. Die Ellipse in Abbildung 6.3 stellt
eine Instanz des Konzeptes Haus dar. Instanzen sind mit genau einer Instance-Of-
Kante mit dem dazugeho¨renden Konzept verbunden und damit Bestandteil des
semantischen Netzes. Da es mehrere Instanzen eines Konzeptes geben kann, tra-
gen die Instanzen den Namen des Konzeptes und eine eindeutige Nummer.
Die wa¨hrend der Interpretation erzeugten Instanzen liegen gemeinsam mit ih-
ren Konzepten in einem Netz vor. Um zwischen Wissensbasis (nur Konzepte)
und Szenenbeschreibung unterscheiden zu ko¨nnen, gelten folgende Namensfest-
legungen:
Def. 6.1 Ein semantisches Netz, das nur Konzeptknoten entha¨lt, heißt Wissensbasis.
Def. 6.2 Ein semantisches Netz, das neben Konzeptknoten Instanzen entha¨lt, heißt In-
terpretationszustand oder bei abgeschlossener Interpretation Szenenbeschreibung.
Im folgenden werden Konzepte mit dem Buchstaben C bezeichnet, die j-te In-










hypothetische Instanz vollständige Instanz
Abbildung 6.1.: Darstellung verschiedener Knotentypen
Neben den in Abbildung 6.3 dargestellten Konzepten und den sogenannten kom-
pletten Instanzen ko¨nnen wa¨hrend der Interpretation mehrere Zwischenstufen
von Netzwerkknoten auftreten, die als Zwischenergebnisse erzeugt werden. Die-
se werden hier wie folgt bezeichnet:
 Hypothetische Instanzen IH
j
(C) werden direkt von dem Konzept abgeleitet
und stellen die erste Stufe in der Interpretation dar, das heißt, sie sind noch
nicht durch die Daten besta¨tigt.
 Partielle Instanzen IP
j
(C) stellen (noch) unvollsta¨ndige Instanzen dar, die
aber bereits einen ersten Bezug zu den realen Daten haben.
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 Vollsta¨ndige Instanzen IK
j




(C) sind Instanzen, bei denen kein Bezug zu den Daten her-
gestellt werden konnte. Ein solcher Fall tritt beispielsweise auf, wenn zu
einem optionalen Teil kein Segmentierungsergebnis gefunden wurde.
Die im folgenden verwendeten grafischen Symbole fu¨r die verschiedenen Kno-
tentypen sind in Abbildung 6.1 dargestellt.
6.2. Attribute
Attribute repra¨sentieren die Objekteigenschaften eines Konzeptes. In der Regel
stellen sie meßbare Werte dar, wie zum Beispiel die Farbe oder Ho¨he einer Wand.
Sie ko¨nnen jedoch auch abstrakte Werte repra¨sentieren, die fu¨r die Interpretation
benutzt werden.
Es gibt unterschiedliche Wertetypen von Attributen. Die gebra¨uchlichsten sind:
Fließkommaattribut und (3D-)Vektor. Daneben ko¨nnen mit einem generischen
Typ beliebige benutzerdefinierte Gro¨ßen dargestellt werden.
Fließkommaattribut
Ein Attribut A entha¨lt als Daten einen minimalen und einen maximalen Attri-









Werte liegen im Definitionsbereich D des Attributs. Fu¨r ein Fließkommattribut
ist D = R. Abbildung 6.2 stellt die Gro¨ßen fu¨r ein Fließkommaattribut auf dem
Zahlenstrahl dar.
minε V min V mean V max ε max r R
Abbildung 6.2.: Gro¨ßen eines Fließkommaattributs
Mit Hilfe des Wertebereiches ist es mo¨glich, Wertetoleranzen und daran geknu¨pft
Unsicherheiten bei der Berechnung der Attributwerte darzustellen. Die Ho¨he ei-
nes Hauses berechnet sich beispielsweise aus der Ho¨he der Stockwerke plus der
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Ho¨he des Daches. Zu Beginn der Interpretation kann der Wert nur gescha¨tzt wer-
den (er wird aus der Wissensbasis u¨bernommen) und muß den mo¨glichen Tole-
ranzbereich abdecken. Das heißt, V
min
= ”kleinste vorkommende Hausho¨he“und
V
max
= ”gro¨ßte Ho¨he“. Im Laufe der Interpretation kann, sobald die entspre-
chenden Daten aus der Bildverarbeitung zugeordnet wurden, der Toleranzbe-




gilt der Attributwert als sicher bestimmt.
Der Wertebereich (A) dient der Bewertung eines Attributes wa¨hrend der Inter-
pretation (siehe Abschnitt 7.3). Ferner wird er zur Top-Down-Propagierung des
Vorwissens benutzt. Dieses Prinzip und das Zusammenspiel mit der Wertebe-
rechnung wa¨hrend der Interpretation behandelt Abschnitt 7.5 ausfu¨hrlich.
Vektorattribute





stellt dabei ein Volumen dar.
Zur Darstellung von Richtungsvektoren fu¨r Fla¨chennormalen oder a¨hnliches
werden hier Kugelkoordinaten (r; ; ) mit r = 1 gewa¨hlt. Attributwert und
-bereich werden somit durch einen zweidimensionaler Vektor inR2 beschrieben:












), mit 0 <  <  und 0 <  < 2. Der Werte-
bereich von (A) ist entsprechend.
Bei Angabe der Bereiche ist zu beachten, daß die Variablen  und  zyklisch









) der entwickelten Netzwerksprache stellt eine Beziehung




des semantischen Netzes her. Anders als in
den von Minsky vorgeschlagenen Frames oder der Netzwerksprache in ERNEST
[Nie90, Kum93] (siehe auch Abschnitt 4.3.2) werden Kanten in der hier beschrie-
benen Repra¨sentation als Objekte realisiert (vergleiche hierzu auch Abschnitt 6.6).
Die objektorientierte Repra¨sentation der Netzwerkkanten als Klassen erlaubt ei-
ne leichte Erweiterung der Netzwerksprache um spezielle Kantentypen. Als wei-
terer wesentlicher Vorteil ko¨nnen Daten, die sich auf die Kanten beziehen, auch
dort gespeichert werden und mu¨ssen nicht in parallel verwalteten Datenstruk-
turen abgelegt werden. Die Knoten selbst beinhalten nur zwei Listen: eine fu¨r
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alle abgehenden Relationen und eine fu¨r die eingehenden Relationen (Doppel-
verkettung). Im Gegensatz dazu wird in den oben erwa¨hnten Repra¨sentationen
fu¨r jeden Relationstyp eine Liste angelegt, in der Referenzen auf die Folgeknoten
eingetragen werden.
Um die Verarbeitung des Netzes zu vereinfachen, ist es sinnvoll, die Anzahl
der verschiedenen Kantentypen mo¨glichst gering zu halten. Es werden folgen-
de Grundtypen unterschieden:
 Die Kante Is-A erlaubt Spezialisierung und Vererbung von Konzepten.
 Durch Part-Of-Kanten werden die Teilobjekte oder -konzepte mit dem u¨ber-
geordneten Knoten verbunden.
 Die CDPart-Of-Kanten (Context Dependant Part-Of) verbinden wie die
Part-Of-Kanten Teile mit ihren u¨bergeordneten Knoten. Im Gegensatz zu
Part-Of ko¨nnen die Teile nur in Verbindung mit dem u¨bergeordneten Kno-
ten auftreten.
 Die Instance-Of-Kante verbindet Konzepte mit deren Instanzen.
 Die Concrete-Of-Kante 1 verbindet Knoten unterschiedlicher Abstraktions-
niveaus.












Abbildung 6.3.: Semantisches Netz
1In den Abbildungen wird die Concrete-Of-Kante mit der Abku¨rzung con-of bezeichnet
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Die Kanten Is-A, Part-Of und Instance-Of sind vielfach in der Literatur beschrie-
ben und Bestandteil der meisten bekannten Netzwerksprachen (vergleiche auch
Abschnitt 4.3.2). Die Kante Concrete-Of weist A¨hnlichkeiten zur Part-Of-Kante
auf, verbindet aber unterschiedliche Abstraktionsniveaus oder Systemschichten.
In Abbildung 6.3 verbindet eine Concrete-Of-Kante das Symbol Wand mit seiner
Konkretisierung Polygon auf einem geometrischen Abstraktionsniveau.
Mit Hilfe der Concrete-Of-Kante ko¨nnen sehr unterschiedliche Aufgaben gelo¨st
werden, ohne daß eine A¨nderung an der Kontrolle der Analysekomponente des
Systems notwendig ist. So wurden mit ERNEST Applikationen zur Interpretation
von Bildern und Sprache mit unterschiedlicher Anzahl von Schichten beschrie-
ben. Andere Systeme weisen dagegen oft ein starres Organisationsschema auf
(z.B. Foresti, et al. [For93]) und ko¨nnen nicht ohne weiteres an Aufgaben, die eine
andere Datenstrukturierung erfordern, angepaßt werden.
Die Kante Data-Of ist eine fu¨r die entwickelte Netzwerksprache spezifische Re-
lation und der Concrete-Of-Kante verwandt. Sie bindet Datenprimitive an das
semantische Netz und besitzt dazu spezifische Eigenschaften, die wa¨hrend der
Interpretation genutzt werden. Das ist im wesentlichen die Suchfunktion (siehe
Abschnitt 6.5.2) zum Matching der Segmentierungsergebnisse, die aufgabenspe-
zifisch formuliert werden kann.
Die obengenannten Kanten sind gerichtet und weisen vom untergeordneten auf
den u¨bergeordneten Knoten 2. Daneben sind fu¨r einige Anwendungen ungerich-
tete, bzw. bidirektionale Kanten bedeutsam:
 ConnectedWith gibt die ra¨umliche Nachbarschaft zweier Objekte an und
kann mit einer Liste von Attributen versehen sein.
Als Daten beinhalten alle Kantenobjekte einen Namen, eine Reihe von Statusva-
riablen, die wa¨hrend der Interpretation genutzt werden und Festlegungen u¨ber
die Bindungen, die wa¨hrend der Interpretation hergestellt werden. Eine Bindung
bezeichnet die Herstellung einer Verknu¨pfung eines Instanzknotens. Wa¨hrend
in der Wissensbasis Konzepte u¨ber verschiedene Pfade zu erreichen sind (zum
Beispiel das Konzept Polygon in Abbildung 6.3), sind Instanzen in der Regel ein-
deutig an einen u¨bergeordneten Knoten gebunden. Eine Ausnahme hierzu stel-
len die sogenannten Mehrfachbindungen dar. Die Abbildung 6.4 stellt dazu ein
Beispiel einer Mehrfachbindung dar: Der Knoten Verbindung soll als Instanz mit
zwei Knoten vom Typ Wand verbunden sein. Dazu sind in den Kanten der Wis-
sensbasis folgende Angaben mo¨glich:
2In den Abbildungen wird eine Kante durch einen Pfeil vom unter- zum u¨bergeordneten Knoten
dargestellt.
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) gibt an, wie oft eine Kante L in der Sze-
nenbeschreibung mindestens vorhanden sein muß und wie oft sie maximal









Anzahl optionaler Verbindungen dar.






) erlaubt die mehrfa-
che Bindung von Knoten (siehe Beispiel in Abbildung 6.4).
Die Angabe der Quantita¨t einer Kante dient zur Festlegung von obligatorischen








Abbildung 6.4.: Mehrfachbindung. Darstellung in der Wissensbasis (links) und in der
Szenenbeschreibung (rechts)
Einen weiteren Einfluß auf die Suche in der Interpretation hat die Priorita¨t einer
Kante. Wa¨hrend der Interpretation werden die Kanten nach absteigender Prio-
rita¨t geordnet expandiert. Damit kann heuristisches Wissen formuliert werden.
Ist beispielsweise ein bestimmtes Objekt besonders ha¨ufig, so ist es sinnvoll, daß
die verbindende Kante die ho¨chste Priorita¨t erha¨lt. Dieses Wissen kann die Inter-
pretation spa¨ter nutzen.
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; ::g kann ein semantisches Netz in Teil-
netze gegliedert werden. Die Teilnetze du¨rfen dabei u¨berlappen, das heißt, Kno-
ten du¨rfen in mehreren Teilnetzen vorhanden sein. Das ermo¨glicht die Darstel-
lung konkurrierender Interpretationszusta¨nde, ohne alle Netzwerkknoten kopie-
ren zu mu¨ssen.









nur zula¨ssig, wenn die folgende Bedingung (L;M)
erfu¨llt ist:















Abbildung 6.5.: Mit Hilfe von Netzmengen entstehen Teilnetze
Das heißt, eine Kante zwischen zwei Knoten ist nur gu¨ltig, wenn beide Knoten
in derselben Netzmenge M enthalten sind. Im Speicher kann ein Knoten somit
diverse Folgeknoten besitzen, die jedoch wie in Abbildung 6.5 dargestellt, nicht
in allen Teilnetzen ”sichtbar“sind. Das Konzept der Netzmengen ermo¨glicht eine
sehr effiziente Verwaltung von Hypothesen wa¨hrend der Interpretation.
6.5. Repra¨sentation von prozeduralem Wissen
Die bislang beschriebenen Teile der Netzwerksprache dienen der Repra¨sentati-
on von deklarativem Wissen. Mit den vorgeschlagenen Konstrukten ko¨nnen mit
Hilfe von Knoten und Attributen Objekteigenschaften attributiert und durch die
Netzwerkkanten strukturell beschrieben werden. Die Part-Of- und Concrete-Of-
Kanten beschreiben dabei U¨berga¨nge zwischen unterschiedlichen Abstraktions-
bzw. Hierarchieebenen. Ein Informationsaustausch u¨ber diese Kanten hinweg,
der wa¨hrend der Interpretation erfolgt, wird mit Hilfe von Transformationen ver-
mittelt, die hier als prozedurales Wissen repra¨sentiert werden.
Die na¨chsten beiden Abschnitte erla¨utern die Nutzung von prozeduralem Wis-
sen zur Attributberechnung. Insbesondere werden durch Attributberechnungs-
funktionen die Transformationen zwischen unterschiedlichen Abstraktionsebe-
nen des semantischen Netzes spezifiziert. Desweiteren dient prozedurales Wis-
sen zur Beschreibung von Suchfunktionen, die die Bindung von Datenprimiti-
ven und die Zusammenfassung von redundanten Knoten, die bei Verwendung
der Mehrfachbindung entstehen, steuern.
Das Wissen zur Auswertung der szenenspezifischen Wissensbasis wa¨hrend der
Analyse wird zweckma¨ßigerweise ebenfalls prozedural angegeben. Dieses Wis-
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sen wird nicht im semantischen Netz abgelegt, sondern in Form von Regeln in
einer der Analysekontrolle zuga¨nglichen Liste.
6.5.1. Berechnungsfunktionen fu¨r Attributwerte und
-wertebereiche
Attributberechnungsfunktionen sind eine Vorschrift zur Berechnung des Wertes
V (A) eines Attributes A. Den Attributberechnungsfunktionen wird eine Liste von
Ausdru¨cken u¨bergeben, die in Form einer Pfadgrammatik beschreiben, wie die
Argumente der Funktion aus dem semantischen Netz gewonnen werden. Die
Pfadgrammatik beschreibt dabei einen Pfad von dem Ausgangsattribut, bezie-
hungsweise dem Knoten des Attributes, zu einem anderen Knoten oder einem
anderen Attribut im semantischen Netz:
arg :=< Pfad > (6.2)
Pfad :=< Knoten > [:attributname] (6.3)
Knoten :=< Kante > ;< Kante > (6.4)
Kante := kantenname[: INV ] (6.5)
Vor dem Aufruf einer Berechnungsfunktion werden die Ausdru¨cke expandiert,
das heißt, sie werden durch die adressierten Werte ersetzt. Die Produktion 6.5 gibt
dabei den U¨bergang von einem Knoten zum Folgeknoten in Form einer Kante an.
Ist beispielsweise der Knoten n
1
der Ausgangspunkt, so adressiert der Pfad ”part-
of“ den Knoten, der durch die (sofern eindeutig) part-of-Kante mit n
1
verbunden
ist. Der Zusatz :INV kennzeichnet die Umkehrung der U¨bergangsrichtung. So
adressiert der Pfad ”part-of,part-of.Ho¨he“ ausgehend von dem Knoten Wand in Ab-
bildung 6.3 das Attribut Ho¨he des Knotens Haus und der Pfad ”con-of:INV.Fla¨che“
das Attribut Fla¨che des Knotens Polygon. Fu¨r den allgemeinen Fall ist zu beachten,
daß ein Pfad nicht eindeutig sein muß. In diesem Fall wird eine Liste von Werten
erzeugt.
In aller Regel werden einer Attributberechnungsfunktion Attributwerte von At-
tributen u¨bergeben, die dichter am Signal liegen. Das heißt, die Argumentdaten
stammen aus untergeordneten Knoten des jeweiligen Attributknotens. So ko¨nnte
beispielsweise ein Attribut Ho¨he des Knotens Haus aus den Attributwerten der
Teile dieses Knotens, also den Instanzen des Konzeptes Mauerwerk und Dach be-
rechnet werden. Der Informationsfluß ist somit Bottom-Up.
Umgekehrt dienen Berechnungsfunktionen fu¨r den Attributwertebereich (A)
dazu, einen Top-Down Informationsfluß herzustellen: Werden wa¨hrend der In-
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terpretation hypothetische Instanzen erzeugt, so werden fu¨r die Attribute die-
ser Knoten die Berechnungsfunktionen fu¨r den Attributwertebereich aufgerufen.
Die Argumente stammen von den u¨bergeordneten Knoten. So wird beispielswei-
se fu¨r eine hypothetische Instanz des Konzeptes Mauerwerk der Wertebereich fu¨r
das Attribut Ho¨he aus der dem Attribut Haus.Ho¨he berechnet. Diese Flußrichtung
dient damit der Constraint-Propagierung.
Die Berechnungfunktionen fu¨r den Attributwert wie auch fu¨r den Wertebereich
ko¨nnen, wie in Abschnitt 6.2 beschrieben, einen minimalen und einen maximalen











Suchfunktionen dienen wa¨hrend der Interpretation dazu, eine bereits vorhande-




(C) des Netzes ein Datenknoten gesucht wird. Die Datenknoten werden zu
Beginn der Interpretation beispielsweise aus dem Segmentierungsergebnis in das
Netz geladen. Sto¨ßt die Interpretation auf einen Knoten IH
j
(C) mit einer nicht
gebundenen data-of-Kante, so ruft sie fu¨r diesen Knoten eine Datensuchfunktion
auf. Diese kann wie die Attributberechnungsfunktionen eine Liste von Argumen-
ten haben. Als Ergebnis liefert die Funktion eine Liste mit passenden Datenkno-
ten. Die Kontrolle der Interpretation muß fu¨r den Fall, daß die Ergebnisliste mehr
als einen Datenknoten entha¨lt, diese jeweils als konkurrierende Hypothesen be-
handeln (Siehe Abschnitt 7.2).
Ebenfalls Verwendung finden Suchfunktionen bei der Verarbeitung von Mehr-
fachbindungen. Dieser Fall wird in Abschnitt 7.2.1 behandelt.
Die Suchfunktionen, wie auch die nachfolgend beschriebenen benutzerdefinier-
ten Funktionen, werden an Knoten im semantischen Netz entlang der is-a-Kanten
vererbt und ko¨nnen gegebenenfalls u¨berschrieben werden.
6.5.3. Benutzerdefinierte Funktionen
Den Knoten des semantischen Netzes ko¨nnen benutzerdefinierte Funktionen zu-
gewiesen werden, zum Beispiel eine spezielle Visualisierungsmethode, die von
der grafischen Benutzeroberfla¨che genutzt wird.
Eine spezielle benutzerdefinierte Funktion wird fu¨r die Oberfla¨chenrekonstrukti-
on genutzt, um neben den im semantischen Netz vorhandenen Daten zusa¨tzliche
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Randbedingungen auszuwa¨hlen, die zur Erzeugung der Oberfla¨chenbeschrei-
bung nu¨tzlich sind (siehe Abschnitt 8.2.2).
6.5.4. Regeln fu¨r die Wissensverarbeitung
Die bisher vorgestellten Repra¨sentationen dienen der Formulierung von szenen-
spezifischem Wissen. Dies wird u¨berwiegend deklarativ und im Falle der oben
beschriebenen Transformationen zwischen Abstraktionsebenen prozedural ange-
geben. Neben dem szenenspezifischen Vorwissen, das in dem semantischen Netz
angegeben wird, ko¨nnen Fakten u¨ber Vorgehen und Strategie fu¨r die Auswer-
tung des szenenspezifischen Vorwissens formuliert werden. Hierzu za¨hlt auch
heuristisches Wissen. Als Repra¨sentation eignen sich Regeln, die aus einem Be-
dingungsteil und einem Aktionsteil bestehen. Strategie und Heuristik werden
durch Angabe einer Priorita¨t beschrieben.
Die Regeln zur Auswertung sind nicht Bestandteil der Netzwerksprache im en-
geren Sinne, sondern werden eher der Analyse zugeordnet. Eine genauere Be-
schreibung u¨ber Art und Anwendung befindet sich daher in Abschnitt 7.2.1 des
Kapitels zur Interpretation.
6.6. Implementierungsaspekte
Die Entwicklung einer geeigneten Repra¨sentation fu¨r die Daten und die Sy-
stemimplementierung sind entscheidend fu¨r die Systemperformance. Ferner ent-
scheiden sie, wie effizient ein Problem formuliert werden kann, was sich vor al-
lem in der Dauer der Entwicklungszeit niederschla¨gt. Der technische Fortschritt
im System-Engineering ist unter anderem darin zu sehen, daß ein gegebenes
Problem schneller und effizienter formuliert werden kann. Dies wird durch an
das Problem angepaßte Beschreibungsformen und Programmierumgebungen er-
reicht. Neben dem reinen Sprachumfang einer Netzwerksprache spielt hier auch
die Implementierung des Gesamtsystems eine entscheidende Rolle.
Als erstes stellt sich hierbei die Frage nach einer geeigneten Programmierspra-
che. Wa¨hrend fu¨r die numerisch sehr rechenintensiven bild- und geometriedaten-
verarbeitenden Algorithmen meist die maschinennahe Programmiersprache ”C“
[Kern78] eingesetzt wird, werden fu¨r die Verarbeitung auf der symbolischen Ebe-
ne sogenannte ho¨here Programmiersprachen, wie beispielsweise LISP [Ste90] ein-
gesetzt. Es gibt ein ganze Reihe von Beispielen fu¨r die Implementierung wissens-
basierter Systeme in LISP, bzw. der objektorientierten LISP-Erweiterung CLOS
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(zum Beispiel [SNePS, Rost98]). Die wichtigsten Eigenschaften, die fu¨r den Ein-
satz von LISP-basierten Systemen sprechen, sind die ma¨chtigen Mo¨glichkeiten
der symbolischen Datenverarbeitung und wa¨hrend der Enwicklungsphase die
Tatsache, daß in LISP die Programme interpretiert werden. Das ermo¨glicht zum
Beispiel die Abfrage von Variablen zur Laufzeit. Ferner ko¨nnen einzelne Pro-
grammteile manuell in beliebiger Reihenfolge gestartet werden.
Demgegenu¨ber steht jedoch der Nachteil von LISP-basierten Systemen, daß diese
nur unbefriedigend mit C-Programmteilen kombiniert werden ko¨nnen 3. Ferner
sind LISP-Programme sehr speicherintensiv und langsam in der Ausfu¨hrungs-
zeit. Erste Implementierungen des Analysesystems [Gro94, Grau95, Lie95] erga-
ben, daß LISP sich zwar als Prototyping-Plattform eignet, aber keine effiziente
Systemimplementierung zula¨ßt.
Das in dieser Arbeit beschriebene System wurde daher objektorientiert unter
Verwendung der Programmiersprache C++ [Stro92] und Anbindung an Tcl/Tk
[Oust94] implementiert. Die Sprache C++ ist eine Erweiterung der Sprache C
um objektorientierte Ansa¨tze. Programme ko¨nnen damit sehr effizient in Bezug
auf Rechenzeit und Speicherbedarf implementiert werden. Das Toolkit Tcl/Tk
ist eine Kombination aus Interpreter und X11-Fensteroberfla¨che und sieht eine
Schnittstelle zu C- oder C++-Funktionen vor. Durch Verwendung des Paketes Ob-
jectify [Chri95] ko¨nnen alle Datenobjekte sowohl von C++, als auch vom Tcl/Tk-
Interpreter bearbeitet werden.
Dies ermo¨glicht zum einen die Nutzung der hohen Verarbeitungsgeschwindig-
keit von C++, zum anderen bietet der Interpreter die Vorzu¨ge einer komfortablen
Experimentalumgebung. So wurde eine grafische Entwicklungsumgebung fu¨r
das System (siehe Abschnitt 7.7) mit Hilfe von Tcl/Tk realisiert. Daru¨ber hinaus
ist es mo¨glich, die in Abschnitt 6.5 beschriebenen Berechnungs- und Suchfunktio-
nen als Tcl-Skripte zu spezifizieren. Diese ko¨nnen damit zur Laufzeit anhand ei-
ner realen Analysesituation entwickelt und getestet werden. Nach Erstellung der
Funktion kann diese, wenn sie zeitkritisch ist, in einer speziellen C++-Funktion
implementiert werden. Das System ist damit in Hinsicht auf die Entwicklungs-
freundlichkeit und Verarbeitungsgeschwindigkeit skalierbar.
3Der Grund hierfu¨r liegt vor allem in dem unterschiedlichen Speicherverwaltungskonzept von
LISP und C/C++
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6.7. Ein semantisches Netz fu¨r die Analyse von
Geba¨udeszenen
Dieser Abschnitt beschreibt das fu¨r die Anwendung der Analyse von Geba¨ude-
szenen in der zuvor beschriebenen Netzwerksprache entwickelte semantische
Netz. In diesem Netz spiegeln sich alle fu¨r die Aufgabe beno¨tigten Daten und
deren Beziehungen zueinander in Form einer strukturierten generischen Modell-


























Abbildung 6.6.: Fu¨r die Analyse bedeutsame Daten sind als Knoten im semantischen
Netz repra¨sentiert
Die Abbildung 6.6 zeigt einen Ausschnitt der erstellten Wissensbasis mit den
Konzepten, die die fu¨r die Analyse bedeutsamen Daten repra¨sentieren. Das Netz
ist in drei Schichten organisiert:
Die untere Schicht ist die Sensorschicht. Dementsprechend finden sich hier Kno-
ten, die sich auf den Sensor beziehen. Das ist das Konzept Bild und die Bildpri-
mitive Polygon2D und Kante2D. Das Konzept Bild ist ein spezieller Knotentyp,
der als Datencontainer verschiedene Bilddaten beinhaltet: Neben dem Farbbild
werden hier die Tiefenkarte, das Segmentierungsergebnis und die extrahierten
Liniensegmente gespeichert. Innerhalb dieser Schicht liegen auch die Datenkno-
ten Region und Linie. Wa¨hrend der Initialisierung vor der Interpretation werden
Instanzen dieser Konzepte aus den Segmentierungsdaten erzeugt. So wird fu¨r
jeden Label-Wert des Segmentierungsergebnisses (Abschnitt 5.3) ein Instanzen-
knoten vom Typ Region erzeugt und in das Netz eingefu¨gt.
Die mittlere Schicht ist die weltbezogene Schicht, in der Objekte dreidimensional
raumbezogen beschrieben sind. In der Abbildung 6.6 sind das die Konzepte Po-
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lygon3D und Dreiecksnetz als dreidimensionale Fla¨chen , Kante3D als Pendant zu



















Abbildung 6.7.: Szenenspezifische Eigenschaften in der semantischen Schicht
Die obere, semantische Schicht beschreibt Objekte auf einer abstrakten Ebene.
Hier werden spezielle Objekteigenschaften und Beziehungen der Objekte zu-
einander dargestellt. Das Konzept Kamera und dessen Konkretisierungen (Ka-
mera3D, Bild) stellen den Sensor fu¨r die Analyse dar. Eine Szenenbeschreibung
kann mehrere Instanzen dieser Konzepte enthalten, wenn entsprechend viele
Eingangsbilder verarbeitet werden. Die Konzepte Planarfla¨che und Fla¨che stellen
die zur Verfu¨gung stehenden Fla¨chenbeschreibungen dar: 3D-Polygon und 3D-
Dreiecksnetz. Das Konzept Verbindung repra¨sentiert die Verbindung zwischen
zwei Polygonfla¨chen. Diese wird, wie bereits in Abschnitt 6.3, Abbildung 6.4
gezeigt, als Mehrfachbindung zwischen Polygonfla¨cheninstanzen, zum Beispiel
Hauswa¨nde, gebunden.
Die Abbildung 6.7 zeigt die wichtigsten Konzepte der Wissensbasis in einem
Ausschnitt des Netzes. Das Konzept Szene ist der oberste Knoten in der Teile-
Hierarchie. Eine ”Szene“ kann nach diesem Szenenmodell die Knoten Haus und
Objekt enthalten. Ein Knoten vom Typ Objekt hat als Komponente einen (oder
mehrere) Knoten vom Typ Fla¨che, der als Dreiecksnetz konkretisiert ist. Das Kon-
zept Haus besteht aus den Komponenten Mauerwerk und Dach, die jeweils die
Teile Wand, beziehungsweise Dachschra¨ge besitzen, die als 3D-Polygone konkreti-
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siert sind. Das Konzept Haus ist spezieller als das Konzept Objekt und demzufolge
durch eine Is-A Kante mit letzterem verbunden.
Durch Einfu¨gen oder Weglassen der Part-Of-Kante, die das Konzept Haus als Teil
der Szene beschreibt, wird die Abarbeitungsreihenfolge wa¨hrend der Interpreta-
tion beeinflußt: Durch die Is-A-Kante wird diese Kante ohnehin vom Konzept Ob-
jekt vererbt. Ohne die zusa¨tzliche Part-Of-Kante wu¨rde die Interpretation jeweils
zwei konkurrierende Hypothesen fu¨r Haus und Objekt erzeugen und anhand des
Signals verifizieren. Ist bekannt, daß genau ein Haus in der Szene ist, kann dies
genutzt werden, um zielgerichteter danach zu suchen. In diesem Falle muß die
Part-Of-Kante wie in Abbildung 6.7 gezeigt zwischen den Konzepten Haus und
Szene als obligat eingetragen werden. Die Interpretation versucht darauf dieses
als erstes zu finden.
Die Abbildung 6.8 zeigt eine U¨bersicht u¨ber das gesamte entwickelte semanti-
sche Netz. Die Konzepte zur Beschreibung von Kanten, beziehungsweise Verbin-
dungen zwischen den Polygonen sind der U¨bersicht halber nicht eingezeichnet.
Neben weiteren spezifischen Komponenten des ”Hauses“ ist noch das Konzept
Boden dazugekommen. Dieses dient als Referenzfla¨che, um beispielsweise eine
Aussage u¨ber die senkrechte Orientierung von Teilfla¨chen, wie Hauswa¨nden tref-
fen zu ko¨nnen.
Die Konzepte enthalten entsprechende Attribute, die die Objekteigenschaften be-
schreiben. So besitzt das Konzept Haus beispielsweise die Attribute Haus.Ho¨he4
und Haus.Breite. Die Attribute der Wissensbasis enthalten dabei, wie in Abschnitt
6.2 erla¨utert, Werte in Form von Wertebereichen. Das sind Intervalle, in denen
sich die gemessenen Attribute der instanzierten Objektbeschreibung u¨blicher-
weise befinden. Die Wertebereiche werden zur Interpretation verwendet und
stellen Wissen u¨ber das Objekt in intensioneller Form dar.
6.8. Diskussion der entwickelten Repra¨sentation
Die in diesem Abschnitt beschriebene Netzwerksprache erlaubt die Darstellung
des entwickelten strukturierten generischen Szenenmodells. Das Vorwissen u¨ber
die Szene und deren Komponenten kann in einer expliziten Repra¨sentation for-
muliert werden. Die Wissensinhalte werden zur Interpretation wie auch fu¨r die
nachfolgende Rekonstruktion genutzt.
Die entwickelte Netzwerksprache vereint mehrere Darstellungsformen, mit de-
nen die Vielfalt der Wissensinhalte verko¨rpert werden ko¨nnen. So kann das struk-
4Zur Schreibweise: Haus.Ho¨he bezeichnet das Attribut Ho¨he des Knotens Haus

































Abbildung 6.8.: Semantisches Netz fu¨r die Analyse von Geba¨udeszenen (Ausschnitt)
turierte generische Szenenmodell direkt deklarativ umgesetzt werden. Durch
Konzeptbildung und Angabe von Relationen mit Hilfe der Netzwerkkanten
kann die Szene kompositionell zerlegt und in ihrer Struktur beschrieben werden.
Die geometrischen, photometrischen und sonstigen Objekteigenschaften werden
durch Attribute angegeben. Die intensionelle Repra¨sentation fu¨hrt dabei zu einer
kompakten Darstellung der Wissensinhalte.
Die deklarative Szenenbeschreibung unterstu¨tzt die Gliederung der Wissensba-
sis in Abstraktionsebenen, die durch die spezielle concrete-of-Kante vorgenom-
men wird. Die U¨berga¨nge zwischen Teilen der Wissensbasis unterschiedlichen
Abstraktionsniveaus, die insbesondere wa¨hrend der Interpretation dem Daten-
fluß dienen, werden prozedural durch Transformationsfunktionen beschrieben.
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Ferner ist die Formulierung von heuristischem Wissen, beispielsweise als Prio-
rita¨ten von Kanten (siehe Abschnitt 6.3) oder fu¨r die Auswertungsregeln mo¨glich,
wodurch die Effizienz der Analyse gesteigert wird.
Der strukturellen Beschreibung kommt eine mehrfache Bedeutung zu: Zum einen
ist die Interpretation von Objektkomponenten in natu¨rlichen Umgebungen al-
lein aufgrund ihrer Attribute meist nicht mo¨glich. Eine sichere Interpretation ist
nur durch Ansa¨tze der strukturellen Mustererkennung mo¨glich. Die Wissensre-
pra¨sentation tra¨gt daher diesem Gesichtspunkt versta¨rkt Rechnung. Die Darstel-
lung der Abstraktionsebenen durch die concrete-of-Kante fu¨hrt zudem zu einer
konsequenten Trennung zwischen dem strukturierten generischen Szenenmodell
und der Systemkontrolle. Des weiteren sind es die strukturellen Eigenschaften
und Relationen, die fu¨r die Oberfla¨chenrekonstruktion eine wichtige Rolle spie-
len.
Der Entwurf und die Implementierung der Bestandteile der Netzwerksprache er-
folgte durchga¨ngig objektorientiert und erlaubt so ein komfortables Entwickeln
sowohl von Wissensbasen als auch von Systemerweiterungen. Dies wird un-
terstu¨tzt durch das Konzept der alternativen Verwendung von (Tcl-)Interpreter
oder (C++-)Compiler fu¨r die Implementierung von prozeduralen Wissensinhal-
ten. Die Ausfu¨hrung der Netzwerkkanten als Objekte 5 ermo¨glicht eine effiziente
Haltung von kantenbezogenen Daten, wie beispielsweise Quantita¨ten oder tem-
pora¨re Zustandsvariablen, die wa¨hrend der Interpretation genutzt werden.
5Im Sinne der objektorientierten Programmierung
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7. Interpretation des Szeneninhaltes
Die Interpretation stellt einen Bezug her zwischen den Daten aus der Bildverar-
beitung und dem strukturierten generischen Szenenmodell, das als Wissensbasis
vorliegt. Die dadurch gewonnene objektspezifische Szenenbeschreibung wird ge-
nutzt, um Randbedingungen fu¨r die nachfolgende Gewinnung der Oberfla¨chen-
beschreibung zu erzeugen.
Die Interpretation realer Szenen aus Bildern oder Bildfolgen stellt ein schwieri-
ges Problem dar. Zum einen ist - gerade bei natu¨rlichen Szenen - mit einer großen
Anzahl von verschiedenartigen und vielfa¨ltigen Objekten zu rechnen. Zum ande-
ren erschwert, wie bei der Oberfla¨chenrekonstruktion, der Informationsverlust
wa¨hrend der Abbildung die Lo¨sung des Problems.
7.1. Konzept der entwickelten
Interpretationskomponente
Das Ziel der Interpretation ist es, ausgehend von der Wissensbasis in Form eines
semantischen Netzes und den Daten aus der Bildverarbeitung eine Bedeutungs-
zuweisung des Szeneninhaltes vorzunehmen. Die resultierende Szenenbeschrei-
bung liegt ebenfalls in Form eines semantischen Netzes vor. Sie entha¨lt neben
den Instanzen, die einen Bezug zu den Daten haben, auch die Konzepte der ur-
spru¨nglichen Wissensbasis.
Zu Beginn der Interpretation werden neben der Wissensbasis eine initiale Sze-
nenbeschreibung und die Daten aus der Bildverarbeitung in das semantische
Netz geladen und bilden zusammen den Interpretationszustand S
0
(vergleiche
Abschnitt 6.7). Unter Anwendung einer Reihe von Transformationen, die suk-
zessiv ein Instanzennetz aufbauen, entsteht daraus nach N Schritten die resultie-
rende Szenenbeschreibung als Interpretationszustand S
N
, wie in Abbildung 7.1
dargestellt.
Die Transformationen werden explizit als Regeln formuliert. Dieses Konzept
wird in Abschnitt 7.2.1 kurz skizziert. Beim Auftreten von Mehrdeutigkeiten
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Abbildung 7.1.: Die Szenenbeschreibung entsteht durch wiederholtes Anwenden von
Transformationen T
i
auf das semantische Netz
kann die Szenenbeschreibung nicht mehr durch eine lineare Kette von Trans-
formationen erreicht werden. Statt dessen spaltet sich die Kette in einem Such-
baum auf. Die konkurrierenden Szenenbeschreibungen werden bewertet und ein
Suchalgorithmus sucht daraufhin die Interpretation mit der besten Bewertung.
Die Abarbeitungsreihenfolge der Regeln und die Behandlung von Mehrdeutig-
keiten ist in einem problemunabha¨ngigen Kontrollalgorithmus festgelegt, der im
folgenden Abschnitt beschrieben wird.
Der problemunabha¨ngige Kontrollalgorithmus bildet zusammen mit der in Ab-
schnitt 6 beschriebenen Netzwerksprache und der in Abschnitt 7.7 kurz skizzier-
ten graphischen Oberfla¨che den Kern des an der Universita¨t Hannover entwickel-
ten Rahmensystems AIDA zur wissensbasierten Analyse von Szenen [Bueck98].
Neben dem problemunabha¨ngigen Kontrollalgorithmus benutzt die hier ent-
wickelte Interpretation weitere Prinzipien zur Einschra¨nkung der Suche nach der
richtigen Szenenbeschreibung. Dies sind die Constraint-Propagierung, Matching
von Segmentierungsdaten und die Bewertung konkurrierender Deutungen. Die-
se Themen sind anwendungsspezifisch und werden im Einzelnen in den weiteren
Abschnitten dieses Kapitels beschrieben.
7.2. Ein problemunabha¨ngiger
Kontrollalgorithmus
Die meisten Ansa¨tze zur Szeneninterpretation verwenden anwendungsspezifi-
sche Regeln, wie in den Produktionssystemen SPAM [McKe85], den Arbeiten von
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Henderson, et al. [Hend88] oder BPI [Stil95]. Das szenenspezifische Wissen ist da-
mit sehr eng mit der Kontrollstrategie verbunden. Kummert [Kum91] beschreibt
einen festen Satz von problemunabha¨ngigen Regeln zur Transformation eines se-
mantischen Netzes, das das szenenspezifische Wissen beinhaltet, in Kombination
mit einem Suchalgorithmus. Dieses Konzept wird hier u¨bernommen. Statt einer
festen impliziten Implementierung der Regeln als Programm werden in AIDA
die Transformationsregeln jedoch explizit repra¨sentiert. Dadurch ist es mo¨glich,
sehr flexibel unterschiedliche Ausfu¨hrungsreihenfolgen der Transformationsre-
geln zu erreichen, was unterschiedliche, dem jeweiligen Problem besser ange-
paßte Strategien erlaubt.
Im folgenden wird der in AIDA implementierte Kontrollalgorithmus und
das Konzept der expliziten Transformationsregeln kurz vorgestellt. Eine wei-
terfu¨hrende Beschreibung gibt [Toen99].
7.2.1. Formulierung und Anwendung der
Netzwerktransformationen als Inferenzregeln
Die zur Interpretation auf das semantische Netz angewandten Transformationen
bewirken die Erzeugung von Instanzen, die Propagierung von Hypothesen, Spe-
zialisierung und Bindung von Instanzen. Eine flexible Darstellung ist die durch
Regeln. Diese bestehen aus einem Bedingungsteil und einem Aktionsteil. Der Be-
dingungsteil pru¨ft, ob die Regel fu¨r einen Knoten des Interpretationszustandes
zutrifft. Ist das der Fall, so wird der Aktionsteil ausgefu¨hrt. Die U¨berpru¨fung des
Bedingungsteils erfolgt lokal fu¨r die Netzwerkknoten, das heißt, nur der Status
eines Knotens und seiner direkten Nachbarn gehen in die U¨berpru¨fung ein. Eine
typische Regel ist die Regel R
H:inv
zum Erzeugen einer modellgetriebenen Hypo-
these:





und dem Knoten I(A) ein obligatorischer Bestandteil
oder eine Konkretisierung fehlt
Dann generiere eine hypothetische Instanz IH(B),
verbinde IH(B) mit I(A),
rufe fu¨r alle Attribute deren Bereichsberechnungsfuntionen auf
Tabelle 7.1 stellt die u¨brigen verwendeten Regeln zusammen. In der Spalte Aktion
sind die wesentlichen Manipulationen angegeben. Neben der beschriebenen Re-
gel zur modellgetriebenen Erzeugung einer hypothetischen Instanz R
H:inv
gibt es
jeweils eine Regel zur datengetriebenen Hypothese R
H
und zur Erzeugung von
Hypothesen optionaler Teile R
H:invopt
.
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Ku¨rzel Bezeichnung der Regel Aktion
R
P
partielle Instanzierung IH(N)! IP (N), AB ", B
R
K
vollsta¨ndige Instanzierung IP (N)! IK(N), AB ", B
R
H:dat




Propagiere Status Fehlinstanz N ! IF (N)
R
H:inv
Erzeuge modellgetriebene Hypothese ! IH(C) ,AB #
R
H
Erzeuge datengetriebene Hypothese ! IH(C) ,AB "
R
H:invopt
Erzeuge optionale Hypothese ! IH(C) ,AB #
R
Spez












Tabelle 7.1.: Transformationsregeln. (AB " =Attributberechnung ausfu¨hren, AB # =At-
tributbereichsberechnung ausfu¨hren,, B=Bewertungsfunktionen ausfu¨hren)
Die ersten vier Regeln in Tabelle 7.1 manipulieren einen Knoten vom Status hypo-
thetische Instanz u¨ber die partielle Instanz bis zur vollsta¨ndigen Instanz oder zur Feh-
linstanz, falls kein Segmentierungsergebnis gefunden wurde. Neben der A¨nde-
rung des Status werden fu¨r die Attribute die Berechnungsfunktionen aufgerufen
und die Knotenbewertung, die ihrerseits die Bewertungsfunktionen fu¨r alle At-
tribute des Knotens ausfu¨hrt. Mit Hilfe der Knotenbewertung wird die Gesamt-
bewertung fu¨r den aktuellen Interpretationszustand berechnet, die von dem im
Abschnitt 7.2.3 beschriebenen Suchalgorithmus ausgewertet wird.
Die Auswertung der Transformationsregeln erfolgt in einer Inferenzmaschine,
die eine Liste R
Trans
aller Regeln entha¨lt. Zur Auswertung besitzen die Regeln
eine Priorita¨t 
Prio
(R) als freien Parameter. Dieser beeinflußt die Reihenfolge der
Regelanwendung und legt die Strategie der Analyse fest. Soll beispielsweise die
datengetriebene Erzeugung von Hypothesen der modellgetriebenen bevorzugt









Die Inferenzmaschine arbeitet die Regeln mit hoher Priorita¨t bevorzugt ab. Es
kann allerdings sein, daß mehrere Regeln, fu¨r die der Bedingungsteil erfu¨llt ist,
dieselbe Priorita¨t besitzen. Fu¨r diesen Fall hat Sagerer [Sag90] ein problemun-
abha¨ngiges Priorita¨tsmaß (n) eingefu¨hrt. Dieses beru¨cksichtigt die Distanz des
Knotens n vom Signal, die Abstraktionsstufe, den Verifikationsaufwand, die Ge-
neralisierungsstufe und die Kompositionsstufe. Die einzelnen Wertigkeiten wer-
den fu¨r die Konzepte der Wissensbasis berechnet und dienen gleichzeitig als
Konsistenzu¨berpru¨fung. Die Einbeziehung des zusammengesetzten Priorita¨ts-
maßes hat sich zur Steuerung der Ausfu¨hrung der Regeln als vorteilhaft erwiesen
[Gro94].
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Instanzen sind normalerweise mit genau einer Kante an ihren u¨bergeordne-
ten Knoten gebunden. Es gibt jedoch Anwendungen, wie in Abbildung 6.4 ge-
zeigt, bei denen die Bindung einer Instanz an mehrere u¨bergeordnete Knoten
gewu¨nscht ist. Dieser Fall wird von der Regel R
MB
behandelt. Dabei werden fu¨r
die u¨bergeordneten Knoten zuerst unabha¨ngig hypothetische Instanzen erzeugt.
Anschließend ruft der Aktionsteil von Regel R
MB
eine Suchfunktion auf, die bei
Erfolg eine Instanz oder eine Liste von Instanzen zuru¨ckliefert. Daraufhin wird
der die Regel aktivierende Knoten mit dem gefundenen fusioniert und der resul-
tierende Knoten erha¨lt die Kanten der Ausgangsknoten.






aller Knoten aus S








nach absteigender Priorita¨t sortiert








in S erfu¨llt ist
Falls ja fu¨hre Aktionsteil von Regel R
i
aus




und Status ”erfolgreich“als Funktionswerte zuru¨ck
terminiere Funktion und liefere fnilg und Status ”nicht erfolgreich“zuru¨ck
7.2.2. Behandlung von Mehrdeutigkeiten
Die Regel R
Spez
erzeugt bei Vorhandensein einer IsA-Kante in der Wissensbasis
eine Spezialisierung, die als konkurrierende Hypothese behandelt wird. Neben





in der Lage, konkurrierende Hypothesen zu erzeu-
gen. Tritt dieser Fall ein, so dokumentiert die Inferenzmaschine dies durch Ru¨ck-
gabe einer Liste von neu erzeugten Knoten, die jeweils eine konkurrierende Hy-
pothese darstellen (normalerweise befindet sich kein oder nur ein Element in der
Ru¨ckgabeliste).
Der u¨bergeordnete Kontrollalgorithmus behandelt den Fall des Auftretens von
Mehrdeutigkeiten durch Aufspaltung des Interpretationszustandes: Jede konkur-
rierende Hypothese wird als neuer Folgeknoten des aktuellen Suchbaumknotens
in einem Suchgraphen eingetragen, dabei entsteht ein Suchbaum.
Jeder Knoten des Suchbaumes entha¨lt einen kompletten Interpretationszustand.
Die Inferenzmaschine zur Interpretation dokumentiert alle A¨nderungen am In-
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terpretationszustand in dem aktuellen Suchbaumknoten S
i
. Spaltet sich der Such-
baum auf, so mu¨ssen die neuen Suchbaumknoten den Inhalt des urspru¨nglichen
Knotens und die neu entstandenen Knoten enthalten.
Anstatt den Interpretationszustand komplett mit allen Knoten, deren Attributen
und den Relationen zu kopieren, werden die Nachfolgezusta¨nde durch Eintragen
von Referenzen auf die Knoten und durch Speichern von inkrementellen A¨nde-
rungen realisiert. Da im Laufe der Interpretation eine Reihe von Suchbaumkno-
ten entstehen, bietet diese Art der Dokumentation eine enorme Speicher- und
Zeitersparnis bei der Verarbeitung.
Zur inkrementellen Speicherung des vera¨nderten Interpretationszustandes wer-
den alle unvera¨nderten Knoten als Referenz in die neue Menge S
i
u¨bernommen
und modifizierte Knoten durch ein neues Objekt ersetzt. Ein Knoten muß somit









Abbildung 7.2.: Durch inkrementelle Modifikation des Netzes entstehen Knoten mit
mehreren Kanten.
Die Verwendung der in Abschnitt 6.4 eingefu¨hrten Netzmengen fu¨r die Such-
baumknoten, erlaubt die Mehrfachbenutzung von Knoten, wie in Abbildung 7.2
dargestellt. Durch Erzeugung konkurrierender Interpretationszusta¨nde ko¨nnen
Knoten, wie der Knoten n-1 (Abbildung 7.2 rechts) eine Reihe von Kanten zu ver-
schiedenen Knoten erhalten, die zu unterschiedlichen Hypothesen geho¨ren. Die
Bedingung 6.1, daß beide Knoten einer bina¨ren Relation in derselben Netzmenge
enthalten sein mu¨ssen, erlaubt eine eindeutige Trennung.
7.2.3. Suchalgorithmus
Wu¨rden die in Abschnitt 7.2.1 beschriebenen Transformationen rekursiv auf al-
le entstehenden Suchbaumknoten angewendet, bis keine Regel mehr feuert, das
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heißt, kein Aktionsteil mehr erfu¨llt ist, so wu¨rden alle mo¨glichen Interpretations-
zusta¨nde erreicht werden. Die ”beste“ Interpretation wa¨re dann ein Endknoten
des Suchbaum, der die beste Bewertung aufweist. Dieses Vorgehen wa¨re eine
vollsta¨ndige Suche, die aufgrund der großen Menge an mo¨glichen Interpretati-
onszusta¨nden bei praktischen Anwendungen nicht bewa¨ltigt werden kann. In
der Literatur [Win92, Pear84] sind daher eine Reihe von Graphsuchverfahren be-
schrieben worden, die eine effizientere Suche erlauben, bei der nicht mehr alle
mo¨glichen Verzweigungen des Suchbaumes expandiert werden.
Als Abbruchkriterium wird ein Analyseziel definiert: Erreicht im aktuellen Such-
baumknoten durch Anwendung der Transformationsregeln ein Knoten des frei
gewa¨hlten Zielkonzeptes C
Ziel
den Status komplette Instanz, so ist das Analyseziel
erreicht und die Suche terminiert.
Die in der Literatur beschriebenen Graphsuchverfahren besitzen unterschiedli-
che Eigenschaften bezu¨glich der Sucheffizienz. Die einfach zu implementierende
Bestensuche beispielsweise ist zwar in der Lage, mit einer minimalen Anzahl von
expandierten Suchbaumknoten zum Ziel zu gelangen, dabei muß das Ziel aber
nicht der Suchbaumknoten mit der besten Bewertung sein. Der A*-Algorithmus
liefert als sogenanntes Optimalsuchverfahren den Suchbaumknoten mit der be-
sten Bewertung. Dabei muß die Bewertung jedoch noch gewissen Bedingungen
genu¨gen.
Seine Leistungsfa¨higkeit erreicht der A*-Algorithmus unter anderem dadurch,
daß die Bewertung einen additiven Term erha¨lt, der die Differenz zur Bewertung




















) zusammen. Letztere ko¨nnen in der praktischen Anwen-
dung nicht immer exakt berechnet werden und daher ersetzt man sie durch eine
Abscha¨tzung r(S
i








findet der A*-Algorithmus immer den optimalen Pfad. Wird r(S
i
) gro¨ßer als die
tatsa¨chlichen Restkosten gescha¨tzt (U¨berscha¨tzung der Restkosten), so wird un-
ter Umsta¨nden die optimale Lo¨sung nicht gefunden. In praktischen Anwendun-
1Bei Verwendung einer Kostenfunktion besteht das Problem in einer Minimierung anstatt einer
Optimierung bei Verwendung einer Bewertung
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gen wird daher oft r(S
i
) = 0 gewa¨hlt. Damit verfolgt die Suche zwar im all-
gemeinen mehr Mo¨glichkeiten als notwendig, aber es wird immer der optimale
Pfad gefunden.
Der zur Interpretation verwendete Algorithmus, basierend auf den Prinzipien
des A*-Algorithmus, ergibt sich somit zu:
Funktion Suche
Liste der offenen Suchbaumknoten Oen = fS
0
g
Solange Oen 6= fnilg und Ziel nicht gefunden
rufe Funktion Inferenz fu¨r den ersten Suchbaumknoten ausOen
falls erfolgreich
falls Ru¨ckgabewert von Inferenz N
konkurr
6= fnilg
entferne ersten Knoten ausOen
erzeuge fu¨r jeden Knoten ausN
konkurr
einen Folgeknoten
trage Folgeknoten inOen ein
rufe Bewertungsfunktion fu¨r Folgeknoten
entferne unzula¨ssige und redundante Knoten ausOen
sonst
rufe Bewertungsfunktion fu¨r ersten Suchbaumknoten ausOen
sonst
entferne ersten Knoten ausOen








bildet die Wurzel des Suchbaums und entha¨lt den initialen Interpretations-
zustand. Dazu za¨hlen neben der Wissensbasis die Signaldaten und eine initia-
le Szenenbeschreibung. Fu¨r die in Abbildung 6.8 gezeigte Wissensbasis wird
zweckma¨ßigerweise eine hypothetische Instanz des Konzeptes Szene als initiale
Szenenbeschreibung verwendet.
Die Bewertung der Suchbaumknoten geht in der letzten Zeile des Algorithmus





) gerufen, die zwischen zwei Suchbaumknoten eine
relative Ordnung angibt. Der Abschnitt 7.3 beschreibt diese Funktion fu¨r das in
dieser Arbeit verwendete Bewertungssystem.
Die Funktion zum Entfernen unzula¨ssiger Knoten aus der Menge der offenen
Suchbaumknoten folgt im A*-Algorithmus der Grundidee, daß Suchpfade, die
mit ho¨heren Kosten als ein alternativer Pfad zum selben Ziel fu¨hren, keinen bes-
seren Weg mehr beinhalten und daher nicht mehr beru¨cksichtigt werden mu¨ssen.
Im Abschnitt 7.6 wird eine mo¨gliche Implementierung dieses Prinzips vorge-
schlagen und diskutiert.
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7.3. Bewertung von Teilinterpretationen
Das Abspeichern von Teilinterpretationen in dem Suchbaum ermo¨glicht dem
Suchalgorithmus, nach Abstieg in einen Pfad, der zu einem falschen Interpre-
tationsergebnis fu¨hrt, die Suche an einer anderen Stelle des Suchbaums nach ei-
nem alternativen Pfad fortzusetzen. Ausschlaggebend dafu¨r, welcher Pfad ver-
folgt, das heißt, welcher Suchbaumknoten der offenen Liste des Suchalgorithmus
expandiert wird, ist die Bewertung. Die Bewertung steuert damit ganz entschei-
dend den Verlauf der Suche.
Die Bewertung berechnet basierend auf den Attributen ein Maß, das angibt,
wie gut der gegenwa¨rtige Interpretationszustand mit dem intensionellen Modell
u¨bereinstimmt. Dieses wird fu¨r Instanzen und Suchbaumknoten zusammenge-
faßt, so daß jedes dieser Objekte eine Bewertung entha¨lt.
Die Bewertung fu¨r Attribute, Instanz- und Suchbaumknoten wird einheitlich dar-
gestellt und entha¨lt drei Komponenten:
J = (; v; )
T
; 0    1; 0  v  1; 0    1 (7.3)
Die Zula¨ssigkeit  gibt die Modellgu¨ltigkeit an. Stellt ein Suchbaumknoten einen
gu¨ltigen Interpretationszustand dar, so erha¨lt er den Wert eins. Wird ein Such-
baumknoten mit einer Zula¨ssigkeit  < 
min
bewertet, ist er ungu¨ltig und wird
aus der Liste der offenen Suchbaumknoten entfernt. Die Gu¨te v ist das Maß der
U¨bereinstimmung zwischen Modell und Signal,  gibt die Sicherheit dieser Aus-
sage an. Die Gu¨te v beinhaltet gegebenenfalls eine Restkostenabscha¨tzung. Ent-
sprechend der Normierungsbedingung in Gleichung 7.3 nimmt die Gu¨te v im
Falle der optimistischen Restkostenabscha¨tzung den Wert eins an 2.
Die Verwendung der Zula¨ssigkeit ist meist optional und, soweit nicht anders ver-
merkt, wird sie hier mit dem Wert eins angenommen. Im folgenden werden da-
her nur die Bewertungsvariablen v und  betrachtet und, soweit nicht anders
vermerkt, zur Bewertung J 0 zusammengefaßt:






2Das heißt, den Kosten null entspricht eine Bewertung eins. Der Ausdruck Kosten wird hier
benutzt, weil er in der Literatur fu¨r die optimalen Suchverfahren eingefu¨hrt ist. Vergleiche
dazu auch Abschnitt 7.2.3.
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Attributbewertung
Die Attributbewertung J 0(A) ist eine Funktion, die angibt, wie gut der Attribut-
wert V (A) zum Attributwertebereich (A) paßt. Sie wird daher hier als Kompa-
tibilita¨t bezeichnet. Der Attributwert wird aus den Signaldaten berechnet. Der
Wertebereich wird entweder als Festwert aus der Wissensbasis u¨bernommen -
das entspricht einem Prototypen - oder dynamisch, modellgetrieben aus der be-


















































Abbildung 7.3.: Beispiele fu¨r Bewertungen eines Fließkommaattributes
Die Attributbewertung soll im folgenden anhand eines Fließkommaattributes
erla¨utert werden. Durch die Einbindung in die Analyseabla¨ufe ergeben sich meh-
rere Festlegungen an die Attributbewertungsfunktion:
 Bei der modellgetriebenen Erzeugung eines Instanzknotens werden die At-
tributwerte den Attributwertebereichen gleichgesetzt (V = ). Da fu¨r diesen
Zustand kein Informationsgehalt in dem Attributwert steckt, wird durch
die Forderung nach optimistischer Restkostenabscha¨tzung v = 1 und die
Sicherheit  = 0. Dieser Fall ist in Abbildung 7.3 links oben dargestellt.









), gilt v = 1.
 Liegt der Attributwert außerhalb des Wertebereiches, so wird v = 0 (Abbil-
dung 7.3 rechts Mitte ).
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 Liegt des Attributwert teilweise außerhalb des Wertebereiches, so ent-
spricht v der U¨berlappung zwischen Attributwert und -wertebereich.














Daraus ergeben sich die Rechenvorschriften fu¨r die Bewertungsgu¨te und

















































1  a  b fu¨r 0  1  a  b  1















 = 1 (7.11)
Fu¨r vektorielle Attribute kann diese Berechnungsvorschrift verallgemeinert wer-
den. So ergibt sich die U¨berlappung bei 2D-Vektoren anhand einer U¨berpru¨fung
der sich schneidenden Fla¨chen und bei 3D-Vektoren anhand der Volumenschnit-
te.
Die beschriebene Berechnungsvorschrift ist als Standardbewertungsfunktion fu¨r
Fließkommaattribute implementiert. Fu¨r spezielle Attribute kann diese u¨ber-
schrieben werden. Das ist beispielsweise der Fall, wenn der Zula¨ssigkeit  ein
Wert ungleich eins zugewiesen werden soll. Dies gilt in gleicher Weise fu¨r die im
folgenden beschriebene Instanz- und Suchbaumknotenbewertung.
Instanzbewertung
In die Instanzbewertung J 0(N) gehen standardma¨ßig die Bewertungen aller At-
tribute A(N) durch Bildung eines gewichteten Mittelwertes ein:

















































) ermo¨glichen die heuristische Betonung wichtiger Attribute
in der Bewertung oder bei w(A
i
) = 0 die Nichtwertung spezieller Attribute, die
beispielsweise als Datenkontainer dienen.
Suchbaumknotenbewertung
In die Bewertung J 0(S) eines Suchbaumknotens S gehen alle Instanzknoten mit
dem Status partielle und vollsta¨ndige Instanz ein. Fehlinstanzen, sowie Konzep-
te und hypothetische Instanzen gehen nicht ein. Letztere werden ausgenommen,
weil sie noch keinen Bezug zum Signal haben und daher keine Entscheidungs-
grundlage bieten.
Eine naheliegende Lo¨sung zur Bewertung des Suchbaumknotens ist die Addition
der Instanzbewertungen. Ein Problem ergibt sich allerdings bei der Abscha¨tzung
der Restkosten: Zu Beginn der Analyse ist nicht abzusehen, wie viele Instanzen
die Szenenbeschreibung am Ende entha¨lt, insbesondere wenn optionale Teile ge-
sucht werden.
Daher wird ein gewichteter Mittelwert als Suchbaumknotenbewertung ein-
gefu¨hrt, der die Eigenschaft einer Normierung hat und Suchbaumknoten unter-
schiedlicher Tiefe im Suchbaum miteinander vergleichbar macht:
N
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Fu¨r einen Suchbaumknoten ohne Instanzen wird die Bewertung optimistisch an-
gegeben, das heißt, J 0(S) = (1; 0).
Da die Netzwerkkanten wa¨hrend der Analyse durch die Transformationsregeln













Abbildung 7.4.: Anzahl der Instanzen und Verlauf der Bewertungsgu¨te und -sicherheit




Einen typischen Verlauf der Bewertungsgu¨te und -sicherheit zeigt Abbildung 7.4.
Dargestellt ist die Bewertung und Anzahl der Instanzen des jeweils besten Such-
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baumknoten wa¨hrend der Analyse der Szene ”Restaurant“. Gesucht wird nur
nach obligatorischen Teilen fu¨r ein Konzept Haus. Die resultierende Szenenbe-
schreibung ist in Abbildung A.2 im Anhang dargestellt. Die Ordinate von Abbil-
dung 7.4 zeigt die Anzahl der ausgefu¨hrten Transformationsgruppen3. Die Ab-
szisse zeigt die Bewertungsgu¨te und -sicherheit des bestbewerteten Suchbaum-
knotens und gleichzeitig die jeweilige Anzahl der Instanzen in diesem Knoten.
Die Bewertungsgu¨te liegt durchweg bei eins. Die Sicherheit liegt am Anfang bei
Null und steigt dann schnell gegen einen Wert von ca. 0,9. Das liegt daran, daß
zu Beginn der Analyse die generierten hypothetischen Instanzen noch nicht an-
hand des Signals verifiziert werden ko¨nnen, so daß die Restkostenabscha¨tzung
optimistisch ausfa¨llt.
Die Anzahl der Instanzen schwankt. Ein starker Sprung nach unten ru¨hrt daher,
daß der gerade expandierte Suchbaumknoten nicht mehr die beste Bewertung
aufweist und der Suchalgorithmus einen Knoten weiter expandiert, der im Such-
baum weiter oben liegt und demzufolge noch nicht so viele Instanzen entha¨lt.
Nach ca. 100 Regelgruppen sinkt die Bewertungssicherheit auf einen Wert um ca.
0,6. Das liegt daran, daß zu diesem Zeitpunkt ”verdeckte“ Objekte in die Szenen-
beschreibung aufgenommen werden. Diese werden optimistisch abgescha¨tzt, da
sie nicht im Signal gefunden wurden.
7.4. Bindung von Segmentierungsdaten
(Matching)
Die Bindung der Datenknoten, die den Regionen aus der Segmentierung nach
Abschnitt 5.3 entsprechen, erfolgt modellgetrieben. Ausgehend von einer initia-
len Szenenbeschreibung werden dabei in einer Top-Down-Phase hypothetische
Instanzen erzeugt (siehe Beispiel in Abbildung 7.5 links).
Fu¨r eine hypothetische Instanz des Konzeptes Polygon2D wertet die Inferenzma-
schine als na¨chstes die data-of-Kante anhand der Regel R
H:dat
zur Datenbindung
aus (Schritt 6. in Abbildung 7.5). Dabei wird fu¨r die hypothetische Instanz des
Konzeptes Polygon2D dessen Suchfunktion gerufen (vergleiche Abschnitt 6.5.2).
Die gerufene Suchfunktion liefert eine Liste von Instanzen des Konzeptes Regi-
on zuru¨ck, die im aktuellen Suchbaumknoten keine data-of-Kante besitzen, also
noch frei zur Bindung sind und mo¨glichst gut zur Modellerwartung passen. Fu¨r
jedes zuru¨ckgegebene Datenobjekt erzeugt der Kontrollalgorithmus einen neuen
Suchbaumknoten, das heißt, der Suchbaum spaltet sich auf; sofern mehr als ein
3Innerhalb einer Gruppe von Regeln erfolgt kein Wechsel zu einem anderen Suchbaumknoten
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Datenobjekt zuru¨ckgeliefert wird.
Die Modellerwartung ist bei der Suche nach der ersten Wand (Abbildung 7.5
links) gleich dem in der Wissensbasis abgelegten Modellwissen, daß eine Wand
senkrecht steht. Das heißt, fu¨r den dargestellten Fall wu¨rde die Suchfunktion al-
le freien Regionen zuru¨ckliefern, die eine innerhalb eines Toleranzwinkels senk-
rechte Fla¨chennormale besitzen. Die Suchfunktion wertet dazu das Attribut Nor-
male der hypothetischen Instanz Wand-1 und die Fla¨chennormale der Region
aus4.
Bei der Suche nach der na¨chsten Wand wird die Modellerwartung unter Ver-
wendung des Wissens angepaßt, daß Hauswa¨nde senkrecht aufeinander ste-
hen. Dies geschieht durch die Wertebereichsberechnungsfunktion des Attribu-
tes Wand.Normal. Durch die Einschra¨nkung des Suchbereiches reduziert sich die
Liste der mo¨glichen Kandidaten erheblich. Fu¨r die Szene ”Haus-1“mit dem in
Abbildung 5.4 dargestellten Segmentierungsergebnis mit 16 Regionen gibt die
Suchfunktion fu¨r die erste Wand eine Liste von 10 Regionen und fu¨r die zweite
Wand eine Liste von nur noch vier Regionen zuru¨ck. Bei vollsta¨ndiger Expan-
sion des Suchbaumes entspricht das einer Reduktion des Suchaufwandes von
16 15 = 240 auf 10 4 = 40, um den Faktor sechs.
Steht keine Region mehr als Kandidat zur Verfu¨gung, so liefert die Datensuch-
funktion eine leere Liste fnilg zuru¨ck. In diesem Fall erha¨lt die rufende, hypo-
thetische Instanz den Status Fehlinstanz. Dieser Status wird im folgenden vom
Kontrollalgorithmus Bottom-Up auf die u¨bergeordneten Knoten u¨bertragen. Der
Vorgang stoppt, wenn ein Knoten optionaler Teil des u¨bergeordneten ist.
Behandlung des Verdeckungsproblems
Die Datensuchfunktion wird fu¨r alle polygonalen Komponenten der Szene geru-
fen. Dabei ergibt sich aufgrund der dreidimensionalen Natur des Problems die
teilweise oder vollsta¨ndige Verdeckung von Komponenten. Um verdeckte, obli-
gate Komponenten trotzdem ordnungsgema¨ß instanzieren zu ko¨nnen, wird ein
spezieller Knoten eingefu¨hrt: Der Knoten HiddenRegion kennzeichnet eine Regi-
on, die verdeckt ist. Er kann beliebig oft gebunden werden.
Ob eine Region sichtbar sein kann oder grundsa¨tzlich verdeckt sein muß, ist an-
hand der Erwartung fu¨r die Fla¨chennormale u¨berpru¨fbar: Sichtbare Fla¨chen be-
sitzen eine Normale, die in Richtung der Kamera weist.
4die Fla¨chennormale der als Region abgebildeten Oberfla¨che steht aufgrund der Stereoauswer-
tung zur Verfu¨gung
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Bei der Suche nach optionalen Komponenten mu¨ssen weitere Fa¨lle beru¨cksich-
tigt werden. Optionale Teile werden nach den obligaten gesucht (vergleiche Ab-
schnitt 7.6). Ist die Anzahl der mo¨glichen optionalen Komponenten, zum Beispiel
einer Hauserweiterung, groß oder unendlich, so wird solange nach neuen Kom-
ponenten gesucht, bis die Suchfunktion keine Region mehr zuru¨ckliefert. Dies ist
der Hinweis, daß die optionale Komponente nicht existiert. Gibt es noch Kan-
didaten in der Liste der freien Regionen, so heißt das noch nicht, das die ge-
suchte Komponente tatsa¨chlich existiert. Um diesen Fall zu beru¨cksichtigen, fu¨gt
die Suchfunktion ein nil-Objekt in die zuru¨ckgegebene Liste der Regionen ein.
Fu¨r dieses nil-Objekt wird ein Suchbaumknoten mit einer Fehlinstanz erzeugt.
Das heißt, die Mo¨glichkeit, daß die Komponente nicht vorhanden ist, wird in
die Menge der offenen Suchbaumknoten als zusa¨tzliche Hypothese aufgenom-
men und anhand der Bewertung, die mehr Daten einbezieht, wird entschieden,
welche Deutung zutrifft.
Ein weiterer Spezialfall ergibt sich fu¨r bereits als nicht sichtbar klassifizierte Kom-
ponenten: Die Suche nach optionalen Teilen dieser Komponenten liefert immer
das nil-Objekt zuru¨ck, das heißt, es werden keine Kandidaten ausgewa¨hlt, da sie
nicht sichtbar sein ko¨nnen.
7.5. Datenfluß wa¨hrend der Analyse
Dieser Abschnitt zeigt anhand eines Beispiels, wie die bislang erla¨uterten Prinzi-
pien wa¨hrend der Analyse zusammenspielen. Die Interpretation arbeitet mehr-
stufig und sieht verschiedene Phasen mit zwei Richtungen des Datenflußes vor:
In den Top-Down-Phasen werden Modellerwartungen in Form vor Randbedin-
gungen propagiert. In Bottom-Up-Phasen werden die Signaldaten und daraus
berechnete Attributwerte propagiert und die Hypothesen verifiziert.
Eine tragende Rolle bei dem Austausch und der Propagation von Informationen
spielen die Attribute: Die Attributwertebereiche dienen dem Datenfluß in Top-
Down-Richtung, die Attributwerte in Bottom-Up-Richtung. Dieses Konzept soll
am Beispiel der Attribute Haus.Ho¨he, Mauerwerk.Ho¨he und Wand.Ho¨he und den
Abbildungen 7.5 und 7.6 erla¨utert werden.
Die Analyse wird mit der Wissensbasis aus Abbildung 6.8 und einer hypothe-
tischen Instanz des Konzeptes Szene gestartet. In der Folge feuert fu¨nfmal die
Regel R
H:INV
und erzeugt dabei jeweils die hypothetischen Instanzen Haus-1,
Mauerwerk-1, Wand-1, Polygon3D-1 und Polygon2D-1 5.
5Tatsa¨chlich wird zuerst eine Instanz des Konzeptes Boden erzeugt, was hier der Einfachheit
halber nicht dargestellt ist.



































































Abbildung 7.5.: In einer Top-Down-Phase (links) werden Erwartungen als Randbedin-
gungen propagiert. In einer Bottom-Up-Phase (rechts) werden Daten
aus dem Signal berechnet.
Der Wertebereich des Attributes Haus-1.Ho¨he wird bei der Erzeugung der Instanz
Haus-1 aus der Wissensbasis kopiert und betra¨gt (Haus-1.Ho¨he) = (2m; 30m).
Das heißt, es wird erwartet, daß die Ho¨he eines Hauses im Bereich 2-30 m liegt.
Der Attributwert V(Haus-1.Ho¨he) wird beim Instanzieren auf den Wert des Wer-
tebereichs vorinitialisiert.
Der Wertebereich des Attributes Mauerwerk-1.Ho¨he wird bei der Instanzierung auf
den Wert (Mauerwerk-1.Ho¨he) = (0; 8m; 30m) gesetzt. Der Minimalwert ist klei-
ner als der des entsprechenden Attributes des Knotens Haus-1, um eine gro¨ßere
Toleranz zu gewa¨hrleisten. Der Wertebereich (Wand-1.Ho¨he) wird aus dem At-
tributwert Ho¨he des u¨bergeordneten Knotens, also Mauerwerk-1 berechnet:






In Schritt 6 wird ein Datum gebunden. In den folgenden Schritten (Abbildung
7.5 rechts) findet eine Bottom-Up-Phase statt. Die Schritte 7-9 fassen jeweils zwei
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Regeln zusammen: Die Regel R
P
erzeugt eine partielle Instanz und die Regel R
K
erzeugt eine vollsta¨ndige Instanz. Dabei werden die Werteberechnungsfunktio-
nen fu¨r alle Attribute der jeweiligen Knoten aufgerufen. Fu¨r die gefundene Regi-
on Region-4 erha¨lt das Attribut Wand-2.Ho¨he 6 den Wert 6,28 m, der aus den Daten
berechnet wird.
In Schritt 10 wird durch die Regel R
P
eine partielle Instanz Mauerwerk-2 erzeugt.
Die Regel R
K
kann noch nicht feuern, solange nicht alle obligatorischen Teile in-
stanziert sind (das sind mindestens vier Wa¨nde). Das Attribut Mauerwerk-2.Ho¨he
erha¨lt jedoch einen neuen Wert: V(Mauerwerk-2.Ho¨he)= (1; 7m; 3; 8m). Dieser At-
tributwert ist noch nicht ”scharf“, weil noch nicht alle obligaten Teile gefunden



































Abbildung 7.6.: In einer erneuten Top-Down-Phase kann aufgrund des Vorwissens der
Wertebereich fu¨r das Attribut Ho¨he der hypothetischen Instanz Wand-3
eingeschra¨nkt werden
In den na¨chsten Analyseschritten, die in Abbildung 7.6 dargestellt sind, wird ein
6Wie in Abschnitt 7.2.2 erla¨utert, wird bei der inkrementellen Dokumentation des Analysefort-
schrittes ein Knoten bei A¨nderung eines Attributes durch einen neuen ersetzt. Daher erhalten
modifizierte Knoten eine andere, eindeutige Nummer als vorher.
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zweiter Instanzknoten Wand-3 erzeugt. Da der Wert des Attributes Mauerwerk-
2.Ho¨he neu ist, ergibt sich nach Gleichung 7.22 ein Wertebereich (Wand-3.Ho¨he) =
(0; 68m; 3; 8m). Nach erfolgter Bindung des Datenknotens Region-7 erha¨lt das At-
tribut den Wert V (Wand-3.Ho¨he) = (1; 69m) (nicht abgebildet). Diejenigen Hypo-
thesen, in denen eine Region gebunden wurde, die nicht in dem Attributwerte-
bereich liegt, erhalten eine schlechtere Bewertung und werden (vermutlich) nicht
weiter expandiert.
Die na¨chsten beiden Wa¨nde sind nicht mehr sichtbar, es wird deshalb das Spe-
zialobjekt HiddenRegion gebunden. Nach vollsta¨ndiger Instanzierung der vier ob-
ligaten Wa¨nde feuert die RegelR
P
fu¨r den Knoten Haus-1, der Status wechselt auf
partielle Instanz und das Attribut Ho¨he erha¨lt einen neuen Wert, der sich aus der
Ho¨he des Mauerwerks plus einer Abscha¨tzung der Dachho¨he ergibt, die relativ
angegeben wird (das 1,8-fache der Mauerwerkho¨he). Fu¨r das als na¨chstes zu su-
chende Dach ergibt sich damit ein eingeschra¨nkter Wertebereich.
Das sukzessive Einengen der Attributwerte durch die mehrfachen Berechnungs-
phasen erfolgt durch Akkumulation von Informationen, die notwendig sind, um
das komplexe Problem lo¨sen zu ko¨nnen.
Die dynamische Anpassung des Attributwertebereichs an die bereits erstellte
Szenenbeschreibung durch modellgetriebene Propagation ist ein Kennzeichen
der intensionellen Beschreibung. Im Unterschied dazu findet in prototypischen
oder extensionellen Beschreibungen keine solche Anpassung statt. Die Bewer-
tung vergleicht die aus dem Signal gewonnene Szenenbeschreibung mit jeweils
genau einem individuellen Prototyp, wodurch der Suchaufwand (Anzahl der zu
vergleichenden Prototypen) unter Umsta¨nden enorm groß wird.
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Obwohl die hier betrachteten Szenen fu¨r den menschlichen Betrachter relativ
”einfach“ erscheinen, stellt sich fu¨r die automatische Analyse bereits ein betra¨cht-
licher Suchaufwand ein. So ergibt sich fu¨r die Szene ”Haus-1“, mit den in Ab-
schnitt 5.3 vorgestellten Segmentierungsergebnissen, fu¨r die Suche nach den obli-
gaten Komponenten eines Hauses (2 sichtbare Wa¨nde, 1 Dachha¨lfte und eine ”Bo-
denregion“) unter Verwendung der gefundenen 16 Regionen folgende Anzahl an
mo¨glichen Permutationen: 16151413 = 43680. Dabei ist bereits beru¨cksich-
tigt, daß nur maximal zwei Wa¨nde und eine Dachha¨lfte sichtbar sein ko¨nnen. Un-
ter Beru¨cksichtigung der optionalen Komponenten und Spezialisierungen steigt
die Anzahl der theoretisch mo¨glichen Deutungen auf 16! = 2; 1  1013. Aus die-
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sen U¨berlegungen wird deutlich, daß das Problem nur durch Einschra¨nkung des
Suchraums und eine entsprechende Analysestrategie zu lo¨sen ist.
Als erste Maßnahme wird daher die Interpretation in zwei Phasen gegliedert:
Die erste Phase bestimmt die obligatorischen Komponenten. Dabei wird davon
ausgegangen, daß sich genau ein Haus in der Szene befindet. In der zweiten Ana-
lysephase wird nach optionalen Teilen gesucht. Aufgrund des Vorwissen und der
bestehenden Szenenbeschreibung ist die Suche dabei sehr zielgerichtet.
Beschra¨nkung der Suche
Eine Mo¨glichkeit zur Beschra¨nkung der Suche ist die bereits beschriebene Ver-
wendung einer Datensuchfunktion, die nur geeignete Kandidaten aus der Liste
der Segmentierungsdaten zuru¨ckliefert, wie in Abschnitt 7.4 gezeigt. Daru¨ber
hinaus bietet der in Abschnitt 7.2.3 beschriebene Kontrollalgorithmus verschie-
dene Mo¨glichkeiten zur Reduktion des Suchaufwandes. Im einzelnen sind das:
 Abbruch der Suche, wenn das vorgegebene Zielkonzept vollsta¨ndig instan-
ziert wurde.
 Entfernen von unzula¨ssigen Suchbaumknoten.
 Entfernen von redundanten Suchbaumknoten.
 Verwendung einer Restkostenabscha¨tzung.
Als Abbruchbedingung dient in der ersten Phase das Kriterium, ob im gerade
expandierten Suchbaumknoten eine vollsta¨ndige Instanz des Konzeptes Szene er-
zeugt wurde. Ist das der Fall, so ist die erste Phase beendet, es wurden alle ob-
ligaten Komponenten instanziert. Das Ergebnis der Suche ist der bestbewertete
Suchbaumknoten des Suchbaums.
Die Bewertung kennzeichnet Suchbaumknoten, die unmo¨gliche Deutungen dar-
stellen, als unzula¨ssig. In der hier zugrunde liegenden Wissensbasis wird bei-
spielsweise fu¨r Instanzen des Konzeptes Mauerwerk u¨berpru¨ft, ob sich die gefun-
denen Wa¨nde im Winkel von ca. 90 schneiden oder ob der Winkel ca. 270 ent-
spricht. Der letztere Fall wird durch die Suchfunktion fu¨r Regionen nicht u¨ber-
pru¨ft, so daß etwa eine Hauswand und eine Anbauwand als Hypothese fu¨r die
Grundmauern des Hauses erzeugt werden ko¨nnen, die einen Außenwinkel von
270
 statt der erwarteten 90 besitzen. Diese Hypothese wird daher durch die Be-
wertung als unzula¨ssig zuru¨ckgewiesen.
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Die Entfernung redundanter Suchbaumknoten basiert auf dem Prinzip der dyna-
mischen Programmierung [Win92]: Wird auf der Suche nach einem Zielpfad im
Suchbaum ein (Zwischen-)Knoten u¨ber verschiedene Pfade erreicht, so kann in
den schlechter bewerteten Pfaden kein anderer Weg mehr enthalten sein, der eine
bessere Bewertung liefert. Mit anderen Worten: Wird eine bestimmte Szenenbe-
schreibung auf unterschiedlichen Pfaden erreicht, so braucht nur der beste Pfad
weiter betrachtet zu werden, alle anderen ko¨nnen entfernt werden. Das gezielte
Entfernen von Suchbaumknoten heißt Pruning.
Das Problem besteht nun aber darin, effizient zu erkennen, wann zwei Such-
baumknoten dieselbe Szenenbeschreibung darstellen. Dies kann problemun-
abha¨ngig nur schwer ausgedru¨ckt werden. Daher wird hier von den folgenden
U¨berlegungen ausgegangen: Redundante, gleichwertige Interpretationen entste-
hen in der vorliegenden Anwendung, wenn beispielsweise zwei Wa¨nden eines
Hauses einmal die Region A fu¨r die erste Wand und B fu¨r die zweite zugeordnet
wird und als zweite Variante aufgrund der Kombinatorik als erste Wand B und
A als zweite. In diesem Fall ist der schlechter (oder gleich) bewertete Suchbaum-
knoten redundant und kann entfernt werden. Der Vergleich zweier Suchbaum-
knoten pru¨ft daher, ob 1. dieselben Regionen als Daten gebunden sind, ob 2. diese
Regionen einen Vaterknoten (auf der semantischen Ebene) desselben Konzeptes
besitzen und ob 3. beide Knoten denselben Expansionsgrad besitzen. Das letz-
tere Kriterium vergleicht, ob die Suchbaumknoten dieselbe Anzahl von Instan-
zen enthalten. Nur so ist der folgende Vergleich der Bewertungen zwischen zwei
Suchbaumknoten zula¨ssig. Dieses spezielle fu¨r das Problem entwickelte Kriteri-
um kann rechentechnisch schnell u¨berpru¨ft werden.
Die Verwendung eines Restkostenterms r(S
i
) in Gleichung 7.1 bewirkt, daß nur
noch die Pfade mit den geringsten Kosten expandiert werden [Win92]. Als ei-
ne mo¨gliche Abscha¨tzung der Restkosten r(S
i
) wird ein empirisches Maß ein-
gefu¨hrt, das auf einer Abdeckung des Signals a
Signalabdeckung
beruht und in die
























die Anzahl aller Pixel ungleich Null im Label-Bild dar und
N
gebunden
die Anzahl der Pixel der im Suchbaumknoten als Datenobjekte gebun-




wurden empirisch wie folgt eingestellt:
k
1
= 0; 1, k
2
=  0; 4.
76 7. Interpretation des Szeneninhaltes
Abbruchbed. Pruning Restkosten SB-Knoten Regeln Ergebnis
Szene ”Haus-1“
theoretische maximale Anzahl 43680
nein nein nein 1618 22945 richtig
nein ja nein 976 12735 richtig
ja nein nein 164 1705 richtig
ja ja nein 128 1185 richtig
ja ja ja 24 142 falsch
Szene ”Restaurant“
theoretische maximale Anzahl 43680
nein nein nein 271 6262 richtig
nein ja nein 231 4707 richtig
ja nein nein 28 269 richtig
ja ja nein 28 265 richtig
ja ja ja 21 146 richtig
Abbildung 7.7.: Reduktion des Suchaufwandes
Die Wirkungsweise der einzelnen Maßnahmen zur Sucheinschra¨nkung ist in der
Abbildung 7.7 fu¨r die Szenen ”Haus-1“ und ”Restaurant“ dokumentiert. Die er-
sten drei Spalten geben verschiedene Kombinationen u¨ber die Verwendung des
Abbruchkriteriums, des Prunings und einer Restkostenabscha¨tzung wieder. Das
Pruning umfaßt hierbei sowohl das Entfernen unzula¨ssiger, als auch redundanter
Suchbaumknoten.
Die jeweils erste Zeile (Abbruch nein, Pruning nein, Restkosten nein) entspricht
einer vollsta¨ndigen Suche unter Verwendung eines modellbasierten Matching
der Segmentierungsdaten. Der Vergleich zu den maximal mo¨glichen Kombinatio-
nen von 43680 7 zeigt den deutlichen Gewinn dieses Vorgehens. Dieses Ergebnis
spiegelt sich auch in der Anzahl der angewandten Regeln (Spalte Regeln).
Die Verwendung des Prunings bringt vor allem bei der Anzahl der gefeuerten Re-
geln, die die Dauer der Suche bestimmen, eine Reduktion des Aufwandes um ca.
24-45 %. Die gro¨ßte Verringerung des Suchaufwandes liefert die Verwendung des
Abbruchkriteriums. Die Verwendung einer empirischen Restkostenabscha¨tzung
bringt ebenfalls eine Reduktion des Aufwandes. Sie fu¨hrt fu¨r die Szene ”Haus-1“
jedoch zu einer falschen Interpretation. Dies ist darauf zuru¨ckzufu¨hren, daß die
empirische Restkostenabscha¨tzung nicht gut an das Problem angepaßt ist. Eine
Optimierung fu¨r die hier betrachteten Szenen wa¨re sicher mo¨glich. Das Versagen
zeigt aber die Gefahr der empirischen Restkostabscha¨tzung: Sie kann bei leichter
7Die Szenen ”Haus-1“ und ”Restaurant“ haben zufa¨llige dieselbe Anzahl von 16 Regionen aus
der Segmentierung.
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Fehlanpassung zum falschen Interpretationsergebnis fu¨hren. Besteht das Ziel in
einer robusten Interpretation, so wird man wahrscheinlich auf eine empirische
Restkostabscha¨tzung verzichten und dafu¨r eine etwas umfangreichere Suche in
Kauf nehmen. In Anhang A ist das Ergebnis der Interpretation ohne optionale
Komponenten fu¨r die Szene ”Restaurant“ abgebildet.
Suche nach optionalen Komponenten
Nach erfolgter Instanzierung der obligatorischen Szenenkomponenten erfolgt
die Suche nach optionalen Komponenten. Diese ist wiederum zweigeteilt: zu-
erst werden die Komponenten des Hauses (oder Ha¨user, falls die Szene mehrere
entha¨lt) gesucht, danach weitere Szenenobjekte, die nicht na¨her spezifiziert sind
und dem Knotentyp Objekt in der Wissensbasis entsprechen. Der Grund fu¨r diese
Zweiteilung ist, daß die Suche nach den Komponenten eines Hauses aufgrund
des allgemeinen Modellwissens und des Wissens u¨ber die Szene sehr zielgerich-
tet arbeitet. Fu¨r Komponenten, wie Hausanbauten oder Dachgauben ist sehr gut
vorherzusagen, wo diese geometrisch auftreten. Mit diesem Vorwissen ko¨nnen
die optionalen Komponenten sehr sicher bestimmt werden, da die Bewertung
sehr selektiv ist.
Die Suche nach den verbleibenden unspezifischen Szenenobjekten endet, wenn
keine ungebundenen, das heißt, noch nicht interpretierten Segmentierungsdaten
(Regionen) mehr vorhanden sind.
Zuordnung der Szenenkonturen
Nachdem der Szeneninhalt anhand des regionenbasierten Segmentierungsergeb-
nisses gedeutet wurde, werden die Verbindungen der zusammenha¨ngenden Sze-
nenkomponenten, die sich als Schnittkanten der dreidimensionalen Polygon kon-
kretisieren, den Szenenkonturen im (Kontur-)Bild zugeordnet. Die Szenenkontu-
ren spielen damit fu¨r die Interpretation eine untergeordnete Rolle, da sie keinen
Einfluß auf die Deutung haben. Sie sind jedoch fu¨r die nachfolgende Oberfla¨chen-
rekonstruktion wichtig.
Aufgrund der aus der Stereoauswertung grob bekannten Lage der Polygone im
Raum kann die Lage der Konturen durch Projektion der Schnittkanten der Raum-
polygone in die Bildebene relativ gut vorhergesagt werden. Mit dieser Vorgabe
findet eine Datensuchfunktion [Wiebe98] die besten Kandidaten der zugeho¨ren-
den Kontursegmente im Bild.
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7.7. Entwicklungswerkzeuge und
Erkla¨rungskomponente
Der Entwurf einer Wissensbasis erfolgt zum einen deklarativ mit dem Ergebnis
einer strukturellen Beschreibung wie in Abschnitt 3.5 beschrieben. Insbesondere
die prozeduralen Inhalte, wie die Funktionen zur Datenbindung und Bewertung,
werden jedoch in Hinsicht auf eine effiziente Analyse entwickelt. Daher ist es un-
erla¨ßlich, diese sta¨ndig anhand realer Analysesituationen zu testen und weiter
zu entwickeln. Diese interaktiven Entwicklungszyklen werden durch Entwick-
lungswerkzeuge und Erkla¨rungskomponenten gezielt unterstu¨tzt.
Abbildung 7.8.: Arbeitssitzung mit verschiedenen Browsern
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Fu¨r das Rahmensystem AIDA [Bueck98] wurden daher die folgenden Kompo-
nenten entwickelt:
 Der Kontroll-Browser erlaubt den Zugriff auf die Kontrollstrukturen der
Interpretation. Das ist im einzelnen: Die (Re-)Initialisierung der Suche,
das Setzen eines Zielkonzeptes und die Manipulation der Inferenzregeln
in einem separaten Strategie-Editor. Zur Verfolgung des Analyseablaufes
kann die Suche schrittweise, das heißt, immer genau eine Inferenzregel pro
Schritt ausgefu¨hrt werden oder solange, bis der Knoten eines Konzeptes
manipuliert wird, der als Breakpoint gesetzt wurde. Der Analysefortschritt
wird fu¨r jeden Schritt im Suchbaum- und Netz-Browser dokumentiert.
 Der Suchbaum-Browser zeigt den aktuellen Suchbaum als Graph an. Bei
Auswahl eines Suchbaumknotens wird dieser im Netz-Browser dargestellt.
 Der Netz-Browser zeigt den Inhalt eines Suchbaumknotens. Bei schrittwei-
ser Suche (Schrittfunktion des Kontroll-Browsers) wird automatisch nach
jedem Schritt der beste Suchbaumknoten angezeigt. Der Browser kenn-
zeichnet die unterschiedlichen Instanz-Stati und verschiedenen Kantenty-
pen farblich.
 Bei Beta¨tigung eines Knotens oder einer Netzwerkkante wird fu¨r das betref-
fende Objekt ein Daten-Browser geo¨ffnet. Fu¨r Knoten ko¨nnen deren Attri-
bute aus einem Menu¨ ausgewa¨hlt und in einem weiteren Browser geo¨ffnet
werden.
 In zwei speziellen Bild-Browsern werden die Segmentierungs- und Bildda-
ten (Regionen und Kanten) dargestellt. Durch Beta¨tigung einer Region wird
der dazu geho¨rende Netzwerkknoten im Daten-Browser geo¨ffnet. Ferner
sind spezielle Visualisierungsfunktionen vorgesehen.
Die Abbildungen 7.8 und 7.9 zeigen eine typische Arbeitssitzung mit geo¨ffne-
ten Browsern. Mit ihrer Hilfe ko¨nnen die Daten und Analyseabla¨ufe dargestellt
und verfolgt werden. Die Daten-Browser unterstu¨tzen einen Editier-Modus. Da-
mit ist es mo¨glich, die Wissensbasis - auch zur Laufzeit - zu vera¨ndern. Sehr
zweckma¨ßig ist beispielsweise die Mo¨glichkeit, eine Bewertungsfunktion anhand
einer konkreten Analysesituation zu testen und interaktiv zu vera¨ndern. Diese Ei-
genschaft ist durch die Einbindung des Tcl/Tk-Interpreters (vergleiche Abschnitt
6.6) mo¨glich, was das System zu einem sehr flexiblen Experimentalsystem macht.
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Abbildung 7.9.: Arbeitssitzung mit den Bild-Browsern
7.8. Diskussion der entwickelten
Interpretationskomponente
Die entwickelte Interpretationskomponente ist von zentraler Bedeutung fu¨r das
vorgeschlagene Analysesystem zur Gewinnung einer effizienten Oberfla¨chenbe-
schreibung von Geba¨udeszenen aus Stereobildern.
Da eine Erkennung von Geba¨uden wegen der Vielfalt der realen Szenen als Gan-
zes nicht mo¨glich ist, wird das Problem in Teilprobleme zerlegt. Dazu wurde das
strukturierte generische Szenenmodell entwickelt, das eine Zerlegung der Sze-
ne in Komponenten erlaubt. Die Interpretation erzeugt daraus Hypothesen fu¨r
die Komponenten und muß diese darauf unter Beru¨cksichtigung von Unsicher-
heiten zu einer Gesamtinterpretation zusammenfassen. Das vorliegende System
erreicht dies durch ein aufeinander abgestimmtes Bewertungssystem und einen
problemunabha¨ngigen Kontrollalgorithmus. Die Verwendung von Top-Down-
und Bottom-Up-Phasen erlaubt die Akkumulation von Information, eine Ein-
schra¨nkung des Suchraumes und damit verbunden eine Reduktion der Unsicher-
heiten.
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Fu¨r die untersuchten Szenen konnte gezeigt werden, daß die entwickelte Inter-
pretationskomponente eine Deutung des Bildinhaltes findet. Wie die experimen-
tellen Untersuchungen weiterhin zeigen, ist der problemunabha¨ngige Kontrollal-
gorithmus geeignet, eine Interpretation mit Hilfe des entwickelten generischen
Szenenmodells in Form des beschriebenen semantischen Netzes zu liefern. Zur
Erho¨hung der Effizienz wa¨hrend der Suche wurden in Abschnitt 7.6 weitere wir-
kungsvolle Prinzipien vorgeschlagen. Diese sind auf andere Probleme u¨bertrag-
bar, mu¨ssen jedoch individuell angepaßt werden. Der Systemingenieur muß da-
bei im allgemeinen einen Kompromiß finden zwischen einer mo¨glichst schnellen
Suche und einem robusten Verhalten des Systems.
Zum Gelingen der Interpretation tra¨gt in jedem Fall die Qualita¨t der Wissensbasis
eine entscheidende Rolle. Die entwickelte grafische Oberfla¨che mit den Daten-
Browsern und Monitor-Funktionen zum Visualisieren der Analyseabla¨ufe stel-
len eine notwendige Hilfe fu¨r den Entwickler der Wissensbasis dar. Insbesonde-
re fu¨r die prozeduralen Inhalte, wie die Berechnungsfunktionen, ist die sta¨ndi-
ge U¨berpru¨fung anhand konkreter Analysesituationen erforderlich. Das heuristi-
sche Wissen steuert daru¨ber hinaus die Analysestrategie und somit die Analy-
seabla¨ufe. Ohne eine entsprechende Visualisierung wu¨rde die Entwicklung der
Wissensbasis sehr viel umsta¨ndlicher.
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8. Erzeugung der
Oberfla¨chenbeschreibung
Die Oberfla¨chenrekonstruktion hat die Aufgabe, die Messungen aus der Bild-
verarbeitung und die Ergebnisse der Interpretation zu einer konsistenten Ober-
fla¨chenbeschreibung zusammenzufassen. Zur Oberfla¨chenbeschreibung werden
entweder Dreiecksnetze fu¨r allgemeine Objekte oder Polygone fu¨r die speziellen
Geba¨udekomponenten verwendet.
Neben den Meßwerten aus der Bildverarbeitung werden topologische Informa-
tionen und Randbedingungen aus der Szenenbeschreibung in eine geeignete
Form gewandelt und fu¨r die Oberfla¨chenrekonstruktion benutzt. Um zu einer
vollsta¨ndigen Oberfla¨chenbeschreibung zu gelangen, werden mehrere Bildan-
sichten integriert. Als letzter Analyseschritt wird eine Texturkarte aus den Ein-
gangsbildern erzeugt.
8.1. Konzept der entwickelten
Rekonstruktionskomponente
Die Rekonstruktionskomponente besteht aus drei Teilkomponenten: Der geome-
trischen Rekonstruktion, der Registrierung zur Fusion von Teilansichten und der
Scha¨tzung der Oberfla¨chentextur.
Die geometrische Rekonstruktion berechnet aus der wa¨hrend der Interpretation
erzeugten Szenenbeschreibung eine polygonale Oberfla¨chenbeschreibung. Die
polygonalen Komponenten der Szenenbeschreibung, die im semantischen Netz
vorliegen, werden dazu in eine fu¨r die Oberfla¨chenrekonstruktion geeignete Dar-
stellung gewandelt, die im folgenden als relationales, generisches Kostennetz be-
zeichnet wird. Dieses Kostennetz stellt die in der Bildverarbeitung extrahierten
Meßwerte und die aus der Wissensbasis abgeleiteten Randbedingungen in einer
einheitlichen Darstellung als Kostenterme in Bezug zueinander. Die Anzahl der
Daten und Randbedingungen ist dabei variabel und ha¨ngt davon ab, wie vie-
le Meßdaten, Fakten aus der Interpretation und verschiedene Kameraansichten
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Abbildung 8.1.: Konzept der geometrischen Rekonstruktionskomponente
gesammelt werden konnten.
Durch eine numerische Minimierung der Gesamtkosten wird aus dem Kosten-
netz eine Oberfla¨chengeometrie berechnet, die mo¨glichst gut zu den Daten und
den zusa¨tzlichen Randbedingungen paßt. Die Abbildung 8.1 stellt dies in der
U¨bersicht dar. Der na¨chste Abschnitt erla¨utert die Scha¨tzung der geometrischen
Oberfla¨chenbeschreibung im Detail.
Um mehrere Kameraansichten zur Gewinnung der Oberfla¨chenbeschreibung
nutzen zu ko¨nnen, mu¨ssen die einzelnen Kameraansichten auf ein und dassel-
be dreidimensionale Koordinatensystem bezogen werden. Dieser Vorgang heißt
Registrierung. Das zu lo¨sende Problem ist die Scha¨tzung von Position und Ori-
entierung des Stereosensors. Der Abschnitt 8.3 erla¨utert diesen Vorgang.
Nach erfolgter Registrierung und Scha¨tzung der Oberfla¨chengeometrie schließt
sich als letzter Verarbeitungsschritt die Scha¨tzung der Oberfla¨chentextur an, was
in Abschnitt 8.4 beschrieben ist.
8.2. Scha¨tzung der geometrischen
Oberfla¨chenbeschreibung
Die Interpretation liefert eine Beschreibung aller Regionen des in der Bildverar-
beitung gewonnenen Segmentierungsergebnisses. Nach dem strukturierten ge-
nerischen Modell aus Abschnitt 6.7 besteht die Szene aus Polygonteilfla¨chen fu¨r
die speziellen Geba¨udekomponenten und aus Dreiecksnetzen fu¨r Objekte, die
nicht na¨her spezifiziert werden ko¨nnen. Fu¨r die Erzeugung eines Dreiecksnetzes
aus einer Tiefenkarte ko¨nnen die Verfahren aus [Koch97] und [Rie97] eingesetzt
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werden, auf die hier nicht weiter eingegangen wird.
Der folgende Abschnitt bescha¨ftigt sich vielmehr mit der Erzeugung einer poly-
gonalen Oberfla¨chenbeschreibung, die die Randbedingungen aus der Interpreta-
tion und die Meßwerte der Bildverarbeitung beru¨cksichtigt.
8.2.1. Relationales generisches Kostennetz zur Darstellung
von Randbedingungen und Meßwerten
Um Randbedingungen und Daten einheitlich darzustellen, wurde eine Repra¨sen-
tation in Form eines relationalen, generischen Kostennetzes entwickelt. Die zu
scha¨tzenden Polygone und Hilfsdaten stellen die Knoten dieses Netzes dar. Die
Kanten beschreiben die geometrischen Randbedingungen und Relationen zwi-
schen den Knoten.
Knoten des Kostennetzes
Das Kostennetz K sieht als Knoten die Typen Polygondeskriptor, Sichtebene und Ka-
mera vor (Siehe Abbildung 8.2 links). Die Knoten sind als Klassen implementiert





void SetParameter(integer no, float value)
float GetParameter(integer no)
Der Knotenname Name wird aus den Knoten der Szenenbeschreibung u¨bernom-
men. Der Slot Scha¨tzungEnabled ist ein Flag, das angibt, ob die Parameter des Kno-
tens in der Optimierungsphase variiert, das heißt, gescha¨tzt werden sollen. Die
Methode AnzahlParameter() wird von jeder nicht abstrakten Klasse u¨berschrieben
und liefert die Anzahl von Parametern, die diese Klasse entha¨lt. Mit den Metho-
den SetParameter und GetParameter kann auf die Parameter zugegriffen werden.
Die Klasse Polygondeskriptor entha¨lt drei Parameter, die eine Ebene E
i
im Raum





















 z = 1 (8.1)














Abbildung 8.2.: Knotentypen (links) und Relationen (rechts) des Kostennetzes
Das zu scha¨tzende Polygon liegt in der Ebene E
i
, die durch diese Parameter an-
gegeben werden. Die Begrenzung, das heißt, die Kanten des Polygons werden



























deskriptoren. Nach erfolgter Parameterscha¨tzung werden daraus durch Schnitt-
bildung die Schnittkanten und die Eckpunkte der Polygone bestimmt.
Die Klasse Sichtebene stellt wie der Polygondeskriptor eine Ebene im Raum dar,
die durch den Kamerabrennpunkt und den Endpunkten eines Liniensegments in
der Kamerabildebene festgelegt ist (siehe Abbildung 8.3). Die Parameter dieser
Ebene werden nicht variiert. Um dies zu kennzeichnen, liefert die Methode An-
zahlParameter() immer den Wert Null zuru¨ck. Die Sichtebene repra¨sentiert in dem
Kostennetz die Liniensegmente, die aus dem Eingangsbild extrahiert wurden.
Die Objekte der Klasse Kamera enthalten die inneren Kameraparameter aus der
Kalibrierung (siehe Abschnitt 5.1). Die a¨ußeren Kameraparameter werden durch
jeweils drei Parameter fu¨r Position und Orientierung (drei Rotationswinkel um
die Koordinatenachsen) beschrieben. Die Methode AnzahlParameter() liefert da-
her fu¨r Objekte dieser Klasse den Wert sechs zuru¨ck.
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Kanten des Kostennetzes
Die Kanten des Kostennetzes (Abbildung 8.2 rechts) stellen attributierte Relatio-
nen zwischen den Knoten dar. Abha¨ngig davon, was die Relationen darstellen,















). Ferner sind Verbindungen nur mit bestimmten Knotentypen mo¨glich. Die
Kante c
1
verbindet einen Polygondeskriptor mit einer Kamera, Kante c
2
verbin-
det zwei Polygondeskriptoren mit einer Sichtebene. Die folgende Tabelle stellt




Gleichheit der Fla¨chenorientierung und -position 2
c
2
Schnitt von Polygonkante mit Sichtebene 3
c
3
Einhaltung eines Winkels zwischen zwei Ebenen 2
c
4
Parallelita¨t zweier Ebenen 2
c
5
Parallelita¨t zweier Polygonkanten 4
c
6
Gleichheit der Winkel von zwei Ebenen zu einer dritten 3
c
7
Gleichheit der La¨ngen zweier / mehrerer Polygonkanten 1 + 3 N
Wie die Knoten sind die Kanten als Klassen realisiert. Sie besitzen folgende Ei-




Die Methode Kosten() berechnet einen Kostenterm aus den Daten, die in den Kno-
ten repra¨sentiert sind und gegebenenfalls, zum Beispiel als Winkelangabe, in der
Kante gesetzt wurden. Jede Kante stellt somit eine Randbedingung (Constraint)
dar, die von den zu scha¨tzenden Parametern eingehalten werden soll. Das Ge-
wicht geht als Wichtungsterm w in die Bildung der Gesamtkosten ein (siehe un-
ten).
Die Abbildung 8.3 zeigt ein Beispielnetz mit drei Polygondeskriptoren ( PD-1,PD-
2 und PD-3), die mit den links abgebildeten Szenenkomponenten korrespondie-
ren. Zusa¨tzlich entha¨lt das Netz eine Kamera (Kamera-1) und eine Sichtebene (S-
1). Die Kante c
21
1 verbindet die Sichtebene mit den Polygondeskriptoren PD-1
und PD-2. Diese Relation repra¨sentiert als Kosten die Abweichung der Sichtebe-
ne von der Polygonkante, die durch den Schnitt der Polygondeskriptoren PD-1
und PD-2 gebildet wird. Dieser Kantentyp stellt somit einen Bezug zu den Meß-
1Der erste Index des Kantenobjektes kennzeichnet die Art der Relation, der zweite ist eine ein-
deutige Objektnummer.
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werten in Form eines Liniensegmentes in der Kamerabildebene her.
Die Kante c
11
ist der zweite Kantentyp, mit einem Bezug zu den Messungen
der Bildverarbeitung: In dem Kantenobjekt werden die Oberfla¨chennormale und
-position als Sollwerte gespeichert. Sie werden aus den Tiefenmessungen der
Bildverarbeitung gewonnen. Die Methode Kosten() berechnet die Abweichung
















Abbildung 8.3.: Beispiel eines Kostennetzes mit drei Polygondeskriptoren
Die Relation c
3
pru¨ft die Einhaltung des Schnittwinkels zwischen zwei Polygon-





Winkel von 90 vorgegeben. Die Relationen c
5 7
eignen sich fu¨r die Darstellung
von Symmetrieeigenschaften, die bei Geba¨uden sehr ausgepra¨gt sind.
8.2.2. Erzeugung des Kostennetzes aus der
Szenenbeschreibung
Das Kostennetz K entsteht durch Transformation aus der Szenenbeschreibung S.
Die Umsetzung S ! K erfolgt durch die folgenden Schritte:
 Erzeuge fu¨r jeden Instanzenknoten P
i
vom Typ Polygon3D aus S einen Poly-
gondeskriptor PD
i





in den Slot Name des erzeugten Deskriptors. Erzeuge eine geordnete Liste
mit den Nachbarn des Deskriptors.
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 Erzeuge fu¨r jeden Instanzenknoten K
j
vom Typ Kamera3D eine Kamera-
Instanz. Kopiere den Namen.
 Erzeuge fu¨r jeden Instanzenknoten E
k
vom Typ Kante2D aus S eine Sicht-
ebene S
k
. Erzeuge eine part-of-Kante zum dazugeho¨renden Kamera-Objekt.
Erzeuge eine Kante c
2l
und deren Zeiger zu den erzeugten Sichtebenen und
den Polygondeskriptoren, die sich aus den Nachfolgern des Instanzenkno-
tens Verbindung aus der Szenenbeschreibung S ergeben.
 Rufe fu¨r alle Instanzenknoten von S die Methode ErzeugeConstraint.
Die speziellen Constraint-Kanten werden mit Hilfe der Methode ErzeugeCons-
traint erzeugt. Diese ist als benutzerdefinierte Funktion in den Knoten des se-
mantischen Netzes implementiert (Abschnitt 6.5.3). So wird beispielsweise die
90-Schnittwinkelbedingung (c
3
) fu¨r Ha¨userwa¨nde, durch Aufruf der Methode
fu¨r die Instanzen des Konzeptes Verbindung in das Kostennetz eingefu¨gt. Des
weiteren werden Symmetrieeigenschaften fu¨r die Konzepte Haus und Dach mit
dieser Methode in die entsprechenden Constraints umgesetzt.
8.2.3. Gewinnung der Oberfla¨chengeometrie durch
Minimierung des Kostennetzes
Das Kostennetz entha¨lt mit den Meßdaten, den zusa¨tzlichen Randbedingungen
und der topologischen Information alle zur Gewinnung der Oberfla¨chengeome-
trie notwendigen Daten. Freie Parameter sind die Ebenen E
i
, die durch die ge-
suchten Polygone aufgespannt werden. Die Scha¨tzung dieser Parameter erfolgt















(~x) die Kostenfunktionen der Netzkanten dar und w
j
die Ge-
wichte der Relationen. Der Parametervektor ~x ist ein zusammengesetzter Vektor,


























in Gleichung 8.3 dienen im wesentlichen einer Skalie-
rung der Einzelkostenterme in die gleiche Gro¨ßenordnung. Fu¨r die resultierende
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Oberfla¨chenbeschreibung besonders wichtige Kosten ko¨nnen jedoch hiermit be-
tont werden. Dies ist beispielsweise fu¨r die Einhaltung der Kantenschnittbedin-
gung c
2
sinnvoll. Die U¨bereinstimmung der projizierten Polygonkanten mit den
Kanten im Eingangsbild ist notwendig, damit die nachfolgend erzeugten Tex-
turkarten zu der Oberfla¨chengeometrie passen: Verla¨uft in der Texturkarte eine
Kante, die nicht mit der entsprechenden Polygonkante u¨bereinstimmt, so wirkt
das resultierende Oberfla¨chenmodell unrealistisch. Das U¨bereinstimmen der in
die Kameraaufnahmen zuru¨ckprojizierten Polygonkanten ist daher ein Gu¨temaß
fu¨r die geometrische Oberfla¨chenrekonstruktion (siehe Abbildungen 8.4-8.7).
Die Kostenminimierung des Kostennetzes erfolgt durch das Verfahren der kon-
jugierten Gradienten, das sich am vorliegenden Problem als hinreichend schnell
und robust erwiesen hat [Weik95]. Im Anhang B sind die Kostenfunktionen der
einzelnen Kantentypen angegeben.
Abbildung 8.4.: Drahtnetzdarstellung der initialen Oberfla¨chenbeschreibung
Die Anzahl der Parameter in Gleichung 8.4 kann fu¨r komplexe Szenen groß
werden. Um die Anzahl der gleichzeitig zu scha¨tzenden Parameter mo¨glichst
klein zu halten, ist ein hierarchisches Vorgehen bei der Scha¨tzung der Parameter
sinnvoll. Dazu wird zuerst die Oberfla¨chenbeschreibung der ”Hauptkomponen-
ten“der Szene gescha¨tzt. Diese zeichnen sich dadurch aus, daß sie in der part-of-
Hierarchie des semantischen Netzes weiter an dem Wurzelknoten der Szenenbe-
schreibung2 als untergeordnete Komponenten liegen. Dies entspricht der Kom-
positionsstufe, die jedem Knoten des semantischen Netzes zugeordnet wird (ver-
gleiche Abschnitt 7.2.1 zur Berechnung der Priorita¨ten).
2Der (Sub-)Graph der part-of-Hierarchie ist ein Baum
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Die Kompositionsstufe kann daher zur hierarchischen Scha¨tzung genutzt wer-
den: Zuerst werden Polygondeskriptoren der Komponenten mit einer kleinen
Kompositionsstufe erzeugt und die Parameter gescha¨tzt. Danach werden die Po-
lygondeskriptoren durch Ru¨cksetzen des Flags Scha¨tzungEnabled markiert und
damit die Parameter bei der na¨chsten Minimierung nicht mehr vera¨ndert. Als
na¨chstes wird das Kostennetz um Komponenten erweitert, die die na¨chst gro¨ße-
re Kompositionsstufe besitzen, und durch Minimierung werden darauf die Para-
meter der dazugekommenen Polygondeskriptoren gescha¨tzt. Der Vorgang kann
im Prinzip iterativ fu¨r eine beliebige Tiefe von Kompositionsstufen durchgefu¨hrt
werden. Fu¨r die Geba¨udeszenen hat sich alternativ ein zweistufiger Ansatz
bewa¨hrt, wobei zuerst die obligatorischen und im zweiten Schritt die optiona-
len Teile erzeugt und gescha¨tzt werden.
Abbildung 8.5.: Drahtnetzdarstellung nach Optimierung
Die Abbildungen 8.4-8.7 zeigen die Ergebnisse der einzelnen Stufen zur Gewin-
nung der geometrischen Oberfla¨chenbeschreibung. Die Abbildung 8.4 stellt die
initale Oberfla¨chenbeschreibung der obligaten Komponenten dar, die allein unter
Verwendung der topologischen Information und den Meßwerten aus der Szenen-
beschreibung entstanden sind. Das heißt, es wurden keine geometrischen Rand-
bedingungen verwendet 3. Aufgrund der Meßfehler, die aus der Kalibrierung,
der Tiefenmessung und der Segmentierung stammen, sind deutliche Abweichun-
gen zu dem Bildinhalt des Eingangsbildes zu erkennen.
Die Abbildung 8.5 zeigt das Ergebnis der Kostenminimierung. Die ru¨ckprojizier-
ten Polygonkanten stimmen recht gut mit dem Bildinhalt des Eingangsbildes
3Die Polygone werden in der Ru¨ckprojektion als Dreiecke dargestellt
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Abbildung 8.6.: Drahtnetzdarstellung mit optionalen Teilen nach Optimierung
u¨berein. Nach diesem ersten Minimierungsschritt werden alle Knoten des Ko-
stennetzes, die obligatorische Komponenten darstellen, bezu¨glich der weiteren
Minimierung gesperrt (durch Ru¨cksetzen des Flags Scha¨tzungEnabled). Die Abbil-
dung 8.6 zeigt das Ergebnis nach Einfu¨gen und Scha¨tzung der optionalen Teile.
8.3. Scha¨tzung der Kamerabewegung
(Registrierung)
Mit Hilfe einer Ansicht und entsprechendem Vorwissen ko¨nnen, wie die Abbil-
dungen oben zeigen, Geba¨ude rekonstruiert werden. Um die verdeckten Kom-
ponenten mit zu erfassen, mu¨ssen jedoch mehrere Ansichten verwendet werden.
Dazu ist es notwendig, die Kameraparameter Position und Orientierung fu¨r jede
neue Ansicht zu scha¨tzen und auf ein gemeinsames (Welt-)Koordinatensystem
zu beziehen. Dieser Vorgang wird auch als Registrierung bezeichnet.
Der Ansatz zur Scha¨tzung der Kameraparameter einer neuen Ansicht setzt vor-
aus, daß eine erste Oberfla¨chenbeschreibung des abgebildeten Objektes vorhan-
den ist und eine Korrespondenz der Polygonkanten zu den entsprechenden Kan-
ten im Bild hergestellt werden kann. Der Vorgang der Korrespondenzzuordnung
wird bislang manuell unterstu¨tzt durchgefu¨hrt.
Fu¨r die neue Ansicht werden ein Kameraobjekt und die Bildkanten als Sichtebe-
nen in das Kostennetz eingefu¨hrt. Die Korrespondenzen zu den vorhandenen
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Polygonkanten werden, wie in Abbildung 8.3, mit Hilfe der c
2
-Kanten ins Ko-
stennetz eingetragen. Zur Scha¨tzung der Kameraparameter Position und Orien-

























Dabei entspricht ~T dem C-Vektor der CAHV-Kamerarepresentation. Der Vektor
~
R beschreibt die Orientierung der Kamera als drei Rotationswinkel um die Koor-
dinatenachsen.
Abbildung 8.7.: Drahtnetzdarstellung nach erfolgter Registrierung
Zur Scha¨tzung der Kameraparameter werden im Kostennetz die Polygonde-
skriptoren von der Minimierung ausgenommen, indem die Flags Scha¨tzungEna-
bled fu¨r die entsprechenden Knoten zuru¨ckgesetzt werden. Statt dessen wird das
Flag fu¨r den zu scha¨tzenden Kameraknoten gesetzt. Die Kostenminimierung er-
gibt die gesuchten Kameraparameter.
Nach erfolgter Registrierung ko¨nnen bislang verdeckte Komponenten des abge-
bildeten Objektes als entsprechende Polygondeskriptoren in das Kostennetz auf-
genommen und gescha¨tzt werden. Die Scha¨tzung der Polygone kann die Daten
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aus mehreren Ansichten verwerten. Die Abbildung 8.7 zeigt die Drahtgitterdar-
stellung der vollsta¨ndigen Oberfla¨chenbeschreibung der Szene ”Restaurant“nach
erfolgter Registrierung in der neuen Ansicht.
8.4. Scha¨tzung der Oberfla¨chentextur
Als letzter Schritt der Oberfla¨chenrekonstruktion wird eine Texturkarte (verglei-
che Abschnitt 4.1.2) der Oberfla¨che angelegt, die die Oberfla¨chenfarbschattierung
als zweidimensionales Bild festha¨lt. Die Textur wird dabei aus den Kamerabil-



























































Abbildung 8.8.: Abbildung von Koordinatensystemen wa¨hrend der Texturierung
Zur Beschreibung der Oberfla¨chentextur wird eine Texturkarte angelegt, die einer
Abwicklung der Objektoberfla¨che entspricht. Da das zugrunde liegende Polygon
bei der Projektion in die Kamera perspektivisch abgebildet wurde, muß zur Er-
zeugung einer Abwicklung eine perspektivische Entzerrung des Bildausschnittes
vorgenommen werden.
Das in Abbildung 8.8 rechts dargestellte (u,v)-Koordinatensystem der Texturkar-
te entspricht den ersten beiden Komponenten des Objektkoordinatensystems des
Polygons, das seinen Ursprung im ersten Eckpunkt hat und dessen ersten beiden
Komponenten dieselbe Ebene wie das Polygon aufspannt. Die (u,v)-Koordinaten
sind u¨blicherweise auf das Intervall [0,1] normiert [VRML97]. Das heißt, der
a¨ußere rechte Punkt in der Texturkarte in Abbildung 8.8 rechts besitzt die Ko-
ordinaten (1,1), der Ursprung der Texturkarte die Koordinaten (0,0).
Die perspektivische Abbildung des (u,v)-Koordinatensystems in das Koordina-
tensystem der Kamerabildebene erfolgt durch folgende Abbildung:
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Abbildung 8.9.: Texturkarte fu¨r Dachfla¨che aus einer Ansicht




a  u+ b  v + c





d  u+ e  v + f
g  u+ h  v + i
(8.8)
Zur Bestimmung der acht Koeffizienten (a-i) werden die (normierten) Eckkoor-
dinaten der Texturkarte [(0,0),(1,0),(1,1),(0,1)] erst in Objektkoordinaten des Po-
lygons und dann in Weltkoordinaten umgerechnet und anschließend mit Hilfe
des Kameramodells in die Bildebene projiziert. Nach Einsetzen der Wertepaare
in die Gleichungen 8.7 und 8.8 berechnen sich die Koeffizienten durch Lo¨sen des
so gewonnenen Gleichungssystems.
Beim Fu¨llen der Texturkarte entstehen im allgemeinen Zwischenrasterwerte, die
ein Resampling erfordern. Zur Berechnung der Pixel wurde hier eine bilineare In-
terpolation eingesetzt. Ferner sind Verdeckungen zu beru¨cksichtigen. Dazu wird
mit Hilfe einer virtuellen Kamera ein synthetisches Bild der gewonnenen Ober-
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Abbildung 8.11.: Visualisierung der Oberfla¨chenbeschreibung
”
Restaurant“
fla¨chenbeschreibung erzeugt und mit dem Z-Buffer-Algorithmus [Fol92] u¨ber-
pru¨ft, ob ein adressiertes Pixel im (Original-)Kamerabild tatsa¨chlich auf der ge-
rade betrachteten Polygonoberfla¨che liegt oder ob diese durch andere Fla¨chen
verdeckt ist [Col98]. Die Abbildung 8.9 zeigt die Texturkarte einer Dachha¨lfte aus
der Szene ”Restaurant“, die aus einer Ansicht (Abbildung 8.6) gewonnen wurde.
Durch Akkumulation der Texturkarten aus den Teilansichten [Col98, Grau94]
kann eine vollsta¨ndige Texturkarte gewonnen werden. Die Abbildung 8.10 zeigt
eine Visualisierung der aus zwei Kameraansichten gewonnenen Oberfla¨chenbe-
schreibung. Die Abbildungen 8.11 + 8.12 zeigt eine Darstellung der Szene ”Haus“
und ”Restaurant“ in schattierter und texturierter Darstellung.
8.5. Diskussion des entwickelten Rekonstruktionsmoduls 97
Abbildung 8.12.: Visualisierung der Oberfla¨chenbeschreibung
”
Haus“
8.5. Diskussion des entwickelten
Rekonstruktionsmoduls
Zur geometrischen Rekonstruktion der Objektoberfla¨chen wurde eine generische
Repra¨sentation in Form eines Kostennetzes entwickelt, die eine einheitliche Dar-
stellung von Meßdaten und Randbedingungen fu¨r die Rekonstruktion polygo-
naler Oberfla¨chen erlaubt. Diese Repra¨sentation ermo¨glicht es, je nach Analy-
sesituation die verschiedenen Fakten fu¨r eine Teilfla¨che anzusammeln. Dadurch
wird der Informationsverlust durch die Projektion vom Raum in die Bildebene
ausgeglichen.
Der Gewinn durch Einbringung von Vorwissen ist prinzipiell um so gro¨ßer, de-
sto spezieller die Objekt beziehungsweise deren Komponenten sind. So ko¨nnen
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beispielsweise fu¨r die betrachteten Geba¨ude Symmetrieeigenschaften vorteilhaft
fu¨r die Oberfla¨chenrekonstruktion genutzt werden. Durch Einbringung von ent-
sprechendem Vorwissen ist dabei die Verwendung von Stereobildern nicht un-
bedingt erforderlich. In diesem Falle mu¨ßten die aus der Stereoauswertung feh-
lenden Meßdaten (Tiefenmessungen) durch entsprechende Randbedingungen im
Kostennetz kompensiert werden. Zur Auswertung wu¨rden dann als Daten bei-
spielsweise Liniensegmente aus monokularen Kameraansichten ausreichen.
Zur Berechnung unter Verwendung aller Daten wird eine globale Kostenfunktion
der fu¨r die Optimierung ausgewa¨hlten Knoten des Kostennetzes minimiert. Da-
bei ko¨nnen mit derselben Darstellung sowohl die Form der Oberfla¨che als auch
die Kameraparameter Position und Orientierung berechnet werden. Um komple-
xe Objekte behandeln zu ko¨nnen, ist ein hierarchischer Ansatz sinnvoll.
Abbildung 8.13.: Virtuelle Szene mit den gewonnenen Geba¨udemodellen
Die Ergebnisse der Oberfla¨chenrekonstruktion fu¨hren zu Beschreibungen mit ei-
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ner sehr geringen Anzahl von 3D-Primitiven (Polygonen), was insbesondere bei
zeitkritischen Visualisierungsanwendungen, wie Fahr- und Flugsimulatoren, ge-
fordert ist. Die subjektive Qualita¨t ist aufgrund der Verwendung von Texturkar-
ten trotzdem sehr gut. Die Abbildung 8.13 zeigt als Anwendungsbeispiel eine
virtuelle Szene, in der die gewonnenen Geba¨udemodelle zusammengestellt wur-
den.
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9. Zusammenfassung
Diese Arbeit beschreibt ein Analysesystem zur automatischen dreidimensionalen
Rekonstruktion von Geba¨udeoberfla¨chen aus stereoskopischen Kameraaufnah-
men. Bei der Analyse wird durch eine Interpretation szenenspezifisches Wissen
fu¨r die einzelnen Objektkomponenten ausgewa¨hlt und zusammen mit Meßda-
ten, die aus mehreren Kamerabildern gewonnen werden, zu einer effizienten und
konsistenten Oberfla¨chenbeschreibung vereint.
Die einzelnen 3D-Modelle mu¨ssen fu¨r die Verwendung in Sichtsystemen sehr
effizient dargestellt sein, da die Verarbeitungskapazita¨t begrenzt ist. Zum einen
muß dabei die Anzahl der zur geometrischen Beschreibung verwendeten Ober-
fla¨chenprimitive mo¨glichst gering sein, zum anderen soll die Visualisierung
trotzdem realistisch wirken. Bei der herko¨mmlichen Gewinnung durch CAD-
Systeme bringt ein Operator Wissen u¨ber Art und Aufbau der zu modellierenden
Objekte ein. In den bisherigen automatisierten, bildgestu¨tzten Verfahren ist dies
nur ansatzweise der Fall. Die vorliegende Arbeit stellt daher einen Ansatz zur
Darstellung und automatischen Nutzung von Vorwissen fu¨r die gestellte Rekon-
struktionsaufgabe vor.
Zur einheitlichen Darstellung der fu¨r das System erforderlichen Daten und des
szenenspezifischen Vorwissens wurde ein generisches strukturiertes Szenenmo-
dell entwickelt, das auf semantische Netze zur Wissensrepra¨sentation abgebildet
wurde. Mit Hilfe der semantischen Netze ko¨nnen die Komponenten der Szene in
ihren geometrischen, photometrischen, topologischen und strukturellen Eigen-
schaften beschrieben werden. Die explizite Darstellungsform erlaubt es, das Ana-
lysesystem durch Aba¨nderung der Wissensbasis an andere, a¨hnliche Aufgaben
zu adaptieren, ohne daß A¨nderungen an den Verarbeitungskomponenten not-
wendig werden.
Als erster Schritt der Analyse wird aus einem mit einer vorkalibrierten Stereo-
kameraanordnung aufgenommenen Stereobildpaar durch ein stereoskopisches
Tiefenscha¨tzverfahren fu¨r jeden Bildpunkt die Szenentiefe gescha¨tzt. Eine Seg-
mentierung zerlegt darauf den Bildinhalt in Regionen, die sich stu¨ckweise als
Ebenen in der zuvor gewonnenen Tiefenkarte auspra¨gen. Zusa¨tzlich erfolgt eine
Extraktion von geradlinigen Konturen in dem Kamerabild.
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Ausgehend von den Bildregionen aus der Segmentierung fu¨hrt die Interpreta-
tionskomponente, unter Verwendung der Wissensbasis schrittweise eine Bedeu-
tungszuweisung durch. Dabei werden aus den in der Wissensbasis abgelegten
Konzepten, die eine intensionelle Beschreibung der zu erwartenden Komponen-
ten der Szene darstellen, Hypothesen erzeugt. Nach erfolgter Verifikation einer
Hypothese anhand der Bildmerkmale und der weiteren Eigenschaften, die in der
Wissensbasis abgelegt sind, wird eine Instanz aus dem urspru¨nglichen Konzept
erzeugt. Treten bei der Erzeugung von Hypothesen Mehrdeutigkeiten auf, so
werden diese als konkurrierende Hypothesen verfolgt und bewertet. Ein pro-
blemunabha¨ngiger Kontrollalgorithmus, der auf dem A*-Algorithmus basiert,
findet die bestbewertete Alternative. Verschiedene Suchstrategien wurden ent-
wickelt, um den Suchaufwand mo¨glichst gering zu halten. Nach erfolgreicher In-
terpretation liegt eine strukturelle und attributierte Beschreibung der meßbaren
Szenenkomponenten vor.
Die Ergebnisse der Interpretation fu¨r die ausgewa¨hlten Beispielszenen zeigen,
daß die erstellte Wissensbasis und die entwickelte Analysekomponente in der
Lage sind, komplexe Geba¨udeszenen zu analysieren. Fu¨r den praktischen Einsatz
ist die Reduktion des Suchaufwandes in dem problemunabha¨ngigen Kontrollal-
gorithmus bedeutsam. Durch die vorgeschlagenen Maßnahmen ist eine Redukti-
on der expandierten Hypothesen um ca. das 400-1500–fache mo¨glich, ohne die In-
terpretation zu verfa¨lschen. Durch Verwendung einer Restkostenabscha¨tzung in
der Bewertung der Hypothesen ist im Grenzfall sogar ein lineares Suchverhalten
mo¨glich, wenn die Suche nur die jeweils ”richtigen“ Hypothesen verfolgt. Dieses
Vorgehen ist jedoch nicht empfehlenswert, da die Gefahr besteht, daß der Suchal-
gorithmus nicht die optimale Interpretation hinsichtlich der Bewertung findet.
Fu¨r die Oberfla¨chenrekonstruktion wird die Szenenbeschreibung aus der Inter-
pretation in ein Kostennetz umgewandelt. Dieses besteht aus Knoten, die die zu
rekonstruierenden Teilfla¨chen durch Polygonfla¨chen darstellen. Die Kanten des
Kostennetzes repra¨sentieren geometrische Randbedingungen oder Relationen zu
Bildmerkmalen, insbesondere den extrahierten Bildkanten. Mit Hilfe des Kosten-
netzes lassen sich Daten und Randbedingungen aus einer oder mehreren Bildan-
sichten in einer einheitlichen Darstellung in Beziehung zueinander setzen. Die
Berechnung der Oberfla¨chengeometrie erfolgt durch Minimierung der Gesamt-
kosten des Kostennetzes. Mit Hilfe des Kostennetzes ko¨nnen neben den Ober-
fla¨chenparametern auch Kameraparameter einer Aufnahme gescha¨tzt werden.
Diese Kameraregistrierung erfordert eine korrekte Zuordnung korrespondieren-
der Bildkonturen, die zur Zeit manuell unterstu¨tzt vorgenommen wird. Die geo-
metrische Oberfla¨chenbeschreibung wird abschließend durch Gewinnung von
Texturkarten aus den Kamerabildern vervollsta¨ndigt.
Die von der Oberfla¨chenrekonstruktion berechnete Objektgeometrie ist durch
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die Verwendung der stereoskopischen Tiefenmessungen zusammen mit den aus-
gewa¨hlten geometrischen Randbedingungen und der Konturinformation kanten-
treu. Das heißt, bei Ru¨ckprojektion der gewonnenen Oberfla¨chenbeschreibung in
die Kameraaufnahmen stimmen die Polygonkanten mit den tatsa¨chlichen Ob-
jektkanten gut u¨berein. Dieses Kriterium ist insbesondere wichtig, um korrekte
Texturkarten erzeugen zu ko¨nnen. Die aus dem Ansatz resultierenden, texturier-
ten Oberfla¨chenmodelle erreichen ein fotorealistisches Aussehen und sind auf-
grund der niedrigen Anzahl von 3D-Polygonen gut fu¨r den Einsatz in Sichtsy-
stemen geeignet. Der Grad der Detailliertheit kann dabei frei in der Wissensbasis
eingestellt werden. Aufgrund des wissensbasierten Ansatzes ko¨nnen dabei ins-
besondere bedeutsame Details durch Einfu¨gen entsprechender Objektbeschrei-
bungen in die Wissensbasis beru¨cksichtigt werden.
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Abbildung A.2.: Szenenbeschreibung der Szene
”
Restaurant “ohne optionale Teile
B. Kostenfunktionen des Kostennetzes
Die Kanten des in Abschnitt 8.2.1 beschriebenen Kostennetzes repra¨sentieren die
im folgenden aufgefu¨hrten Kostenfunktionen als Funktion von ~x (siehe Glei-
chung 8.4 und 8.6):
















wird zwischen den Normalenvektoren der beiden Ebenen gemes-
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soll
gibt den vorgegebenen Winkel an.
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(~x) wird zwischen den Normalenvektoren der ersten Ebene zur
Referenzebene gegemessen. Der Winkel '
2
(~x) entsprechend.
































entha¨lt eine Referenzebene und eine Liste der La¨nge N von
Tripeln aus jeweils drei Ebenen. Der Ausdruck (i)(~x) gibt den Abstand des je-
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