We study the multipliers of multiple Fourier series for a regular system on anisotropic Lorentz spaces. In particular, the sufficient conditions for a sequence of complex numbers {λ k } k∈Z n in order to make it a multiplier of multiple trigonometric Fourier series from Lp[0; 1] n to
Introduction
The problem of Fourier series multipliers can be formulated by the following way:
Let 1 ≤ p ≤ q ≤ ∞. It is said that the sequence of complex numbers λ = {λ k } k∈Z is a trigonometrical Fourier series multiplier from Lp [0, 1] Analogously the problem about Fourier transform multipliers can be formulated as follows:
Let 1 ≤ p ≤ q ≤ ∞, 0 < r ≤ ∞. It is said that φ is a Fourier transform multiplier from Lp,r to Lq,r, briefly φ ∈ M q,r p,r , if there exists c > 0, such that for every function f in the Schwartz space S the following inequality holds
where Tφ(f ) = F −1 φFf , F and F −1 are the direct and the inverse Fourier transforms in R, respectively, and 
Assume that the function φ is continuously differentiable on R {0} and satisfies the following conditions
then φ is Fourier transform multipliers from Lp to Lq and
The analogue of Lizorkin theorem for Fourier series was obtained in [4] Theorem 2. Let 1 < p < q ≤ ∞, A > 0. If the sequence of complex numbers λ = {λ k } k∈N satisfy the following conditions:
then λ is Fourier series multiplier from Lp to Lq and
Our aim is to prove analogue of Theorem 2 for multiple Fourier series multipliers.
Auxiliary results
First we will consider the two-dimensional case. Further, this method will be used for m− dimensional case.
2 ), where the norm is defined by the following way:
Lemma 1. Let 1 ≤ p, q ≤ ∞, f ∈ Lp with respect to first variable and f ∈ X with respect to second variable, then
here Sm 1 (f ) is partial sum of function f with respect to first variable.
Proof. Using the representation of partial sum by the first variable in the form of a convolution with the Dirichlet kernel and Young's inequality for convolutions, we obtain:
Lemma 2. Let 1 ≤ p, q ≤ ∞, f ∈ X with respect to first variable and f ∈ Lp with respect to second variable, then
where Sm 2 (f ) is partial sum of function f by second variable.
Proof. Using the representation of partial sum by the second variable in the form of a convolution with the Dirichlet kernel and Young's inequality for convolutions, we obtain:
where 0 < θ < 1,
.
Proof. The norm with respect to first variable
can be considered as a function of one variable (y), then taking into account that (Lp 0 , Lp 1 ) θ,τ = Lp,τ, we obtain the statement of lemma.
Proof. Let us make an arbitrary decomposition of f in the form f = f 0 + f 1 , where f 0 (x, y) ∈ Lp 0 and f 1 (x, y) ∈ Lp 1 with respect to second variable y. Then
Taking into account that the representation f = f 0 + f 1 , is arbitrary, we obtain that
The proof is complete.
Proof. Let 1 ≤ r, q ≤ ∞, then ∃C > 0 :
Step 1. Let 0 < α ≤ 1− For r = p 0 we have
Further there exists p 1 such that
Consequently we have
Moreover, according to previous lemma and Interpolation theorem for Lebesgue spaces we get
Step 2.
q . In this case we set that 0 <̃︀ α ≤ 1 − 1 p and applying Step 1 we obtain
Main result
Let E = {ε = (ε 1 , ..., εm) : ε i = 0 or ε i = 1, i = 1, ..., m}. Proof. Furthermore by tilde we denote elements from m − 1 dimensional spaces. Let us consider partial sum Further, using Interpolation theorem for anisotropic Lorentz and Lebesgue spaces with mixed norm [9] , we get statement of theorem.
Conclusion
In this article auxiliary lemmas and theorem on multiple Fourier series multipliers in Lorentz spaces are formulated and proved. These results received for more general case with regular system.
