Galois Groups of Composed Schubert Problems by Sottile, Frank et al.
ar
X
iv
:1
91
0.
06
84
3v
2 
 [m
ath
.A
G]
  1
1 J
un
 20
20
GALOIS GROUPS OF COMPOSED SCHUBERT PROBLEMS
FRANK SOTTILE, ROBERT WILLIAMS, AND LI YING
Abstract. Two Schubert problems on possibly different Grassmannians may be com-
posed to obtain a Schubert problem on a larger Grassmannian whose number of solutions
is the product of the numbers of the original problems. This generalizes a construction
discovered while classifying Schubert problems on the Grassmannian of 4-planes in C9
with imprimitive Galois groups. We give an algebraic proof of the product formula. In
a number of cases, we show that the Galois group of the composed Schubert problem
is a subgroup of a wreath product of the Galois groups of the original problems, and
is therefore imprimitive. We also present evidence for a conjecture that all composed
Schubert problems have imprimitive Galois groups.
Dedicated to William Fulton on the occasion of his 80th birthday.
Introduction
In his 1870 treatise “Traite´ des Substitutions et des e´quations alge´brique”, C. Jordan [8]
observed that problems in enumerative geometry have Galois groups (of associated field
extensions) which encode internal structure of the enumerative problem. Interest in such
enumerative Galois groups was revived by Joe Harris through his seminal paper [7] that
revisited and extended some of Jordan’s work and gave a modern proof that the Galois
group equals a monodromy group. The Galois group of an enumerative problem is a
subgroup of the symmetric group acting on its solutions. Progress in understanding
enumerative Galois groups was slow until the 2000’s when new methods were introduced
by Vakil and others, some of which were particularly effective for Schubert problems on
Grassmannians.
Vakil’s geometric Littlewood-Richardson rule [18] gave an algorithmic criterion that
implies a Galois group of a Schubert problem (a Schubert Galois group) contains the
alternating group (is at least alternating). This revealed some Schubert problems whose
Galois groups might not be the full symmetric group, as well as many that were at least
alternating [19]. A numerical computation [10] of monodromy groups of some Schubert
problems found that all had full symmetric Galois groups, providing evidence that the
typical Schubert Galois group is full symmetric. Vakil’s experimentation suggested that
Schubert Galois groups for Grassmannians of two- and three-dimensional linear subspaces
should always be full symmetric, but that this no longer holds for four-planes in C8.
In fact (with help from Derksen), Vakil identified a Schubert problem with six solutions
whose Galois group is the symmetric group S4, and the action is that of S4 on subsets
of {1, 2, 3, 4} of cardinality two. It was later shown that all Schubert Galois groups for
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Grassmannians of 2-planes are at least alternating [3] and those for Grassmannians of
3-planes are doubly transitive [16], which supports Vakil’s observations. All Schubert
problems on the next two Grassmannians of 4-planes whose Galois groups are not at
least alternating were classified, those in C8 in [12] and in C9 in [13]. Of over 35,000
nontrivial Schubert problems on these Grassmannians, only 163 had imprimitive Galois
groups. Besides the example of Derksen/Vakil, this study found two distinct types of
constructions giving Schubert problems with imprimitive Galois groups.
Our goal is to better understand one of these types, called Type I in [13]. We generalize
the construction in [13] and call it composition of Schubert problems (Definition 2.7). We
prove a product formula (Theorem 2.9) for the number of solutions to a composition of
Schubert problems, which includes a combinatorial bijection involving sets of generalized
Littlewood-Richardson tableaux (explained in Remark 2.13). In many cases, we show that
the Galois group of a composition of Schubert problems is imprimitive by embedding it
into a wreath product of Galois groups of Schubert problems on smaller Grassmannians.
In Section 1 we recall some standard facts about Schur functions and the Littlewood-
Richardson formula, and then deduce some results when the indexing partitions involve
large rectangles. In Section 2 we use these formulas to give some results in the cohomology
ring of Grassmannians. We also define the main objects in this paper, a composable Schu-
bert problem and a composition of Schubert problems, and prove our main theorem which
is a product formula for the number of solutions to a composition of Schubert problems.
In Section 3 we define a family (block column Schubert problems) of composable Schubert
problems and prove a geometric result that implies the Galois group of a composition with
a block column Schubert problem is imprimitive. We also present computational evidence
for a conjecture that all nontrivial compositions have imprimitive Galois groups.
1. Schur functions and Littlewood-Richardson coefficients
We recall facts about Schur functions and Littlewood-Richardson coefficients which are
found in [6, 11, 15, 17]. We use these to establish some formulas for products of Schur
functions whose partitions contain large rectangles. This includes bijections involving
generalized Littlewood-Richardson tableaux which count the coefficients in such products.
1.1. Symmetric functions. A partition λ is a weakly decreasing sequence λ : λ1 ≥ λ2 ≥
· · · ≥ λk > 0 of positive integers. We set |λ| := λ1 + · · ·+ λk. Here k is the length of λ,
written ℓ(λ). Each integer λi is a part of λ. When a > ℓ(λ), we write λa = 0, and we
identify partitions that differ only in trailing parts of size 0. The set of all partitions forms
a partial order called Young’s lattice in which λ ⊆ µ when λi ≤ µi for all i. We often
identify a partition with its Young diagram, which is a left-justified array of |λ| boxes
with λi boxes in the ith row. Here are three partitions and their Young diagrams.
(3) = (4, 2) = (6, 3, 1) =
The partial order among partitions in Young’s lattice becomes set-theoretic containment
of their Young diagrams, which explains our notation λ ⊆ µ. The conjugate λ′ of a
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partition λ is the partition whose Young diagram is the matrix-transpose of the Young
diagram of λ. For example,
(3)′ = ′ = and (4, 3, 1)′ =
′
=
Conjugating a partition interchanges rows with columns.
A homogeneous formal power series f ∈ ZJx1, x2, . . .K is a symmetric function if it is
invariant under permuting the variables. For any nonnegative integer n, the set Λn of
symmetric functions of degree n is a finite rank free abelian group with a distinguished
Z-basis of Schur functions Sλ indexed by partitions λ with |λ| = n.
The graded algebra Λ of symmetric functions is the direct sum of all Λn for n ≥ 0. Here,
the empty partition ∅ is the unique partition of 0, and S∅ = 1, the multiplicative identity
for Λ. The set of all Schur functions forms a Z-basis for Λ. Consequently, there are
integer Littlewood-Richardson coefficients cλµ,ν ∈ Z defined for triples λ, µ, ν of partitions
by expanding the product Sµ · Sν in the basis of Schur functions,
Sµ · Sν =
∑
λ
cλµ,νSλ .
Conjugation of partitions induces the fundamental involution ω on Λ defined by ω(Sλ) =
Sλ′. This is an algebra automorphism, and applying it to the product above shows that
cλµ,ν = c
λ′
µ′,ν′. We will use this involution and identity throughout.
As Λ is graded, if cλµ,ν 6= 0, then |λ| = |µ| + |ν|. More fundamentally, each c
λ
µ,ν is
nonnegative. We say that a Schur function Sλ occurs in a product Sµ1 · · ·Sµr of Schur
functions if its coefficient in the expansion of that product in the Schur basis is positive.
The Littlewood-Richardson rule is a formula for the Littlewood-Richardson coefficients
cλµ,ν . When ν ⊂ λ, we write λ/ν for the set-theoretic difference of their diagrams, which
is called a skew shape. We may fill the boxes in λ/ν with positive integers that weakly
increase left-to-right across each row and strictly increase down each column, obtaining a
skew tableau. The content of a skew tableau T is the sequence whose ith element is the
number of occurrences of i in T . The word of a tableau T is the sequence of its entries
read right-to-left, and from the top row of T to its bottom row. A Littlewood-Richardson
skew tableau T is a skew tableau in which the content of any initial segment of its word
is a partition. (We extend the notion of content to any sequence of positive integers.)
That is, when reading T in the order of its word, at every position within the word, the
number of i’s encountered is always at least the number of (i+1)’s encountered, for every
i. Below is the skew shape (6, 4, 2, 2)/(3, 2) and two tableaux with that shape and content
(4, 3, 1, 1) whose words are 111322142 and 111223142, respectively. Only the second is a
Littlewood-Richardson tableau.
1 1 1
2 3
1 2
2 4
1 1 1
2 2
1 3
2 4
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The Littlewood-Richardson coefficient cλµ,ν is the number of Littlewood-Richardson tableaux
of shape λ/ν and content µ.
We record some consequences of this formula. First, if cλµ,ν 6= 0, then µ, ν ⊆ λ in Young’s
lattice. The set of partitions λ with |λ| a fixed positive integer has a partial order, called
dominance. For any positive integer k, write |λ|k for λ1 + · · · + λk. Given partitions λ
and µ with |λ| = |µ|, we say that µ dominates λ, written λ E µ if, for all k, we have
|λ|k ≤ |µ|k. Conjugation of partitions is an anti-involution of the dominance poset in that
λ E µ if and only if µ′ E λ′.
Given partitions µ and ν, let (µ, ν) be the partition of |µ| + |ν| obtained by sorting
the sequence (µ1, . . . , µℓ(µ), ν1, . . . , νℓ(ν)) in decreasing order. Let µ+ ν be the partition of
|µ|+ |ν| whose kth part is µk + νk. Note that (µ, ν)
′ = µ′ + ν ′.
Proposition 1.1. If λ, µ, and ν are partitions with cλµ,ν 6= 0, then
(µ, ν) E λ E µ+ ν .
Furthermore, c
(µ,ν)
µ,ν = cµ+νµ,ν = 1.
Proof. In any Littlewood-Richardson skew tableau of shape λ/µ the first i rows can only
contain entries 1, . . . , i, and thus if it has content ν, there are at most ν1 + · · ·+ νi boxes
in these first i rows. Since the ith row of (µ+ν)/µ has νi boxes, we see that there is a
unique Littlewood-Richardson tableau of this shape and content ν, and that for any other
Littlewood-Richardson skew tableau of shape λ/µ and content ν, we must have λ ⊳ µ+ ν.
Applying conjugation gives the other inequality. 
Corollary 1.2. If Sλ occurs in the product Sµ ·Sν, then for any nonnegative integers a, b,
we have |µ|a + |ν|b ≤ |λ|a+b.
Proof. As (µ, ν) is the decreasing rearrangement of the parts of µ and of ν, we have
|µ|a + |ν|b ≤ |(µ, ν)|a+b. Since (µ, ν) ⊳ λ by Proposition 1.1, we have |(µ, ν)|a+b ≤ |λ|a+b,
which implies the inequality. 
1.2. Schur functions of partitions with large rectangles. We establish some results
about products of Schur functions whose partitions contain large rectangles. These are
needed for our main combinatorial result about the number of solutions to a composition
of Schubert problems in Section 2.2.
Let a, d be nonnegative integers. Write a,d for the rectangular partition (d, . . . , d)
with a parts, each of size d. Its Young diagram is an a× d rectangular array of ad boxes.
Suppose that µ, α are partitions with a ≥ ℓ(µ) and d ≥ α1. Then a,d+µ is the partition
whose kth part is d+µk, for k ≤ a = ℓ(a,d+µ). Also, (a,d+µ, α) is the partition whose
parts are those of a,d+µ followed by those of α, as d ≥ α1. The Young diagram of
(a,d+µ, α) is obtained from the rectangle a,d by placing the diagram of µ to the right
of the rectangle and the diagram of α below the rectangle.
µ = α = (a,d + µ, α) =
a
d
α
µ
Observe that the conjugate of (a,d + µ, α) is (d,a + α
′, µ′).
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Lemma 1.3. Let a, d be nonnegative integers and µ, α be partitions with a ≥ ℓ(µ) and
d ≥ α1. Then
Sa,d+µ · Sα = S(a,d+µ,α) +
∑
(a,d+µ,α) ⊳ ν
cνa,d+µ,αSν ,
and if ν indexes a nonzero term in the sum, then
(1) |ν|a > |a,d + µ| = ad+ |µ| .
Proof. By Proposition 1.1, the coefficient of S(a,d+µ,α) in the product is 1, and the other
nonzero terms are indexed by partitions ν that strictly dominate (a,d + µ, α). Thus,
|ν|a ≥ |(a,d + µ, α)|a = |a,d + µ| = ad+ |µ| .
If the inequality is strict, then we have (1).
Suppose that |ν|a = ad+ |µ|. Since ν ≥ a,d+µ, and thus νi ≥ d+µi = (a,d+µ)i, this
implies that the partition, (ν1, . . . , νa), formed by the first a parts of ν equals a,d+µ. If
we set β = (νa+1, . . . ), then ν = (a,d+µ, β). In particular β1 ≤ d + µa and |β| = |α|.
By the Littlewood-Richardson rule, cνa,d+µ,α counts the number of Littlewood-Richardson
skew tableaux of shape ν/(a,d+µ) = β and content α. But a Littlewood-Richardson
tableau of partition shape λ must have content λ, which shows that β = α and completes
the proof of the lemma. 
Lemma 1.4. Let d, a1, . . . , ar be nonnegative integers and µ
1, . . . , µr, α1, . . . , αr be par-
titions with ai ≥ ℓ(µ
i) and d ≥ αi1, for i = 1, . . . , r. If Sν occurs in the product∏r
i=1 S(ai,d+µi,αi) of r terms, then
|ν|a1+···+ar ≥ d(a1 + · · ·+ ar) + |µ
1|+ · · ·+ |µr| .
Proof. We prove this by induction on the number r of factors of the form S(ai,d+µi,αi).
There is nothing to prove when r = 1 as in this case ν = (a,d+µ
1, α1). Suppose that the
statement holds for r−1 factors, and that Sν occurs in the product of r factors. By the
positivity of the coefficients of Schur functions in products of Schur functions, Sν occurs
in a product S(ar,d+µr ,αr) · Sλ, where Sλ occurs in the product with r−1 factors. By
Corollary 1.2 and our induction hypothesis,
|ν|a1+···+ar ≥ |(ar ,d+µ
r, αr)|ar + |λ|a1+···+ar−1
≥ dar + |µ
r| + d(a1 + · · ·+ ar−1) + |µ
1|+ · · ·+ |µr−1|
= d(a1 + · · ·+ ar) + |µ
1|+ · · ·+ |µr| ,
which completes the proof. 
We give a combinatorial description of some of the coefficients which appear in a product
of the form
∏r
i=1 Sai,d+µi . A generalized Littlewood-Richardson tableau [2, Ex. 3.7] T• of
shape λ and content µ = (µ1, . . . , µr) is a sequence of partitions,
∅ = λ0 ⊆ λ1 ⊆ · · · ⊆ λr = λ ,
together with Littlewood-Richardson tableaux T1, . . . , Tr where Ti has shape λ
i/λi−1 and
content µi. A repeated application of the Littlewood-Richardson rule implies the following.
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Proposition 1.5. The coefficient cλµ of Sλ in the product
∏r
i=1 Sµi is equal to the number
of generalized Littlewood-Richardson tableaux of shape λ and content µ.
Let λ, µ, ν be partitions with |λ| = |µ| + |ν| and µ, ν ⊂ λ. Suppose that l, m, n are
integers with l = m + n and l ≥ ℓ(λ), m ≥ ℓ(µ), and n ≥ ℓ(ν). For any d ≥ 0 the skew
shape (l,d + λ)/(n,d + ν) is obtained by placing the rectangle m,d to the left of the
skew shape λ/ν, with the last row of m,d at row l. Write m,d + λ/ν for this shape. We
illustrate this, shading the skew shapes.
λ/ν =
ν
λ m,d + λ/ν =
n
m
d
In any Littlewood-Richardson tableau T of shape m,d+λ/ν with content m,d+µ, the
rectangle m,d in T is frozen in that each of its d columns are filled with 1, . . . , m. Remov-
ing the frozen rectangle gives a Littlewood-Richardson tableau of shape λ/ν and content
µ (this may be proved by an induction on d, which we omit).
Lemma 1.6. Adding or removing frozen rectangles from skew Littlewood-Richardson tab-
leaux gives a bijection{
Littlewood-Richardson tableaux
of shape λ/ν and content µ.
}
←→
{
Littlewood-Richardson tableaux of
shape m,d+λ/ν and content m,d+µ.
}
.
Let µ := (µ1, . . . , µr) be a sequence of partitions and λ a partition with |µ1|+· · ·+|µr| =
|λ|. Let a := (a1, . . . , ar) be a sequence of integers with ai ≥ ℓ(µ
i). Set a := |a1|+· · ·+|ar|.
Corollary 1.7. For any d ≥ 0, the coefficient cλµ of Sλ in the product
∏
i Sµi is equal to
the coefficient of Sa,d+λ in the product
∏
i Sai,d+µi.
Proof. Let a,d+µ be the sequence of partitions whose ith element is ai,d+µ
i. The bijec-
tion of Lemma 1.6 of adding or removing a frozen rectangle from Littlewood-Richardson
tableaux extends to a bijection
(2)


Generalized Littlewood-
Richardson tableaux of
shape λ and content µ.

 ←→


Generalized Littlewood-Richardson
tableaux of shape a,d + λ and
content a,d + µ.

 .
By Proposition 1.5, these sets of tableaux have cardinality the two coefficients in the
statement of the corollary, which completes the proof. 
Example 1.8. Let us consider Corollary 1.7 in the case when |λ| = 3, µ = ( , , ), and
d = 2. Using the Pieri formula, we have
(3) S · S · S = S + 2S + S ,
and the generalized Littlewood-Richardson tableaux are the tableaux of content (1, 1, 1),
1 2 3
1 2
3
1 3
2
1
2
3
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which shows (3). We let a = (1, 1, 1), so that a,d + µ consists of three identical tableaux
. By the Pieri rule, a generalized Littlewood-Richardson tableau of shape κ and
content a,d + µ is a tableau with content (3, 3, 3). We show those of shape 3,2 + λ.
1 1 1 2 3
2 2
3 3
1 1 1 2
2 2 3
3 3
1 1 1 3
2 2 2
3 3
1 1 1
2 2 2
3 3 3
The ‘frozen rectangles’ are shaded to better illustrate the bijection of Corollary 1.7. ⋄
2. Composition of Schubert problems
We define Schubert problems on Grassmannians and use results from Section 1 to
establish some formulas in the cohomology ring of a Grassmannian. We next define the
composition of two Schubert problems, illustrating this notion with several examples.
We then formulate and prove our main theorem about the number of solutions to a
composition of Schubert problems. We use facts about the Grassmannian and its Schubert
varieties and cohomology ring, as may be found in [6].
2.1. Schubert problems on Grassmannians. For positive integers a, b, let G(a, b) be
the Grassmannian of a-dimensional linear subspaces of Ca+b. This is a smooth complex
algebraic variety of dimension ab. We will also need the alternative notation Gr (a, V ) of
a-dimensional linear subspaces of a complex vector space V . Then Gr (a,Ca+b) = G(a, b).
Let λ ⊆ a,b be a partition so that ℓ(λ) ≤ a and λ1 ≤ b. A complete flag F• in C
a+b is
a sequence of linear subspaces F• : F1 ⊂ F2 ⊂ · · · ⊂ Fa+b = C
a+b with dimFi = i. Given
a partition λ ⊆ a,b and a flag F•, we may define the Schubert variety to be
(4) ΩλF• := {H ∈ G(a, b) | dimH ∩ Fb+i−λi ≥ i for i = 1, . . . , a} .
This has codimension |λ| in G(a, b).
A Schubert problem on G(a, b) is a list λ = (λ1, . . . , λr) of partitions with λi ⊆ a,b
such that |λ| := |λ1|+ · · ·+ |λr| = ab. We will call the partitions λi the conditions of the
Schubert problem λ. An instance of λ is determined by a list of flags F• := (F
1
• , . . . , F
r
• ).
It consists of the points in the intersection,
(5) ΩλF• := Ωλ1F
1
• ∩ Ωλ2F
2
• ∩ · · · ∩ ΩλrF
r
• .
When F• is general, this intersection is transverse [9]. As λ is a Schubert problem, ΩλF•
is zero-dimensional and therefore consists of finitely many points. This number δ(λ) of
points does not depend upon the choice of flags. It is the coefficient c
a,b
λ of the Schur
function Sa,b in the product Sλ1 · · ·Sλr . A Schubert problem λ is trivial if δ(λ) ≤ 1.
We express this in the cohomology ring of the Grassmannian G(a, b). Given a partition
λ ⊆ a,b, the cohomology class associated to a Schubert variety ΩλF• is the Schubert class
σλ. The class associated to an intersection of Schubert varieties given by general flags is
the product of the associated Schubert classes, and σa,b is the class of a point. The map
defined on the Schur basis by
Sλ 7−→
{
σλ if λ ⊆ a,b
0 otherwise
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is a homomorphism from Λ onto this cohomology ring. Thus we may evaluate a product
in cohomology by applying this map to the corresponding product in Λ, which removes
all terms whose Schur function is indexed by a partition λ that is not contained in the
a× b rectangle, a,b. Thus, for a Schubert problem λ = (λ
1, . . . , λr) and general flags F•,
the class of the intersection ΩλF• (5) is
σλ1σλ2 · · ·σλr = c
a,b
λ σa,b = δ(λ) σa,b .
The fundamental involution has a geometric counterpart. The map sending an a-
dimensional subspace H of V ≃ Ca+b to its annihilator H⊥ in the dual space V ∗ is an
isomorphism Gr (a, V )
∼
−→ Gr (b, V ∗). Given a flag F• in V , its sequence of annihilators
gives a flag F⊥• in V
∗ and for any partition λ ⊆ a,b the map H 7→ H
⊥ sends ΩλF• to
Ωλ′F
⊥
• . (Recall that λ
′ is conjugate of λ.) This induces an isomorphism on cohomology,
sending the Schubert class σλ for G(a, b) to the class σλ′ for G(b, a). Because of this
and the fundamental involution on Λ, results we prove for a Schubert problem λ on one
Grassmannian G(a, b) hold for its conjugate problem λ′ on the dual Grassmannian G(b, a).
For λ ⊆ a,b, let λ
∨ ⊆ a,b be the partition whose ith part is λ
∨
i = b − λa+1−i. The
skew diagram a,b/λ
∨ is the rotation λ◦ of the diagram of λ by 180◦. When a = 5, b = 6,
and λ = (4, 3, 1, 1), here are λ and λ∨,
(4, 3, 1, 1) = and (4, 3, 1, 1)∨ = = (6, 5, 5, 3, 2) .
A key fact about the Schubert classes is Schubert’s Duality Theorem [6, p. 149], a
version of which is the following useful and well-known fact.
Lemma 2.1. Let λ, µ ⊆ a,b. Then σλ · σµ 6= 0 if and only if µ ⊆ λ
∨. Furthermore,
σλ · σλ∨ = σa,b.
We give a consequence of Lemma 2.1, which is also well-known.
Corollary 2.2. The coefficient of σλ in a cohomology class σ equals the coefficient of
σa,b in the product σ · σλ∨. In particular, c
λ∨
µ,ν is the coefficient of σa,b in the product
σµ · σν · σλ.
We deduce a lemma which constrains the shape of partitions indexing certain nonzero
products. This will be a key ingredient in our main theorem.
Lemma 2.3. Suppose that κ, λ ⊆ a+c,b+d are partitions with ℓ(κ) ≤ a and λ1 ≤ b. If
|κ| + |λ| > ad + ab + cb, then σκ · σλ = 0 in the cohomology ring of G(a+c, b+d). If
|κ|+ |λ| = ad+ab+ cb and σκ ·σλ 6= 0, then σκ ·σλ = σ∨
c,d
and there is partition α ⊆ a,b
such that κ = a,d + α and λ = (c,b, α
∨).
Proof. Let κ, λ ≤ a+c,b+d be partitions with ℓ(κ) ≤ a and λ1 ≤ b. By Lemma 2.1,
σκ ·σλ 6= 0 if and only if κ ⊆ λ
∨. Recall that a+c,b+d/λ
∨ = λ◦, which is the Young diagram
of λ rotated by 180◦ and placed in the southeast corner of a+c,b+d. Thus σκ · σλ 6= 0 if
and only if the diagrams of κ and λ◦ are disjoint.
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As ℓ(κ) ≤ a, the Young diagram of κ lies in the first a rows of a+c,b+d. Similarly, λ
◦
lies in the last b columns of a+c,b+d, as λ1 ≤ b. Since there are ad+ab+ cb boxes in these
rows and columns, if
|κ|+ |λ| > ad+ ab+ cb ,
then the Young diagram of κ must contain a box of λ◦ and σκ · σλ = 0.
Suppose that |κ|+|λ| = ad+ab+cb and σκ ·σλ 6= 0. Then κ ⊆ λ
∨, and the disjoint union
κ ∪ λ◦ covers the first a rows and last b columns of a+c,b+d. In particular, this implies
that κ contains the northwest rectangle a,d and λ
◦ contains the southeast rectangle c,b.
Thus there are partitions α, β ⊆ a,b such that κ = a,d + α and λ = (c,b, β). As κ ∪ λ
◦
covers the northeast rectangle a,b, we see that β = α
∨.
c
a
d b
c,d λ
◦
κ κ : a,d
α
λ :
α∨
c,b
Let ρ ⊆ a+c,b+d be a partition such that σρ appears in the product σκ ·σλ. Let ν := ρ
∨.
Then
|ν| = (a+c)(b+d)− |κ| − |λ| = (a+c)(b+d)− ab− ad− cb = cd ,
and κ, ν, λ form a Schubert problem with σκ · σν · σλ 6= 0. Thus σκ · σν 6= 0. By
Proposition 1.1, σκ · σν is a sum of terms c
γ
κ,νσγ with (κ, ν) E γ. By Corollary 2.2,
cλ
∨
κ,νσa+c,b+d = σκ · σν · σλ. As the product is nonzero, σλ∨ occurs in σκ · σν and so we
have (κ, ν) E λ∨, by Proposition 1.1. Since κi = λ
∨
i for i ≤ a, an induction on i shows
that (κ, ν)i = κi for i ≤ a. As λ
∨
a+j = d for j = 1, . . . , c, another induction shows that
νj = d for j = 1, . . . , c. Consequently, ν = c,d and (κ, ν) = λ
∨. By Proposition 1.1,
cλ
∨
κ,ν = c
(κ,ν)
κ,ν = 1 and thus σκ · σν · σλ = σa+c,b+d, by Corollary 2.2.
Thus we have shown that if |ν| = cd, so that λ, κ, ν is a Schubert problem, then
σκ · σν · σλ =
{
1 if ν = c,d
0 otherwise
.
Thus by Corollary 2.2, σκ · σλ = σ∨
c,d
. 
For any partition λ and positive integer b, note that |λ′|b is the number of boxes in the
first b columns of the Young diagram of λ.
Corollary 2.4. Let ρ, τ ⊆ a+c,b+d be partitions with |ρ|a + |τ
′|b > ad + cb + ab. Then
σρ · στ = 0 in the cohomology ring of G(a+c, b+d).
Proof. Let κ = (ρ1, . . . , ρa) be the partition formed by the first a parts of ρ and α =
(ρa+1, . . . ) be the partition formed by the remaining parts of ρ. Similarly, let λ be the
partition formed from the first b columns of the Young diagram of τ and β the partition
formed by the remaining columns of τ . Then we have ρ = (κ, α) and τ = λ + β. By
Proposition 1.1, σρ occurs in the product σκ · σα and στ occurs in the product σλ · σβ .
Thus the coefficient of any Schubert class σγ in the product σρ · στ is at most the
coefficient of σγ in the product σκ · σα · σλ · σβ = (σκ · σλ) ·σα · σβ. As ℓ(κ) ≤ a and λ1 ≤ b
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and |κ|+ |λ| > ad + ab + cb, Lemma 2.3 implies that σκ · σλ = 0 in the cohomology ring
of G(a+c, b+d). This implies that σρ · στ = 0. 
2.2. Compositions of Schubert problems. A composable partition of a Schubert
problem λ on G(a, b) is a partition λ = (µ, ν) of the conditions of λ, where µ = (µ1, . . . , µr)
and ν = (ν1, . . . , νs), together with two sequences a = (a1, . . . , ar) and b = (b1, . . . , bs) of
nonnegative integers with a = |a| = a1 + · · ·+ ar and b = |b| = b1 + · · ·+ bs. These data,
(µ, ν), a, and b, further satisfy
(6) ai ≥ ℓ(µ
i) for i = 1, . . . , r and bj ≥ ν
j
1 for j = 1, . . . , s .
We say that λ is composable if it admits a composable partition.
Example 2.5. For example, λ = (µ, ν) with µ = ((p), (q)) and ν = ( , . . . , ) (p+q
occurrences of ) is a composable Schubert problem on G(2, p+q) with a = (1, 1) and
b = (1, . . . , 1) (p+q occurrences of 1). Also µ = ( , , ) and ν = ( , , ) with
a = b = (1, 1, 1) forms a composable partition of a Schubert problem on G(3, 3), as do
µ = ( , , ) and ν = ( , , ), with the same a and b. ⋄
Remark 2.6. Not all Schubert problems are composable. For example, the Schubert prob-
lem λ = ( , , , , , ) on G(2, 3) is not composable as its number of conditions
is 6, which exceeds the sum 2 + 3. However, it is geometrically equivalent to the Schu-
bert problem ( , , , , , ) on G(2, 5), which does have a composable partition,
namely µ = ( ) and ν = ( , , , , ) with a = (2) and b = (1, 1, 1, 1, 1). ⋄
Geometrically equivalent means that every general instance of ( , , , , , ) on
G(2, 5) gives an instance of ( , , , , , ) on G(2, 3) whose solutions correspond
to solutions of the original problem, and every general instance of the second problem
occurs in this way. This generalizes: Every Schubert problem that is not composable is
geometrically equivalent to a composable Schubert problem on a larger Grassmannian. A
proof of this claim may be modeled on the construction of Remark 2.6.
Definition 2.7. Suppose that (µ, ν), a, b is a composable partition of a Schubert problem
λ on G(a, b), where µ = (µ1, . . . , µr) and ν = (ν1, . . . , νs). Let c, d be positive integers
and let ρ be any Schubert problem on G(c, d). Let us partition the conditions of ρ into
three lists ρ = (α, β, γ), where α = (α1, . . . , αr), β = (β1, . . . , βs), and γ = (γ1, . . . , γt).
The composition λ ◦ ρ of these two Schubert problems is the list of partitions(
(a,d + µ, α) , (c,b, ν) + β , γ
)
.
Here, we define (a,d+µ, α) to be the sequence ((a1,d+µ
1, α1), . . . , (ar ,d+µ
r, αr)), and
similarly we define (c,b, ν) + β to be the sequence
(
(c,b1, ν
1) + β1, . . . , (c,bs, ν
s) + βs
)
.
We always write a Schubert problem ρ on G(c, d) to compose with λ = (µ, ν) as a triple
(α, β, γ) with µ and α having the same number, r, of partitions, and both ν and β have
the same number, s, of partitions. We remark that any of the partitions µi, νj , αi, βj, or
γk may be the zero partition (0), whose Young diagram is ∅. ⋄
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Example 2.8. Let λ = (µ, ν) be the partition of a Schubert problem on G(3, 3) with
µ = ( , , ), ν = ( , , ), and a = b = (1, 1, 1), which is from Example 2.5. Let ρ
be the Schubert problem on G(2, 3) of Remark 2.6, expanded with some empty partitions,
so that α = ( , ∅, ), β = ( , , ∅), and γ = ( , ). The composition λ ◦ ρ consists of
the eight partitions
, , , , , , , .
We have shaded the rectangles ai,3 and 2,bj in the first six partitions. ⋄
Our main combinatorial result is a product formula for the number of solutions to a
composition of Schubert problems.
Theorem 2.9. Let (µ, ν), a, b be a composable partition of a Schubert problem λ on G(a, b)
and ρ = (α, β, γ) a Schubert problem on G(c, d). The number of solutions to λ ◦ ρ is equal
to the product of the number of solutions to λ with the number of solutions to ρ,
δ(λ ◦ ρ) = δ(λ) · δ(ρ) .
Remark 2.10. Derksen and Weyman use representations of quivers to prove a result [5,
Thm. 7.14] expressing certain Littlewood-Richardson coefficients as products of other
Littlewood-Richardson coefficients. When the Schubert problems λ and ρ only involve
three partitions each (e.g. λ = (µ1, µ2, ν1) and ρ = (α1, α2, β1)), then Theorem 2.9 is a
special case of this result of Derksen and Weyman.
More generally, their methods lead to an alternative proof of Theorem 2.9. First,
their methods give an alternative proof of the enumerative consequence of Lemma 1.6
concerning the equality of Littlewood-Richardson numbers,
cλµ,ν = c
l,d+λ
m,d+µ,n,d+ν
,
where l = m+ n, l ≥ ℓ(λ), m ≥ ℓ(µ), and n ≥ ℓ(ν). Together with Lemmas 1.3 and 1.4
this implies Corollary 1.7, and eventually Theorem 2.9. We do not give the details of
these arguments, as they require developing significant additional notation. We expect
that representations of quivers may be used to give a direct proof of Theorem 2.9. ⋄
For an example of Theorem 2.9, observe that the Schubert problems λ and ρ of Ex-
ample 2.8 both have five solutions, and thus λ ◦ ρ has 25 solutions. We first prove a
preliminary result.
Lemma 2.11. Let (µ, ν), a, b be a composable partition of a Schubert problem λ on G(a, b)
and let c, d be nonnegative integers. In the cohomology ring of G(a+c, b+d) we have
(7)
r∏
i=1
σai,d+µi ·
s∏
j=1
σ(c,bj ,νj) = δ(λ)σ
∨
c,d
,
where ∨c,d is the complement of c,d in a+c,b+d.
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Let λ = ( , , , ) be a composable Schubert problem on G(2, 2) with δ(λ) = 2.
Consider applying Lemma 2.11 to λ with c = d = 2. Then the product (7) becomes,
(8) σ · σ · σ · σ =
(
σ + σ
)
·
(
σ + σ
)
= σ · σ + σ · σ + σ · σ + σ · σ = 2σ = 2σ4422 ,
as the first and the last of the products on the second line are zero, by Corollary 2.4, while
both middle ones are equal to the Schubert class σ4422, by Lemma 2.3.
Proof of Lemma 2.11. Let a,d+ µ be the list of partitions appearing in the first product
and (c,b, ν) be the list of partitions appearing in the second product. Suppose that σκ
appears in the first product. An induction based on Proposition 1.1 implies that
ℓ(κ) ≤
r∑
i=1
ℓ(ai,d + µ
i) =
r∑
i=1
ai = a .
Applying the fundamental involution ω shows that if σλ occurs in the second product,
then λ1 ≤
∑
j bj = b.
Observe that we have
(9) |κ| = |a,d + µ| =
r∑
i=1
|ai,d + µ
i| =
r∑
i=1
aid + |µ| = ad + |µ| ,
and similarly |λ| = bc+ |ν|. Thus |κ|+ |λ| = ad+ cb+ab as |µ|+ |ν| = ab. By Lemma 2.3,
if σκ ·σλ 6= 0, then there exists a partition α ⊆ a,b for G(a, b) such that κ = a,d+α and
λ = (c,b, α
∨), and σκ · σλ = σ∨
c,d
. Since (9) holds, we see that |α| = |µ| and |α∨| = |ν|.
By Corollary 1.7, the coefficient of σκ in
∏
i σai,d+µi is c
α
µ. Applying the fundamental
involution ω : σρ 7→ σρ′ shows that the coefficient of σλ in
∏
j σ(c,bj ,νj) is c
α∨
ν .
Consequently, if we expand each product in the expression (7) as a sum of Schubert
classes σρ and then expand the product of those sums, the only terms which contribute
are cαµ · c
α∨
ν · σa,d+α · σ(c,b,α∨), for α ⊆ a,b with |α| = |µ|. That is,
r∏
i=1
σai,d+µi ·
s∏
j=1
σ(c,bj ,νj) =
(∑
ρ
cρa,d+µ σρ
)
·
(∑
τ
cτ(c,b,ν) στ
)
=
∑
α⊆a,b
|α|=|µ|
cαµ · c
α∨
ν · σa,d+α · σ(c,b,α∨) =
∑
α⊆a,b
|α|=|µ|
cαµ · c
α∨
ν · σ∨c,d ,
the last equality by Lemma 2.3. A similar expansion of δ(λ)σa,b =
∏
i σµi ·
∏
j σνj gives
r∏
i=1
σµi ·
s∏
j=1
σνj =
(∑
ρ
cρµ σρ
)
·
(∑
τ
cτν στ
)
=
∑
α⊆a,b
|α|=|µ|
cαµ · c
α∨
ν · σa,b .
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As this is δ(λ)σa,b, we conclude that the sum of the product of coefficients in both
expressions equals δ(λ), which completes the proof of the lemma. 
Example 2.12. The proof of Theorem 2.9 involves expanding a product in cohomology
in two different ways. Let us begin with an example, where λ = ρ = ( , , , )
and a = b = c = d = 2. Then µ = ν = ( , ) and a = b = (1, 1), and we have
a,d + µ = ( , ) and (c,b, ν) = ( , ). The product that we expand is
(10) σ · σ · σ · σ · σ · σ · σ · σ =
2σ ·
(
2σ + σ + 3σ + 3σ + σ
)
= 2σ · 2σ = 4σ4,4 .
The first equality uses (8) to evaluate the product of the first four terms and expands the
next four using the Pieri formula and (3). On the other hand,
σ · σ = σ + σ and σ · σ = σ + σ .
We may rearrange (10) to get(
σ · σ
)2
·
(
σ · σ
)2
=
(
σ + σ
)2
·
(
σ + σ
)2
= σ2 · σ2 ,
as the other terms in the product vanish in the cohomology of G(4, 4). Since
σ2 = σ + σ + σ + σ + σ + 2σ , and
σ2 = σ + σ + σ + σ + σ + 2σ ,
if we use Lemma 2.1 to expand σ2 · σ2 , the only non-zero products in the expansion
are of the form σλ · σλ∨ = σ4,4 , where σλ occurs in σ
2 and σλ∨ occurs in σ
2 . The only
such pairs are each of the first four terms in the two expressions above. Thus we again
see that (10) equals 4σ4,4 . ⋄
Proof of Theorem 2.9. We compute the product corresponding to the Schubert problem
(a,d + µ, (c,b, ν), ρ) in two different ways. Using Lemma 2.11, in the cohomology of
G(a+c, b+d) we have
(11)
r∏
i=1
σai,d+µi ·
s∏
j=1
σ(c,bj ,νj) ·
∏
ρ∈ρ
σρ = δ(λ)σ∨
c,d
·
∏
ρ∈ρ
σρ .
Since ρ is a Schubert problem on G(c, d), the only partition κ ⊆ c,d with σκ appearing
in the last product is c,d and the corresponding term is δ(ρ)σc,d. By Lemma 2.1, the
product in (11) is δ(λ) · δ(ρ) · σa+c,b+d.
As ρ = (α, β, γ), we may rearrange the product in (11) to obtain
(12)
( r∏
i=1
σai,d+µi · σαi
)
·
( s∏
j=1
σ(c,bj ,νj) · σβj
)
·
t∏
k=1
σγk .
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By Lemma 1.3, each term in the first product expands as
(13) σ(ai,d+µi,αi) +
∑
κ
cκai,d+µi,αi
σκ ,
where if κ indexes a nonzero term in the sum, then |κ|ai > aid+ |µ
i|.
Expanding the product of these expressions gives a sum of products of the form
(14)
( r∏
i=1
cκ
i
ai,d
+µi,αi
)
σκ1σκ2 · · ·σκr ,
where for each i, |κi|ai ≥ aid+ |µ
i|, and we have equality only when κi = (ai,d + µ
i, αi).
Suppose that a Schubert class σρ occurs in the expansion of such a product (14). Then
by Corollary 1.2, |ρ|a ≥ ad + |µ|. If |ρ|a = ad + |µ|, then κ
i = (ai,d + µ
i, αi) for each i,
and so σρ occurs in the product
∏
i σ(ai,d+µi,αi) of the first terms from (13) and the other
terms do not contribute.
Applying the fundamental involution ω, each term in the second product may be ex-
panded to give
(15) σ(c,bj ,νj)+βj +
∑
κ
cκ(c,bj ,νj),βj
σκ ,
where if κ indexes a term in the sum, then |κ′|bj > cbj + |ν
j |. The same reasoning shows
that if στ appears in the expansion of the second product in (12), then |τ
′|b ≥ cb + |ν|.
Furthermore, if |τ ′|b = cb+ |ν|, then στ occurs in the product
∏
j σ(c,bj ,νj)+βj of the first
terms in (15) and the other terms do not contribute.
Now suppose that σρ occurs in the expansion of the first product and στ in the second.
By Corollary 2.4, if |ρ|a+|τ
′|b > ad+cb+ab = ad+cb+|µ|+|ν|, then the product σρ ·στ = 0
in the cohomology ring of G(a+c, b+d). Thus if σρ · στ 6= 0, then |ρ|a = ad + |µ| and
|τ ′|b = cb+ |ν|. These arguments and observations imply the identity in the cohomology
ring of G(a+c, b+d),
( r∏
i=1
σai,d+µi · σαi
)
·
( s∏
j=1
σ(c,bj ,νj) · σβj
)
=
r∏
i=1
σ(ai,d+µi,αi) ·
s∏
j=1
σ(c,bj ,νj)+βj .
Thus in the cohomology ring of G(a+c, b+d) the product (11) equals
(16)
r∏
i=1
σ(ai,d+µi,αi) ·
s∏
j=1
σ(c,bj ,νj)+βj ·
t∏
k=1
σγk ,
which is the product of Schubert classes in the composition λ ◦ ρ. Thus the two Schubert
problems κ = (a,d+µ, (c,b, ν), ρ) (11) and λ◦ρ (16) have the same number of solutions,
so that δ(λ) · δ(ρ) = δ(κ) = δ(λ ◦ ρ), which completes the proof. 
Remark 2.13. Under the bijection of (2) involving frozen rectangles, and its conjugate
version, we get a bijection between generalized Littlewood-Richardson tableaux of shape
a+c,b+d and content λ◦ρ and pairs (S, T ) of generalized Littlewood-Richardson tableaux,
where S has shape a,b and content λ and T has shape c,d and content ρ. One of
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us (Sottile) observed such a bijection in 2012, and this led eventually to the notion of
composition of Schubert problem. Let us illustrate this in the product in Example 2.12
for the composed Schubert problem λ ◦ λ, where λ = ( , , , ).
We first shade the ‘frozen rectangles’ in the partitions encoding terms of (8), filling in
the remaining boxes with 1, 2, 3, 4, one number for each partition ( , , , ) indexing the
product, and omitting terms that do not contribute. We write the product schematically
as sums of indexing partitions.
(
1
2
+ 1 2
)
·


3
4
+
3 4

 =
1 3
2 4 +
1 2
3 4 .
We similarly expand σ4 using the letters α, β, γ, δ instead of numbers to get
· · · = α γ
β δ
+ α β
γ δ
.
Similarly, if we expand the product of the eight terms coming from λ ◦ λ, and express it
schematically, we get
1 3
2 4
α γ
β δ
+
1 2
3 4
α γ
β δ
+
1 3
2 4
α β
γ δ
+
1 2
3 4
α β
γ δ
. ⋄
3. Galois Groups of Composed Schubert Problems
Given a composable Schubert problem λ and any other Schubert problem ρ, Theo-
rem 2.9 shows that δ(λ ◦ ρ) = δ(λ) · δ(ρ). It was motivated by results in [13, Sec. 3.1],
which we may now interpret as geometric proofs of this product identity, for the nontrivial
composable Schubert problems λ on G(2, 2) and on G(2, 3). A consequence of those geo-
metric results is that the Galois group of such a composition is imprimitive, specifically,
it is a subgroup of a wreath product,
(17) Galλ◦ρ ⊂ Galρ ≀Galλ := (Galρ)
δ(λ) ⋊Galλ .
Further lemmas in [13, Sec. 3.1] established equality for λ a composable Schubert problem
on G(2, 2) or G(2, 3).
We discuss Galois groups of Schubert problems, and following [13, Sec. 3] identify a
structure (a fibration of Schubert problems) which implies the imprimitivity of a Galois
group. We then describe a class of Schubert problems all of whose compositions are
fibered, and close with computational evidence that more general compositions of Schubert
problems have imprimitive Galois groups.
3.1. Galois groups and fibrations of Schubert problems. Let λ = (λ1, . . . , λr) be
a Schubert problem on G(a, b) with δ(λ) solutions. We write Fℓa+b for the manifold of
complete flags in Ca+b, F• := (F
1
• , . . . , F
r
• ) ∈ (Fℓa+b)
r for a list of flags, and
ΩλF• := Ωλ1F
1
• ∩ Ωλ2F
2
• ∩ · · · ∩ ΩλrF
r
• ,
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for the instance (5) of the Schubert problem λ given by F•. Consider the total space of
the Schubert problem λ,
Ωλ := {(H,F•) ∈ G(a, b)× (Fℓ(a+b))
r | H ∈ ΩλF•}.
This is irreducible, as the fiber of the projection Ωλ → G(a, b) over a point H ∈ G(a, b) is
a product Zλ1H × · · · × ZλrH , where
ZλH := {F• | H ∈ ΩλF•}
is a Schubert variety of the flag variety Fℓ(a+b). Since each Schubert variety is irreducible,
Ωλ as it is fibered over an irreducible variety G(a, b) with irreducible fibers.
The fiber π−1(F•) of the projection π : Ωλ → (Fℓ(a+b))
r is the instance ΩλF• of the
Schubert problem λ given by the flags F•. When the flags are general, this is a transverse
intersection and consists of δ(λ) points, and therefore π is a branched cover of degree δ(λ).
The projection map π induces an inclusion of function fields π∗ : C
(
(Fℓa+b)
r
)
→֒ C(Ωλ),
with the extension of degree δ(λ). The Galois group Galλ of λ is the Galois group of the
Galois closure of this extension.
Such Schubert Galois groups are beginning to be studied [3, 10, 12, 13, 16, 19], and
while Galλ is typically the full symmetric group Sδ(λ), it is common Galλ to be imprimitive.
Let us recall some theory of permutation groups, for more, see [20]. A permutation
group is a subgroup G of some symmetric group Sδ, so that G has a faithful action on
[δ] := {1, . . . , δ}. The group G is transitive if it has a single orbit on [δ]. Galois groups
are transitive permutation groups. A block of a permutation group G is a subset B of
[δ] such that for every g ∈ G either gB ∩ B = ∅ or gB = B. The orbit of a block under
G generates a partition of [δ] into blocks. The group G is primitive if its only blocks are
singletons or [δ] itself, and imprimitive otherwise.
When G is imprimitive, there is a factorization δ = p·q and an identification [δ] = [p]×[q]
with p, q > 1. If we let π : [p]× [q] → [p] be the projection onto the first factor, then the
fibers are blocks of G and the action of G on [p]× [q] preserves this fibration. Conversely,
if G preserves such a nontrivial fibration, then it acts imprimitively.
A Schubert Galois group is imprimitive if its Schubert problem forms a fiber bundle
whose base and fibers are nontrivial Schubert problems in smaller Grassmannians. Such
a structure is called a decomposable projection in [1], which is equivalent to the Galois
group being imprimitive [4, 14]. The existence of such a structure implies that Galλ is a
subgroup of the wreath product of the Galois groups of the two smaller Schubert problems.
We give the definition of a fibration of Schubert problems from [13].
Definition 3.1. Let κ, λ, and ρ be nontrivial Schubert problems on G(a+c, b+d), G(a, b),
and G(c, d), respectively. We say that κ is fibered over λ with fiber ρ if the following hold.
(1) For every general instance F• ∈ (Fℓa+c+b+d)
r of κ, there is a subspace V ⊂ Ca+c+b+d
of dimension a+b and an instance E• of λ inGr (a, V ) such that for everyH ∈ ΩκF•,
we have H ∩ V ∈ ΩλE•.
(2) If we set W := Ca+c+b+d/V , then for any h ∈ ΩλE•, there is an instance F•(h)
of ρ in Gr (c,W ) such that if h := H ∩ V , then H/h ∈ Gr (c,W ) is a solution to
ΩρF•(h).
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(3) The association H 7→ (h,H/h), where h := H ∩ V , is a bijection between the sets
of solutions ΩκF• and ΩλE• × ΩρF•(h).
(4) For a given V ≃ Ca+b, all general instances E• of λ on Gr (a, V ) may be obtained
in (1). For a given general instance E• of λ and h ∈ ΩλE•, the instances F•(h) of
ρ which arise are also general.
This is called a fibration as the second instance F•(h) depends upon h. ⋄
The following consequence of a fibration is Lemma 15 of [13].
Lemma 3.2. If κ is a Schubert problem fibered over λ with fiber ρ, then δ(κ) = δ(λ) · δ(ρ)
and Galκ is a subgroup of the wreath product Galλ ≀ Galρ. If λ and ρ are nontrivial, then
Galκ is imprimitive. Also, the image of Galκ under the map to Galλ is surjective, and the
kernel, which is a subgroup of (Galρ)
δ(λ), has image Galρ under projection to any factor.
We make the following two conjectures.
Conjecture 3.3. The Galois group Galλ◦ρ of a composition of non-trivial Schubert prob-
lems is imprimitive.
By Lemma 3.2, this is implied by a second, stronger conjecture.
Conjecture 3.4. A composed Schubert problem λ ◦ ρ is fibered over λ with fiber ρ.
We prove Conjecture 3.4 for a class of composable Schubert problems in the next section,
and provide computational evidence for Conjecture 3.3 in Section 3.4.
3.2. Block column Schubert problems. We identify a family of composable Schubert
problems that we call block column Schubert problems. This includes all composable
Schubert problems onG(2, 2) andG(2, 3) that were studied in [13, Sect. 3.1]. We show that
for any block column Schubert problem λ and any Schubert problem ρ, the composition
λ◦ρ is a Schubert problem that is fibered over λ with fiber ρ. This proves that the Galois
group of the composition λ ◦ ρ is imprimitive when both λ and ρ are nontrivial.
Definition 3.5. A block column Schubert problem on G(a, b) is a Schubert problem λ =
(µ, ν) of the following form. The first part µ consists of two rectangular partitions, µ =
(a1,b1 ,a2,b2), where a = a1 + a2 and b = b1 + b2. The second part ν consists of two
families of rectangular partitions, ν = (a2,m1 , . . . ,a2,mp , a1,n1, . . . ,a1,nq), where m1+
· · ·+mp = b1 and n1 + · · ·+ nq = b2. ⋄
Lemma 3.6. A block column Schubert problem is composable.
Proof. Let λ = (µ, ν) be a block column Schubert problem. Let a = (a1, a2) and b =
(m1, . . . , mp , n1, . . . , nq). Since these are the numbers of rows in the partitions of µ and
columns in the partitions of ν, respectively, we need only check their sums. Noting that
a1 + a2 = a and
m1 + · · ·+mp + n1 + · · ·+ nq = b1 + b2 = b ,
completes the proof. 
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Let us consider some examples of block column Schubert problems. One straightforward
class is when a1 = a2 = a and b1 = b2 = b and λ = (µ, ν) with µ = ν = (a,b,a,b),
which is a Schubert problem on G(2a, 2b). This class includes the Schubert problem
( , , , ) on G(2, 2). Two more are
( , , , ) on G(2, 4) and
(
, , ,
)
on G(4, 4) .
Two others are ( , , , , ) and ( , , , ) on G(2, 3); these are two of
the three composable Schubert problems on G(2, 3). The third, ( , , , ), is geomet-
rically equivalent to ( , , , ) on G(2, 2), as is ( , , , ). A more interesting
example is on G(5, 7) where a1 = 2, a2 = 3, b1 = 4, and b2 = 3, with µ = (2,4,3,3) and
ν = (3,2,3,1,3,1 , 2,2,2,1), which are the following partitions
, , , , , , .
Not all composable Schubert problems are block column. While the first Schubert
problem of Example 2.5, µ = ((p), (q)) and ν = ( , . . . , ) (p+q occurrences of ), is
block column, the remaining two are not.
To understand the structure of these Schubert problems, let λ = (µ, ν) be a block
column Schubert problem as in Definition 3.5. Observe that if we place the two rectangles
in µ in opposite corners of the rectangle a,b as a1,b1 and (a2,b2)
◦, then they lie along the
main diagonal, meeting at their corners. There are two remaining rectangles a2,b1 and
a1,b2 along the antidiagonal. As m1 + · · ·+mp = b1, the first block (a2,m1, . . . ,a2,mp)
of ν fills the first rectangle, with each partition spanning all a2 rows, and the second block
(a1,n1, . . . ,a1,nq) of ν similarly fills the second rectangle. We show this for the block
column Schubert problems given above. In each, the two partitions in µ are shaded.
Lemma 3.7. Let λ = (µ, ν) be a block column Schubert problem on G(a, b) with parameters
a1, a2, b1, b2, m1, . . . , mp, n1, . . . , nq as in Definition 3.5. Let F• be 2 + p+ q general flags,
which we write as (E1• , E
2
• , F
1
• , . . . , F
p
• , G
1
•, . . . , G
q
•). The corresponding instance ΩλF• of
λ consists of the set
(18) {H ∈ G(a, b) | dimH ∩ E1a1+b2 ≥ a1 , dimH ∩ E
2
a2+b1 ≥ a2 ,
dimH ∩ F ib+a2−mi ≥ a2 , dimH ∩G
j
b+a1−nj
≥ a1 for i ∈ [p] and j ∈ [q] } .
Proof. The partition c,d has c parts, each of size d. Thus if F• is a flag, then by (4),
Ωc,dF• = {H ∈ G(a, b) | dimH ∩ Fb+i−d ≥ i for i = 1, . . . , c} .
The conditions on H are implied by dimH∩Fb+c−d ≥ c. The description (18) follows. 
Theorem 3.8. Let λ be a block column Schubert problem on G(a, b) and ρ a Schubert
problem on G(c, d). Then the composed Schubert problem λ ◦ ρ on G(a+c, b+d) is fibered
over λ with fiber ρ.
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Corollary 3.9. Suppose that λ is a nontrivial block column Schubert problem on G(a, b)
and ρ is a nontrivial Schubert problem on G(c, d). Then the Galois group Galλ◦ρ is im-
primitive.
Remark 3.10. Conjugating every partition in a block column Schubert problem gives a
block row Schubert problem. A block row Schubert problem is composable, and the
conclusions of Theorem 3.8 and Corollary 3.9 hold for block row Schubert problems. The
reason for this is that the isomorphism between G(a, b) and G(b, a) induced by duality
corresponds to conjugation λ 7→ λ′ of Young diagrams. ⋄
3.3. Proof of Theorem 3.8. Let λ = (µ, ν) be a block column Schubert problem on
G(a, b) with the parameters a1, a2, b1, b2, m1, . . . , mp, n1, . . . , nq as in Definition 3.5. Let
ρ = (α, β, γ) be a Schubert problem on G(c, d) with parameters r = 2, s = p+q, and t
that we may compose with λ. Then the composition λ ◦ ρ consists of the partitions
(
a1,(d+b1), α
1
)
,
(
a2,(d+b2), α
2
)
, (c+a2),m1+β
1 , . . . , (c+a2),mp+β
p ,
(c+a1),n1+β
p+1 , . . . , (c+a1),nq+β
p+q , γ1, . . . , γt .
Here is a schematic illustrating the partitions in the first three groups
(19) d bi
ai
αi
i = 1, 2
c
mj
a2
βj
j = 1, . . . , p
c
nk
a1
βp+k
k = 1, . . . , q
Let F• = (F
1
• , F
2
• , K
1
• , . . . , K
p
• , K
p+1
• , . . . , K
p+q
• , L
1
•, . . . , L
t
•) be general flags in C
a+b+c+d.
We will use that they are general without comment in making assertions about the dimen-
sions of intersections and spans. Generality also implies that the dimension inequalities
in the definition of Schubert variety (4) all hold with equality, which we also use.
By Definition 3.1, to show that λ ◦ ρ is fibered over λ, we must do the following.
(1) Construct a linear subspace V ≃ Ca+b and an instance E• in V of λ such that if
H ∈ Ωλ◦ρF•, then h := H ∩ V is an element of ΩλE•.
(2) Let W := Ca+c+b+d/V . Then, for any h ∈ ΩλE•, construct an instance F•(h) of ρ
in Gr (c,W ) such that if h := H ∩ V , then H/h ∈ ΩρF•(h).
(3) Prove that the map H 7→ (h,H/h), where h := H∩V , is a bijection between ΩκF•
and ΩλE• × ΩρF•(h) (actually this is a fiber bundle over Ωλ.)
(4) Show that the instances E• and F•(h) are sufficiently general.
We prove Steps (1)–(4) in separate headings below.
Remark 3.11. A (partial) flag F• in C
n is a nested sequence of subspaces, where not all
dimensions need occur. For any subspace h ⊂ Cn, the sequence of subspaces h + Fi for
Fi ∈ F• forms another flag h+F• in C
n with smallest subspace h. If V ⊂ Cn is a subspace,
then the subspaces V ∩ Fi form a flag V ∩ F• in V . If C
n ։ V is surjective, then the
image of F• is a flag in V . ⋄
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Step 1. Set V := F 1b2+a1 +F
2
b1+a2
. As the flags are general, this is a direct sum and V has
dimension a1+a2+b1+b2 = a+b. Define E• by E
i
• := F
i
•∩V for i = 1, 2 and E
2+j
• := K
j
•∩V
for j = 1, . . . , p+q. Fixing F 1b2+a1 and F
2
b1+a2
and thus V , every possible collection of flags
E• in V can occur, which proves part of Assertion (4) from Definition 3.1.
Let H ∈ Ωλ◦ρF•. Since H ∈ Ω(
ai,(d+bi)
,α1
)F i•, for i = 1, 2, it satisfies
dimH ∩ F 1d+b−(d+b1)+a1 = a1 and dimH ∩ F
2
d+b−(d+b2)+a2
= a2 .
The subspaces here are just Fb2+a1 and Fb1+a2 . Thus the dimension of h := H ∩ V is
a = a1+a2. This implies that h ∈ Gr (a, V ), and that h ∈ Ωai,biE
i
• for i = 1, 2.
To show that h ∈ ΩλE•, first let 1 ≤ j ≤ p. Since H ∈ Ω(c+a2),mj+βjK
j
•, we have that
dimH ∩Kjb+d−mj+c+a2 = c+ a2 .
Since V has codimension c+d, for any i we have dimV ∩Kjc+d+i = i. Thus E
j
b−mj+a2
=
V ∩Kjb+d−mj+c+a2 . Since h has codimension c in H , dimh∩K
j
b+d−mj+c+a2
= a2. Putting
these dimension calculations together shows that
dimh ∩ Ejb−mj+a2 = a2 ,
and thus h ∈ Ωa2,mjE
j
•. Similar arguments for k = 1, . . . , q show that h ∈ Ωa1,nkE
p+k
• ,
and thus h ∈ ΩλE•. This completes the proof of Assertion (1) in Definition 3.1.
Step 2. Let h ∈ ΩλE•. Since dimh ∩K
j
b+d+c+a2−mj
= a2 and dim h = a, we have that
dim
(
h+Kjb+d+c+a2−mj
)
= a+ b+ c+ d−mj ,
That is, it has codimension mj . Similarly h+K
p+k
b+d+c+a1−nk
has codimension nk. Since the
sum of the mj and of the nk is b, the intersection W (h) of these spaces,
(20)
( p⋂
j=1
(
h+Kjb+d+c+a2−mj
))
∩
( q⋂
k=1
(
h+Kp+kb+d+c+a1−nk
))
,
has codimension b. Note that W (h) contains h and W (h)/h ≃ W = Ca+b+c+d/V . For
any flag F• in C
a+b+c+d, let F•(h) be the image of the flag h + F• in W . We claim that
H ∈ Ωλ◦ρF•, and h = H ∩ V , then H/h ∈ ΩρF•(h) in Gr (c,W (h)/h).
We show this for the first two conditions α = (α1, α2) in ρ. The first two conditions
(ai,d+bi , α
i) of λ ◦ ρ are depicted on the left of (19). As H ∈ Ω(a1,d+b1 ,α1)F
1
• , we have,
dimH ∩ F 1b2+a1 = a1 and dimH ∩ F
1
d+b+a1+j−α1j
= a1 + j for j = 1, . . . , c .
(The first is from Step 1.) Since H ∩ F 1b2+a1 = h ∩ F
1
b2+a1
, we have
dimH ∩ (h+ F 1d+b+a1+j−α1j
) = a + j for j = 1, . . . , c .
Then dim(h+F 1
d+b+a1+j−α1j
) = d+b+a+j−α1j , so that its image inW (h)/h has dimension
d+ j − α1j , and thus
dim
(
H/h ∩ F 1(h)d+j−α1j
)
= j for j = 1, . . . , c ,
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which shows that H/h ∈ Ωα1F
1
• (h). The same arguments show that H/h ∈ Ωα2F
2
• (h).
We now consider the next p + q conditions β in ρ. Suppose that 1 ≤ j ≤ p. As
H ∈ Ωc+a2,mj+βjK
j
• , for each i = 1, . . . , c, we have
dimH ∩Kj
b+d+i−mj−β
j
i
= i .
Since V is in general position with respect to Kj•, h ∩K
j
b+d+i−mj−β
j
i
= {0}, so that
dim
(
h +Kj
b+d+i−mj−β
j
i
)
= a+ b+ d+ i−mj − β
j
i .
Since this is a subspace of h+Kjb+d+c+a2−mj , which has codimension mj and is one of the
subspaces in the intersection (20) defining W (h), we see that
dim
(
W (h) ∩
(
h+Kj
b+d+i−mj−β
j
i
))
= a+ d+ i− βji .
Thus the image of h+Kj
b+d+i−mj−β
j
i
in W (h)/h has dimension d+ i− βji , so that it is the
subspace Kj(h)
d+i−βji
. We conclude that for i = 1, . . . , c,
dim
(
H/h ∩Kj(h)
d+i−βji
)
= i .
Thus for j = 1, . . . , p, we have H/h ∈ ΩβjK
j
•(h). Similar arguments prove that H/h ∈
ΩβjK
j
•(h) for j = p+ 1, . . . , p+ q.
To complete this step, we show that H/h ∈ ΩγjL
j
•(h) for each j = 1, . . . , t. Let
1 ≤ j ≤ t. Then H ∈ ΩγjL
j
• and for each i = 1, . . . , c, we have dimH ∩ L
j
b+d+i−γji
= i.
Again by the general position of V , we have that dim(h+Lj
b+d+i−γji
) = a+ b+ d+ i− γji .
Then the intersection of this subspace with W (h) has dimension a + d + i − γji , so that
its image in W (h)/h has dimension d+ i− γji , and is the subspace L
j(h)
d+i−γji
in the flag
Lj•(h). Almost as before, this implies that
dim
(
H/h ∩ Lj(h)
d+i−γji
)
= i for i = 1, . . . , c.
Thus we conclude that for j = 1, . . . , t, we have that H/h ∈ ΩγjL
j
•(h). To complete the
proof of Assertion (2) of Definition 3.1, we only need to identify W (h)/h with W .
Step 3. The constructions in Steps 1 and 2 give us, for every H ∈ Ωλ◦ρF• a pair of
subspaces h := H ∩ V and H/h ∈ W (h)/h, as well as instances E• of λ in Gr (a, V ) and
F•(h) of ρ in Gr (c,W (h)/h) such that h ∈ ΩλE• and H/h ∈ ΩρF•(h).
The mapping H 7→ (h,H/h) is clearly injective. It is surjective, as by Theorem 2.9,
there are δ(λ◦ρ) = δ(λ)·δ(ρ) elements H in Ωλ◦ρF•, which is the number of pairs (h,H/h)
such that h ∈ ΩλE• and H/h ∈ ΩρF•(h). This completes Assertion (3) of Definition 3.1.
Step 4. We already observed that E• is sufficiently general. For the same assertions
regarding F•(h), we observe that the flags L
j
• are in general position with respect to V ,
as are the subspaces Kjr for r ≤ b+ d+ c−mj , and finally the subspaces F
1
b2+a1+r
/F 1b2+a1
for r ≥ 0 are general in W , and the same for F 2b1+a2+r/F
2
b1+a2
. This completes the proof
of Theorem 3.8, as well as Corollary 3.9. 
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3.4. Computational evidence for Conjecture 3.3. We present evidence that nontriv-
ial compositions λ ◦ ρ of Schubert problems have imprimitive Galois groups, even when λ
is not a block column Schubert problem.
Let λ = (µ, ν) with µ = ( , , ), ν = ( , , ), and a = b = (1, 1, 1) be the
composable partition of Example 2.5. Let ρ be the Schubert problem ( , , , ) on
G(2, 2), expanded with some empty partitions, so that α = β = ( , ∅, ∅) and γ = ( , ).
The composition λ ◦ ρ consists of the eight partitions
, , , , , , , .
Algorithms in Schubert calculus imply that δ(λ) = 5 and δ(ρ) = 2, and we know from
previous computations that both are full symmetric, Galλ = S5 and Galρ = S2.
As explained in [13, § 2.2], we may use symbolic computation to study the Galois group
of a Schubert problem κ of moderate size by computing cycle types of Frobenius lifts.
This does not quite study Galκ, but rather Galκ(Q), the Galois group of the branched
cover Ωκ → (Fℓ(a+ b))
r, where we have restricted scalars to Q, instead of C.
We computed 1 million Frobenius lifts in Galλ◦ρ(Q), finding 24 cycle types. This compu-
tation supports the conjecture that Galλ◦ρ(Q) is the expected wreath product (S2)
5⋊S5,
which is the hyperoctahedral group B5. This group has 2
5 · 5! = 3840 elements. Table 1
shows the frequency of cycle types found. Each row is labeled by the cycle type, with the
second column recording the frequency. The empirical fraction of times the identity was
Table 1. Frequency of cycle types of λ ◦ ρ.
Cycles found in 1000000 instances of the Schubert problem λ ◦ ρ
Type Freq. Fraction actual Type Freq. Fraction actual
(10) 99816 383.293 384 (12, 22, 4) 46399 178.172 180
(2, 8) 62583 240.319 240 (14, 2, 4) 15367 59.009 60
(12, 8) 62347 239.412 240 (16, 4) 5157 19.803 20
(4, 6) 41883 160.831 160 (22, 32) 62596 240.369 240
(22, 6) 62690 240.730 240 (12, 2, 32) 41447 159.156 160
(12, 2, 6) 41362 158.830 160 (14, 32) 20932 80.379 80
(14, 6) 20899 80.252 80 (25) 20960 80.486 81
(52) 100844 387.241 384 (12, 24) 32217 123.713 125
(2, 42) 78690 302.170 300 (14, 23) 17806 68.375 70
(12, 42) 78429 301.167 300 (16, 22) 7706 29.591 30
(32, 4) 42056 161.495 160 (18, 2) 1261 4.842 5
(23, 4) 36331 139.511 140 (110) 222 0.852 1
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obtained, 106/222 ≃ 4504.5, suggests that the order of the group |Galλ◦ρ(Q)| is a divisor of
10! near this number. Taking into account the empirical evidence from the computations
in [13] that the identity is under sampled, we suppose that it is one of
3600 , 3780 , 3840 , 4032 , 4050 , 4200 , 4320 , 4480 .
Assuming that |Galλ◦ρ(Q)| = 3840, the third column gives the (normalized to 3840)
fraction of times that cycle type was observed. The last column gives the number of
elements in B5 with the given cycle type in S10.
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