Design of asynchronous phase detection algorithms optimized for wide frequency response by Quiroga Mellado, Juan Antonio et al.
Design of asynchronous phase detection algorithms
optimized for wide frequency response
Daniel Crespo, Juan Antonio Quiroga, and Jose Antonio Gomez-Pedrero
In many fringe pattern processing applications the local phase has to be obtained from a sinusoidal
irradiance signal with unknown local frequency. This process is called asynchronous phase demod-
ulation. Existing algorithms for asynchronous phase detection, or asynchronous algorithms, have
been designed to yield no algebraic error in the recovered value of the phase for any signal frequency.
However, each asynchronous algorithm has a characteristic frequency response curve. Existing
asynchronous algorithms present a range of frequencies with low response, reaching zero for partic-
ular values of the signal frequency. For real noisy signals, low response implies a low signal-to-noise
ratio in the recovered phase and therefore unreliable results. We present a new Fourier-based
methodology for designing asynchronous algorithms with any user-defined frequency response curve
and known limit of algebraic error. We show how asynchronous algorithms designed with this method
can have better properties for real conditions of noise and signal frequency variation. © 2006 Optical
Society of America
OCIS codes: 100.0100, 100.2650, 100.6890, 120.5050.
1. Introduction
Many optical methods of measurement deliver the
information as a fringe pattern. In general, it is al-
ways possible to describe these images as a phase-
modulated sinusoidal function. Examples of these
methods are temporal phase-stepping interferometry
and fringe projection profilometry with a spatial car-
rier. Usually the local phase can be approximated by
a plane; that is, the fringe pattern is locally mono-
chromatic. In this case the irradiance can be de-
scribed locally by a sinusoidal signal of the form
Ix bm cosx, (1)
where b is the background,m is the signal amplitude,
and is the local frequency of the signal. The problem
of phase detection consists in finding the value of the
phase at the origin . When the value of  is known
and is constant, we speak of synchronous phase de-
tection. There are many well-known algorithms for
synchronous phase detection and several general
studies about the design techniques and properties of
synchronous algorithms; in particular, one of the
most powerful is the Fourier technique.1,2
When the value of is not known or is not constant,
then the problem is called asynchronous phase detec-
tion. This kind of problem arises in temporal phase
shifting when the phase steps are not known a priori,
or in spatial demodulation of fringe patterns with a
carrier in which the local spatial frequency is not
constant. For this kind of method, both the local fre-
quency and the phase itself are obtained as the out-
put. Normally what we get is the modulo 2 version
of the continuous phase: The wrapped phase is de-
noted byW. Current asynchronous methods3–7 as-
sume that the value of  is locally constant and that
the signal is sampled at n points around the origin.
They solve an algebraic system with n  4 equations
to solve for the unknowns m, b, , and . In the
absence of noise, and for a signal with a constant local
frequency, they yield the exact value of .
Most phase detection methods, either synchronous
or asynchronous, calculate the phase as the angle of
the analytic signal associated with the fringe pattern
of Eq. (1), which can be written as A  C  iS and
from which the wrapped phase is obtained as
W tan1SC. (2)
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S and C are obtained from the measured irradiances
in the sampling points, and their expression depends
on the particular method used. The magnitude of A is
given by
mmmD S2C2, (3)
with this magnitude being composed of two terms,
the amplitude of the fringe pattern m—coming from
the experimental setup—and the response of the de-
modulation algorithmmD, which will be a function of
the local signal frequency .
When problems associated with real signals as
noise or nonlinearities are present, the effect on the
signal is translated on the complex plane into a circle
of uncertainty around the correct value of A.8 The
same level of noise is translated into a significant
error in the detection of the phase when the value of
m is small and into a small error when m is
high. The signal amplitude m is imposed by the ex-
perimental setup, illumination type, shadows, etc.
and can always be optimized. On the other hand,
mD is determined by the particular algorithm.
Therefore the algorithm response will be related to
the signal-to-noise ratio (SNR) of the recovered phase
and it will be an important characteristic of any asyn-
chronous phase detection algorithm.
For example, the Carré technique3 uses four sam-
ples of the irradiance given by Ij  b  m cos
 2j  5 with j  	1, 2, 3, 4
. After some alge-
bra, the phase can be obtained as tan   3I2
 I32  I1  I42  2I1  I4I2  I312I2  I3
 I1 I4. In this case it is easy to demonstrate that
mD  2 cos 3  cos . This function has a max-
imum for   55°sample that coincides with the
well-known result that the samples in the Carré
method should be separated by 110° to obtain opti-
mum performance in front of additive noise.
With the same assumptions of harmonic behavior
of the irradiance and local monochromaticity, there
exist asynchronous techniques that use three5 (for
signals without background), four,3 or five4,6,7 sam-
pling points. As mentioned above, for a noiseless sig-
nal, all of these algorithms provide an exact value of
the modulating phase regardless of the local signal
frequency. But to check their performance in a wide-
spectrum noisy signal it will be necessary to look at
their respective algorithm response functions to esti-
mate the recovered phase reliability as a function of
the frequency. Figure 1 shows mD for the Carré3
algorithm (solid curve) and the Servin and Cuevas5
and the Gomez-Pedrero et al.7 (dotted curve) algo-
rithms. As can be seen, both algorithms have an op-
timum working point for a particular value of , but
their response becomes lower as the frequency
changes, especially for low and high frequencies. In
the case of the Carré method, there is also a low
response zone for   0.5 radsample.
In this work, we present a Fourier-based method to
design asynchronous algorithms for harmonic and
locally monochromatic signals. This technique allows
for the systematic development of asynchronous tech-
niques with predefined response curves. The design
criterion is to approximate any desired response func-
tion with a few sampling points while keeping the
algebraic error within a known limit. The generated
asynchronous methods are not algebraically exact,
but they have better performance in terms of SNR
than existing asynchronous methods for real noisy
signals where the phase frequency has a large dy-
namic range.
Another interesting approach to the problem of sig-
nal asynchronous demodulation is the time-
frequency analysis methods, namely, wavelet
analysis,9,10 short-time Fourier transform,11,12 and
Gabor filter bank.13 In these methods the local fre-
quency at a given position is detected by means of
correlation operations with a bank of band-limited
spatially localized monochromatic signals (usually
Gaussian shaped because this is the best choice in
terms of time-frequency localization). These methods
are designed in terms of the signal spectrum and they
are computing time and memory resources intensive
(for example, for a one-dimensional signal, a two-
dimensional transform should be calculated and an-
alyzed); consequently they are not well suited for fast
demodulation of two-dimensional fringe patterns.
However, the big advantage of these time-frequency
techniques is their capability to cope with nonsinu-
soidal signals. On the other hand, the Fourier tech-
nique we present permits the design of small
convolution kernels—similar to the case for the Carré
technique—with the desired response function,
which is appropriate for fast asynchronous demodu-
lation but that relies on the sinusoidal nature of Eq.
(1).
This work is organized as follows. In Section 2 we
present the theoretical foundations of the proposed
method. In Section 3 we show the performance of one
asynchronous algorithm designed with the new
Fig. 1. Response as a function of frequency  in radians per
sample for the Carré3 algorithm (solid curve) and the Servin and
Cuevas5 and the Gomez-Pedrero et al.7 algorithms (dotted curve).
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methodology with simulated as well as experimental
data. Finally, in Section 4 we provide our conclusions.
2. Proposed Method
A. Theoretical Foundations
For simplicity we will assume that the background b is
filtered out; aswe show inSubsection 2.C, this task can
be easily accomplished within the framework of the
proposed technique. Consequently, the periodic signal
around the point of interest can be expressed as
Ixm cosx, (4)
where m, , and  are unknowns. We will make the
assumption that this signal is sampled at equally
spaced intervals, centered on the origin, with a sam-
pling frequency s. If the signal is well sampled, there
will be at least two samples for each signal pe-
riod that in terms of the sampling frequency can be
expressed by the well-known Nyquist condition
s  2. We will define the normalized local fre-
quency as the magnitude 	  s, which therefore
can hold values between 0 and 0.5 for well-sampled
signals.
The sampled signal corresponding to Eq. (4) can be
represented by the following expression:
Isx 
n



xnpsIx
m 
n



xnpscos2n	, (5)
where ps  2s is the sampling period.
We will study the case of linear algorithms; we will
consider demodulation algorithms whose quadrature
components C and S are defined by two linear func-
tions of the sampled values of the signal, that is,
Cdx 
n



cnx npsIx
 
n



cnInps,
Sdx 
n



snx npsIx
 
n



snInps. (6)
These functions cannot be arbitrary; they must fulfill
Eq. (2) for the phase computation.
In the case of a harmonic signal we can substitute
Eq. (4) into Eqs. (6) and obtain
Cm 
n



cncos2n	,
Sm 
n



sncos2n	. (7)
From Eqs. (2) and (7) it follows that, for linear meth-
ods, the problem of measuring  is reduced to the
task of finding two sets of coefficients, c(n) and s(n),
such that they satisfy the following expression:

n



cncos2n	 cos,

n



sncos2n	 sin. (8)
Using the cosine sum formula, Eqs. (8) can be rewrit-
ten as
cos 
n



cncos2n	 sin 
n



cnsin2n	
 cos,
cos 
n



sncos2n	 sin 
n



snsin2n	
 sin. (9)
So that Eqs. (9) can be true for any value of , the
following conditions must be true:

n



cnsin2n	 0,

n



sncos2n	 0. (10)
And now, for Eqs. (10) to be true for any value of , it
is necessary that
cn cn,
snsn. (11)
This means that the sampling function c(n) must be
symmetrical around the origin and s(n) must be an-
tisymmetrical.
Assuming that Eqs. (11) are true, we can then re-
write Eqs. (7) as
C cosmMC	,
S sinmMS	, (12)
where we have defined the functionsMC	 andMS	
as
MC	 
n



cncos2n	,
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MS	 
n



snsin2n	. (13)
MC	 is a symmetric and periodic function of  with
period 1, andMS	 is an antisymmetric and periodic
function of  with the same period. Using Eqs. (11),
Eqs. (13) can also be expressed as
MC	 
n



cnexpi2n	,
MS	 i 
n



snexpi2n	. (14)
This equation shows that c(n) are the coefficients of
the Fourier series expansion ofMC	 and s(n) are the
imaginary parts of the coefficients of the Fourier se-
ries expansion of MS	.
Now, using Eqs. (2) and (12) to obtain the esti-
mated phase value e, we obtain
e arctanSC arctanMS	sinMC	cos, (15)
and the algorithm response as defined in Eq. (3) will
be given by
mD	 MS	2MC	2. (16)
From Eqs. (13), under a first-order approximation,
the algebraic error in the recovered phase will be
limited by
	e
1
2MS	MC	 1. (17)
The previous discussion can be summarized in
the following proposition: Given a pair of functions,
MC	 real, symmetrical, and periodic in  with pe-
riod 1, and MS	 real, antisymmetrical, and peri-
odic in  with period 1, we can define an algorithm
for asynchronous phase detection, which will be
given by Eqs. (6) where c(n) and s(n) are given by
the Fourier series coefficients ofMC	 andMS	, as
shown in Eqs. (14). The maximum algebraic error of
this algorithm for any value of will be given by Eq.
(17), and the frequency response of the algorithm
will be given by Eq. (16). In consequence, selecting
the appropriate functions MC	 and MS	, we will
have an algorithm with any desired frequency re-
sponse curve.
he mathematical treatment shown in this subsec-
tion is similar to the one that has been used in previous
works for Fourier description of synchronous phase
detection with discrete sampling signals.2 This formal-
ism has been used by other authors to design synchro-
nous methods and study their properties. In our case,
the novelty of the proposed technique is that we rein-
terpret this theory and use it to design asynchronous
algorithms with desired response properties.
B. Optimum Algorithm
First, we show how this method can be used to design
an optimum asynchronous algorithm for harmonic
signals with no background. By optimum we mean
that the algorithm has no algebraic error and has a
constant algorithm response for any value of . This
means that bothMC	 andMS	 must be equal to 1
in the whole interval (0, 0.5) and satisfy the symme-
try conditions explained in Subsection 2.A. Such a
pair of functions is shown in Fig. 2, where MC	 is
constant and MS	 is a square wave with period 1.
From Eqs. (6) and (15), it follows that the phase al-
gorithm will be given by
tan 

n



snIn

n



cnIn
, (18)
where I(n) denotes the signal sampled at the nth
point around the origin and, as we showed in Eqs.
(14), s(n) and c(n) correspond to the terms in the
Fourier series expansion of MS	 and MC	, respec-
tively.
So, substituting the Fourier series terms of a
square wave and a constant function,14 we obtain
Fig. 2. Functions that define the optimum asynchronous algo-
rithm for all values of   (0, 0.5): (a) symmetric MC() and (b)
antisymmetric MS().
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cn  n and s2n  1  22n  1, s2n  0;
therefore the asynchronous algorithm defined by the
two functions shown in Fig. 2 will be
tan 

n0
x 2
2n 1 
I2n 1 I2n 1
I0
.
(19)
In a theoretical case, this is the optimum algorithm,
with 0 phase error and maximum response for any
signal frequency. But it is not useful in practice,
since it is based on the assumptions that signal
background is nonexistent and that infinite sam-
pling points are contributing to each measurement.
Also, the presence in the denominator of Eq. (19) of
I(0) implies that this method will be highly sensi-
tive to noise, regardless of the number of sampling
points.
C. Background Suppression
The previous discussionwas based on the assumption
that the signal background b could be suppressed.
Usually, this is a strong assumption, and an algo-
rithm for phase detection should be able to work with
signals with a local background. Introducing the
background term into the left side of Eqs. (8) yields
one extra term that must cancel out:

n



cn 0,

n



sn 0. (20)
The second of these expressions is always true be-
cause s(n) is antisymmetrical. The first line of Eqs.
(20) implies one extra condition thatmust be satisfied
by MC	, which is MC0  0.
This means that any background-insensitive algo-
rithm will not work properly for 	  0. However, for
any value  arbitrarily small, we can define an opti-
mum algorithm for the range 	  , 0.5. The func-
tion MC	 would be, in this case, the one shown in
Fig. 3, a symmetric periodic function that has a value
of 1 for 	  , 0.5 and is 0 everywhere else.MS	 is
the same as shown in Fig. 2(b) since the background
suppression does not affect the antisymmetric kernel.
In this case, using the Fourier series terms of a
square wave with a duty cycle of 2 for MC	 (as
shown in Fig. 4), we obtain cn  sin2nn,
c0  1  2, and s(n) is the same as before.14
Therefore the optimum asynchronous algorithm will
be given by
tan  

n0

 2
2n 1
I2n 1 I2n 1
1 2I0 
n1

 sin2n
n In In
. (21)
This algorithm is background insensitive and has
uniform response and 0 algebraic error for any value
of 	  , 0.5.
D. Limited Number of Harmonics
The algorithms described above are optimum, but
they assume that there is an infinite number of
harmonics contributing to MC	 and MS	; this
means that there are infinite sampling points con-
tributing to the measurement of the phase. Obvi-
Fig. 3. Symmetric function MC() that defines the optimum
background-insensitive algorithm for all values of   (ε, 0.5). The
antisymmetric functionMS() is the same as depicted in Fig. 2(b).
Fig. 4. Functions (a) MC() and (b) MS() that define the algo-
rithm used in the experiment. These are the functions obtained
from the optimum background-insensitive algorithm when
  0.025 and for different values of N.
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ously, this cannot be true in any practical situation;
any practical algorithm can count only on a reduced
number of samples around the point where the
phase has to be measured. The main consequence of
this is that the optimum sampling functions can be
approximated only by their first N terms in their
Fourier series expansion n  N; this will corre-
spond to 2N  1 sampling points. Figure 4 shows
the approximation of the sampling functions MS	
and MC	 shown in Figs. 2(b) and 3 for a value of
  0.025 and using only the first N terms of their
Fourier series expansion. Plots for N  3, 7, and 15
are shown that correspond to 7, 15, and 31 sampling
points, respectively. In this case the algebraic error
ε is no longer 0 and the response is no longer con-
stant for the whole range of 	  , 0.5. Figure 5(a)
shows the response corresponding to the sampling
functions of Fig. 4. It can be seen that the response
for low frequencies improves as N grows, tending
toward the optimum response as the number of
sampling points is increased. In Fig. 5(b) we show
the maximum algebraic error for the case of N
 7 given by the approximated formula of Eq. (17)
and the exact value of the phase error obtained
numerically.
For a given limited number of harmonics there are
no optimum algorithms; it is necessary therefore to
find a compromise between algebraic error and a loss
of algorithm response for a target range of signal
frequencies. The methodology for algorithm design
presented in this work allows us to determine error
and response values for any . With this information,
we can build cost functions and make a systematic
optimization process to find the best algorithm that
meets a given set of design criteria. In some applica-
tions, it will be preferable to have small algebraic
error with little concern for the SNR, whereas in
other applications we may want to optimize only for
a small range of values of . One example of cost
function could be given by
UNsn, cn
0
0.5
	1mD	22	
d	,
(22)
where  is a coefficient that weights the importance
of the algebraic error versus constant algorithm
response. Substituting Eqs. (16) and (17) into Eq.
(22), and substituting Eqs. (14) in the resulting ex-
pression, imposing the limit |n|  N, we obtain a
function of c(n) and s(n) to be minimized. This mini-
mization will yield the coefficients that define the
best algorithm with 2N  1 sampling points, accord-
ing to this particular cost function. Equation (22)
represents a nonlinear minimization problem; thus a
good seed point is necessary. In our approach one
good possibility is to use the coefficients obtained
from Eq. (21).
Fig. 5. (a) Response of the asynchronous algorithm defined by the
functions shown in Fig. 4 for N  3, 7, and 15. (b) Maximum
algebraic error for the algorithm with N  7.
Fig. 6. Error in the recovered phase using (a) the new design
algorithm and (b) the Gomez-Pedrero et al.7 algorithm.
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3. Results
To illustrate the performance of the proposed
method, we first applied the results obtained in this
work to the demodulation of a numerically simulated
fringe pattern. The fringe pattern consists of 128
rows, all of them with the same phase profile, but
with independent additive phase noise for each row.
Each line has 512 pixels and the phase at the ith pixel
is i  i
21024. In this experiment, the local signal
for the ith column is given by Ii  100  60 cosi
 r, where r is a normally distributed random func-
tion with a standard deviation of 0.1. For each line,
the value of the local signal frequency varies linearly
from 0 to  radpixel from left to right. Since the
sampling frequency is 2 radpixel (one sample per
pixel),  ranges from 0 on the left side to 0.5 on the
right side of each line.
We have demodulated this fringe pattern using
the optimum algorithm with background suppres-
sion given by Eq. (21), with   0.025, and using
only the first 7 harmonics N  7, which means
that we use 15 sampling points for each measure-
ment. The functions MC	 and MS	 associated
with this algorithm are the ones shown in Fig. 4
with a solid curve; its theoretical response is shown
in Fig. 5(a) with a solid curve, and the algebraic
maximum error is shown in Fig. 5(b). To test the
performance of this response-oriented asynchro-
nous method against a heuristically designed one,
we have compared our results with those obtained
with the five-step asynchronous algorithm by
Gomez-Pedrero et al.,7 which is insensitive to back-
ground, presents no algebraic error for all frequen-
cies, and has the algorithm response shown with a
dotted curve in Fig. 1. Figure 6 shows the errors
Fig. 7. (a) Comparison between the response obtained using the
new design algorithm and the Gomez-Pedrero et al. algorithm. (b)
Comparison between the experimental and the theoretical re-
sponse of the algorithm.
Fig. 8. (a) Experimental fringe pattern. (b) Profile of Fig. 7 along row
100, (c) phase recovered with the Gomez-Pedrero et al. algorithm.
10 June 2006  Vol. 45, No. 17  APPLIED OPTICS 4043
made in phase detection with respect to theoretical
values when demodulating with our algorithm and
with that of Gomez-Pedrero et al.7 In each case, the
graphs show the average error for the 128 lines of
the synthetic fringe pattern. Our algorithm has a
slightly higher error for the central frequencies,
	  0.1, 0.4, where both algorithms behave well
and present little error. But for low frequencies,
	  0.1, and high frequencies, 	  0.4, our algo-
rithm behaves much better and the errors in the
recovered phase are much smaller. As mentioned,
the Gomez-Pedrero et al.7 algorithm has no alge-
braic error, but in the presence of noise it yields
poor results for low and high frequencies because
the algorithm response for those frequencies is very
low. In Fig. 7(a) we show the comparison between
the response obtained with our algorithm and with
that of Gomez-Pedrero et al. It can be clearly seen
that the response with the new algorithm is higher
for low and high frequencies; this accounts for the
better behavior of the new algorithm in those fre-
quency regions. In Fig. 7(b) we show the comparison
of the theoretical and experimental response ob-
tained with the new algorithm, and we see that the
response obtained using Eq. (16) is reproduced in
the experiment.
Finally, we illustrate the application of our algo-
rithm to an experimental 200  200 pixels shadow
moiré fringe pattern, shown in Fig. 8(a), with non-
uniform background and noise. We have used the
same background-suppressing algorithm described
above with   0.025 and for three different values of
N  3, 7, and 15. As can be seen in the profile along
row 100 of the image in Fig. 8(b), this fringe pattern
has a nonuniform background and signal amplitude
as well as a wide dynamic range of spatial frequencies
that range from 7 fringes per field in the low-
frequency region to 50 fringes per field in the central
closed fringe pattern. These spatial frequencies cor-
respond to a normalized frequency variation of
0.035–0.25, with this frequency range posing a chal-
lenge for a traditional asynchronous method. Figure
8(c) shows the demodulated phase obtained with the
Gomez-Pedrero et al.method. Figures 9(a)–9(c) show
the results obtained with our algorithms forN 3, 7,
and 15, respectively. In all cases, the phase has been
demodulated in the horizontal direction. As can be
seen in Figs. 9(a)–9(c), the phase in the low-frequency
regions of the image is recovered better for the algo-
rithms with a higher value of N, reflecting the in-
creasing response of the algorithms for low
frequencies that was shown in Fig. 5(a). Even for the
case with N  3, the phase recovered in the low-
frequency regions is better than the result obtained
with a standard algorithm, shown in Fig. 8(c). This
yields a noisy distribution due to its poor response for
those frequencies. The phase recovery in the central
areas with higher frequencies is correct with both
methods because it corresponds to the case where
both have high response values.
4. Conclusions
Historically, asynchronous phase detection algo-
rithms have been designed heuristically to have no
algebraic error in the detection of the phase, but with
no special concern for frequency response. However,
it is clear that a good asynchronous algorithm for real
data must be conceived, not only to yield a correct
Fig. 9. Phase recovered from the image in Fig. 8(a) with the
proposed algorithm for (a) N  3, (b) N  7, and (c) N  15.
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value of the phase for any signal frequency, but also
to yield high response. This is because low response of
the algorithm translates into low SNR in the mea-
sured phase.
In this work we have presented a newmethodology
to design asynchronous phase detection algorithms,
taking into account both algebraic error and re-
sponse. The methodology can be summarized as fol-
lows: Given two real functions,MC	, symmetric and
periodical with period 1, andMS	, antisymmetrical
and periodical with period 1, this pair of functions
defines an asynchronous algorithm given by Eqs.
(14). The algebraic error and the response for any
local frequency of the signal can be written in a close
form and are given by Eqs. (17) and (16).
For harmonic signals with no background, we have
shown how to design an algorithm that is optimum
(no error and uniform response 1) for any value of the
local signal frequency. We have then seen that there
is an additional condition that must be satisfied for
an algorithm to be insensitive to the local back-
ground, namely, thatMC0 0. We have shown that
it is not possible to design a background-insensitive
algorithm that is optimum for all frequencies, but it is
possible to design one that is optimum for all frequen-
cies above an arbitrary small value .
We have discussed the effect of the limited number
of sampling points [that are equivalent to a limited
number of harmonics in the Fourier expansions of
MC	 and MS	] in the design of these algorithms.
We have seen that there are truly no optimum algo-
rithms (in the sense of 0 error and uniform response
for the whole frequency range) with a limited number
of harmonics, but with the methodology presented in
this work we can design the best possible asynchro-
nous algorithms based on certain optimization crite-
ria. This optimization can take into account the
maximum tolerable error in the recovered phase and
the minimum required response for any signal fre-
quency.
Finally, we have shown some experimental results
obtained with one of the algorithms designed with
this method. We have seen that, in the presence of
noise, this algorithm behaves better than previous
existing algorithms for high and low signal frequen-
cies and how this improvement is due to the higher
algorithm response for those frequencies.
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