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Iako u Hrvatskoj studije slučaja nisu ni približno toliko rasprostranjene i učestale kao u sjevernoameričkim i većini europskih zemalja, zbog njihova nesumnjiva društvenog i znanstveno-metodološkog značaja i u našoj se sredini javlja potreba za obuhvatnijom znanstvenom analizom njihova dosadašnjeg metodološkog i spoznajnog dometa. Već površno praćenje naše istraživačke prakse otkriva da se dosad realizirane studije slučaja bitno međusobno razlikuju, kako prema stupnju znanstvene utemeljenosti, tako i prema općoj valjanosti dobivenih rezultata. U članku autor pokušava iznaći i primijeniti sasvim nove tehnike istraživanja ove višeslojne i dinamičke materije koje uglavnom dolaze iz područja teorije kaosa i nelinearne dinamike







UVODNA RAZMATRANJA – DINAMIČKA PRIRODA STUDIJE SLUČAJA

U suvremenoj metodologiji društvenih znanosti studije slučaja imaju važnu ulogu ali i veliku društvenu odgovornost. Iako spadaju u područje opće metodologije društvenih istraživanja, pa stoga moraju udovoljiti istim znanstvenim i etičkim kriterijima, riječ je ipak o osobito osjetljivu i odgovornu području istraživačkoga rada upravo zbog svoje dinamičke prirode. Dinamička priroda studije slučaja, koja oscilira od jednog više neodređenog i difuznog stanja k jednom jasno izraženom i glasno formuliranom, navela je istraživače iz područja društvenih znanosti da jasno diferenciraju latentne od manifestnih, aktivne od pasivnih, trajne od nestabilnih vremenskih serija koje artikulira subjektov sustav u određenim vremenskim sekvencijama. U svim tim fazama istraživanja provlači se jedan dinamički proces koji istovremeno ovisi o osobinama slučaja pa sve do intenziteta implementiranog programa intervencije.
Naime, subjektov sustav u svojem neodređenom ili latentnom stanju polazi uvijek od niza događaja čije međusobne interakcije nisu još dobile određenu frekvenciju u određenom periodu, tako da su to većinom i još sasvim neodređene interakcije, do vrlo neobičnih i nepredvidivih reakcija na program intervencije. Bitno je da pojedinac još na početku tretmana ne osjeća da je sudionik jednog dugotrajnog i intenzivnog procesa rješavanja problema. To njegovo mišljenje još nije ušlo u brazdu određenog društvenog htijenja i djelovanja. Tek kad subjektov sustav ulazi svjesno u generički proces rješavanja problema, on postaje predmetom intenzivnog procesa dinamičke interakcije, pa polagano preko individualnih razlika i nijansi raste do jednog povezanijeg i zajedničkog stava prema procesu rješenja problema. Neophodan uvjet za to je da je njegovo uvjerenje vezano uz određenu socijalno-terapeutsku akciju koja dovodi do promjene njegovog sustava.
Ono što čini studij slučaja nestabilnim, promjenljivim, raznolikim i protivuriječnim je činjenica prisutnosti visokog stupnja varijabilnosti u fazi osnovice ili fazi A i nepredvidivih i neočekivanih obrata u fazi intervencije ili fazi B. No, i u tome se pojedinačni slučajevi međusobno razlikuju, jer jedan čovjek može pripadati raznim društvenim organizacijama i misliti kroz različite uloge koje ima u društvu: jednom kao pristalica političke stranke, drugi put kao otac obitelji, treći put kao član određenog kulturnog društva i tako dalje. Karakteristično je za studij slučaja da se u njemu očituju raznorodni individualni i grupni interesi, te da se ti interesi na razne načine koncentriraju ili povezuju prema prirodi predmeta o kojem se raspravlja. U nekima postoji veća suglasnost, a u drugima manja, u nekim pitanjima ljudi istupaju sa čvršćim uvjerenjima, dok se u drugima kolebaju. Slaba povezanost i raznorodnost utjecaja u klijentovom sustavu postaju pogodni faktori za vanjsko djelovanje i smišljeno utjecanje s ciljem promjene klijentove situacije u terapijskom procesu.
U svakom slučaju radi se o složenoj i dinamičkoj materiji koja ne može biti promatrana samo s relativno uskog stajališta neke pojedinačne znanstvene discipline već zasigurno zahtijeva obuhvatniji interdisciplinarni pristup.
Visok stupanj osjetljivosti studije slučaja jedan je od glavnih razloga zbog kojih se pred tu vrstu empirijskih istraživanja postavljaju osobito rigorozni zahtjevi u pogledu valjanosti i preciznosti dobivenih rezultata. Osim toga, rezultati istraživanja vremenskih serija, kao jednog od najučestalijih dinamičkih analiza longitudinalnih procesa, najizravnije su izloženi znanstvenoj i javnoj verifikaciji, jer se mogu sasvim neposredno provjeriti realnim neovisnim i lako dostupnim pokazateljima. Utvrđivanje povezanosti rezultata istraživanja s objektivnim vanjskim kriterijem – promjenama subjektovog sustava – pruža iznimnu priliku za argumentiranu evaluaciju primijenjenih metoda istraživanja, te identificiranje mogućih izvora pogrešaka i pristranosti koji umanjuju valjanost dobivenih rezultata. Upravo stoga rezultati validacije case study istraživanja postaju mjerilo valjanosti i ostalih istraživanja koja se temelje na primjeni sličnih istraživačkih metoda. 
Usprkos relativno skromnoj tradiciji studija slučaja na našim prostorima, dosad prikupljena iskustva ipak omogućuju da se u našim uvjetima provede koliko-toliko sustavna analiza njihova realnoga metodološkog i spoznajnog dometa. Dosad je u svjetskoj znanstveno-teorijskoj i metodološkoj literaturi objavljeno mnogo različitih empirijskih metaanalitičkih istraživanja ovog karaktera, ali bitno različitih prema stupnju znanstvene utemeljenosti, primijenjenoj istraživačkoj metodologiji i valjanosti dobivenih rezultata. Upravo heterogenost dosadašnjih istraživanja omogućava uvid u prilično široki raspon čimbenika koji bi se, u našim uvjetima, mogli pokazati relevantnima za valjanost studije slučaja, kao i identificiranje mogućih izvora pogrešaka i pristranosti: od onih koje su posljedica nedovoljne znanstvene utemeljenosti nacrta i metoda istraživanja do onih koje se mogu javiti zbog izrazito promjenjive prirode subjektovog sustava čija se dinamika teško može pratiti primjenom tradicionalnih prognostičkih modela. 
Iz tih razloga jedna od mogućih kritičkih primjedbi koje se upućuju case study istraživanjima sa stajališta znanstvene analize zasigurno je najrelevantnija kritika na račun njihove nedostatne metodološke valjanosti.

PREDMET ISTRAŽIVANJA – PRIMJENA SPECIFIČNIH TEHNIKA U STUDIJI SLUČAJA

Mnogi socijalni fenomeni nisu po prirodi statični. Longitudinalno praćenje dugoročnih procesa koji se zbivaju u okviru tzv. single-system nacrta istraživanja dinamički su procesi. Međutim mnogi istraživači u svojim studijama proučavaju te fenomene kao statične procese. Klasični linearni regresijski modeli i neke metode multivarijatne (transferzalne) analize su i dalje dominantna disciplinarna istraživanja i to iz dva razloga. Prvo, u studiji slučaja kao glavne strategije u transferzalnim analizama koriste se anketna istraživanja i intervjui kao najučinkovitija i najpouzdanija metoda prikupljanja empirijskog materijala. Drugo, metodološke vještine istraživača uglavnom su usmjerene na tehnike koje dobro pristaju analizi transferzalnih podataka (regresijski modeli i analiza trenda). Premda su analize vremenskih serija u sve većem porastu, pravih istraživanja dinamičkih procesa gotovo da i nema ili su ona neznatna (Hackfeldt, 1990., Brown, 1991.). Jedan od najvećih izazova za metodologiju case study istraživanja je otkriće kompleksnih karakteristika koje su imanentne dinamičnim fenomenima (Ford, 1986.).
U predstojećoj raspravi primijenit ćemo tri tehnike za analizu kompleksiteta dinamičnih vremenskih serija. Prvo ćemo razmotriti neke grafičke tehnike za analizu dinamičnih procesa u faznom prostoru. U drugoj fazi pokušat ćemo primijeniti korelacijski integral u analizi različitih vremenskih serija i, konačno, izvršit ćemo verifikacijski test primjenom Lyapunovih eksponenata kako bi se ilustrirale različite mogućnosti svojstvene kompleksnim dinamičnim procesima. Navedene metode koje dolaze iz područja teorije kaosa i nelinearne dinamike razmatrat ćemo u kontekstu jednog konkretnog case study istraživanja. Ranija empirijska istraživanja u studiji slučaja sličnog tipa pokazale su velike varijacije u uzorcima prikupljenih podataka. Istraživači su zamijetili da uzorak probabilističkih procjena ne slijedi pravilne cikluse već on slijedi vrlo kompleksnu strukturu u analizi vremenskih serija promatranih podataka koji su prikupljeni u fazi promatranja (faza A) i fazi intervencije (faza B) koja je u tolikoj mjeri složena da se najbolje može opisati u terminima teorije determinističkog kaosa.

CILJEVI ISTRAŽIVANJA – ANALIZA VALJANOSTI STUDIJE SLUČAJA 

Iako u Hrvatskoj studije slučaja nisu ni približno toliko rasprostranjene i učestale kao u sjevernoameričkim i većini europskih zemalja, zbog njihova nesumnjiva društvenoga i znanstveno-metodološkog značaja i u našoj se sredini javlja potreba za obuhvatnijom znanstvenom analizom njihova dosadašnjeg metodološkog i spoznajnoteorijskog dometa. Čak i površno praćenje naše istraživačke prakse otkriva da se dosad realizirane studije slučaja bitno razlikuju, kako prema stupnju znanstvene utemeljenosti i vrstama korištenih istraživačkih metoda, tako i prema općoj valjanosti dobivenih rezultata. Neka od dosadašnjih istraživanja dosegla su prilično zadovoljavajući stupanj valjanosti i pokazala se dobrim prediktorima. Druga su krajnost različita loše vođena anketna istraživanja. Kako navodi Lamza-Posavec (Lamza, 1995.), “ankete se u medijima javnog priopćavanja nazivaju istraživanjima javnoga mnijenja i tretiraju kao argument ozbiljnosti i utemeljenosti iznesenih tvrdnji, a obično ne udovoljavaju ni osnovnim metodološkim i statističkim kriterijima u vezi s prikupljanjem, obradom ili interpretacijom prikazanih podataka”.
Osim različitih “istraživanja” što izmiču bilo kakvoj znanstvenoj kontroli, ni dosadašnja se istraživanja znanstvenih i stručnih institucija nisu u svim prilikama pokazala dostatno valjanima, kako u pogledu korištenih istraživačkih metoda, tako ni u smislu prediktivne valjanosti dobivenih rezultata. Kako se čini, istraživačka je praksa u mnogim slučajevima preduhitrila teorijsko promišljanje, bilo zbog nedovoljnog poznavanja takve vrste predmeta istraživanja ili pak zbog nepoznavanja ili nedostatnog razumijevanja metoda i tehnika relevantnih za dinamička istraživanja u studiji slučaja. Zbog toga je temeljni cilj našega istraživanja iznaći potpuno nove tehnike u studiji slučaja koje se usmjeruju na dinamičku analizu vremenskih serija, jer su se dosadašnje klasične tehnike prikupljanja i analize podataka iz ove osjetljive problematike pokazale toliko nepouzdane da ne mogu poslužiti u daljnje prediktorske svrhe u vezi istraživanja ove složene i dinamične materije.

METODOLOGIJA ISTRAŽIVANJA – NOVE TEHNIKE U STUDIJI SLUČAJA

METODE ANALIZE
Glavna istraživačka strategija iz koje se onda izvode specifične analitičke tehnike je studij slučaja ili case study istraživanje. Bitna svrha toga postupka ogleda se u nastojanju istraživača da dobije što podrobnije i obuhvatnije informacije o jednom ili više konkretnih slučajeva na temelju kojih možemo doći do zaključaka i o ostalim slučajevima iste kategorije (Novosel, 1971.). Pomoću te metode mogu se, osim toga, pratiti i analizirati vremenske serije, te na temelju toga i otkriti različiti uzorci ponašanja koji mogu biti odraz trenutačnog stanja subjektovog sustava . Ti uzorci često otkrivaju neočekivane i nepredvidive trendove koji se ne mogu pratiti klasičnim linearnim i determinističkim metodama. U istraživanju ćemo pokušati primijeniti neke nove metode grafičke i statističko-matematičke analize u koje ubrajamo: grafičke tehnike, korelacijski integral i Lyapunove eksponente. Primjena tih novih metoda analize rezultata u području case study istraživanja polučila je valjane i pouzdane rezultate u nekim sjevernoameričkim i europskim državama pogotovo ako se koristi u analizi nelinearne dinamike. 

ANALITIČKA GRAĐA
Osnovna analitička građa obuhvaća rezultate retrogradne analize sadržaja dokumenata (biografija i socijalnih anamneza) ciljanih slučajeva koji su praćeni tijekom dužeg perioda (šest mjeseci ). Stoga je prikladna tehnika u ovom kontekstu bila analiza prekinutih vremenskih serija (zbog uvođenja određenih ciljanih programa intervencije). Istraživanja su realizirali autori rada uz suradnju s terapeutima Kliničke bolnice Sestre milosrdnice na Klinici za psihijatriju, alkohologiju i druge ovisnosti. Osnovna analitička tehnika je praćenje vremenskih serija podataka u svrhu otkrivanja sistematskih uzoraka varijacija u tijeku prve polovice 2001. godine. Kao osnovni instrument za prikupljanje podataka poslužio je modificirani Hudsonov Index samoprocjene sastavljen od 25 čestica koje se procjenjuju na skali od 1 – 5. Za potrebe kriterijske validacije izabrane analitičke građe nužno je jasno definirati prediktorsku i kriterijsku varijablu. Na razini opće definicije, u slučaju analize sadržaja socijalnih anamneza i provedenih istraživanja “prije i nakon” istraživanja odnosno uvođenja određenog interventnog programa, prediktorsku varijablu čine rezultati istraživanja prikupljeni u periodu osnovice ili bazne linije (faza A), dok kriterijsku varijablu sačinjavaju podaci prikupljeni u fazi intervencije (faza B).

ANALIZA DETERMINISTIČKIH PODATAKA
Da bi se izvela precizna studija slučaja, potrebno je prvo demonstrirati grafički prikaz ciklusa samog tijeka praćenja slučaja koji ispočetka prikazuje sistematski uzorak podataka kada se vrši analiza vremenskih serija (1 mjesec). Primjenom te tehnike otkriva se vrlo kompleksna ali još uvijek regularna struktura. Suština analize je pokazati da su ti vremenski nizovi u biti kaotični. Primjena alternativnih linearnih modela također ukazuje na vrlo složenu dinamiku u analizi vremenskih serija. Sljedeći grafički prikaz ilustrira prosječni postotak frekvencija opažanja izražen u relativnim brojevima za dva različita subjektova sustava u prvom tromjesečju 2001. godine. Kad se promatranja vrše tijekom mjesec dana, rezultati pokazuju prosjek duž cijelog trajanja promatranja u fazi A.











 	Grafički prikazi sadrže tri vrste podataka o dinamičkoj analizi slučajeva. Prvo, u obzir dolaze podaci koji ukazuju na eliminaciju nepotrebnih ponavljanja ili iteracija, drugo, podaci indiciraju na trenutačno stanje subjektovog sustava u pojedinoj jedinici vremena i treće, kako studij slučaja napreduje, tako rezultati pokazuju jake oscilacije. Predominantni uzorak podataka u vremenskim nizovima je uglavnom – oscilatorni. Oscilatorni uzorak može se prikazati pomoću jednostavnog modela periodičkih ili cikličkih trendova. Očekivani trendovi ili prognoze budućih uzoraka ponašanja izvode se na temelju retrospektivnih biografskih ili socijalno-anamnestičkih ispitivanja. 
U takvoj vrsti case study ispitivanja koriste se dvije verzije regresijskog modela kako bi se prikazala ta dinamika. Prva metoda koristi procentualni račun (relativne brojeve) rezultata promatranja u fazi A. Taj model ima ovakav oblik: postotak opaženih frekvencija za prvi slučaj Mt =  + (% opaženih frekvencija za Mt-1). Parametri se procjenjuju metodom najmanjih kvadrata. Konstanta u modelu je .49. Objašnjeni dio varijance iznosi – .409 +/- .19, dok neobjašnjeni dio iznosi – .389 +/- .22. Oba parametra procjenjuju negativnu i apsolutnu vrijednost svake veličine, te prelaze nulu i manje su od 1. Vremenska putanja oba modela je oscilatorna i konvergira prema ekvilibrijumu. Obje putanje pokazuju oscilacije u postocima u vrijeme faze promatranja. Međutim, ovaj uzorak dobiven je pomoću parametara koji daju uvid u kratkoročne prognoze. 
Drugi model je više elaboracijske prirode i demonstrira dugoročnu oscilatornu narav longitudinalnih nizova podataka. Putanje dva promatrana slučaja pokazuju longitudinalna kretanja koja imaju oscilatornu konvergenciju. Ako u obzir uzmemo promatranja vršena na dva ciljana slučaja (ostale eliminiramo), dinamički model istraživanja izgleda ovako:
                              M (Mt) = 0 - 1Mt  + 2 Bt
                              B (Bt) = ’0 - 1Bt + 2Mt 

gdje je Mt vrijednost koja se odnosi na razliku u postotku promatranja za slučaj M. prikupljenih u vremenskom razdoblju t + 1 i vremenskoj seriji t. 0 je konstantna veličina, dok su parametri 1 i ’1 regresijski koeficijenti koji odražavaju razinu oscilacije u točkama motrenja u vremenu t. Parametri se procjenjuju metodom najmanjih kvadrata pomoću sustava normalnih jednadžbi.
Nakon procjene jednadžba se može standardizirati, te dobiva ovaj oblik
                              (Mt+2) - 1Mk+1 - 2Mt = 0
Rezultati promatranja prikazani su u sljedećoj tabeli gdje se vide procjene parametara dinamičkog regresijskog modela drugog reda.







Supstitucijom normalne jednadžbe u kvadratnu jednadžbu dobivamo:
           - (.1020) +/-  (0.1020)2 – 4 (.4188)
r1,r2 = ________________________________
               2
Očigledno je da je suma kvadrata korijena znatno ispod nule. Tako korijeni predstavljaju kompleksne konjugacije i vremenske putanje opisuju longitudinalne oscilacije. Sličan uzorak podataka pojavljuje se i u drugom slučaju. Za posebne vrijednosti izračunatog korijena vremenske putanje će pokazivati stabilna longitudinalna oscilatorna kretanja (Baumol, 1958.). To znači da relativno oscilatorni trend perzistira tijekom cijelog vremenskog trajanja osnovice ili faze promatranja. Rezultati dobiveni pomoću ovog (elaboracijskog) modela nalikuju vremenskoj putanji dobivenoj na prethodnom dijagramu, gdje se ne mogu uočiti jednostavna oscilatorna kretanja ni kod jednog subjekta, što ukazuje na varijabilni (fluktuirajući) trend tijekom procesa promatranja u fazi A. Ovaj jednostavni model nam omogućuje uvid u problematiku anamnestičko-biografskih i kliničkih podataka ispitanika dobivenih pomoću indeksa samoprocjene kada se treba izvršiti procjena daljnje intervencije i razvoja subjektovog sustava. 

ANALIZA NELINEARNIH PODATAKA
Što se zbiva ako subjektov sustav postane nestabilan, odnosno kaotičan, te ako podatke koje dobijemo biografsko-anamnestičkim ispitivanjem ne možemo više interpretirati s aspekta determinističkih odnosa? Do nepravilnosti u podacima može doći zbog pogrešaka u mjerenju, slučajnih varijacija u odgovorima, pristranosti, pogrešaka uzorkovanja ili zbog prisustva rezidualnih faktora čije je porijeklo i utjecaj na sustav – nepoznat.
Rješenje problema je tehnika koju su predložili Packard i suradnici (1980.). On je prikazao način na koji se može otkriti nepoznati (neobični ili strani) atraktor u vremenskim serijama. Takav atraktor obično prikazuje putanju koja nije periodična i ne teži određenoj ekvilibrijskoj točci, ali je stabilna u smislu blizine trajektorija dinamičkog sustava koji se vremenski pravilno razvija (Moon, 1987.).
Ti atraktori nemaju normalno raspoređenu krivulju, oni nisu ni eliptoidni ni cirkulatorni u tzv. “faznom prostoru”. Zbog svog neobičnog oblika dobili su naziv “neobični” ili “strani” atraktori (strange attractors). Packard i suradnici opazili su da bilo koja vremenska serija sadrži dovoljno informacija za identifikaciju neobičnih atraktora, tako da je istovremeno moguće izdvojiti rezidualne faktore kao i longitudinalne dinamičke vremenske serije. To omogućuje otkrivanje neobičnih atraktora, ali i ekvilibrijskih ciklusa (cikličkih trendova). Tehnički se ta operacija izvodi insertiranjem dvodimenzionalnog u višedimenzionalne prostore, kao i određivanjem svih točaka na tom prostoru. Rezultat tog zahvata je dakako fazni dijagram. Nicolis i Prigogine (1989.) razvili su primjer jedne tehnike koja otkriva neobični atraktor pomoću primjene vremenski rezidualnih struktura u trodimenzionalnom prostoru. Postupak je sljedeći: postupno se otkrivaju više razine promjena u strukturi koje se definiraju kao cijeli broj pomnožen s fiksnim zaostatkom  ( = mt), gdje je m cijeli broj, a t je interval razlike između faznog ili višestepenog uzorka. Taj interval iznosi 1. Odstupa od 1 samo u slučaju nelinearnih dinamičkih sustava koji se temelje na diferencijalnim (nelinearnim) jednadžbama. “m” je rastući lančani indeks 1,2,...,n. Proces insertiranja vodi nizu diskretnih varijabli Yt, Yt+1, ....., Yt+n. Nicolis i Prigogine ističu da se uz pravi izbor vrijednosti  očekuje da varijable budu linearno neovisne i to je sve što je potrebno da se definira fazni prostor. Sve te varijable izvode se iz pojedinačnih vremenskih nizova koji omogućuju transformaciju iz unidimenzionalnog u multidimenzionalni fazni prostor.
Klasifikacija ovih struktura važna je u case study ispitivanju pogotovo za predviđanje budućih rezultata intervencije, kao i za proučavanje promjena u subjektovom sustavu tijekom dužeg vremenskog perioda (Huckfeldt, 1990.). Tako je otkriće Lorenzovih (Lorenz, 1963.) atraktora i jednadžbi ukazalo na prisustvo kaotičnih fenomena u ponašanju sustava. Kretanje tih putanja je krajnje neizvjesno, mada se atraktori zadržavaju u graničnim regijama faznog prostora. Karakteristično je da je njihova dinamika izrazito osjetljiva na inicijalne uvjete, što u kasnijem razvoju može dovesti do vrlo burnih promjena. Krajnje neizvjesno kretanje putanja gotovo da nam onemogućuje bilo kakvo predviđanje vremenskih serija, jer je teško odrediti koje će vrijednosti poprimiti parametri u idućem intervalu.
Dinamičko ponašanje vremenskog niza sadržano je u strogo određenim regijama faznog prostora. Granični prostor znači da vremenski nizovi ne divergiraju u kontinuumu od +/- . Inicijalna osjetljivost ili senzibilitet na inicijalne uvjete svojstvo je nelinearnih sustava. To se svojstvo može definirati eksponencijalnom bifurkacijom trajektorija što praktički znači da se dvije susjedne točke, odabrane kao početne ili startne vrijednosti dinamičkih sustava počinju granati eksponencijalnom brzinom za vrijeme iteracije njegove iteracije. Prema tome, ako sustav vremenskog niza pokazuje inicijalnu osjetljivost, tada klasične metode za case study ispitivanje postaju potpuno nepouzdane i mogu dovesti do pogrešnih zaključaka u svezi krajnjeg ishoda programa intervencije. Linearni modeli koji se danas koriste u praksi socijalnog rada krajnje su suspektni i neobjektivni. Stoga smatram da se dinamika procesa u dugoročnim istraživanjima treba istraživati sasvim drugačijim analitičkim procedurama koje nam mogu omogućiti dublji i svestraniji uvid u strukturu i dinamiku ove složene materije. Jedan od takvih statističko-analitičkih postupaka je metoda “poravnavanja” ili balansiranja trenda metodom pomičnih prosjeka. Drugo sredstvo koje se koristi u takvim slučajevima je tehnika spektralne analize koja može otkriti nepravilnosti u dinamičkim vremenskim serijama. Međutim, metoda balansiranja trenda i spektralna analiza su tehnike koje služe za analizu periodičnih vremenskih serija. Za geometrijsku i matematičku analizu kaotičnih prostora danas se koriste daleko rafiniranije metode kao što su: a) korelacijski integral i b) Lyapunovi eksponenti.
a) Korelacijski integral. Ova analitička procedura uzima u obzir podatke iz samo jedne vremenske serije (npr. M. vremenske serije). Naime, poznato je da oblik atraktora u unidimenzionalnom prostoru varijabli poprima drugačiji profil u multidimenzionalnom prostoru. Tako, rezultati dobiveni u jednom vremenskom nizu omogućuju analizu dinamičkih kretanja ostalih vremenskih nizova. Da bi lakše shvatili ovu dosta kompliciranu analitičku proceduru, potrebno se osvrnuti na neke pojmove iz matrične algebre. Tako npr. vrijednost Xi predstavlja točku u faznom prostoru sa sljedećim koordinatama X0t-1, X0t-2,.....,X0t-n.
Analiza započinje s prvim parom točaka u jednodimenzionalnom i dvodimenzionalnom prostoru, nastavlja se preko trodimenzionalnog i završava s višedimenzionalnim prostorima. Obuhvaća, dakle, određeni subprostor u N-dimenzionalnom prostoru u kojem se nalaze izvorni atraktori, a slijedi neposredno iz tzv. Takensovog teorema (Takens, 1980.). Dimenzije određenog atraktora mogu se kvantificirati (izmjeriti) na više načina. Analitički postupak koji, u ovom slučaju, daje najbolje rezultate i to za diskretne vremenske serije je tehnika koju nazivamo korelacijska dimenzija (Dc). Tu dimenziju su uveli Nicolis i Prigogine (1989.) i nazvali je korelacijski integral. Ta se tehnika široko primjenjuje u istraživanjima koja karakteriziraju proučavanja neobičnih atraktora s kaotičnim svojstvima, a uvodi se onda kada ne znamo točno dimenziju u kojoj se određeni atraktor nalazi. To je eksperimentalna mjera koja numerički određuje dimenziju atraktora. Da bismo točno mogli definirati korelacijsku dimenziju, potrebno je promatrati razvoj cijele trajektorije (jer se na njoj nalaze atraktori) kroz dulji period. Za vrijeme opservacija prikupljaju se podaci koji određuju vrijednosti N-trajektornih točaka. Za svaku i-tu točku na trajektoriji izračunava se relativni broj trajektorne točke koja se nalazi na intervalu R. Taj se broj može odrediti kao Ni (R). Nakon toga se određuje pi (R), što označuje relativni broj točaka unutar intervala R, i-te točke: pi (R) = Ni/(N-1). Konačno se korelacijska suma računa prema formuli:
                 1        N
C(R) = ______      pi (R).
                 N      i=1

Treba napomenuti da korelacijsku sumu C(R) treba definirati kao C(R) = 1 ako sve točke padaju u pravilnom intervalu (R) jedna od druge. Ako je R manji od najmanje ekvidistantne točke između trajektorija, tada je vrijednost pi = 0 za sve točke i-tog promatranja i korelacijska suma tada je jednaka nuli C(R) = 0. Relativni broj pi može se izraziti u formalnom obliku uvođenjem tzv. Heavisideove fazne funkcije  (x) = 0 ako je x  0, ili ako je  (x) = 1 tada je x  0. Koristeći se tom funkcijom, moguće je definirati sljedeću formulu: pi (R) = 1/N-1 (R-/Xi - Xj/. Služeći se Heavisideovom funkcijom korelacijska suma može se izraziti i ovom formulom: C(R) = 1/N(N-1)  (R-/Xi-Xj/.
Obično se dodaje limes N   kako bi se definirao cijeli atraktor ili cijelo njegovo područje. Nakon toga možemo definirati korelacijsku dimenziju novom formulom:
C(R) = lim kRDC .   
Kad se izvrši operacija logaritmiranja, tada se dobiva korelacijska dimenzija ili integral:
                        log C(r)
D(c) = lim   ________
          R0      log R
Kad postoji više atraktora, koristi se pojam korelacijska skala ili korelacijski indeks. Taj odnos izražava se formulom (Nicolis i Prigogine, 1989, Grassberger, 1986.):
ln C(r) = d lnr.





































Dijagram prikazuje opseg standardne pogreške kod procjene nagiba. Krivulja se “poravnava” nakon pete dimenzije. Horizontalna crta provučena je kroz saturacijske vrijednosti i približno iznosi 3.58. To je ujedno i dimenzija atraktora. Dok ta vrijednost ne dostigne cijeli broj, moguće je izvesti dva zaključka: 1. Dinamika krivulje upravljana je nelinearnim procesima i 2. Identificirani atraktor je neobičan (strange) atraktor. Vremenske dimenzije imaju, dakle, fraktalnu strukturu i mogu biti kaotične. Analiza nelinearnih podataka daje sasvim drugačiji uvid u validnost i prognostičku vrijednost rezultata case study istraživanja ispitivanja. Na žalost, do sada nitko nije otkrio koji su to mehanizmi koji izazivaju modeliranje i prognoziranje dinamičkog ponašanja u longitudinalnim analizama. Doduše, primijenjene su neke imaginativne “ad hoc” prognostičke tehnike vrlo ograničenog dometa. Sadašnji napori čine se u pravcu otkrivanja funkcionalnog oblika izvornih diferencijalnih nelinearnih jednadžbi.
b) Lyapunovi eksponenti. Još jedna od ključnih metoda za kvantifikaciju kaotičnog ponašanja sustava je uvođenje tzv. Lyapunovih eksponenata. Uvođenje te metode prate dva razloga. Prvo, želimo razviti moćan i pouzdan test za dokazivanje kaotičnog ponašanja sustava i drugo, potrebna nam je pouzdana kvantitativna mjera za određivanje stupnja kaotičnosti nekog sustava (u ovom slučaju javnog mnijenja) tako da se može pratiti kretanje kaosa i njegove promjene u skladu s promjenama parametara sustava. Lyapunovi eksponenti su, uz korelacijski integral, jedna od mogućih kvantitativnih mjera determinističkog kaosa u case study istraživanjima. Prema tome, Lyapunovi karakteristični eksponenti () su dinamičke sustavne mjere prosječnog omjera pomoću kojih možemo ocijeniti distancu između bliskih točaka u prostoru. Lyapunov eksponent je generalizirana svojstvena ili karakteristična vrijednost cijelog atraktora pomoću koje procjenjujemo prosječnu stopu (omjer) kontrakcija i repulzija trajektorija na atraktoru (Wiggins, 1990.). Da bi atraktor bio kaotičan, mora imati najmanje jedan pozitivni Lyapunov eksponent. Koeficijent  usko je povezan s ostalim kvantifikatorima kaosa. Ruelle (1983.) je otkrio da je K-entropija jednaka sumi pozitivnog i što podrazumijeva da pozitivna entropija postoji gotovo uvijek u prisustvu kaosa. Lyapunov eksponent je povezan i s gubitkom informacija za vrijeme trajanja kaotičnih epizoda tako da je u uskoj vezi s količinom informacija koje nam stoje na raspolaganju kod izvođenja predikcija. U unidimenzionalnom sustavu postoje tri alternativne varijante Lyapunovog karakterističnog eksponenta: 1.   0; sustav je stabilan, 2.  = 0; sustav je granično stabilan ili oscilatoran i, 3.   0; sustav je kaotičan. Kad koeficijent i ima pozitivan predznak, tada se sustav definira kao kaotičan. Pozitivna vrijednost Lyapunovog eksponenta ukazuje na orbitalnu divergenciju na vremenskoj skali kada svako predviđanje budućih događaja postaje gotovo nemoguće.
Negativni Lyapunovi eksponenti vremenskog niza na skali ukazuju da su tranzicije sustava relativno stabilne ili barem periodične. Kad je vrijednost  = 0, su parametri na granici stabiliteta. U složenijim (višedimenzionalnim) faznim prostorima Lyapunov eksponent koristi se za opis i klasifikaciju dinamičkog ponašanja disipativnih sustava. Lyapunov predznak odnosi se na kth dimenzionalni prostor, gdje negativni predznak ukazuje na konvergenciju, a pozitivni na divergenciju atraktora. Tako npr. ako sustav definiramo u dvodimenzionalnom prostoru, postoje dva Lyapunova eksponenta za atraktor tog sustava (1 i 2). Ako Lyapunov eksponent u trodimenzionalnom prostoru (k = 3) ima tri negativna predznaka (-,-,-) to znači da sustav pokazuje konvergenciju prema ekvilibrijumu. Granični sustavi pokazuju konvergenciju u dvije koordinate kada Lyapunov eksponent ima dva negativna i jedan nulti predznak (0,-,-), dok prisustvo jednog pozitivnog predznaka ukazuje na prisustvo neobičnog atraktora. U čistim kaotičnim sustavima sva su tri predznaka pozitivna, što indicira na krajnju divergenciju u prostoru atraktornog luka. Tako možemo definirati potpuno kaotične sustave kao takve sustave gdje su sva tri Lyapunova eksponenta pozitivna. Suma tri pozitivna eksponenta broja  e1+2+3 aproksimira maksimalnu srednju vrijednost ili prosjek opsega promjena duž vremenskog niza u faznom prostoru. Ako su nelinearne strukturalne jednadžbe dinamičkih sustava poznate, eksponenti se mogu izvesti vrlo eksplicitno i jednostavno i tako odrediti je li struktura dinamičkog kretanja kaotična ili ne. 
Kako se Lyapunov eksponent može jednostavno matematički izvesti? Neka je npr. X0(t) trajektorija koja nastaje iz prve inicijalne točke dok je X(t) trajektorija koja se razvija iz druge točke. Nakon toga uvodi se nova varijabla x = x-x0 koja mjeri udaljenost trajektorije od fiksne točke. Treba napomenuti da se za određivanje prirode fiksnih točaka uvodi matematički pojam poznat pod nazivom Taylorov niz ekspanzije funkcije f(x) za x vrijednost koja se nalazi u blizini fiksne točke x0 tako da je f(x) = f(x0) + (x – x0) df/dx. Ako se zanemare sve derivacije višeg reda, tada je x = df/dx  x0, čije je rješenje:
x (t) = x (0) et gdje je   = df(x)/dx  x0, što predstavlja Lyapunov eksponent. U praksi je poznato da derivacija vremenske evolucijske funkcije općenito varira, pa je stoga potrebno pronaći srednju vrijednost ili prosječni  za longitudinalni niz trajektorija. Ako je vremenska evolucijska funkcija poznata, tada je lako pronaći srednju vrijednost .  
Postupak se sastoji u jednostavnoj derivaciji funkcije iz trajektorija i pronalaženju srednje vrijednosti. Međutim, kada su vremenske serije nepravilne, problem je mnogo složeniji, jer evolucijske (razvojne) funkcije nisu poznate. Vrlo praktična i korisna tehnika za određivanje pozitivnog Lyapunovog eksponenta u tom slučaju, je logistička regresija (jednadžba). Logistička jednadžba s vodećim parametrom r ili C(r) = 3.7 poznata je kao kaotična. Ako napišemo jednadžbu u ovom obliku Xn+1 = r Xn (1- Xn) i istražimo multiplikaciju pogrešaka mjerenja koristeći se linearnom analizom za stabilne sustave, lako možemo uočiti bifurkacije ili divergencije susjednih trajektorija već nakon nekoliko iteracija. Za svaku vrijednost r nepredvidiv ili neizvjestan razvoj u vremenu produkt je lokalnih bifurkacija. Ako se npr. jednadžba sastoji od vrijednosti koje označuju pogreške mjerenja (Xn do dXn) tako da je dXn = dX0 2n, tada se neizvjestan rast i razvoj uvećavaju eksponencijalnom brzinom. Ovdje vrijednost  predstavlja Lyapunov eksponent. Iz prethodnog izraza može se izvesti sljedeća jednadžba za Lyapunov eksponent koja glasi:
                    1       n-1 
 = lim     _____    log 2 f’(xi ) 
     n       n    i=0
Iz gornjeg izraza vidljivo je da su logaritmi na bazi dva, što praktički znači da Lyapunov eksponent analizira pojedine iterativne sekvence ili fraktale. U praksi se, međutim, procjenjuju samo najveći eksponenti iz eksperimentalnih vremenskih serija. Kao što vidimo iz gornje jednadžbe, eksponent se temelji na beskonačno dugačkim vremenskim serijama, što se u stvarnosti nikada ne može dostići. Stoga se postavlja logično pitanje odnosa duljine pojedinih vremenskih serija i točnosti procjene Lyapunovog eksponenta. U praksi se kod takvih procjena služimo tzv. Henonovim tablicama (mapama), gdje se duljina vremenskih serija (na temelju kojih se procjenjuje Lyapunov eksponent) smanjuje od 500 na 50 opservacija. Wolf i suradnici (1985.) smatraju da je potrebno postići najmanje 128 opservacijskih točaka kako bi se mogao procijeniti najveći (pozitivni) Lyapunov eksponent za dati atraktor unutar 5% njegove vrijednosti. Podaci koji se prikupljaju iz takvih vremenskih serija manje su rigorozni nego kod proračuna korelacijskog integrala. Treba napomenuti da procjena eksponenata treba uvijek biti veća od nule. 





Tabela 1. Proračun najvećeg Lyapunovog eksponenta iz Henonovih tablica

______________________________________________________________
N              Lyapunov exp.        Vremenski zastoja        Vremenski razvojb
______________________________________________________________
500              .4057                                1                                     2
450              .4944                                1                                     2 
400              .3760                                1                                     2		
350              .4236                                1                                     2
300              .3762                                1                                     2  
250              .3555                                1                                     2
200              .3280                                1                                     2
150              .4640                                1                                     2
100              .4354                                1                                     2
  50              .3371                                1                                     2 
______________________________________________________________
Izvor: McBurnett, M., Complexity in the Evolution of Public Opinion., in Douglas Kiel and Euel Elliott., Chaos Theory in the Social Sciences. The University of Michigan Press, 1997. p. 190.
Wolf je vršio eksperimentalna opažanja mnogih drugih atraktora kao što su Rösslerovi i Lorenzovi atraktori. Rezultati njihovih studija upućuju nas na to da je potrebno daleko kraće vrijeme prikupljanja podataka nego iz sustava diferencijalnih jednadžbi. Vremensko odgađanje je zastoj koji se koristi za izradu faznog dijagrama. Vremenski razvoj se odnosi na niz iteracija. Različite nepravilnosti ili divergencije u serijama podataka ne predstavljaju poseban problem, već se promatraju kao standardna, normalna i slučajna dinamička kretanja varijabli. Proračun Lyapunovih eksponenata rezultira pozitivnim vrijednostima što upućuje na prisustvo kaosa. 
Postavlja se pitanje kako tu tehniku primijeniti na konstruiranje vremenskih serija koje se odnose na case study istraživanje. Naime, iskustvena evidencija prikupljena iz različitih metaanalitičkih istraživanja u studijama slučaja otkriva da agregatne vremenske serije mogu u velikoj mjeri biti kaotične. Kao što smo vidjeli, korelacijski integral otkriva dimenzije neobičnog atraktora u vremenskim serijama za slučaj M., naročito između 3 i 4 dimenzije. Ta nam je informacija neobično važna i prilikom procjene Lyapunovog eksponenata određivanjem njihove magnitude u razvoju vremenskih serija. Koristit ćemo se istom metodom koju je primijenio McBurnett služeći se tehnikom Henonovih tablica, koje se temelje na logističkoj regresiji. U našem case study istraživanju postavljamo alternativnu hipotezu koja nastoji verificirati neobične atraktore u vremenskim serijama i time ukazati na prisustvo kaosa. Rezultati su prikazani u sljedećoj tabeli:

Tabela 2. Lyapunovi eksponenti M. vremenskih serija za 3. i 4. dimenziju
________________________________________________________________________










           10			0.0538				0.0726

Inspekcijom tabele uočavamo da sve procjene Lyapunovih eksponenata prelaze nulu, dakle imaju pozitivni predznak, tako da možemo izvesti zaključak da su ove vremenske serije kaotične. Do sličnih rezultata došli su Moon (1987.), i  Wolf (1985.) promatrajući kolebanja u periodu intervencije u svojim intrizičnim studijama slučaja. Ta iskustvena evidencija važan je indikator evaluacije u studiji slučaja što ukazuje na to da je promatrani slučaj izuzetno osjetljiv na inicijalne uvjete. Lyapunov eksponent možemo interpretirati i kao entropiju koja ukazuje na gubitak znatne količine informacija u vremenu, što znači smanjenje prediktivne moći i povećanje pogrešaka mjerenja porastom vremenskih serija. Budući da su eksponenti u M. vremenskim serijama relativno mali, to ujedno znači i manji gubitak informacija prilikom iteracija, pa takav rezultat dopušta dugoročnije prognoze s većom egzaktnošću.
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Although case studies are not nearly as widespread and frequent in Croatia as in North American and most European countries, due to their indisputable social and scientific-methodological significance, the need for a more comprehensive scientific analysis of their current methodological and cognitive range occurred in our country as well.   Even a superficial monitoring of our research practice reveals that the case studies realised so far considerably differ, both by the level of their scientific justification and the general validity of the obtained results.  In this paper, the author tries to find and apply brand new research techniques for this multileveled and dynamic matter, which mainly derive from the theory of chaos and non-linear dynamics.
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