To describe and compare the work here of others and our own, we will use a three component system as an example. Components A, B, and C are used in a system which is employed in a mission with 3 phases.
The success criteria for phases expressed using fault trees could be Phases Z, Y, and X. The success criteria for each of the three phases is expressed using fault trees as shown in Figure 2 . In Phase X, the system fails if any of the components A, B, or C fails. In Phase Y, the system fails if component A fails or both of the components B and C fail. In Phase Z, the system fails if all three components fail. The failure rates of three components are Aa, Ab, and Ac, respectively.
The corresponding
Markov chains for all phases are shown in Figure 3 . In the Markov chain representa- Markov chain of a three phase system of Figure 2 with phase order of X, Y, and Z is shown in Figure 5 . In her approach, once a state is declared a system down state in a phase, it cannot become an up state in a later phase. This is a potential problem as it is possible for a system to have some states that are failure states in a phase but are up states in a later phase. For example, consider the two scenarios as shown in In this paper, we present a methodology to analyze and solve phased-mission systems in which failure rates, configuration and success criteria can vary from phase to phase. Moreover, the success criteria can be specified using fault trees or an equivalent representation.
We believe that a majority of systems can be represented using fault trees. Our approach is similar to Esary and Ziehms' in that we do not generate any
Markov chains, but in addition we do not create a single, monolithic model. We handle one phase at a time and then compute the overall unreliability of the entire mission. This gives us a computational advantage.
Firstwedescribe some concepts which we will use throughout the paper.
Distribution Functions with Mass at Origin
One of the key concepts we will use in our method is that of cumulative distribution functions with a mass at the origin. Consider a random variable X with cumulative distribution function given by
This function has a mass at the origin given by P(X = 0) = (1 -e-AT') . The second term represents the continuous part of the distribution function.
In order to illustrate the use of such a CDF, consider a component with a failure rate of A that is used in a phased mission system. Assume that the system has just completed one phase of duration T1 and is currently in the second phase. The above CDF can be assigned as the failure probability distribution of the component in the second phase. The first term in the above expression represents the probability that the component has already failed in the previous phase. The second term represents the failure probability distribution for this component for the second phase. The time origin for the second phase is reinitialized to the beginning of the phase. We will use such distribution functions to represent failure probabilities of individual components during different phases.
4
Phased-Mission Analysis: Phase Independent Success Criteria
In this section we consider a simpler scenario, a phased-mission system in which the success criterion is phase independent. Therefore, the system configuration and the success criteria remains unchanged from phase to phase and can be represented by the same fault tree for all phases. However, component failure rates are allowed to be phase dependent. We first assume that phase durations are deterministic. We will relax these constraints one at a time in the following subsections.
Phase-Dependent Failure Rates
To account for phase-dependent failure rates, we assign a failure distribution with mass at the origin to each component. Let $ji represent the failure rate of component j in phase i. For component j, the distribution function assigned in phase k is given by
Fc_,_(t) = (1 -e-E_-: a,,T,) + e-EL-: a,,T,(1 _ e-a_*t). (1)
Here time t is measured from the beginning of phase k so that 0 < t < Tk. T/ represents the duration for phase i. This expression can be simplified to: Fc,.k(t) = 1 --e-aikt[e -_h=-: _j,T,]. At the end of phase k, at t = Tin, the above expression gives the mass at the origin for phase k + 1. A component fails during a phase only if it survives during all the previous phases. The factor enclosed in square brackets above is the probability of success during first k -1 phases. Since the success criteria is same in all phases, a system fails by phase k if it fails any time during the first k phases.
We can obtain the unreliability of the system at time 0 < t < Tk during phase 1 < k < m by evaluating the fault tree using the failure distribution function for each component as given by Fcj._(t). Of course, if our only interest is in the failure probability for the entire mission, we evaluate the fault tree assigning a constant faliure probability
1 -e-_i--_ xj,T, to component j . Here,
Age-Dependent
is the sum of durations for i phases and CTo = O. The time t is the cumulative time and is not reset to zero for the next phase. Instead it starts at t = 0 at the beginning of a mission and continues to increase. With this modification, the fault tree can be evaluated for any time 0 < t < CTm. The probability of failure of component Cj at the end of the mission is given by
Using this constant failure probability for component Cj (for all j), the fault tree can be evaluated to obtain the mission failure probability.
Random Phase Durations
To account for random phase durations, we use conditioning followed by the theorem of total probability.
Let FT,(ti) be the distribution function for the length of phase i. 
(t,)
This failure probability can be assigned to component Cj (for all j) and the fault tree can be evaluated to compute the unreliability of the system for the whole mission consisting of m phases.
5
Phased-Mission Analysis: Phase-Dependent Success Criteria
The results of the previous section apply to the cases when the success criteria does not change from phase to phase. However, in many applications, the success criteria and the system configuration may change from phase to phase. There are several reasons for reconfiguration and change in success criteria from phase to phase. Some of these are discussed below. We present our method of handling such failure combinations below.
Our methodology consists of the following steps. We divide the system unreliability of a phased mission system into two parts: (i) common failure combinations; and (ii) phase failure combinations. We evaluate the unreliability due to these two components using the following procedure.
Common Failure Combinations
The first component, common failure combinations, includes the probability of those component failure combinations which are common to all phases after the most stringent criterion has been applied to all phases.
That is, if a combination leads to system failure in phase i+ l, then it is a considered a failure combination in phase i as well. Thus the common failure combinations essentially include the failure combination specified for the last phase.
The unreliability due to common failure combinations can be computed using the method described in the previous section for analyzing phased-mission system with phase-independent success criteria. That is, we compute the failure probability distribution for individual component and then evaluate the common fault tree which is the fault tree for the last phase.
Phase Failure Combinations
The 
"((Ei A Ei+l) A E--_+2)... A E-_).
In the above expression, we include only those combinations which are failure combinations in phase i but are not failure combinations in any of the subsequent phases. This expression can be simplified as 
Phase Algebra Let
When the expression for PFCi is simplified, we need to merge different combinations of such terms which could be a little tricky and need special treatment. Let i and j be two phases and let i < j. The following rules should be used to simplify the logic expressions. 
System Unreliability
Using the phase algebra, the system unreliability can be computed as follows. First compute all the PFCi's for all phases. Then the system unreliability is given by
where P(Ep) is the probability of failure evaluated using the fault tree, Ep of phase p (the last phase) using the failure distribution function calculated for each component as described in Section 3. P(PFCi) is the probability of phase failure combinations for phase i. To calculate PFCi's, we will require probability of events such as a component remains operational during all phases starting from 1 to i, or a component remains operational during phase 1 to phase k and then fails during phase k + 1 to phase i for some k. Such probabilities can also be calculated using the techniques defined in Section 3.
Example
In this section, we demonstrate our technique using the example described in Figure 2 . This system has three components and we describe three phases, X, Y, and Z. To show the difference, we will consider all the six permutations of three phases. The failure combinations of three phases are defined by Ex, Ey, and
Ez above.
Now we discuss each of the six permutations separately.
In this case first phase is phase X, followed by phase Y, that is followed by phase Z. So the PFCi functions are obtained as follows.
= (A2 + B2 C2).(A3 Ba C3)
Then the system unreliability is given by
URxyz where P(Eaz) P(PFCI)
and P(PFC2)
It is easyto compute the probability of failurein phase 3 using the failure distributions for individual components.
A fault tree solver such as SHARPE [2] can be used to compute that. Similarly, the probability of expressions in Equation 4 can be evaluated after simplifying the expressions as a sum of disjoint products using algorithm such as the one described in [12] and depicted in 5.
In this case first phase is phase X, followed by phase Z, that is followed by phase Y. Without going into details, the PFCi functions are computed as follows.
The last phase in this case is phase Y. The system unreliability can be computed using
For this case, the PFCi functions are computed as follows.
and
The last phase in this case is phase Z. The system unreliability can be computed using the following.
(We are omitting details of simplification.)
PFCI = ¢ and

PFC2 = ¢
The last phase in this case is phase X. The system unreliability can be computed using the following.
and For this case, the PFCi functions are computed as follows.
The last phase in this case is phase Y. The system unreliability can be computed using the following.
The same three component system can be analyzed using Markov Chain for the six permutations. There are eight possible states in each phase as depicted in Figure 3 . We obtain the results shown in Tables 1 and 2 
