In the pursuit of generic methods, control theory has become separated from its prime objective: the control of physical systems. These generic techniques have a wide range of applications yet do not easily allow inclusion of system speci c information into the control design. There are two important categories for which the inclusion of system-speci c information is important: partially-known systems and nonlinear systems. Physical Model-Based Control (PMBC) is a novel approach to using such system-speci c information. The objective of this paper is to demonstrate the experimental application of PMBC to a partially-known nonlinear system. In so doing, the performance of the PMBC method is evaluated, and it is demonstrated how process and control engineering insights can be combined within this PMBC framework to yield a novel system-speci c control algorithm.
Introduction
The current approach to solving applied control problems is to use an abstraction (usually linear) of the physical system which separates the design of the controller from the physical process. This separation has grown from a desire to have a few control techniques which are applicable to a wide range of systems. An example of such a technique is self-tuning control based on discrete-time black-box models 1, 2, 3, 4] . However, the consequence of using such generic techniques is that system speci c information cannot be easily included into the subsequent control design method.
For this reason PMBC 5, 6, 7, 8] has been suggested as a way of allowing a generic approach to modelling and control whilst providing the designer with the exibility to develop a controller customised to the process. Using system models (and by inference system model information) within the the dynamic system of the controller promotes the development of good controllers { (see for example, the recent discussion by Eykho 9] . At the heart of PMBC is a physical model of the system. This can have various equivalent representations, including: a bond-graph 10, 11] , numerical simulation code, or a set of di erential equations.
Typically, a system model will be partially-known in the sense that the di erential equations will contain some unknown quantities and simpli cations. These will manifest themselves as either unknown terms within the di erential equations, or lumped together as modelling error when the simulation is compared to experimental data. Generally, there is little that can be done with the modelling error. If, however, unknown quantities within a model are constant they can often be dealt with by suitable experiments on the system. The remaining unknown quantities can be categorised in three di erent ways: as inputs, states, or parameters. Associated with these unknowns are three di erent techniques for nding out their values. They are, respectively: direct measurement, state observation, and parameter estimation. Depending upon the external information and the complexity of the mathematical description of a process, it may be convenient to re-categorise unknown quantities to take advantage of a particular evaluation technique. As discussed in Section 3, the system considered in this paper can be formulated as a di erential equation in each of the three ways; the state formulation is used in this study.
The system model is built into an observer 12, 13, 14] structure to give a model-based observer; if the model is nonlinear, then so is the observer. As discussed elsewhere 5, 6, 7] , this observer is used to make available (an approximation to) all internal system variables which can then in turn be used to drive a feedback controller. This can be viewed as an extension to standard observer/state feedback control methodology 12, 13, 14], its nonlinear counterpart the extended Kalman lter 15, 16] , or inferential control 17, 18] . In this paper, the crucial point being made is that the method allows process engineering insight to be built into the controller structure and design.
The paper is organised as follows. A description of the process, experimental equipment, and discussion of the experimental errors relevant to this study is given in Section 2. Section 3 gives a full mathematical description of the process, which is subsequently used in the PMBC methodology to design the control systems described in Section 4. Sections 5 and 6 provide evidence of the e cacy of the PMBC methodology, and the bene ts it can provide to the control system designer, using both simulation and experimental results.
Section 7 concludes the paper.
2 System description
The experimental rig (see Figure 1) consists of a heated tank of constant volume 215 cm 3 ]. Mains tap water ows through the tank, the level of which is maintained by an over ow pipe. The owrate of water through the tank can be changed manually using a GEC Elliot 1100 rotameter (with a nominal maximum owrate of 300 cm 3 =min]).
Two thermistors (RS Components' negative temperature coe cient (ntc) thermistors: type RS 151-243), protected in custom-made metal sheaths, were used to measure the upstream and tank temperatures. The voltages output from the thermistors (maximum range 10 Volts]) were read into a 386-PC using a Advantek LABCARD-812 interface card with a resolution of 12 bits]. Both thermistors were calibrated in-line using the following relationship taken from the manufacturer's speci cations:
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where T is the temperature in C], R is the digital thermistor reading (0 to 4095), and a and b are the tted parameters for a given thermistor. From the calibrations we obtained an accuracy of better than 0.5 C] over the range of operation of the thermistors (which was nominally 5 to 40 C]).
A small electric heater, which could only be turned on or o , was used to heat the water in the tank. The output of the heater was approximately 150 Watts]. To obtain di erent levels heating loads in the tank a software algorithm was written to switch the heaters on for a given percentage of a 2 second time interval. Hence, for example, a requested heater load of 50% would then have the heaters switched on for 1 second and o for 1 second.
The power output (in Watts) of the heater was calibrated against the requested load (in percent) by assuming a linear relationship through the origin. This calibration resulted in a maximum con dence interval of +/-10 Watts], which was considered su ciently accurate for this study.
System modelling
The dynamic behaviour of the heated tank system (Section 2) can be described mathematically by applying the law of energy conservation to the heater, tank, and sensor in turn to
give the di erential equations describing the enthalpy of each capacity in the system. The where the two letter subscripts describe the direction of heat ow between capacities (for example ht means from the heater to the tank); r is the resistance to heat transfer between capacities and ; and T is the temperature of capacity relative to the external temperature. For the direct energy relationships f is the owrate of water into the tank; c p is the heat capacity of the water; and T is the temperature of the water entering the tank.
To relate the temperature of each thermal lump back to its enthalpy the following relationship is required (where c = (V c p ) is the intensive heat capacity of the thermal lump ):
This model can be expressed succinctly in the matrix form as follows: _ x s = A s x s + B s u s ; y s = C s x s (5) where the enthalpies of the system are the three states x; the two inputs heat input and temperature of the feed stream u; and the one output y is the measured sensor temperature. These vector terms can be described more completely as: 
Although Equations 5 are apparently linear, the ow f appears in both the A s and B s matrices of Equations 7. In a MBOC strategy the need to know f is crucial. Since in the experiments f cannot be measured on-line, the context in which f is interpreted in the model can signi cantly a ect the performance of a given control strategy. This issue, and the interpretation placed on f in this study are discussed in the following section.
Equation formulation: states, parameters and inputs
In this problem, the ow rate f can be classi ed in three di erent ways: as a parameter, as an input, and as a state. These three categories are associated with di erent techniques for removing uncertainty about their values and are, respectively: parameter estimation, direct measurement, and state observation. Thus the choice of technique determines the representation of f in this problem. The di erent possible representations of f are described below, and our reasons for using a state observation approach are given.
1. Regarding f as a constant parameter gives rise to the di erential equations described by Equations 5 and 7. This is a linear system parameterised by f. The time-constants 8 of this linear system are plotted against f in Figure 2 . Note the four-fold change in the time constant for the tank over the range of owrates which could occur.
Clearly, regarding f as a constant parameter would not result in the best possible performance from a controller. While the estimation of f on-line is possible it is not used in this case as f varies signi cantly during the experiment.
2. Regarding f as an input gives rise to the di erential equations described by Equations 5 and 7, but with an additional input u 3 = f. This is once again a non-linear system. Since f cannot be measured on-line this method cannot be used in this case.
3. The nal choice, and the one chosen for this study, is to regard f as a state. This gives rise to the di erential equations described by Equations (5 and 7) but with the addition of a fourth state x 4 = f and a third input u 3 = f where f represents (impulsive) incremental changes in f. The augmented state is then:
where the fourth state x a4 is described by the equation:
This gives rise to the system of equations: _ x a = A a x a + B a u a ; y a = C a x a (12) where the matrices with subscript a are the appropriately augmented versions of the matrices with subscript s of Equations 6 and 7.
Equation 12 describes a nonlinear system as both A a and B a depend on f. The steady-state of the non-linear system (at a constant value of T ) and corresponding to the initial conditions:
is given by:
where:
The nonlinear system can be linearised about this steady-state to give the state matrices: The resistances to heat transfer constitute the next major group of model parameters that were determined. All parameters were determined by the tting experimental data to the simulation as described below. The value of the resistance between the heater and the tank r ht was found to be 1.30 K/W], while that of the resistance between the tank and the environment r te was 1.67 K/W]. The resistance between the tank and the sensor, r ts , was initially chosen as 50 K/W] to give a time constant for the sensor of 5 sec]. This gave a value consistent with the published data on the thermistor. In subsequent optimisation studies there was little variation from this value.
The only other`parameter' in the model was the ambient temperature. This was taken at the beginning of the experiment, and monitored throughout to check on any signi cant variation from its initial value.
Using 
Compensator design
The design of a MBOC scheme consists of two parts: the design of the observer, followed by the design of the controller. The term commonly used to describe the observer, its process model, and the controller, is a compensator (Kailath 13], Chapter 4). With reference to Figure 9 , the compensator is a dynamic system with two (possibly vector) inputs -the system output y s and the corresponding setpoint w -and one (possibly vector) outputthe system input u.
Internally, the model, observer, and controller interact as follows:
The block labelled model is a dynamic simulation model of the system to be controlled (labelled`system'). It is typically a set of nonlinear di erential equations. The model has the same control input u as the system, and other system inputs which are measured can be similarly applied to the model to give feedforward compensation.
If the model perfectly represented the actual system, was started at exactly the same initial conditions, and there were no unmeasured inputs entering the process, then there would be no di erence between the model and the system outputs. Since this is not the case in this study the measured outputs y s of the system are compared with the corresponding model outputs y to create a model error e m = y s ? y. This error is used to provide additional inputs, u i , to the model (typically one for each state) to drive the model output to the measured output.
The corresponding outputs of the model (representations of the process's measured and unmeasured outputs), denoted by y i , can then be used together with the setpoint w, to generate the controller feedback signal u. If the model-based observer is working well, these internal signals will be the same or close to the corresponding (but possibly unmeasurable) internal signals generated within the system itself. Thus the system will be driven to behave in the same way as the (controlled) model.
The advantage of using the observer-based approach in developing a control strategy is that the observer acts as a virtual sensor by providing estimates of variables that could not be measured directly. These virtual sensor signals can be integrated directly into any desired control structure. Having all the information about a process encourages the designer to then develop a controller to take advantage of this extra information to satisfy the control objectives in an e cient and parsimonious manner.
Observer design
The observer contains a nonlinear model of the system and is thus itself nonlinear. The design problem is to construct feedback from the observer error to the model in such a way as to drive the error to zero. For nonlinear problems this is usually di cult. The approach used in this section is to design the observer feedback as if the model were replaced by its linearisation about an appropriate operating point, while still retaining the full non-linear model within the observer. This approach is closely related to the extended Kalman 
Of course, the chosen K o only gives the speci ed poles when the system state is close to the particular operating point of Equation 14.
To test the e ect of the nonlinearity of the model on the observer time constants Figure   4 shows how the observer time constants vary (with K o given by Equation 22) for steadystate ows from 1 < f < 5. Also, Figure 5 shows the e ect on the observer time constants of varying the steady-state temperature di erence 1 < (T t ? T i ) < 5. 
Controller design
In the previous section, the observer was designed via standard state-space techniques applied to the linearised model. In contrast, the controller is designed using conventional process control techniques based on cascade and feedforward techniques but using measurements inferred from the model which are not all available from the physical system. This can be regarded as control design in the physical domain 8], except that virtual (as opposed to real) sensors are used. Of course, the resulting controller can be regarded as state-feedback with additional feedforward terms; but the method used here provides an alternative and more revealing approach to determining such state-feedback.
Alternatively, a model-based control technique can be used. Below we show the development of a GMC controller 20] for the heated tank. In this case, as with the physical model-based control technique, measurements inferred from the model are used where the real measurements are unavailable. A common problem with using this approach is that uncertainties in the input to the controller can seriously degrade its performance 21].
Physical Model-Based Controller
The purpose of the PMBC is to drive the tank temperature T t towards a reference signal T t in a satisfactory manner. In this problem the actual tank temperature T t is not itself available from the system; nevertheless it is T t (rather than the sensor temperature T s ) that is to be controlled. However, indirect control of T t is possible as the tank temperature can be inferred from the observer output. The approach taken to control the tank temperature is to set up three cascaded controllers as follows ( Figure 6 ): 
where I is the integral time constant. In this study integral action was not needed to return the output to its setpoint, so Equation 23 was used.
The desired heat owq t is used as setpoint to an open-loop controller which generates
desired heater temperatureT h ; that is the heater temperature that would generate the desired heat ow. The controller equation can be expressed as: Using these values of K t and K h , the closed-loop time constants are plotted in Figure 7 for values of ow 1 < f < 5. The interesting feature to note of these time constants is how little they vary over the range of owrates, compared with the observer time constants.
A Generic Model-Based Controller
A GMC controller is developed here as an alternative to the physical-model controller developed in the previous section. However, in line with the PMBC approach, it is necessary to use information about the process { incorporated in the model { to derive the GMC controller.
As with the PMBC a desired response of the tank temperature is required, speci ed by the variable,T t . The trajectory that the tank temperature follows in order to reachT t is determined by the equation:
where K1 gmc and K2 gmc are user speci ed control parameters. This equation can then be substituted into the energy balance equation for the heated tank, given that q t = C t T t , which gives: All terms on the right hand side of this equation, the GMC controller, can be calculated directly or obtained from the observer estimates.
It should be noted that both this controller and the cascaded controller developed previously use similar model information to develop the control equation, and that in both cases all input information to the controllers has to be obtained by inferential measurement from the observer. However, in this implementation of the GMC control strategy the controller is not robust. Considerable improvement in performance can be obtained by setting the heater derivative term in the control equation to zero. For the case when K2 gmc = 0 the GMC controller approximates the cascade control system developed in the previous Section, and so would be expected to perform similarly.
Simulation
The simulation of the heated tank process uses the full nonlinear dynamic model described in Section 3. The results of the experimental run (given in Section 6) and a simulation of that run were very similar, with maximum di erences in the actual and tank temperature of 0.5 C] so the corresponding graph is not included here. This close match veri es that the experimental evaluation of parameters Section 3.2) was su ciently accurate.
4. The measured in ow temperature T i . This is initially close to ambient until the outside mains water arrives towards the end of the experiment.
All temperatures are measured with respect to ambient. The MBOC compensator used the numerical parameters given in Section 4; the corresponding state (the estimate of x a , Equation (10) was initialised to zero.
On the whole the performance of the MBOC is good; but there are a number of features needing comment:
1. The estimated owrate is poor for the rst 100sec. During this period, the MBO is sorting out the values of all four states (the estimate of x a , Equation (10)) using the measured sensor temperature. This error has the e ect of incorrectly dipping the power input during the initial output transient.
In practice, a more rational choice of initial state could be made; for example setting the rst three components to correspond to the measured sensor temperature and choosing the fourth state to correspond to a non-zero ow. However, this poor choice allows experimental observation of the e ect of the initial compensator state and demonstrates good recovery from the initial error.
2. There is a large deviation from the setpoint at about 500 sec] following the reduction in owrate f at this time. This is consequence of the requested negative power input q being replaced by zero.
3. The response to the setpoint change at 1000 sec] is slow; once again this is caused by the requested negative power input q being replaced by zero.
4. The response of MBO to the ow rate changes at time 1500 sec] and 2000 sec] is slower than the response to the ow rate change at time 500 sec].
The 2,4 element of the A matrix of Equations (16) is proportional to the di erence between the in ow and steady-state temperatures T i and T 0 . This indicates that, for the linearised system, the coupling from ow to temperature is proportional to this di erence; indeed the ow becomes unobservable when T i = T 0 . This fact is clear from physical reasoning.
At time 500 sec], the corresponding temperature di erence is about 7:5 C but only 2:5 C at 1500 sec] and 2000 sec]; this explains the slower response and is the consequence of the linear approach to the observer design.
Conclusion
This study has demonstrated the bene ts of using the Physical Model-Based Observer control strategy on an experimental apparatus. The bene ts of this approach are the ability to maximise the information available in the model for the purposes of controlling a process. The control designer is no longer constrained by the physical ability to measure process states and outputs, and can develop control strategies suited to the particular features of a process.
By using an observer to estimate the process states, the maximum information available from the measured data is obtained.
This study also demonstrated a novel way of re-con guring the usual model description of a process to include a disturbance variable as a state variable. This method is particularly 22 suited to disturbances variables that change in value relatively often, but not continuously.
It is also a useful method if there are at most a small number of variables to be estimated as they can be easily included in the observer, with considerably less e ort than developing an independent estimation algorithm.
Future work will continue towards further experimental validation of the Physical ModelBased Control philosophy on more complex processes. Work will also be directed towards formalising the development of the control strategy used so successfully in this study, so as to be able to apply it to a wider range of systems.
8 Acknowledgements 
