In this paper, we study fully nonlinear second-order elliptic and parabolic equations with Neumann boundary conditions on compact Riemannian manifolds with smooth boundary. We derive oscillation bounds for admissible solutions with Neumann boundary condition u ν = φ(x) assuming the existence of suitable C-subsolutions. We use a parabolic approach to derive a solution of a k-Hessian equation with Neumann boundary condition u ν = φ(x) under suitable assumptions.
Introduction
Let (M, g) be a compact Riemannian manifold of dimension n with smooth boundary ∂M, and χ a (0, 2)-tensor on M . In this paper, we consider the following Neumann boundary problem of fully nonlinear second-order elliptic equation of the form
where ν denotes the unit inner normal vector of ∂M. When M is an open bounded domain in R n , χ ≡ 0, and
the Neumann boundary problem (1.1) has been actively studied by many researchers in recent decades. Lieberman-Trudinger [22] studied C 2+α regularity of uniformly elliptic equations. The celebrated paper [23] by Lions-Trudinger-Urbas studied Monge-Ampère equations on uniformly convex domains, followed by Wang [33] , Urbas [32] and Li [19] on oblique boundary problems 1 . Schnrer-Smoczyk [26] used a parabolic approach to study Monge-Ampère type equations. Li [18] studied complex Monge-Ampère equations on bounded strictly pseudocovex domains in C n . Trudinger [28] studied more general fully nonlinear elliptic equations on the unit ball M = D n . Urbas [30] [31] studied oblique boundary problems for nonuniformly elliptic Hessian equations and curvature equations on uniformly convex domains in dimension 2. Recently, Ma-Qiu [24] studied the k-Hessian equations on uniformly convex domains. Guan-Xiang [12] studied general fully nonlinear elliptic equations on compact Riemannian manifolds with smooth boundary. In this paper, we mainly focus on the Neumann boundary problem (1.1) under the assumption
Comparing to the assumption (1.2), the difficulty for the assumption (1.
3) is C 0 estimates. The assumption (1.2) guarantees C 0 estimates (see [28] ). However, the assumption (1.3) does not imply classical C 0 estimates because if u is a solution, then u + C is also a solution for any constant C. Moreover, there are some obstructions to the existence of solutions under the assumption (1.3). For example, consider the k-Hessian equations, that is, F (A) := σ Due to technical difficulties of second-order estimates, we focus on the existence theorem for k-Hessian equations on M with certain curvatures assumptions of M as follows, which is motivated by Ma-Qiu [24] . Theorem 1.1. Let (M , g) be a compact Riemanian manifold with non-negative sectional curvatures and uniformly strictly convex boundary ∂M and χ a smooth (0, 2)-tensor on M . Suppose φ(x) ∈ C ∞ (∂M), and there exists u ∈ C ∞ (M) such that λ g (χ + ∇ 2 u) ∈ Γ k (R n ) 2 , and u ν = φ(x). Then for any ψ ∈ C ∞ (M), there exists a constant c such that the Neumann boundary problem
has a unique smooth solution u ∈ C ∞ (M ) up to a constant.
To formulate appropriate conditions on F , let S n×n be the real-valued-(n × n)symmetric-matrix-space. Suppose F (A) is a C 2 function defined on an open convex cone Γ ⊂ S n×n with vertex at the origin. Denote
We define Γ k := A ∈ S n×n : σ l λ(A) > 0, for 1 ≤ l ≤ k},
where σ k is the k-th elementary symmetric polynomial for 1 ≤ k ≤ n, and λ(A) are eigenvalues of A. We may assume:
Γ n ⊂ Γ ⊂ Γ 1 ; (1.8) Ellipticity: F ij (A) n×n > 0, ∀A ∈ Γ; (1.9) Concavity:
(1.10) F (χ ij + u ij ) can be defined locally under a local (orthonormal) frame {e i }. It can be defined globally if it is independent of the choice of the local (orthonormal) frame {e i }. For example, functions of eigenvalues F (U ij ) := f λ g (U ij ) or linear functions F (U ij ) := A ij U ij are well defined globally on M. We call u ∈ C 2 (M) (or u ∈ C 2,1 M ×(0, T ) ) an admissible solution for the elliptic equation F (χ ij + u ij ) = ψ (or the parabolic equation F (χ ij + u ij ) = u t + ψ resp.) if (χ ij + u ij ) ∈ Γ. Definition 1.2. We say that u ∈ C 2 (M) is a C-subsolution of F (χ ij + u ij ) = ψ(x) if at any x ∈ M, the set A ∈ Γ : F (A) = ψ(x) and A − (χ ij + u ij )(x) ∈ Γ n is bounded. Remark 1.4. The definitions above are similar to Székelyhidi's [27] . Phong-Tô [25] give a slightly different definition of (parabolic) C-subsolutions. Guo [13] introduce equivalent definitions of (elliptic and parabolic) C-subsolutions for a more general function F which is not necessary to be a function of eigenvalues.
We consider the following initial-boundary (abbr. IBV) problem with Neumann boundary condition (1.11)
where χ is a (0, 2)-tensor on M and ν denotes the unit inner normal vector of ∂M.
In addition, we assume φ z (x, z) ≥ 0. In this paper, we derive a priori C 2+α,1+ α 2 estimates for IBV problem (1.11) under suitable assumptions, and obtain the longtime existence results. We derive a solution for the Neumann boundary problem (1.1) through a uniform convergence theorem. The rest of this paper is organized as follows. In Section 2, we provide some useful formulas and lemmas. In Section 3, we derive a weak Harnack inequality and an Alexandroff-Bakelman-Pucci (A-B-P) type estimate for u satisfying the Neumann boundary condition u ν = 0 on ∂M and use the approach in [27] to obtain oscillation bounds. From Section 4 to Section 5, we derive C 2,1 a priori estimates for the IBV problem (1.11) under certain assumptions. In Section 6, we obtain a long-time existence theorem for the IBV problem (1.11) under certain assumptions, and use a modified evolution equation to derive a solution of the Neumann boundary problem (1.1) under the assumption (1.3) for k-Hessian equations and linear elliptic equations.
In Appendix A, we derive a Harnack inequality for linear parabolic equations with vanishing Neumann boundary conditions. Acknowledgements. The author would like to thank his advisor Bo Guan for constructive suggestions and constant support. The author also thanks Barbara Keyfitz, King Yeung Lam for some helpful discussions. The results of this paper are contained in the authors PhD dissertation at Ohio State University [13] . The author would like to express his gratitude to his Father.
Preliminaries
The following are some useful properties for σ k .
If in addition we assume λ ∈ Γ k (R n ) with λ 1 ≥ λ 2 ≥ · · · ≥ λ n , then we have
Proof. See Chapter 15 Section 4 in [20] for details. Proof of (2.6) can be found in Lemma 3.1 in [4] or Lemma 2.2 in [14] .
The following lemma is crucial for the second-order normal-normal estimates.
Proof. The proof is motivated by Ma-Qiu [24] . Assume λ n = λ min . By (2.4), for any 1 ≤ i ≤ n, we have λ|i ∈ Γ k−1 (R n−1 ). If λ 1 = λ max , then we apply (2.6) to λ|n and have
If λ 1 < λ max , then we assume λ 2 = λ max . We apply (2.5) and (2.6) to λ|n and have (2.10)
Therefore,
(n−2+k)µ 1 . Since λ n < 0, by (2.1), (2.3) and (2.4), we have
By (2.11) and (2.12), 
By ( 
Let ν be the unit inner normal vector of ∂M. The second fundamental form of ∂M can be defined as
Since M is compact and ∂M is smooth, then there exists a small δ 0 > 0 such that
We can extend dist(x, ∂M) smoothly to the whole M as follows
Then ∇d = ν on ∂M and |∇d| = 1 in M δ 0 /2 .
We list some useful formulas and identities in Riemannian geometry under a local frame {e i } in the following:
Proof. See Lemma 1.3.1 in [13] .
Oscillation bounds
In this section, derive an oscillation bound for admissible solutions of the Neumann boundary problem (1.1) under the assumption (1.3). Suppose u is such an admissible solution mentioned above, and u is a C-subsolution for (1.1) with u ν = φ(x) on ∂M.
Let v := u − u, then v satisfies the following Neumann boundary problem
with v ≡ 0 in M as a C-subsolution. Since osc M u ≤ osc M v + osc M u, then it suffices to derive an oscillation bound for v as follows. 
, and A ij u ij ≥ −C 0 with C 0 ≥ 0, then there exists a constant C depending only on F , Ψ, χ, A, C 0 and the background geometric data such that
(3) As in [27] , we can obtain a similar oscillation bound for elliptic equation F (χ ij + u ij ) = ψ(x) on compact complex manifolds with smooth boundary.
To adopt the approach of Proposition 11 in [27] , we need to derive a weak Harnack inequality and an Alexandroff-Bakelman-Pucci (A-B-P) type estimate under Neumann boundary condition u ν = 0 on ∂M.
Let B R (0) be a ball of radius R centered at the origin in R n , and 
where θδ ij ≤ a ij ≤ 1 θ δ ij , and p and C are positive constants depending only on n, θ, |b|R/θ, |c|R 2 /θ. 
Obviously, det(a ij ) is well defined on B 2R (0). Since u n = 0 on {y n = 0}, then u in = 0 on {y n = 0} for i < n. Even though a in , b n for any given i < n may not be continuous on {y n = 0}, since a in u in = 0 and b n u n = 0, then the extended Lu is well defined on B 2R (0). Letũ := u + c, w := − logũ, η(y) := 1 − |y| 2 β and v := ηw for some constants c > 0 and β ≥ 1. Then Lw, Lη and Lv are also well defined on B 2R (0). We can apply the same proof of Theorem 9.22 in [8] to prove (3.3).
Remark 3.4. If a in = 0 and b n = 0 on {y n = 0} for i < n, then the extended a ij and b i are continuous in B 2R (0). We can apply Theorem 9.22 in [8] directly to the extended u to prove the weak Harnack inequality (3.3).
Székelyhidi [27] derived the following A-B-P type estimates.
.
Then
(1) for any x ∈ P , we have
(2) there exists a constant c 0 = c 0 (n) such that
We use the above A-B-P type estimates to derive the following A-B-P type estimates on B + 1,c under Neumann boundary condition u n = 0 on {y n = c} if c > −1.
Suppose u attains an infimum at the origin 0, then for any ǫ > 0, there exists a subset P c ⊂ B + 1,c such that the following hold (1) for any y ∈ P c , we have
Proof. When c > −1 and u n = 0 on {y n = c}, we have an even extension of u to Then v(0) 
Hence, by Proposition 3.5,
With Theorem 3.3 and Proposition 3.6, we can modify the proof of Proposition 11 in [27] to prove Theorem 3.1.
Proof of Theorem 3.1. Assume sup M u = 0, it suffices to prove that
Meanwhile, u ν = 0 on ∂M implies u n = 0 on {y n = 0} in coordinate charts chosen above. Under each coordinate chart (U α , φ α ), denote
and Γ k ij the christoffel symbols with respect to g ij . Let 
where p, C 1 depends only on the finite covering {(U α , φ α )} α∈I , A, C 0 , and the background geometric data. For any α, β ∈ I with U β ∩ U α = ∅, we have
Hence, by (3.13), we obtain a global L p bound for u
where p, C 3 depends only on the finite covering {(U α , φ α )} α∈I , A, C 0 , and the background geometric data. Suppose u attains an infimum L at p ∈ M , then there exists α ∈ I such that p ∈Ũ α . Obviously,
. By Proposition 3.6, for any ǫ > 0, there exists a subset P c ⊂ B + 1,c such that (i) for any y ∈ P c , u(y) < L + 1 2 ǫ, and D 2 u(y) ≥ −ǫI, and |Du|(y) < 2ǫ; (ii) there exists a constant c 0 = c 0 (n) such that
When L < − ǫ 2 , for any y ∈ P c , we have −u(y) > −L − 1 2 ǫ > 0, and hence, by (3.15),
Moreover, we can find universal constants θ and C 4 depending on the finite cover {(U α , φ α )} α∈I and the background geometric data such that (n × n)-matrices (g ij ) and
then we claim that there exists a constant δ > 0, C 6 > 0 depending only on F, χ, Ψ and background geometric data such that
Since F (χ αβ + u αβ )(y) ≤ Ψ(y), if we choose ǫ = δ/C 5 , then by (3.19) and (3.20) ,
, θ, ǫ and n. Hence, by (3.17) and (3.18),
We finish the proof by proving the claim above. For any
A priori estimates
In this section, we assume F ∈ C 2 (Γ) satisfies (1.8) (1.9) (1.10) and the following two additional conditions:
We assume u is an admissible solution of the IBV problem (1.11). We derive the following a priori estimates sup
We have the following maximum principle for u t .
Especially, when φ z (x, z) ≡ 0, we have
Proof. Let L[u] be a linear parabolic operator on M T , which is locally written as
Then in M T , by (4.6),
Suppose v ǫ attains a minimum at (x 0 , t 0 ) ∈ M T , then at (x 0 , t 0 ), L[u]v ǫ ≥ 0, which contradicts to (4.7).
Suppose v ǫ attains a minimum at (
Suppose v ǫ attains a minimum at (x 0 , t 0 ) ∈ M × {t = 0}, then in M T ,
Therefore, for any (x, t) ∈ M T , we have
When φ z ≡ 0 on ∂M, (4.8) does not hold because it requires φ z > 0 at (x 0 , t 0 ), and consequently,
We let ǫ tends to 0, then we obtain the lower bound for u t . Similarly, we can obtain the upper bound for u t .
(2) When ψ t (x, z, t) ≡ 0. Motivated by [26] , for any
When t 0 > 0 and (u + t ) 2 (x 0 , t 0 ) > 0, by (4.6) and ellipticity of F , we have near (x 0 , t 0 )
which is a contradiction. If x 0 ∈ ∂M, then by (4.13) and strong maximum principle, w ǫ ν (x 0 , t 0 ) < 0, which contradicts to w ǫ ν = 2φ z e 2λt u 2 t ≥ 0. Hence, (4.12) holds and we obtain the upper bound of u t .
To obtain the lower bound of u t , we just replace u + t with u − t := min{u t , 0} in the definition of w ǫ . C 0 estimates follow immediately. sup
Next, we give the gradient estimates.
Proof. The proof is motivated by [10] , [12] .
For ǫ > 0 to be determined later, we can choose 0 < δ 0 < 1 small enough such that
where we assume that |∇u| 2 ≥ 16C, otherwise, (4.15) is proved. To prove (4.15), it suffices to prove w ≤ C. Assume log w − log η attains a maximum at (x 0 , t 0 ) ∈ M T . Without loss of generality, we assume t 0 > 0, otherwise, w(x 0 , 0) ≤ C 0 is determined by the initial data and w ≤ c 0 C 0 .
We first consider the case of x 0 ∈ ∂M. Since ∇ ν u = φ, d = 0 and ∇ ν d = 1 on ∂M, then ∇ ν v = 0 on ∂M. We choose a local orthonormal frame {e i } near x 0 such that e n = ν on ∂M and ∇v = |∇v|e 1 at x 0 . Since g(∇ ν e 1 , e 1 ) = 0, then at (x 0 , t 0 ),
and we obtain the following contradiction
It remains to consider the case of
We choose an orthonormal frame {e i } around x 0 such that ∇ e i e j (x 0 ) = 0 and U ij := χ ij + u ij is diagonalized at (x 0 , t 0 ). Then (F ij ) := F ij (U) is also diagonalized at (x 0 , t 0 ). At (x 0 , t 0 ), we have
Since i F ii U ii ≥ 0 and i F ii ≥ γ for some constant γ depending on the level set of F , by (4.19), (4.24) (4.26) and (4.28), we have (4.29)
where C 1 does not depend on d. By (4.24) and Cauchy-Schwarz inequality,
Since w t = 2 k v k v kt , then by (4.31), 
where the constant C 1 does not depend on d. Hence, (4.34)
where we assume that ǫ ≤ 1 8c 0 C 1 and |∇v| ≥ 8c 0 C 2 , and the constant C 1 does not
By (4.29), (4.34), (4.36) and i F ii ≥ γ ′ , we have
Next, we derive the second-order estimates. Due to technical difficulties, we assume M satisfy certain curvatures conditions.
The following proposition about (parabolic) C-subsolutions is crucial for the secondorder estimates. 
where F ij := F ij (χ ij + u ij ), and λ min (F ij ) is the smallest eigenvalue of (F ij ).
Proof. The proof for F (A) = f λ(A) being a function of eigenvalues can be found in Lemma 3 in [25] . The proof for a more general function F which is not necessary to be a function of eigenvalues can be found in Proposition 2.1.17 in [13] . 
where the constant C depends on |u|, |u t |, ||φ||
, 2κ + inf ∂M φ u and the back ground geometric data, but it is independent of |ψ t |. Here d is defined in (2.17).
We extend ν in M by ν = ∇d, where d is defined in (2.17). Motivated by [23] , [24] and [12] , for x ∈ M , and ξ, σ ∈ T x M, we consider the following symmetric (0, 2)-tensors
where U ij := χ ij + u ij and ξ ′ := ξ − g(ξ, ν)ν. First, we consider the interior second-order estimates.
is to be determined later. We choose an orthonormal frame {e i } around x 0 such that ∇ e i e j (x 0 ) = 0 and the matrix (U ij ) (x 0 , t 0 ) is diagonalized with U 11 (x 0 , t 0 ) as the largest eigenvalue. Note that (F ij ) := F ij (U) is also diagonalized at (x 0 , t 0 ). We extend τ to a neighborhood of x 0 such that ∇ e i τ (x 0 ) = 0 for all 1 ≤ i ≤ n. Then at (x 0 , t 0 ) ∈ M T , (4.44) U τ τ,i +W τ τ,i + η i = 0,
Differentiating (1.11) once and twice, we have
By (2.22) and (4.46),
ijk . By (2.24) and (4.47),
Since W τ τ (x 0 , t 0 ) is the largest eigenvalue of W (·, ·)(x 0 , t 0 ), then there exists an orthonormal frame {E α } n α=1 at point x 0 such that E 1 = τ and the n × n matrix (W αβ )(x 0 , t 0 ) is diagonalized. Let e i = a α i E α , and F αβ := a α i F ij a β j , then the matrix (F αβ ) is positive definite. Since sectional curvatures of M are non-negative, then the n × n matrix (R τ ατ β ) (τ is fixed) is symmetric and positive definite. Hence,
where we assume W τ τ ≥ 0. By Cauchy-Schwarz inequality,
By concavity of F ,
Combining (4.49), (4.50), (4.51), (4.52), we have
where K := max M T (1 + |∇u| 2 ). By (4.42), (4.48) and Cauchy-Schwarz inequality,
where |Z i | ≤ CK 1/2 . Hence, by (4.45), (4.53), (4.54), we have
where the function ζ and the constant A are to be determined later. Then
Let ζ(z) := Bz, then ζ ′ = B, ζ ′′ = 0, where B is a positive constant to be determined later. Then by (4.58), (4.59) and (4.48) and Cauchy-Schwarz inequality, we have (4.60)
If F (A) = log σ k λ(A) , as in [24] , by (2.6), we have (4.61)
Hence, we choose B := 1 + n 2 k sup |ψ u |, which also works for the case of ψ u ≡ 0. Then by (4.55) and (4.60), we have
By Proposition 4.5, there exists a constant θ such that one of the following holds:
Now we choose A =
When (4.63) holds, by (4.62), we have the following contradiction
When (4.64) holds, by (4.62), we have 
Next, we consider the second-order estimates on boundary. On ∂M, we have the following lemma. Proof. Suppose ξ ∈ T x M satisfies |ξ| = 1 and W (ξ, ξ) = sup σ∈TxM ,|τ |=1 W (τ, τ ). It suffices to consider the case of 0 < |ξ ′ | < 1. Since |ξ| 2 = |ξ ′ | 2 + g(ξ, ν) 2 |ν| 2 , then
and (4.71)
Since u ν = φ on ∂M, then by (4.42), (4.43), (4.70), (4.71),
and hence,
Suppose sup ξ∈TxM , |ξ|=1 [W (ξ, ξ)(x, t) + η] is attained at (x 0 , t 0 ) ∈ ∂M × (0, T ] with ξ = τ ∈ T x 0 M and |τ | = 1, where η is defined in (4.56). By Lemma 4.7, either τ ∈ T x 0 ∂M or τ = ν.
Case 1: Suppose τ ∈ T x 0 ∂M. Since for any ξ ∈ T x 0 ∂M, U ξξ = W (ξ, ξ) ≤ W (τ, τ ) = U τ τ , we can choose an orthonormal frame {e i } around x 0 such that e n = ν on ∂M, and e 1 = τ at x 0 , and the (n − 1)
Fix t = t 0 . Since W (e 1 , e 1 ) + η = U 11 + η attains a local maximum at x 0 ∈ ∂M, then at (x 0 , t 0 ) we have (4.74) 0 ≥ ∇ n U 11 + η n .
For any k < n, since e k ∈ T x 0 ∂M and g(∇ k e n , e n ) = 0, then
and by Lemma 2.3, (4.76)
Since Γ 1 n1 = g(∇ n e 1 , e 1 ) = 0 under the orthonormal frame, then by (2.22), (4.75) and (4.76), (4.77)
By (4.56) and (4.75),
By (4.74), (4.77) and (4.78), Suppose sup ξ∈TxM , |ξ|=1 [W (ξ, ξ)(x, t) + η] is attained at (x 0 , t 0 ) = (x 0 , 0) and τ ∈ T x 0 with |τ | = 1, then W τ τ ≤ C.
In conclusion, for any (x, t) ∈ M T and ξ ∈ T x M with |ξ| = 1, by (4.68), (4.80), (4.81), we have
where γ := max{1, 2B sup ∂M |φ| 2κ+inf ∂M φu }. Since Γ ⊂ Γ 1 , then (4.41) holds.
Estimates of u νν for k-Hessian equations
We will derive the second-order normal-normal estimates for the IBV problem (1.11) when F = log σ k for k ≥ 2. For k = 1, it is a uniformly parabolic equation. 
where the constant C depends on ||u||
Theorem 5.1 is a direct conclusion of Proposition 5.2 and Proposition 5.3 in the following. The proof is a motivated by Ma-Qiu [24] .
Let
where d is defined as in (2.17) . Let with 0 < δ < δ 0 2 to be determined later. Given any x ∈ ∂M, we choose an orthonormal frame {e i } in a neighborhood of x such that e 1 , · · · , e n−1 ∈ T x ∂M and e n = ν at x. Since ∇d = ν at x, |∇d| ≡ 1 near x, and ∇ i ∇ j d = ∇ i (∇ j d) − ∇ ∇ i e j d, then at x we have 
where γ 0 := 2 max{κ, 2}, γ 1 := 1 2 min{κ, 2}.
By (4.41), there exists C 0 > 0 such that for any (x, t) ∈ M T and ξ ∈ T x M with |ξ| = 1, we have (5.7)
|U ξξ | ≤ C 0 (1 + M).
Proposition 5.2. There exist large A, β and small δ such that
where q(x) := ∇ ∇ρ u 0 − φ(x, u 0 ). Consequently,
where the constant C depends on C 0 , ||d|| C 3 , ||χ|| C 1 , ||u|| C 1,1 , ||φ|| C 2 , ||u 0 || C 3 , |ψ|, |∇ψ|, k, n and the background geometric data.
Proof. If we choose δ ≤ 1 β , then in M δ , (5.10)
Since ∇ρ = ν on the boundary ∂M, then it is easy to see that W ≡ 0 on ∂M. On ∂M δ \ ∂M, we have
Hence, W ≥ 0 on the parabolic boundary ∂M δ,T .
Suppose W attains a minimum at (x 0 , t 0 ) ∈ M δ,T . We choose an orthonormal frame {e i } around x 0 such that ∇ e i e j (x 0 ) = 0 and the matrix (U ij ) (x 0 , t 0 ) is diagonalized. Then F ij := F ij (U)(x 0 , t 0 ) is also diagonalized. Then at (x 0 , t 0 ), we have
and by (4.48),
Since |∇ρ| ≥ 1 2 in M δ , then there exists 1 ≤ k ≤ n such that ρ 2 k ≥ 1 4n . Without loss of generality, we assume ρ 2 1 ≥ 1 4n . If we choose β ≥ 4nγ 1 , then the index set J := {1 ≤ j ≤ n : βρ 2 j ≥ γ 1 } is non-empty with 1 ∈ J. For any i ∈ J, by (5.13), we have (5.16)
Since ρ 2 1 ≥ 1 4n , and U jj ≥ 1 4 A + 1 4 M > 0 for j ∈ J, and βρ 2 i ≤ γ 1 for i / ∈ J, and 2ρ kk − φ u ≤ −2γ 1 , then
where γ 2 := 4γ 0 + 2 sup M T |φ u |. Since ∇ 2 ρ ≤ −γ 1 g in M δ,T , then
Therefore, by (5.15), (5.18) and (5.19), we have (5.20)
where we choose A ≥ 2C 2 β/γ 1 .
Suppose U 11 ≥ − 3γ 2 γ 1 λ min , then by (5.20), (2.2), (2.3), (2.7) and (5.17), we have the following contradiction
where we choose A ≥ 12γ 2 k γ 1 C(n,k) sup e 1 k (ut+ψ) . Suppose U 11 ≤ − 3γ 2 γ 1 λ min . By (5.7) and (5.17),
if we choose A ≥ 1. By Lemma 2.2, we have (5.23)
k−1 (n−1)(n−2+k)(n−k+1) . By (5.20), (5.17), (5.22 ) and (5.23), we have the following contradiction
where we choose β ≥ 8nγ 2 C 0 C 3 and A ≥ 1.
In conclusion, if we choose β = 8nγ 2 C 0 C 3 ≥ 2, as well as δ = 1 β , and A = max{2C 1 /δ, 2C 2 β/γ 1 , 12γ 2 k γ 1 C(n,k) sup e 1 k (ut+ψ) , 1}, then W attains its minimum only on ∂M δ,T , and consequently, W ≥ 0 in M δ,T .
Suppose sup ∂M ×[0,T ] u νν is attained at (x 1 , t 1 ) ∈ ∂M × [0, T ], then at (x 1 , t 1 ), we have (5.25) 0
and hence (5.9) holds.
Proposition 5.3. There exist large A, β and small δ such that
Proof. Similar to Proposition 5.2, if we choose δ ≤ 1 β and A ≥ 2C 1 /δ, where the constant C 1 = C 1 (||u|| C 1 , ||d|| C 1 , |φ|, ||u 0 || C 1 ) ≥ |∇ ∇ρ u − φ − q|, then we have 1 ≤ 1 + βρ ≤ 2 and W ≤ 0 on the parabolic boundary ∂M δ,T .
Suppose W attains a maximum at (x 0 , t 0 ) ∈ M δ,T . We choose an orthonormal frame {e i } around x 0 such that ∇ e i e j (x 0 ) = 0 and the matrix (U ij ) (x 0 , t 0 ) is diagonalized. Then F ij := F ij (U)(x 0 , t 0 ) is also diagonalized. Then at (x 0 , t 0 ), similar to (5.15), we have
Since |∇ρ| ≥ 1 2 in M δ , without loss of generality, we assume ρ 2 1 ≥ 1 4n . If we choose β ≥ 4nγ 1 , then the index set J := {1 ≤ j ≤ n : βρ 2 j ≥ γ 1 } is non-empty with 1 ∈ J.
For any i ∈ J, we have
where γ 2 := 4γ 0 + 2 sup M T |φ u |. Therefore, by (5.28), (5.31) and (5.19) , we have
where we choose A ≥ 2C 2 β/γ 1 . Since U 11 < 0, as in (2.12), we have (5.33)
By (5.32), (5.30 ) and (5.7), we have the following contradiction
where we choose β ≥ 8n(n − k + 1)γ 2 C 0 and A ≥ 1.
In conclusion, if we choose β = 8n(n − k + 1)γ 2 C 0 ≥ 2, and δ = 1 β , and A = max{2C 1 /δ, 2C 2 β/γ 1 } ≥ 1, then W attains its maximum only at ∂M δ,T , and consequently,
and hence (5.26) holds.
6. Long-time existence and uniform convergence theorem Theorem 6.1. Let (M , g) be a compact Riemanian manifold with non-negative sectional curvatures and uniformly strictly convex boundary ∂M 7 and χ a smooth (0,
Then the IBV problem
has a unique smooth solution u ∈ C ∞ M × (0, ∞) . 7 The principal curvatures of ∂M is bounded below by a positive constant κ. Remark 6.2. If we want to obtain smoothness of u at t = 0, we can consider the following compatibility condition on ∂M
Proof. Since u 0 satisfies the zeroth-order compatibility condition (u 0 ) ν = φ(x, u 0 ) on ∂M, then short-time existence and uniqueness of solutions are well known from the standard theories. The long-time existence depends on a priori estimates. The admissible function u(x, t) := u 0 (x) is a (parabolic) C-subsolution for the parabolic equation (6.1) (see Corollary 2.2.5 in [13] [15] and Schauder estimates (see [16] ), we obtain higher order estimates on M × [ǫ, T ] for any 0 < ǫ < T . Hence, u ∈ C ∞ M × (0, ∞) . Theorem 1.1 is a corollary of the following theorem when ρ ≡ 1. Proof. Without loss of generality, assume ρ > 0. Let F (χ ij + u ij ) := log σ k λ g (χ ij + u ij ) /ρ andψ := ψ/ρ. By Theorem 6.1, the IBV problem
has a smooth solution u ∈ C ∞ M ×(0, ∞) . By Lemma 4.1, u t is bounded, and hence F (χ ij + u ij ) = u t +ψ(x) ≤ C 1 , where C 1 is independent of t. The admissible function u is a C-subsolution of F (χ ij + u ij ) = C 1 (see Proposition 2.2.4 in [13] ). Therefore, by Theorem 3.1,
then v(x, t) satisfies the following IBV problem
By (6.5), we have sup t≥0 ||v(x, t) ≤ C, and consequently, ||F ij ||
Since F ij (χ ij + u ij ) = F ij (χ ij + v ij ), then u t satisfies the following linear parabolic equation with Neumann boundary condition
where a ij := F ij (χ ij +v ij ). We can use Cao's method [2] and Theorem A.1 to conclude that u t → c uniformly for some constant c, and v t → 0 uniformly. Since sup t≥ǫ ||v(x, t)|| C 2+α (M ) ≤ C, then there exists a sequence t n → ∞ such that the sequence {v(x, t n )} converges to some functionũ(x) in C 2+α (M ), andũ satisfies the equation (6.3). By Schauder estimates (see [21] ),ũ ∈ C ∞ (M ).
Uniqueness can be derived by maximum principles and the Hopf lemma. In fact, suppose there are two different solutions u 1 and u 2 with corresponding constants c 1 ≥ c 2 for the Neumann problem (6.3). Let w := u 1 − u 2 , andã ij := 1 0 F ij χ ij + 8 C 2 estimates does not depend on ∂ t ψ(x) + u t (x 0 , t) , that is, u tt (x 0 , t). t(u 1 ) ij + (1 − t)(u 2 ) ij dt, then w satisfies the following Neumann problem
By weak maximum principle, w attains a maximum at x 0 ∈ ∂M. Suppose for all x ∈ M, w(x) < w(x 0 ), then by the Hopf lemma, w ν (x 0 ) > 0, a contradiction. Hence, w is a constant and c 1 = c 2 by strong maximum principle.
Similarly, we have the following theorem for linear elliptic equations. Proof. The proof is similar to Theorem 6.3. The a priori estimates for linear equations with Neumann boundary condition are well known (see [16] ). The admissible function u := φd ∈ C ∞ (M ) with u ν = φ(x) on ∂M is a C-subsolution for the elliptic equation Lu = ψ(x), where d is defined as in (2.17) (see Proposition 2.2.8 in [13] ). Example 6.6. For any ψ ∈ C ∞ D n , there exists a constant c such that the Neumann boundary problem (6.10) det u ij = e ψ(x)+c in D n ,
has a unique smooth solution u ∈ C ∞ M up to a constant.
Proof. We construct a C-subsolution u := 1 2 |x| 2 with u ν = −1 on D n , and the above conclusion follows immediately after Theorem 1.1. Fix x ∈ M , and choose an orthonormal frame {e i } near x such that ∇ e i e j (x) = 0 for 1 ≤ i, j ≤ n. By (A.4) and (2.22),
Since a ij v ijk = w k − a ij k v ij , then by (A.3) (A.4) (A.5) and Cauchy-Schwarz inequality,
where we choose ǫ = θ 2 2 . By (A.3) (A.4) (A.5) and Cauchy-Schwarz inequality,
where we choose ǫ = 2 θ 2 . To deal with the term 2a kl a ij R m kil v m v j above, we can rearrange the orthonormal frame {e i } so that a ij is diagonalized at x. Since |Sec| ≤ K, then O ≤ (R mkik + Kδ mi ) ≤ 2K(δ mi ) 9 for each k, and therefore by Cauchy-Schwarz inequality,
where κ ≤ 1 (small) and A (large) are positive constants to be determined later. We can choose δ 0 small enough (recall that 0 ≤ d ≤ δ 0 ) so that κ − Ad ≥ κ 2 . Then by (A.7), (A.8) and (A.9), (A.10)
where we choose κ ≤ θ 4 16 and ǫ = θ 2 4 . Let
where µ is a large positive constant to be determined later and ζ(t) a smooth increasing function on [0, T ] satisfying ζ(0) = 0 and ζ(t) = 1 for t ≥ t 1 . By (A.10),
Suppose Z attains a minimum at (x 0 , t 0 ) ∈ M T with Z(x 0 , t 0 ) < 0, then W (x 0 , t 0 ) < 0 and t 0 > 0. Assume x 0 ∈ M. Since κ − Ad ≥ κ 2 andw ≥ 0, then w + κ 2w ≤ W < 0. By (A. 4 Cζ|W | ≤ Cζ|∇ 2 v| ≤ ǫζ 2 |∇ 2 v| 2 + C ǫ .
By (A.11), (A.12), (A.14) with ǫ = θ 2 2 , and 0 ≤ ζ ≤ 1, we have
where κ 2 θ 6 8n |∇v| 4 − C|∇v| 3 − C|∇v| 2 ≥ −C 1 with C 1 independent of |∇v|, and µ ≥ C 1 + C ′ 1 + 1. (A.15) contradicts to (x 0 , t 0 ) being a minimum point of Z. Hence, (x 0 , t 0 ) ∈ ∂M × (0, T ]. Since Z < 0 holds near (x 0 , t 0 ), then (A.15) holds near (x 0 , t 0 ), and by strong maximum principle, (A. 16) Z ν (x 0 , t 0 ) > 0.
On ∂M, since v ν = 0, and v νt = w ν +w ν = 0, then (A.17)
We claim that |w ν | ≤ C 2 |∇v| 2 on ∂M × (0, T ], where the constant C 2 is independent of δ 0 . If we choose A large enough so that Aθ ≥ C 2 , then on ∂M × (0, T ], we have Z ν ≤ 0, which contradicts to (A.16). Therefore, Z ≥ 0 in M T . Now we prove the claim above. Sincew ν = a ij ν v i v j + 2a ij v iν v j , it suffices to prove that |a ij v iν v j | ≤ C ′ 2 |∇v| 2 . Let (a ij ) be the inverse matrix of (a ij ). Then (a ij ) is a Riemannian metric on M with connection∇ and Christoffel symbolsΓ k ij . We choose a local orthonormal frame {e α } under the metric (a αβ ), i.e., (a αβ ) = (δ αβ ), with e n = ν √ a(ν,ν)
. Since v n = 0 on ∂M, then 
and hence |a ij v iν v j | ≤ C ′ 2 |∇v| 2 . Here Γ k iν is bounded by H and sup ∂M ||∇ ν ν|| g . We have proved the claim above.
In M × [t 1 , t 2 ], since Z ≥ 0 and ζ = 1, that is, w + (κ − Ad)w + µt ≥ 0, then
For any Consequently,
and (A.2) follows immediately when we take ǫ 0 → 0. 
