Sur l'ensemble normal des substitutions de longueur quelconque  by Mauduit, Christian
JOURNAL OF NUMBER THEORY 29, 235-250 (1988) 
Sur I’ensemble normal des substitutions 
de longueur quelconque 
CHRISTIAN MAUDUIT 
UA 225 C.N.R.S., UniversitP d’dix-Marseille II, 
DPpartement de MathPmatique-lnformatique, 
70, route Leon Lachamp, 13288 Marseille Cedex 9, France 
Communicated by M. Waldschmidt 
Received May 23, 1986; November 9, 1987 
Soit u = (u,),, N une suite d’entiers point tixe dune substitution de longueur 
quelconque. On note s(u) l’ensemble normal associe a u, c’est-P-dire l’ensemble des 
reels a tels que la suite (u, . a),, N soit tquirkpartie modulo 1. Nous montrons que si 
u nest pas trop “lacunaire,” R\@(u) est inclus dans une extension de degrt tini 
de Q. 0 1988 Academic Press. Inc. 
Ce travail se situe dans le cadre de Etude des prop&es statistiques des 
mots infinis engendrts par des algorithmes simples. 
Le problbme de la repartition des suites automatiques, deja aborde par 
J. Coquet (cf. [4]), a CtC rbolu dans [8]. Nous nous interessons main- 
tenant au cas plus general des suites points fixes de substitutions de 
longueur quelconque. 
Notre etude est like a celle des systbmes dynamiques associb aux suites 
substitutives, qui ont fait ricemment l’objet d’etudes en longueur non 
constante (cf. [S, 6, 7, 11, 13). 
I. DEFINITIONS ET NOTATIONS 
Dans toute cette etude, g dbigne un entier su@ieur ou tgal A 2 et A un 
alphabet A g lettres A = {a,, . . . . a,}. 
Si k E N on designe par Ak l’ensemble des mots de longueur k et on pose 
A* = (JkaO Ak. 
Soit C une substitution sur A, c’est-a-dire une application de A dans A*; 
g = card A sera appele largeur de la substitution. 
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Cette applicatictn se prolonge par concathation en une application de 
A* v A” vers A* v AN, notCe encore C. 
Notons pour tout i E ( 1, . . . . g] et pour tout n E tV Ii(n) la longueur du 
mot II”( 
La substitution Z peut s’hire comme suit: 
ViE {l, . ..) g> aail = a,,(,, . . . a,,(,,(,),’ 
oti oj est une application de { 1, . . . . I,(1 )} dans { 1, . . . . g>. 
DI~FINITION 1. (Z-matrice M). 
Soit M = (1+4~)(~.~)~ tl,..,,E1~ la matrice dkfinie par 
v(U) E (1, -., g>’ M, = Card(o;‘( (j})). 
M est appelke matrice associke A la substitution Z, ou Z-matrice (cf. [ 14 3). 
La substitution Z permet de dkhir les g suites de mots Z”(ai), pour 
iE { 1, . . . . g). 
Si I’on note L(n)= ‘(l,(n), . . . . I,(n)), alors L(n) = ML(O) avec 
L(0) = ‘( 1, . . . . 1). 
Pour tout entier n, on pose: M”= (Mr))(i,J)E {1,...,g)2. 
DEFINITION 2 (Z(a, n)-matrice M(a, n)). 
Wi,i)~ { 1, . . . . g}’ M,(a, n) = C 
kEO,-lt{A) 
e ( C Ltk# . a) 
k’<k 
(on pose e(x) = e 2in-T). M(a, n) est appelie (Z, a, n)-matrice, et on remarque 
que pour tout entier n, M(0, n) est Ctgale & la C-matrice M. 
Pour tout (i, j) E { 1, . . . . g}” tel que 0; ‘((j}) # 0 on note k,, . . . . kMy la 
suite croissante de ses Ckments. Pour tout K E { 1, . . . . M,} on pose: 
@)= c &(k’)t 
k’ck, 
A,= (np, KE { 1, . ..) M,}}\(O), 
et 
A= fi A,. 
i.i= I 
On dksigne par 8 l’ensemble des valeurs propres de M qui interviennent 
dans l’kriture des tlCments de A en fonction de n. 
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EXEMPLE 1 (Substitution de Baum-Sweet). 
M= ( 1100 0 1 1 0 i 
0101’ 
A = {A} avec A(n) = 2” et 8 = (2). 
0 0 0 2 
EXEMPLE 2. 
C(u3) = u3u4u4, 
Jqu,) = u3u4, 
M= 
avec 
1 1 1 0 
1000 
0012 
0011 
9 A = (4, A29 A,> 
n,(n) = - l ((l+&)“+l-(l-&+‘), 
23 
A,(n) = i I,(n + 1) et S=(l-&,l+J5}. 
DEFINITION 3 (Support d’un mot relatif ci me lettre). 
Si me A* v AN et si tc (1, . . . . g}, le support [m], de m relatif A LI, est la 
suite ordonnte croissante des entiers n tels que la (n + l)ieme lettre du mot 
m soit a,. Par exemple, si m=u,u,u,u,u,u,u,u,, [m12= (1,4,6,7}. 
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DEFINITION 4 (Ensemble normal associi ri un mot infini). 
Si m E AN et si t E { 1, . . . . g}, on note W([m],) l’ensemble des nombres 
reels a tels que la suite (n . c1), E Cm,, soit tquirepartie modulo 1. W( [ml,) est 
appele ensemble normal associe au mot infini [mlt, et d’apres le critere de 
Weyl (cf. [12]), on a: 
.2,, e(kn)E O (.JL,, 91. 
II-CN n<N 
DEFINITION 5 (Z-graph G). 
A4 etant une matrice A coefficients entiers positifs, on considbre G, le 
graphe associe a M. L’ensemble des sommets de G est {a,, . . . . ag}, le nom- 
bre de flbches allant de ai vers aj pour (i, j) E { 1, . . . . g}” &ant igal a M,. 
G est appele graphe associt a la substitution Z, ou Z-graphe. 
D’autre part, on dira que le sommet ai de G precede (au sens large) le 
sommet aj de G s’il existe n E N tel que A$?) > 0, et on ecrira a, < aj. 
On rappelle que l’on peut alors definir sur G la relation d’equivalence de 
forte connexite N entre les sommets: 
ai - a,. si (ai<aj et aj 6 ai). 
On note di la classe d’equivalence modulo N du sommet ai. Enfin, si r est 
un sous-graphe de G, on rappelle que son nombre cyclomatique y(T) est 
Cgal au nombre d’arcs de f plus 1 moins le nombre de sommets de f 
(cf. Cll)* 
EXEMPLE 3. (Fig. 1) 
A = {a,, a,, a,}, C(aI)=aIa2, 
z(a2)=aIa3, 
JJa,) = a3, 
ii, = 52, aI <aa,, y(d,)=2 et 7453) = 1 
Si ME A(g, C) et si w  E C”, on note pour tout I et pour tout J inclus 
dans (1, . . . . g}: 
M’XJ=(Mij)(i,j)sIxJ7 
M’=M’“’ et w’= (Xi)ie,. 
G: e.Q 
al a2 a3 
FIGURE 1 
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De mCme, on designe par G’ la restriction du graphe G aux sommets a, tels 
que iE I. 
Par ailleurs, sifet g sont deux fonctions difinies et positives pour x > x0, 
la notationfxg signifiera qu’il existe des reels /I et fl’ tels que pour tout x 
assez grand: 
O</I$f$-+ 
Le probllme que nous Ctudions ne prtsentant un inter& que dans le cas 
oh il existe i E { 1, . . . . g} tel que lim, _ m Zi(n) = co, nous supposerons que le 
rayon spectral p(M) de la C-matrice M est toujours superieur ou &gal a 1. 
DEFINITION 6 (Substitution unispecrrafe). 
On dit que la substitution C est unispectrale si le rayon spectral de la 
C-matrice est tgal A 1. 
Rappelons que C est une substitution unispectrale si et seulement si toute 
composante fortement connexe du C-graphe a un nombre cyclomatique 
tgal a 0 ou 1 (cf. [9, Proposition 2.1 I). 
Nous avons montri dans [9] que si m est pont-tixe dune substitution 
unispectrale, alors pour tout tf5 (1, . . ..g} tel que [mlr soit infini, 
B( [mlt) = R\Q. Nous nous interessons maintenant au cas des sub- 
stitutions non unispectrales, c’est-a-dire au cas p(M) > 1. 
Remarque. Puisque nous etudions les mots infinis points fixes dune 
substitution C, nous pouvons supposer, quitte a iterer C, que toute com- 
posante fortement connexe de C de nombre cyclomatique non nul contient 
au moins une boucle. 
II. COMPORTEMENT ASYMPTOTIQIJE DES COEFFICIENTS DE M 
Si a, est tixe dans A (“&at terminal” de la substitution), on note Z(t), ou 
plus simplement Z si aucune confusion n’est a craindre, l’ensemble des 
entiers i E { 1, . . . . g) tels que ai < a,. 
Remargue. Si ~(5,) = 0, on prendra soin d’exclure de Z les i tels que 
(y(Ci) = 0 et Vu E G, ai < a <a, + y(6) = 0). On peut alors supposer, quitte a 
iterer .E que pour tout i E Z M, > 0. 
Z s’tcrit comme reunion disjointe de c 2 1 sous-ensembles associes a 
chacune des c composantes fortement connexes de G’: Z = I, u . . . u I,. La 
relation de prtordre sur les sommets de G induit une relation d’ordre (pas 
necessairement total) sur l’ensemble (II, . . . . I,}: 
Ii < Ii si V(a, a’) E G” x G”’ a < a’. 
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DEFINITION 7 (Type d’une composante fortement connexe). 
h E (1, . ..) c} est le type 1 (resp. de type 2) s’il existe h’ E { 1, . . . . c} tel que 
I,, <I,,, et y(Glh’) 3 2 (resp. si I,, ,< I,,, implique y(G’*‘) < 2) (fig. 2). 
LEMME 1. V(h,, h2) E (1, . . . . c}’ tel que Z,,, <I,,*, on a si r dksigne Ie 
rayon spectral supposk non nul de MJhl u “lh2 et (d + 1) l’ordre maximal 
des blocs de Jordan associks aux valeurs propres de module r de cette 
matrice: 
V(i,A E Zh, x Zh2, M!!‘) - ndt” ‘I- * 
Dkmonstration. Remarquons que 
r=p(Mrh~u~“ulh~)= sup p(M’h)>l. 
hlChsh2 
Soit h, E { 1, . . . . c} tels que zh, <Iho <Ih2 et r=p(M”) avec i&f” contenant 
le bloc de Jordan d’ordre maximal parmi ceux associb aux valeurs propres 
de module r. Si (1 (1 2 dksigne la norme spectrale, on a d’aprds [ 16, p. 651: 
)I (M’b)“ll 2 z ndr”. 
Cette norme &ant tquivalente g la norme du sup on en dtduit que 
SUp(i,j)E,& IMF'I W ndr”. 
or, il existe i0 E Ih0 tel que M& 2 1 (cf. $1, remarque), et par conskquent 
il existe p E N tel que pour tout (i, j) E I& My) 2 1. 
Pour tout (i, j, i’, j’) E I;f, on peut done construire B park de tout chemin 
de longueur n allant de ai g aj, au moins un chemin de longueur (n + 2p) 
allant de a? A af. 
Ainsi, pour tout entier n M$‘) ,< Mj$!,+2p). De m&me: Vn > 2p, M$-*P)< 
Mp) < M$+ 2p). On en dkduit que: V(i, j) E I&, A$‘) z supcijIE ,:, MF) w  ndr”. 
Soit alors (io, jo) E GO tel que MEi z ndr”. Pour tout (i,j) E I,,, x zh2 notons 
G” x = , . . . . . . . . . . . . . . . . . . . . . . . . . . . G ” =7i, . . . . . . . ?ig 
FIGURE 2 
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p0 (resp. qo) la longueur du plus court chemin allant de ai a a, (resp. de Ujo 
$ aj): 
x--e-+--~-+” (PO) (‘10) 
40 uio ‘j 
G’b (p2 
A partir de tout chemin de longueur n allant de a, a ajo on peut construire 
au moins un chemin de longueur (n +pO + qo) allant de ui a uj. En par- 
ticulier M!? + po + 40) > Mtjo et par consequent il existe PI > 0 tel que pour n 
assez gran& Mr) 2 j3 i n%“. 
Comme d’autre part la mise sous forme de Jordan pour le calcul de 
(M [*I ” ” ‘*z)” montre, par definition de r et d, l’existence de p2 > 0 tel que 
V(i, j) E I,, x Zh2, M$) < P2ndr”, on en deduit le rtsultat annond. j 
III. ETUDE DE LA DENSITY DE [m], 
Si rnE A” est point tixe de la substitution C (on peut supposer 
m=lim,,, Z’“(u,)), nous allons preciser le comportement de 
D,(N) = Card{n E N, n < N, n E [ml,} en fonction des parametres suivants: 
r = p(M), d + 1 = ordre maximal des blocs de Jordan associb aux 
valeurs de module r de M. 
r, = p(M’), d, + 1 = ordre maximal des blocs de Jordan associb aux 
valeurs propres de module rI de M’. 
EXPOSITION 1. - si r = 1 (C unispectrule): 
D,(N) x Nd’id, 
- si r> 1: 
D,(N) x (log N)dt - d’ow, . N’-‘,. 
D&monstrution. D’apres. le lemme 1, 
D,(l,(n)) = L,,(n) x ndjr:. 
I,(n) = CT= I M!?) NN ndrn 
SJ 
et 
- si r = 1, D,(l,(n) x ndt z (I,(n))df’d. 
Pour tout NE N considerons l’unique n E N tel que I,(n) < N c I,(n + 1). 
Comme Nzl,(n)sI,(n+ l), on a D,(N)>/D,l,(n)zNdl’d et D,(N)< 
D,(l,(n + 1)) x N”“. 
- si r> 1, log I,(n)wn et done 
D,(l,(n)) E log(l,(n))dl r”‘ogr’l 
z log(l,(n))d~-d’“g~“(l,(n))‘“g~“. 
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Pour tout NE RJ considtrons l’unique n E !+J tel que l,(n) <N < I,(n + 1). 
Comme Nz/,(n)z/,(n+ l), on a 
D,(N) >DD,(l,(n)) x (log N)dt-d’ogrrf N”grrf et 
D,(N) <D,(l,(n + 1)) x (log N)dr-d’og,rf N”grrf, 
ce qui acheve la demonstration de notre proposition. 1 
La proposition 1 donne en particulier des conditions necessaires pour 
qu’une suite d’entiers soit engendree par une substitution: 
COROLLAIRE 1. Si u = (un)nelB1 est engendrke par une substitution, il 
existe (4, Ic/) dans ‘R x [0, 1 ] tel que 
c 1 x (log N)“N@ 
II, < N 
EXEMPLE 4. Les suites (n!),,,, (nn),EN., (a’“b’)nEN avec (a, b)E 
(N * \ { 1 } )* ne sont pas engendrees par une substitution. 
Si Z est une substitution de longueur constante (i.e., un automate fini) 
ou une substitution irreductible, alors d = 0. On en dtduit: 
COROLLAIRE 2. Si u = (u,,),~ wI est engendrke par un automate fini ou par 
une substitution irrkductible, il existe (cp, $) E N x [0, l] tel que 
c 1 z (log N)‘P N”. 
un < N 
EXEMPLE 5. La suite (P~),,~~. oti p,, dtsigne le nieme nombre premier 
nest engendree ni par un automate fini ni par une substitution irreductible. 
D’autre part, on peut montrer aisement (cf. [9, proposition 2.11) qu’une 
CNS pour que p(M’*) > 1 est que JJ(G’~) 2 2. On en dtduit qu’une CNS 
pour que r1 > 1 est qu’il existe i dans I tel que ~(6~) 3 2. 
PROPOSITION 2. Soil u = (u,),, w1 une suite d’entiers engendrke par une 
substitution. Alors il existe (cp, $) dans R x 10, l] tel que Cu,,<N 1 x 
(log N)” fl si et seulement si il existe i duns I tel que y(di) > 2. 
DEFINITION 8 (HypothPse (H)). 
On dira que t E { 1, . . . . g} vtrifie I’hypothbe (H) s’il existe iE Z tel que 
y(c?i) 2 2. 
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IV. T&OR~ME PRINCIPAL 
Pour tout i E Z et pour tout entier N, posons n(i) = inf{ n E N/N f Z,(n)} et 
V;(a)= 1 e(ka). 
k E CZ”(“(o,)lr 
kcN 
TH~OR~ME. Si t v&tie I’hypoth&e (H) et si aE R\(lJBE8 Q(e)), aiors 
lim N+m Va(a)/VfJO) = 0. 
D’apres le critbre de Weyl, ce thtoreme signifie que si t verifie I’hypothlse 
(H), alors la suite (nor),, lml, est equiripartie modulo 1 pour tout 
aeR\U,,, Q(0), c’est-A-dire que R\B([m],)c lJete O(f?). 
Etape 1. Pour tout in { 1, . . . . g 1 et pour tout n E N, posons 
S;(a) = C e(ka) = c,,,,(a). 
kc cmot)lr 
On remarque que Vi E Z Vn > 1 S:(O) = M$) > 0. 
Cette premiere &ape va consister d demontrer, par recurrence sur c que, 
si t verifie l’hypothise (H), alors pour tout i E Z lim, _ a, ,Sf(a)/si(O) = 0. 
Remarquons que si S,(a) = (Sk(Cr))i, 1, on a S, + 1(a) = M’(a, n) S,(a). Si de 
plus on pose pour tout i E Z et pour tout n 2 1 
S’(a) 
wf(a) = +, 
UO) 
w,(a) = tw~ta)L,, wO(a) = ‘(0, . . . . 0, 1,O.. .O) 
t 
tikme rang 
et 
A(a, n)= 
( 
T?(O) 
n M,(a, n) 
x+ l(O) > (i./)E T2' 
on a: 
wntIta) = 4a, n) w,(a). 
Pour tout (n, n’) E N2 tel que n’ < n, on pose B(a, n, n’) = A(a, n) . . . A(a, n’) 
et B(a, n) = B(a, n, 0); on a ainsi pour tout n 
w,+ 1(cO = B(a, n) WJCO. 
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On remarquera que V(i,j) .5 I*: B&O, n, n’) = (Sj;.(O)/SA+ ,(O)) M$-“‘+ ‘), et 
en particulier que B(0, n, n’) est une matrice stochastique. 
Etape 1.1. c= 1. Comme y(ii, ) > 2, il existe au moins deux circuits 
fermes distincts passant par a,. Soit 1 le ppcm des longueurs de ces circuits. 
Quitte a travailler sur la substitution L”, on peut supposer que I= 1. 
Par ailleurs, il est facile de montrer en utilisant la methode de Pisot- 
Vijarayaghavan (cf. [lo, 15, 17]), que pour tout 
a E R\ u q;P(B) et pour tout I E -4, lim I( # 0 mod 1. 
ed n-C=2 
Comme M,, > 2, il existe alors 6 E 10, 1 ] et une suite strictement croissante 
d’entiers (Nk)kaN tels que 
VkEN o< IMl,@, N/J <(l-f9 Ml19 
c’est-a-dire 
VkeN 0 < IA,,(a, NJ G (1 - 6) AI,@, Nd 
Pour tout iE Z, il existe un chemin de longueur p(i) allant de ai A a, et un 
chemin de longueur q(i) allant de a, a ai. Ainsi, quitte a rajouter a ces 
chemins des boucles sur le sommet a,, il existe (p, q) E N*’ independant de 
i tel qu’il existe un chemin de longueur p allant de ai a a, et un chemin de 
longueur q allant de a, A ai. 
En particulier, Vi E 1, M$‘) > 1 et Mfy) 2 1. 
Quitte a extraire une sous-suite de la suite (Nk)kEN on peut supposer que 
pour tout kEN, on a Nk+, -N,>p+q+l et N,>q. On a alors pour 
tout (i,j) E 1’: 
B&a, N~+P, Nk-q)=Bi,(a, Nk+p, Iv,+ l)Al,(a, Nd 
x B,(a, Nk - 4 Nk -4) 
+ C Bi~(a,N~+p,N,+l) 
(U)f(Ll) 
Done 
x Alp(a, N,d BJa, Nk - 1, Nk - 4). 
&(a, Nk+p, Nk-q)l <BB,(O, Nk+p, Nk-q) 
-6Bi,(O,N,+p,N,+l)A,,(O,N,) 
x B,(O, Nk - 1, Nk - q). 
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Or 
= si,, - ,(O) 
siNk+p+ l(O) 
Mgw,, Myj’ 
&Nk - 4) 
‘I 
&pk+P+l)’ 
r, 
Mais d’aprks le lemme 1, si r = p(M’), il existe pz >, /I1 > 0 tels que 
M!NkPd 
I( 
j,,f!Nk+P+l) 
If 
Ainsi 
Wl 
oli CE]O, l] car B,(O,N,+p,N,--q)<l. 
Pour tout E > 0, choisissons k tel que Ck + ’ < E. Alors, si n >, Nk + p + 1 
on a: 
. ..B(a. NO-q- 1, no) 
et 
et done 
IIwn(a)ll m G IIHa, n)ll m IIw,4a)lI m d E. 
Etape 1.2. Supposons notre propriCk dimontrie jusqu’g l’ordre 
(c - 1). 
LEMMJZ 2. Soit(h,,hz)~(l~.~c}* telqueI*,</,,,.Sih, estdetype 1 et 
h2 de type 2, alors 
\J(i,j)EL,XIh2’ lim B&O, n, n’) = 0. 
d-t m 
DPmonstration. On a, avec les notations du lemme 1, pour les couples 
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(i,j) et (i, t): M$)xM~;)xdr” avec r=p(M’b)> 1 et hO~ (1, . . . . c}. De 
m&me pour le couple (j, t): Mj, cn) w  P(n) oti P est un polynome. D’autre part 
B..(O n n’) = f”(O) IJ 3 9 m) lq-“‘+1) 
q:” M!” P(n’)(n - n’ + 1 )d 
= @:+I) !I 
~n’+lje& 
P(n’) 
r”‘(n + 1 )d 
<--;;;-, 
r 
ce qui nous permet de conclure. I 
Posons maintenant pour tout n 2 n’ > n, 
E(a, n, n’) = i Bfix fh(a, n, d) ~$(a). 
h=2 
LEMME 3. lim,, _ o. .!?(a, n, n’) = 0. 
DPmonstration. - Si h est de type 1, on a lim,.,, w$(a) =0 en appli- 
quant l’hypothese de recurrence a la substitution obtenue en restreignant Z 
aux lettres aj telles que ic ul,,Gl,,s Ih’ . 
- Si h est de type 2, on a d’aprh le lemme 2 lim,, _ o. B” ’ lh(O, n, n’) 
=o. 1 
Nous allons maintenant dtmontrer que lim, _ co w:(a) = 0. 
Cas 1. y(G”) 2 2. On montre comme pour l’etappe 1.1 l’existence 
dune suite strictement croissante d’entiers (Nk)ke N telle que No > q, 
Vkc f+J, N,,, - Nk >p + q + 1 et II B’I(a, Nk +p, Nk - q)/j co < C (avec p et q 
entiers fixes et CE 10, 1 [). 
Posons alors 
ok(a)= Ilwffk-,(a)ll, et &k(a) = IIE(a, Nk+ 1 -4 - 1, Nk - q)ll m ; 
on a 
wk+l-Cl (a) 
= B*l(a, Nk + , -q-1~N~-q)~~~-4(~)+~(a,Nk+1-q-LNk-q), 
et on en deduit que pour tout ke N: 
k 
Vk+I(a)C’Uk(a)+&k(a)~ Ck’*vo(a) + 1 Ckdi&i(a), 
i=O 
avec lim, _ co sk(a) = 0 d’apres le lemme 3. Done lim, _ co uk(a) = 0. 
Pour tout & > 0, considerons kE N tel que uk(c()<&/2 et Vn > Nk - q, 
E(a, n - 1, Nk - q) < .s/2 (cf lemme 3). 
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Pour tout n > Nk - q, on a 
w:(a) = B’l(a, n - 1, N, - q) w:,-,(ci) + E(a, n - 1, N, - q), 
et done llw~(a)ll 2 G E. 
Cus 2. y(G”) < 1. Le cas y(G”) = 0 &ant trivial, supposons que 
y(G”) = 1. On a pour tout n >, n, : 
w~+,(a)=wl,,(a)=~A4,1(a,n)w:(o)+E(a,n,n) 
iIf1 
= &) M,,(a, n) w:(a) + @a, n, n). 
It 
L’existence dune boucle sur le sommet a, nous montre que, si p. dbigne la 
longueur du plus court chemin allant de a, a a,, alors pour tout n >po il 
existe au moins un chemin de longueur n allant de a, a a,, soit: Vn B po, 
M!:’ 2 1. 
De plus, quitte a iterer C, on peut supposer qu’il existe ui, appartenant a 
une composante fortement connexe de nombre cyclomatique supkieur ou 
Cgal a 2 situ&e entre G’l et Gfc, tel que M, >, 2. 
A partir de tout chemin de longueur nap, allant de a, a a,, on peut 
done construire au moins 2 chemins de longueur (n + 1) allant de a, a a, 
(en rajoutant une boucle au choix sur a,). 
On en diduit que: Vn >po, M\: + l) > 2M\:) . Done si n ape 
Ilwf,+l(a)ll, Gt Ilw~(a)ll, + IIE(a, 4 nIlI,, 
ce qui entraine, grace au lemme 3, que lim w:(a) = 0. 
Etupe 2. Nous allons maintenant montrer que lim, _ co Vh(a)/J’h(O) 
= 0, ce qui achivera la demonstration du theoreme. 
Pour cela, nous allons d&composer tout entier N dans une Cchelle 
naturellement associee a la substitution C comme suit: 
A tout (N, i) E N x { 1, . . . . g} on peut associer un unique (N’, i’) 6 kl x 
{ 1, . . . . g} tel qu’il existe un unique (n, p) E N x { 1, . . . . Zi( 1) - 1 } veritiant 
avec 
N = lo,cl,(n) + . . . + I,icP,(n) + N 
i’=ai(p+ 1) et 0 <N’ < ZJn). 
En particulier, cette decomposition conduit a la majoration 
) V’,(a)\ < S:“‘(a) ) + .-. + ls~‘p’(a)l + l V$(a)l 
<I 5 IS!(a)1 + Y;,(a)1 
j= 1 
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avec N’ <N (en posant I= llL( 1)1/ ,). On obtient ainsi en partant de (iV, 1) 
et en it&ant un nombre fini de fois: 
car s{(a) = 0 pour j 4 I. On en deduit, puisque Vj,,(O) 2 St, _ i(O), 
11 nous suflit done de verifier que pour tout i E Z, on a 
Considerons (4 T)E N x Cl, + co[ tel que M\:’ zndrn (cf. lemme 1). 
D’apres la proposition 2, r = SUP,(~), i p(fW) > 1 (en notant r(h) le type 
de h), et il existe pi > 0 tel que pour tout n assez grand: 
Sf-,(O)=Mfi-‘)>,/?,(n- l)drn-‘. 
- Si i E I, avec h the type 1, il existe pz > 0 et k0 E N d’aprts le lemme 
1, tels que Vk > ko, Sk(O) = it4!? < /lzkdrk. On a done pour tout n assez 
grand 
avec lim, _ oo w:(a) = 0 d’apres l’etape 1, d’ou 
1 
2% Sk-,(O) k<n 
- C ISL(a)l =O. 
- Si iE I,, avec h de type 2, p(M~z(b)=Z’*) E (0, 1 > et par consequent il 
existe un polynbme P tel que pour tout n assez grand 
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et on a encore 
Si PZE A” est engendrk par un automate fini, m est point-tixe d’une 
substitution de longueur constante 1 (cf. [2]). Dans ce cas, 0 = (I} et on 
retrouve le rtsultat de [S]: 
COROLLAIRE 3. Si m est engendk par un automate ,fini et si t vPr@iie 
l’hypothese (H), alors B( [ml,) = R\Q. 
D’apres la proposition 1, le theoreme que nous venom de demontrer 
signifie qu’il suffit que u ne soit pas trop “lacunaire” pour que R\~(u) soit 
inclus dans une extension de degrt finj de Q: 
COROLLAIRE 4. Si u est une suite substitutive d’entiers telle que 
lim 
1 
-logCard{n<N,nEuj>O, 
N-m 1OgN 
alors R\B(u) c IJOse Q(O). 
L’hypothese (H) sert a &carter les suites trop “lacunaires,” telles que 
(2”) nsN, dont l’ensemble normal nest certainement pas de complementaire 
denombrable. 
Dans [S] nous avons montre que si C est une substitution de longueur 
constante, alors l’hypothbse (H) est une condition necessaire et suffrsante 
pour que R\B(u) soit dinombrable. 
I1 serait intiressant de gedraliser ce resultat au cas des substitutions de 
longueur quelconque, un exemple typique de suite ne verifrant pas 
l’hypothese (H) &ant (fig. 3): 
EXEMPLE 6. 
A = (4, a,, a,, a4), G1)=ala2, 
.JJa2) = a2a3, 
J3a3) = a3a4a4, 
C(a,) = a4a4, 
m = ala2a2a3a2a3a3a4a4a2a,. . . 
[m-J3 est la suite croissante des entiers de la forme 
2”‘+“2+2”1-fn,(n,+ 1)-+(nz- l)n,-n,n,- 1, (n,, n2)E N*2. 
641!29i3-2 
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G: 
Frcuaa 3 
CONJECTURE. Si u est une suite substitutive. d’entiers telle que 
lim,, m (l/log N) log Card { n < N, n E u } = 0, alors R! \ A?( u) a la puissance 
du continu. 
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