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Abstract
As a concrete application of the holographic correspondence to manifolds which are only
asymptotically Anti–de Sitter, we take a closer look at the quaternionic Taub–NUT space.
This is a four dimensional, non–compact, inhomogeneous, riemannian manifold with the
interesting property of smoothly interpolating between two symmetric spaces, AdS4 itself
and the coset SU(2, 1)/U(2). Even more interesting is the fact that the scalar curvature of
the induced conformal structure at the boundary (corresponding to a squashed three–sphere)
changes sign as we interpolate between these two limiting cases. Using twistor methods,
we construct the bulk–to–bulk and bulk–to–boundary propagators for conformally coupled
scalars on quaternionic Taub–NUT. This may eventually enable us to calculate correlation
functions in the dual strongly coupled CFT on a squashed S3 using the standard AdS/CFT
prescription.
1 Introduction
Since the formulation of the AdS/CFT conjecture in [1, 2, 3] there has been considerable effort
in trying to check whether its validity extends to situations more general than the original
AdSd+1 × SD−d−1 cases (where D is 10 or 11). Assuming one chooses to remain in the limit
where classical supergravity is applicable to some extent, there are two obvious generalisations.
The first one is to use a different compact internal manifold (or orbifold). Since in this case we
preserve the AdS part of the spacetime the dual field theory remains conformal, but substituting
internal manifolds of different holonomies leads to less than maximal supersymmetry. Examples
of this type are rather numerous and we refer to [4] for an exhaustive list of references.
The other route is to replace the AdS factor of the compactification by a different non–
compact Einstein manifold Xd+1. If Xd+1 asymptotically gives AdSd+1 as the boundary is
approached, then the dual field theory is expected to be conformal only in the UV. (Examples
of this are the AdS–Schwarzschild black holes of [2, 5].) Other examples of non–AdS space–time
manifolds include (in no particular order) the domain–wall and domain–wall black hole solutions
of [6] and [7] respectively, pp–waves in AdS [8, 9], the coset spaces considered in [10], the de
Sitter/CFT correspondence (e.g. [11]), and cases where AdS is modded out by discrete groups,
as in [12, 13]. Finally, [14] considers the implications for holography when one has manifolds
whose boundary conformal structure is degenerate.
There also exists a method, called holographic renormalisation [15, 16] (see [17] for a review),
that enables the systematic computation of renormalised correlation functions for operators in
the field theory dual to any asymptotically AdS space. (An Einstein manifold with negative
cosmological constant is called “asymptotically AdS” if, like AdS itself, the metric has a double
pole as the boundary is approached, so that one obtains not a boundary metric, but a conformal
class of metrics. See [18] for the precise definition.) This method has been applied to asymp-
totically AdS domain wall solutions of supergravity that describe RG flows in the dual field
theory [19, 20]. Holographic renormalisation depends on a near–boundary analysis, in which
the bulk fields are expanded in the radial coordinate transverse to the boundary, and the field
equations are solved term–by–term in this expansion. However, this is a local analysis which
cannot specify all the coefficients in the series, in particular those that are related to non–local
quantities like correlation functions. To do that one would like to have an exact solution of the
bulk field equations, extending smoothly to the deep interior of the bulk manifold.
Here we are concerned with the quaternionic Taub–NUT manifold (QTN from now on)
which is a four–dimensional riemannian Einstein manifold, a limiting case of which corresponds
to AdS4 (or, since we work exclusively with euclidean signature, quaternionic hyperbolic space
IHH1). The Weyl tensor of QTN is self–dual (rather than zero as is the case for hyperbolic space)
and so, unlike IHH1, it is not conformally flat. However, like IHH1, its metric has a double pole
as one approaches the boundary, so it is asymptotically AdS. We will consider the Dirichlet
problem for a scalar propagating in the fixed QTN background and compute exact bulk–to–bulk
and bulk–to–boundary propagators in the conformally coupled case. This may eventually allow
us to calculate two– and higher–point functions in the dual theory by applying the methods of
holographic renormalisation.
We should note that the QTN manifold has already been used in generalising the AdS/CFT
correspondence in [21, 22, 23, 24], but all this previous work has been concerned with calculating
Casimir energies for the dual field theory. We believe that our work will take the correspondence
one step further.
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As is well known, the boundary of IHH1 is the bi-invariant (“round”) metric on S3:
ds2 = σ21 + σ
2
2 + σ
2
3 . (1.1)
This is of course a particular choice of representative for the conformal structure of the boundary.
Since this metric is conformally flat, by a different choice of representative one usually writes
the boundary as three–dimensional flat space IR3 and, via AdS/CFT, proceeds to define a dual
conformal field theory thought of as living on this flat boundary.
In [25], Pedersen applied earlier ideas of LeBrun [26] to solve the problem of obtaining an
Einstein 4–metric that has as conformal infinity the Berger sphere, i.e. the SU(2) × U(1)–
invariant “squashed” three-sphere metric1:
ds2 = σ21 + σ
2
2 + λσ
2
3 . (1.2)
The resulting complete Einstein manifold with negative cosmological constant turns out to be
quaternionic Taub–NUT. Since the metric on QTN smoothly extends across the boundary to
the conformal structure represented by (1.2), it is natural to expect that one can apply the
AdS/CFT prescription to this case. We show that one can find (scalar) bulk–to–bulk and bulk–
to–boundary propagators that generalise the ones known for IHH1 and thus in principle obtain
correlation functions for certain operators in the dual (3+0) conformal field theory living on
the squashed three–sphere. However, since the squashed three–sphere is not conformally flat,
we will be forced to consider the dual CFT as living on a curved background. (Examples of
AdS/CFT with curved boundaries can be found in e.g. [29, 9, 30, 31].)
We do not expect that we might learn something about realistic field theories in this fashion.
For a start, we discuss only riemannian metrics and it is not clear whether one can translate
these results to the lorentzian regime. Also, we make no specific reference to any M-theory
or string compactifications, although one could directly replace IHH1 by QTN in the standard
Freund–Rubin ansatz to obtain e.g. a QTN×S7 vacuum solution of 11–dimensional (euclidean)
supergravity. We will also not touch the issue of stability, at least from the gravity side of the
correspondence (but see below).
The point of view we take is that we might learn something about holography by examining a
more general setting that is still tractable (because of the quaternionic geometry). In particular
we note the following interesting features of holography on QTN that provided motivation for
this work and, we believe, merit further investigation:
1. Obviously the round (conformally flat) metric (1.1) on S3 (λ = 1) has positive scalar
curvature. However as we squash the three–sphere by increasing the parameter λ, we
reach a point (λ = 4) where the scalar curvature becomes zero, and for λ > 4 it becomes
negative (this is discussed e.g. in [32], p. 38). It is well documented in the AdS/CFT
literature (e.g. in [33, 34]2) that for the field theory dual to any negative curvature Einstein
Manifold to be stable, it is necessary that the induced boundary manifold have positive
scalar curvature. So it is nice to be able to explore a case where we can smoothly move
1Pedersen’s work can be thought of as an example of the subsequent theorem of Graham and Lee [27] that the
conformal class of a given metric on Sd, sufficiently close to the round one, can arise as the conformal infinity of
a suitable d + 1–dimensional metric on the ball Bd+1. (The general problem of whether such metrics exist was
posed in [28].)
2See also [35].
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from a positive to a negative scalar curvature boundary metric, and thus try to understand
the apparent instability of the boundary theory in bulk terms. (Presumably the instability
will have something to do with emission of a “large” brane as in [33].) The point λ = 4
where the boundary has zero scalar curvature is also quite intriguing in its own right.
2. If we take our parameter λ to its limiting value of infinity, the Berger sphere degenerates
and we end up with an effectively two dimensional theory. In [10] it is claimed that the
resulting CFT is in fact well–behaved (being dual to a stable M–theory compactification
on SU(2, 1)/U(2) × S7). It is thus interesting to analyse how the transition from a 3d to
a 2d CFT is made, and how the apparent stability can be reconciled with the point made
above, since we are in the negative boundary scalar curvature regime (in fact, the scalar
curvature is negatively infinite)3.
Our approach to calculating propagators is inspired by Page’s construction of Green’s func-
tions for massless scalars propagating on gravitational multi–instantons [36]. This work is essen-
tially a generalisation of those results to the non–Ricci–flat case. In the next section we give an
overview of the quaternionic Taub–NUT manifold. In section 3 we specialise to the metric we
will use for QTN, which is the one found by Pedersen, and exhibit several interesting limiting
cases. In section 4 we review known results for Green’s functions for these cases. The con-
struction of the conformally coupled Green’s function for the Pedersen metric follows in sections
5,6,7. In section 8 we briefly discuss the boundary theory and we conclude with various open
issues in section 9.
2 Some facts about Quaternionic Taub–NUT
In 4n real dimensions, we use the term quaternionic Taub–NUT (QTNn) for the noncompact
inhomogeneous quaternionic Ka¨hler manifold that has euclidean Taub–NUT as its hyperka¨hler
limit. A quaternionic Ka¨hler manifold is defined (e.g. [37, 38]) to be a 4n–dimensional oriented
riemannian manifold with holonomy contained in Sp(n)·Sp(1) (which means (Sp(n)×Sp(1))/Z2).
In four dimensions (which is all we consider here) the holonomy requirement Sp(1)·Sp(1) ∼= SO(4)
is vacuous, so one defines quaternionic Ka¨hler manifolds as those Einstein manifolds whose Weyl
tensor is self–dual (or anti–self–dual). Since we consider only the four dimensional case, we write
just QTN for QTN1.
Quaternionic Ka¨hler manifolds have (positive or negative) cosmological constant Λ, and
reduce to Ricci–flat hyperka¨hler manifolds in the limit where Λ is taken to zero. We are interested
in noncompact manifolds, which (by Myers’ theorem) means Λ has to be non–positive. In four
dimensions there are only two noncompact homogeneous quaternionic Ka¨hler spaces (which,
actually, are also symmetric): Hyperbolic space and the noncompact version of |CP2, which we
denote by |˜CP2. Being homogeneous, they are coset spaces:
IHH1 =
SO(1, 4)
SO(4)
and |˜CP2 =
SU(2, 1)
U(2)
. (2.1)
As we will see explicitly in the next section, QTN smoothly interpolates between these two
3This issue has been raised in [14].
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manifolds4. Note that there is no analogous interpolation via a smooth manifold between the
compact versions of these homogeneous spaces, i.e. S4 and |CP2.
We have already mentioned one way to derive QTN, as the “filling in” manifold of the Berger
sphere (1.2). QTN can also be seen to be a special case of the (Anti–) de Sitter–Taub–NUT/Bolt
family of metrics that appears e.g. in [40]. In the notation of [22] this more general metric is
ds2 = V (r)(dτ + 2n cos θdϕ)2 +
dr2
V (r)
+ (r2 − n2)(dθ2 + sin2 θdϕ2) (2.2)
with V (r) =
[
(r2 + n2)2 − 2Mr + k2(r4 − 6n2r2 − 3n4)] /(r2−n2). Apart from the cosmological
constant (Λ = −3k2) there are two parameters, M and n, which correspond to a “mass” and
“nut charge” respectively. As explained thoroughly in [22], to obtain a nut, i.e. a regular
zero–dimensional fixed point set, we require that V (r = n) = 0, so M and n are related by
M = n− 4n3k2 . (2.3)
A different possible choice for M would lead to a regular two–dimensional fixed point set (a
“bolt”). It is the special case of (2.3) (thus the solution without bolts) that gives the QTN
manifold. (The precise relation to the metric found by Pedersen is given in appendix A.)
QTN has also been derived by Galicki [41, 42] using the quaternionic Ka¨hler quotient (de-
scribed in detail in [43, 44, 45]) by considering a non–compact IR action on the 8–dimensional
quaternionic projective ball IHH2 = P (IH1,1×IH1). Finally, it has also been constructed by Ivanov
and Valent [46] using harmonic superspace methods [47, 48]. (Actually the term “quaternionic
Taub–NUT” seems to have first appeared in [46].)
One application of QTN in the literature has been as the sigma–model manifold for scalars
coupled to N = 2 supergravity. (Scalar couplings in N = 2 supergravity are known to be
parametrised by negative cosmological constant quaternionic Ka¨hler manifolds [49].) It is in
this context that QTN (and its higher dimensional generalisations) was derived by Galicki.
More recently, Behrndt and Dall’Agata [50] considered abelian gaugings of its isometries and
found domain wall solutions for d = 5,N = 2 supergravity.
As we mentioned, QTN has already found some uses in an AdS/CFT context ([21, 22, 23, 24]).
In [21, 22] it was used as a background for the calculation of the gravitational action and entropy
for the AdS–Taub–Bolt manifold that has the same behaviour at infinity. In [23] and [24] the
action and entropy of AdS–Taub–NUT were calculated in an intrinsic way using the counterterm
subtraction method of [15, 51]. The result is somewhat unsettling in that the gravitational
entropy turns out to be negative, which is probably linked to problems with the lorentzian
interpretation [14]. Perhaps learning more about the dual CFT will help to understand this
issue better.
4By “interpolation” we mean that there is a continuous range of QTN metrics (labelled as we will see by
the “nut charge”), two specific examples of which correspond to IHH1 and |˜CP2. So this is different from RG
flows in AdS/CFT (see e.g. [39] for orientation), where one interpolates between different solutions of some
gauged supergravity (usually corresponding to UV and IR regimes in the boundary theory) by varying the radial
parameter which is interpreted as an energy scale. However, as we will see in section 8, one could perhaps consider
the deformation of the boundary metric as a sort of marginal flow.
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3 The Pedersen Metric for Quaternionic Taub–NUT
The metric we will use to describe the quaternionic Taub–NUT manifold is a slight rewriting
of the one first written down by Pedersen [25]. Actually, in [25] there are two metrics, which
correspond to an oblate and prolate squashing of the boundary sphere 5. We will treat them in
turn.
3.1 The Oblate case
The form of the Pedersen metric that we will use is:
g(m,k)µν : ds
2 =
4
(1− k2r2)2
[
1 +m2r2
1 +m2k2r4
dr2 + r2(1 +m2r2)(σ21 + σ
2
2) +
r2(1 +m2k2r4)
1 +m2r2
σ23
]
.
(3.1)
Here σ1, σ2, σ3 are the usual SU(2) one–forms, defined by
σ1 =
1
2
(cosψdθ + sinψ sin θdϕ) ,
σ2 =
1
2
(− sinψdθ + cosψ sin θdϕ) ,
σ3 =
1
2
(dψ + cos θdϕ) .
(3.2)
(where 0 ≤ θ ≤ π, 0 ≤ ϕ ≤ 2π, 0 ≤ ψ ≤ 4π). With this convention they satisfy the cyclic
relation:
dσ1 = −2σ2 ∧ σ3 , etc. (3.3)
We have modified the expression in [25] by explicitly including the cosmological constant,
which can be seen to be Λ = −3k2. The parameter m will soon be seen to correspond to the nut
charge. So the metric depends on two (real) parameters, m and k, both with dimension [L]−1,
which can be varied independently. We can restrict to positive values of m and k without loss of
generality [52]. The scalar curvature can be seen to be R = −12k2. One can also check that the
Weyl tensor is anti–self–dual6. The isometry group is SU(2)×U(1) for generic values of m,k.
This metric is complete within the ball r < 1/k for all values of m [52]7. We will thus
restrict r to lie within the ball, with the boundary given by r → 1/k. There the metric blows
up, inducing the conformal structure:
σ21 + σ
2
2 +
1
1 +m2/k2
σ23 . (3.4)
So this corresponds to an oblate squashing of the three sphere, since the parameter λ in (1.2) is
less than one.
5We recall that “oblate squashing” corresponds to flattening the sphere at the poles, while “prolate squashing”
means elongating the sphere at the poles.
6In [25] the Weyl tensor turns out to be self–dual due to a different convention for the sigmas (dσi =
∑
ǫijkσj∧
σk).
7The singularities of quaternionic Taub–NUT in various parameter ranges have also been considered in [50].
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The k = 0 limit: Euclidean Taub–NUT Taking the cosmological constant Λ = −3k2 to
zero, while keeping the nut charge nonzero, we obtain a Ricci–flat metric
g(m,k=0)µν : ds
2 = (1 +m2r2)[dr2 + r2(σ21 + σ
2
2)] +
r2
1 +m2r2
σ23 (3.5)
which is the metric on the euclidean Taub–NUT ALF space, in the form suitable for generalisa-
tion to the multi–Taub–NUT metrics [53, 40]. We see that m is indeed related to the nut charge
(see appendix A for the precise relation).
3.2 The Prolate case
In the metric (3.1) we assumed m2 > 0, but it turns out that this restriction is unnecessary [25].
Indeed, we can analytically continue the parameter m as follows8:
m→ iµ . (3.6)
In this way we obtain the metric:
g(µ,k)µν : ds
2 =
4
(1− k2r2)2
[
1− µ2r2
1− µ2k2r4dr
2 + r2(1− µ2r2)(σ21 + σ22) +
r2(1− µ2k2r4)
1− µ2r2 σ
2
3
]
.
(3.7)
This metric is complete within the ball r < 1/k as long as the range of µ is (0, k) [52]. For
µ > k the metric develops a true singularity, as can be seen e.g. by the calculation of curvature
invariants:
RµνκλRµνκλ = 24 + 24(1 − k
2r2)2
(1 − µ2r2)2 . (3.8)
Accordingly, we will from now on restrict µ to lie in the range (0, k), and again r to lie within
the ball. As for the induced conformal structure at the boundary (r = 1/k), we find
σ21 + σ
2
2 +
1
1− µ2/k2σ
2
3 (3.9)
This gives a prolate squashing of the three–sphere, since now λ in (1.2) is greater than one.
The boundary metric By a choice of conformal scale, we can define a metric on the boundary
that represents the conformal structure (3.9). One possible choice is:
h
(µ,k)
ij : ds
2 = (1− µ2/k2)(σ21 + σ22) + σ23 (3.10)
Here i, j = 1, 2, 3. Recall that the value µ = 0 corresponds to the round (SU(2)×SU(2) invariant)
metric on S3. Away from that value, the isometry group is SU(2)×U(1), the same as the bulk
manifold. The scalar curvature of h
(µ,k)
ij is found to be:
R(3) = 3k
2 − 4µ2
2(1− µ2/k2)2 (3.11)
As mentioned in the introduction, the scalar curvature becomes zero and then negative as we
increase µ2 from zero to its limiting value of k2. For the value µ2 = 34k
2 we obtain R(3) = 0. As
we approach k2 the (negative) scalar curvature blows up, indicating that the boundary metric
becomes degenerate.
Returning to (3.7), we note two limiting cases of special interest.
8There is a deeper meaning to this analytic continuation which will become clear in section (5.1).
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The µ = 0 limit: Euclidean AdS4 (IHH
1) Taking µ = 0 in (3.7) we obtain
g(µ=0,k)µν : ds
2 =
4
(1− k2r2)2
[
dr2 + r2(σ21 + σ
2
2 + σ
2
3)
]
(3.12)
which is clearly the metric on IHH1 in polar coordinates. (See appendix B for the relation to the
more commonly used upper half plane metric on IHH1.) The isometry group is now enhanced to
SO(1, 4), which will become the conformal group of the boundary. As discussed, the boundary
of IHH1 is simply S3 with the round metric,
h
(0,k)
ij = σ
2
1 + σ
2
2 + σ
2
3 . (3.13)
The Weyl tensor of IHH1 vanishes, corresponding to the fact that it (and its boundary S3) are
conformally flat.
The µ = k limit: The Bergman space Taking the µ = k limit of (3.7), we obtain
g(µ=k,k)µν : ds
2 =
4
(1− k2r2)2
[
dr2
1 + k2r2
+ r2(1 + k2r2)σ23
]
+
4r2(σ21 + σ
2
2)
1− k2r2 . (3.14)
This is the metric on the coset space |˜CP2 = SU(2, 1)/U(2), albeit in a slightly nonstandard
form. By performing the coordinate change
r2 =
ρ2
2− k2ρ2 (3.15)
we obtain the more usual Bergman (pseudo–Fubini–Study) metric for |˜CP2:
g(k,k)µν : ds
2 = 2
dρ2 + ρ2σ23
(1 − k2ρ2)2 + 2
ρ2(σ21 + σ
2
2)
(1− k2ρ2) . (3.16)
We will thus loosely refer to the space |˜CP2 as the “Bergman space”. The isometry group is now
SU(2, 1), and (according to [10]) becomes the conformal group of the boundary.
Note that the Bergman space is a Ka¨hler manifold. So in this limit, our quaternionic Ka¨hler
metric actually becomes Ka¨hler. As for the induced boundary metric, it is clear from (3.14) that
as one approaches the boundary (r → 1/k) the coefficient of σ3 blows up faster that the others,
and so the boundary metric degenerates9. Despite this degeneracy, the authors of [10] showed
that one could obtain meaningful results for correlation functions in the boundary theory.
4 Propagators for the known cases
In trying to describe the boundary conformal field theory, a fundamental quantity is the bulk–
to–boundary propagator. This parametrises the coupling of a field in the bulk to its dual
operator in the boundary theory, and is essential in calculating boundary correlation functions.
9Technically, since the metric is Ka¨hler, what extends to the boundary is not a conformal structure, but a
complex structure, and at the boundary we are left with a CR structure (which is generically a degenerate complex
structure) [52].
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Although in this analysis we are interested only in scalar two–point functions, for which the
bulk–to–boundary propagator is sufficient, we find it easier and more intuitive to deal with the
bulk–to–bulk propagators, from which we can obtain the bulk–to–boundary ones via a limiting
process.
We note the laplacian for the oblate Pedersen metric (3.1). (The corresponding laplacian for
(3.7) can be found through m = iµ):
∇2 = 1√
g
∂µ
√
ggµν∂ν
=
(1− k2r2)2
(1 +m2r2)
[
1
4
(
1 +m2k2r4
)
∂rr +
1
4r(1− k2r2)
(
3 + k2r2 + 7m2k2r4 − 3m2k4r6) ∂r
+
1
r2
{
∂θθ + cot θ∂θ + csc
2 θ
[
∂ϕϕ − 2 cos θ∂ϕψ +
(
sin2 θ
(1 +m2r2)2
1 +m2k2r4
+ cos2 θ
)
∂ψψ
]}]
.
(4.1)
In general, a coordinate space Green’s function G(xr, xs) in four dimensions will depend on
eight variables. Following [10], we use the SU(2)×U(1) isometry group to restrict propagators
to depend on the following combinations of the angular parameters θr, ϕr, ψr, θs, ϕs, ψs:
10
U = cos
θr
2
cos
θs
2
e
i
2
(ψs−ψr+ϕs−ϕr) + sin
θr
2
sin
θs
2
e
i
2
(ψs−ψr−ϕs+ϕr) . (4.2)
and its conjugate
U¯ = cos
θr
2
cos
θs
2
e−
i
2
(ψs−ψr+ϕs−ϕr) + sin
θr
2
sin
θs
2
e−
i
2
(ψs−ψr−ϕs+ϕr) . (4.3)
The Green’s function should be symmetric in U and U¯ , so we find it convenient to introduce
the two combinations11:
v1 := U+U¯ = 2cos
θr
2
cos
θs
2
cos
1
2
(ψr+ϕr−ψs−ϕs)+2 sin θr
2
sin
θs
2
cos
1
2
(ψr−ϕr−ψs+ϕs) (4.4)
and
v2 := UU¯ =
1
2
{1 + cos θr cos θs + sin θr sin θs cos(ϕr − ϕs)} . (4.5)
So from now on we will treat the bulk propagators as functions of r, s, v1, v2. That is, we have
used the isometries to reduce the number of variables from eight to four, and by doing so we have
exhausted the available symmetries of the metric12. In these new variables, xr = xs translates
to {r = s, v1 = 2, v2 = 1}.
10In [10], SU(2) × U(1) appears as the isometry group of the boundary of the Bergman space, while the bulk
isometry group is SU(2, 1). In the more general QTN case both the bulk and the boundary have SU(2) × U(1)
isometry group, and the same arguments apply.
11v1/2 is called µ in [36].
12Note that, unlike the definition of [10], our U, U¯ are pure angular variables. This means that v1, v2 will always
appear in Green’s functions in the combinations rsv1, r
2s2v2.
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It is now useful to rewrite the laplacian (4.1) in terms of v1 and v2:
∇2 = (1− k
2r2)2
(1 +m2r2)
[
1
4
(
1 +m2k2r4
)
∂rr +
1
4r(1− k2r2)
(
3 + k2r2 + 7m2k2r4 − 3m2k4r6) ∂r
+
1
r2
{
−1/4v1 (3 + 2m
2r2 + 2m2k2r4 +m4r4)
1 +m2k2r4
∂v1
+
1 +m2k2r4 − 1/4v21(1 +m2r2)2 −m2r2v2(−2 + k2r2 −m2r2)
1 +m2k2r4
∂v1v1
+(1− v2)v1∂v1v2 + (1− v2)v2∂v2v2 − (2v2 − 1)∂v2}]
(4.6)
In the following sections we give the known Green’s functions for the various limiting cases of
this laplacian (and the one related to it by m = iµ). We use the notation G(µ,k) or G(m,k) for the
Green’s functions corresponding to the Pedersen metrics (3.7) and (3.1) respectively. We will
discuss two common possibilities for scalars propagating in a curved spacetime, conformal and
minimal coupling. Note that since the scalar curvature of QTN is R = −12k2, the conformally
coupled laplacian is ∇2 − 16R = ∇2 + 2k2.
4.1 Green’s Functions for IHH1
In this section we review a few well–known facts for propagators on euclidean AdS4. All this is
completely standard material ([54, 2, 55, 56, 57, 58, 59], see also [39] for a review), and is only
included for easy comparison with other limiting cases of QTN, and to familiarise the reader
with our slightly non–standard notation. (A sketch of how one converts to the usual expressions
for bulk–to–bulk and bulk–to–boundary propagators can be found in appendix B.)
One can easily invert the (massive) laplacian equation for IHH1 by assuming that the Green’s
function is a function only of the chordal distance u0 := u
(0,k), where (e.g. [59]).
u(0,k) =
2k2(r2 + s2 − rsv1)
(1− k2r2)(1− k2s2) (4.7)
So the chordal distance allows us to express the µ = 0 limit of the laplacian (4.6) in terms of
only one variable:
∇2 −M2 = 2k2
{
u0
u0 + 2
2
∂u0u0 + 2(u0 + 1)∂u0 −
M2
2k2
}
(4.8)
This is a hypergeometric equation whose solutions are known for arbitrary values of M2.
However, as mentioned, we shall concentrate on the following special cases:
Conformal coupling Here M2 = −2k2 and we obtain the two solutions
G
(0,k)
1 = C ·
2k2
u0
= C · (1− k
2r2)(1− k2s2)
r2 + s2 − rsv1
G
(0,k)
2 = C ·
4k2
u0(u0 + 2)
= C · (1− k
2r2)2(1− k2s2)2
(1 + k4r2s2 − k2rsv1)(r2 + s2 − rsv1) .
(4.9)
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Notice that these propagators correspond to two different choices of boundary condition. This
is the well known fact [60] that fields in AdSd+1 in the mass range −d2/4 < M2/k2 < −d2/4+1
can have two possible quantisations. We will return to this point in section 8. Both propagators
reduce to the massless flat space Green’s function as we take the cosmological constant to zero
(k → 0):
G
(0,k)
1 , G
(0,k)
2 −→ G(0,0) = C ·
1
r2 + s2 − rsv1 . (4.10)
The normalisation factors C are known for IHH1, but since we are also interested in the more
general QTN case we will not keep track of them. Instead, we simply normalise all propagators
(in this and the following sections) so that they give the same flat–space Green’s function as
k → 0.
From the bulk–to–bulk propagators one can find bulk–to–boundary propagators by taking
the appropriate scaling limits ([61, 62])13:
K
(0,k)
1 = lim
s→1/k
{
G
(0,k)
1
(1− k2s2)
}
=
1− k2r2
1 + k2r2 − krv1 (4.11)
and
K
(0,k)
2 = lim
s→1/k
{
G
(0,k)
2
(1− k2s2)2
}
=
(
1− k2r2
1 + k2r2 − krv1
)2
. (4.12)
We have normalised these and all subsequent bulk–to–boundary propagators to give 1 as
r → 0.
Minimal Coupling Here M2 = 0 and we have only one solution (the other is a constant):
G
(0,k)
3 = C · k2
[
− ln
(
1 +
2
u0
)
+
2
u0
u0 + 1
u0 + 2
]
. (4.13)
Notice that G
(0,k)
3 also reduces to the massless flat space Green’s function when k → 0, as it
should. To obtain the bulk–to–boundary propagator, we need to take the limit
K
(0,k)
3 = lim
s→1/k
{
G
(0,k)
3
(1− k2s2)3
}
=
(
1− k2r2
1 + k2r2 − krv1
)3
. (4.14)
4.2 Green’s Functions for |˜CP2
In the case of the Bergman space, one can again simplify the laplacian equation considerably by
assuming that the Green’s function is a function only of the chordal distace, which we denote by
u1 := u
(µ=k,k). Expressions for the chordal distance and scalar Green’s functions in the case of
13Of course, if we had wanted to be careful with normalisation factors, we would have had to first define a
proper Dirichlet problem at r = 1/k − ǫ by analogy with [3, 63, 56], define the bulk–to–boundary propagators by
normal derivatives of the bulk–to–bulk ones, and then take the regulator to zero. Or we could add appropriate
boundary terms to the action as done e.g. in [62]. Then for AdSd+1 we would obtain the relative factor 1/(2∆−d)
between G and K (∆ is defined in section 8).
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|CP2 were found by Warner in [64]. We simply extend these to the noncompact case by obvious
changes in signs. After converting to our coordinate system for |˜CP2, we find
u1 = 2k
2 r
2 + s2 + 2k2r2s2v2 − rs
√
(1 + k2r2)(1 + k2s2)v1
(1− k2r2)(1− k2s2) . (4.15)
With this ansatz the laplacian becomes
∇2 −M2 = 2k2
{
u1(u1 + 1)∂u1u1 + (2 + 3u1)∂u1 −
M2
2k2
}
. (4.16)
which is again a hypergeometric equation. As before we will restrict to the two special cases of
conformally and minimally coupled scalars.
Conformal Coupling Setting M2 = −2k2 we again obtain two bulk–to–bulk propagators.
The first one is easy to understand:
G
(k,k)
1 = C ·
2k2
u1
= C · (1− k
2r2)(1 − k2s2)
r2 + s2 + 2k2r2s2v2 − rs
√
(1 + k2r2)(1 + k2s2)v1
. (4.17)
This Green’s function has a nice boundary behaviour, vanishing as (1−k2r2)1 at the boundary
(where r → 1/k), like the corresponding mode in IHH1. Taking the limit k → 0, the Bergman
space reduces to flat space and, as expected, we retrieve the flat space propagator as the k → 0
limit of G
(k,k)
1 .
From the bulk–to–bulk propagator we find the bulk–to–boundary propagator (which is es-
sentially the Bergman kernel for the ball in |C2) in the standard way
K
(k,k)
1 = lim
s→1/k
{
G
(k,k)
1
(1− k2s2)
}
=
1− k2r2
1 + k2r2 + 2k2r2v2 −
√
2kr
√
1 + k2r2v1
(4.18)
The second solution for conformal coupling is ∼ 1/u1 · ln(1 + u1), i.e. at the boundary it
behaves as (1−k2r2) ln(1−k2r2). This is very different from the corresponding mode in the IHH1
case. As we will see at the end of section 8, it might eventually become necessary to understand
this mode better.
Minimal Coupling The solution for M2 = 0 is
G
(k,k)
2 = C · k2
[
− ln
(
1 +
1
u1
)
+
1
u1
]
(4.19)
One can check that this also reduces to the flat space propagator as k → 0. To obtain the
bulk–to–boundary propagator, we need to take the limit
K
(k,k)
2 = lim
s→1/k
{
G
(k,k)
2
(1− k2s2)2
}
=
(
1− k2r2
1 + k2r2 + 2k2r2v2 −
√
2kr
√
1 + k2r2v1
)2
. (4.20)
This bulk–to–boundary propagator is the same one that appears in [10] for minimal coupling
(to see this one has to convert to the metric (3.16) as explained in section 3).
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4.3 Green’s Function for euclidean Taub–NUT
Since euclidean Taub–NUT (ETN) is Ricci–flat, there is no distinction between the conformally
coupled and massless Green’s function. The massless scalar Green’s function for ETN has been
found by Page [36]. In our parametrization, it is:
G(m,0) =
C
2
· 2 cosh (m
2w)− (r2+s2)w sinh (m2w)
(r2 + s2) cosh (m2w)− 2w sinh (m2w)− rsv1 , (4.21)
where
w :=
1
2
√
(r2 − s2)2 − 4r2s2(v2 − 1) . (4.22)
The euclidean Taub–NUT metric (3.5) reduces to flat space by taking m→ 0. Taking this limit
of G(m,0), we again obtain the flat–space Green’s function G(0,0). ETN has zero cosmological
constant, so we will not attempt to define bulk–to–boundary propagators since (for the moment)
we are not interested in defining a boundary theory.
5 The Twistor space of the Pedersen metric
After reviewing the Green’s functions for various special cases, we are now ready to consider the
case of ∇2−M2, where ∇2 is the full Pedersen laplacian (4.6). The calculation we will perform
is similar in spirit to the one by Page in [36], where the Green’s functions for scalar fields on
multi–Taub–NUT manifolds and ALE multi–instantons were produced.
As in [36], the objective is to find functions of the coordinates that vanish when two points
are null separated. In [36] these functions were found using Hamilton–Jacobi methods. We
prefer to use twistor methods in order to connect with the treatment of [25]. This discussion is
rather long and the reader who is not interested in twistors may prefer to skip to (6.31).
5.1 More on the Pedersen metric
In preparation for the description of the twistor space, we briefly review the main steps of
the construction of the metric on QTN by Pedersen in [25]. Essentially the construction of
[25] is similar to that of Gibbons and Hawking [65] for the hyperka¨hler case: One considers a
U(1) monopole over a 3-dimensional riemannian manifold X3. This U(1) monopole is just a
connection A (the “gauge potential”) on a principal U(1) bundle fibring over X3 along with a
function V (the “Higgs field”) that is related to the curvature of A by the Bogomolny equation
dA = − ⋆ dV . (5.1)
With this choice of sign the conformal structure
V ds2X3 + V
−1(dτ +A)2 , (5.2)
(where ds2X3 is the metric on X
3) is anti–self–dual when X3 has constant curvature. To obtain
an Einstein space from this conformal structure, one has to multiply by a suitable function F (χ).
So given a choice for V satisfying (5.1) on X3, and a corresponding choice for F (χ), the metric
ds2 = F 2(χ)(V ds2X3 + V
−1(dτ +A)2) (5.3)
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will be Einstein. The flat case X3 = IR3 is the Gibbons–Hawking ansatz, which leads to a
zero scalar curvature 4–manifold (then F (χ) = 1). Pedersen’s ansatz replaces X3 by S3 and
the 3–metric is chosen to be ds2S3 = dχ
2 + 4 sin2 χ(σ21 + σ
2
2). A choice that satisfies (5.1) is
(V,A) = (1 + k/m cotχ,−k/m cos θdϕ) and after multiplying by a suitable conformal factor
(and rescaling τ = −2k/m · ψ) one obtains an anti–self–dual Einstein 4–metric with negative
cosmological constant [25]:
k2ds2 =
1
(cos χ− km sinχ)2
[
(1 +
k
m
cotχ)
{
dχ2 + 4 sin2 χ(σ21 + σ
2
2)
}
+
4k2σ23
m2(1 + km cotχ)
]
.
(5.4)
This is the “trigonometric” case in [52]. The coordinate change
cosχ =
1√
1 +m2k2r4
(5.5)
shows that it is equivalent to the original “oblate” Pedersen metric (3.1).
There is another possibility that gives a negative cosmological constant, which is to consider
X3 = H3, the three dimensional hyperbolic space, with metric ds2H3 = dχ
2+4 sinh2 χ(σ21 +σ
2
2).
Then the Einstein 4–metric that arises is [52]:
k2ds2 =
−1
(coshχ− kµ sinhχ)2
[
(1− k
µ
cothχ)
{
dχ2 + 4 sinh2 χ(σ21 + σ
2
2)
}
+
4k2/µ2σ23
(1− kµ cothχ)
]
.
(5.6)
In this “hyperbolic” case we can perform the coordinate transformation
coshχ =
1√
1− µ2k2r4 (5.7)
to see that it is the same as the prolate Pedersen metric (3.7). Thus the analytic continuation
(3.6) simply takes us from the trigonometric case to the hyperbolic one.
5.2 The twistor space
In the previous section we saw how to obtain an Einstein space with anti–self–dual conformal
structure via a U(1) monopole over a three–dimensional space of constant curvature. There is
a beautiful description of this situation in terms of twistor theory [66, 67]. Although all the
material in this section can be found (in much greater detail!) in the literature, in the interest
of completeness we will attempt to review the path leading to the twistor space of our metric.
Much of this and the following subsection is taken verbatim from [25]14. First we need to give
a few definitions.
The twistor space of a self–dual15 four–dimensional Riemannian manifoldM is the projective
bundle Z = P (V−) of anti–self–dual spinors, and is a complex three–manifold [68, 69, 70, 71].
The crucial property of Z is that its complex structure encodes the conformal structure of M .
14We apologise in advance to any mathematician readers for what is certainly a naive and oversimplified
exposition of this elegant but often delicate construction.
15By self–dual we mean that the Weyl tensor is self–dual. We switched to self–dual language for consistency
with the twistor literature, but the following discussion can be adapted to the anti–self–dual case simply by
replacing “self–dual” with “anti–self–dual” everywhere.
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The way this works is, roughly, the following: There is a holomorphic projection Z → |CP1,
whose sections are called twistor lines. These lines (which are rational curves–copies of |CP1–
that have normal bundle O(1) ⊕O(1)) belong to a four complex–dimensional family, and their
parameter space defines a complex self–dual conformal structure. Imposing reality under the real
structure of Z reduces this to the real self–dual conformal structure of M . (This construction
easily generalises to hyperka¨hler and quaternionic Ka¨hler manifolds in higher dimensions.)
LeBrun [26] showed the following fact, which underlies Pedersen’s construction: If NC is a
three–complex dimensional manifold with holomorphic metric (with an added property of being
geodesically convex), then the space of unparametrised null geodesics of NC is the twistor space
Z of a four–complex–dimensional manifold MC , which satisfies the self–dual Einstein equations
with negative cosmological constant. The 3–manifold NC appears as the conformal infinity (in
the sense of Penrose) of the 4–manifoldMC . Now if NC is the complexification of a real–analytic
3–manifold N , using the real structure of Z we can find a real slice M of MC . In this way we
can describe how a three (real) dimensional manifold becomes the conformal infinity of a four
(real) dimensional self–dual Einstein space with negative cosmological constant.
We now see that to apply the LeBrun construction to the Berger sphere (1.2) in order to find
the twistor space Z of the filling–in manifold M , Pedersen had to somehow describe the space
of unparametrised null geodesics of the Berger sphere. By using an analogy with the motion
of a free rigid body around a fixed point, he was able to show that Z can be described as a
line bundle over plane sections of the quadric in |CP3. Using the notation zi for homogeneous
coordinates on |CP3, this quadric is given by
Q : z21 + z
2
2 + z
2
3 + ν
2z24 = 0 . (5.8)
The parameter ν is related to the squashing parameter λ in (1.2) by ν2 = λ(1 − λ). By plane
sections we mean the conics obtained by intersections of the quadric with certain planes in
|CP3. We will not go deeper into understanding the space of null geodesics, because there is an
alternate description of Z that will prove more useful.
To provide that description we need to introduce the concept of the minitwistor space of an
Einstein–Weyl 3–manifold X [72, 67]16. This is a complex two–manifold that contains certain
“special” rational curves (again called twistor lines) with normal bundle O(2) which can be
shown to form a three–parameter family. So the Einstein–Weyl manifold X appears as the
parameter space of these special curves. There is a way [67] to pass from the twistor space
Z of a four–dimensional self–dual manifold M to the minitwistor space of a three–dimensional
Einstein–Weyl manifold X that appears as the space of trajectories of a conformal motion on
M , by suitably factoring Z with a holomorphic vector field. This may sound vague but in the
cases we are interested in, the relation between twistor and minitwistor spaces becomes very
precise [25, 52]:
The twistor space Z of a U(1) monopole over a space X3 of constant curvature is given by
a holomorphic |C∗–bundle over the minitwistor space of X3, of degree zero on each twistor line
of the minitwistor space.
To see the relevance of this, recall that in the previous section we showed how the Pedersen
metric is constructed as a U(1) monopole over S3 or H3. So we now have a way to construct
16An Einstein–Weyl manifold with a conformal metric gij satisfies R(ij) = Λgij , where Rij is the (possibly
nonsymmetric) Ricci tensor of a generically non–Levi–Civita connection [67]. We will only consider the special
case of Einstein’s equations, which in three dimensions imply constant curvature.
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the twistor space of the Pedersen metric. We will restrict to the oblate case for which X3 is
simply round S3. The minitwistor space of S3 turns out to be just the quadric in |CP3. This
is of course not a coincidence since there is a close connection between the monopole and the
LeBrun descriptions.
The quadric, then, plays a dual role: It parametrises the null geodesics of the squashed three–
sphere and also encodes, through its twistor lines, a round three–sphere S3. In the following
we will use this second description to construct Z and then, at the end, revert to the first one
(since we are interested in the conformal infinity of QTN and not in its description as a U(1)
monopole). The fact that the quadric (5.8) somehow encodes a round sphere will become clearer
if we introduce affine coordinates. To do that, we need to set up patches. First, define the lines
l1 : z2 + iz3 = 0 ∧ z1 + iνz4 = 0 ,
l2 : z2 + iz3 = 0 ∧ z1 − iνz4 = 0 ,
m1 : z2 − iz3 = 0 ∧ z1 + iνz4 = 0 ,
m2 : z2 − iz3 = 0 ∧ z1 − iνz4 = 0 .
(5.9)
On the patch U1 = Q\(l1 ∪ l2) we will use the following coordinates:
ζ =
z1 + iνz4
z2 + iz3
, η =
z1 − iνz4
z2 + iz3
(5.10)
while on the other patch U2 = Q\(m1 ∪m2) a valid coordinate system is
ζ˜ =
z1 − iνz4
z2 − iz3 , η˜ =
z1 + iνz4
z2 − iz3 . (5.11)
Notice that the coordinates on the overlap of the two patches are related simply by ζ˜ =
−1/ζ, η˜ = −1/η. Thus with this choice of affine coordinates we have exhibited the quadric Q as
the product |CP1 × |CP1. As stated above, the fact that Q is the minitwistor space of S3 means
that we can find special curves (the twistor lines) in Q whose parameter space is S3. These
twistor lines turn out to be plane sections, i.e. intersections of the quadric with hyperplanes in
|CP3. As explained in [25] in affine coordinates this translates to the condition
η =
−b¯+ a¯ζ
a+ bζ
. (5.12)
We have introduced the complex parameters a, b that satisfy aa¯+bb¯ = 1, i.e. they are coordinates
on a round S3. This is how S3 appears as the parameter space of the twistor lines of its
corresponding minitwistor space Q.
Having found the twistor lines of the quadric, the next step (according to the general de-
scription above) is to construct a line bundle L, trivial over these twistor lines. This bundle will
generate both the conformal structure we aim for, and a U(1) monopole described by (V,A)
above. Assume we have such a line bundle L, defined on a neighbourhood of a plane section of
the quadric. The fact that L is trivial over plane sections means that if a section of L is given by
the holomorphic functions (σ1, σ2) on the coordinate patches U1, U2 defined above, and further
if ψ12 is the transition function with respect to U1, U2, then (on the plane sections)
σ1 = ψ12σ2 . (5.13)
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Since we aim for a Higgs field V = 1 + k/m cotχ, Pedersen’s idea is to construct L as the
direct product of (suitable powers of) the line bundles P and T that give V = i cotχ and V = 1,
respectively. The bundle P is shown to have transition function
ψ
(P )
12 (ζ, η) =
(ζ − η)2
ζη
(5.14)
while the transition function for T is just
ψ
(T )
12 (ζ, η) =
η
ζ
. (5.15)
To introduce the parameter m/k we can consider powers of the bundle T . So in the end the
transition function of the tensor product L = T i
m
k ⊗ P is simply
ψ12 = (ψ
(T )
12 )
im
k · ψ(P )12 . (5.16)
We have thus constructed a line bundle, trivial over plane sections of the quadric, that naively
gives the required monopole behaviour. Remarkably, Pedersen actually proves that this simple
guess is correct, and thus (using the correspondence between the monopole description and the
LeBrun construction) that
The twistor space Z of the Pedersen metric in the S3 (trigonometric) case (i.e. the case
that gives a boundary conformal structure σ21 + σ
2
2 + λσ
2
3 with λ < 1) is the line bundle (minus
the zero section)
L := (T i
m
k ⊗ P )\0 (5.17)
defined on a neighbourhood of a plane section of the quadric Q in |CP3.
5.3 The real twistor lines
In the previous section we obtained a description of the twistor space Z of the Pedersen metric
in terms of a line bundle over plane sections of the quadric. We want to better understand the
null structure of the Pedersen metric, so we need to examine the twistor lines of Z.
First notice that the real structure on the quadric given, in terms of the homogeneous
coordinates, by τ : (z1, . . . , z4)→ (z¯1, . . . , z¯4) takes the following form with respect to our affine
coordinates (ζ, η):
τ : (ζ, η)→ (−1/ζ¯,−1/η¯) . (5.18)
It is easy to see that the plane sections given by (5.12) above are real with respect to this real
structure. As we saw in the previous section, these real plane sections parametrise an S3 via
the coordinates a, a¯, b, b¯. The twistor lines of Z should have one extra parameter, the fibre
coordinate τ that describes the real sections of L over the real plane sections17. The reason that
we restrict to real sections is that we want τ to be real, to give a total of four real coordinates
on QTN.
To find the real sections of L, we need to extend the real structure (5.18) on the quadric
to the full twistor space. This can be done in various ways. Since L doesn’t contain the zero
17We expect no confusion to arise between the real structure and the fibre coordinate, both denoted by the
letter τ . We note also in passing that this is not the same τ as the one in (5.2).
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section, we can choose the following real structure on the fibre: τ : z → ±1/z¯. Then the full
real structure on L is
τ : (ζ, η, σ)→ (−1/ζ¯,−1/η¯,±ψ¯12(ζ, η)/σ¯) . (5.19)
Here ψ12 is the transition function defined in (5.16). We thus have all the necessary ingredients
to describe the real section (σ1, σ2) on the real plane sections. First, substituting (5.12) in (5.13)
(with ψ12 from (5.16)) we have [25]
ψ12 =
( −b¯+ a¯ζ
ζ(a+ bζ)
)im
k
·
(
b2(ζ − α)2(ζ − β)2
ζ(a+ bζ)(−b¯+ a¯ζ)
)
= σ1 · σ−12 . (5.20)
Here we have introduced the roots α and β of the equation bζ2 + (a− a¯)ζ + b¯ = 0. We choose
α =
a¯− a+√d
2b
, β =
a¯− a−√d
2b
, (5.21)
with d = (a − a¯)2 − 4bb¯ the discriminant. Second, the requirement of reality under (5.19), can
be written as
σ1(τ(ζ)) = ±1/σ¯2(ζ) (5.22)
A choice for σ1, σ2 that satisfies both (5.20) and (5.22) is
(σ1, σ2) =
(
ieiτ
b
β
(ζ − β)2
(a+ bζ)im/k+1
,
ieiτ
bβ
ζ im/k+1
(ζ − α)2(a¯ζ − b¯)im/k−1
)
. (5.23)
We finally have the full description of the real twistor lines over the real plane sections: They
are given by (restricting to the patch U1 from now on):
η =
−b¯+ a¯ζ
a+ bζ
(5.24)
and
σ = ieiτ
b
β
(ζ − β)2
(a+ bζ)im/k+1
. (5.25)
In the next section we will finally start building on Pedersen’s work by using these twistor
lines to construct the functions of null separation of the Pedersen metric.
6 The functions of null separation
Having found the twistor lines, we can now use Penrose’s nonlinear graviton construction [68,
69, 70, 71] to derive the functions of null separation. We use the following well–known fact:Two
points (say xr, xs) on the 4–dimensional manifold parametrised by a, b, a¯, b¯, τ are null separated
if their corresponding twistor lines intersect. So the condition for xr and xs to be null separated
is that the two equations
(I): ηr
.
= ηs, (II): σr
.
= σs (6.1)
have a common root. Here ηr, ηs, σr, σs are the twistor lines evaluated at the points xr and xs,
with corresponding coordinates ar, br, a¯r, b¯r, τr and as, bs, a¯s, b¯s, τs. (We will use the symbol
.
=
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to denote equality on the null cone.) Clearly this description applies to the whole null cone, i.e.
for arbitrary separation of the two points xr and xs. Often (as in [70] for instance) one considers
the infinitesimal version of (6.1) (i.e. xr and xs close together), which is all that is required to
obtain the conformal structure (and eventually the Einstein manifold) described by Z. Here we
are looking for functions that vanish on the whole null cone, so we need to keep xr and xs at
arbitrary separation.
The coordinates a, a¯, b, b¯, τ are the ones adapted to the description of QTN as a U(1) bundle
over S3 with the standard round metric. As discussed earlier, we need to convert these to the
coordinates r, θ, ϕ, ψ that are more relevant to the description of QTN as the manifold giving
the Berger sphere as its conformal infinity.
The transformations that achieve this are [25]:
a =
1 + imkr2 cos θ√
1 +m2k2r4
, b =
mkr2 sin θ√
1 +m2k2r4
eiϕ (6.2)
and18
τ = −ψ − ϕ+ arctanmkr2 (6.3)
Note also that the expression β that appears in σ is now
β = −i(1 + cos θ)
sin θ
e−iϕ (6.4)
So we now begin the rather arduous process of converting the conditions (I) and (II) to
expressions involving the points xr = (r, θr, ϕr, ψr) and xs = (s, θs, ϕs, ψs). The first condition
(I) is
−b¯r + a¯rζ
ar + brζ
.
=
−b¯s + a¯sζ
as + bsζ
(6.5)
which has two solutions:
ζ± =
1
2
b¯rbs + a¯sar − b¯sbr − a¯ras ±
√
∆0
a¯rbs − a¯sbr (6.6)
with the discriminant ∆0 given by
∆0 =b¯
2
rb
2
s + a¯
2
ra
2
s + b¯
2
sb
2
r + a¯
2
sa
2
r − 4(a¯rbsb¯sar + a¯sbr b¯ras)
+ 2(b¯rbsa¯ras − b¯rbsb¯sbr + b¯rbsa¯sar + a¯rasb¯sbr − a¯rasa¯sar + b¯sbra¯sar) .
(6.7)
Using the explicit expressions
ar =
1 + imkr2 cos θr√
1 +m2k2r4
, as =
1 + imks2 cos θs√
1 +m2k2s4
,
br =
mkr2 sin θre
iϕr
√
1 +m2k2r4
, bs =
mks2 sin θse
iϕs
√
1 +m2k2s4
,
(6.8)
18Our variable ψ differs by a sign from the one used by Pedersen. This is required to match the conventions
for the SU(2) one–forms: As mentioned earlier, in [25] dσi =
∑
ǫijkσj ∧ σk, while we use dσi = −
∑
ǫijkσj ∧ σk.
Combined with a different choice for ω in [25], p. 51 (namely, ω = − cos θdϕ+d(ϕ− χ)), that is required by our
anti–self–dual ansatz (5.1), ψ → −ψ takes σ3 → −σ3.
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and the definition of v2 from (4.5), we rewrite ∆0 as
∆0 = − 4m
2k2
(1 +m2k2r4)(1 +m2k2s4)
∆ (6.9)
where
∆ = (r2 − s2)2 − 4r2s2(v2 − 1)− 4m2k2r4s4v2(v2 − 1) . (6.10)
So the final expression for ζ+ and ζ− is
ζ± = −i r
2 cos θr − s2 cos θs −mkr2s2 sin θr sin θs sin(ϕr − ϕs)±
√
∆
r2 sin θreiϕr(1− imks2 cos θs)− s2 sin θseiϕs(1− imkr2 cos θr) . (6.11)
It is clear that ζ+ ↔ ζ− if we interchange xr with xs. Also, it can be checked that ζ¯+ζ− = −1 .
Since condition (I) has two solutions, substituting into (II) we obtain two conditions for the
sigmas:
σr(ζ+)
.
= σs(ζ+) and σr(ζ−)
.
= σs(ζ−) . (6.12)
So we are led to consider the following two functions that are equal to unity when the points xr
and xs are null separated:
A+ = σr(ζ+)
σs(ζ+)
.
= 1 and A− = σr(ζ−)
σs(ζ−)
.
= 1 . (6.13)
To construct Green’s functions it is useful to combine A+ and A− so as to obtain expressions
that have definite symmetry properties under xr ↔ xs. To do that we notice first of all that
under xr ↔ xs, we have
A+ ↔ 1A− . (6.14)
(To see this, consider that under xr ↔ xs we clearly have ar ↔ as, br ↔ bs and βr ↔ βs and as
mentioned also ζ+ ↔ ζ−. Then xr ↔ xs takes σr(ζ+)↔ σs(ζ−) and σr(ζ−)↔ σs(ζ+).)
We thus define a symmetric (under xr ↔ xs) function U(xr, xs) and an antisymmetric
function T (xr, xs) by
e−4U(xr ,xs) =
A+
A− and e
−4iT (xr ,xs) = A+A− . (6.15)
We choose the coefficients of U and T for consistency with Page [36]. We will see that these two
functions reduce to the ones found in that article in the limit of zero cosmological constant.
Now we have to calculate the functions U(xr, xs) and T (xr, xs). We start by finding A+/A−:
A+
A− =
σr(ζ+)
σs(ζ+)
σs(ζ−)
σr(ζ−)
=
{
(ζ+ − βr)(ζ− − βs)
(ζ+ − βs)(ζ− − βr)
}2{ (as + bsζ+)(ar + brζ−)
(ar + brζ+)(as + bsζ−)
}im
k
+1
. (6.16)
A rather long calculation gives the simple answer
(ζ+ − βr)(ζ− − βs)
(ζ+ − βs)(ζ− − βr) =
r2 + s2 −√∆− 2imkr2s2v2
r2 + s2 +
√
∆− 2imkr2s2v2
(6.17)
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and also
(as + bsζ+)(ar + brζ−)
(ar + brζ+)(as + bsζ−)
=
1 + imk
√
∆+m2k2r2s2(2v2 − 1)
1− imk√∆+m2k2r2s2(2v2 − 1)
. (6.18)
Combining these expressions, we obtain the final result for the symmetric combination
A+
A− =
{
r2 + s2 −√∆− 2imkr2s2v2
r2 + s2 +
√
∆− 2imkr2s2v2
}2{
1 + imk
√
∆+m2k2r2s2(2v2 − 1)
1− imk√∆+m2k2r2s2(2v2 − 1)
}1+im
k
. (6.19)
Now we turn to the antisymmetric combination A+A−. We have:
A+A− = σr(ζ+)
σs(ζ+)
σr(ζ−)
σs(ζ−)
=
e2iτr
e2iτs
b2r
b2s
β2s
β2r
{
(ζ+ − βr)(ζ− − βr)
(ζ+ − βs)(ζ− − βs)
}2{ (as + bsζ+)(as + bsζ−)
(ar + brζ+)(ar + brζ−)
}1+ im
k
.
(6.20)
We will perform this calculation in steps. First we easily derive
b2r
b2s
=
(1 +m2k2s4)r4 sin2 θr
(1 +m2k2r4)s4 sin2 θs
e2i(ϕr−ϕs) (6.21)
and
β2s
β2r
=
(1 + cos θs)
2 sin2 θr
(1 + cos θr)2 sin
2 θs
e2i(ϕr−ϕs) . (6.22)
The remaining factors require a bit more work:
(ζ+ − βr)(ζ− − βr) = s2e−iϕr(1 + cos θr)(1− imkr2)
×
[
sin θs(1− cos θr)ei(ϕr−ϕs) − sin θs(1 + cos θr)e−i(ϕr−ϕs) + 2cos θs sin θr
]
sin2 θr(r2 sin θreiϕr(1− imks2 cos θs)− s2 cos θseiϕs(1− imkr2 cos θr))
(6.23)
and
(ζ+ − βs)(ζ− − βs) = r2e−iϕs(1 + cos θs)(1 − imks2)
×
[
sin θr(1− cos θs)e−i(ϕr−ϕs) − sin θr(1 + cos θs)ei(ϕr−ϕs) + 2cos θr sin θs
]
sin2 θs(r2 sin θreiϕr(1− imks2 cos θs)− s2 cos θseiϕs(1− imkr2 cos θr))
.
(6.24)
We can simplify these expressions by observing that
sin θs(1− cos θr)ei(ϕr−ϕs) − sin θs(1 + cos θr)e−i(ϕr−ϕs) + 2cos θs sin θr =
4
(
sin
θr
2
cos
θs
2
ei
ϕr−ϕs
2 − sin θs
2
cos
θr
2
e−i
ϕr−ϕs
2
)
×
(
cos
θr
2
cos
θs
2
e−i
ϕr−ϕs
2 + sin
θr
2
sin
θs
2
ei
ϕr−ϕs
2
)
,
(6.25)
while
sin θr(1− cos θs)e−i(ϕr−ϕs) − sin θr(1 + cos θs)ei(ϕr−ϕs) + 2cos θr sin θs =
4
(
sin
θs
2
cos
θr
2
e−i
ϕr−ϕs
2 − sin θr
2
cos
θs
2
ei
ϕr−ϕs
2
)
×
(
cos
θr
2
cos
θs
2
ei
ϕr−ϕs
2 + sin
θr
2
sin
θs
2
e−i
ϕr−ϕs
2
)
.
(6.26)
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The common factors cancel in the quotient, so we arrive at the simpler expression
(ζ+ − βr)(ζ− − βr)
(ζ+ − βs)(ζ− − βs) =−
(
cos θr2 cos
θs
2 e
−iϕr−ϕs
2 + sin θr2 sin
θs
2 e
iϕr−ϕs
2
cos θr2 cos
θs
2 e
iϕr−ϕs
2 + sin θr2 sin
θs
2 e
−iϕr−ϕs
2
)
×
(
s2e−iϕr(1 + cos θr) sin
2 θs(1− imkr2)
r2e−iϕs(1 + cos θs) sin
2 θr(1− imks2)
)
.
(6.27)
Looking back at the definitions of U and U¯ from (4.2) and (4.3), we see that
(ζ+ − βr)(ζ− − βr)
(ζ+ − βs)(ζ− − βs) = −
(
U
U¯
)
ei(ψr−ψs)e−i(ϕr−ϕs)
(
s2(1 + cos θr) sin
2 θs(1− imkr2)
r2(1 + cos θs) sin
2 θr(1− imks2)
)
. (6.28)
The last expression we need turns out to be
(as + bsζ+)(as + bsζ−)
(ar + brζ+)(ar + brζ−)
= 1 . (6.29)
Combining (6.21),(6.22),(6.28) and (6.29) and replacing the variable τ by ψ (using (6.3)) we
see that (6.20) finally becomes
A+A− =
(
U
U¯
)2
. (6.30)
We thus conclude that the functions of U ,T that reduce to 1 when the points xr and xs are
null separated are given by
eU =
{
r2 + s2 +
√
∆− 2imkr2s2v2
r2 + s2 −√∆− 2imkr2s2v2
} 1
2
{
1− imk√∆+m2k2r2s2(2v2 − 1)
1 + imk
√
∆+m2k2r2s2(2v2 − 1)
} 1
4(1+i
m
k )
(6.31)
and
eiT =
√
U¯
U
. (6.32)
Following [36], we define the functions of null separation as
S± = 1− eiT ∓U . (6.33)
Our construction now assures that these functions vanish on the null cones.
7 The Pedersen Green’s function
We now have functions of the coordinates xr, xs that vanish when these points are on each
other’s null cones. Associating, as usual, the coordinate ψ with euclidean time, we follow Page’s
argument that for fixed “spatial” coordinates (in this case, ~x = (r, θ, ϕ)) the Green’s function
should only have simple poles in S+ and S− at S± = 0. Restricting to the simplest case, that of
conformal coupling, we make the ansatz19:
G
(m,k)
1 = Φ(~xr, ~xs)
(
1
S+ −
1
S−
)
= Φ(~xr, ~xs)
(
sinhU
coshU − cos T
)
. (7.1)
19We use the notation G
(m,k)
1 to emphasise that it vanishes as (1− k2r2) at the boundary, which we anticipate
from the known limits (section 4). We can also anticipate that Φ will diverge as ∼ 1/
√
∆ as ~xs is taken to be
close to ~xr, since sinhU ∼
√
∆ in this limit. One could turn this argument around, claiming that G(m,k) should
not have a pole at ~xr = ~xs if ψr 6= ψs, and thus try to write a more general ansatz for other masses.
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All that remains is to find the function Φ(~xr, ~xs). To do this we can integrate the laplacian (4.1)
over a cycle of ψ (0 ≤ ψ ≤ 4π) to obtain (after converting back to the remaining v2 angular
coordinate)
(3)∇2 = (1− k
2r2)2
1 +m2r2
(
1
4
(1 +m2k2r4)∂rr +
1
4r(1− k2r2)
[
3 + k2r2 + 7m2k2r4 − 3m2k4r6] ∂r
+
1
r2
[v2(1− v2)∂v2v2 + (1− 2v2)∂v2 ]
)
(7.2)
So for conformal coupling we look for a Green’s function (3)G for the laplacian (on some “aux-
iliary” non–Einstein three–dimensional space)
((3)∇2 + 2k2)(3)G = 0 (7.3)
where (3)G is related to the Pedersen Green’s function we are looking for by
(3)G(r, s, v2) =
∫ 4pi
0
dψrG
(m,k)
1 (r, s, v1, v2) . (7.4)
Fortunately, it turns out that one can easily invert (7.3) to obtain
(3)G(r, s, v2) =
(1− k2r2)(1− k2s2)√
∆
(7.5)
where, as before, ∆ = (r2 − s2)2 − 4r2s2(v2 − 1)− 4m2k2r4s4v2(v2 − 1).
The last step is to perform the integration in (7.4). To do that we notice that cos T =
cos((ψr−ψs)/2+S), where S = arctan(cos 12 (θr− θs)/ cos 12(θr− θs) tan(ϕr−ϕs)) and that (for
an arbitrary X) ∫ 4pi
0
dt
a+ b cos(t/2 +X)
=
4π√
a2 − b2 . (7.6)
In our case a = coshU and b = 1. So we can compute (7.4) to be:∫ 4pi
0
dψrG
(m,k)
1 = 4πΦ(~xr, ~xs)
sinhU√
cosh2 U − 1
= 4πΦ(~xr, ~xs) . (7.7)
Thus 4πΦ(~xr, ~xs) =
(3)G(r, s, v2). Introducing the notation
ξ± = (r
2 + s2 ±
√
∆− 2imkr2s2v2)(1∓ imk
√
∆+m2k2r2s2(2v2 − 1)) 12 (1+ imk ) (7.8)
and
γ =
[
(1 +m2k2r4)(1 +m2k2s4)
] 1
4(1+
im
k )
√
(1− imkr2)(1 − imks2) , (7.9)
and absorbing all normalisation factors into the usual coefficient C, we conclude that the Green’s
function for a conformally coupled scalar propagating on QTN is
G
(m,k)
1 (r, s, v1, v2) = C ·
(1− k2r2)(1 − k2s2)√
∆
ξ+ − ξ−
ξ+ + ξ− − 2rsγv1 . (7.10)
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This result can be verified by direct calculation20. It is a real function, symmetric in xr, xs. One
can check that it has a pole as xs → xr, as it should, and that it doesn’t have a pole as ~xs → ~xr
if ψr 6= ψs. Taking the limit of zero cosmological constant (k → 0) we see that ∆→ 4w2 (from
(4.22)), γ → 1 and
ξ± −→ (r2 + s2 ± 2w)e±m2w . (7.11)
A brief calculation shows that this indeed gives the Green’s function for euclidean Taub–NUT
(4.21).
All previous calculations were for the oblate Pedersen metric (3.1). One could perform an
analogous calculation for the prolate case, but it is far simpler to analytically continue the
parameter m as in (3.6) to obtain the Green’s function:
G
(µ,k)
1 = C ·
(1− k2r2)(1 − k2s2)√
D
q+ − q−
q+ + q− − 2rscv1 , (7.12)
where now
q± = (r
2 + s2 ±
√
D + 2µkr2s2v2)(1 ± µk
√
D − µ2k2r2s2(2v2 − 1))
1
2(1−
µ
k ) (7.13)
(here D = (r2 − s2)2 − 4r2s2(v2 − 1) + 4µ2k2r4s4v2(v2 − 1)) and
c =
[
(1− µ2k2r2)(1− µ2k2s2)] 14(1−µk )√(1 + µkr2)(1 + µks2) . (7.14)
It is easy to verify that G
(µ,k)
1 reduces to the G
(0,k)
1 and G
(k,k)
1 of section 4 when taking the
appropriate limits (µ→ 0 and µ→ k respectively).
Finally we can use the standard identification between the bulk–to–bulk and bulk–to–
boundary Green’s functions to obtain (in the prolate case)21
K
(µ,k)
1 = lim
s→1/k
{
G
(µ,k)
1
(1− k2s2)
}
=
(1− k2r2)√
D0
q0+ − q0−
q0+ + q
0
− − 2krc0v1
(7.15)
where now
q0± = (1 + k
2r2 ±
√
D0 + 2µkr2v2)
(
1± µ
k
√
D0 − µ2r2(2v2 − 1)
) 1
2(1−
µ
k )
, (7.16)
with D0 = (1− k2r2)2 − 4k2r2(v2 − 1) + 4µ2k2r4v2(v2 − 1) and
c0 =
[
(1− µ2k2r4) (1− µ2/k2)] 14(1−µk )√(1 + µ/k) (1 + µkr2) . (7.17)
We can check that as r approaches the boundary, K
(µ,k)
1 → (1 − k2r2)2δ3(θ, ϕ, ψ). So K(µ,k)1
indeed generalises the IHH1 bulk–to–boundary propagator to QTN.
20To show that G
(m,k)
1 is a Green’s function for the laplacian (4.6) with conformal coupling, we find it easier to
write it in the form (7.1) and keep the factors of coshU and sinhU up to the end of the calculation. So for example
if G
(m,k)
1 = Φ ·F , with F = sinhU/(cosh U − cos T ), then ∂rF = (1− cos T cosh U)/(coshU − cos T )2/2 · ∂rX/X,
where X = ξ+/ξ−. This gets rid of the square roots and powers of 1/2(1+ im/k) that would make the calculation
much harder. Note also that since (∇2+2k2)Φ = 0, we need to consider only ∇2(Φ·F ) with at least one derivative
hitting F .
21As in section 4 we normalise the bulk–to–boundary propagator to 1 when r = 0.
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Having obtained this result, we could now proceed to define boundary correlation functions
by emulating Witten’s arguments in [2] or, if we wanted to be careful about their normalisation,
by applying the methods of holographic renormalisation. To do that, we would need to con-
vert our results to the Fefferman–Graham coordinate system [28], regulate the action and add
boundary counterterms to cancel divergences, as explained (for scalars in a fixed gravitational
background) in [16]. (See also [17], Section 5.7 for an illustrative example.) This is currently
under investigation ([73]).
8 Comments on the boundary CFT
In this section we indicate what one could learn about the boundary CFT from the construction
of the conformal QTN Green’s function. We don’t provide any new results, just motivation for
what should be a much more extensive treatment [73].
Little is known about conformal field theories in d = 3 22. In the best–known case (AdS4×S7)
where N = 8 supersymmetry is preserved, it is believed that the dual CFT is the infrared limit
of large N , N = 8 SYM theory. It is natural to conjecture that the strongly coupled CFT dual
to QTN is simply the infrared limit of large N , d = 3 Yang–Mills theory (or, more precisely, the
field theory living on the worldvolume of N M2–branes), but now defined on a squashed S3 rather
that the round one. Note that the conformal group of the squashed sphere (i.e. the maximal
group preserving the lightcones) seems to be in fact equal to the isometry group SU(2) ×U(1).
Another, perhaps more useful, way of looking at the dual theory is as a (non–supersymmetric)
deformation of the N = 8 theory23: Since the metric deformation from AdS to QTN is a classical
background satisfying the boundary conditions, we can interpret it as a source coupling to the
dual CFT operator (as is standard in AdS/CFT, e.g. [78]), which for the transverse–traceless
mode is the CFT stress–tensor24. In this way we could indeed interpret this deformation as
a kind of RG–flow, thinking of the field theory as still living on the round sphere (and thus,
essentially, on flat space) but with extra terms in the Lagrangian. For the moment, however,
we will continue to consider the boundary as a squashed S3.
Notice that if one agrees to keep the S7 part of the compactification unchanged, the masses
of the bulk fields should also not change as one passes from AdS to QTN (since the cosmological
constant is the same). However, given that the boundary first becomes negatively curved and
then degenerates as we take the limit where QTN gives the Bergman space, it is not clear whether
we can simply use the existing AdS/CFT dictionary when relating bulk masses to conformal
dimensions of dual operators. Assuming that there is a well–defined correspondence, we examine
a few features that we expect to be generic.
The first question we should answer is whether the bulk–to–bulk and bulk–to–boundary
propagators we have computed are of any use in “realistic” situations. To rephrase the question,
are there any conformally coupled scalars in the Kaluza–Klein reduction of eleven–dimensional
supergravity down to AdS4 (and thus presumably also QTN)? Fortunately, as is well known
22Of course, in flat space, conformal invariance allows us to go quite far. See e.g. [74, 75, 76, 77].
23This interpretation was suggested to me by K. Skenderis.
24The deformation hµν = g
(µ,k)
µν − g(0,k)µν , linearised in µ, is not tranverse and traceless, having also longitudinal
and trace parts, whose dual operators also have to be added to the CFT lagrangian. It is massless in the AdS
background, ∆Lhµν +2∇(µ∇ρhν)ρ−∇(µ∇ν)hρρ+6k2hµν = 0, so the dual operators will have marginal conformal
dimension ∆ = 3. These terms will, however, break the SO(1, 4) conformal group to its SU(2)× U(1) subgroup.
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[79, 80], the answer is positive. (Actually, there are three conformally coupled fields, two scalars
and a pseudoscalar.)
The usual AdS/CFT dictionary associates to a bulk scalar field of mass M the conformal
dimension of its dual operator through the formula
∆± =
d
2
±
√
d2
4
+
M2
k2
. (8.1)
What is the dual operator to our scalar field (of M2 = −2k2) in the (known) case of AdS4?
To answer this question we make use of the results of [62]. They considered the implications for
AdS/CFT of the well–known fact [60, 81] that for fields of mass
−d
2
4
<
M2
k2
< −d
2
4
+ 1 (8.2)
in AdS space, there are two possible quantisations. It is clear that our case (d = 3,M2 = −2k2)
falls in this category. As mentioned in Section 4.1, the two possibilities are linked to the existence
(in this mass range) of two AdS–invariant solutions (G
(0,k)
1 , G
(0,k)
2 ) to the laplace equation for
IHH1 (4.8), depending on the boundary conditions we wish to impose. From the boundary CFT
perspective, this corresponds to the fact that unitarity allows not only operators of conformal
dimension ∆+, as is usual in the AdS/CFT correspondence, but also ∆−. We will briefly review
how the correspondence works in this case (see [82, 62, 63] for more details, and also [83] for a
more group–theoretical viewpoint).
In the usual (∆+) correspondence, a bulk field Φ is related to its boundary value Φ0 through
the bulk–to–boundary propagator K∆+ by [2]:
Φ(r, θ, ϕ, ψ) = C ·
∫
dΩ′K
(0,k)
∆+
(r, θ, ϕ, ψ, θ′, ϕ′, ψ′)Φr0(θ
′, ϕ′, ψ′) . (8.3)
This leads to the regular boundary behaviour Φ → (1 − k2r2)d−∆+Φr0 and, via the standard
AdS/CFT formula25
e−I[Φ(r,Ω)] = 〈e
∫
dΩ′O∆+ (Ω
′)Φr0(Ω
′)〉 (8.4)
(where Φ satisfies its boundary condition) to correlation functions for the dual boundary operator
O∆+ of conformal dimension ∆+26. As suggested in [62] and further explained in [63], to treat
the irregular boundary condition Φ→ (1− k2r2)d−∆−Φi0 (which is achieved through a different
bulk–to–boundary propagator K∆− , using
Φ(r, θ, ϕ, ψ) = C ·
∫
dΩ′K
(0,k)
∆−
(r, θ, ϕ, ψ, θ′, ϕ′, ψ′)Φi0(θ
′, ϕ′, ψ′) .) (8.5)
one needs to use a different AdS/CFT formula:
e−J [Φ(r,Ω)] = 〈e
∫
dΩ′O∆−(Ω
′)Φi0(Ω
′)〉 . (8.6)
Here the functional J is related to the usual action functional I by a Legendre transformation.
This is then the generator of correlation functions for O∆− . Furthermore, in [63], Mu¨ck and
25We use the notation Ω to abbreviate the boundary coordinates θ, ϕ, ψ.
26One should keep in mind that (8.4) relates infinite quantities, and to get correct results one needs to regularise
and renormalise by adding counterterms as e.g. in [16].
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Viswanathan showed that to calculate higher–point functions of O∆− , one needs to define a
different bulk–to–bulk propagator G∆− for Φ, related to the usual one (G∆+) in a canonical way.
This is the propagator that will give K∆− in the appropriate limit, G∆− −→ (1− k2r2)∆−K∆−
as r → 1/k.
In our case conformal coupling leads to ∆+ = 2 and ∆− = 1. Looking back at (4.11)
and (4.12) it is clear that using K
(0,k)
1 in (8.5) leads to Φ → (1 − k2r2)2Φi0 as r approaches
the boundary, while using K
(0,k)
2 in (8.3) leads to Φ → (1 − k2r2)1Φr0. Thus we recognise the
source Φi0 associated to K
(0,k)
1 as dual to a boundary operator of conformal dimension ∆− = 1,
and similarly the source Φr0 linked to K
(0,k)
2 corresponds to a boundary operator of dimension
∆+ = 2 (these will be relevant operators in the CFT). Of course for minimal coupling (M
2 = 0)
we simply use the standard prescription (8.3), (8.4) to define a marginal boundary operator O3
with conformal dimension ∆+ = 3.
What are these boundary operators? The free field content of the dual N = 8 SYM theory
is (assuming one dualises the Yang–Mills field to a scalar, which can be done in the free theory)
8 scalars Xi , i = 1, . . . , 8 and eight fermions λa , a = 1, . . . , 8 (we follow the notation of [84]).
The Xi, λa have canonical dimension 1/2, 1 respectively. In the strong coupling limit where
AdS/CFT is expected to apply, we can only really know the spectrum of the chiral operators,
which are BPS and thus their dimensions are protected. So we can follow those operators back
to weak coupling and express them in terms of the free fields.
The matching of Kaluza–Klein fields to CFT operators can be found in [85, 86, 87, 88, 84].
We find that the operator with conformal dimension ∆ = 1, corresponding to a conformally
coupled bulk scalar, is O1 = StrXi1Xi2 in terms of free fields27. There are two operators of
conformal dimension ∆ = 2, given by O2 = StrXi1 · · ·Xi4 and O′2 = Strλa1λa2 . The operator
O2 corresponds to a bulk scalar, while O′2 corresponds to a bulk pseudoscalar. As for the
minimally coupled bulk scalar, it couples to O3 = StrXi1 · · ·Xi6 , and a minimally coupled
pseudoscalar to O′3 = StrλλXX.
Thus we have seen how one matches some operators of low dimension in the 3d CFT to
the corresponding bulk–to–boundary propagators K
(0,k)
1 ,K
(0,k)
2 ,K
(0,k)
3 . Now we want to briefly
leave IHH1 and look at the more general K
(µ,k)
1 that we constructed in section 7. It was obtained
as the limit of (1− k2r2)−1G(µ,k)1 , where G(µ,k)1 is the bulk–to–bulk propagator corresponding to
conformal coupling. Substituting K
(µ,k)
1 in (8.5) we obtain a scalar mode satisfying the irregular
boundary condition. So it is tempting to identify the dual operator to a conformally coupled
scalar on QTN, satisfying the ∆− boundary condition, with the same O1 above, via this bulk–
to–boundary propagator. However we now lack the protection of supersymmetry, so there is no
guarantee that the dimension of O1 will be immune to quantum corrections. All we can say
is that there should exist, in the dual 3d QFT on the squashed three–sphere, an operator of
conformal dimension ∆ = 1, that reduces to O1 in the µ = 0 limit.
Since we have not found expressions for bulk–to–bulk and bulk–to–boundary propagators
for ∆ > 1, we cannot say much about those cases. However, we can make a comment just by
looking at the other relatively well–understood endpoint, corresponding to µ = k. We observe
that although we can follow the K
(µ,k)
1 bulk–to–boundary propagator (and thus the ∆ = 1
operator) all the way from IHH1 to |˜CP2, the same does not seem to be true for the K
(µ,k)
2
propagator. Indeed, in the Bergman limit K
(k,k)
2 comes not from the conformally coupled scalar
27The notation Str denotes the symmetrised trace over the colour indices.
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but from the minimal one. So it seems that an operator of ∆ = 3 on the boundary of IHH1 (i.e.
minimal coupling in the bulk) will end up as an operator of ∆ = 2 on the boundary of |˜CP2 28,
while the ∆ = 2 operator at µ = 0 somehow vanishes from the spectrum at µ = k (or somewhere
along the way)29. The fate of this mode is probably related to the interpretation of the second
solution we found for conformal coupling in section 4.2. A better understanding of this issue
will require finding the QTN Green’s functions for arbitrary coupling [73], and checking their
behaviour as the degenerate µ = k limit is reached. Perhaps the relation [63] between G
(0,k)
1 and
G
(0,k)
2 holds also in the QTN case, thus providing an indirect way of finding G
(µ,k)
2 .
9 Conclusions
In this article we made a first step towards understanding the d = 3 conformal field theory dual
to quaternionic Taub–NUT, by calculating the bulk–to–bulk and bulk–to–boundary Green’s
functions for the simplest case, that of a conformally coupled scalar. The next step in our
construction would be to actually compute correlation functions for O1 on the Berger sphere
using (8.6) supplemented by the methods of holographic renormalisation. We leave this crucial
step for the future. (Of course, to do conformal field theory on a d–dimensional manifold Xd
equipped with a given conformal structure, one must sum over the contributions of all d + 1–
dimensional manifolds with negative curvature that induce this conformal structure on their
boundary. In the case of the squashed sphere, there are parameter ranges where, apart from
QTN we also have AdS–Taub–Bolt as the “filling in” manifold [21, 22]. So a full understanding
of large–N CFT on the squashed 3-sphere would require analogous results for AdS–Taub–Bolt
–probably a much more difficult problem since it is not self–dual.)
It will be important to extend our results to the minimally coupled case. One could also
envisage generalising to scalars of arbitrary mass, and also to fields of higher spin. QTN admits
fermions, but as mentioned we expect the N = 8 supersymmetry of the µ = 0 case to be broken
for µ 6= 030.
Note that there exist some results for conformally coupled scalar (and spinor) effective actions
on the squashed three–sphere [90] and on lens spaces [91], especially for the extreme oblate case.
However there does not yet seem to be a direct connection between these weak–coupling results
and what could possibly be investigated using AdS/CFT.
QTN is just a special case of a whole class of quaternionic Ka¨hler manifolds with negative
cosmological constant constructed by Galicki [42]. Just as QTN reduces to ETN in the Ricci–
flat limit, there are quaternionic Ka¨hler manifolds that reduce to the multicentre Taub–NUT
spaces (see also [92] for an explicit quaternionic extension of double Taub–NUT). The boundary
of those spaces is again a squashed three–sphere, but this time with identifications, i.e. a lens
space of the form S3/Zk. There also exist higher dimensional versions of AdS–Taub–NUT which
could possibly be studied in a similar way [93].
28In stating this we assume that the standard relation between the fall–off at the boundary and the dual
conformal dimension continues to hold. This may not be the case, however, since the authors of [10], using a
group–theoretical analysis, do associate the massless bulk mode in the Bergman space to a ∆ = 3 boundary
operator.
29Perhaps this is related to the breaking of supersymmetry: The fermions in, say, O′2 might now get a mass so
we don’t see them in the infrared.
30However, solutions with NUT charge are not entirely hostile to supersymmetry. See [89] for a discussion of
supersymmetric Kerr–Newman–AdS-Taub–NUT solutions in the context of SO(2) gauged d = 4 supergravity.
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It would be very interesting to find a string or M–theory system that reproduces our model
in the supergravity limit, by which we mean a configuration of branes (and, probably, Kaluza–
Klein monopoles) that gives QTN as part of the near horizon limit. AdS4 can, as we know, be
reproduced by a stack of M2 branes in the near horizon limit. The reason the KK monopole
solution [94, 95] might be a useful starting point is of course that it is related to ETN, i.e.
the Ricci–flat limit of QTN. In the end, one would really like an extension of the techniques
of [96] (for instance) to the quaternionic Ka¨hler case. As for the Bergman space, it has made
an appearance in the context of untwisting the AdS5 × S5 solution of IIB supergravity into a
S1× |˜CP2×S5 solution in type IIA∗ supergravity, by performing a T–duality in the time direction
[97, 98]31.
It is clear that many things remain to be done to fully understand holography on QTN. The
ultimate goal would be to answer some of the questions posed in the introduction, while in the
process learning more about holography through a concrete, non–trivial realisation.
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A Pedersen vs. AdS–Taub–NUT
In this article we make use of the “polar–like” Pedersen metric for quaternionic Taub–NUT.
This is because in these coordinates both the AdS and Bergman limits are easy to work with.
To gain contact with recent literature on AdS–Taub–NUT [21, 22, 23, 50], we show how to relate
the metric used in those references to the Pedersen metric.
Substituting (2.3) in (2.2) we obtain the most commonly used metric for AdS–Taub–NUT:
ds2 =
dr2
V (r)
+ V (r)[dτ + 2n cos θdϕ]2 + (r2 − n2)[dθ2 + sin2 θdϕ2] , (A.1)
where
V (r) =
r − n
r + n
[
1 + k2(r − n)(r + 3n)] , (A.2)
and τ = 2nψ, k2 = −Λ/3. In this form, there is a nut at r = n.
To see that this is the same as the Pedersen metric, we can make the change
r → r + n (A.3)
(transporting the nut to r = 0), followed by the transformation32
r =
ρ2/(2n)
1− k2ρ2 . (A.4)
31It is worth noting that this is a BPS solution (being related to one by T–duality), although at first sight
supersymmetry seems to be lost. As explained in [97], the full string theory knows about supersymmetry, but the
supergravity limit doesn’t exhibit it.
32This is a slight adaptation of eq. (2.8) in [22].
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Then, identifying µ2/k2 = 1−1/(4k2n2) (and relabelling ρ→ r) brings the metric to the prolate
form (3.7). We see that the Ricci–flat boundary case (µ2 = 3/4k2) corresponds to a nut charge
n = 1/k, while to reach the Bergman limit (µ2 = k2) we need to take n → ∞. At n = 1/(2k)
we recover AdS, and for n < 1/(2k) we find ourselves in the oblate case.
Taking k = 0 brings us to the relation between the more commonly used metric for euclidean
Taub–NUT ((A.1) with V (r) = (r−n)/(r+n)) to the one we use in section 3.1, and relates the
nut charges of these two metrics.
B Coordinate systems on hyperbolic space
In the AdS/CFT correspondence, it is usually convenient to write the metric for euclidean AdS
in Poincare´ (upper half plane) coordinates. Then the conformal flatness of the boundary metric
is obvious. In our case, since we are interested in deforming away from the conformally flat
case, it is more useful to exhibit the SU(2)× SU(2) symmetry of the boundary by using polar–
type coordinates for hyperbolic space. Then it is clear how this bi-invariant case arises as a
special case of the squashed SU(2)×U(1) metric. Since the bulk of the AdS/CFT literature on
propagators uses the Poincare´ parametrisation, we give a short explanation of our coordinates
and the form of the propagators.
We consider IHH1 as the hyperboloid embedded in IR1,4:
X20 −X21 −X22 −X23 −X24 =
1
k2
, (B.1)
where 1/k2 is the radius of curvature. To obtain the Poincare´ parametrisation we solve (B.1)
by:
X0 =
y
2
(
1 +
1
y2
(
x2 +
1
k2
))
,
Xa =
xa
ky
, a = 1, 2, 3 ,
X4 =
y
2
(
1 +
1
y2
(
x2 − 1
k2
))
,
(B.2)
where x2 =
∑3
a=1 x
2
a (see e.g. [4]). This gives the metric
ds2 = −dX20 +
4∑
i=1
dX2i =
1
k2y2
(
dy2 + dx21 + dx
2
2 + dx
2
3
)
. (B.3)
In this parametrisation the boundary is at y = 0.
On the other hand, to obtain the “polar/stereographic” parametrisation of (3.12) we solve
(B.1) as follows (e.g. [99]):
X0 =
1
k
1 + k2w2
1− k2w2 ,
Xi =
2wi
1− k2w2 , i = 1, 2, 3, 4 ,
(B.4)
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where here w2 =
∑4
i=1w
2
i . Then we find
ds2 = −dX20 +
4∑
i=1
dX2i =
4
1− k2w2
(
dw21 + dw
2
2 + dw
2
3 + dw
2
4
)
. (B.5)
First we convert to the complex coordinates z1 = w1 + iw2, z2 = w3 + iw4 to obtain
ds2 =
4
1− k2(z1z¯1 + z2z¯2) (dz1dz¯1 + dz2dz¯2) , (B.6)
and finally we convert to polar coordinates using
z1 = r cos
θr
2
e
i
2
(ψr+ϕr) , z2 = r sin
θr
2
e
i
2
(ψr−ϕr) (B.7)
to obtain the metric in (3.12):
ds2 =
4
(1− k2r2)2
[
dr2 + r2(σ21 + σ
2
2 + σ
2
3)
]
. (B.8)
Now the boundary is at r = 1/k.
We are interested in the expression for the chordal distance in the two coordinate systems.
In Poincare´ coordinates we have the expression (e.g. [58]):
u =
(y − y′)2 − (~x− ~x′)2
2yy′
, (~x− ~x′)2 =
3∑
a=1
(xa − x′a)2 . (B.9)
First we convert this to the homogeneous X0, ...,X4 coordinates using
y =
1
k2(X0 −X4) , xa = kyXa, a = 1, 2, 3 (B.10)
to obtain, as expected:
u =
(
k2(X0X
′
0 −
4∑
i=1
XiX
′
i)− 1
)
. (B.11)
Now we convert to the wi coordinates using (B.4):
u =
2k2
(
w2 + w′2 − 2∑4i=1wiw′i)
(1− k2w2)(1− k2w′2) . (B.12)
Finally we convert to polar coordinates using (B.6) and (B.7) (setting z′1 = s cos(θs/2) e
i
2
(ψs+ϕs)
and so forth) to obtain the chordal distance for hyperbolic space:
u(µ=0,k) = 2k2
r2 + s2 − rsv1
(1− k2r2)(1− k2s2) . (B.13)
In this way we have recovered the expression in Section 4.1.
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