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Chapitre 1
Introduction
1.1 Pre´liminaire, e´tat de l’art
La statistique des processus stochastiques a e´te´ l’objet de nombreux travaux.
Voir par exemple [26, 38, 39]. Voir aussi [1, 45] pour l’infe´rence et la pre´diction
de ces processus.
Dans cette the`se nous nous inte´ressons aux processus pe´riodiques satisfai-
sant une e´quation diffe´rentielle stochastique (EDS) du type
dXt = f(t,Xt)dt+ σ(t)dWt, X0 = x
ou` f(t, x) = f(t) et f(t, x) = f(t).x et f(·, ·), σ(·) sont des fonctions continues,
re´elles et pe´riodiques en t de meˆme pe´riode P et {Wt} est un mouvement
Brownien.
Signalons que dans le cadre ge´ne´ral nous pouvons parler de processus sto-
chastiques pe´riodiques sans qu’ils soient ne´cessairement des processus de diffu-
sion. Dans cette perspective, tout processus stochastique qui contient dans sa
structure une proprie´te´ de pe´riodicite´ peut eˆtre conside´re´ comme un processus
stochastique pe´riodique. Sans eˆtre exhaustif, citons les processus pe´riodiquement
corre´le´s. Introduits par Gladyshev en 1961, (voir [19]), ces processus se ren-
contrent dans diffe´rents domaines : en Inge´nierie et en Physique (voir [14, 15,
43]) et re´cemment en Me´canique [4, 5] ou en Biologie [6, 22].
L’objectif du travail pre´sente´ dans cette the`se concerne des processus sto-
chastiques pe´riodiques qui ne sont pas ne´cessairement pe´riodiquement corre´le´s.
Plus pre´cise´ment, nous e´tudions des processus solutions d’e´quations diffe´rentielles
stochastiques ayant des coefficients de drift (ou de´rive) et de diffusion pe´riodiques
en temps, et nous nous inte´ressons a` l’estimation parame´trique et a` celle non-
parame´trique de ces coefficients dans les diffe´rents mode`les que nous conside´rons.
Estimation parame´trique
Nous traitons d’abord le processus {ζt} du type signal plus bruit donne´ par
1
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dζt = f(t, θ)dt+ σ(t)dWt, t ∈ [0, T ], (1.1)
ou` σ(·) > 0 et en particulier le cas f(t, θ) = θf(t), c’est-a`-dire le mode`le
dζt = θf(t)dt+ σ(t)dWt, t ∈ [0, T ]. (1.2)
Bien que ce mode`le puisse se ramener au mode`le ge´ne´ral bien connu
dX(t) = S(t, θ)dt+ dWt (1.3)
qui fut e´tudie´, entre autres, par Ibragimov et Khas’minskii ([26], Chapitre II,
section 7), nous pre´fe´rons traiter le mode`le {ζt} et nous inte´resser aux proprie´te´s
spe´cifiques dues a` la pe´riodicite´ de f(·) et de σ(·) qui n’apparait pas dans les
travaux d’Ibragimov et Khas’minskii [26]. Cette pe´riodicite´ nous permet dans
le cas d’observations continues et dans le cas d’observations discre`tes, de don-
ner une expression explicite du rapport de vraisemblance, d’e´tablir de bonnes
proprie´te´s pour l’estimateur du maximum de vraisemblance de θ, de prouver sa
convergence en probabilite´ , sa normalite´ et son efficacite´ asymptotique et de
de´montrer, de plus, sa convergence presque suˆre dans le cas d’une observation
continue du processus {ζt} pour le mode`le (1.2).
Pour l’estimation des parame`tres de processus pe´riodiques de diffusion,
Ho¨pfner et Kutoyants [25] ont conside´re´ une ge´ne´ralisation du mode`le (1.3)
dans un cadre pe´riodique donne´e par
dξθt = (S(t, θ) + b(ξ
θ
t ))dt+ σ(ξ
θ
t )dWt, t ≥ 0, ξθ0 = x0, (1.4)
ou` t 7→ S(t, θ) est une fonction pe´riodique dont la forme est connue et la pe´riode
θ est le parame`tre a` estimer. Ils e´tudient le comportement asymptotique d’une
suite de mode`les locaux en θ correspondant a` des observations du processus
ξ. Sous une condition d’ergodicite´, et en utilisant des segments de trajectoire
du processus ξ, c’est-a`-dire des suites de variables ale´atoires a` valeurs dans un
espace fonctionnel, ils ont de´montre´ que si le signal S(·, ·) est lisse, nous obtenons
la normalite´ asymptotique locale dans le sens de Le Cam [37] avec une e´chelle
d’ordre T−
3
2 . En revanche, si le signal a un nombre fini de discontinuite´s et
appartient a` une classe de Ho¨lder d’ordre 12 , nous avons un mode`le asymptotique
de type diffe´rent avec une e´chelle d’ordre T−2.
Ils ont auparavant e´tudie´ en [24] le mode`le (1.4), ou` S(·, ·) est discontinue
aux points kP + θ, k ∈ N ou` P est la pe´riode de la fonction : t 7→ S(t, θ). Sous
l’hypothe`se que le processus (ξkP )k∈N est positif Harris re´current et en utilisant
la pe´riodicite´, ils prouvent la convergence d’un mode`le local de voisinage de θ
avec une vitesse T−1.
Nous pouvons aussi citer les travaux de Mishra et Prakasa Rao [40] relatifs
a` la consistance et la normalite´ asymptotique de l’estimateur du maximum de
vraisemblance pour le drift d’un processus de diffusion non-homoge`ne.
Concernant les proble`mes d’estimation parame´trique a` partir des observa-
tions discre´tise´es, nous citons, a` titre d’exemples, les travaux suivants : Pour
2
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l’estimation du drift d’un processus de diffusion, Le Breton [35] a montre´ que les
estimateurs du maximum de vraisemblance base´s sur une observation discre`te
ont asymptotiquement le meˆme comportement que les estimateurs du maximum
de vraisemblance base´s sur une observation continue.
Kasonga [29] a utilise´ la me´thode des moindres carre´s pour montrer la consis-
tance d’un estimateur base´ sur une observation discre´tise´e.
Le cas des mode`les de diffusion ergodique est e´tudie´ dans Dacunha-Castelle
et Florens-Zmirou [8], Florens-Zmirou [13], etc.
En utilisant la me´thode du maximum de contraste, Genon-Catalot [16] a
e´tabli, sous des hypothe`ses classiques, des re´sultats asymptotiques pour l’esti-
mation d’un parame`tre du drift d’un processus de diffusion uni-dimensionnel
avec petit bruit. Harison [21] a utilise´ cette me´thode pour estimer le parame`tre
du drift pour un mode`le Gaussien uni-dimensionnel et non stationnaire du type
Ornstein-Uhlenbeck avec un coefficient du drit de´pendant du temps.
Estimation non-parame´trique
Quant a` l’estimation non-parame´trique, plusieurs me´thodes d’estimation
existent. Parmi ces me´thodes nous pouvons citer l’estimation a` noyau et l’esti-
mation par projection.
Pour l’estimation du signal de´terministe d’un mode`le du type signal plus
petit bruit dont l’e´quation est
dXt = f(t)dt+ dWt, 0 ≤ t ≤ 1,
Ibragimov et Khas’minskii (Chapitre VII, section 4 de [26]) ont propose´ l’esti-
mateur a` noyau suivant
Fˆ1(t0) :=
1
φ()
∫ 1
0
g
(
t− t0
φ()
)
dXt.
Pour  = 1, 0 ≤ t ≤ n , c’est-a`-dire le mode`le
dXt = f(t)dt+ dWt,
ou` f(·) est pe´riodique de pe´riode 1, qui correspond exactement au mode`le (1.2)
que nous e´tudions, ils proposent
Fˆ2(t0) =
1
nψ(n)
n∑
i=1
∫ i+1
i
g
(
t− t0 − i
ψ(n)
)
dXt,
ou` φ(·) et ψ(·) tendent vers 0 respectivement quand  tend vers 0 et n tend vers
∞ et g(·) est une fonction qui ve´rifie la condition∫ ∞
−∞
g(u)du = 1.
Ces estimateurs sont uniforme´ment asymptotiquement sans biais et convergent
uniforme´ment en moyenne quadratique. Cependant, ces auteurs rencontrent des
3
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proble`mes au bord de l’intervalle [0, 1], raison pour laquelle ils supposent que
0 < t < 1. Dans notre cadre, nous allons contourner ce proble`me en utilisant un
noyau pe´riodique et de´montrer de plus que l’estimateur que nous construisons
est asymptotiquement normal et converge presque suˆrement, ce qui n’est pas
prouve´ par Ibragimov et Khas’minskii dans [26].
Kutoyants ( Chapitre 4 section 4.2 de [33]) a e´tudie´ un estimateur a` noyau
pour le drift d’un mode`le de type Ornstein-Uhlenbeck a` petit bruit. Il a de´montre´
que cet estimateur converge en moyenne quadratique et il a pre´cise´ la vitesse
de cette convergence.
En ce qui concerne la me´thode par projection, nous pouvons la retrouver
dans plusieurs travaux (voir, par exemple, Chapitre 1, section 7 de [46]).
Delhing et al. [11] ont conside´re´ le mode`le semi parame´trique de type Ornstein-
Uhlenbeck donne´ par
dXt = (f(t)− αXt)dt+ σdWt, t ≥ 0
ou` α et σ sont des constantes strictement positives et f(·) est une fonction
pe´riodique, inconnue qui s’e´crit sous la forme suivante
f(t) =
p∑
i=1
µiφi(t),
les fonctions φ1(t), . . . , φp(t) e´tant connues et les parame`tres µ1, . . . , µp et p
sont inconnus. En appliquant la me´thode du maximum de vraisemblance et
en se basant sur une observation continue en temps de {Xt}, ils donnent une
expression explicite d’un estimateur de f(·) et ils de´montrent ensuite sa conver-
gence presque suˆre ainsi que sa normalite´ asymptotique quand le temps d’ob-
servation tend vers l’infini. Le me´canisme essentiel de cette e´tude asymptotique
consiste, comme dans les travaux cite´s ci-dessus de Ho¨pfner et Kutoyants [25],
a` interpre´ter le processus stochastique comme des segments de trajectoire du
processus {Xt}.
Castillo et al. [3] utilisent e´galement la proce´dure de projection pour estimer
la forme d’une fonction pe´riodique de pe´riode θ inconnue, repre´sentant le drift
du mode`le suivant
dXt = f(t/θ)dt+ dWt.
Dans ce cadre semi parame´trique et en se basant sur des estimateurs θˆT du pa-
rame`tre θ e´tudie´s, entre autres par [2, 20], et en utilisant la me´thode des blocs
de Stein, ils de´finissent un estimateur de f(·) a` partir de la projection de la
trajectoire du processus observe´ sur l’espace des fonctions ale´atoires qui a` t as-
socient exp(2ipikt/θˆT ). Plus pre´cise´ment, sous certaines conditions de re´gularite´
du type appartenance a` un espace de Sobolev, ils de´montrent que cet estimateur
posse`de une proprie´te´ minimax (sharp minimax).
4
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1.2 Plan et contenu de la the`se
Dans le chapitre 2 nous pre´sentons d’abord une application du mode`le (1.2),
il s’agit du processus {ξt} donne´ par dξt = ξtdζt. Le processus {ξt} est alors la
solution de l’e´quation diffe´rentielle stochastique ge´ome´trique et line´aire
dξt = θf(t)ξtdt+ σ(t)ξtdWt. (1.5)
Les e´quations de ce type apparaissent dans des domaines aussi varie´s que la
Finance ([28, 31], mode`le de Black-Scholes-Merton), la Me´canique [27, 30] ou
la Biologie [6, 22]. Pour mieux comprendre la structure de {ξt} , nous e´tudions
certaines de ses proprie´te´s : proprie´te´ de martingale, proprie´te´ Markovienne.
Le chapitre 3 est consacre´ a` l’estimation parame´trique du drift du mode`le
(1.1). En supposant que nous observons une trajectoire continue du processus
{ζt} sur l’intervalle [0, T ], nous de´terminons la vraisemblance de ces observa-
tions.
Lorsque f(t, θ) = θf(t) (Section 3.2), l’expression de l’estimateur par la
me´thode du maximum de vraisemblance est connue explicitement. Nous prou-
vons de fac¸on simple sa convergence en moyenne quadratique, sa convergence
presque suˆre et sa normalite´ asymptotique. Ensuite, nous rappelons la de´finition
d’une famille localement asymptotiquement normale (LAN) ainsi que celle de
l’efficacite´ asymptotique minimax et nous constatons que cet estimateur est
asymptotiquement efficace au sens minimax.
Dans la Section 3.3 nous revenons au mode`le ge´ne´ral (1.1), et nous prou-
vons que sous des conditions de re´gularite´ des fonctions f(·, ·) et σ(·) et lorsque
l’espace des parame`tres est compact, l’estimateur du maximum de vraisem-
blance de θ existe. De plus, en faisant appel aux re´sultats de Dacunha-Castelle
et Duflo [7] sur les estimateurs du maximum de contraste, nous de´montrons la
convergence en probabilite´ (Corollaire 2) ainsi que la normalite´ asymptotique
(The´ore`me 5) de l’estimateur de θ. Nous prouvons ensuite dans la Section 3.4 la
proprie´te´ LAN et nous appliquons un re´sultat de Kutoyants [26] qui nous donne
les conditions sous lesquelles nous avons l’efficacite´ asymptotique minimax.
Nous terminons ce chapitre par des simulations afin d’illustrer la conver-
gence de ces estimateurs.
Au chapitre 4, nous conside´rons toujours le mode`le (1.1). Ne´anmoins nous
supposons maintenant que nous ne disposons que d’une observation discre´tise´e.
C’est-a`-dire que les instants d’observations sont ti := iδn, i ∈ {0, . . . , n}, ou`
δn =
T
n .
Apre`s avoir calcule´ la vraisemblance des observations discre´tise´es dans le
cadre ge´ne´ral, nous e´tudions dans la Section 4.2 le mode`le (1.2), c’est-a`-dire le
cas f(t, θ) = θf(t). Nous explicitons l’expression de l’estimateur du parame`tre θ
et nous prouvons qu’il est sans biais, converge en moyenne quadratique, asymp-
totiquement normal et asymptotiquement efficace au sens minimax.
5
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Chapitre 1. Introduction
De meˆme qu’au chapitre 3, en conside´rant le mode`le ge´ne´ral exprime´ en (1.1)
et sous certaines hypothe`ses de re´gularite´ et d’identifiabilite´, nous de´montrons
l’existence d’un estimateur qui converge en probabilite´ (Corollaire 4). Nous
prouvons par la suite dans la Section 4.4 la proprie´te´ LAN. En outre, en appli-
quant un re´sultat d’Ibragimov et Khas’minskii [26] et sous certaines conditions
supple´mentaires de re´gularite´ et une condition d’identifiabilite´ uniforme, nous
e´tablissons que cet estimateur est asymptotiquement normal et asymptotique-
ment efficace au sens minimax (Corollaire 5). Une partie de ces deux chapitres
3 et 4 a servi comme contribution dans les actes [12].
Le chapitre 5 est consacre´ a` l’estimation non-parame´trique de la fonction
f(·) dans le mode`le (1.2) en supposant que θ est connu, θ = 1, et que nous
observons une trajectoire continue du processus {ζt} sur l’intervalle [0, T ].
Dans la deuxie`me section et en utilisant un noyau pe´riodique, nous construi-
sons un estimateur a` noyau pour la fonction f(·). Nous nous inte´ressons ensuite
a` la convergence de cet estimateur. Nous prouvons qu’il est asymptotiquement
sans biais et nous pre´cisons la vitesse de cette convergence qui est uniforme
par rapport a` t variant dans l’intervalle [0, P ]. Nous de´montrons e´galement la
convergence en moyenne quadratique (The´ore`me 11), la convergence de l’erreur
quadratique moyenne inte´gre´e, leurs vitesses de convergence ainsi que la nor-
malite´ asymptotique (The´ore`me 13). La section 4 est de´die´e a` la convergence
presque suˆre.
Nous terminons ce chapitre par des simulations afin d’illustrer la consistance
de cet estimateur. Ce chapitre a donne´ lieu a` une publication [10].
Dans le chapitre 6 nous conside´rons un mode`le de type Ornstein-Uhlenbeck
solution de l’e´quation diffe´rentielle stochastique de type Langevin suivante
dξt = f(t)ξtdt+ dWt, t ∈ [0, T ]. (1.6)
Dans la deuxie`me section nous proposons un estimateur pour la fonction f(·)
toujours en supposant que nous observons une trajectoire continue du processus
{ξt} sur l’intervalle [0, T ]. Cet estimateur est construit a` partir d’un noyau
pe´riodique. Nous e´tudions par la suite la convergence asymptotique du biais
de cet estimateur ainsi que sa vitesse de convergence. Nous prouvons dans la
section 3 la convergence en moyenne quadratique.
Pour ame´liorer ces convergences, nous e´tudions dans la section 4 une trans-
formation de cet estimateur en conside´rant que nous observons une trajectoire
du processus {ξt} sur l’intervalle [P, nP ].
Des re´sultats de simulation sont donne´s a` la fin de ce chapitre.
Le dernier chapitre contient les preuves de quelques lemmes que nous utili-
sons dans le corps de cette the`se.
Pour la simulation nous utilisons le logiciel de Statistique R.
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Chapitre 2
E´tude de proprie´te´s du
processus ge´ome´trique {ξt}
2.1 Introduction
Le mode`le signal pe´riodique plus bruit e´tudie´ dans ce chapitre a pour e´quation
dζt = f(t)dt+ σ(t)dWt, t ≥ 0,
ou` f(·), σ(·) : R 7→ R sont deux fonctions, suppose´es connues, continues, non-
identiquement nulles et pe´riodiques de meˆme pe´riode P , σ(·) est positive et
W := {Wt, t ≥ 0} est un mouvement Brownien standard sur un espace de pro-
babilite´ complet (Ω,F ,P).
Le but de ce chapitre est d’analyser le processus {ξt} lie´ au processus {ζt}
par la relation.
dξt = ξtdζt.
Donc {ξt} est la solution de l’e´quation diffe´rentielle stochastique line´aire sui-
vante
dξt = f(t)ξtdt+ σ(t)ξtdWt (2.1)
ou` ξ0 est inde´pendant de {Wt}. D’apre`s la continuite´ de f(·) et σ(·) l’e´quation
diffe´rentielle stochastique (2.1) admet une unique solution, et en utilisant la
formule d’Itoˆ (voir, par exemple, [42], p. 146) nous pouvons ve´rifier que :
ξt = ξ0 exp
(∫ t
0
(
f(s)− 1
2
σ2(s)
)
ds+
∫ t
0
σ(s)dWs
)
. (2.2)
(Pour plus de de´tails voir [31]). Ainsi, sous l’hypothe`se que
P[ξ0 > 0] = 1 P− p.s,
presque toutes les trajectoires du processus {ξt} sont continues et strictement
positives
P[ξt > 0,∀t] = 1. (2.3)
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Chapitre 2. E´tude de proprie´te´s du processus ge´ome´trique {ξt}
Signalons que d’apre`s (2.2)
d ln ξt =
(
f(t)− σ
2(t)
2
)
dt+ σ(t)dWt = dζt − σ
2(t)
2
dt.
D’ou`
ζt − ζ0 6= ln(ξt)− ln(ξ0).
Dans la deuxie`me section nous nous inte´ressons a` repre´senter et e´tudier la struc-
ture du processus {ξt, t > 0}. La troisie`me section sera de´die´e aux proprie´te´s
de martingale, proprie´te´ Markovienne, etc. Dans la dernie`re section nous nous
inte´ressons au comportement asymptotique de {ξt}.
Pour simplifier la pre´sentation des re´sultats nous supposons par la suite que
ξ0 = 1.
2.2 Repre´sentation de {ξt}
Notons de´sormais {Ft, t ≥ 0} la filtration engendre´e par le mouvement Brow-
nien {Wt, t ≥ 0}, donc Ft est la sous tribu comple`te de la tribu F engendre´e
par {Ws, 0 ≤ s ≤ t}. Nous avons e´galement besoin des notations suivantes. Pour
tout t ≥ 0, soient
F (t) :=
∫ t
0
f(s)ds, G(2)(t) :=
∫ t
0
σ2(s) ds.
Pour tout n ∈ N, soit
W (nP ) :=
{
W
(nP )
t , t ∈ [0, P ]
}
le mouvement Brownien sur [0, P ] de´fini par W
(nP )
t := WnP+t − WnP . Par
ailleurs, de´finissons
Eσ := {Eσ(t), t ≥ 0}
la martingale exponentielle (pour plus de de´tails voir [42])
Eσ(t) := exp
(∫ t
0
σ(s)dWs − 1
2
∫ t
0
σ2(s)ds
)
,
associe´e a` la martingale {Mt : t ≥ 0} de´finie par Mt :=
∫ t
0 σ(s)dWs. Lorsque
σ(·) = 1, E(t) = exp (Wt − 12 t) est la martingale exponentielle associe´e au mou-
vement Brownien {Wt, t ≥ 0}.
Soit
E(nP )σ :=
{
E(nP )σ (t), t ∈ [0, P ]
}
la martingale exponentielle associe´e a` la martingale {M (nP )t , t ∈ [0, P ]}, ou`
M
(nP )
t :=
∫ t
0
σ(s)dW (nP )s , ∀ n ∈ N.
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2.2. Repre´sentation de {ξt}
Remarquons que les mouvements Browniens {W (nP )s , s ∈ [0, P ]}, n ∈ N, sont
inde´pendants. Par conse´quent les martingales exponentielles E(nP )σ , n ∈ N sont
inde´pendantes et identiquement distribue´es sur l’espace de Banach C[0, P ] des
fonctions re´elles continues sur [0, P ], muni de la norme uniforme ‖ϕ‖∞ :=
supt∈[0,P ] |ϕ(t)| pour ϕ ∈ C[0, P ].
Avec les notations pre´ce´dentes la solution de l’EDS (2.1) peut s’exprimer,
d’une part en fonction du processus {ζt} comme suit
ξt = exp(ζt) exp
(
−1
2
∫ t
0
σ2(s)ds
)
,
car
ζt =
∫ t
0
f(s)ds+
∫ t
0
σ(s)dWs,
et d’autre part en fonction de Eσ(t)
ξt = e
F (t)Eσ(t).
En outre, la pe´riodicite´ des fonctions f(·) et σ(·) implique que
eF (nP+t) = enF (P )eF (t), eG
(2)(nP+t) = enG
(2)(P )eG
(2)(t),
et
MnP+t = MnP +M
(nP )
t =
n−1∑
k=0
M
(kP )
P +M
(nP )
t .
Donc
ξnP+t = e
F (t)ξnPE(nP )σ (t) = enF (P )+F (t)
n−1∏
k=0
E(kP )σ (P ) E(nP )σ (t). (2.4)
Chaˆıne de Markov des P-segments
Posons
ξts := exp
(∫ t
s
(f(u)− 1
2
σ2(u))du+
∫ t
s
σ(u)dWu
)
.
Suivant [24], de´finissons la suite ale´atoire dont l’espace d’e´tat est C[0, P ] :
Xn := {ξnP+t : t ∈ [0, P ]} , n ∈ N.
Donc nous obtenons
Xn(t) = ξnP+t = ξnP × ξnP+tnP = Xn−1(0)× ξnP+tnP .
Remarquons que les processus
{
ξnP+tnP , t ∈ [0, P ]
}
n ∈ R sont i.i.d. de loi com-
mune L(X0)
L
(
ξnP+tnP , t ∈ [0, P ]
)
= L (ξt0, t ∈ [0, P ]) = L (ξt, t ∈ [0, P ]) = L(X0).
Par conse´quent la suite (Xn)n est une suite de Markov homoge`ne.
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Chapitre 2. E´tude de proprie´te´s du processus ge´ome´trique {ξt}
2.3 Proprie´te´ de martingale, proprie´te´ Markovienne
Proposition 1 Si f(·) et σ(·) sont continues et pe´riodiques, σ(·) > 0 et ξ0 = 1,
le processus
Ms := ln ξs −
∫ s
0
(f(u)− 1
2
σ2(u))du
est une martingale par rapport a` la filtration {Fs}.
Preuve Comme ξ0 = 1, alors P[ξs > 0, ∀s] = 1 et donc Ms est bien de´finie
presque suˆrement. La mesurabilite´ et l’inte´grabilite´ de Ms de´coulent directe-
ment de sa de´finition. D’apre`s (2.2)
E [Ms+h/Fs] = E
[∫ s+h
0
σ(u)dWu/Fs
]
= E
[∫ s
0
σ(u)dWu +
∫ s+h
s
σ(u)dWu/Fs
]
= Ms,
car
∫ s
0 σ(u)dWu est Fs-mesurable,
∫ s+h
s σ(u)dWu est inde´pendant de Fs et
E[
∫ s+h
s σ(u)dWu] = 0. Donc {Ms} est une martingale.
E´tant solution d’une e´quation diffe´rentielle line´aire, le processus {ξt} est
Markovien. Nous allons pre´ciser ce re´sultat dans la proposition suivante.
Proposition 2 Sous les hypothe`ses de la Proposition 1 et avec les notations du
paragraphe pre´ce´dent, le processus {ξt, t > 0} est un processus de Markov non
homoge`ne.
Preuve Pour s, h, u ∈ R et A ∈ B(R), calculons P [ξs+h ∈ A/ξu, u ≤ s].
D’abord
ξs+h = exp
(∫ s+h
0
(f(u)− 1
2
σ2(u))du+
∫ s+h
0
σ(u)dWu
)
= ξs exp
(∫ s+h
s
(f(u)− 1
2
σ2(u))du+
∫ s+h
s
σ(u)dWu
)
= ξs × ξs+hs , (2.5)
ou`
ξs+hs = exp
(∫ s+h
s
(f(u)− 1
2
σ2(u))du+
∫ s+h
s
σ(u)dWu
)
.
Puisque ξs+hs est inde´pendant de {ξu, u ≤ s},
P [ξs+h ∈ A/ξu, u ≤ s] = P
[
ξsξ
s+h
s ∈ A/ξu, u ≤ s
]
= P [ξs+h ∈ A/ξs] .
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2.4. Comportement asymptotique de {ξt}
D’apre`s (2.5) pour tout 0 ≤ s < t,
ξt = ξs exp
(∫ t
s
(
f(u)− 1
2
σ2(u)
)
du+
∫ t
s
σ(u)dWu
)
= ξs × ξts
ou` ξts est une variable ale´atoire inde´pendante de {ξu, u ≤ s} et de loi log-
normale de parame`tres
∫ t
s
(
f(u)− 12σ2(u)
)
du et
∫ t
s σ
2(u) du. Ainsi pour x >
0, la loi de ξt conditionne´e par ξs = x est la loi log-normale de parame`tres
lnx+
∫ t
s
(
f(u)− 12σ2(u)
)
du et
∫ t
s σ
2(u) du. D’apre`s la pe´riodicite´ des fonctions
f(·) et σ(·), cette loi co¨ıncide avec celle de ξt+P conditionne´e par ξs+P = x. Par
conse´quent nous avons la proprie´te´ suivante :
Proposition 3 Sous les conditions de la Proposition 1, le semigroupe des pro-
babilite´s de transition du processus Markovien {ξt, t ≥ 0} est pe´riodique en
temps :
Ps+P,t+P (x,A) = Ps,t(x,A)
pour tout s < t et tout x > 0, A ∈ BR.
Ici Ps,t(x,A) est une version re´gulie`re de la probabilite´ conditionnelle de ξt
sachant ξs, c’est-a`-dire que
1. x 7→ Ps,t(x,A) est BR mesurable pour tout A ∈ BR;
2. A 7→ Ps,t(x,A) est une mesure de probabilite´ pour Pξs presque tout x;
3. P (ξs ∈ B, ξt ∈ A) =
∫
B Ps,t(x,A)dPξs(x).
Une telle version existe et est unique Pξs −p.s. (voir, par exemple Chapitre III,
section 2 de [41]).
2.4 Comportement asymptotique de {ξt}
De l’expression (2.2), nous de´duisons le comportement asymptotique du
processus {ξt}.
Proposition 4 Sous les conditions de la Proposition 1, le processus {ξt} ve´rifie
les e´galite´s asymptotiques suivantes
lim
T→∞
1
T
ln (ξT ) =
1
P
F (P )− 1
2P
G(2)(P ) P− p.s et en m.q. (2.6)
lim
T→∞
L
(√
T
(
1
T
ln (ξT )− 1
P
F (P ) +
1
2P
G(2)(P )
))
= N
(
0,
1
P
G(2)(P )
)
(2.7)
En outre,
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— Si F (P ) − 12G(2)(P ) < 0, le processus Markovien {ξt, t ≥ 0} converge
vers 0 :
lim
T→∞
ξT = 0 P− p.s. (2.8)
— Si F (P ) − 12G(2)(P ) > 0, le processus Markovien {ξt, t ≥ 0} explose a`
l’infini :
lim
T→∞
ξT =∞ P− p.s. (2.9)
— Si F (P )− 12G(2)(P ) = 0, la relation (2.6) devient
lim
T→∞
1
T
ln (ξT ) = 0. P− p.s et en m.q.
De plus nous avons,
lim inf
T→∞
√
P ln(ξT )√
2G(2)(P )T ln lnT
= −1 P− p.s. (2.10)
lim sup
T→∞
√
P ln(ξT )√
2G(2)(P )T ln lnT
= 1 P− p.s. (2.11)
Preuve D’apre`s l’e´galite´ (2.2) avec ξ0 = 1, nous avons
1
T
ln (ξT ) =
1
T
∫ T
0
(
f(s)− 1
2
σ2(s)
)
ds+
1
T
∫ T
0
σ(s)dWs. (2.12)
La pe´riodicite´ de f(·) et de σ(·) impliquent que
lim
T→∞
1
T
∫ T
0
(
f(s)− 1
2
σ2(s)
)
ds =
1
P
∫ P
0
(
f(s)− 1
2
σ2(s)
)
ds
=
1
P
F (P )− 1
2P
G(2)(P ),
et
lim
T→∞
1
T
∫ T
0
σ2(s)ds =
1
P
∫ P
0
σ2(s)ds =
1
P
G(2)(P ). (2.13)
Les Lois Forte et Faible des Grands Nombres pour l’inte´grale stochastique par
rapport au mouvement Brownien (voir, par exemple, Lemme 17.4 de [38]) en-
traˆınent que
lim
T→∞
1
T
∫ T
0
σ(s)dWs = 0 P− p.s et en m.q.. (2.14)
Ainsi graˆce a` l’e´galite´ (2.12) nous avons
lim
T→∞
1
T
ln (ξT ) =
1
P
F (P )− 1
2P
G(2)(P ) P− p.s et en m.q. (2.15)
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D’autre part, comme
L
(
1√
T
∫ T
0
σ(s)dWs
)
= N
(
0,
1
T
∫ T
0
σ2(s)ds
)
,
alors d’apre`s (2.13) nous de´duisons que
lim
T→∞
L
(
1√
T
∫ T
0
σ(s)dWs
)
= N
(
0,
1
P
G(2)(P )
)
.
Ainsi la relation (2.7) est ve´rifie´e. De la` nous de´duisons les limites (2.8) et (2.9).
Supposons maintenant que F (P )− 12G(2)(P ) = 0. Donc d’apre`s (2.15) nous
avons
lim
T→∞
1
T
ln (ξT ) = 0. P− p.s et en m.q.
Nous pouvons approfondir ce re´sultat. En effet, en appliquant le The´ore`me
de la loi du log ite´re´ de Khinchin-Kolmogorov-Hartman-Witner (voir par exemple
The´ore`me 2 du Chapitre 19, section 1 de [44]) aux variables Gaussiennes centre´es
inde´pendantes ∫ P
0
σ(s)dW (kP )s , k = 0 · · ·n− 1
de loi commune
L
(∫ P
0
σ(s)dW (kP )s
)
= N
(
0,
∫ P
0
σ2(s)ds
)
= N
(
0, G(2)(P )
)
,
nous obtenons
lim inf
n→∞
ln(ξnP )√
2G(2)(P )n ln lnn
= −1 P− p.s.
lim sup
n→∞
ln(ξnP )√
2G(2)(P )n ln lnn
= 1 P− p.s.
Or tout re´el T > 0 peut s’e´crire de fac¸on unique sous la forme T = nP + r, ou`
n ∈ N et 0 ≤ r < P , donc
ln(ξT ) = ln (ξnP ) +
∫ nP+r
nP
(
f(s)− 1
2
σ2(s)
)
ds+
∫ nP+r
nP
σ(s)dWs
= ln (ξnP ) +
∫ r
0
(
f(s)− 1
2
σ2(s)
)
ds+
∫ r
0
σ(s)dW (nP )s . (2.16)
D’apre`s cette de´composition et comme
(nP + r) ln ln(nP + r) ∼ nP ln ln(n), n→∞, pour 0 ≤ r ≤ P,
nous de´duisons les limites (2.10) et (2.11).
13
El Waled, Khalil. Estimations paramétriques et non-paramétriques pour des modèles de diffusions périodiques - 2015
Chapitre 2. E´tude de proprie´te´s du processus ge´ome´trique {ξt}
14
El Waled, Khalil. Estimations paramétriques et non-paramétriques pour des modèles de diffusions périodiques - 2015
Chapitre 3
Estimation parame´trique en
temps continu du drift d’un
mode`le de type signal plus
bruit
3.1 Introduction
Supposant maintenant que nous observons une trajectoire continue du pro-
cessus {ζt}, t ∈ [0, T ] solution de l’e´quation
dζt = f(t, θ)dt+ σ(t)dWt, t ≥ 0, ζ0 = 0
ou` f(·, ·) et σ(·) sont continues et pe´riodiques en t de meˆme pe´riode P inde´pendante
de θ, σ(·) > 0, et f(·, θ) n’est pas identiquement nulle pour chaque θ. Le but
est d’estimer le parame`tre inconnu θ appartenant a` un sous ensemble Θ de R.
Comme σ(·) > 0, nous pouvons transformer ce mode`le en posant
dZt :=
dζt
σ(t)
= ρ(t, θ)dt+ dWt, (3.1)
ou` ρ(t, θ) := f(t,θ)σ(t) . La fonction σ(·) e´tant connue, observer {ζt} revient a` ob-
server {Zt}. Nous allons donc de´terminer la vraisemblance des observations
{Zt, t ∈ [0, T ]}.
Lorsque f(t, θ) = θf(t), l’estimateur par la me´thode du maximum de vrai-
semblance est connu de fac¸on explicite. Nous en de´duisons directement sa
consistance, sa normalite´ asymptotique ainsi que son efficacite´ asymptotique
minimax.
En revenant au mode`le ge´ne´ral (3.1), et sous certaines conditions de re´gularite´
et d’identifiabilite´ nous de´montrons l’existence et la convergence de l’estima-
teur du maximum de vraisemblance de θ. De plus, nous prouvons sa normalite´
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d’un mode`le de type signal plus bruit
asymptotique et son efficacite´ asymptotique minimax. Pour cela nous ferons
appel aux re´sultats de Dacunha-Castelle et Duflo [7] ainsi qu’aux re´sultats de
Kutoyants [32].
Pour de´terminer la vraisemblance, nous pouvons appliquer la formule (10.59) 1
du Chapitre 10, section 6 de [31], aux deux processus suivants :
dZθ0t = ρ(t, θ0)dt+ dWt, dZ
θ
t = ρ(t, θ)dt+ dWt, Z
θ0
0 = Z
θ
0 = 0.
Ainsi PTθ ∼ PTθ0 , ou`
PTθ := L(Zθt , 0 ≤ t ≤ T ), PTθ0 := L(Zθ0t , 0 ≤ t ≤ T ), T > 0,
et θ0 est la vraie valeur du parame`tre θ. En outre, en supposant que nous
observons une trajectoire continue du processus {Zθ0t } sur [0, T ], le rapport de
vraisemblance est donne´ par
LT (θ) :=
dPTθ
dPTθ0
(Zθ0) (3.2)
= exp
(∫ T
0
(ρ(s, θ)− ρ(s, θ0))dZθ0s −
1
2
∫ T
0
(ρ2(s, θ)− ρ2(s, θ0))ds
)
Pθ0 − p.s.
Dans la suite la notation Eθ[X] de´signe l’espe´rance de la variable X lorsque
la vraie valeur du parame`tre est θ.
3.2 E´tude du cas f(t, θ) = θf(t)
Nous commenc¸ons par e´tudier le cas ρ(t, θ) = θρ(t) = θ f(t)σ(t) , c’est-a`-dire
f(t, θ) = θf(t) avec f(·) non identiquement nulle et θ0 ∈ R. Le rapport de
vraisemblance est donc donne´ par
LT (θ) = exp
(
(θ − θ0)
∫ T
0
ρ(s)dZθ0s −
(θ2 − θ20)
2
∫ T
0
ρ2(s)ds
)
.
Maximisons en θ la fonction LT (θ),
lnLT (θ) = (θ − θ0)
∫ T
0
ρ(s)dZθ0s −
(θ2 − θ20)
2
∫ T
0
ρ2(s)ds.
Le score vaut
S(θ) =
∂ lnLT (θ)
∂θ
=
∫ T
0
ρ(s)dZθ0s − θ
∫ T
0
ρ2(s)ds.
1. Pour un cadre ge´ne´ral des processus de diffusion voir, entre autres, le The´ore`me 6.10 de
[23]
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Lorsque l’ensemble Θ des parame`tres est ouvert, une statistique θˆT qui maximise
la vraisemblance ve´rifie S(θˆT ) = 0. Ceci implique que
θˆT :=
∫ T
0 ρ(s)dZ
θ0
s∫ T
0 ρ
2(s)ds
.
Ainsi
θˆT = θ0 +
∫ T
0 ρ(s)dWs∫ T
0 ρ
2(s)ds
. (3.3)
De meˆme, supposons que nous observons une trajectoire continue sur [0, T ] du
processus {ξt} solution de (1.5). Alors l’estimateur du maximum de vraisem-
blance de θ dans le mode`le (1.5) co¨ıncide avec l’estimateur du maximum de
vraisemblance obtenu a` partir du mode`le (1.2)
θˆT =
∫ T
0
ρ(s)
σ(s)ξ
θ0
s
dξθ0s∫ T
0 ρ
2(s)ds
.
En utilisant la de´composition (3.3), nous pouvons voir aise´ment que θˆT est
un estimateur sans biais de θ0. E´tudions sa consistance.
Consistance de l’estimateur
Nous supposons dans un premier temps que T = nP .
The´ore`me 1 Si f(·) et σ(·) sont continues et pe´riodiques de meˆme pe´riode P ,
σ(·) > 0 et Θ est un intervalle ouvert de R, alors l’estimateur normalise´ de´fini
par θ¯nP :=
√
nP (θˆnP − θ0) est Gaussien centre´,
L (θ¯nP ) = N (0, I−1),
ou` I := 1P
∫ P
0 ρ
2(s)ds est l’information de Fisher. Donc, en particulier, θˆnP
converge en moyenne quadratique vers θ0 lorsque n→∞.
Notons que la fonction f(·) n’e´tant pas identiquement nulle et continue, l’infor-
mation de Fisher n’est pas nulle.
Preuve Puisque {Ws} est un mouvement Brownien, la loi de
√
nP (θˆnP − θ0)
est Gaussienne centre´e de variance
nP(∫ nP
0 ρ
2(s)ds
)2 ∫ nP
0
ρ2(s)ds =
nP∫ nP
0 ρ
2(s)ds
.
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Comme la fonction ρ(·) est pe´riodique de pe´riode P nous de´duisons que cette
variance vaut
P∫ P
0 ρ
2(s)ds
,
et
lim
n→∞Eθ0
[
|θˆnP − θ0|2
]
= 0.
Par ailleurs nous avons la convergence presque suˆre.
Proposition 5 Sous les conditions du The´ore`me 1, l’estimateur θˆnP converge
presque suˆrement vers θ0 quand n→∞.
Preuve
θˆnP − θ0 = 1∫ P
0 ρ
2(s)ds
× 1
n
n−1∑
k=0
∫ P
0
ρ(s)dW (kP )s .
Comme ∫ P
0
ρ(s)dW (kP )s , k = 0 · · ·n− 1
sont des variables ale´atoires Gaussiennes i.i.d, d’apre`s la Loi Forte des Grands
Nombres
lim
n→∞
1
n
n−1∑
i=0
∫ P
0
ρ(s)dW (kP )s = Eθ0
[∫ P
0
ρ(s)dW (kP )s
]
= 0 Pθ0 − p.s.
Donc
lim
n→∞ θˆnP = θ0 Pθ0 − p.s.
Notons maintenant que si T = nP + r, r ∈ [0, P ], nous pouvons utiliser direc-
tement l’e´galite´ (2.14), et nous de´duisons que
Corollaire 1 Sous les conditions du The´ore`me 1, nous avons
lim
T→∞
θˆT = θ0 Pθ0 − p.s et en m.q.
lim
T→∞
L
(√
T (θˆT − θ0)
)
= N
(
0,
(
1
P
∫ P
0
ρ2(s)ds
)−1)
.
Remarque 1 Preuve alternative de la convergence presque suˆre.
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Utilisons le fait que
θˆT = θ0 +
∫ T
0 ρ(s)dWs∫ T
0 ρ
2(s)ds
:= θ0 +
MT
[M ]T
ou` {Mt} est une martingale par rapport a` la filtration {Ft, t ≥ 0} engendre´e
par le mouvement Brownien. Cette martingale est de carre´ inte´grable et {[M ]t}
est son processus de variation quadratique.
La loi forte des Grands Nombres pour les martingales (voir, par exemple, Lemme
17.4 de [38]) entraˆıne que
lim
T→∞
θˆT − θ0 = lim
T→∞
MT
[M ]T
= 0 Pθ0 − p.s sur {ω, lim
T→∞
[M ]T =∞}.
Or ici, [M ]T =
∫ T
0 ρ
2(s)ds est non-ale´atoire et la pe´riodicite´ de ρ(·) qui n’est
pas identiquement nulle, implique que
lim
T→∞
[M ]T =∞.
Donc
lim
T→∞
θˆT = θ0 Pθ0 − p.s.
Efficacite´ asymptotique
Pour de´montrer l’efficacite´ asymptotique de l’estimateur θˆT nous ne pou-
vons pas utiliser directement la borne de Crame´r-Rao (voir le contre-exemple
de Hodges [17], Chapitre 2, section 1). Nous allons donc utiliser l’ine´galite´ de
Ha´jek-Le Cam (pour plus de de´tails voir [32, 36, 48]).
Pour ce faire nous rappelons les notions suivantes (voir Chapitre II, sec-
tion 2 de [26] ou Chapitre 1, section 2 de [32]). Nous conside´rons : l’ensemble
des parame`tres Θ, un intervalle ouvert de R contenant θ0, (Ω,F ,P) un espace
de probabilite´ sur lequel est de´fini un processus XθT =
{
Xθ(t), 0 ≤ t ≤ T} a`
valeurs dans un espace mesurable (ET ,BT ). Nous notons P
(T )
θ la loi du pro-
cessus XθT et nous supposons enfin que toutes les mesures
{
P
(T )
θ , θ ∈ Θ
}
sont
e´quivalentes.
De´finition 1 (De´finition 1.2.1 de [32]) La famille {P(T )θ , θ ∈ Θ} est dite loca-
lement asymptotiquement normale (LAN) au point θ0 quand T →∞, s’il existe
une fonction ΦT (θ0) > 0 telle que pour tout u ve´rifiant θ0 +uΦT (θ0) ∈ Θ, nous
avons la repre´sentation suivante
Z
(θ0)
T (u) :=
dPTθ0+ΦT (θ0)u
dPTθ0
(XT ) = exp
(
u∆T (θ0, XT )− 1
2
u2 + ψ(θ0, u,XT )
)
(3.4)
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ou`
lim
T→∞
L{∆T (θ0, XT )|Pθ0} = N (0, 1) , (3.5)
et
lim
T→0
ψ(θ0, u,XT ) = 0 en probabilite´ Pθ0 . (3.6)
La famille {P(T )θ , θ ∈ Θ} est LAN si elle est LAN pour tout θ ∈ Θ. Si les deux
convergences (3.5) et (3.6) sont uniformes par rapport a` θ variant dans tout
compact de Θ et a` u ∈ {v; θ0 + vΦT (θ0) ∈ Θ et |v| < r} pour tout r > 0, alors
la famille {P(T )θ , θ ∈ Θ} est dite uniforme´ment LAN.
Soit l(·) : R 7→ R une fonction de perte continue en 0 et syme´trique telle que
pour tout c > 0 l’ensemble {x : l(x) < c} est convexe et que pour tout h > 0 la
fonction l(x) ne croˆıt pas plus vite que exp(h|x|2) quand |x| → ∞. Alors nous
avons le the´ore`me suivant
The´ore`me 2 (The´ore`me 1.2.2 de [32], Ine´galite´ de Ha´jek Le Cam) Supposons
que ΦT (θ0) tend vers 0 quand T tend vers ∞ et {P(T )θ , θ ∈ Θ} est une famille
LAN au point θ0. Alors pour tout estimateur θ˘T nous avons
lim
→0
lim inf
T→∞
sup
|θ−θ0|≤
Eθ0
[
l(Φ−1T (θ0)(θ˘T − θ))
]
≥ Eθ0 [l(X)] (3.7)
ou`
L{X} = N (0, 1) .
Dans les proble`mes re´guliers d’estimation parame´trique nous avons
ΦT (θ0) = I
− 1
2
T (θ0),
ou` IT (θ0) est l’information de Fisher du mode`le en θ0, et pour la fonction de
perte l(·) nous pouvons prendre l’erreur quadratique,
l(x) = |x|2.
Dans ce cas nous avons l’ine´galite´ asymptotique suivante
lim
→0
lim inf
T→0
sup
|θ−θ0|≤
Eθ
[
IT (θ0)|θ˘T − θ|2
]
≥ 1. (3.8)
pour tout estimateur θ˘T .
De´finition 2 (De´finition 1.2.2 de [32]) Soit {P(T )θ , θ ∈ Θ} une famille LAN
telle que ΦT (θ) tend vers 0 quand T tend vers∞. Alors un estimateur θ˘T est dit
asymptotiquement efficace (au sens minimax) si l’e´galite´ en (3.8) est satisfaite.
C’est-a`-dire si nous avons
lim
→0
lim
T→0
sup
|θ−θ0|≤
Eθ
[
IT (θ0)|θ˘T − θ|2
]
= 1. (3.9)
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Revenons a` notre proble`me d’estimation.
Proposition 6 Si f(·) et σ(·) sont continues et pe´riodiques de meˆme pe´riode
P , f(·) n’est pas identiquement nulle, σ(·) > 0 et Θ est un intervalle ouvert de
R, alors la famille {P(T )θ , θ ∈ Θ} est uniforme´ment localement asymptotique-
ment normale sur Θ.
Preuve Posons
ΦT := I
− 1
2
T :=
(∫ T
0
ρ2(s)ds
)− 1
2
,
∆T (ζ
θ) := I
− 1
2
T
∫ T
0
ρ(s)dWs et ψ(θ0, u, ζ
θ) := 0.
ΦT est bien de´finie car f(·) n’est pas identiquement nulle et continue.
Rappelons l’expression du rapport de vraisemblance
LT (θ) = exp
(
(θ − θ0)
∫ T
0
ρ(s)dZθ0s −
(θ2 − θ20)
2
∫ T
0
ρ2(s)ds
)
.
Ainsi
Z
(θ0)
T (u) :=
dPTθ0+ΦTu
dPTθ0
(Zθ0) = LT (θ0 + ΦTu)
= exp
(
ΦTu
∫ T
0
ρ(s)dZθ0s −
(θ0 + ΦTu)
2 − θ20
2
IT
)
= exp
(
ΦTu
∫ T
0
ρ(s)dZθ0s −
Φ2Tu
2
2
IT − θ0ΦTuIT
)
.
Comme
dZθ0t = θ0ρ(t)dt+ dWt,
alors
Z
(θ0)
T (u) = exp
(
θ0uI
− 1
2
T IT + uI
− 1
2
T
∫ T
0
ρ(s)dWs − 1
2
u2 − θ0uI
1
2
T
)
= exp
(
u∆T (ζ
θ)− 1
2
u2
)
. (3.10)
Or
L
(∫ T
0
ρ(s)dWs
)
= N (0, IT ) ,
donc
L
{
∆T (ζ
θ)|Pθ0
}
= N (0, 1) .
Ainsi d’apre`s (3.10) la famille {P(T )θ , θ ∈ Θ} est LAN en θ0 pour tout θ0.
D’apre`s la de´finition de ∆T (ζ
θ) et ψ(θ0, u, ζ
θ), la famille {P(T )θ , θ ∈ Θ} est
uniforme´ment LAN sur Θ.
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The´ore`me 3 Sous les hypothe`ses de la Proposition 6, l’estimateur θˆT est asymp-
totiquement efficace au sens minimax pour l’erreur quadratique.
Preuve En effet, pour tout θ
Eθ
[
(θˆT − θ)2
]
=
1∫ T
0 ρ
2(s)ds
= I−1T .
Donc
Eθ
[
IT (θˆT − θ)2
]
= 1
Ce qui implique l’efficacite´ asymptotique minimax.
3.3 Convergence de l’estimateur θˆT dans le cas ge´ne´ral
Conside´rons maintenant le cas ge´ne´ral donne´ en (3.1)
dZt = ρ(t, θ)dt+ dWt, Z0 = 0,
ou` Θ est un intervalle compact de R.
Nous avons vu dans la relation (3.2) que le rapport de la vraisemblance
s’e´crit
LT (θ) = exp
(∫ T
0
(ρ(s, θ)− ρ(s, θ0))dZθ0s −
1
2
∫ T
0
(ρ2(s, θ)− ρ2(s, θ0))ds
)
Pθ0−p.s.
Trouver la valeur de θ qui maximise la fonction LT (θ) en θ revient a` maxi-
miser la fonction UT (θ) donne´e par
UT (θ) :=
1
T
∫ T
0
ρ(s, θ)dZs − 1
2T
∫ T
0
ρ2(s, θ)ds (3.11)
pour l’observation {Zs, s ≤ T}.
Graˆce a` la continuite´ de ρ(·, ·) ainsi qu’a` la compacite´ de Θ, il existe θˆT tel
que
θˆT = arg sup
θ∈Θ
LT (θ) = arg sup
θ∈Θ
UT (θ).
Si plusieurs valeurs sont possibles pour θˆT alors toute version adapte´e par rap-
port a` la filtration FT peut eˆtre choisie (voir Chapitre 2, section 2.1.2 de [34]).
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3.3.1 Contraste
Ici nous n’avons pas d’expression explicite de θˆT . Aussi, pour e´tudier le com-
portement de l’estimateur du maximum de vraisemblance θˆT , nous allons utili-
ser des re´sultats sur les estimateurs par la me´thode du maximum de contraste.
Pour ce faire, nous e´tablissons que UT (θ) est un contraste et nous de´montrons
ensuite que l’estimateur du maximum de contraste θˆT converge en probabilite´.
Rappelons donc la de´finition du contraste donne´e par Dacunha-Castelle et
Duflo [7].
De´finition 3 (De´finition 3.2.7 de [7]) Conside´rons un mode`le statistique
(Ω,F , (Pθ)θ∈Θ). Nous appelons fonction de contraste de ce mode`le relative a`
θ0 ∈ Θ une fonction θ 7→ K(θ, θ0) de Θ dans R+ ayant un maximum strict
pour θ = θ0. Si les expe´riences sont de´crites par une filtration F = (Ft)(t∈I)
(I = N ou I = R+), un contraste (ou processus de contraste) relatif a` θ0 et a`
K(·, ·) est une fonction U de Θ× I × Ω dans R, note´e (θ, t, ω) 7→ Ut(θ, ω), qui
satisfait les deux proprie´te´s suivantes
1. Pour tout (θ, t) ∈ Θ × I, la variable ale´atoire Ut(θ) : ω 7→ UT (θ) est
Ft−mesurable : {Ut(θ), t ∈ I} est un processus F-adapte´.
2. Ut(θ) tend vers K(θ, θ0) en probabilite´ Pθ0, pour t→∞.
Enfin un estimateur du maximum de contraste associe´ a` Ut(·) est un estimateur
F-adapte´ (θˆt)t∈I tel que, pour tout t ∈ I :
Ut(θˆt) = sup{Ut(θ); θ ∈ Θ}.
Dans la suite nous avons besoin de la condition d’identifiabilite´ suivante :
(I) Supposons que f(·, ·) est continue et que pour tout θ 6= θ0 il existe s
tel que f(s, θ) 6= f(s, θ0).
Lemme 1 Sous la condition d’identifiabilite´ (I), la compacite´ de Θ, la conti-
nuite´ et la pe´riodicite´ avec la meˆme pe´riode P de f(·, ·) et de σ(·) et si σ(·) > 0,
alors UT (θ) de´fini en (3.11) est un contraste au sens de Dacunha-Castelle et
Duflo.
Preuve La premie`re condition est satisfaite d’apre`s la de´finition de UT (θ).
Pour e´tablir la deuxie`me condition, nous allons de´montrer que UT (θ) converge
en probabilite´ Pθ0 lorsque T →∞ vers la fonction non-ale´atoire K(θ, θ0) ou`
K(θ, θ0) :=
1
2P
∫ P
0
ρ2(s, θ0)ds− 1
2P
∫ P
0
(ρ(s, θ0)− ρ(s, θ))2 ds. (3.12)
Rappelons que lorsque θ0 est la vraie valeur du parame`tre θ
dZs = dZ
θ0
s = ρ(s, θ0)ds+ dWs.
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Ainsi,
UT (θ) =
1
T
∫ T
0
ρ(s, θ0)ρ(s, θ)ds− 1
2T
∫ T
0
ρ2(s, θ)ds+
1
T
∫ T
0
ρ(s, θ)dWs
=
1
2T
∫ T
0
ρ2(s, θ0)ds− 1
2T
∫ T
0
(ρ(s, θ0)− ρ(s, θ))2ds
+
1
T
∫ T
0
ρ(s, θ)dWs.
D’une part, comme T = nP + r, 0 ≤ r ≤ P , d’apre`s la pe´riodicite´ de ρ(·, ·)
nous avons,
1
2T
∫ T
0
ρ2(s, θ0)ds =
n
2(nP + r)
∫ P
0
ρ2(s, θ0)ds+
1
2(nP + r)
∫ r
0
ρ2(s, θ0)ds
D’ou`,
lim
T→∞
1
2T
∫ T
0
ρ2(s, θ0)ds− 1
2T
∫ T
0
(ρ(s, θ0)− ρ(s, θ))2ds = K(θ, θ0).
D’autre part, nous avons vu en (2.14) que
lim
T→∞
1
T
∫ T
0
σ(s)dWs = 0 P− p.s et en m.q..
Ainsi UT (θ) converge Pθ0 presque suˆrement vers K(θ, θ0) quand T →∞, donc
en particulier nous avons la convergence en probabilite´ Pθ0 .
3.3.2 Convergence en probabilite´
Nous pouvons maintenant e´tablir la convergence en probabilite´ de l’estima-
teur du maximum du contraste. Pour ceci, nous utilisons le re´sultat suivant :
The´ore`me 4 (The´ore`me 3.2.8 de [7]) Soit (Ω,F , (Ft)t>0, (Pθ)θ∈Θ) un espace
de probabilite´. Dans le cadre de la De´finition 3, supposons que les deux condi-
tions suivantes sont ve´rifie´es
(i) Θ est un compact de R, les fonctions θ 7→ UT (θ), θ 7→ K(θ, θ0) sont
continues ;
(ii) Pour tout  > 0, il existe η > 0 tel que
lim
T→∞
Pθ0
(
sup
|θ−θ′|<η
∣∣UT (θ)− UT (θ′)∣∣ > ) = 0.
Alors tout estimateur du maximum de contraste est consistant en θ0.
De la` nous obtenons le corollaire suivant
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Corollaire 2 Supposons que les fonctions (t, θ) 7→ f(t, θ) et t 7→ σ(t) sont
continues et pe´riodiques en t de meˆme pe´riode P , σ(t) > 0 et que la de´rive´e
partielle de f(·, ·) par rapport a` θ, (t, θ) 7→ ∂θf(t, θ) est continue. Supposons de
plus que Θ est un intervalle compact de R et que la condition d’identifiabilite´
(I) est satisfaite. Alors θˆT converge en probabilite´ Pθ0 vers θ0.
Preuve Pour prouver ce re´sultat nous allons ve´rifier que les deux conditions
du The´ore`me 4 sont satisfaites. D’apre`s les hypothe`ses, Θ est un compact de R,
les fonctions θ 7→ UT (θ), θ 7→ K(θ, θ0) sont continues, donc la condition (i) du
The´ore`me 4 est satisfaite. Il reste a` montrer la condition (ii) : pour tout  > 0,
il existe η > 0 tel que
lim
T→∞
Pθ0
(
sup
|θ−θ′|<η
∣∣UT (θ)− UT (θ′)∣∣ > ) = 0.
Rappelons que
UT (θ) =
1
T
∫ T
0
ρ(s, θ0)ρ(s, θ)ds− 1
2T
∫ T
0
ρ2(s, θ)ds+
1
T
∫ T
0
ρ(s, θ)dWs.
Donc
UT (θ)− UT (θ′) = 1
2T
∫ T
0
(
ρ(s, θ)− ρ(s, θ′)) (2ρ(s, θ0)− ρ(s, θ)− ρ(s, θ′)) ds
+
1
T
∫ T
0
(ρ(s, θ)− ρ(s, θ′))dWs
:= A1(θ, θ
′) +A2(θ, θ′) (3.13)
ou` A1(θ, θ
′) est la partie non-ale´atoire du membre droit de cette e´galite´ et
A2(θ, θ
′) est celle ale´atoire. Nous allons e´tablir qu’il existe une constante positive
C telle que
sup
|θ−θ′|≤η
∣∣A1(θ, θ′)∣∣ < Cη,
et que
lim
T→∞
Eθ0
[
sup
|θ−θ′|≤η
∣∣A2(θ, θ′)∣∣] = 0.
En effet, la fonction θ 7→ ρ(s, θ) e´tant continuˆment de´rivable, le the´ore`me des
accroissements finis nous donne
ρ(s, θ)− ρ(s, θ′) = (θ − θ′)∂θρ(s, θ1), θ1 ∈ [θ, θ′],
La compacite´ de Θ× [0, T ] et la continuite´ de (s, θ) 7→ ∂θρ(s, θ) entraˆıne que
C0 := sup
θ∈Θ
sup
s∈[0,P ]
|∂θρ(s, θ)| <∞.
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Ainsi,
sup
θ,θ′∈Θ
sup
s∈[0,P ]
∣∣2ρ(s, θ0)− ρ(s, θ)− ρ(s, θ′)∣∣ = 2 sup
θ∈Θ
sup
s∈[0,P ]
|ρ(s, θ0)− ρ(s, θ)|
≤ 2C0 sup
θ∈Θ
|θ0 − θ|
≤ C1
ou` C1 est une constante positive. D’ou`
sup
|θ−θ′|<η
∣∣A1(θ, θ′)∣∣ ≤ sup
|θ−θ′|<η
|θ − θ′|
2T
∫ T
0
C0C1ds
=
C0C1
2
η <∞. (3.14)
Montrons maintenant que A2(θ, θ
′) converge vers 0 en moyenne quand T →∞.
La fonction (s, θ) 7→ ∂θρ(s, θ) e´tant continue sur le compact [θ, θ′]× [0, T ], par
changement de l’ordre d’inte´gration nous avons
A2(θ, θ
′) =
1
T
∫ T
0
(ρ(s, θ)− ρ(s, θ′))dWs =
∫ θ′
θ
1
T
∫ T
0
∂θρ(s, u)dWs du.
En moyenne nous obtenons
Eθ0
[
sup
|θ−θ′|<η
∣∣A2(θ, θ′)∣∣] ≤ Eθ0
[
sup
|θ−θ′|<η
∫ θ′
θ
∣∣∣∣ 1T
∫ T
0
∂θρ(s, u)dWs
∣∣∣∣ du
]
≤ Eθ0
[∫
Θ
∣∣∣∣ 1T
∫ T
0
∂θρ(s, u)dWs
∣∣∣∣ du]
=
∫
Θ
Eθ0
[∣∣∣∣ 1T
∫ T
0
∂θρ(s, u)dWs
∣∣∣∣] du
≤
∫
Θ
(
Eθ0
[∣∣∣∣ 1T
∫ T
0
∂θρ(s, u)dWs
∣∣∣∣2
]) 1
2
du
=
∫
Θ
(
1
T 2
∫ T
0
(∂θρ(s, u))
2ds
) 1
2
du
=
1√
T
∫
Θ
(
1
T
∫ T
0
(∂θρ(s, u))
2ds
) 1
2
du,
l’e´change entre l’inte´grale et l’espe´rance dans la 3 e`me relation est duˆ a` la
compacite´ de Θ × [0, T ] et a` la continuite´ de (s, θ) 7→ ∂θρ(s, θ). Comme la
fonction (s, θ) 7→ ∂θρ(s, θ) est continue et pe´riodique en s de pe´riode P et Θ est
compact,
lim
T→∞
1
T
∫ T
0
(∂θρ(s, u))
2ds =
1
P
∫ P
0
(∂θρ(s, u))
2ds < C <∞
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ou` C > 0 est une constante ne de´pend pas de u ∈ Θ. Par conse´quent,
lim sup
T→∞
Eθ0
[
sup
|θ−θ′|<η
∣∣A2(θ, θ′)∣∣] ≤ lim
T→∞
1√
T
∫
Θ
(
1
T
∫ T
0
(∂θρ(s, u))
2ds
) 1
2
du = 0.
Maintenant nous pouvons terminer la de´monstration du corollaire. D’apre`s
l’e´galite´ (3.13) nous avons pour tout  > 0 et tout η > 0
Pθ0
(
sup
|θ−θ′|<η
∣∣UT (θ)− UT (θ′)∣∣ > ) = Pθ0
(
sup
|θ−θ′|<η
∣∣A1(θ, θ′) +A2(θ, θ′)∣∣ > )
≤ Pθ0
(
sup
|θ−θ′|<η
∣∣A1(θ, θ′)∣∣ > 
2
)
+Pθ0
(
sup
|θ−θ′|<η
∣∣A2(θ, θ′)∣∣ > 
2
)
Comme
lim
T→∞
Eθ0
[
sup
|θ−θ′|<η
∣∣A2(θ, θ′)∣∣] = 0,
l’ine´galite´ de Markov entraine que
lim
T→∞
Pθ0
(
sup
|θ−θ′|<η
∣∣A2(θ, θ′)∣∣ > 
2
)
= 0.
Graˆce a` l’ine´galite´ (3.14) il suffit, pour tout  > 0, de prendre η = C0C1 pour
obtenir
sup
|θ−θ′|<η
∣∣A1(θ, θ′)∣∣ < 
2
.
Donc pour tout  > 0, il existe η > 0 tel que
lim
T→∞
Pθ0
(
sup
|θ−θ′|<η
∣∣UT (θ)− UT (θ′)∣∣ > ) = 0.
Ainsi la seconde condition (ii) du The´ore`me 4 est satisfaite. Par conse´quent
l’estimateur θˆT est consistant.
Graˆce a` la convergence en probabilite´, nous allons maintenant de´montrer la
normalite´ asymptotique.
3.3.3 Normalite´ asymptotique
The´ore`me 5 En plus des conditions du Corollaire 2, supposons que la fonc-
tion (t, θ) 7→ ∂t∂2θf(t, θ) existe et est continue et que t 7→ ∂θf(t, θ) est non
identiquement nulle pour chaque θ, c’est-a`-dire
pour chaque θ ∈ Θ, il existe t ∈ [0, P ] tel que ∂θf(t, θ) 6= 0. (3.15)
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Supposons de plus que θ0 est a` l’inte´rieur de l’intervalle Θ, note´ Θ˚. Alors un
estimateur du maximum de vraisemblance θˆT est asymptotiquement normal.
Preuve D’apre`s l’expression du rapport de vraisemblance donne´ en (3.2), le
score s’e´crit
ST (θ) =
∫ T
0
∂θρ(t, θ) dZ
θ0
t −
∫ T
0
∂θρ(t, θ)ρ(t, θ)dt
=
∫ T
0
∂θρ(t, θ) dWt −
∫ T
0
∂θρ(t, θ)
(
ρ(t, θ)− ρ(t, θ0)
)
dt (3.16)
Lorsqu’il appartient a` l’inte´rieur de l’ensemble des parame`tres Θ, l’estimateur
du maximum de vraisemblance annule la fonction score .
Comme θˆT est FT -mesurable, nous ne pouvons pas remplacer θ par θˆT
dans le membre droit de l’expression pre´ce´dente (3.16) et calculer l’inte´grale
stochastique correspondante.
Donnons une autre expression de la fonction score sans inte´grale stochas-
tique. Pour cela, conside´rons une version du mouvement Brownien dont presque
toutes les trajectoires sont continues. Alors la formule de l’inte´gration par par-
ties d’une fonction de´terministe par rapport au mouvement Brownien donne,∫ T
0
∂θρ(t, θ) dWt =
[
∂θρ(t, θ)Wt
]T
0
−
∫ T
0
∂t∂θρ(t, θ)Wt dt
= ∂θρ(T, θ)WT −
∫ T
0
∂t∂θρ(t, θ)Wt dt P− p.s.
Puisque la fonction t 7→ ∂t∂θρ(t, θ) est continue, la dernie`re inte´grale est une
inte´grale trajectorielle. La fonction score s’e´crit
ST (θ) = −
∫ T
0
∂θρ(t, θ)
(
ρ(t, θ)− ρ(t, θ0)
)
dt
+∂θρ(T, θ)WT −
∫ T
0
∂t∂θρ(t, θ)Wt dt
:= B1(θ) +B2(θ),
ou` B1(θ) est la partie non-ale´atoire de cette e´galite´ et B2(θ) est la partie
ale´atoire.
1) E´tude de B1(θˆT ). Puisque la fonction : θ 7→ ρ(t, θ) est 2 fois continuˆment
de´rivable au voisinage de θ0, nous avons
ρ(t, θˆT )− ρ(t, θ0) =
∫ θˆT
θ0
∂θρ(t, θ) dθ
= (θˆT − θ0)∂θρ(t, θ0) +
∫ θˆT
θ0
(
∂θρ(t, θ)− ∂θρ(t, θ0)
)
dθ,
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et
ρ(t, θˆT )−ρ(t, θ0) = (θˆT−θ0)∂θρ(t, θ0)+(θˆT−θ0)2
∫ 1
0
u ∂2θρ
(
t, θ0+u(θˆT−θ0)
)
du.
Ainsi d’une part∣∣∣ρ(t, θˆT )− ρ(t, θ0)∣∣∣ ≤ |θˆT − θ0| sup
t∈[0,P ]
sup
θ∈Θ
|∂θρ
(
t, θ)|
et ∣∣∣∂θρ(t, θˆT )− ∂θρ(t, θ0)∣∣∣ ≤ |θˆT − θ0| sup
t∈[0,P ]
sup
θ∈Θ
|∂2θρ
(
t, θ)|,
et d’autre part∣∣∣ρ(t, θˆT )− ρ(t, θ0)− (θˆT − θ0)∂θρ(t, θ0)∣∣∣ ≤ |θˆT − θ0|2 sup
t∈[0,P ]
sup
θ∈Θ
|∂2θρ
(
t, θ)|.
Par conse´quent∣∣∣∣∫ T
0
∂θρ(t, θˆT )
(
ρ(t, θˆT )− ρ(t, θ0)
)
dt− (θˆT − θ0)
∫ T
0
(
∂θρ(t, θ0)
)2
dt
∣∣∣∣
≤ T (θˆT − θ0)2 sup
t∈[0,P ]
sup
θ∈Θ
|∂θρ
(
t, θ)| × sup
t∈[0,P ]
sup
θ∈Θ
|∂2θρ
(
t, θ)|.
D’ou`
1
T
∫ T
0
∂θρ(t, θˆT )
(
ρ(t, θˆT )− ρ(t, θ0)
)
dt
= (θˆT − θ0)
(
1
T
∫ T
0
(
∂θρ(t, θ0)
)2
dt+ (θˆT − θ0)O(1)
)
, (3.17)
ou` O(1) est uniforme par rapport a` θ.
2) E´tude B2(θˆT ). B2(θˆT ) se de´compose sous la forme
B2(θˆT ) = ∂θρ(T, θ0)WT −
∫ T
0
∂t∂θρ(t, θ0)Wt dt+
(
∂θρ(T, θˆT )− ∂θρ(T, θ0)
)
WT
−
∫ T
0
(
∂t∂θρ(t, θˆT )− ∂t∂θρ(t, θ0)
)
Wt dt.
(i) Comme t 7→ ∂t∂θρ(t, θ0) est continue, la formule de l’inte´gration par
parties, nous donne
T−1/2
(
∂θρ(T, θ0)WT −
∫ T
0
∂t∂θρ(t, θ0)Wt dt
)
= T−1/2
∫ T
0
∂θρ(t, θ0) dWt P−p.s.
dont la loi converge vers la loi gaussienne centre´e de variance
1
P
∫ P
0
(
∂θρ(t, θ0)
)2
dt
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d’apre`s la pe´riodicite´ de la fonction t 7→ ∂θρ(t, θ0).
(ii) Nous savons que∣∣∣∂θρ(T, θˆT )− ∂θρ(T, θ0)∣∣∣ ≤ |θˆT − θ0| sup
t∈[0,P ]
sup
θ∈Θ
|∂2θρ
(
t, θ)|.
Puisque θˆT converge vers θ0 en Pθ0-probabilite´ et T
−1/2WT suit la loi N (0, 1),
nous obtenons
lim
T→∞
T−1/2
(
∂θρ(T, θˆT )− ∂θρ(T, θ0)
)
WT = 0 en probabilite´ Pθ0 .
(iii) La continuite´ de la fonction (t, θ) 7→ ∂t∂2θρ(t, θ) entraˆıne les e´galite´s
suivantes pour les inte´grales trajectorielles∫ T
0
(
∂t∂θρ(t, θˆT )− ∂t∂θρ(t, θ0)
)
Wt dt =
∫ T
0
(∫ θˆT
θ0
∂t∂
2
θρ(t, θ) dθ
)
Wt dt
=
∫ θˆT
θ0
(∫ T
0
∂t∂
2
θρ(t, θ)Wt dt
)
dθ,
et la formule de l’inte´gration par parties permet de nous ramener a` l’inte´grale
stochastique∫ T
0
∂t∂
2
θρ(t, θ)Wt dt = ∂
2
θρ(T, θ)WT −
∫ T
0
∂2θρ(t, θ) dWt P− p.s.
D’ou` l’e´galite´ presque suˆre∫ T
0
(
∂t∂θρ(t, θˆT )− ∂t∂θρ(t, θ0)
)
Wt dt
=
(∫ θˆT
θ0
∂2θρ(T, θ) dθ
)
WT −
∫ θˆT
θ0
(∫ T
0
∂2θρ(t, θ) dWt
)
dθ.
a) La fonction (t, θ) 7→ ∂2θρ(t, θ) est borne´e, donc supt∈[0,P ] supθ∈Θ |∂2θρ(t, θ)| <
∞. Ainsi
T−1/2
∣∣∣∣∣
∫ θˆT
θ0
∂2θρ(T, θ) dθ ×WT
∣∣∣∣∣ ≤ T−1/2|θˆT − θ0| supt∈[0,P ] supθ∈Θ |∂2θρ(t, θ)| × |WT |.
Comme la variable T−1/2WT est gaussienne, centre´e de variance 1 et θˆT tends
vers θ0 en Pθ0-probabilite´ nous de´duisons que
lim
T→∞
T−1/2
∫ θˆT
θ0
∂2θρ(T, θ) dθ ×WT = 0 en Pθ0-probabilite´. (3.18)
b) Il reste a` prouver que
T−1/2
∫ θˆT
θ0
(∫ T
0
∂2θρ(t, θ) dWt
)
dθ
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converge en probabilite´ vers 0, c’est-a` dire que pour tout  > 0
lim
T→∞
P
[
T−1/2
∣∣∣∣∣
∫ θˆT
θ0
(∫ T
0
∂2θρ(t, θ) dWt
)
dθ
∣∣∣∣∣ > 
]
= 0. (3.19)
Soit η > 0 fixe´.
P
[
T−1/2
∣∣∣∣∣
∫ θˆT
θ0
(∫ T
0
∂2θρ(t, θ) dWt
)
dθ
∣∣∣∣∣ > 
]
= P
[∣∣θˆT − θ0∣∣ > η et T−1/2
∣∣∣∣∣
∫ θˆT
θ0
(∫ T
0
∂2θρ(t, θ) dWt
)
dθ
∣∣∣∣∣ > 
]
+ P
[∣∣θˆT − θ0∣∣ ≤ η et T−1/2
∣∣∣∣∣
∫ θˆT
θ0
(∫ T
0
∂2θρ(t, θ) dWt
)
dθ
∣∣∣∣∣ > 
]
≤ P
[∣∣θˆT − θ0∣∣ > η]+ P [T−1/2 ∫ θ0+η
θ0−η
∣∣∣∣∫ T
0
∂2θρ(t, θ) dWt
∣∣∣∣ dθ > ] .
Puisque θˆT converge vers θ0 en Pθ0 probabilite´, le premier terme P
[∣∣θˆT − θ0∣∣ > η]
converge vers 0. D’apre`s l’ine´galite´ de Markov et celle de Cauchy-Schwarz
P
[
T−1/2
∫ θ0+η
θ0−η
∣∣∣∣∫ T
0
∂2θρ(t, θ) dWt
∣∣∣∣ dθ > ]
≤ 1
T
1
2 
E
[∫ θ0+η
θ0−η
∣∣∣∣∫ T
0
∂2θρ(t, θ) dWt
∣∣∣∣ dθ]
≤ 1
T
1
2 
(
E
[(∫ θ0+η
θ0−η
∣∣∣∣∫ T
0
∂2θρ(t, θ) dWt
∣∣∣∣ dθ)2
]) 1
2
.
Comme
(
1
2η
∫ θ0+η
θ0−η
∣∣∣∣∫ T
0
∂2θρ(t, θ) dWt
∣∣∣∣ dθ)2 ≤ 12η
∫ θ0+η
θ0−η
∣∣∣∣∫ T
0
∂2θρ(t, θ) dWt
∣∣∣∣2 dθ
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nous obtenons
2η
T
1
2 
(
E
[(
1
2η
∫ θ0+η
θ0−η
∣∣∣∣∫ T
0
∂2θρ(t, θ) dWt
∣∣∣∣ dθ)2
]) 1
2
≤ 2η
T
1
2 
(
E
[
1
2η
∫ θ0+η
θ0−η
∣∣∣∣∫ T
0
∂2θρ(t, θ) dWt
∣∣∣∣2 dθ
]) 1
2
=
2η
T
1
2 
(
1
2η
∫ θ0+η
θ0−η
E
[(∫ T
0
∂2θρ(t, θ) dWt
)2]
dθ
) 1
2
=
2η
T
1
2 
(
1
2η
∫ θ0+η
θ0−η
∫ T
0
(
∂2θρ(t, θ)
)2
dtdθ
) 1
2
≤ 2η
T
1
2 
T
1
2 sup
t∈[0,P ]
sup
θ∈Θ
(
∂2θρ(t, θ)
)2
=
2η

sup
t∈[0,P ]
sup
θ∈Θ
(
∂2θρ(t, θ)
)2
.
De la` nous de´duisons que pour tout η > 0
lim sup
T→∞
P
[
T−1/2
∣∣∣∣∣
∫ θˆT
θ0
(∫ T
0
∂2θρ(t, θ) dWt
)
dθ
∣∣∣∣∣ > 
]
≤ 2η

sup
t∈[0,P ]
sup
θ∈Θ
(
∂2θρ(t, θ)
)2
et par conse´quent la limite (3.19) est ve´rifie´e. Graˆce aux deux convergences
(3.18) et (3.19), nous obtenons
lim
T→∞
T−1/2
∫ T
0
(
∂t∂θρ(t, θˆT )− ∂t∂θρ(t, θ0)
)
Wt dt = 0 en probabilite´ Pθ0 .
Ainsi (i), (ii) et (iii) nous donne la loi asymptotique de B2(θˆT )
lim
T→∞
L
(
1√
T
(
∂θρ(T, θˆT )WT −
∫ T
0
∂t∂θρ(t, θˆT )Wtdt
))
= N
(
0,
1
P
∫ P
0
(
∂θρ(t, θ0)
)2
dt
)
. (3.20)
3) Conclusion. Comme ST (θˆT ) = 0 lorsque θˆT ∈ Θ˚, la relation (3.17) nous
donne
√
T (θˆT − θ0)
(
1
T
∫ T
0
(
∂θρ(t, θ0)
)2
dt+ (θˆT − θ0)O(1)
)
1{ST (θˆT )=0}
=
1√
T
(
∂θρ(T, θˆT )WT −
∫ T
0
∂t∂θρ(t, θˆT )Wtdt
)
1{ST (θˆT )=0}.
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Compte tenu de la pe´riodicite´ de la fonction t 7→ ρ(t, θ), nous avons
lim
T→∞
1
T
∫ T
0
(
∂θρ(t, θ0)
)2
dt =
1
P
∫ P
0
(
∂θρ(t, θ0)
)2
dt.
De plus, θˆT converge vers θ0 ∈ Θ˚ en probabilite´ Pθ0 , donc θˆT − θ0 converge vers
0 en probabilite´ et 1{ST (θˆT )=0} converge vers 1 en probabilite´. De la` et de la
relation (3.20) nous de´duisons que
lim
T→∞
L
(√
T (θˆT − θ0)
)
= N
(
0,
(
1
P
∫ P
0
(
∂θρ(t, θ0)
)2
dt
)−1)
.
La variance limite est bien de´finie graˆce a` la condition (3.15).
Ceci termine la preuve de la normalite´ asymptotique de θˆT .
Remarque 2 Pour prouver la normalite´ asymptotique au The´ore`me 5 nous
avons utilise´ le fait que le maximum de vraisemblance θˆT annule la fonction score
sur {θˆT ∈ Θ˚}. Par cette me´thode nous sommes amene´s a` employer l’inte´gration
par parties et a` de´river la fonction f(t, θ) par rapport a` t. Dans le Corollaire 3,
Section 3.4.2 nous obtiendrons l’efficacite´ et la normalite´ asymptotique de θˆT
par une me´thode diffe´rente base´e sur une condition d’identifiabilite´ uniforme
(IU1) qui n’impose pas la de´rivabilite´ de f(t, θ) par rapport a` t, mais qui est
plus contraignante que la condition d’identifiabilite´ (I).
3.4 Proprie´te´ LAN et efficacite´ asymptotique
3.4.1 Proprie´te´ LAN
The´ore`me 6 Supposons que les fonctions (t, θ) 7→ f(t, θ) et t 7→ σ(t) sont
continues et pe´riodiques en t de meˆme pe´riode P , σ(t) > 0 et que la condition
(3.15) est ve´rifie´e. Supposons de plus que Θ est un intervalle compact de R.
Alors la famille {P(T )θ , θ ∈ Θ} est uniforme´ment LAN.
Preuve D’apre`s la condition (3.15)∫ P
0
(∂θρ(t, θ0))
2dt 6= 0, ∀ θ0 ∈ Θ.
Ainsi graˆce a` la pe´riodicite´ de ρ(·, ·), la fonction
ΦT (θ0) :=
(∫ T
0
(∂θρ(t, θ0))
2dt
)− 1
2
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est bien de´finie. Par ailleurs,
lim
T→∞
T
1
2 ΦT (θ0) =
(
1
P
∫ P
0
(∂θρ(t, θ0))
2dt
)− 1
2
. (3.21)
Soit u fixe tel que θ0 + uΦT (θ0) ∈ Θ. Alors d’apre`s (3.2), le logarithme du
rapport de vraisemblance se de´compose comme suit
lnZ
(θ0)
T (u) =
∫ T
0
(
ρ(t, θ0 + uΦT (θ0))− ρ(t, θ0)
)
dZθ0t
−1
2
∫ T
0
(
ρ2(t, θ0 + uΦT (θ0))− ρ2(t, θ0)
)
dt
=
∫ T
0
(
ρ(t, θ0 + uΦT (θ0))− ρ(t, θ0)
)
dWt
−1
2
∫ T
0
(
ρ(t, θ0 + uΦT (θ0))− ρ(t, θ0)
)2
dt. (3.22)
(i) Comme (t, θ) 7→ ∂θρ(t, θ) est continue dans [0, T ]×Θ,
ρ(t, θ0 + uΦT (θ0))− ρ(t, θ0) = uΦT (θ0)∂θρ(t, θ0)
+
∫ θ0+uΦT (θ0)
θ0
(
∂θρ(t, θ)− ∂θρ(t, θ0)
)
dθ.(3.23)
De plus, la pe´riodicite´ en t implique∣∣∣∣∣
∫ θ0+uΦT (θ0)
θ0
(
∂θρ(t, θ)− ∂θρ(t, θ0)
)
dθ
∣∣∣∣∣
≤ |u|ΦT (θ0) sup
t∈[0,P ]
sup
|θ−θ0|<|u|ΦT (θ0)
∣∣∂θρ(t, θ)− ∂θρ(t, θ0)∣∣ (3.24)
qui converge vers 0 lorsque T →∞. Donc
ρ(t, θ0 + uΦT (θ0))− ρ(t, θ0) = uΦT (θ0)
(
∂θρ(t, θ0) + o(1)
)
ou` o(1) est uniforme par rapport a` t et a` θ0 et a` |u| < r. De la`, utilisant le fait
que ΦT (θ0) =
(∫ T
0 (∂θρ(t, θ))
2dt
)− 1
2
, nous obtenons que la partie non-ale´atoire
de l’e´galite´ (3.22) vaut∫ T
0
(
ρ(t, θ0 + uΦT (θ0))− ρ(t, θ0)
)2
dt
= u2Φ2T (θ0)
(∫ T
0
(
∂θρ(t, θ0)
)2
dt+ u2To(1)
)
qui d’apre`s l’e´galite´ (3.21) converge vers u2.
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(ii) La relation (3.23) entraˆıne que la partie ale´atoire de l’e´galite´ (3.22) se
de´compose sous la forme∫ T
0
(
ρ(t, θ0 + uΦT (θ0))− ρ(t, θ0)
)
dWt
= uΦT (θ0)
∫ T
0
∂θρ(t, θ0) dWt
+
∫ T
0
(∫ θ0+uΦT (θ0)
θ0
(
∂θρ(t, θ)− ∂θρ(t, θ0)
)
dθ
)
dWt.
D’autre part, d’apre`s la de´finition de ΦT (θ0), la variable ∆T (θ0), de´finie ci-
dessous, est gaussienne centre´e re´duite
∆T (θ0) := ΦT (θ0)
∫ T
0
∂θρ(t, θ0) dWt.
De plus,
Eθ0
(∫ T
0
(∫ θ0+uΦT (θ0)
θ0
(
∂θρ(t, θ)− ∂θρ(t, θ0)
)
dθ
)
dWt
)2
=
∫ T
0
(∫ θ0+uΦT (θ0)
θ0
(
∂θρ(t, θ)− ∂θρ(t, θ0)
)
dθ
)2
dt
≤ u2 sup
t∈[0,P ]
sup
|θ−θ0|<|u|ΦT (θ0)
∣∣∂θρ(t, θ)− ∂θρ(t, θ0))|2
qui converge vers 0 uniforme´ment par rapport a` θ0 et a` |u| < r lorsque T →∞,
d’apre`s l’uniforme continuite´ de la fonction (t, θ) 7→ ∂θρ(t, θ) sur R×Θ.
Donc en revenant a` l’e´galite´ (3.22), nous de´duisons que la famille {P(T )θ , θ ∈
Θ} est uniforme´ment LAN.
3.4.2 Efficacite´ asymptotique
Les re´sultats du The´ore`me 5 ne nous permettent d’obtenir l’efficacite´ asymp-
totique. Pour re´soudre ce proble`me et comme nous supposons que les fonctions
f(·, ·) et σ(·) sont continues, nous allons appliquer la Proposition 2.3.1 de [32]
relative a` des fonctions L2[0, T ]. Voir aussi The´ore`me 5.1 du Chapitre III de [26]
. Constatons que lorsque Z0 = 0, et en posant S(t, θ) := ρ(t, θ), le mode`le (3.1)
est un cas particulier du mode`le e´tudie´ par Kutoyants en [32], Exemple 2.3.1,
Chapitre 2, section 2.3.2. Rappelons maintenant l’e´nonce´ de la Proposition 2.3.1
dans [32],
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Proposition 7 (Proposition 2.3.1 de [32]) Supposons que les quatre conditions
suivantes sont satisfaites
1. La fonction ρ(t, θ) est continuˆment de´rivable par rapport a` θ et appartient
a` l’ensemble de fonctions L2[0, T ].
2. limT→∞ΦT (θ) = 0, et il existe C > 0 tel que pour tous θ, θ′ ∈ Θ,
ΦT (θ) < CΦT (θ
′).
3. Il existe un nombre re´el δ ∈]0, 1[ tel que
lim
T→∞
sup
θ∈Θ
sup
|θ−θ′|<ΦδT (θ)
ΦT (θ)||∂θρ(·, θ)− ∂θρ(·, θ′)||L2[0,T ] = 0.
4. Il existe un nombre re´el µ > 0 tel que
lim
T→∞
inf
θ∈Θ
inf
|θ−θ′|>ΦδT (θ)
ΦµT (θ)||ρ(·, θ)− ρ(·, θ′)||L2[0,T ] > 0.
Alors nous avons
lim
T→∞
θˆT = θ0 en probabilite´ Pθ0 (3.25)
lim
T→∞
L
{
Φ−1T (θ)(θˆT − θ0)|Pθ0
}
= N (0, 1) (3.26)
lim
T→∞
E
[∣∣∣Φ−1T (θ)(θˆT − θ0)∣∣∣p] = 2p/2√pi Γ(p+ 12 ), (3.27)
ou` p est un nombre re´el positif et Γ(·) est la fonction Gamma de´finie par
Γ(z) =
∫ ∞
0
e−ttz−1dt.
Par ailleurs, θˆT est asymptotiquement efficace au sens minimax.
Rappelons que dans notre cadre
ΦT (θ) =
(∫ T
0
(∂θρ(t, θ))
2dt
)− 1
2
.
Corollaire 3 Supposons que les fonctions (t, θ) 7→ ∂2θf(·, ·), t 7→ σ(·) sont
continues et pe´riodiques en t de pe´riode P , f(·, ·) ve´rifie la condition (3.15),
σ(·) > 0, Θ est un intervalle compact de R et que θ0 ∈ Θ˚. Supposons de plus
que nous avons la condition d’identifiabilite´ uniforme suivante : il existe une
fonction g(·), δ ∈]0, 1[ et µ > 0 telles que
(IU1)
(
1
2P
∫ P
0
(
f(t, θ)− f(t, θ′))2σ−2(t)dt) 12 ≥ g(|θ − θ′|),
et
lim
T→∞
inf
θ∈Θ
inf
|θ′|>ΦδT (θ)
ΦµT (θ)g(θ) > 0.
Alors les convergences (3.25), (3.26) et (3.27) sont ve´rifie´es et l’estimateur θˆT
est asymptotiquement efficace au sens minimax.
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Avant de de´montrer le corollaire, nous donnons un exemple ou` les conditions
(3.15) et (IU1) sont ve´rifie´es.
Soit ρ(t, θ) = θρ(t), c’est-a`-dire f(t, θ) = θf(t). Donc ∂θf(t, θ) = f(t),
comme f(·) n’est pas identiquement nulle, il existe un t tel que f(t) 6= 0. Donc
la condition (3.15) est ve´rifie´e. D’autre part, puisque T = nP + r, 0 ≤ r ≤ P ,
d’apre`s la pe´riodicite´ de ρ(·, ·) nous avons pour tout n ≥ 1
1
T
∫ T
0
(
ρ(t, θ)− ρ(t, θ′))2 dt = 1
nP + r
∫ nP+r
0
(
ρ(t, θ)− ρ(t, θ′))2 dt
≥ nP
nP + r
× 1
nP
∫ nP
0
(
ρ(t, θ)− ρ(t, θ′))2 dt
≥ 1
2
× 1
P
∫ P
0
(
ρ(t, θ)− ρ(t, θ′))2 dt. (3.28)
D’ou`
||ρ(·, θ)− ρ(·, θ′)||L2[0,T ] ≥ T
1
2
(
1
2P
∫ P
0
(
ρ(t, θ)− ρ(t, θ′))2 dt) 12 . (3.29)
Ainsi pour ρ(t, θ) = θρ(t)
||ρ(·, θ)− ρ(·, θ′)||L2[0,T ] ≥ T
1
2 |θ − θ′|
(
1
2P
∫ P
0
ρ2(t)dt
) 1
2
.
Posons
g(|θ − θ′|) := |θ − θ′|
(
1
2P
∫ P
0
ρ2(t)dt
) 1
2
.
Par conse´quent,
inf
|θ−θ′|>ΦδT (θ)
ΦµT (θ)||ρ(·, θ)− ρ(·, θ′)||L2[0,T ] ≥ inf|θ−θ′|>ΦδT (θ)
ΦµT (θ)T
1
2 g(|θ − θ′|)
≥ T 12
(
ΦT (θ)
)µ+δ ( 1
2P
∫ P
0
ρ2(t)dt
) 1
2
= T
1−µ−δ
2
(
T
1
2 ΦT (θ)
)µ+δ
×
(
1
2P
∫ P
0
ρ2(t)dt
) 1
2
.
D’apre`s la de´finition de ΦT (θ) et par la relation (3.21)
lim
T→∞
(
T
1
2 ΦT (θ)
)µ+δ
= lim
T→∞
T 12 (∫ T
0
ρ2(t)dt
)− 1
2
µ+δ = ( 1
P
∫ P
0
ρ2(t)dt
)−µ−δ
2
.
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Donc en choisissant δ et µ tels que 1−µ−δ = 0, la condition (IU1) est ve´rifie´e.
En outre,
lim
T→∞
inf
θ∈Θ
inf
|θ−θ′|>ΦδT (θ)
ΦµT (θ)||ρ(·, θ)− ρ(·, θ′)||L2[0,T ] ≥
1√
2
> 0.
De´montrons maintenant le corollaire.
Preuve D’apre`s les hypothe`ses du corollaire, la premie`re condition de la Pro-
position 7 est satisfaite. Ve´rifions la deuxie`me condition. D’abord nous avons
limT→∞ΦT (θ) = 0. De plus, la continuite´ en θ et la compacite´ de Θ entraˆınent
la continuite´ uniforme par rapport a` θ ∈ Θ. De la` et avec la condition (3.15),
ils existent 0 < C1 < C2 <∞ tels que
0 < C1 <
∫ P
0
(∂θρ(t, θ))
2dt ≤ C2.
Graˆce a` la pe´riodicite´ de ρ(t, θ) par rapport a` t nous de´duisons qu’il existe
C > 0 tel que pour tous θ, θ′ ∈ Θ,
(∫ T
0
(∂θρ(t, θ))
2dt
)− 1
2
< C
(∫ T
0
(∂θρ(t, θ
′))2dt
)− 1
2
.
Ainsi la deuxie`me condition est ve´rifie´e. Pour la troisie`me condition, nous savons
que
||∂θρ(·, θ)− ∂θρ(·, θ′)||2L2[0,T ] =
∫ T
0
(
∂θρ(t, θ)− ∂θρ(t, θ′)
)2
dt
≤ |θ − θ′|
∫ T
0
(||∂2θρ||∞)2 dt (3.30)
= C2|θ − θ′|2T,
ou`
C2 := ||∂2θρ||∞ = sup
θ∈Θ
sup
t∈[0,P ]
∂2θρ(t, θ).
L’ine´galite´ (3.30) est due au the´ore`me des accroissements finis. Ainsi,
sup
|θ−θ′|<ΦδT (θ)
ΦT (θ)||∂θρ(·, θ)− ∂θρ(·, θ′)||L2[0,T ] ≤ CT
1
2
(
ΦT (θ)
)1+δ
.
D’une manie`re analogue a` l’ine´galite´ (3.28)
ΦT (θ) = T
− 1
2
(
1
T
∫ T
0
(∂θρ(t, θ))
2dt
)− 1
2
≤
(
1
2P
∫ P
0
(∂θρ(t, θ))
2dt
)− 1
2
T−
1
2 .
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Donc
sup
|θ−θ′|<ΦδT (θ)
ΦT (θ)||∂θρ(·, θ)− ∂θρ(·, θ′)||L2[0,T ]
≤ C
(
1
2P
∫ P
0
(∂θρ(t, θ))
2dt
)−1−δ
2
T
1
2T
−1−δ
2 =
(
1
2P
∫ P
0
(∂θρ(t, θ))
2dt
)−1−δ
2
T
−δ
2 .
Comme supθ∈Θ
(
1
2P
∫ P
0 (∂θρ(t, θ))
2dt
)−1−δ
2
<∞ alors pour tout δ ∈]0, 1[
lim sup
T→∞
sup
θ∈Θ
sup
|θ−θ′|<ΦδT (θ)
ΦT (θ)||∂θρ(·, θ)− ∂θρ(·, θ′)||L2[0,T ]
≤ lim sup
T→∞
C sup
θ∈Θ
(
1
2P
∫ P
0
(∂θρ(t, θ))
2dt
)−1−δ
2
T
−δ
2 = 0.
Ce qui nous donne la troisie`me condition. Ve´rifions enfin la quatrie`me condition.
D’apre`s l’ine´galite´ (3.29),
||ρ(·, θ)− ρ(·, θ′)||L2[0,T ] ≥ T
1
2
(
1
2P
∫ P
0
(
ρ(t, θ)− ρ(t, θ′))2 dt) 12
Donc en utilisant la condition (IU1), nous obtenons
lim
T→∞
inf
θ∈Θ
inf
|θ−θ′|>ΦδT (θ)
ΦµT (θ)||ρ(·, θ)− ρ(·, θ′)||L2[0,T ]
≥ lim
T→∞
inf
θ∈Θ
inf
|θ−θ′|>ΦδT (θ)
ΦµT (θ)g(θ − θ′) > 0.
Par conse´quent, les quatre conditions de la Proposition 7 sont ve´rifie´es. Ceci
termine la de´monstration du Corollaire 3.
3.5 Simulation
Nous illustrons nume´riquement l’estimateur θˆT pour plusieurs valeurs de θ0.
Pour ceci, nous travaillons avec le logiciel R et nous suivons la me´thode d’Euler
afin de simuler les processus.
Rappelons que le mode`le (1.2) du type signal plus bruit est donne´ par
dζt = θf(t)dt+ σ(t)dWt.
Et que le mode`le (1.5) du processus {ξt} est donne´ par
dξt = θf(t)ξtdt+ σ(t)ξtdWt.
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Dans le cas de l’observation du processus {ζt} sur [0, T ] et lorsque θ0 est la vraie
valeur du parame`tre θ, l’estimateur θˆT est donne´ par
θˆT =
∫ T
0
ρ(s)
σ(s)dζ
θ0
s∫ T
0 ρ
2(s)ds
=
∫ T
0 ρ(s)dZ
θ0
s∫ T
0 ρ
2(s)ds
.
Pour l’observation de {ξt}, θˆT s’exprime ainsi
θˆT =
∫ T
0
ρ(s)
σ(s)ξ
θ0
s
dξθ0s∫ T
0 ρ
2(s)ds
.
Posons T = nP , P = 1, n = 1000 et δ = 10−3, ou` δ est le pas de
discre´tisation de l’intervalle [0, n] en N = nδ points.
3.5.1 Boxplots des valeurs de l’estimateur θˆn
Conside´rons dans un premier lieu le mode`le f(t) = cos(2πt), σ(·) une fonc-
tion constante σ(t) = 1. Nous repre´sentons d’abord le boxplot des valeurs de
θˆn issues du processus {ζt} du mode`le (1.2) simule´ 100 fois.
Pour θ0 = 0.
La Figure 3.1 montre que toutes les valeurs sont autour de 0 avec une
e´tendue d’ordre 0.15 et la longueur de l’intervalle inter-quartile est infe´rieure a`
0.05.
●
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?
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?
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??
Figure 3.1 – Boxplot des valeurs de l’estimateur θˆn a` partir de 100 re´pe´titions
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ourθ0=1,Demˆeme,laigure3.2montrequeleparam`etreθ0estbien
estim´e.a m´edianevaut1,etcommelecaspr´ec´edent,l’´etendueeste´galea`
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Pour comparer les valeurs issues de deux mode`les nous conside´rons mainte-
nant le processus {ξt} solution de l’e´quation (1.5). Ces valeurs sont e´galement
simule´es a` partir de 100 re´pe´titions.
0.
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00
1.
05
1.
10
Estimation de theta = 1
Figure 3.4 – Boxplot des valeurs de l’estimateur θˆn de 100 re´pe´titions
Nous ne remarquons pas de grande diffe´rence entre la Figure 3.2 issue du
mode`le (1.2) et la Figure 3.4 issue du mode`le (1.5). En effet, dans les deux
cas la me´diane est identique avec la valeur a` estimer θ0 = 1, et la longueur de
l’intervalle inter-quartile est e´gale a` 0.05.
Maintenant nous illustrons cet estimateur avec un mode`le dont la fonction
σ(·) est non constante
σ(t) = 2 + sin(2pit).
C’est-a`-dire nous conside´rons le mode`le
dζt = θ cos(2pit)dt+ (2 + sin(2pit))dWt.
La valeur a` estimer est θ0 = −4. Dans la Figure 3.5, la me´diane vaut −4,
l’e´tendue est proche de 0.15 et la longueur de l’intervalle inter-quartile est
infe´rieure a` 0.05. Malgre´ que σ(·) n’est pas constante il n’y a pas de de´gradation
notable de l’estimateur dans la simulation.
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3.5.2 Histogrammes des valeurs de θ¯n =
√
n(θˆn − θ0)
Nous pouvons e´galement illustrer la convergence en loi
lim
n→∞
√
n(θˆn − θ0) = N
(
0,
1∫ 1
0 ρ
2(s)ds
)
.
Nous reprenons les donne´es pre´ce´dentes issues du mode`le (1.2) avec f(t) =
cos(2pit), σ(t) = 1.
Histogramme de theta bar
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Figure 3.7 – Histogramme de θ¯, θ0 = 1 a` partir de 100 re´pe´titions
Nous constatons que les histogrammes des fre´quences n’e´pousent pas vrai-
ment la forme de la distribution Gaussienne.
Nous pouvons ame´liorer cette repre´sentation en e´levant le nombre de re´pe´titions.
Pour ceci, les histogrammes donne´s dans les figures 3.8, 3.9 et 3.10 correspon-
dant respectivement aux θ0 = 1, θ0 = 0 et θ0 = −4 sont repre´sente´s a` partir de
1000 re´pe´titions.
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Histogramme de theta bar
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Figure 3.8 – Histogramme de θ¯, θ0 = 1 a` partir de 1000 re´pe´titions
Histogramme de theta bar
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Figure 3.9 – Histogramme de θ¯, θ0 = 0 a` partir de 1000 re´pe´titions
Pour cette dernie`re figure nous conside´rons σ(t) = 2 + sin(2pit).
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Histogramme de theta bar
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Figure 3.10 – Histogramme de θ¯n, θ0 = −4 a` partir 1000 re´pe´titions
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Estimation parame´trique en
temps discre´tise´ du drift d’un
mode`le de type signal plus
bruit
4.1 Introduction
Dans le chapitre 3 nous avons suppose´ que nous observions une trajectoire
continue du processus {ζt} sur l’intervalle [0, T ]. Cependant en pratique, l’ob-
servation est rarement continue mais a souvent lieu a` des instants discrets. D’ou`
la motivation de ce chapitre.
Conside´rons le mode`le de type signal plus bruit donne´ par l’e´quation sui-
vante
dζt = f(t, θ)dt+ σ(t)dWt t ∈ [0, T ], (4.1)
ou` f(·, ·) : R × Θ 7→ R est une fonction continue, pe´riodique en t de pe´riode
P , P > 0, non identiquement nulle, σ(·) : R 7→ R est une fonction continue,
strictement positive et pe´riodique de meˆme pe´riode P suppose´e inde´pendante
du parame`tre a` estimer θ, θ appartient a` Θ qui est un intervalle de R. Nous
supposons que la fonction f(·, ·) est de´rivable par rapport a` θ et sa de´rive´e
partielle ∂θf(·, ·) est continue sur R×Θ et que la condition (3.15) est satisfaite,
c’est-a`-dire t 7→ ∂θf(t, θ) est non identiquement nulle pour chaque θ.
Le but de ce chapitre est l’estimation du parame`tre θ lorsque les observa-
tions sur l’intervalle [0, T ] ont lieu aux instants ti := iδn, i ∈ {0, . . . , n}, ou`
δn =
T
n .
Remarquons que l’observation de ζti , i ∈ {0, . . . , n} ne correspond pas a`
l’observation de Zti , i ∈ {0, . . . , n} de´finie en (3.1). En effet, Zti =
∫ ti
0
dζt
σ(t) ,
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et nous n’observons pas {ζt} entre les points ti, i ∈ {0, . . . , n}. Donc nous ne
pouvons pas nous ramener directement au mode`le dZt = ρ(t, θ)dt+ dWt.
En outre, si nous conside´rons Z˜ti =
ζti
σ(ti)
alors les variables (Z˜ti+1 − Z˜ti)i ne
sont pas inde´pendantes. Par conse´quent, nous e´tudions le mode`le (4.1) avec les
observations ζti , i ∈ {0, . . . , n}.
Nous allons donc calculer la vraisemblance des observations ζti , i ∈ {0, . . . , n}
suivant le mode`le (4.1). Nous e´tudions dans un premier temps le cas f(t, θ) =
θf(t), c’est-a`-dire nous conside´rons le mode`le (1.2) donne´ par
dζt = θf(t)dt+ σ(t)dWt t ∈ [0, T ]. (4.2)
En utilisant la me´thode du maximum de vraisemblance, nous donnons l’ex-
pression de l’estimateur θˆn et e´tablissons que cet estimateur a de bonnes pro-
prie´te´s. Nous prouvons qu’il est sans biais, converge en moyenne quadratique,
est asymptotiquement normal et asymptotiquement efficace.
Comme dans le chapitre 3, nous nous inte´ressons au mode`le ge´ne´ral donne´
en (4.1) et en utilisant les re´sultats de Dacunha-Castelle et Duflo [7] sur le
maximum de contraste, et sous certaines conditions de re´gularite´ et d’iden-
tifiabilite´, nous de´montrons qu’il existe un estimateur de θ qui converge en
probabilite´. Nous e´tablissons ensuite la proprie´te´ LAN et nous appliquons un
re´sultat d’Ibragimov et Khas’minskii [26] afin de prouver la normalite´ asymp-
totique et l’efficacite´ asymptotique.
Posons
Y
(θ)
i := ζ
(θ)
ti+1
− ζ(θ)ti =
∫ ti+1
ti
f(s, θ) ds+
∫ ti+1
ti
σ(s) dWs,
Fi(θ) :=
∫ ti+1
ti
f(s, θ) ds et Gi :=
(∫ ti+1
ti
σ2(s) ds
)1/2
.
Nous supposons dans ce chapitre que ti = iδn i ∈ {0, . . . , n}, T = nδn = NnP
et que T →∞ et δn → 0 quand n→∞.
Observer ζti , i ∈ {0, . . . , n}, revient a` observer Yi := ζti+1 − ζti et ζ0. Or les
variables Y
(θ)
i , i = 0, . . . , n− 1, sont inde´pendantes et de lois gaussiennes
L(Y (θ)i ) = N
(
Fi(θ) , G
2
i
)
.
Ainsi lorsque la vraie valeur du parame`tre est θ0, la vraisemblance des obser-
vations {Yi = Y (θ0)i } est donne´e par
Ln(θ) =
n−1∏
i=0
1√
2piG2i
exp
( −1
2G2i
(Yi − Fi(θ))2
)
(4.3)
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Le logarithme du rapport de vraisemblance a pour expression
Λn(θ) =
−n ln(2pi)
2
−
n−1∑
i=0
ln(Gi)−
n−1∑
i=0
1
2G2i
(Yi − Fi(θ))2 , (4.4)
et la fonction score
Sn(θ) =
n−1∑
i=0
1
G2i
(Yi − Fi(θ))F ′i (θ).
ou`
F ′i (θ) =
∫ ti+1
ti
∂θf(s, θ) ds.
4.2 E´tude du cas f(t, θ) = θf(t)
Conside´rons maintenant le cas f(t, θ) = θf(t) ou` f(·) et σ(·) sont deux fonc-
tions continues et pe´riodiques de meˆme pe´riode P , f(·) n’est pas identiquement
nulle, σ(·) > 0 et θ est le parame`tre inconnu a` estimer, Θ est un intervalle
ouvert de R. Dans ce cas
Fi(θ) = θFi ou` Fi =
∫ ti+1
ti
f(s)ds et Yi := Y
(θ)
i = θFi+
∫ ti+1
ti
σ(s) dWs.
Donc
F ′i (θ) = Fi, Sn(θ) =
n−1∑
i=0
1
G2i
(Yi − θFi)× Fi
et l’estimateur θˆn par la me´thode du maximum de vraisemblance est donne´ par
θˆn :=
n−1∑
i=0
YiFiG
−2
i
n−1∑
i=0
F 2i G
−2
i
= θ0 +
n−1∑
i=0
FiG
−2
i
∫ ti+1
ti
σ(s) dWs
n−1∑
i=0
F 2i G
−2
i
. (4.5)
Puisque f(·) est continue et n’est pas identiquement nulle, pour T = nP suffi-
samment grand, il existe au moins un i tel que Fi 6= 0. De plus comme σ(·) > 0,
nous avons Gi > 0. Ainsi l’estimateur θˆn est bien de´fini. En outre il est clair
que θˆn est un estimateur sans biais et (θˆn − θ0) est Gaussien centre´, ou` θ0 est
la vraie valeur du parame`tre θ.
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Convergence en moyenne quadratique et normalite´ asympto-
tique
The´ore`me 7 Si f(·) et σ(·) sont continues et pe´riodiques de meˆme pe´riode P ,
f(·) n’est pas identiquement nulle, σ(·) > 0, Θ est un intervalle ouvert de R
et si nδn → ∞ et δn → 0 quand n → ∞, alors l’estimateur θˆn converge en
moyenne quadratique vers θ0, de plus nous avons la normalite´ asymptotique
lim
n→∞nδnEθ0
[(
θˆn − θ0
)2]
=
(
1
P
∫ P
0
ρ2(s)ds
)−1
,
et
lim
n→∞L
(√
nδn
(
θˆn − θ0
))
= N
(
0,
(
1
P
∫ P
0
ρ2(s)ds
)−1)
.
Preuve Par l’expression (4.5) nous avons
Eθ0
[(
θˆn − θ0
)2]
=
(
n−1∑
i=0
F 2i G
−2
i
)−2
Eθ0
(n−1∑
i=0
FiG
−2
i
∫ ti+1
ti
σ(s) dWs
)2 .
D’apre`s la proprie´te´ d’inde´pendance des accroissements du mouvement Brow-
nien et par de´finition de Gi, nous obtenons
Eθ0
[(
θˆn − θ0
)2]
=
(
n−1∑
i=0
F 2i G
−2
i
)−2(n−1∑
i=0
F 2i G
−4
i G
2
i
)
=
(
n−1∑
i=0
F 2i G
−2
i
)−1
.(4.6)
Or d’apre`s le Lemme 5 en annexe
lim
n→∞
1
nδn
n−1∑
i=0
F 2i G
−2
i =
1
P
∫ P
0
ρ2(s)ds.
Donc
lim
n→∞nδnEθ0
[(
θˆn − θ0
)2]
=
(
1
P
∫ P
0
ρ2(s)ds
)−1
.
Comme la loi de (θˆn − θ0) est Gaussienne, le the´ore`me est prouve´.
Efficacite´ asymptotique
Notons {P(n)θ , θ ∈ Θ} la loi de (Y (θ)i , i = 0, . . . , n− 1). Comme pour le cas
continu nous de´montrons d’abord que {P(n)θ , θ ∈ Θ} est localement asymptoti-
quement normale (voir De´finition 1).
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4.2. E´tude du cas f(t, θ) = θf(t)
Proposition 8 Sous les hypothe`ses du The´ore`me 7, la famille de lois {P(n)θ , θ ∈
Θ} est uniforme´ment localement asymptotiquement normale sur Θ.
Preuve D’apre`s (4.3) nous avons
Z(θ0)n (u) =
n−1∏
i=0
1√
2piGi
exp
( −1
2G2i
(Yi − Fi(θ0 + Φnu))2
)
n−1∏
i=0
1√
2piGi
exp
( −1
2G2i
(Yi − Fi(θ0))2
)
=
n−1∏
i=0
exp
( −1
2G2i
(Yi − Fi(θ0 + Φnu))2
)
×
n−1∏
i=0
exp
(
1
2G2i
(Yi − Fi(θ0))2
)
.
Ainsi
lnZ(θ0)n (u)
=
n−1∑
i=0
1
2G2i
(
Fi(θ0)
2 − Fi(θ0 + Φnu)2 + 2Yi (Fi(θ0 + Φnu)− Fi(θ0))
)
. (4.7)
Comme Yi = Y
(θ0)
i = Fi(θ0) +
∫ ti+1
ti
σ(s) dWs, alors
lnZ(θ0)n (u) =
n−1∑
i=0
1
2G2i
(
Fi(θ0)
2 − Fi(θ0 + Φnu)2
)
+2
n−1∑
i=0
1
2G2i
((
Fi(θ0) +
∫ ti+1
ti
σ(s) dWs
)(
Fi(θ0 + Φnu)− Fi(θ0)
))
=
n−1∑
i=0
1
2G2i
(
−
(
Fi(θ0 + Φnu)− Fi(θ0)
)2)
+
n−1∑
i=0
1
2G2i
(∫ ti+1
ti
σ(s) dWs.
(
Fi(θ0 + Φnu)− Fi(θ0)
))
= −
n−1∑
i=0
1
2G2i
(∫ ti+1
ti
(
f(s, θ0 + Φnu)− f(s, θ0)
)
ds
)2
+
+
n−1∑
i=0
(
1
G2i
∫ ti+1
ti
σ(s) dWs
)(∫ ti+1
ti
(
f(s, θ0 + Φnu)− f(s, θ0)
)
ds
)
.
Puisque f(t, θ) = θf(t), nous avons f(s, θ0 + Φnu)− f(s, θ0) = Φnuf(s) et
lnZ(θ0)n (u) = Φnu
n−1∑
i=0
FiG
−2
i
∫ ti+1
ti
σ(s) dWs − Φ
2
nu
2
2
n−1∑
i=0
F 2i G
−2
i .
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Prenons
Φn :=
(
n−1∑
i=0
F 2i G
−2
i
)−1/2
et ∆n(Y ) :=
(
n−1∑
i=0
F 2i G
−2
i
)−1/2 n∑
i=0
FiG
−2
i
(
Y (θ0) − θ0Fi
)
.
Donc lnZ
(θ0)
n (u) s’exprime sous la forme
lnZ(θ0)n (u) = u∆n(Y )−
1
2
u2,
et ∆n(Y ) est une variable Gausienne centre´e de variance
var (∆n(Y )) =
(
n−1∑
i=0
F 2i G
−2
i
)−1 n∑
i=0
F 2i G
−4
i
∫ ti+1
ti
σ2(s)ds
=
(
n−1∑
i=0
F 2i G
−2
i
)−1 n∑
i=0
F 2i G
−2
i = 1.
D’ou`
L(∆n(Y )) = N (0, 1).
Ceci prouve que la famille {P(n)θ , θ ∈ Θ} est localement asymptotiquement
normale au point θ0 pour tout θ0.
The´ore`me 8 Sous les hypothe`ses du The´ore`me 7, l’estimateur θˆn est asymp-
totiquement efficace au sens minimax pour l’erreur quadratique.
Preuve L’e´galite´ (4.6) nous donne
Eθ0
[∣∣∣Φ−1n (θˆn − θ0)∣∣∣2] = Φ−2n
(
n−1∑
i=0
F 2i G
−2
i
)−1
= Φ−2n Φ
2
n
= 1.
Ainsi d’apre`s le The´ore`me 2 de Ha´jek-Le Cam, θˆn est asymptotiquement effi-
cace.
4.3 Convergence en probabilite´ de l’estimateur θˆn
dans le cas ge´ne´ral
Revenons maintenant au cadre ge´ne´ral et supposons que Θ est un intervalle
compact de R contenant θ0. Nous allons de´finir un processus de contraste et
de´montrer l’existence et la convergence d’un estimateur qui le maximise.
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D’apre`s la relation (4.4) le logarithme du rapport de vraisemblance est donne´
par
Λn(θ) =
−n ln(2pi)
2
−
n−1∑
i=0
ln(Gi)−
n−1∑
i=0
1
2G2i
(Yi − Fi(θ))2
La continuite´ de f(·, ·) et σ(·) et la compacite´ de Θ nous garantissent qu’il existe
θˆn tel que
θˆn = arg sup
θ∈Θ
Λn(θ).
En e´liminant les termes inutiles pour de´terminer l’argument du supθ∈Θ Λn(θ),
nous obtenons que
θˆn = arg sup
θ∈Θ
Un(θ),
ou`
Un(θ) :=
1
nδn
n−1∑
i=0
YiFi(θ)
G2i
− 1
2nδn
n−1∑
i=0
F 2i (θ)
G2i
. (4.8)
Comme dans le cas continu, pour e´tablir la convergence en probabilite´ Pθ0
de θˆn vers θ0 nous ve´rifions d’abord que Un(θ) est un processus de contraste,
(voir De´finition 3) et nous prouvons par la suite la consistance en appliquant le
The´ore`me 4.
Proposition 9 Si f(·, ·) et σ(·) sont continues et pe´riodiques de meˆme pe´riode
P ne de´pendant pas de θ, σ(·) > 0, la condition d’identifiabilite´ (I) est ve´rifie´e
et si nδn → ∞ et δn → 0 quand n → ∞, alors Un(θ) est un processus de
contraste.
Preuve Montrons que Un(θ) converge en probabilite´ Pθ0 vers la meˆme fonction
de contraste K(θ, θ0) de´finie en (3.12) par
K(θ, θ0) =
1
2P
∫ P
0
ρ2(s, θ0)ds− 1
2P
∫ P
0
(ρ(s, θ0)− ρ(s, θ))2 ds.
Lorsque θ0 est la vraie valeur du parame`tre, remplac¸ons Yi par sa valeur Y
(θ0)
i =
Fi(θ0) +
∫ ti+1
ti
σ(s) dWs. Donc nous obtenons
Un(θ) =
1
nδn
n−1∑
i=0
Fi(θ0)Fi(θ)
G2i
+
1
nδn
n−1∑
i=0
Fi(θ)
∫ ti+1
ti
σ(s) dWs
G2i
− 1
2nδn
n−1∑
i=0
F 2i (θ)
G2i
=
1
nδn
n−1∑
i=0
(Fi(θ0)− Fi(θ))2
G2i
+
1
2nδn
n−1∑
i=0
F 2i (θ)
G2i
+
1
nδn
n−1∑
i=0
Fi(θ)
∫ ti+1
ti
σ(s) dWs
G2i
(4.9)
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Or le Lemme 6 en annexe nous donne,
lim
n→∞
1
nδn
n−1∑
i=0
F 2i (θ)
G2i
=
1
P
∫ P
0
ρ2(s, θ)ds (4.10)
et
lim
n→∞
1
nδn
n−1∑
i=0
(Fi(θ)− Fi(θθ0))2
G2i
=
1
P
∫ P
0
(ρ(s, θ)− ρ(s, θ0))2ds.
Par conse´quent la partie non-ale´atoire de l’e´galite´ (4.9) converge vers K(θ, θ0)
quand n→∞. Montrons que la partie ale´atoire converge en moyenne quadra-
tique vers 0. Puisque les variables
∫ ti+1
ti
σ(s) dWs, i = 0 · · ·n − 1 sont Gaus-
siennes inde´pendantes, nous avons
Eθ0
∣∣∣∣∣ 1nδn
n−1∑
i=0
Fi(θ)
∫ ti+1
ti
σ(s) dWs
G2i
∣∣∣∣∣
2
 = 1
n2δ2n
n−1∑
i=0
Eθ0
∣∣∣∣∣Fi(θ)
∫ ti+1
ti
σ(s) dWs
G2i
∣∣∣∣∣
2

=
1
n2δ2n
n−1∑
i=0
F 2i (θ)
G2i
=
1
nδn
1
nδn
n−1∑
i=0
F 2i (θ)
G2i
.
Ainsi d’apre`s la convergence (4.10) nous de´duisons que
lim
n→∞Eθ0
∣∣∣∣∣ 1nδn
n−1∑
i=0
Fi(θ)
∫ ti+1
ti
σ(s) dWs
G2i
∣∣∣∣∣
2
 = 0.
Donc le processus Un(θ) converge en moyenne quadratique vers la fonction
K(θ, θ0) qui a un maximum strict en θ = θ0. Ainsi, Un(θ) est un processus de
contraste.
Corollaire 4 En plus des conditions de la Proposition 9, supposons que la fonc-
tion f(·, ·) est de´rivable par rapport a` θ, sa de´rive´e partielle ∂θf(·, ·) est continue
et que Θ est un intervalle compact de R, alors θˆn converge en probabilite´ Pθ0
vers θ0.
Preuve En premier lieu notons que la pe´riodicite´ de f(·, ·) implique celle de
ces fonctions de´rive´es. Pour e´tablir la convergence en probabilite´ Pθ0 , et comme
dans le Corollaire 2 nous appliquons le The´ore`me 4. Par leurs de´finitions, Un(θ)
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et K(θ, θ0) ve´rifient la premie`re condition de ce the´ore`me. Pour e´tablir la se-
conde condition, remarquons que
Un(θ)− Un(θ′) = 1
nδn
n−1∑
i=0
Y (θ0)(Fi(θ)− Fi(θ′))
G2i
− 1
2nδn
n−1∑
i=0
(F 2i (θ)− F 2i (θ′))
G2i
=
1
2nδn
n−1∑
i=0
(2Fi(θ0)− Fi(θ)− Fi(θ′)) (Fi(θ)− Fi(θ′))
G2i
+
1
nδn
n−1∑
i=0
(Fi(θ)− Fi(θ′))
G2i
∫ ti+1
ti
σ(s) dWs
:= B1(θ, θ
′) +B2(θ, θ′), (4.11)
ou` B1(θ, θ
′) est la partie non-ale´atoire et B2(θ, θ′) est la partie ale´atoire de cette
e´galite´. Pour comple´ter la preuve nous de´montrons que quelque soit η > 0
sup
|θ−θ′|≤η
|B1(θ, θ′)| < Cη, pour un C > 0 (4.12)
et que
lim
n→∞E
[
sup
|θ−θ′|≤η
|B2(θ, θ′)|
]
= 0.
Signalons que ce calcul est tre`s proche de celui de la preuve du Corollaire 2
fait dans le cas d’une observation continue.
1) La fonction θ 7→ f(s, θ) e´tant continuˆment de´rivable, le the´ore`me des
accroissements finis nous donne
f(s, θ)− f(s, θ′) = (θ − θ′)∂θf(s, θs), θs ∈ [θ, θ′].
D’une part, la compacite´ de Θ × [0, P ] et la continuite´ et la pe´riodicite´ de
(s, θ) 7→ ∂θf(s, θ) nous donnent
C0 := sup
θ∈Θ
sup
s∈[0,P ]
|∂θf(s, θ)| <∞.
Ainsi∣∣Fi(θ)− Fi(θ′)∣∣ = ∣∣∣∣∫ ti+1
ti
(f(s, θ)− f(s, θ′))ds
∣∣∣∣ ≤ (ti+1−ti)|θ−θ′|C0 = |θ−θ′|C0δn.
D’autre part, comme σ(·) > 0 alors 0 < infs∈[0,P ] σ2(s) := C1 <∞ et
G2i =
∫ ti+1
ti
σ2(s)ds ≥ δnC1,
d’ou`
1
G2i
≤ 1
δnC1
.
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Donc ∣∣∣∣Fi(θ)− Fi(θ′)G2i
∣∣∣∣ ≤ |θ − θ′|C0δnC1δn := C2|θ − θ′|.
De plus
∣∣2Fi(θ0)− Fi(θ)− Fi(θ′)∣∣ ≤ ∫ ti+1
ti
(
2|f(s, θ0)|+ |f(s, θ)|+ |f(s, θ′)|
)
ds
≤ 4δn sup
θ∈Θ
sup
s∈[0,P ]
|(s, θ)| := C3δn.
Par conse´quent,
sup
|θ−θ′|≤η
|B1(θ, θ′)| ≤ 1
2nδn
n−1∑
i=0
C2|θ − θ′|C3δn
≤ nδn
2nδn
C2C3η := Cη (4.13)
Ce qui prouve l’ine´galite´ (4.12).
2) Montrons maintenant que B2(θ, θ
′) converge vers 0 en moyenne quand
n→∞. Par changement de l’ordre d’inte´gration nous avons
B2(θ, θ
′) =
1
nδn
n−1∑
i=0
(Fi(θ)− Fi(θ′))
G2i
∫ ti+1
ti
σ(s) dWs
=
∫ θ′
θ
1
nδn
n−1∑
i=0
1
G2i
∫ ti+1
ti
∂uf(s, u)ds
∫ ti+1
ti
σ(s) dWsdu.
En posant F ′i (u) :=
∫ ti+1
ti
∂uf(s, u)ds, nous obtenons
Eθ0
[
sup
|θ−θ′|<η
∣∣B2(θ, θ′)∣∣] ≤ Eθ0
[∫
Θ
∣∣∣∣∣ 1nδn
n−1∑
i=0
1
G2i
F ′i (u)
∫ ti+1
ti
σ(s) dWs
∣∣∣∣∣ du
]
≤
∫
Θ
Eθ0
∣∣∣∣∣ 1nδn
n−1∑
i=0
1
G2i
F ′i (u)
∫ ti+1
ti
σ(s) dWs
∣∣∣∣∣
2
 12 du
=
∫
Θ
(
1
n2δ2n
n−1∑
i=0
Eθ0
[∣∣∣∣ 1G2i F ′i (u)
∫ ti+1
ti
σ(s) dWs
∣∣∣∣2
]) 1
2
du
=
∫
Θ
(
1
n2δ2n
n−1∑
i=0
1
G4i
(F ′i (u))
2G2i
) 1
2
du
=
1√
nδn
∫
Θ
(
1
nδn
n−1∑
i=0
(F ′i (u))
2
G2i
) 1
2
du,
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la 2 e`me et la 3 e`me relations sont dues respectivement a` l’ine´galite´ de Cauchy-
Schwarz et a` l’inde´pendance des variables Gaussiennes centre´es
∫ ti+1
ti
σ(s) dWs.
Or Θ est compact, (s, θ) 7→ ∂θf(s, θ) est continue donc
(F ′i (u))
2 =
(∫ ti+1
ti
∂uf(s, u)ds
)2
≤ δ2n sup
θ∈Θ
sup
s∈[0,P ]
|∂θf(s, θ)|2 <∞,
et
(F ′i (u))
2
G2i
≤ δn supθ∈Θ sups∈[0,P ] |∂θf(s, θ)|
2
infs∈[0,P ] σ2(s)
.
Ainsi ∫
Θ
1
nδn
n−1∑
i=0
(F ′i (u))
2
G2i
du ≤ supθ∈Θ sups∈[0,P ] |∂θf(s, θ)|
2
infs∈[0,P ] σ2(s)
× ||Θ||,
ou` ||Θ|| = ∫Θ du est la longueur de Θ. Comme Θ est compact, ||Θ|| <∞ et
lim
n→∞Eθ0
[
sup
|θ−θ′|<η
∣∣B2(θ, θ′)∣∣] ≤ supθ∈Θ sups∈[0,P ] |∂θf(s, θ)|2
infs∈[0,P ] σ2(s)
‖Θ‖ lim
n→∞
1√
nδn
= 0.
3) Nous pouvons maintenant achever la de´monstration du corollaire. D’apre`s
l’e´galite´ (4.11) nous avons pour tout  > 0 et tout η > 0
Pθ0
(
sup
|θ−θ′|<η
∣∣Un(θ)− Un(θ′)∣∣ > ) = Pθ0
(
sup
|θ−θ′|<η
∣∣B1(θ, θ′) +B2(θ, θ′)∣∣ > )
≤ Pθ
(
sup
|θ−θ′|<η
∣∣B1(θ, θ′)∣∣+ ∣∣B2(θ, θ′)∣∣ > )
≤ Pθ0
(
sup
|θ−θ′|<η
∣∣B1(θ, θ′)∣∣ > 
2
)
+Pθ0
(
sup
|θ−θ′|<η
∣∣B2(θ, θ′)∣∣ > 
2
)
Comme
lim
n→∞Eθ0
[
sup
|θ−θ′|<η
∣∣B2(θ, θ′)∣∣] = 0
alors d’apre`s l’ine´galite´ de Markov
lim
n→∞Pθ0
(
sup
|θ−θ′|<η
∣∣B2(θ, θ′)∣∣ > 
2
)
= 0.
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Graˆce a` l’ine´galite´ (4.13) il suffit, pour tout  > 0, de prendre η = 2C pour
avoir
sup
|θ−θ′|<η
∣∣B1(θ, θ′)∣∣ < 
2
.
Donc, pour tout  > 0, il existe η > 0 tel que
lim
n→∞Pθ0
(
sup
|θ−θ′|<η
∣∣Un(θ)− Un(θ′)∣∣ > ) = 0.
Ainsi, la seconde condition du The´ore`me 4 est satisfaite. D’ou` l’estimateur θˆn
converge en probabilite´ Pθ0 .
4.4 Proprie´te´ LAN
Conside´rons maintenant que Θ est un intervalle compact de R contenant θ0,
θ0 ∈ Θ˚. De´finissons les deux ensembles suivantes : Uθ,n := {u : θ + uφn ∈ Θ},
Uθ,n,r := {u ∈ Uθ,n : |u| ≤ r}, r > 0 ou` φn := (nδn)−1/2.
The´ore`me 9 Supposons que les fonctions f(·, ·) et σ(·) sont continues et pe´riodiques
en t de meˆme pe´riode P ne de´pendant pas de θ, la fonction (t, θ) 7→ ∂2θf(t, θ)
est continue borne´e, t 7→ ∂θf(t, θ) est non identiquement nulle pour chaque θ,
σ(·) > 0, Θ est un intervalle compact de R contenant θ0 et que δn → 0 et
nδn → ∞ quand n → ∞ . Alors la famille {P(n)θ , θ ∈ Θ} est uniforme´ment
LAN.
Preuve D’apre`s l’e´quation (4.7)
lnZ(θ0)n (u) =
n−1∑
i=0
1
G2i
(
Fi(θ0 + uφn)− Fi(θ0)
)
Yi +
n−1∑
i=0
1
2G2i
(
Fi(θ0)
2 − Fi(θ0 + uφn)2
)
.
Or Yi = Y
(θ0)
i = Fi(θ0) +
∫ ti+1
ti
σ(s) dWs, donc
lnZ(θ0)n (u) = M
(θ0)
n (u)−
1
2
Eθ0
[(
M (θ0)n (u)
)2]
(4.14)
ou`
M (θ0)n (u) :=
n−1∑
i=0
1
G2i
(
Fi(θ0 + uφn)− Fi(θ0)
)(∫ ti+1
ti
σ(t) dWt
)
=
n−1∑
i=0
1
G2i
(∫ ti+1
ti
(
f(t, θ0 + uφn)− f(t, θ0)
)
dt
)(∫ ti+1
ti
σ(t) dWt
)
.
58
El Waled, Khalil. Estimations paramétriques et non-paramétriques pour des modèles de diffusions périodiques - 2015
4.4. Proprie´te´ LAN
et
Eθ0
[(
M (θ0)n (u)
)2]
=
n−1∑
i=0
1
G2i
(
Fi(θ0 + uφn)− Fi(θ0)
)2
=
n−1∑
i=0
1
G2i
(∫ ti+1
ti
(
f(t, θ0 + uφn)− f(t, θ0)
)
dt
)2
.
Comme la fonction (t, θ) 7→ ∂θf(t, θ) est continue sur R×Θ
f(t, θ0 + uφn)− f(t, θ0)
= uφn∂θf(t, θ0) +
∫ θ0+uφn
θ0
(
∂θf(t, θ)− ∂θf(t, θ0)
)
dθ, (4.15)
De plus, ∣∣∣∣∫ θ0+uφn
θ0
(
∂θf(t, θ)− ∂θf(t, θ0)
)
dθ
∣∣∣∣
≤ |u|φn sup
t∈[0,P ]
sup
|θ−θ0|≤|u|φn
∣∣∂θf(t, θ)− ∂θf(t, θ0)∣∣. (4.16)
Or
sup
t∈[0,P ]
sup
|θ−θ0|≤|u|φn
∣∣∂θf(t, θ)− ∂θf(t, θ0)∣∣
converge vers 0 uniforme´ment par rapport a` θ0 ∈ Θ et a` u ∈ Uθ,n,r lorsque
φn → 0, n→∞ pour chaque r > 0. Donc
f(t, θ0 + uφn)− f(t, θ0) = uφn
(
∂θf(t, θ0) + o(1)
)
ou` o(1) est uniforme par rapport a` t ∈ R, a` θ0 et a` u ∈ Uθ,n,r. De la`
Eθ0
[(
M (θ0)n (u)
)2]
= u2φ2n
n−1∑
i=0
(
F ′i (θ0)
)2
G2i
+ u2φ2n
n−1∑
i=0
(ti+1 − ti)2
G2i
× o(1)
Par conse´quent, utilisant le fait que φn = (nδn)
−1/2, le lemme 6 en annexe nous
donne,
Eθ0
[(
M (θ0)n (u)
)2]
=
u2
P
∫ P
0
(
∂θf(t, θ0)
)2
σ−2(t) dt+ u2o(1).
Par ailleurs, la relation (4.15) entraˆıne que
M (θ0)n (u) = uφn
n−1∑
i=0
F ′i (θ0)
G2i
(∫ ti+1
ti
σ(t) dWt
)
+uφn
n−1∑
i=0
1
G2i
(∫ θ0+uφn
θ0
(
F ′i (θ)− F ′i (θ0)
)
dθ
)(∫ ti+1
ti
σ(t) dWt
)
.
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La variance de la variable gaussienne centre´e
φn
n−1∑
i=0
F ′i (θ0)
G2i
(∫ ti+1
ti
σ(t) dWt
)
est e´gale a`
φ2n
n−1∑
i=0
(
F ′i (θ0)
)2
G2i
qui d’apre`s le Lemme 6 converge uniforme´ment par rapport a` θ0 ∈ Θ vers
1
P
∫ P
0
(
∂θf(t, θ0)
σ(t)
)2
dt.
La variance de la variable
φn
n−1∑
i=0
1
G2i
(∫ θ0+uφn
θ0
(
F ′i (θ)− F ′i (θ0)
)
dθ
)(∫ ti+1
ti
σ(t) dWt
)
vaut
φ2n
n−1∑
i=0
1
G2i
(∫ θ0+uφn
θ0
(
F ′i (θ)− F ′i (θ0)
)
dθ
)2
≤ u2φ4n
n−1∑
i=0
(ti+1 − ti)2
G2i
sup
t∈[0,P ]
sup
|θ−θ0|≤|u|φn
∣∣∂θf(t, θ)− ∂θf(t, θ0)∣∣
= u2φ2no(1)
Donc en revenant a` l’e´galite´ (4.14) et d’apre`s l’ine´galite´ (4.16) et le Lemme 6,
nous de´duisons que la famille {P(n)θ , θ ∈ Θ} est uniforme´ment LAN.
4.5 Normalite´ asymptotique et efficacite´ asympto-
tique
Pour de´montrer la normalite´ asymptotique ainsi que l’efficacite´ asympto-
tique, nous allons appliquer le The´ore`me 1.1 et le Corollaire 1.1 du Chapitre
III, section 1 de [26]. Rappelons les conditions sous lesquelles ce the´ore`me et ce
corollaire sont ve´rifie´s.
1. Condition N1 : Z
(θ0)
n s’e´crit sous la forme suivante
Z(θ0)n = exp
(
∆n(θ0, u)− 1
2
u2 + ψ(θ0, u)
)
(4.17)
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tels que les deux limites suivantes soient uniformes par rapport a` θ0 et
par rapport a` u, |u| < r
lim
n→∞L{∆n(θ0, u)|Pθ0} = N (0, 1) ,
et
lim
n→0
ψ(θ0, u) = 0 en probabilite´ Pθ0 .
2. Condition N2 :
lim
n→∞ supθ∈Θ
φn(θ) = 0,
ou` φn(·) est une fonction non identiquement nulle.
3. Condition N3 : Il existe β > 0, m > 0, B > 0, a ∈ R, tels que
sup
θ∈Θ
sup
|u|<R, |v|<R
|u−v|−βEθ
[((
Z(θ)n (u)
)1/m−(Z(θ)n (v))1/m)m] < B(1+Ra).
(4.18)
4. Condition N4 : Pour tout N > 0, il existe n2 tel que
sup
θ∈Θ
sup
n>n2
sup
u∈Uθ,n
|u|NE
[(
Z(θ)n (u)
)1/2]
<∞. (4.19)
Corollaire 5 Supposons que les fonctions f(·, ·) et σ(·) sont continues et pe´riodiques
en t de meˆme pe´riode P ne de´pendant pas de θ, la fonction (t, θ) 7→ ∂2θf(t, θ)
existe et est continue, t 7→ ∂θf(t, θ) n’est pas identiquement nulle pour chaque
θ, σ(·) > 0, Θ est un intervalle compact de R contenant θ0 et que nδn → ∞
et δn → 0 quand n → ∞. Supposons de plus que la condition d’identifiabilite´
uniforme suivante est ve´rifie´e
(IU2) Pour tout ν > 0,
inf
|θ−θ′|≥ν
∫ P
0
(
f(t, θ)− f(t, θ′))2σ−2(t) dt > 0.
Alors l’estimateur θˆn converge en probabilite´, est asymptotiquement normal et
asymptotiquement efficace au sens minimax.
Avant de commencer la de´monstration, nous donnons un exemple ou` la
condition (IU2) est satisfaite. Posons f(t, θ) = θf(t) ou` f(·) n’est pas identi-
quement nulle. Alors
inf
|θ−θ′|≥ν
∫ P
0
(
f(t, θ)− f(t, θ′))2σ−2(t) dt = inf
|θ−θ′|≥ν
(θ − θ′)2
∫ P
0
ρ2(t)dt
≥ ν2
∫ P
0
ρ2(t)dt > 0
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Donc la condition d’identifiabilite´ uniforme (IU2) est satisfaite.
Preuve Pour de´montrer ce re´sultat, nous prouvons que dans notre cadre les
conditions N1−N4 sont satisfaites.
Nous avons vu pre´ce´demment que la famille {P(n)θ , θ ∈ Θ} est LAN uni-
forme´ment par rapport a` θ variant dans le compact Θ avec φn = (nδn)
−1/2
lim
n→∞ supθ∈K
φn(θ) = 0
pour tout compact K ⊂ Θ. Par conse´quent les conditions N1 et N2 sont
ve´rifie´es. Il reste a` prouver les conditions N3 et N4.
Condition N3. D’apre`s la relation (4.14)
lnZ(θ)n (u) = M
(θ)
n (u)−
1
2
Eθ
[(
M (θ)n (u)
)2]
=
∫ nP
0
H(θ)n (t, u) dWt −
1
2
∫ nP
0
(
H(θ)n (t, u)
)2
dt
ou` pour t > 0,
H(θ)n (t, u) :=
n−1∑
i=0
1
G2i
(
Fi(θ + uφn)− Fi(θ)
)
σ(t) I]ti,ti+1](t) (4.20)
et rappelons que
M (θ)n (u) =
n−1∑
i=0
1
G2i
(∫ ti+1
ti
(
f(t, θ + uφn)− f(t, θ)
)
dt
)(∫ ti+1
ti
σ(t) dWt
)
.
Pour e´tablir que notre mode`le ve´rifie la condition N3, nous majorons d’abord
Eθ
[((
Z
(θ)
n (u)
)1/2 − (Z(θ)n (v))1/2)2]. Or
Eθ
[((
Z(θ)n (u)
)1/2 − (Z(θ)n (v))1/2)2]
= E
[
Z(θ)n (u)
]
+ Eθ0
[
Z(θ)n (v)
]− 2Eθ[(Z(θ)n (u))1/2(Z(θ)n (v))1/2]
= 2
(
1− Eθ
[(
Z(θ)n (u)
)1/2(
Z(θ)n (v)
)1/2])
(4.21)
car E
[
Z
(θ)
n (u)
]
= E
[
Z
(θ)
n (v)
]
= 1. De plus,
Eθ
[(
Z(θ)n (u)
)1/2(
Z(θ)n (v)
)1/2]
= Eθ+uφn

dP(n)θ+uφn
dP
(n)
θ+vφn
1/2

= E
[
exp
(
1
2
M (θ+uφn)n (v − u)−
1
4
Eθ
[(
M (θ+uφn)n (v − u)
)2])]
= exp
(
−1
4
Eθ
[(
M (θ+uφn)n (v − u)
)2])× E [exp(1
2
M (θ+uφn)n (v − u)
)]
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Comme la variable ale´atoire M
(θ+uφn)
n (v − u) est centre´e gaussienne,
E
[
exp
(
1
2
M (θ+uφn)n (v − u)
)]
= exp
(
1
8
Eθ
[(
M (θ+uφn)n (v − u)
)2])
.
Donc, utilisant l’ine´galite´ 0 ≤ 1− e−x ≤ x pour tout x ≥ 0, nous obtenons
0 ≤ 1− Eθ
[(
Z(θ)n (u)
)1/2(
Z(θ)n (v)
)1/2]
= 1− exp
(−1
8
Eθ
[(
M (θ+uφn)n (v − u)
)2])
≤ 1
8
Eθ
[(
M (θ+uφn)n (v − u)
)2]
=
1
8
∫ nP
0
(
H(θ+uφn)n (t, v − u)
)2
dt.
D’apre`s la de´finition de H
(θ)
n (t, u) donne´e par la relation (4.20),
H(θ+uφn)n (t, u− v) =
n−1∑
i=0
1
G2i
(
Fi(θ + vφn)− Fi(θ + uφn)
)
σ(t) I]ti,ti+1](t).
La continuite´ de la fonction (t, α) 7→ ∂αf(t, α), donne
f(t, θ + vφn)− f(t, θ + uφn)
= (v − u)φn∂θf(t, θ) +
∫ θ+vφn
θ+uφn
(
∂θf(t, α)− ∂θf(t, θ)
)
dα,
d’ou`∣∣Fi(θ + vφn)− Fi(θ + uφn)∣∣ ≤ |v − u|φn × 3(ti+1 − ti) sup
t∈[0,P ]
sup
θ∈Θ
∣∣∂θf(t, θ)∣∣.
Ainsi(
H(θ+uφn)n (t, u− v)
)2
=
n−1∑
i=0
1
G4i
(
Fi(θ + vφn)− Fi(θ + uφn)
)2
σ2(t) I]ti,ti+1](t)
≤ 9|u− v|2φ2n
(
n−1∑
i=0
(ti+1 − ti)2
G4i
σ2(t) I]ti,ti+1](t)
)(
sup
t∈[0,P ]
sup
θ∈Θ
∣∣∂θf(t, θ)∣∣
)2
.
Comme φ2n = (nδn)
−1, le Lemme 6 implique que∫ nP
0
(
H(θ+uφn)n (t, u− v)
)2
dt
≤ 9|u− v|2φ2n
(
n−1∑
i=0
(ti+1 − ti)2
G2i
)(
sup
t∈[0,P ]
sup
θ∈Θ
∣∣∂θf(t, θ)∣∣
)2
= |u− v|2 × 3
P
∫ P
0
σ−2(t) dt ×
(
sup
t∈[0,P ]
sup
θ∈Θ
∣∣∂θf(t, θ)∣∣
)2 (
1 + o(1)
)
.
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Par conse´quent en revenant a` l’e´galite´ (4.21), la condition N3 est satisfaite avec
k = 1, β = m = 2, a = 0 et B =
9
P
∫ P
0
σ−2(t) dt×
(
sup
t∈[0,P ]
sup
θ∈Θ
∣∣∂θf(t, θ)∣∣
)2
.
Condition N4. D’apre`s la relation (4.14)
E
[(
Z(θ)n (u)
)1/2]
= E
[
exp
(
1
2
M (θ)n (u)−
1
4
Eθ
[(
M (θ)n (u)
)2])]
= exp
(
−1
4
Eθ
[(
M (θ)n (u)
)2])
E
[
exp
(
1
2
M (θ)n (u)
)]
= exp
(
−1
8
Eθ
[(
M (θ)n (u)
)2])
. (4.22)
La dernie`re e´galite´ est due au fait que la variable M
(θ)
n (u) est centre´e et gaus-
sienne.
Pour minorer E
[(
Z
(θ)
n (u)
)1/2]
uniforme´ment par rapport a` u, nous allons
e´tudier se´pare´ment le cas ou` |u|φn est ”petit” pour lequel nous utiliserons les
de´veloppements de Taylor, et le cas ou` |u|φn est ”grand” pour lequel nous fe-
rons appel a` la condition d’identifiabilite´ uniforme (IU2).
(i) Si la fonction (t, θ) 7→ ∂2θf(t, θ) est continue borne´e, la formule de la
moyenne et l’ine´galite´ (4.16) impliquent que∣∣∣∣∫ θ+uφn
θ0
(
∂θf(t, θ)− ∂θf(t, θ0)
)
dθ
∣∣∣∣ ≤ u2φ2n sup
θ∈Θ
∣∣∂2θf(t, θ)∣∣
et l’e´galite´ (4.15) entraˆıne que∣∣f(t, θ + uφn)− f(t, θ0)− uφn∂θf(t, θ0)∣∣ ≤ u2φ2n sup
t∈[0,P ]
sup
θ∈Θ
∣∣∂2θf(t, θ)∣∣,
d’ou` ∣∣∣∣∣Eθ[(M (θ)n (u))2]− u2φ2n
n−1∑
i=0
(
F ′i (θ)
)2
G2i
∣∣∣∣∣
≤ |u|3φ3n
n−1∑
i=0
(ti+1 − ti)2
G2i
sup
t∈[0,P ]
sup
θ∈Θ
∣∣∂2θf(t, θ)∣∣
×
(
2 sup
t∈[0,P ]
sup
θ∈Θ
∣∣∂θf(t, θ)∣∣+ |u|φn sup
t∈[0,P ]
sup
θ∈Θ
∣∣∂2θf(t, θ)∣∣).
D’apre`s le Lemme 6
φ2n
n−1∑
i=0
(
F ′i (θ)
)2
G2i
=
1
P
∫ P
0
(
∂θf(t, θ)
)2
σ−2(t) dt (1 + o(1))
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et
φ2n
n−1∑
i=0
(ti+1 − ti)2
G2i
=
1
P
∫ P
0
σ−2(t) dt (1 + o(1))
ou` les o(1) sont uniformes par rapport a` u ∈ Un,θ et par rapport a` θ ∈ Θ. Par
conse´quent il existe n0 > 0 tel que pour tout n < n0,
Eθ
[(
M (θ)n (u)
)2] ≥ u2
2P
∫ P
0
(
∂θf(t, θ)
)2
σ−2(t) dt− 2C|u|
3φn
P
∫ P
0
σ−2(t) dt,
ou`
C = sup
t∈[0,P ]
sup
θ∈Θ
∣∣∂2θf(t, θ)∣∣ (2 sup
t∈[0,P ]
sup
θ∈Θ
∣∣∂θf(t, θ)∣∣+ |u|φn sup
t∈[0,P ]
sup
θ∈Θ
∣∣∂2θf(t, θ)∣∣).
La fonction t 7→ ∂θf(t, ·) e´tant continue et non identiquement nulle, nous en
de´duisons qu’il existe ν > 0 suffisamment petit et nν > n0 tel que pour n > nν ,
pour tout θ ∈ Θ et tout u ∈ Uθ,n ve´rifiant |u|φn ≤ ν nous avons
Eθ
[(
M (θ)n (u)
)2] ≥ u2
4P
∫ P
0
(
∂θf(t, θ)
)2
σ−2(t) dt
ainsi d’apre`s (4.22),
E
[(
Z(θ)n (u)
)1/2] ≤ exp(−u2
32P
∫ P
0
(
∂θf(t, θ)
)2
σ−2(t) dt
)
. (4.23)
(ii) Il nous reste a` e´tudier Eθ
[(
M
(θ)
n (u)
)2]
lorsque |u|φn > ν. Pour cela nous
allons utiliser l’hypothe`se d’identifiabilite´ uniforme (IU2). D’apre`s le Lemme
6 nous avons
n−1∑
i=0
1
G2i
(
Fi(θ)− Fi(θ′)
)2
=
nδn
P
(∫ P
0
(
f(t, θ)− f(t, θ′))2σ−2(t) dt+ o(1))
uniforme´ment par rapport a` θ et θ′ ∈ Θ. Comme φn = (nδn)−1/2 la condition
d’identifiabilite´ (IU2) implique pour n > n1 suffisamment grand,
inf
|θ−θ′|≥ν
n−1∑
i=0
1
G2i
(
Fi(θ)− Fi(θ′)
)2 ≥ h(ν)
2Pφ2n
≥ h(ν)
2Pφ2n
× |θ − θ
′|2
|Θ|2 ,
ou`
|Θ| = sup{|θ−θ′| : θ, θ′ ∈ Θ} et h(ν) := inf
|θ−θ′|≥ν
∫ P
0
(
f(t, θ)−f(t, θ′))2σ−2(t) dt > 0.
De la`, pour tout θ ∈ Θ et tout u ∈ Uθ,n tel que |u|φn > ν, nous obtenons
Eθ
[(
M (θ)n (u)
)2]
=
n−1∑
i=0
1
G2i
(
Fi(θ + uφn)− Fi(θ)
)2 ≥ h(ν)
2Pφ2n
× u
2φ2n
|Θ|2 =
u2h(ν)
2P |Θ|2 .
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Donc d’apre`s (4.22),
E
[(
Z(θ)n (u)
)1/2] ≤ exp(−u2h(ν)
2P |Θ|2
)
. (4.24)
Posons
g(ν) := min
{
1
32P
∫ P
0
(
∂θf(t, θ)
)2
σ−2(t) dt ,
h(ν)
2P |Θ|2
}
> 0.
alors graˆce aux deux ine´galite´s (4.23) et (4.24), pour n > n2 := max{nν , n1}
E
[(
Z(θ)n (u)
)1/2] ≤ e−u2g(ν).
Comme g(·) est positive nous de´duisons que pour tout N > 0
sup
θ∈Θ
sup
n>n2
sup
u∈Uθ,n
|u|NE
[(
Z(θ)n (u)
)1/2]
<∞.
Ainsi la condition N4 est ve´rifie´e. Ce qui termine la preuve du corollaire.
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Chapitre 5
Estimation non-parame´trique
du drift d’un mode`le de type
signal plus bruit
5.1 Introduction
Dans ce chapitre nous conside´rons a` nouveau le mode`le (1.2) et nous sup-
posons que θ = 1 et σ(·) est connue
dζt = f(t)dt+ σ(t)dWt, t ≥ 0 (5.1)
ou` les fonctions f(·), σ(·) : R → R sont continues pe´riodiques de pe´riode P
suppose´e connue, {Wt, t ≥ 0} est un mouvement Brownien et f(·) est inconnue.
Lorsque nous disposons d’une observation continue sur l’intervalle [0, T ] la
fonction σ2(·) peut eˆtre estime´e sur tout intervalle [t, t + ] en utilisant les
proprie´te´s du mouvement Brownien.
En effet, la variation quadratique [ζ]t du processus {ζt, t ≥ 0} ve´rifie d[ζ]t =
σ2(t)dt (voir [31]). Conside´rons la partition de l’intervalle [t, t+] en n intervalles
∆
(n)
i , i = 1, . . . , n de meˆme longueur et notons par ∆ζ
(n)
i l’accroissement de {ζt}
sur ∆
(n)
i alors nous avons (voir par exemple [18])
lim
n→∞
1
n
n∑
i=1
(∆ζ
(n)
i )
2 =
∫ t+
t
σ2(u) du, P− p.s.
Nous nous inte´ressons donc a` l’estimation de la fonction f(·) a` partir de l’ob-
servation d’une trajectoire continue du processus {ζt} sur un intervalle [0, T ].
E´tant donne´ la pe´riodicite´ de f(·), nous construisons un estimateur a` noyau
pe´riodique et nous e´tablissons qu’il posse`de de bonnes proprie´te´s. Contraire-
ment aux re´sultats d’Ibragimov et Khas’minskii (Chapitre VII, section 4 de
[26]) pour le meˆme mode`le nous obtenons une convergence en moyenne qua-
dratique uniforme sur toute l’intervalle [0, P ] de l’estimateur a` noyau que nous
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construisons. De plus nous e´tablissons sa normalite´ asymptotique vectorielle et
sa convergence presque suˆre quand T → ∞. Nous terminons ce chapitre avec
des simulations.
5.2 Construction de l’estimateur de f(t)
Pour simplifier la pre´sentation supposons que T = nP . De´finissons le noyau
pe´riodique de l’estimateur que nous allons e´tudier.
Noyau pe´riodique
De´sormais nous conside´rons le noyau K : R 7→ R qui est une fonction
continue, paire et de support compact contenu dans l’intervalle
[−12 , 12]. Nous
supposons e´galement que ∫ 1
2
− 1
2
K(s)ds = 1.
Pour h > 0, nous de´finissons la fonction
Kh(t) :=
1
h
∑
k∈Z
K
(
t+ kP
h
)
.
Cette somme est finie car le nombre de termes non nuls est fini. Alors nous
avons le lemme suivant
Lemme 2 Pour tout h ∈ [0, P ], la fonction Kh(·) est pe´riodique de pe´riode P .
De plus
1. supp(Kh) ⊂
⋃
k∈Z [kP − h/2, kP + h/2] ;
2.
∫ h/2
−h/2Kh(s)ds = 1 et
∫ h/2
−h/2 sKh(s)ds = 0,
ou` supp(Kh) est le support de Kh.
De´finition de l’estimateur
L’e´quation (5.1) donne la relation
f(t)dt = dζt − σ(t)dWt.
De´finissons l’estimateur suivant
fˆn(t) =
1
n
∫ nP
0
Khn(t− s)dζs
ou` n ∈ N, la pe´riode P de f(·) est fixe´e et (hn)n∈N est une suite positive
de´croissante qui converge vers 0 quand n→∞.
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Remarquons que si un processus {ξt} ve´rifie
dξt = f(t)ξtdt+ σ(t)ξtdWt, ξ0 = 1,
alors la transformation dζs =
dξs
ξs
, nous donne le mode`le (5.1) et dans ce cas
l’estimateur fˆn(·) ve´rifie
fˆn(t) =
1
n
∫ nP
0
Khn(t− s)
dξs
ξs
.
Cette expression est bien de´finie graˆce a` la relation (2.3), P[ξt > 0,∀t ∈ [0, T ]] =
1. La pe´riodicite´ de Khn(·) implique celle de fˆn(·)
fˆn(t+ P ) = fˆn(t) ∀n ∈ N et t ≥ 0.
En outre, d’apre`s la relation (5.1) nous pouvons de´composer fˆn(t) de la fac¸on
suivante :
fˆn(t) =
1
n
∫ nP
0
Khn(t− s)f(s)ds+
1
n
∫ nP
0
Khn(t− s)σ(s)dWs.
Pour e´tudier fˆn(t) posons
Un(t) := E[fˆn(t)] =
1
n
∫ nP
0
Khn(t− s)f(s)ds (5.2)
et
Vn(t) := fˆn(t)− E[fˆn(t)] = 1
n
∫ nP
0
Khn(t− s)σ(s)dWs. (5.3)
D’ou`
Biais(fˆn(t)) := E[fˆn(t)]− f(t) = Un(t)− f(t).
Donc l’estimateur fˆn(t) est biaise´. Nous allons de´montrer, cependant, qu’il est
uniforme´ment asymptotiquement sans biais.
5.3 Convergence de l’estimateur
5.3.1 Convergence du biais
The´ore`me 10 Supposons que f(·)et σ(·) sont continues et pe´riodiques de meˆme
pe´riode P , alors avec les notations ci-dessus nous avons
1. Un(·) est une fonction continue pe´riodique de pe´riode P ;
2. lim
n→∞ supt∈[0,P ]
|Un(t)− f(t)| = 0.
Preuve
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1. La continuite´ et la pe´riodicite´ de Un(·) de´coulent directement de celles
de Khn(·).
2. Pour prouver la seconde assertion, transformons d’abord l’expression de
Un(t)
Un(t) =
1
n
∫ nP
0
Khn(t− s)f(s)ds
=
1
n
n−1∑
k=0
∫ (k+1)P
kP
Khn(t− s)f(s)ds
=
1
n
n−1∑
k=0
∫ P
0
Khn(t− s)f(s)ds
=
1
hn
∫ P
0
∑
k∈Z
K
(
t− s+ kP
hn
)
f(s)ds.
Posons v = t−s+kPhn donc s = t+ kP − vhn. Comme la sommation a un nombre
fini de termes non nuls, nous obtenons
Un(t) =
∑
k∈Z
∫ t+kP
hn
t−P+kP
hn
K(v)f(t+ kP − vhn)dv
=
∫ +∞
−∞
K(v)f(t− vhn)dv
=
∫ 1
2
− 1
2
K(v)f(t− vhn)dv (5.4)
la dernie`re e´galite´ est due au fait supp(K) ⊂ [−12 , 12] .
Puisque f(·) est une fonction continue pe´riodique, elle est uniforme´ment conti-
nue sur R. De plus hn converge vers 0 quand n→∞, donc pour tout  > 0, il
existe n tel que pour tout n > n nous avons
sup
t∈[0,P ]
|Un(t)− f(t)| ≤
∫ 1
2
− 1
2
|K(v)| sup
t∈[0,P ]
|f(t− vhn)− f(t)| dv
≤ 
∫ 1
2
− 1
2
|K(v)|dv = C,
ou` C :=
∫ 1
2
− 1
2
|K(v)|dv. Ce qui termine la de´monstration du the´ore`me.
Vitesse de convergence du biais
Proposition 10 En plus des conditions du The´ore`me 10, supposons que f(·)
est deux fois continuˆment de´rivable sur R, alors nous avons
lim sup
n→∞
h−2n sup
t∈[0,P ]
|Un(t)− f(t)| <∞. (5.5)
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En particulier pour hn = o(n
− 1
5 ) nous avons
lim
n→∞
√
nhn sup
t∈[0,P ]
|Un(t)− f(t)| = 0. (5.6)
Preuve
Calculons Un(t) − f(t). En utilisant la formule de Taylor d’ordre 2 nous
avons
Un(t)− f(t) =
∫ 1
2
− 1
2
K(s)f(t− hns)ds−
∫ 1
2
− 1
2
K(s)f(t)ds
=
∫ 1
2
− 1
2
K(s)
(
f(t)− hnsf ′(t) +
∫ t−hns
t
(t− hns− x)f ′′(x)dx
)
ds
−
∫ 1
2
− 1
2
K(s)f(t)ds
=
∫ 1
2
− 1
2
K(s)
(
−hnsf ′(t) +
∫ t−hns
t
(t− hns− x)f ′′(x)dx
)
ds.
La fonction f(·) est pe´riodique et deux fois continuˆment de´rivable sur R donc sa
de´rive´e seconde est pe´riodique et continue. Donc ||f ′′||∞ := supt∈[0,P ] |f ′′(t)| <
∞. De la`∣∣∣∣∫ t−hns
t
(t− hns− x)f ′′(x)dx
∣∣∣∣ ≤ ||f ′′ ||∞ ∫ t−hns
t
(t− hns− x)dx
= ||f ′′ ||∞h
2
ns
2
2
,
ainsi
sup
t∈[0,P ]
|Un(t)− f(t)| ≤ hn||f ′ ||∞
∫ 1
2
− 1
2
|sK(s)|ds+ h
2
n
2
||f ′′ ||∞
∫ 1
2
− 1
2
u2du
= h2n||f
′ ||∞
∫ 1
2
− 1
2
|sK(s)|ds+ h
2
n
12
||f ′′ ||∞
= Ch2n,
ou` C := ||f ′ ||∞
∫ 1
2
− 1
2
|sK(s)|ds+ 112 ||f
′′ ||∞. D’ou`
lim sup
n→∞
h−2n sup
t∈[0,P ]
|Un(t)− f(t)| ≤ C <∞. (5.7)
En particulier, si hn = o(n
− 1
5 ) alors nh5n = o(1), donc
√
nhn
h2n
= o(1), d’ou`√
nhn = o(h
2
n). Ainsi d’apre`s (5.7), nous de´duisons que
lim
n→∞
√
nhn sup
t∈[0,P ]
|Un(t)− f(t)| = 0.
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5.3.2 Convergence en moyenne quadratique et convergence de
l’erreur quadratique moyenne inte´gre´e
Convergence en moyenne quadratique
The´ore`me 11 Si f(·) et σ(·) sont continues et pe´riodiques, l’estimateur fˆn(t)
converge en moyenne quadratique vers f(t). De plus,
lim
n→∞ supt∈[0,P ]
E
[∣∣∣fˆn(t)− f(t)∣∣∣2] = 0.
Preuve Nous avons
E
[
|fˆn(t)− f(t)|2
]
= var(fˆn(t)) +
(
E
[
fˆn(t)
]
− f(t)
)2
.
Comme ∣∣∣E[fˆn(t)]− f(t)∣∣∣2 = |Un(t)− f(t)|2
et Un(t) converge vers f(t). Il nous reste juste a` montrer que var(fˆn(t)) converge
vers 0. D’apre`s la relation (5.3)
var(fˆn(t)) = var(Vn(t))
= var
(
1
n
∫ nP
0
Khn(t− s)σ(s)dWs
)
=
1
n2
∫ nP
0
K2hn(t− s)σ2(s)ds
=
1
n2
n−1∑
k=0
∫ (k+1)P
kP
K2hn(t− s)σ2(s)ds
=
1
n
∫ P
0
K2hn(t− s)σ2(s)ds,
car Khn(·) et σ(·) sont pe´riodiques. Ainsi
var(fˆn(t)) =
1
nhn
2
∫ P
0
∑
k∈Z
K2
(
t− s+ kP
hn
)
σ2(s)ds
=
1
nhn
2
∑
k∈Z
∫ P
0
K2
(
t− s+ kP
hn
)
σ2(s)ds.
Posons v = t−s+kPhn donc s = t+ kP − vhn, alors
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var(fˆn(t)) =
1
nhn
∑
k∈Z
∫ t+kP
hn
t+(k−1)P
hn
K2(v)σ2(t− vhn)dv
=
1
nhn
∫ +∞
−∞
K2(v)σ2(t− vhn)dv
=
1
nhn
∫ 1
2
− 1
2
K2(v)σ2(t− vhn)dv, (5.8)
car K(·) est une fonction qui s’annule en dehors de [−12 , 12]. D’ou`
E
[
|fˆn(t)− f(t)|2
]
=
1
nhn
∫ 1
2
− 1
2
K2(v)σ2(t− vhn)dv + |Un(t)− f(t)|2
Comme σ(·) est continue et pe´riodique sur R, elle est borne´e sur R. Posons
||σ2||∞ = supv∈[0,P ] σ2(v). Donc
E
[
|fˆn(t)− f(t)|2
]
≤ ||σ
2||∞
nhn
∫ 1
2
− 1
2
K2(v)dv + |Un(t)− f(t)|2 . (5.9)
Par conse´quent, fˆn(t) converge en moyenne quadratique vers f(·). De plus
lim
n→∞ supt∈[0,P ]
E
[∣∣∣fˆn(t)− f(t)∣∣∣2] = 0. (5.10)
Ce qui termine la de´monstration du The´ore`me 11.
Erreur quadratique moyenne inte´gre´e
The´ore`me 12 Sous les hypothe`ses du The´ore`me 11, l’erreur quadratique moyenne
inte´gre´e de fˆn(t) tend vers 0 quand n→∞
lim
n→∞
∫ P
0
E
[∣∣∣fˆn(t)− f(t)∣∣∣2] dt = 0.
Preuve Ceci de´coule directement du the´ore`me pre´ce´dent. En effet,∫ P
0
E
[∣∣∣fˆn(t)− f(t)∣∣∣2] dt ≤ P sup
t∈[0,P ]
E
[∣∣∣fˆn(t)− f(t)∣∣∣2] .
Donc d’apre`s (5.10) nous obtenons le re´sultat de´sire´.
lim
n→∞
∫ P
0
E
[∣∣∣fˆn(t)− f(t)∣∣∣2] dt = 0.
En utilisant l’e´quation (5.8) et le calcul pre´ce´dent nous de´duisons la convergence
suivante.
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Corollaire 6 Si la fonction f(·) est deux fois continuˆment de´rivable et la fonc-
tion σ(·) est continue alors pour hn = o(n− 15 ) nous avons
lim
n→∞ supt∈[0,P ]
∣∣∣∣∣nhnE
[∣∣∣fˆn(t)− f(t)∣∣∣2]− σ2(t)∫ 12
− 1
2
K2(v)dv
∣∣∣∣∣ = 0. (5.11)
Donc dans ce cas, la vitesse de convergence de l’erreur quadratique moyenne
inte´gre´e est 1nhn et
lim
n→∞nhn
∫ P
0
E
[∣∣∣fˆn(t)− f(t)∣∣∣2] dt = (∫ P
0
σ2(t) dt
)(∫ 1
2
− 1
2
K2(v) dv
)
.
Remarque 3 Si hn = n
− 1
5 , d’apre`s les relations (5.5) et (5.9) et comme
nhn = n
4
5 , nous de´duisons que
lim sup
n→∞
sup
t∈[0,P ]
n
4
5 E
[∣∣∣fˆn(t)− f(t)∣∣∣2] <∞.
Preuve Rappelons que
nhnE
[
|fˆn(t)− f(t)|2
]
= nhnvar(fˆn(t)) + nhn
(
E
[
fˆn(t)
]
− f(t)
)2
= nhnvar(fˆn(t)) + nhn |Un(t)− f(t)|2
D’une part, d’apre`s l’e´galite´ (5.6) et pour hn = o(n
− 1
5 ) nous avons
lim
n→∞nhn |Un(t)− f(t)|
2 = 0.
D’autre part, graˆce a` l’e´galite´ (5.8)
nhnvar(fˆn(t)) =
∫ 1
2
− 1
2
K2(v)σ2(t− vhn)dv.
Pour finir la de´monstration montrons que
lim
n→∞ supt∈[0,P ]
∣∣∣∣∣
∫ 1
2
− 1
2
K2(v)σ2(t− vhn)dv − σ2(t)
∫ 1
2
− 1
2
K2(v)dv
∣∣∣∣∣ = 0.
Nous savons que ∫ 1
2
− 1
2
K2(v)σ2(t− vhn)dv − σ2(t)
∫ 1
2
− 1
2
K2(v)dv
=
∫ 1
2
− 1
2
K2(v)(σ2(t− vhn)− σ2(t))dv.
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Comme σ(·) est une fonction continue et pe´riodique, elle est alors uniforme´ment
continue sur R. De plus nous savons que hn tend vers 0 quand n tend vers ∞.
Donc nous avons
∀ > 0 ∃n : ∀n > n, ∀ t ∈ R, ∀v ∈
[
−1
2
,
1
2
]
, |σ2(t− vhn)− σ2(t))| ≤ ,
et
sup
t∈[0,P ]
∣∣∣∣∣
∫ 1
2
− 1
2
K2(v)σ2(t− vhn)dv − σ2(t)
∫ 1
2
− 1
2
K2(v)dv
∣∣∣∣∣ ≤ 
∫ 1
2
− 1
2
K2(v)dv.
Ainsi nous avons
lim
n→∞ supt∈[0,P ]
∣∣∣∣∣nhnvar(fˆn(t))σ2(t)
∫ 1
2
− 1
2
K2(v)dv
∣∣∣∣∣ = 0. (5.12)
D’ou`
lim
n→∞ supt∈[0,P ]
∣∣∣∣∣nhnE
[∣∣∣fˆn(t)− f(t)∣∣∣2]− σ2(t) ∫ 12
− 1
2
K2(v)dv
∣∣∣∣∣ = 0.
Nous pouvons affiner les re´sultats pre´ce´dents en re´duisant l’hypothe`se sur
la fonction f(·) que nous supposerons appartenir a` une classe de Ho¨lder.
Pour ceci et suivant [46] nous rappelons d’abord les de´finitions suivantes (voir
Chapitre 1 section 1.2 de [46] ou de [47]) :
De´finition 4 (De´finition 1.2 de [46]) Soit I un intervalle de R et soient β >
0. La classe de Ho¨lder Hβ sur T est de´finie comme l’ensemble de toutes les
fonctions f : I 7→ R telles que la de´rive´e f (l), l := bβc, existe et ve´rifie∣∣∣f (l)(x)− f (l)(x′)∣∣∣ ≤ L ∣∣x− x′∣∣β−l ∀x, x′ ∈ I
ou` bβc de´signe le plus grand entier qui est strictement plus petit que le re´el β
et L est une constante positive.
De´finition 5 (De´finition 1.3 de [46]) Soit l > 0 un entier. Le noyau K : R 7→
R est dit un noyau d’ordre l si les fonctions s 7→ sjK(s), j = 0, 1 · · · , l, sont
inte´grables et ve´rifient∫
R
K(s)ds = 1,
∫
R
sjK(s)ds = 0, j = 1, · · · , l.
Le re´sultat suivant ge´ne´ralise la Proposition 10. En effet, nous retrouvons cette
proposition avec β = 2 ; c’est-a`-dire f(·) est deux fois continuˆment de´rivable.
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Proposition 11 Supposons que f(·) est un e´le´ment de la classe de Ho¨lder Hβ
sur R, pour β ≥ 1, σ(·) est continue et que f(·) et σ(·) sont pe´riodiques de
meˆme pe´riode P . Supposons de plus que fˆn(t) est construit a` partir d’un noyau
d’ordre l. Alors nous avons
lim sup
n→∞
h−βn sup
t∈[0,P ]
|Un(t)− f(t)| <∞.
En particulier pour hn = o(n
− 1
2β+1 ) nous obtenons
lim
n→∞
√
nhn sup
t∈[0,P ]
|Un(t)− f(t)| = 0.
Preuve
Nous avons pour tout x ∈ R, v ∈ R, hn > 0 :
f(t− vhn) = f(t)− vhnf ′(t) + · · ·+ (−vhn)
l
(l − 1)!
∫ 1
0
(1− τ)l−1f (l)(t− τvhn)dτ.
Or le noyau K(·) est d’ordre l, et d’apre`s l’expression (5.4) nous obtenons
Un(t) = f(t)
∫ 1
2
− 1
2
K(v)dv − hnf ′(t)
∫ 1
2
− 1
2
vK(v)dv
+
∫ 1
2
− 1
2
(−vhn)l
(l − 1)! K(v)
(∫ 1
0
(1− τ)l−1f (l)(t− τvhn)dτ
)
dv
= f(t) +
∫ 1
2
− 1
2
(−vhn)l
(l − 1)! K(v)
(∫ 1
0
(1− τ)l−1f (l)(t− τvhn)dτ
)
dv.
Ainsi,
Un(t)− f(t) =
∫ 1
2
− 1
2
(−vhn)l
(l − 1)! K(v)
(∫ 1
0
(1− τ)l−1f (l)(t− τvhn)dτ
)
dv.
Puisque ∫ 1
2
− 1
2
(−vhn)l
(l − 1)! K(v)
(∫ 1
0
(1− τ)l−1f (l)(t)dτ
)
dv
=
∫ 1
0
(1− τ)l−1f (l)(t)dτ
∫ 1
2
− 1
2
(−vhn)l
(l − 1)! K(v)dv = 0,
nous pouvons e´crire
|Un(t)− f(t)| =
∣∣∣∣∣
∫ 1
2
− 1
2
(−vhn)l
(l − 1)! K(v)
(∫ 1
0
(1− τ)l−1(f (l)(t− τvhn)− f (l)(t))dτ
)
dv
∣∣∣∣∣ .
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Le fait que f(·) est un e´le´ment de la classe de Ho¨lder Hβ et 0 ≤ v ≤ 1, nous
donne
|f (l)(t− τvhn)− f (l)(t)| ≤ L|vhnτ |β−l ≤ L|vhn|β−l,
ou` L est une constante positive. Donc nous avons
|Un(t)− f(t)| ≤
∫ 1
2
− 1
2
|vhn|l
(l − 1)! |K(v)|
(∫ 1
0
L|vhn|β−l(1− τ)l−1dτ
)
dv
=
L
(l − 1)!
∫ 1
0
(1− τ)l−1dτ
∫ 1
2
− 1
2
|vhn|β|K(v)|dv
= Chβn
ou`
C =
L
l!
∫ 1
2
− 1
2
|v|β|K(v)|dv.
Ainsi
Biais(fˆn(t)) = O(h
β
n).
Donc
lim sup
n→∞
h−βn sup
t∈[0,P ]
|Un(t)− f(t)| <∞.
En particulier si hn = n
− 1
2β+1 alors nhn = n
2β
2β+1 , donc
√
nhn = n
β
2β+1 = h−βn .
Par conse´quent,
lim
n→∞
√
nhn sup
t∈[0,P ]
|Un(t)− f(t)| = 0.
De la meˆme manie`re nous pouvons aussi ge´ne´raliser le Corollaire 6 pour tout
β ≥ 1.
Corollaire 7 Sous les meˆmes conditions de la Proposition 11 et avec hn =
o(n
− 1
2β+1 ) nous avons
lim
n→∞ supt∈[0,P ]
∣∣∣∣∣nhnE
[∣∣∣fˆn(t)− f(t)∣∣∣2]− σ2(t) ∫ 12
− 1
2
K2(v)dv
∣∣∣∣∣ = 0,
et nous obtenons la meˆme vitesse de convergence de l’erreur quadratique moyenne
inte´gre´e
lim
n→∞nhn
∫ P
0
E
[∣∣∣fˆn(t)− f(t)∣∣∣2] dt = (∫ P
0
σ2(t) dt
)(∫ 1
2
− 1
2
K2(v) dv
)
.
En particulier nous pouvons prendre hn = n
−a avec a > 12β+1 . De plus, de
meˆme que la Remarque 3, si hn = n
− 1
2β+1 nous avons,
lim sup
n→∞
sup
t∈[0,P ]
n
2β
2β+1 E
[∣∣∣fˆn(t)− f(t)∣∣∣2] <∞.
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Signalons que cette vitesse de convergence co¨ıncide avec celle donne´e par
Ibragimov et Khas’minskii (The´ore`me 4.1, Chapitre VII, section 4 de [26]), voir
aussi (Corollaire 2.4, Chapitre 2, section 6 de [46]). De plus nous avons obtenu
la convergence uniforme sur tout l’intervalle [0, P ].
5.3.3 Normalite´ asymptotique
The´ore`me 13 Sous les hypothe`ses du The´ore`me 11, l’estimateur normalise´
de´fini par f¯n(t) :=
√
nhn
(
fˆn(t)− f(t)
)
est Gaussien
L(f¯n(t)) = N
(√
nhn (Un(t)− f(t)) ,
∫ 1
2
− 1
2
K2(s)σ2(t− shn)ds
)
. (5.13)
De plus, si f(·) est deux fois continuˆment de´rivable et hn = o(n− 15 ), f¯n(t) est
asymptotiquement normal centre´
lim
n→∞L(f¯n(t)) = N
(
0, σ2(t)
∫ 1
2
− 1
2
K2(s)ds
)
. (5.14)
Preuve D’apre`s les de´finitions donne´es respectivement en (5.2) et (5.3), Un(t)
et Vn(t) ve´rifient
fˆn(t)− f(t) = Un(t)− f(t) + Vn(t).
D’ou` en utilisant l’e´galite´ (5.8) nous trouvons facilement (5.13). Pour l’e´quation
(5.14), d’une part graˆce a` la relation (5.6)
lim
n→∞
√
nhn sup
t∈[0,P ]
|Un(t)− f(t)| = 0.
D’autre part, d’apre`s (5.12)
lim
n→∞ var
(√
nhnfˆn(t)
)
= σ2(t)
∫ 1
2
− 1
2
K2(s)ds.
Ce qui termine la de´monstration du the´ore`me.
De meˆme nous avons
Corollaire 8 En plus des conditions du The´ore`me 11, supposons que f(·) est
un e´le´ment de la classe de Ho¨lder Hβ sur R, pour β ≥ 1 et hn = o(n−
1
2β+1 ).
Ainsi nous avons
lim
n→∞L
(√
nhn
(
fˆn(t)− f(t)
))
= N
(
0, σ2(t)
∫ 1
2
− 1
2
K2(s)ds
)
.
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En outre, nous avons e´galement la normalite´ asymptotique vectorielle finie-
dimensionnelle. Nous allons e´tablir ce re´sultat dans le the´ore`me suivant.
The´ore`me 14 Sous les hypothe`ses du Corollaire 8, pour tout k ≥ 1 et pour
tout 0 ≤ t1 < · · · < tk < P , le vecteur ale´atoire
(
f¯n(t1), . . . , f¯n(tk)
)
est asymp-
totiquement normal
lim
n→∞L
(
f¯n(t1), . . . , f¯n(tk)
)
= Nk (0,Σt1,...,tk) en loi,
ou` Nk (0,Σt1,...,tk) est la loi normale de dimension k et de moyenne nulle et de
matrice de variance donne´e par Σt1,...,tk =
∫ 1
−1K
2(s)ds×diag (g2(t1), . . . , g2(tk)).
Preuve Soit k ≥ 1 et 0 ≤ t1 < · · · < tk < P , fixe´s. En utilisant la me´thode de
Crame`r, il suffit de de´montrer pour tous a1, . . . , ak ∈ R que
∑k
i=1 aif¯n(ti) est
asymptotiquement normal quand n→∞. Avec les notations pre´ce´dentes nous
avons
k∑
i=1
aif¯n(ti) =
√
nhn
k∑
i=1
ai (Un(ti)− f(ti)) +
√
nhn
k∑
i=1
aiVn(ti) (5.15)
D’apre`s la Proposition 10, le premier terme de cette e´galite´ est non-ale´atoire et
converge vers 0. Le deuxie`me terme est e´gal a`
√
nhn
∑k
i=1 aiVn(ti), c’est donc
une variable ale´atoire Gaussienne de moyenne nulle et de variance donne´e par
l’expression suivante
nhnvar
[
k∑
i=1
aiVn(ti)
]
= nhn
k∑
i1=1
k∑
i2=1
ai1ai2cov [Vn(ti1), Vn(ti2)]
ou`
cov [Vn(ti1), Vn(ti2)] =
1
nh2n
∫ P
0
K
(
ti1 − s
hn
)
K
(
ti2 − s
hn
)
σ2(s) ds.
Pour i = i1 = i2, nous avons vu et toujours dans la Proposition 10 que
lim
n→∞nhnvar [Vn(ti)] = limn→∞
1
hn
∫ 1
2
− 1
2
K2(v)g2(ti − hnv) dv = g2(ti)
∫ 1
2
− 1
2
K2(v).
Pour i1 < i2, ti1 < ti2 , ainsi hn < ti2 − ti1 pour n suffisamment grand. Puisque
le support du noyau K(·) est contenu dans [−12 , 12], nous obtenons
lim
n→∞nhncov [Vn(ti1), Vn(ti2)] = 0.
Ce qui ache`ve la de´monstration du the´ore`me.
Remarque 4 Comme conse´quence du The´ore`me 14, nous remarquons que
pour 0 ≤ t1 < · · · < tk < P , les estimateurs normalise´s f¯n(t1), . . . f¯n(tk) sont
asymptotiquement inde´pendants. Ainsi nous n’avons aucun espoir d’avoir la
convergence en distribution dans C[0, P ] pour l’estimateur normalise´ f¯(·) =
{f¯(t), t ∈ [0, P ]}.
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5.4 Consistance forte
Pour de´montrer la convergence presque suˆre de l’estimateur fˆn(t) vers f(t)
nous avons besoin de conside´rer des noyaux particuliers. Pour simplifier le calcul
nous restreignons notre attention au noyau triangulaire.
The´ore`me 15 Supposons que K(u) = 2(1 − 2|u|), pour u ∈ [−1/2, 1/2] et
K(u) = 0 ailleurs. Alors pour tout t nous avons
lim
n→∞ fˆn(t) = f(t) P− p.s.
Preuve Nous avons de´montre´ que Un(t) qui est non-ale´atoire et converge vers
f(t). Pour de´montrer la convergence P-p.s, il nous reste a` de´montrer la conver-
gence P-p.s de Vn(t) vers 0.
Pour ceci nous allons utiliser le lemme de Borel Cantelli{
∀ > 0,
∞∑
n=1
P (|Vn(t)| > ) <∞
}
=⇒ lim
n→∞Vn(t) = 0 P− p.s.
Dans un premier temps majorons P (|Vn(t)| > ). D’apre`s l’ine´galite´ de Bie-
nayme´ Tchebychev nous avons :
P (|Vn(t)| > ) ≤ var(Vn(t))
2
.
D’apre`s l’expression (5.12), nous obtenons
+∞∑
n=1
P(|Vn(t)| ≥ ) ≤ 1
2
+∞∑
n=1
var |Vn(t)|)
= σ2(t)
∫ 1
2
− 1
2
K2(v)dv
+∞∑
n=1
1
nhn2
,
qui est une somme divergente. Pour surmonter cette difficulte´ nous allons suivre
la me´thode classique qui consiste a` e´tudier la convergence d’une sous suite puis
nous en de´duire la convergence de la suite initiale.
Prenons ni := i
b, hni = n
−a
i , a et b choisis tels que b(1− a) > 1. Donc
+∞∑
i=1
1
nihni
<∞.
Lemme 3 Sous les conditions ci-dessus sur ni et hni ainsi que la continuite´ et
la pe´riodicite´ de f(·) et de σ(·), la suite (Vni(t))i converge P−p.s vers 0 lorsque
i tend vers l’infini pour tout t.
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Preuve D’apre`s (5.12) nous avons
+∞∑
i=1
P(|Vni(t)| ≥ ) ≤
+∞∑
i=1
var(Vni(t))
2
= σ2(t)
∫ 1
2
− 1
2
K2(v)dv
+∞∑
i=1
1
2nihni
<∞, (5.16)
ce qui implique la convergence presque suˆre de Vni(t) vers 0 lorsque i tend vers
l’infini.
Pour montrer la convergence de Vn(t) nous employons le re´sultat suivant
Si
lim
i→∞
Vni(t) = 0 et lim
i→∞
sup
n∈[ni;ni+1]
|Vn(t)− Vni(t)| = 0 P− p.s
alors
lim
n→∞Vn(t) = 0 P− p.s.
Il nous reste donc a` prouver que
lim
i→∞
sup
n∈[ni,ni+1]
|Vn(t)− Vni(t)| = 0 P− p.s.
Nous le de´montrons dans le lemme suivant
Lemme 4 Avec les notations pre´ce´dentes nous avons
lim
i→∞
sup
n∈[ni,ni+1]
|Vn(t)− Vni(t)| = 0 P− p.s.
Preuve Nous e´valuons d’abord la diffe´rence entre Vn(t) et Vni(t)
Vn(t)− Vni(t)
=
(
1
n
− 1
ni
)∫ niP
0
Khni (t− s)σ(s)dWs
+
1
n
(∫ nP
0
Khn(t− s)σ(u)dWu −
∫ niP
0
Khni (t− s)σ(u)dWu
)
=
(
1
n
− 1
ni
)∫ niP
0
Khni (t− s)σ(s)dWs +
1
n
∫ nP
niP
Khni (t− s)σ(s)dWs
+
1
n
∫ nP
0
(
Khn(t− s)−Khni (t− u)
)
σ(s)dWs.
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Ainsi
sup
n∈[ni,ni+1]
|Vn(t)− Vni(t)|
≤ sup
n∈[ni,ni+1]
∣∣∣∣ 1n − 1ni
∣∣∣∣ ∣∣∣∣∫ niP
0
Khni (t− s)σ(s)dWs
∣∣∣∣
+ sup
n∈[ni,ni+1]
∣∣∣∣ 1n
∫ nP
niP
Khni (t− u)σ(s)dWs
∣∣∣∣
+ sup
n∈[ni,ni+1]
∣∣∣∣ 1n
∫ nP
0
(Khn(t− s)−Khni (t− s))σ(s)dWs
∣∣∣∣
= V
(1)
i (t) + V
(2)
i (t) + V
(3)
i (t),
ou` V
(1)
i (t), V
(2)
i (t) et V
(3)
i (t) sont les trois termes de cette de´composition. Nous
allons e´tablir la convergence de chacun des trois termes. Pour simplifier la
pre´sentation des calculs notons les successivement V
(1)
i , V
(2)
i et V
(3)
i .
1. Terme V
(1)
i .
V
(1)
i = sup
n∈[ni,ni+1]
∣∣∣∣ 1n − 1ni
∣∣∣∣ ∣∣∣∣∫ niP
0
Khni (t− s)σ(s)dWs
∣∣∣∣
≤
∣∣∣∣ 1ni
∫ niP
0
Khni (t− s)σ(s)dWs
∣∣∣∣
+
∣∣∣∣ 1ni
∫ niP
0
Khni (t− s)σ(s)dWs
∣∣∣∣
= 2Vni(t),
alors d’apre`s (5.16), V
(1)
i converge P− p.s vers 0 lorsque i→∞.
2. Terme V
(2)
i .
Nous utilisons a` nouveau le lemme de Borel Cantelli. Soit  > 0, montrons que
+∞∑
i=1
P
(
V
(2)
i > 
)
<∞.
D’apre`s l’ine´galite´ de Markov nous avons
P
(
V
(2)
i > 
)
≤ 1
2
E
[
V
(2)
i
]
=
1
2
E
(
sup
n∈[ni,ni+1]
∣∣∣∣ 1n
∫ nP
niP
Khni (t− s)dWs
∣∣∣∣2
)
,
Comme (∫ nP
niP
Khni (t− u)dWu
)
n∈[ni,ni+1]
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est martingale en n ∈ [ni, ni+1] pour chaque i, l’ine´galite´ de Doob nous donne
E(V
(2)
i ) = E
(
sup
n∈[ni,ni+1]
∣∣∣∣ 1nhn
∫ nP
niP
Khni (t− s)σ(s)dWs
∣∣∣∣2
)
≤ 4E
(∣∣∣∣ 1ni
∫ ni+1P
niP
Khni (t− u)σ(s)dWs
∣∣∣∣2
)
≤ 4
n2i
∣∣∣∣∫ ni+1P
niP
K2hni
(t− s)σ2(s)ds
∣∣∣∣ ,
qui est donc le terme ge´ne´ral d’une se´rie convergente. Donc V
(2)
i converge vers
0 P− p.s lorsque i→∞.
3. Enfin pour le terme V
(3)
i .
V
(3)
i = sup
n∈[ni,ni+1]
∣∣∣∣ 1nhn
∫ nP
0
(Khn(t− s)−Khni (t− s))σ(s)dWs
∣∣∣∣ .
Dans ce qui suit nous allons conside´rer que le noyau K(·) est le noyau triangu-
laire de support
[−12 , 12],
K(u) = 2(1− 2|u|), u ∈
[
−1
2
,
1
2
]
,
et pour simplifier le calcul nous pouvons supposer sans perte de ge´ne´ralite´ que
P = 1.
Donc nous obtenons
V
(3)
i = sup
n∈[ni,ni+1]
1
n
∣∣∣∣∫ n
0
(Khn(t− s)−Khni (t− s))σ(s)dWs
∣∣∣∣
= sup
n∈[ni,ni+1]
∣∣∣∣∣∣ 1nhn
n−1∑
k=0
∫ t+hni
2
t−hni
2
(
K
(
t− s
hn
)
−K
(
t− s
hni
))
σ(s)dW (k)s
∣∣∣∣∣∣
≤ sup
n∈[ni,ni+1]
∣∣∣∣∣ 1nhn
(
1
hn
− 1
hni
) n−1∑
k=0
∫ t+hn
2
t−hn
2
4|t− s|σ(s)dW (k)s
∣∣∣∣∣
+ sup
n∈[ni,ni+1]
∣∣∣∣∣ 1nhn
n−1∑
k=0
∫ t−hn
2
t−hni
2
K
(
t− s
hni
)
σ(s)dW (k)s
∣∣∣∣∣
+ sup
n∈[ni,ni+1]
∣∣∣∣∣∣ 1nhn
n−1∑
k=0
∫ t+hni
2
t+hn
2
K
(
t− s
hni
)
σ(s)dW (k)s
∣∣∣∣∣∣
:= A
(1)
i +A
(2)
i +A
(3)
i , (5.17)
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ou` A
(1)
i , A
(2)
i et A
(3)
i sont les trois termes de´finis de fac¸on e´vidente.
Dans le Lemme 7 en annexe nous prouvons que pour chaque i, ((M
(k)
p ))0<p<ni+1−ni
est une martingale par rapport a` la filtration (G(i)p ) de´finie en (7.1) ou`
M (k)p :=
∫ t+ϕp
t−ϕp
4|t− s|σ(s) dW (k)s ,
ou` ϕp :=
hni+1−p
2 . De meˆme nous de´montrons dans le Lemme 8 en annexe que
(M
(k,1)
n )n et (M
(k,2)
n )n de´finies ci-dessous sont des martingales respectivement
par rapport aux filtrations de´finies en (7.2) et (7.3),
M (k,1)n :=
∫ t−hn
2
t−hni
2
K
(
t− s
hni
)
σ(s) dW (k)s , M
(k,2)
n :=
∫ t+hni
2
t+hn
2
K
(
t− s
hni
)
σ(s) dW (k)s ,
a) Terme A
(1)
i . Nous allons prouver que
∑∞
i=1 P[A
(1)
i > ] < ∞. Pour cela
nous devons majorer P[A
(1)
i > ]. Nous savons que A
(1)
i > 0 P− presque
suˆrement et l’ine´galite´ de Markov donne
P
[
A
(1)
i > 
]
<
E[A
(1)
i ]

.
Comme nous n’avons pas pu obtenir directement la convergence de
∑∞
i=1 E[A
(1)
i ],
nous allons utiliser l’ine´galite´ de Bienayme Tchebychev et e´tablir que∑∞
i=1 var
(
A
(1)
i
)
<∞.
Nous de´montrons dans le Lemme 9 en annexe que l’espe´rance de A
(1)
i
converge vers 0 lorsque i tend vers l’infini. Donc pour i suffisamment grand
E
[
A
(1)
i
]
≤ 
2
, d’ou` − E
[
A
(1)
i
]
≥ 
2
,
et
P(A
(1)
i > ) = P
(
A
(1)
i − E
[
A
(1)
i
]
> − E
[
A
(1)
i
])
≤ P
(∣∣∣A(1)i − E [A(1)i ]∣∣∣ > − E [A(1)i ])
≤ var(A
(1)
i )(
− E
[
A
(1)
i
])2
≤ 4var(A
(1)
i )
2
, (5.18)
la deuxie`me ine´galite´ est due a` l’ine´galite´ de Bienayme´-Tchebychev. Pour ter-
miner majorons la variance de A
(1)
i . Posons
ci :=
1
nihni+1
∣∣∣∣ 1hni+1 − 1hni
∣∣∣∣ ,
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var(A
(1)
i ) ≤ 4ci2
ni+1−1∑
k=0
var
[
sup
{∣∣∣M (k)p ∣∣∣ : 0 < p ≤ ni+1 − ni}]
≤ 4ci2
ni+1−1∑
k=0
var
[
M
(k)
(ni−ni−1)
]
= 4ci
2
ni+1−1∑
k=0
var
∫ t+hni2
t−hni
2
4|t− s|σ(s) dW (k)s

≤ 16ni+1h
3
ni
3n2ih
2
ni+1
∣∣∣∣ 1hni+1 − 1hni
∣∣∣∣2||σ2||∞.
La premie`re ine´galite´ est due au fait que les processus
{
W
(k)
s , s ∈ [−1/2, 1/2]
}
, k ∈
N sont inde´pendants, et la seconde ine´galite´ est une conse´quence de l’ine´galite´
de Doob pour les martingales. De plus nous avons
ni+1h
3
ni
n2ih
2
ni+1
∣∣∣∣ 1hni+1 − 1hni
∣∣∣∣2 = ( i+ 1i
)b+2ab
× iab−b−2 × (a2b2 +O(1)) .
Par conse´quent
var(A
(1)
i ) ≤ iab−b−2 ×
(
a2b2 +O(1)
) ||σ2||∞.
Ceci est le terme ge´ne´ral d’une se´rie convergente car ab − b − 2 < −2. Donc
d’apre`s (5.18)
∞∑
i=1
P
[
A
(1)
i > 
]
<∞.
D’ou` la convergence presque suˆre du terme A
(1)
i vers 0 lorsque i tend vers ∞.
b) Terme A
(2)
i . Soit  > 0, montrons que
+∞∑
i=1
P(A
(2)
i > ) <∞.
Or A
(2)
i > 0 presque suˆrement et
P[A
(2)
i > ] = P
( sup
n∈[ni;ni+1]
1
nhn
n−1∑
k=0
∫ t−hn
2
t−hni
2
K
(
t− s
hni
)
σ(s) dW (k)s
)2
> 2

≤ 1
2n2ih
2
ni+1
E
 sup
n∈[ni;ni+1]
ni+1−1∑
k=0
∫ t−hn
2
t−hni
2
K
(
t− s
hni
)
σ(s) dW (k)s
2 ,
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d’apre`s l’ine´galite´ de Markov. Comme pour chaque i
M (k,1)n =
∫ t−hn
2
t−hni
2
K
(
t− s
hni
)
σ(s) dW (k)s
est martingale en n ∈ [ni, ni+1] (voir le Lemme 8 en annexe), nous avons
P[A
(2)
i > ] ≤
1
2n2ih
2
ni+1
ni+1−1∑
k=0
E
∫ t−hni+12
t−hni
2
K
(
t− s
hni
)
σ(s) dW (k)s
2
≤ ni+1
2n2ih
2
ni+1
E
∫ t−hni+12
t−hni
2
K2
(
t− s
hni
)
σ2(s) ds
2
=
ni+1
2n2ih
2
ni+1
∫ t−hni+1
2
t−hni
2
K2
(
t− s
hni
)
σ2(s) ds.
Posons u = t−shni , et rappelons que ni := i
b, hni = n
−a
i , a et b choisis tels que
b(1− a) > 1 donc nous avons
P[A
(2)
i > ] ≤
ni+1||σ2||∞
2n2ih
2
ni+1
∫ t−hni+1
2
t−hni
2
K2
(
t− s
hni
)
ds
=
ni+1hni ||σ2||∞
2n2ih
2
ni+1
∫ hni
2hni
hni+1
2hni
K2(u) du
≤ ni+1hni ||σ
2||∞
2n2ih
2
ni+1
∫ 1
2
− 1
2
K2(u) du (5.19)
=
c(i+ 1)b+2ab
2i2b+ab
∼= c
2ib(1−a)
(1 +
1
i
)b+2ab (5.20)
≤ 2
b+2abc
2ib(1−a)
. (5.21)
L’ine´galite´ (5.19) vient du fait que 0 < hni+1 ≤ hni et que K2(·) est une fonction
positive, c := ||σ2||∞
∫ 1
2
− 1
2
K2(u) du. Comme b(1− a) > 1 alors
i=∞∑
i=1
P[A
(2)
i > ] ≤
i=∞∑
i=1
2b+2abc
2ib(1−a)
,
est une somme convergente. D’ou` la convergence de A
(2)
i .
c) Terme A
(3)
i . Soit  > 0, montrons que
+∞∑
i=1
P(A
(3)
i > ) <∞.
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Or
P[A
(3)
i > ] = P
 sup
n∈[ni,ni+1]
∣∣∣∣∣∣ 1nhn
n−1∑
k=0
∫ t+hni
2
t+hn
2
K
(
t− s
hni
)
σ(s)dW (k)s
∣∣∣∣∣∣
2 > 2

≤ 1
2n2ih
2
ni+1
E
 sup
n∈[ni,ni+1]
∣∣∣∣∣∣
n−1∑
k=0
∫ t+hni
2
t+hn
2
K
(
t− s
hni
)
σ(s)dW (k)s
∣∣∣∣∣∣
2 ,
d’apre`s l’ine´galite´ de Markov. Comme
M (k,2)n =
∫ t+hni
2
t+hn
2
K
(
t− s
hni
)
σ(s)dW (k)s
est une martingale en n alors nous avons
P[A
(3)
i > ] ≤
1
2n2ih
2
ni+1
ni+1−1∑
k=0
E
∫ t+hni2
t+
hni+1
2
K
(
t− s
hni
)
σ(s)dW (k)s
2
≤ ni+1
2n2ih
2
ni+1
E
∫ t+hni2
t+
hni+1
2
K
(
t− s
hni
)
σ(s)dW (k)s
2
≤ ni+1||σ
2||∞
2n2ih
2
ni+1
∫ t+hni
2
t+
hni+1
2
K2
(
t− s
hni
)
ds.
Nous faisons a` nouveau le changement de variable pre´ce´dent en posant u = t−shni .
Nous avons donc
P[A
(3)
i > ] ≤
ni+1hni ||σ2||∞
2n2ih
2
ni+1
∫ − hni
2hni
−hni+1
2hni
K2(u) du
≤ ni+1hni ||σ
2||∞
2n2ih
2
ni+1
∫ 1
2
− 1
2
K2(u) du (5.22)
≤ 2
b+2abc
2ib(1−a)
.
L’ine´galite´ (5.22) vient e´galement du fait que 0 < hni+1 ≤ hni et que K2(·) est
une fonction positive. Ainsi,
i=∞∑
i=1
P[A
(3)
i > ] ≤
i=∞∑
i=1
2b+2abc
2ib(1−a)
<∞,
d’ou` la convergence presque suˆre de A
(3)
i vers 0. Donc nous avons pu e´tablir la
convergence P− p.s vers 0 de A(1)i , A(2)i et A(3)i . Or
0 ≤ V (3)i ≤ A(1)i +A(2)i +A(3)i ,
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Par conse´quent nous avons la convergence P−p.s de V (3)i vers 0. Et nous avons
obtenu pre´ce´demment la convergence P− p.s de V (1)i et V (2)i vers 0. Comme
sup
n∈[ni,ni+1]
|Vn(t)− Vni(t)| ≤ V (1)i + V (2)i + V (3)i ,
et Vni(t) converge P − p.s vers 0 alors Vn(t) converge P − p.s vers 0. Ainsi, le
Lemme 4 est prouve´.
Comme fˆn(t) = Un(t)+Vn(t) nous venons de voir que Vn(t) converge P−p.s
vers 0, et nous avons de´ja` vu dans le The´ore`me 10 que Un(t) qui est non-ale´atoire
converge vers f(t), alors fˆn(t) converge P− p.s vers f(t).
5.5 Simulation
Rappelons que dans le cas d’une observation continue du processus {ζt} sur
l’intervalle [0, nP ], l’estimateur fˆn(t) est donne´ par
fˆn(t) =
1
n
∫ nP
0
Khn(t− s)dζs,
et dans le cas d’une observation continue du processus {ξt} cet estimateur est
donne´ ainsi :
fˆn(t) =
1
n
∫ nP
0
Khn(t− s)
dξs
ξs
.
Nous allons illustrer ces estimateurs en simulant les deux processus {ζt}
et {ξt} par la me´thode d’Euler et nous conside´rons de´sormais les parame`tres
suivants
P = 1, T = nP = 1000, hn = 10
−2 δ = 10−3,
ou` P est la pe´riode, T est la taille de l’observation, hn est la feneˆtre de l’esti-
mateur et δ est le pas de discre´tisation.
1) Traitons d’abord le mode`le
dζt = sin(2pit)dt+ dWt.
Comme la fonction sin(2pit) est impaire et pe´riodique de pe´riode 1, il suffit de
l’e´tudier sur [0, 0.5].
Dans la Figure 5.1 nous repre´sentons des boˆıtes-a`-moustaches pour l’estima-
tion de la fonction f(t). Ces boˆıtes-a`-moustaches sont construites a` partir de
10 re´pe´titions du processus.
Nous constatons que la courbe de sin(2pit) passe a` proximite´ de la me´diane
pour la plupart des 11 valeurs de t, t = 0, 0.05, . . . 0.5. Cependant nous avons
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igure5.1–dζt=sin(2πt)dt+dWt.
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Chapitre 6
Estimation non-parame´trique
du drift d’un mode`le de type
Ornstein-Uhlenbeck
6.1 Introduction
Dans ce chapitre nous supposons que nous observons une trajectoire conti-
nue sur [0, nP ] d’un processus solution de l’e´quation diffe´rentielle stochastique
de type Langevin donne´e par
dξt = f(t)ξtdt+ dWt, (6.1)
ou` {Wt} est un mouvement Brownien inde´pendant de ξ0. Le but de ce cha-
pitre est d’e´tudier par la me´thode du noyau l’estimateur de la fonction f(·) en
supposant qu’elle est continue et pe´riodique de pe´riode P > 0.
Avant ceci, nous rappelons qu’une e´quation de type (6.1) admet la solution
suivante
ξt = e
F (t)
(
ξ0 +
∫ t
0
e−F (u)dWu
)
,
ou`
F (t) :=
∫ t
0
f(v)dv. Posons aussi, G(t) :=
∫ t
0
e−2F (v)dv et H−2(t) := e2F (t)G(t).
Un tel processus sera appele´ un processus d’Ornstein-Uhlenbeck pe´riodique
(OU-P).
Comme dans le chapitre 2 et suivant [24], posons
Xn := {ξnP+t : t ∈ [0, P ]} , n ∈ N.
Ainsi (Xn)n est une suite de Markov homoge`ne dont l’espace d’e´tats est C[0, P ].
De plus, le comportement de la suite (Xn)n diffe`re selon le signe de F (P ), la
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valeur de l’inte´grale de f(·) sur une pe´riode P . D’ou` les trois diffe´rents cas qui
apparaissent dans le comportement asymptotique de l’estimateur a` noyau de´fini
en (6.2).
Si F (P ) < 0, la suite (Xn)n est positive re´currente au sens de Harris. et la suite
(ξnP+t)n est positive re´currente pour chaque t.
Si F (P ) = 0, la suite (Xn)n a un comportement de type re´current nul, en
particulier la suite (ξnP+t)n est re´currente nulle pour chaque t.
Si F (P ) > 0, la suite (Xn)n est transiente. (Voir section 2 de [9] pour plus de
de´tail).
Par ailleurs, ces diffe´rents comportements selon le signe de F (P ) entraˆınent
diffe´rentes vitesses de convergences de l’estimateur fˆn(t) e´tudie´.
Dans ce travail nous supposons que ξ0 = 0 donc pour tout t > 0,
L(ξt) = N
(
0, H−2(t)
)
.
Pour estimer f(·) nous proposons l’estimateur a` noyau suivant
fˆn(t) =
1
n
∫ nP
0
Khn(t− u)1{|ξu|>n}
dξu
ξu
(6.2)
ou` n > 0. La pre´sence de l’indicatrice 1{|ξu|>n} se justifie par le fait que ξu
peut appartenir a` tout voisinage de 0 avec une probabilite´ non nulle. Nous
allons de´montrer que cet estimateur est asymptotiquement sans biais et qu’il
converge en moyenne quadratique. Pour cela de´composons cet estimateur de la
fac¸on suivante
fˆn(t) =
1
n
∫ nP
0
Khn(t− u)f(u)du−
1
n
∫ nP
0
Khn(t− u)1{|ξu|≤n}f(u)du
+
1
n
∫ nP
0
Khn(t− u)1{|ξu|>n}
dWu
ξu
= fn(t)− Un(t) + Vn(t), (6.3)
ou`
fn(t) :=
1
n
∫ nP
0
Khn(t− u)f(u)du,
Un(t) :=
1
n
∫ nP
0
Khn(t− u)1{|ξu|≤n}f(u)du
et
Vn(t) :=
1
n
∫ nP
0
Khn(t− u)1{|ξu|>n}
dWu
ξu
.
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6.2 Proprie´te´s de l’estimateur
6.2.1 Le biais de l’estimateur
Calculons d’abord l’espe´rance de fˆn(t).
E
[
fˆn(t)
]
= fn(t)− E[Un(t)] + E[Vn(t)]
= fn(t)− E[Un(t)].
la deuxie`me e´galite´ est due aux proprie´te´s du mouvement Brownien centre´
{Wu, u ≥ 0}. Ainsi fˆn(t) est un estimateur biaise´, ne´anmoins il est asymptoti-
quement sans biais.
The´ore`me 16 Supposons que f(·) est continue et pe´riodique, ξ0 = 0 et que n
ve´rifie
n =

o(1), si F (P ) < 0
o(
√
n), si F (P ) = 0
o(n), si F (P ) > 0.
(6.4)
Alors fˆn(t) est un estimateur asymptotiquement sans biais de f(t) uniforme´ment
en t ∈ [0, P ].
Preuve Le changement de variable u = s− kP , et la pe´riodicite´ de f(·) et de
K(·) nous donnent
E
[
fˆn(t)
]
=
1
n
∫ nP
0
Khn(t− u)f(u)du− E
[
1
n
∫ nP
0
Khn(t− u)1{|ξu|≤n}f(u)du
]
=
1
n
n−1∑
k=0
∫ P
0
Khn(t− u)f(u)du
−E
[
1
n
n−1∑
k=0
∫ P
0
Khn(t− u)1|ξu+kP |≤nf(u)du
]
=
∫ P
0
Khn(t− u)f(u)du−
∫ P
0
Khn(t− u)f(u)
1
n
n−1∑
k=0
E
[
1|ξu+kP |≤n
]
du
=
∫ P
0
Khn(t− u)f(u)du−
∫ P
0
Khn(t− u)f(u)
1
n
n−1∑
k=0
P [|ξu+kP | ≤ n] du.
Nous avons e´tabli dans le The´ore`me 10 du chapitre 5 que
lim
n→∞ supt∈[0,P ]
∣∣∣∣∫ P
0
Khn(t− u)f(u)du− f(t)
∣∣∣∣ = 0.
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Il reste a` prouver que
lim
n→∞E[Un(t)] = limn→∞
∫ P
0
Khn(t− u)f(u)
(
1
n
n−1∑
k=0
P [|ξu+kP | ≤ n]
)
du = 0.
Pour ceci, majorons d’abord la somme
1
n
n−1∑
k=0
P [|ξu+kP | ≤ n] pour tout u ∈ [0, P ].
Nous savons que
n−1∑
k=0
P [|ξu+kP | < n] = P [|ξu| ≤ n] +
n−1∑
k=1
P [|ξu+kP | ≤ n]
≤ 1 +
n−1∑
k=1
P [|ξu+kP | ≤ n] .
Graˆce au Lemme 10 en annexe
P [|ξu+kP | ≤ n] ≤ H(u+ kP )n.
De plus, d’apre`s le Lemme 11 en annexe,
H(u+ kP ) =

O(1), si F (P ) < 0
O(k−1/2), si F (P ) = 0
O (e−kF (P )) , si F (P ) > 0.
Ainsi en utilisant le fait que
n−1∑
k=1
k−1/2 ≤ 2√n et
n−1∑
k=1
e−kF (P ) = e−F (P )
1− e−(n−1)F (P )
1− e−F (P ) ≤
1
eF (P ) − 1 ,
nous de´duisons que
1
n
n−1∑
k=0
P [|ξu+kP | ≤ n] ≤ an, (6.5)
ou`
an :=

1
n
+O(n) si F (P ) < 0
1
n
+O
(
n√
n
)
si F (P ) = 0
1
n
+O
(n
n
)
siF (P ) > 0.
(6.6)
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Donc d’apre`s la condition sur n,
lim
n→∞
1
n
n−1∑
k=0
P [|ξu+kP | ≤ n] = 0 uniforme´ment en u.
Par conse´quent,
lim
n→∞
∫ P
0
Khn(t− u)f(u)
1
n
n−1∑
k=0
P [|ξu+kP | ≤ n] du = 0 uniforme´ment en t.
Donc E
[
fˆn(t)
]
converge uniforme´ment en t vers f(t) lorsque n tend vers l’in-
fini.
6.2.2 Vitesse de convergence du biais
Proposition 12 Sous les hypothe`ses du The´ore`me 16, l’espe´rance de fˆn(t)
converge vers f(t). Si de plus f(·) est un e´le´ment de la classe de Ho¨lder Hβ
nous avons
lim sup
n→∞
γn,β sup
t∈[0,P ]
∣∣∣E [fˆn(t)]− f(t)∣∣∣ <∞,
ou`
γn,β :=

min
{
h−βn , n, 
−1
n
}
si F (P ) < 0
min
{
h−βn , n, n
1
2 −1n
}
si F (P ) = 0
min
{
h−βn , n, n
−1
n
}
si F (P ) > 0.
(6.7)
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Preuve
∣∣∣E [fˆn(t)]− f(t)∣∣∣ ≤ ∣∣∣∣∫ P
0
Khn(t− u)f(u)du− f(t)
∣∣∣∣
+
∣∣∣∣∣
∫ P
0
Khn(t− u)f(u)
1
n
n−1∑
k=0
P [|ξu+kP | ≤ n] du
∣∣∣∣∣
=
∣∣∣∣∣
∫ 1
2
− 1
2
K(u)f(t− uhn)du− f(t)
∣∣∣∣∣
+
∣∣∣∣∣
∫ P
0
Khn(t− u)f(u)
1
n
n−1∑
k=0
P [|ξu+kP | ≤ n] du
∣∣∣∣∣
≤
∣∣∣∣∣
∫ 1
2
− 1
2
K(u)f(t− uhn)du−
∫ 1
2
− 1
2
K(u)f(t)du
∣∣∣∣∣
+
∣∣∣∣∣
∫ 1
2
− 1
2
K(u)f(t− uhn)andu
∣∣∣∣∣
=
∣∣∣∣∣
∫ 1
2
− 1
2
K(u)(f(t− uhn)− f(t))du
∣∣∣∣∣
+an
∣∣∣∣∣
∫ 1
2
− 1
2
K(u)f(t− uhn)du
∣∣∣∣∣ .
La premie`re e´galite´ est due a` l’e´quation (5.4) et an est le terme de´fini en (6.6).
D’apre`s la Proposition 11 dans le chapitre pre´ce´dent (chapitre 5), lorsque f(·)
est un e´le´ment de classe de Ho¨lder Hβ, nous avons
∣∣∣E [fˆn(t)]− f(t)∣∣∣ ≤ Chβn + an||f ||∞ ≤ C ′(hβn + an).
ou`
C =
L
l!
∫ 1
2
− 1
2
|v|β|K(v)|dv, C ′ = C max{1, ||f ||∞}.
Donc nous avons bien
lim sup
n→∞
γn,β sup
t∈[0,P ]
∣∣∣E [fˆn(t)]− f(t)∣∣∣ <∞.
Exemples : Si β = 32 , n = n
− 1
4 et hn = n
−1, la vitesse de convergence du
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biais est donne´e par
γn, 3
2
=

min
{
n
3
2 , n, n
1
4
}
= n
1
4 si F (P ) < 0
min
{
n
3
2 , n, n
3
4
}
= n
3
4 si F (P ) = 0
min
{
n
3
2 , n, n
5
4
}
= n si F (P ) > 0.
Si β = 2, c’est-a`-dire f(·) est deux fois continuˆment de´rivable, n = hn =
n−
1
4 , cette vitesse devient,
γn,2 :=

min
{
n
1
2 , n, n
1
4
}
= n
1
4 si F (P ) < 0
min
{
n
1
2 , n, n
3
4
}
= n
1
2 si F (P ) = 0
min
{
n
1
2 , n, n
5
4
}
= n
1
2 si F (P ) > 0.
6.3 Convergence en moyenne quadratique
The´ore`me 17 Supposons que f(·) est continue et pe´riodique, n satisfait la
condition (6.4), an est donne´e par la relation (6.6) et n
2
nhn →∞ quand n→
∞. Alors l’estimateur fˆn(t) converge en moyenne quadratique vers f(t). De
plus, nous avons la convergence uniforme en t ∈ [0, P ]
lim
n→∞ supt∈[0,P ]
E
[∣∣∣fˆn(t)− f(t)∣∣∣2] = 0.
Preuve Nous avons
E(|fˆn(t)− f(t)|2)
=
(
E
[
fˆn(t)− f(t)
])2
+ var
(
fˆn(t)
)
=
(
E
[
fˆn(t)− f(t)
])2
+ var (fn(t) + Un(t) + Vn(t))
=
(
E
[
fˆn(t)− f(t)
])2
+ var (Un(t)) + var (Vn(t)) + 2cov (Un(t), Vn(t))
≤
(
E
[
fˆn(t)− f(t)
])2
+ var (Un(t)) + var (Vn(t)) (6.8)
+2 (var (Un(t)) var (Vn(t)))
1/2 ,
ou` les variables fn(t), Un(t), Vn(t) sont de´finies en (6.3). La troisie`me e´galite´
est due au fait que et fn(t) n’est pas ale´atoire.
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Nous avons e´tudie´ la convergence de l’espe´rance de fˆn(t) vers f(t). Nous
allons maintenant montrer la convergence vers 0 des variances de Un(t) et de
Vn(t). E´tudions d’abord la variance de Un(t)
var(Un(t))
= var
(
1
n
∫ nP
0
Khn(t− u)1{|ξu|≤n}f(u)du
)
(6.9)
= cov
(
1
n
∫ nP
0
Khn(t− u)1{|ξu|≤n}f(u)du,
1
n
∫ nP
0
Khn(t− v)1{|ξv |≤n}f(v)dv
)
=
1
n2
∫ nP
0
∫ nP
0
Khn(t− u)Khn(t− v)f(u)f(v)cov
(
1{|ξu|≤n},1{|ξv |≤n}
)
dudv.
Majorons en premier lieu la covariance suivante
cov
(
1{|ξu|≤n},1{|ξv |≤n}
)
= E
[
1{|ξu|≤n} × 1{|ξv |≤n}
]− E [1{|ξu|≤n}]× E [1{|ξv |≤n}]
≤ E [1{|ξu|≤n}]− E [1{|ξu|≤n}]× E [1{|ξv |≤n}]
= P (|ξu| ≤ n) (1− P (|ξv| ≤ n))
≤ P (|ξu| ≤ n) .
Ainsi,
var(Un(t)) ≤ 1
n2
∫ nP
0
∫ nP
0
|Khn(t− u)Khn(t− v)| |f(u)f(v)|P (|ξu| ≤ n) dudv
≤ 1
n2
∫ P
0
∫ P
0
|Khn(t− u)Khn(t− v)| |f(u)f(v)|
×
n−1∑
k′=0
n−1∑
k=0
P (|ξu+kP | ≤ n) dudv
≤ an
∫ P
0
∫ P
0
|Khn(t− u)Khn(t− v)| |f(u)f(v)|dudv
La dernie`re ine´galite´ est due a` la relation (6.5) et an est de´fini en (6.6).
D’apre`s l’e´quation (5.4) du chapitre 5 pre´ce´dent nous de´duisons que
var(Un(t)) ≤ an
(∫ 1
2
− 1
2
|K(u)f(t− uhn)|du
)2
≤ ||f ||2∞
∫ 1
2
− 1
2
|K(u)|du× an,
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Majorons maintenant la variance de Vn(t).
var(Vn(t)) = var
(
1
n
∫ nP
0
Khn(t− u)1{|ξu|>n}
dWu
ξu
)
= E
[(
1
n
∫ nP
0
Khn(t− u)1{|ξu|>n}
dWu
ξu
)2]
=
1
n2
∫ nP
0
K2hn(t− u)E
[
ξ−2u 1{|ξu|>n}
]
du (6.10)
≤ 1
n22n
∫ nP
0
K2hn(t− u)du
La deuxie`me e´galite´ est due au fait que le mouvement Brownien est centre´, et
la dernie`re ine´galite´ est due au fait que
E
[
ξ−2u 1{|ξu|>n}
] ≤ 1
2n
. (6.11)
Donc
var(Vn(t)) ≤ 1
n22n
∫ nP
0
K2hn(t− u)du
=
1
n22n
n−1∑
k=0
∫ (k+1)P
kP
K2hn(t− u)du
=
1
n2nhn
∫ P
0
K2hn(t− u)du
=
1
n2nhn
∫ 1
2
− 1
2
K2(u)du.
Ainsi, nous de´duisons la convergence de fn(t) vers f(t) ainsi que la convergence
vers 0 de la variance des deux parties Un(t) et Vn(t) lorsque n
2
nhn → ∞ et
an → 0 quand n →∞. Ceci nous garantit la convergence en moyenne quadra-
tique de fˆn(t).
Remarque 5 A` partir du calcul pre´ce´dent nous de´duisons les diffe´rentes vi-
tesses de convergence suivantes : le terme fn(t) converge vers f(t) avec la vitesse
an. C’est aussi la meˆme vitesse de convergence vers 0 de la variance des Un(t).
Cependant, la variance de Vn(t) converge vers 0 avec la vitesse
1
n2nhn
.
Exemple, n = n
− 1
4 et hn = n
− 1
3 . Donc
1
n2nhn
= n−
1
6 ,
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et
an =

n−1 +O
(
n−
1
4
)
= O
(
n−
1
4
)
si F (P ) < 0
n−1 +O
(
n−
3
4
)
= O
(
n−
3
4
)
si F (P ) = 0
n−1 +O
(
n−
5
4
)
= n−1(1 +O(1)) siF (P ) > 0.
Par conse´quent n → 0, an → 0 et n2nhn →∞ quand n→∞.
6.4 E´tude de l’estimateur modifie´ fˆ ∗n(t)
Dans l’ine´galite´ (6.11), nous avons majore´ E
[
ξ−2u 1{|ξu|>n}
]
par 1
2n
. Pour
mieux controˆler ce terme (voir les Lemmes 10 et 11) et ame´liorer les vitesses
de convergence de l’estimateur fˆn(t), nous modifions cet estimateur en suppo-
sant que nous observons une trajectoire continue du processus {ξt} sur [P, nP ].
De´finissons
fˆ∗n(t) :=
1
n
∫ nP
P
Khn(t− u)I{|ξu|>n}
dξu
ξu
=
1
n
∫ nP
P
Khn(t− u)f(u)I{|ξu|>n} du+
1
n
∫ nP
P
Khn(t− u)I{|ξu|>n}
dWu
ξu
.
Donc
fˆn(t) =
1
n
∫ P
0
Khn(t− u)I{|ξu|>n}
dξu
ξu
+ fˆ∗n(t).
Nous de´composons f∗n(t) de la meˆme fac¸on que fˆn(t) en posant
fˆ∗n(t) = f
∗
n(t)− U∗n(t) + V ∗n (t), (6.12)
ou`
f∗n(t) :=
1
n
∫ nP
P
Khn(t− u)f(u) du
U∗n(t) :=
1
n
∫ nP
P
Khn(t− u)f(u)1{|ξu|≤n} du
V ∗n (t) :=
1
n
∫ nP
P
Khn(t− u)1{|ξu|>n}
dWu
ξu
.
De´sormais c de´signe une constante dont la valeur peut diffe´rer d’une expression
a` une autre.
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6.4.1 Biais de l’estimateur et convergence en moyenne quadra-
tique
Biais de l’estimateur
Nous de´montrons dans le lemme suivant que l’estimateur fˆ∗n(t) est asymp-
totiquement sans biais.
Proposition 13 Avec les notations pre´ce´dentes et sous les conditions que n→
∞, hn = o(1) et que
1. n = o(1) si F (P ) < 0 ;
2. n = o(
√
n) si F (P ) = 0 ;
3. n = o(n) si F (P ) > 0,
nous avons
lim
n→∞ supt∈[0,P ]
∣∣∣E [fˆ∗n(t)]− f(t)∣∣∣ = 0.
Preuve Les calculs effectue´s ci-dessous sont semblables a` ceux fait pour e´tudier
fn(t) a` l’exception que nous n’avons plus dans les sommations en k le terme
k = 0. Nous savons que
E
[
fˆ∗n(t)
]
= f∗n(t)− E[U∗n(t)] + E[V ∗n (t)].
Le premier terme f∗n(t) est une fonction non-ale´atoire et pe´riodique,
f∗n(t) =
1
n
n−1∑
k=1
∫ (k+1)P
kP
Khn(t− u)f(u)du =
n− 1
n
∫ 1
2
− 1
2
K(v)f (t− vhn) dv.
Comme pour fn(t), f
∗
n(t) converge uniforme´ment par rapport a` t vers f(t) quand
n → ∞. D’apre`s l’inde´pendance des accroissements du mouvement Brownien,
nous avons
E[V ∗n (t)] =
1
n
∫ nP
P
Khn(t− u)E
[
1{|ξu|>n}
dWu
ξu
]
= 0.
Il reste donc a` e´tudier le terme E[U∗n(t)]
E [U∗n(t)] =
1
n
∫ nP
P
Khn(t− u)f(u)P [|ξu| ≤ n] du
=
∫ P
0
Khn(t− u)f(u)
(
1
n
n−1∑
k=1
P [|ξu+kP | ≤ n]
)
du.
D’apre`s les Lemmes 10 et 11 en annexe et le fait que∫ P
0
|Khn(t− u)||f(u)| du ≤
∫ 1/2
−1/2
|K(u)| du× sup
u∈[0,P ]
|f(u)| <∞, (6.13)
nous pouvons faire les majorations suivantes
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1. Si F (P ) < 0 alors
n−1∑
k=1
P [|ξu+kP | ≤ n] ≤ c (n− 1) n
et
|E [U∗n(t)]| ≤ c n
∫ P
0
|Khn(t− u)||f(u)| du = O(n). (6.14)
2. Si F (P ) = 0 alors
n−1∑
k=1
P [|ξu+kP | ≤ n] ≤ c n
n−1∑
k=1
k−
1
2 ≤ c (n− 1) n
(
2
n
1
2
− 1
n
− 1
n
3
2
)
≤ 2c (n− 1) n√
n
≤ 2c√n n
et
|E [U∗n(t)]| ≤
2c n√
n
∫ P
0
|Khn(t− u)||f(u)| du = O
(
n√
n
)
.
3. Si F (P ) > 0 alors
n−1∑
k=1
P [|ξu+kP | ≤ n] ≤ c n
n−1∑
k=1
e−kF (P ) ≤ c n
eF (P ) − 1
et
|E [U∗n(t)]| ≤
c n
n(eF (P ) − 1)
∫ P
0
|Khn(t− u)||f(u)| du = O
(n
n
)
.
Ceci termine la de´monstration de la proposition.
Convergence en moyenne quadratique
Comme pour l’estimateur fˆn(t) nous obtenons la convergence en moyenne
quadratique de fˆ∗n(t)
The´ore`me 18 Supposons que la fonction f(·) est pe´riodique de pe´riode P
connue. Alors
lim
n→∞ supt∈[0,P ]
E
[∣∣∣fˆ∗n(t)− f(t)∣∣∣2] = 0,
sous les hypothe`ses que hn = o(1) et que
1. n = o(1) et nhnn →∞ si F (P ) < 0 ;
2. n = o(
√
n) et n
3
2hnn →∞ si F (P ) = 0 ;
3. n = o(n) et n
2hnn →∞ si F (P ) > 0.
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Preuve Puisque
E
[∣∣∣fˆ∗n(t)− f(t)∣∣∣2] = ∣∣∣E [fˆ∗n(t)]− f(t)∣∣∣2 + var [fˆ∗n(t)] ,
d’apre`s le re´sultat de la Proposition 13, il reste juste a` montrer que
lim
n→∞ supt∈[0,P ]
var
[
fˆ∗n(t)
]
= 0.
Graˆce a` la de´composition (6.12) nous avons
var
[
fˆ∗n(t)
]
= var [f∗n(t)− U∗n(t) + V ∗n (t)] = var [−U∗n(t) + V ∗n (t)]
= var [U∗n(t)] + var [V
∗
n (t)]− 2 cov [U∗n(t) , V ∗n (t)] .
1) Majoration de var[U∗n(t)]
n2var[U∗n(t)]
=
∫ nP
P
∫ nP
P
Khn(t− u)Khn(t− v)f(u)f(v) cov
[
1{|ξu|≤n},1{|ξv|≤n}
]
dudv
≤
(∫ P
0
|Khn(t− u)||f(u)| ×
n−1∑
k=1
√
P [|ξu+kP | ≤ n] du
)2
(6.15)
car ∣∣cov [1{|ξu|≤n},1{|ξv|≤n}]∣∣ ≤√P [|ξu| ≤ n]×√P [|ξv| ≤ n].
D’apre`s la pe´riodicite´ de f(·) et Khn(·) nous avons
n2var[U∗n(t)] ≤
(∫ P
0
|Khn(t− u)f(u)| ×
n−1∑
k=1
√
P [|ξu+kP | ≤ n] du
).
D’apre`s les Lemmes 10 et 11 en annexe et l’ine´galite´ (6.13) nous avons, selon
les signes de F (P ), les majorations suivantes.
1. Si F (P ) < 0 alors
n−1∑
k=1
√
P [|ξu+kP | ≤ n] ≤ c (n− 1)√n
et
var [U∗n(t)] ≤ c n
(∫ P
0
|Khn(t− u)||f(u)| du
)2
= O (n) . (6.16)
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2. Si F (P ) = 0 alors
n−1∑
k=1
√
P [|ξu+kP | ≤ n] ≤ c√n
n−1∑
k=1
k−
1
4 ≤ 4
3
c n
3
4
√
n
et
var [U∗n(t)] ≤
c n√
n
(∫ P
0
|Khn(t− u)||f(u)| du
)2
= O
(
n√
n
)
. (6.17)
3. Si F (P ) > 0 alors
n−1∑
k=1
√
P [|ξu+kP | ≤ n] ≤ c√n
n−1∑
k=1
e−kF (P )/2 ≤ c
√
n
eF (P )/2 − 1
et
var [U∗n(t)] ≤
c n
n2
(∫ P
0
|Khn(t− u)||f(u)| du
)2
= O
( n
n2
)
. (6.18)
2) Majoration de var[V ∗n (t)]
D’apre`s l’inde´pendance des accroissements du mouvement Brownien, nous avons
n2var[V ∗n (t)] = var
[∫ nP
P
Khn(t− u)ξ−1u 1{|ξu|>n} dWu
]
=
∫ nP
P
Khn(t− u)2E
[
ξ−2u 1{|ξu|>n}
]
du (6.19)
=
∫ P
0
Khn(t− u)2
n−1∑
k=1
E
[
ξ−2u+kP1{|ξu+kP |>n}
]
du.
Nous e´tudions maintenant var [V ∗n (t)] selon les valeurs de F (P ).
D’apre`s les Lemmes 10 et 11 et le fait que∫ P
0
K2hn(t− u) du =
1
hn
∫ 1
2
1
2
K2(v) dv,
nous de´duisons les estimations suivantes.
1. Si F (P ) < 0 alors
n−1∑
k=1
E
[
ξ−2u+kP I{|ξu+kP |>n}
] ≤ c n
n
(6.20)
et
var [V ∗n (t)] ≤
c
n n
∫ P
0
Khn(t− u)2 du = O
(
1
nhnn
)
.
106
El Waled, Khalil. Estimations paramétriques et non-paramétriques pour des modèles de diffusions périodiques - 2015
6.4. E´tude de l’estimateur modifie´ fˆ∗n(t)
2. Si F (P ) = 0 alors
n−1∑
k=1
E
[
ξ−2u+kP I{|ξu+kP |>n}
] ≤ c
n
n−1∑
k=1
k−1/2 ≤ 2c
√
n
n
et
var [V ∗n (t)] = O
(
1
n3/2hnn
)
. (6.21)
3. Si F (P ) > 0 alors
n−1∑
k=1
E
[
ξ−2u+kP I{|ξu+kP |>n}
] ≤ c
n
n−1∑
k=1
e−kF (P ) ≤ c
n(eF (P ) − 1)
et
var [V ∗n (t)] = O
(
1
n2hnn
)
.
3) Majoration de cov [U∗n(t), V ∗n (t)]
D’apre`s l’ine´galite´ de Cauchy-Schwarz
|cov [U∗n(t), V ∗n (t)]|2 ≤ var [U∗n(t)]× var [V ∗n (t)] .
Ce qui ache`ve la de´monstration du The´ore`me 18.
6.4.2 Vitesse de convergence
Comme dans le chapitre pre´ce´dent en supposant que f(·) appartient a` une
classe de Ho¨lder Hβ, β > 1 et que K(·) est d’ordre l, (l = bβc de´signe le plus
grand entier qui est strictement plus petit que le re´el β), nous pouvons controˆler
le de´veloppement de Taylor de la fonction f(·) et nous obtenons donc
|f∗n(t)− f(t)| ≤ Chβn, ou` C =
L
l!
∫ 1
2
− 1
2
|v|β|K(v)|dv,
et L est une constante positive de´pendant de f(·). Ceci donne une vitesse de
convergence d’ordre O(hβn) pour le biais. De plus, nous avons
lim sup
n→∞
h−βn sup
t∈[0,P ]
|f∗n(t)− f(t)| <∞.
En particulier, pour hn = o
(
n
− 1
2β+1
)
, nous obtenons
lim
n→∞n
β
2β+1 sup
t∈[0,P ]
|f∗n(t)− f(t)| = 0.
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De plus nous savons que
E
[∣∣∣fˆ∗n(t)− f(t)∣∣∣2] = (E [fˆ∗n(t)]− f(t))2 + E [∣∣∣fˆ∗n(t)− E [fˆ∗n(t)]∣∣∣2]
= (f∗n(t)− f(t) + E [U∗n(t)])2 + var [U∗n(t)] + var [V ∗n (t)]
−2cov [U∗n(t), V ∗n (t)] .
D’apre`s les calculs pre´ce´dents effectue´s dans la Proposition 13 et le The´ore`me 18
nous obtenons
Pour F (P ) < 0,
sup
t∈[0,P ]
E
[∣∣∣fˆ∗n(t)− f(t)∣∣∣2] = O(h2βn ) +O(2n) +O(n) +O( 1nhnn
)
;
Pour F (P ) = 0,
sup
t∈[0,P ]
E
[∣∣∣fˆ∗n(t)− f(t)∣∣∣2] = O(h2βn ) +O(2nn
)
+O
(
n√
n
)
+O
(
1
n3/2hnn
)
;
Pour F (P ) < 0,
sup
t∈[0,P ]
E
[∣∣∣fˆ∗n(t)− f(t)∣∣∣2] = O(h2βn ) +O( 2nn2
)
+O
( n
n2
)
+O
(
1
n2hnn
)
.
Dans le corollaire suivant nous cherchons a` de´terminer hn et n de manie`re
a` obtenir la convergence la plus rapide.
Corollaire 9 Supposons que f(·) est pe´riodique et appartient a` Hβ, β > 1.
Alors il existe une suite re´elle {λn,β} croissante vers ∞ telle que
lim sup
n→∞
λ2n,β sup
t∈[0,P ]
E
[∣∣∣fˆ∗n(t)− f(t)∣∣∣2] <∞
sous les hypothe`ses que quand n→∞
1. hn ∼ n
−1
1+4β , n ∼ n
−2β
1+4β et λn,β := n
β
1+4β , si F (P ) < 0 ;
2. hn ∼ n
−2
1+4β , n ∼ n
1−4β
2(1+4β) et λn,β := n
2β
1+4β , si F (P ) = 0 ;
3. hn ∼ n
−3
1+3β , n ∼ n
1
1+3β et λn,β := n
3β
1+3β , si F (P ) > 0.
Par conse´quent, la plus grande vitesse de convergence correspond a` F (P ) > 0,
c’est-a`-dire dans le cas du mode`le transient. Tandis que la plus petite vitesse
de convergence correspond a` F (P ) < 0, c’est-a`-dire dans le cas du mode`le
pe´riodique positif re´current.
Preuve Pour obtenir la vitesse optimale de convergence nous devons, comme
d’habitude, trouver un compromis entre le biais et la variance de l’estimateur.
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En effet, pour minimiser l’erreur quadratique, nous avons besoin de minimiser
le biais et la variance. Cherchons donc hn, n et (hn)
−1 qui minimisent l’erreur
quadratique.
1. Pour F (P ) < 0, nous obtenons la plus grande vitesse de convergence quand
h2βn ∼ n ∼ (nhnn)−1, ainsi hn ∼ n
−1
1+4β et n ∼ n
−2β
1+4β quand n→∞.
2. Pour F (P ) = 0, nous obtenons la plus grande vitesse de convergence quand
h2βn ∼ n− 12 n ∼ (n3/2hnn)−1, ainsi hn ∼ n
−2
1+4β et n ∼ n
1−4β
2(1+4β) quand n→∞.
3. Pour F (P ) > 0 et n ≥ 1, nous obtenons la plus grande vitesse de conver-
gence quand h2βn ∼ n−22n ∼ (n2hnn)−1, ainsi hn ∼ n
−3
1+3β et n ∼ n
1
1+3β quand
n→∞.
4. Pour F (P ) > 0 et n = 1, nous obtenons la plus grande vitesse de conver-
gence quand h2βn ∼ (n2hn)−1, ainsi hn ∼ n
−2
1+2β quand n→∞.
5. Pour F (P ) > 0, n ≤ 1 et la suite {n} est fixe´e, nous obtenons la plus grande
vitesse de convergence quand h2βn ∼ (n2hnn)−1, ainsi hn ∼ (n2n)
−1
1+2β =
n
−2
1+2β 
−1
1+2β
n , quand n→∞.
6. Remarquons que pour F (P ) > 0 et n ≤ 1 n’est pas fixe´, la plus grande
vitesse de convergence serait atteinte lorsque h2βn ∼ n−2n ∼ (n2hnn)−1, ainsi
hn ∼ n
−4
1+4β et n ∼ n
2
1+4β quand n → ∞, ce qui est en contradiction avec la
condition n ≤ 1.
Par conse´quent nous de´duisons le corollaire.
6.4.3 Variance limite
Pour simplifier le calcul, nous supposons ici que hn = n
−h, n = n−.
The´ore`me 19 Pour toute fonction f : R → R pe´riodique de pe´riode P , il
existe une suite re´elle {γn} croissante vers ∞ et une fonction Hf : [0, P ]→ R
telles que
lim
n→∞ supt∈[0,P ]
∣∣∣∣∣γ2nvar [fˆ∗n]−Hf (t)×
√
2
pi
∫ 1
2
−1
2
K2(u) du
∣∣∣∣∣ = 0. (6.22)
sous les conditions que
1. Si F (P ) < 0, 0 < h < 1 et 1−h2 <  < 1−h, alors γ2n := nhnn = n1−h−
et Hf (·) est de´finie par
Hf (t) := e
−F (t) ×
(
G(P )
e−2F (P ) − 1 +G(t)
)− 1
2
; (6.23)
2. Si F (P ) = 0, 0 < h < 2 et 1−h2 <  <
3
2 − h, alors γ2n := n
3
2hnn =
n
3
2
−h− et Hf (·) est de´finie par
Hf (t) := e
−F (t)G(P )−
1
2 ; (6.24)
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3. Si F (P ) > 0, 0 < h < 2 et 0 ≤  < 2− h, γ2n := n2hnn = n2−h− et
(i) pour 0 <  < 2− h, Hf (·) est une se´rie convergente de´finie ainsi
Hf (t) :=
∞∑
k=1
H(kP + t), (6.25)
et la convergence est uniforme par rapport a` t ∈ [0, P ] ;
(ii) pour  = 0, (n = constant) Hf (·) est de´finie comme e´tant la somme
de la se´rie convergente suivante
Hf (t) :=
√
pi
2
∞∑
k=1
E
[
ξ−2kP+t1{|ξkP+t|>}
]
. (6.26)
Remarquons que dans les cas F (P ) < 0 et F (P ) = 0, nous avons Hf (P ) =
Hf (0).
Preuve Rappelons que
var
[
fˆ∗n(t)
]
= var[U∗n(t)] + var[V
∗
n (t)]− 2cov[U∗n(t), V ∗n (t)],
et que ∫ nP
P
K2hn(t− u)H(u)du =
∫ P
0
K2hn(t− u)
n−1∑
k=1
H(u+ kP ) du. (6.27)
Nous allons e´tudier le comportement asymptotique de var[V ∗n (t)] et choisir n
qui rend var[U∗n(t)] ne´gligeable. D’apre`s le Lemme 12, pour u > 0 nous avons∣∣∣∣E [ξ−2u I{|ξu|>n}]− 2H(u)√2pi n
∣∣∣∣ ≤ H2(u).
Ainsi graˆce a` l’expression de n2var[V ∗n (t)] donne´e en (6.19) nous obtenons∣∣∣∣n2var[V ∗n (t)]− 2√2pi n
∫ nP
P
K2hn(t− u)H(u) du
∣∣∣∣
≤
∫ nP
P
K2hn(t− u)H2(u) du
=
∫ P
0
K2hn(t− u)
n−1∑
k=1
H2(u+ kP ) du.
1) F (P ) < 0
Les relations (7.7), (7.8) en annexe et (6.23) impliquent que
lim
k→∞
inf
u∈[0,P ]
G(u+ kP ) =∞ et lim
k→∞
sup
u∈[0,P ]
|H(u+ kP )−Hf (u)| = 0.
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Donc en appliquant le the´ore`me de convergence domine´e et sachant que Hf (·)
est uniforme´ment continue sur [0, P ] nous obtenons
lim
n→∞ supu∈[0,P ]
1
n
n−1∑
k=1
|H(u+ kP ) −Hf (u)| = 0
et d’apre`s la relation (6.27) nous obtenons facilement
lim
n→∞ supt∈[0,P ]
∣∣∣∣∣hnn
∫ nP
P
K2hn(t− u)H(u) du−Hf (t)
∫ 1
2
− 1
2
K2(v) dv
∣∣∣∣∣ = 0.
Comme n = o(1), l’e´galite´ (7.8) entraˆıne que
lim
n→∞ supu∈[0,P ]
n
n
n−1∑
k=1
H2(u+ kP )
(| ln n|+ | lnH(u+ kP )|+ 2) = 0.
Ainsi nous avons
lim
n→∞ supt∈[0,P ]
∣∣∣∣∣nεnhnvar [V ∗(t)]−Hf (t)×
√
2
pi
∫ 1
2
−1
2
K2(v) dv
∣∣∣∣∣ = 0
D’apre`s la majoration de U∗n(t), relation (6.16)
nnhn sup
t∈[0,P ]
var [U∗(t)] = O (nhn2n) .
Ainsi lorsque F (P ) < 0, il suffit pour avoir la convergence (6.22) pour
0 < h < 1 et
1− h
2
<  < 1− h
de prendre γ2n := nhnn = n
1−h−.
2) F (P ) = 0
L’e´galite´ (7.9) en annexe nous donne 0 < kG(P ) ≤ G(u + kP ) pour u ∈ [0, P ]
et k ≥ 1, donc d’apre`s le the´ore`me de convergence domine´e
lim
n→∞ supu∈[0,P ]
∣∣∣∣E [exp( −ξ202G(u+ kP )
)]
− 1
∣∣∣∣ = 0.
Les relations (7.10) en annexe et (6.24) entraˆınent que
lim
k→∞
sup
u∈[0,P ]
|
√
kH(u+ kP )− 2Hf (u)| = 0.
Ainsi en utilisant le fait que
n∑
k=1
1√
k
=
√
n
2
(
1 + o(1)
)
,
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nous de´duisons a` partir de l’e´galite´ (6.27) que
lim
n→∞ supt∈[0,P ]
∣∣∣∣∣ hn√n
∫ nP
P
K2hn(t− u)H(u) du−Hf (t)
∫ 1
2
−1
2
K2(v) dv
∣∣∣∣∣ = 0.
De plus, et en utilisant l’approximation suivante
n−1∑
k=1
1
k
≤ 1 + ln(n),
l’e´galite´ (7.10) en annexe implique que
lim
n→∞ supu∈[0,P ]
n√
n
n−1∑
k=1
H2(u+ kP ) = 0.
Ainsi
lim
n→∞ supt∈[0,P ]
∣∣∣∣∣n3/2nhnvar [V ∗(t)]−Hf (t)×
√
2
pi
∫ 1
2
−1
2
K2(v) dv
∣∣∣∣∣ = 0.
D’autre part d’apre`s (6.17) nous avons
n3/2nhn sup
t∈[0,P ]
var [U∗(t)] = O (nhn2n) ,
Par conse´quent, lorsque F (P ) = 0, il suffit, pour avoir la convergence (6.22)
pour
0 < h < 2 et
1− h
2
<  <
3
2
− h
de prendre γ2n := n
3
2hnn = n
3
2
−h−.
3) F (P ) > 0
(i) Conside´rons d’abord le cas n = o(1). D’apre`s la de´finition de G(·) et H(·),
nous avons
G(P ) ≤ G(u+kP ) ≤ G(P )
1− e−2F (P ) and 0 ≤ H(u+kP ) ≤
e−kF (P )+P‖f‖∞√
G(P )
.
Ainsi nous de´duisons que la se´rie
∞∑
k=1
H(u+ kP ) E
[
exp
(
ξ20
2G(u+ kP )
)]
converge uniforme´ment par rapport a` u ∈ [0, P ]. Ceci justifie la de´finition (6.25)
de Hf,ξ0(·) lorsque F (P ) > 0 et graˆce a` la relation (6.27), nous obtenons faci-
lement que
lim
n→∞ supt∈[0,P ]
∣∣∣∣∣hn
∫ nP
P
K2hn(t− u)H(u) du−Hf,ξ0(t)
∫ 1
2
−1
2
K2(v) dv
∣∣∣∣∣ = 0.
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En outre, d’apre`s l’e´galite´ (7.11) en annexe et comme n = o(1)
lim
n→∞ supu∈[0,P ]
n
n−1∑
k=1
H2(u+ kP ) = 0.
D’ou`, comme hn = o(1),
lim
n→∞ supt∈[0,P ]
∣∣∣∣∣n2nhnvar [V ∗(t)]−Hf (t)×
√
2
pi
∫ 1
2
−1
2
K2(v) dv
∣∣∣∣∣ = 0.
Or la majoration (6.18) nous donne
n2nhn sup
t∈[0,P ]
var [U∗(t)] = hn2nO (1) ,
Ainsi pour avoir la convergence (6.22), il suffit, pour
0 < h < 2 et 0 <  < 2− h,
de prendre γ2n := n
2hnn = n
2−h−.
(ii) Conside´rons maintenant le cas n = C > 0. Comme L [ξu ] = N (0, H(u)−2),
alors L [H(u)ξu ] = N (0, 1). Donc nous avons
E
[
ξ−2u 1{|ξu|>}
]
= H2(u) E
[
(H(u)ξu)
−2 1{H(u)|ξu|>H(u)}
]
=
2H(u)e−H(u)2√
2pin
− 2H(u)2 (1− Φ(H(u)))
et
n∑
k=1
E
[
ξ−2u+kP1{|ξu+kP |>}
]
converge uniforme´ment vers la fonction continue sur [0, P ] de´finie par u →√
2/piHf (u). Remarquons que cette fonction de´pend de  > 0. Ainsi, d’apre`s
l’e´galite´ (6.19),
lim
n→∞ supt∈[0,P ]
∣∣∣∣∣n2hnvar [V ∗n (t)]−Hf,(t)×
√
2
pi
∫ 1
2
−1
2
K2(v) dv
∣∣∣∣∣ = 0.
par ailleurs, d’apre`s l’ine´galite´ (6.15), nous avons
n2hn sup
t∈[0,P ]
var [U∗n(t)] = hnO(1).
Ainsi pour avoir la convergence (6.22), il suffit, pour
n = C > 0 et 0 < h < 2
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de prendre γ2n := n
2hnn = n
2−h.
En utilisant le Lemme 13 et le The´ore`me 19 nous de´duisons le re´sultat
suivant de la convergence de l’erreur quadratique.
Corollaire 10 Supposons que
1. 0 < h < 1 et max
{
1− (2β + 1)h, 1−h2
}
<  < 1− h si F (P ) < 0 ;
2. 0 < h < 2 et max
{
3
2 − (2β + 1)h, 1−h2
}
<  < 32 − h si F (P ) = 0 ;
3. 0 < h < 2, max
{
2−(2β+1)h, 1− h
3
}
<  < 2−h et  ≥ 0 si F (P ) > 0.
Si f(·) est une fonction pe´riodique de pe´riode P , de classe de Ho¨lder Hβ, β ≥ 1,
et le noyau K(·) est d’ordre l = bβc et  > 0. Alors
lim
n→∞ γ
2
nE
[∣∣∣fˆ∗n(t)− f(t)∣∣∣2] = Hf (t)×√ 2pi
∫ 1
2
− 1
2
K2(v) dv
uniforme´ment par rapport a` t ∈ [0, P ]
Preuve Nous avons e´tudie´ pre´ce´demment la variance, il reste a` estimer le biais
E
[
fˆ∗n(t)
]
− f(t) = f∗n(t)− f(t) + E [U∗n(t)]
D’apre`s le sous section 6.4.2, nous obtenons les approximations suivantes
1. F (P ) < 0,
nhnn (f
∗
n(t)− f(t) + E [U∗n(t)])2 = O(nh2β+1n n) +O(nhn3n).
2. F (P ) = 0
n3/2hnn (f
∗
n(t)− f(t) + E [U∗n(t)])2 = O(n3/2h2β+1n n) +O(n1/2hn3n).
3. F (P ) > 0 et n → 0,
n2hnn (f
∗
n(t)− f(t) + E [U∗n(t)])2 = O(n2h2β+1n n) +O(nhn3n).
4. F (P ) > 0 et n = C > 0
nh2n (f
∗
n(t)− f(t) + E [U∗n(t)])2 = O(n2h2β+1n ) +O(nhn).
Ce qui permet de terminer facilement la de´monstration.
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6.5 Simulation
Ici, nous simulons e´galement le processus {ξt} avec la me´thode d’Euler en
utilisant le logiciel R.
Rappelons que
fˆn(t) =
1
n
∫ nP
0
Khn(t− u)1{|ξu|>n}
dξu
ξu
.
Nous allons, dans un premier temps, repre´senter des trajectoires du processus
{ξt}. Pour ceci, nous conside´rons d’abord le processus {ξt} solution de l’EDS
suivante. dξt = (a+ 2 sin(2pit))ξtdt+ dWt, et la pe´riode P = 1.
0 20 40 60 80 100
−2
0
1
2
a=−1
t
X
_t
0 20 40 60 80 100
−1
0
−5
0
5
a=0
t
X
_t
Figure 6.1 – dξt = (a+ 2 sin(2pit))ξtdt+ dWt.
Pour a = −1, donc
F (P ) =
∫ 1
0
(−1 + 2 sin(2pit))dt = −1 < 0,
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le processus est re´current positif. Pour a = 0, F (P ) = 0, le processus est
re´current nul.
Regardons un cas ou` F (P ) > 0. Pour ceci, conside´rant le mode`le dξt =
(a+ 5 sin(2pit))ξtdt+ dWt. Il est clair que F (P ) = 1 > 0. Nous constatons que,
dans le premier graphe de la figure 6.2 ci-dessous, le processus {ξt} est transient.
Il explose quand n→∞.
0 20 40 60 80 100
0e
+0
0
2e
+4
3
4e
+4
3
a=1
t
X
_t
0.0 0.2 0.4 0.6 0.8 1.0
2
4
6
8
10
a=1
t
X
_t
Figure 6.2 – dξt = (a+ 5 sin(2pit))ξtdt+ dWt.
Dans le deuxie`me graphe de cette figure, nous avons repre´sente´ la trajectoire
du processus sur une pe´riode. Ceci nous montre qu’en re´alite´, le processus n’est
pas constant, mais plutoˆt, a` partir de t = 95, ses valeurs augmentent tre`s
conside´rablement.
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Nous allons maintenant repre´senter des simulations de l’estimateur fˆn(t)
pour F (P ) = 0 et F (P ) > 0. Posons P = 1,  = 1, hn = 10
−2.
Pour F (P ) = 0, f(t) = 2 sin(2pit).
Comme f(·) est pe´riodique de pe´riode 1, il suffit de la repre´senter sur [0, 1].
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
−2
−1
0
1
2
 P−OU proc., f(t)=2*sin(2*pi*t); n=100, eps=1
t
va
le
ur
s
f(t)
Figure 6.3 – dξt = 2 sin(2pit)ξtdt+ dWt.
Nous pouvons voir que, meˆme si nous avons quelques valeurs aberrantes,
la forme globale des boˆıtes-a`-moustaches des valeurs de l’estimateur fˆn(t) a la
meˆme allure que la courbe de la fonction a` estimer f(t) = 2 sin(2pit).
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Pour F (P ) > 0, f(t) = 1 + 2 sin(2pit)
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
−1
0
1
2
3
 P−OU proc., f(t)=1+2*sin(2*pi*t); n=100, eps=1
t
va
le
ur
s
f(t)
Figure 6.4 – dξt = (1 + 2 sin(2pit))ξtdt+ dWt.
Dans ce cas, la forme ge´ne´rale des boˆıtes-a`-moustaches s’ame´liore nettement.
En effet, la courbe de la fonction a` estimer passe par la plupart des me´dianes
des 21 points de 0 a` 1. Par ailleurs, pour chaque point, toutes les valeurs sont
bien centre´es autour de leurs me´dianes.
Dans le cas ou` F (P ) < 0, j’ai rencontre´ des proble`mes de simulation qui
sont vraisemblablement dues a` la normalisation de l’estimateur fˆn(t) par le co-
efficient 1n ou au choix de la fonction indicatrice pre´sente dans la de´finition de
cet estimateur. Je vais essayer, en perspective de ma the`se, de modifier la nor-
malisation et d’adapter la fonction indicatrice afin de surmonter ces proble`mes.
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Conclusion et perspective
Nous avons conside´re´ dans l’e´quation (1.1) le mode`le de type signal plus
bruit donne´ par
dζt = f(t, θ)dt+ σ(t)dWt, t ∈ [0, T ]
ou` f(·, ·) et σ(·) sont des fonctions continues, pe´riodiques en t de meˆme pe´riode
P et suppose´es connues.
A` partir d’une observation continue du processus {ζt} sur l’intervalle [0, T ],
nous avons estime´ le parame`tre θ par la me´thode du maximum de vraisem-
blance. Nous avons ensuite de´montre´ que cet estimateur θˆT convergence en
probabilite´, asymptotiquement normal et asymptotiquement efficace au sens
minimax. Lorsque f(t, θ) = θf(t) l’expression de θˆT est explicite. De plus, nous
avons e´tabli sa convergence en moyenne quadratique ainsi que sa convergence
presque suˆre.
Lorsque nous observons seulement le processus {ζt} aux instants ti := iδn,
i ∈ {0, . . . , n}, ou` δn = Tn , nous avons propose´ un estimateur θˆn pour le pa-
rame`tre θ. Par ailleurs, mise a` part la convergence presque suˆre dans le cas ou`
f(t, θ) = θf(t), nous avons prouve´ que θˆn posse`de les meˆmes proprie´te´s que θˆT .
Nous nous sommes e´galement inte´resse´s a` l’estimation non-parame´trique
pour la fonction f(·) repre´sentant le drift du mode`le (1.2) qui a pour e´quation
dζt = f(t)dt+ σ(t)dWt, t ∈ [0, T ].
Apre`s avoir construit un estimateur a` l’aide d’un noyau pe´riodique, nous avons
de´montre´ que cet estimateur est uniforme´ment asymptotiquement sans biais
sur l’intervalle [0, P ], qu’il convergence uniforme´ment en moyenne quadratique,
asymptotiquement normal et qu’il converge presque suˆrement.
Nous avons aussi e´tudie´ un estimateur a` noyau pour le drift du mode`le (1.6)
de type Ornstein-Uhlenbeck donne´ par l’e´quation
dξt = f(t)ξtdt+ dWt, t ∈ [0, T ].
Nous avons par la suite e´tabli la convergence uniforme du biais et la conver-
gence uniforme en moyenne quadratique.
En perspective, je souhaite affiner et ame´liorer ces re´sultats dans diffe´rentes
directions.
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Une premie`re direction serait la ge´ne´ralisation de l’e´tude du mode`le (1.1) au
cas multidimensionnel : estimation des parame`tres θi provenant des observations
en temps continu ou en temps discre´tise´ du processus ζt suivant le mode`le
dζt = (θ1f1(t) + θ2f2(t) + · · ·+ θnfn(t)) dt+ σ(t)dWt,
ou` les fonctions f1(·), . . . , fn(·) sont connues et pe´riodiques, n e´tant fixe´.
D’autre part, prolongeant ce travail et l’estimation non-parame´trique par la
me´thode de l’estimateur a` noyau pe´riodique, il serait inte´ressant de conside´rer
l’estimation par projection pour les mode`les
dξt = f(t)dt+ σ(t)dWt et dξt = f(t)ξtdt+ dWt.
Une autre piste consisterait a` s’inte´resser a` d’autres mode`les stochastiques
dont les fonctions du drift et de diffusion ne sont pas ne´cessairement pe´riodiques
mais, par exemple presque pe´riodiques.
Concernant l’estimation non-parame´trique, la convergence du biais et la
convergence en moyenne quadratique de l’estimateur a` noyau dans les deux
mode`les (1.2) et (1.6) devraient eˆtre valables uniforme´ment sur certaines classes
de fonctions et en particulier les fonctions dans certaines classe de Ho¨lder. En
outre, suivant [46], Chapitre 1 section 3, le choix optimal du noyau K(·) et
de la feneˆtre h nous permettrait d’ame´liorer les vitesses de convergence des
estimateurs non-parame´triques.
Enfin, il serait bon d’accompagner ces re´sultats the´oriques par des applica-
tions sur des donne´es re´elles. Je pense ici a` des donne´es qui peuvent provenir
de la Finance, de la Biologie ou encore de la Me´canique ou` des phe´nome`nes
pe´riodiques apparaissent.
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Chapitre 7
Annexes
Dans ces annexes nous de´montrons quelques re´sultats utilise´s dans les preuves
pre´ce´dentes.
7.1 Annexe au chapitre 4
Les lemmes 5 et 6 ci-dessous sont utilise´s dans le chapitre 4. Rappelons que
nous utilisons dans ce chapitre les notations suivantes
Fi =
∫ ti+1
ti
f(s)ds, G2i =
∫ ti+1
ti
σ2(s)ds,
T = nδn = NnP →∞ et δn → 0 quand n →∞.
Lemme 5 Si f(·) et σ(·) sont continues pe´riodiques de meˆme pe´riode P , σ(·) >
0, δn → 0 et nδn →∞ quand n→∞, alors nous avons la limite suivante
lim
n→∞
1
nδn
n−1∑
i=0
F 2i G
−2
i =
1
P
∫ P
0
ρ2(s)ds,
ou` ρ(s) = f(s)σ(s) .
Preuve
D’apre`s le the´ore`me de la moyenne, pour chaque i, il existe si et s
′
i dans
l’intervalle [ti, ti+1] tels que
Fi =
∫ ti+1
ti
f(s)ds = (ti+1−ti)f(si) et G2i =
∫ ti+1
ti
σ2(s)ds = (ti+1−ti)σ2(s′i)
De plus comme σ(·) > 0, nous obtenons que inft σ(t) > 0 et que la fonction
(s, s′) 7→ f2(s)σ−2(s′) est uniforme´ment continue sur R2. Par conse´quent pour
tout  > 0, il existe η > tel que si 0 < δn = ti+1 − ti < η alors∣∣∣∣ 1δnF 2i G−2i − f2(ti)σ−2(ti)
∣∣∣∣ = ∣∣f2(si)σ−2(s′i)− f2(ti)σ−2(ti)∣∣ ≤ 
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et ∣∣∣∣f2(ti)σ−2(ti)− 1δn
∫ ti+1
ti
f2(s)σ−2(s)ds
∣∣∣∣ ≤ .
Ainsi, pour δn < η, ti = iδn, i = 0, . . . , n− 1∣∣∣∣∣ 1nδn
n−1∑
i=0
F 2i G
−2
i −
1
nδn
∫ nδn
0
f2(s)σ−2(s)ds
∣∣∣∣∣ ≤ 2.
La fonction t 7→ f2(t)σ−2(t) e´tant pe´riodique de pe´riode P > 0, nous avons
1
nδn
∫ nδn
0
f2(s)σ−2(s)ds =
1
NnP
∫ NnP
0
f2(s)σ−2(s)ds =
1
P
∫ P
0
ρ2(s)ds.
Nous de´duisons que si limn→∞ δn = 0 et limn→∞ nδn =∞ alors
lim
n→∞
∣∣∣∣∣ 1nδn
n−1∑
i=0
F 2i G
−2
i −
1
P
∫ P
0
ρ2(s)ds
∣∣∣∣∣ ≤ 2,
pour tout  > 0. Le lemme est donc prouve´.
De ce lemme nous de´duisons le re´sultat suivant. Posons Fi(θ) :=
∫ ti+1
ti
f(s, θ)ds,
et rappelons que ρ(s, θ) = f(s,θ)σ(s) .
Lemme 6 Avec les notations et les hypothe`ses du Lemme 5, nous avons les
deux limites suivantes
lim
n→∞
1
nδn
n−1∑
i=0
F 2i (θ)G
−2
i =
1
P
∫ P
0
ρ2(s, θ)ds
et
lim
n→∞
1
nδn
n−1∑
i=0
(Fi(θ)− Fi(θθ0))2G−2i =
1
P
∫ P
0
(ρ(s, θ)− ρ(s, θ0))2ds
7.2 Annexe au chapitre 5
Les lemmes suivants 7, 8 et 9 sont utilise´s pour la preuve de la convergence
presque suˆre du The´ore`me 15 au chapitre 5.
Utilisons les notations de ce the´ore`me. Pour i fixe´ et pour 0 < p < ni+1−ni,
soient
ϕp :=
hni+1−p
2
, M (k)p :=
∫ t+ϕp
t−ϕp
4|t− s|σ(s) dW (k)s =
∫ t+hn
2
t−hn
2
4|t− s|σ(s) dW (k)s .
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Pour ni ≤ n < ni+1 nous avons hni+1 < hn ≤ hni , donc en conside´rant n =
ni+1 − p, nous avons
ϕp =
hni+1−p
2
≤ hni+1−p−1
2
= ϕp+1.
Ainsi, nous pouvons de´finir la filtration croissante suivante (G(i)p )0≤p≤ni+1−ni
G(i)p := σ
{
W (k)s : t− ϕp ≤ s ≤ t+ ϕp, 1 ≤ k ≤ ni+1
}
(7.1)
Lemme 7 Pour chaque i et k fixe´s, le processus (M
(k)
p )p de´fini ci-dessus est
une martingale en p par rapport a` la filtration
{
G(i)p
}
0≤p≤ni+1−ni
.
Preuve
M
(k)
p+1 =
∫ t+ϕp+1
t−ϕp+1
4|t− s|σ(s) dW (k)s
=
∫ t+ϕp
t−ϕp+1
4|t− s|σ(s) dW (k)s +M (k)p +
∫ t+ϕp+1
t+ϕp
4|t− s|σ(s) dW (k)s
Comme les variables∫ t+ϕp
t−ϕp+1
4|t− s|σ(s) dW (k)s et
∫ t+ϕp+1
t+ϕp
4|t− s|σ(s) dW (k)s
sont inde´pendantes de G(i)p , et M (k)p est G(i)p -mesurable, nous obtenons
E
(
M
(k)
p+1/G(i)p
)
= M (k)p .
Ainsi, (M
(k)
p )p est bien une martingale.
Lemme 8 De´finissons
M (k,1)n :=
∫ t−hn
2
t−hni
2
K
(
t− s
hni
)
σ(s) dW (k)s , M
(k,2)
n :=
∫ t+hni
2
t+hn
2
K
(
t− s
hni
)
σ(s) dW (k)s ,
G1n := σ
{
W (k)s : t−
hni
2
≤ s ≤ t− hn
2
}
, (7.2)
G2n := := σ
{
W (k)s : t+
hn
2
≤ s ≤ t+ hni
2
}
. (7.3)
Alors, pour i fixe´, les processus (M
(k,1)
n )n
(
resp (M
(k,2)
n )n
)
sont des martingales
par rapport aux filtrations
{G1n}n (resp{G2n}n).
123
El Waled, Khalil. Estimations paramétriques et non-paramétriques pour des modèles de diffusions périodiques - 2015
Chapitre 7. Annexes
Preuve Il est claire que pour n ∈ [ni : ni+1]
{G1n}n ,{G2n}n sont deux filtra-
tions.
Pour M
(k,1)
n nous avons
E[M
(k,1)
n+1 /G1n] = E
∫ t−hn+12
t−hni
2
K
(
t− s
hni
)
σ(s) dW (k)s /G1n

= E
[∫ t−hn
2
t−hni
2
K
(
t− s
hni
)
σ(s) dW (k)s /G1n
]
+ E
∫ t−hn+12
t−hn
2
K
(
t− s
hni
)
σ(s) dW (k)s /G1n

= E
[∫ t−hn
2
t−hni
2
K
(
t− s
hni
)
σ(s) dW (k)s
]
= M (k,1)n ,
car la premie`re partie de la deuxie`me e´galite´ est G1n-mesurable et la deuxie`me
partie est inde´pendante de G1n.
Pour M
(k,2)
n , nous faisons un calcul analogue
E[M
(k,2)
n+1 /G2n] = E
∫ t+hni2
t+
hn+1
2
K
(
t− s
hni
)
σ(s) dW (k)s /G2n

= E
[∫ t+hn
2
t+
hn+1
2
K
(
t− s
hni
)
σ(s) dW (k)s /G2n
]
+ E
∫ t+hni2
t+hn
2
K
(
t− s
hni
)
σ(s) dW (k)s /G1n

= E
∫ t+hni2
t+hn
2
K
(
t− s
hni
)
σ(s) dW (k)s

= M (k,2)n ,
puisque la premie`re partie de la deuxie`me e´galite´ est G2n-mesurable et la deuxie`me
partie est inde´pendante de G2n.
Donc M
(k,1)
n (res M
(k,2)
n ) sont deux martingale en n par rapport aux filtrations
G1n (res G2n).
Lemme 9 Nous avons
lim
i→∞
E
[
A
(1)
i
]
= 0,
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ou`
A
(1)
i = sup
n∈[ni;ni+1]
∣∣∣∣∣ 1nhn
(
1
hn
− 1
hni
) n−1∑
k=0
∫ t+hn
2
t−hn
2
4|t− s|σ(s) dW (k)s
∣∣∣∣∣ .
Preuve Remarquons que
A
(1)
i ≤
1
nihni+1
∣∣∣∣ 1hni+1 − 1hni
∣∣∣∣ ni+1−1∑
k=0
sup
n∈[ni;ni+1]
∣∣∣∣∣
∫ t+hn
2
t−hn
2
4|t− s|σ(s) dW (k)s
∣∣∣∣∣ .(7.4)
Pour simplifier, calculons d’abord l’espe´rance de la somme ci-dessus
E
ni+1−1∑
k=0
sup
n∈[ni;ni+1]
{∣∣∣∣∣
∫ t+hn
2
t−hn
2
4|t− s|σ(s) dW (k)s
∣∣∣∣∣ : ni ≤ n < ni+1
}
=
ni+1−1∑
k=0
E
[
sup
n∈[ni;ni+1]
{∣∣∣∣∣
∫ t+hn
2
t−hn
2
4|t− s|σ(s) dW (k)s
∣∣∣∣∣ : ni ≤ n < ni+1
}]
≤
ni+1−1∑
k=0
E
 sup
n∈[ni;ni+1]
{∣∣∣∣∣
∫ t+hn
2
t−hn
2
4|t− s|σ(s) dW (k)s
∣∣∣∣∣ : ni ≤ n < ni+1
}2 12 .
La dernie`re ine´galite´ est due a` l’ine´galite´ de Cauchy-Schwarz.
Comme (M
(k)
p )p est une martingale alors nous trouvons
E
ni+1−1∑
k=0
sup
n∈[ni;ni+1]
{∣∣∣∣∣
∫ t+hn
2
t−hn
2
4|t− s|σ(s) dW (k)s
∣∣∣∣∣ : ni ≤ n < ni+1
}
= E
ni+1−1∑
k=0
sup
n∈[ni;ni+1]
{∣∣∣M (k)p ∣∣∣ : 0 < p ≤ ni+1 − ni}

≤
ni+1−1∑
k=0
E( sup
n∈[ni;ni+1]
{∣∣∣M (k)p ∣∣∣ : 0 < p ≤ ni+1 − ni}
)2 12
≤
ni+1−1∑
k=0
(
E
(∣∣∣M (k)ni+1−ni∣∣∣)2) 12
≤
ni+1−1∑
k=0
E
∣∣∣∣∣∣
∫ t+hni
2
t−hni
2
4|t− s|σ(s) dW (k)s
∣∣∣∣∣∣
2
1
2
≤ 4
ni+1−1∑
k=0
∫ t+hni2
t−hni
2
|t− s|2σ2(s)ds
 12
≤ 2√
3
ni+1h
3
ni
(||σ2||)1/2
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ou` ||σ2|| = supt∈[− 1
2
, 1
2
] σ
2(t). En revenant a` l’ine´galite´ (7.4) nous avons
E
[
A
(1)
i
]
≤ 2√
3
ni+1
ni
∣∣∣∣ 1hni+1 − 1hni
∣∣∣∣ h3nihni+1 (||σ2||)1/2 .
Rappelons que ni = i
b, hni = n
−a
i = i
−ba.
ni+1
ni
=
(i+ 1)b
ib
,
h3ni
hni+1
=
(i+ 1)ba
i3ba
.
∣∣∣∣ 1hni+1 − 1hni
∣∣∣∣ = (i+ 1)ba − iba
= iba
(
1 +
1
i
)ba
− iba
= iba
(
ba
i
+O
(
b2a2
i2
))
,
d’ou`
h3ni
hni+1
∣∣∣∣ 1hni+1 − 1hni
∣∣∣∣ = (i+ 1)bai3ba
(
iba
(
ba
i
+O
(
b2a2
i2
)))
=
(i+ 1)ba
i2ba
(
ba
i
+O
(
b2a2
i2
))
.
Ainsi,
lim
i→∞
ni+1
ni
= lim
i→∞
(i+ 1)b
ib
= 1 et lim
i→∞
h3ni
hni+1
∣∣∣∣ 1hni+1 − 1hni
∣∣∣∣ = 0.
Par conse´quent
E
[
A
(1)
i
]
≤ 2√
3
ni+1
ni
∣∣∣∣ 1hni+1 − 1hni
∣∣∣∣ h3nihni+1 ,
tend vers 0 lorsque i tend vers l’infini, d’ou` la convergence vers 0 de E
[
A
(1)
i
]
.
7.3 Annexe au chapitre 6
Les lemmes suivants sont utilise´s dans le chapitre 6.
Lemme 10 Pour tout  > 0 et u > 0
P [|ξu| ≤ ] ≤ inf {1 , H(u)} . (7.5)
et
E
[
ξ−2u I{|ξu|>}
] ≤ inf{−2, H(u)−1}. (7.6)
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Preuve Comme L [ξu ] = N
(
0, H−2(u)
)
pour tout u > 0. Ainsi,
P [|ξu| ≤ ] = 2√
2piH−1(u)
∫ 
0
exp
(
− x
2
2H−2(u)
)
dx ≤ H(u),
car 2√
2pi
< 1 et exp
(
− x2
2H−2(u)
)
≤ 1. De plus
E
[
ξ−2u I{|ξu|>}
] ≤ −2 P [|ξu| ≤  ] ≤ H(u)−1.
Ce qui termine la de´monstration du lemme.
Pour comple´ter l’estimation en ce Lemme 10, nous de´montrons les minora-
tions suivantes
Lemme 11
H(u+ kP ) =

O(1), si F (P ) < 0
O(k−1/2), si F (P ) = 0
O (e−kF (P )) , si F (P ) > 0
uniforme´ment par rapport a` u ∈ [0, P ] quand k →∞.
Preuve Rappelons que
H2(u+kP ) = e−2F (u+kP )G(u+kP )−1 et que F (u+kP ) = kF (P )+F (u),
donc quelque soit la valeur de F (P )
eF (u+kP ) ≥
(
inf
u∈[0,P ]
eF (u)
)
ekF (P ) pour tout k ∈ N et tout u ∈ [0, P ].
Par ailleurs selon les signes de F (P ) nous obtenons
1. Si F (P ) < 0
G(u+ kP ) =
e−2kF (P ) − 1
e−2F (P ) − 1 G(P ) + e
−2kF (P )G(u)
= e−2kF (P )
(
G(P )
e−2F (P ) − 1 +G(u)
)(
1 + o(1)
)
(7.7)
et
H2(u+ kP ) = e−2F (u)
(
G(P )
e−2F (P ) − 1 +G(u)
)−1 (
1 + o(1)
)
(7.8)
uniforme´ment par rapport a` u ∈ [0, P ] quand k →∞.
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2. Si F (P ) = 0
G(u+ kP ) = kG(P ) +G(u) = kG(P )
(
1 + o(1)
)
. (7.9)
et
H2(u+ kP ) =
1
ke2F (u)G(P )
(
1 + o(1)
)
= k−1O(1) (7.10)
uniforme´ment par rapport a` u ∈ [0, P ] quand k →∞.
3. Si F (P ) > 0
G(u+kP ) =
1− e−2kF (P )
1− e−2F (P ) G(P )+e
−2kF (P )G(u) =
G(P )
1− e−2F (P )
(
1+o(1)
)
et
H2(u+ kP ) = e−2kF (P )
1− e−2F (P )
e2F (u)G(P )
(
1 + o(1)
)
= e−2kF (P )O(1) (7.11)
uniforme´ment par rapport a` u ∈ [0, P ] quand k →∞.
Donc le lemme est prouve´.
Lemme 12 Pour tout  > 0 et u > 0∣∣∣∣E [ξ−2u I{|ξu|>}]− 2H(u)√2pi 
∣∣∣∣ ≤ H2(u).
Preuve Rappelons que L [ξu] = N
(
0, H−2(u)
)
. Donc L [H(u)ξu ] = N (0, 1).
En conside´rant la variable ale´atoire Z centre´e re´duite L[Z] = N (0, 1), pour
prouver le lemme il suffit de de´montrer que pour tout a > 0∣∣∣∣E [Z−2I{|Z|>a}]− 2√2pia
∣∣∣∣ ≤ 1. (7.12)
L’inte´gration par parties u′(z) = z−2 et v(z) = e−z2/2, nous donne
E
[
Z−2I{|Z|>a}
]
=
1√
2pi
∫
{|z|>a}
z−2e−z
2/2 dz
=
2√
2pia
e−a
2/2 − 2√
2pi
∫ ∞
a
e−z
2/2 dz
Or
2√
2pi
∫ ∞
a
e−z
2/2 dz < 1,
dons
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7.3. Annexe au chapitre 6
∣∣∣∣E [Z−2I{|Z|>a}]− 2√2piae−a2/2
∣∣∣∣ ≤ 1.
Le the´ore`me de la valeur moyenne entraˆıne que∣∣∣1− e−a2/2∣∣∣ ≤ sup
x
|x|e−x2/2a ≤ a.
ce qui nous donne l’ine´galite´ (7.12). Ainsi nous obtenons le re´sultat voulu :∣∣∣∣E [ξ−2u I{|ξu|>}]− 2H(u)√2pi 
∣∣∣∣ ≤ H2(u).
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Chapitre 7. Annexes
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Re´sume´ : Cette the`se est consacre´e au proble`me d’estimation de la fonction de de´rive de
certains mode`les de processus stochastiques pe´riodiques lorsque la dure´e d’observation tend vers
l’infini. Aucune hypothe`se de re´currence n’est pose´e a priori.
Dans un premier temps nous conside´rons le mode`le du type signal plus bruit
dζt = f(t, θ)dt+ σ(t)dWt,
et puis nous e´tudions l’estimation du parame`tre θ a` partir d’une observation continue et puis
d’une observation discre`te du processus {ζt} sur l’intervalle [0, T ]. Les fonctions f(·, ·) et σ(·) sont
continues et pe´riodiques en t de meˆme pe´riode P > 0, σ(·) > 0 et θ ∈ Θ ⊂ R. Nous e´tablissons
la convergence en probabilite´ d’un estimateur du maximum de vraisemblance θˆT , sa normalite´
asymptotique et son efficacite´ asymptotique minimax. Lorsque f(t, θ) = θf(t), l’expression de
θˆT est explicite et nous obtenons la convergence en moyenne quadratique aussi bien pour le cas
d’une observation continue que pour le cas d’une observation discre`te. De plus, nous de´duisons la
convergence presque suˆre dans le cas d’une observation continue.
Dans la seconde partie nous traitons l’estimation non-parame´trique de la fonction f(·) pour les
mode`les pe´riodiques du type signal plus bruit et du type Ornstein-Uhlenbeck donne´s par
dζt = f(t)dt+ σ(t)dWt, dξt = f(t)ξtdt+ dWt.
Pour le premier mode`le, un estimateur a` noyau pe´riodique est construit, la convergence en moyenne
quadratique uniforme´ment sur [0, P ] et presque suˆre de cet estimateur est e´tablie ainsi que sa nor-
malite´ asymptotique. Dans le cas du mode`le d’Ornstein-Uhlenbeck, la convergence du biais ainsi
que la convergence en moyenne quadratique uniforme´ment sur [0, P ] sont prouve´es, et leurs vitesses
de convergence sont e´tudie´es.
Mots cle´s : Processus de diffusion, mode`le d’Ornstein-Uhlenbeck, estimateur de maximum de
vraisemblance, estimateur de maximum de contraste, estimateur a` noyau, comportement asymp-
totique, fonction pe´riodique.
Abstract : In this thesis, we consider a drift estimation problem of a certain class of stochastic
periodic processes when the length of observation goes to infinity.
Firstly, we deal with the linear periodic signal plus noise model
dζt = f(t, θ)dt+ σ(t)dWt,
and we study the parametric estimation from a continuous and discrete observation of the process
{ζt} throughout the interval [0, T ]. Using the maximum likelihood method we show the existence
of an estimator θˆT which is consistent, asymptotically normal and asymptotically efficient in the
sens minimax. When f(t, θ) = θf(t), the expression of θˆT is explicit and we obtain the mean
square convergence in the both continuous and discrete observation cases. In addition, we deduce
the strong consistency in the case of continuous observation.
Secondly, we consider the nonparametric estimation problem of the function f(·) for the next
two periodic models of type signal plus noise and Ornstein-Uhlenbeck
dζt = f(t)dt+ σ(t)dWt, dξt = f(t)ξtdt+ dWt.
For the signal plus noise model, we build a kernel estimator, the convergence in mean square uni-
formly over [0, P ] and almost sure convergence are established, as well as the asymptotic normality.
For the Ornstein-Uhlenbeck model, we prove the convergence uniformly over [0, P ] of the bias and
the mean square convergence. Moreover, we study the speed of these convergences.
Keywords : Diffusion processes, Ornstein-Uhlenbeck model, maximum likelihood estimator,
maximum contrast estimator, kernel estimator, asymptotic behavior of estimators, periodic func-
tion.
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