University of New Orleans

ScholarWorks@UNO
Physics Faculty Publications

Department of Physics

2011

Thermally activated transitions in a system of two single domain
ferromagnetic particles
Dorin Cimpoesu
Alexandru Stancu
Ivo Kilk
Ching-Ray Chang
Leonard Spinu
University of New Orleans

Follow this and additional works at: https://scholarworks.uno.edu/phys_facpubs
Part of the Physics Commons

Recommended Citation
J. Appl. Phys. 109, 07D339 (2011)

This Article is brought to you for free and open access by the Department of Physics at ScholarWorks@UNO. It has
been accepted for inclusion in Physics Faculty Publications by an authorized administrator of ScholarWorks@UNO.
For more information, please contact scholarworks@uno.edu.

JOURNAL OF APPLIED PHYSICS 109, 07D339 (2011)

Thermally activated transitions in a system of two single domain
ferromagnetic particles
Dorin Cimpoesu,1,a) Alexandru Stancu,1,b) Ivo Klik,2,c) Ching-Ray Chang,2,d)
and Leonard Spinu3
1

Department of Physics, Al. I. Cuza University, Iasi 700506, Romania
Department of Physics, National Taiwan University, Taipei, Taiwan 107
3
Advanced Materials Research Institute (AMRI) and Department of Physics, University of New Orleans,
New Orleans, Louisiana 70148, USA
2

(Presented 17 November 2010; received 8 September 2010; accepted 14 December 2010; published
online 8 April 2011)
Numerical simulations based on the stochastic Langevin equation are applied here to a system of
two uniaxial single domain ferromagnetic particles with antiferromagnetic dipolar coupling. The
hysteresis loops of a strongly coupled systems exhibit fully demagnetized, intermediate metastable
configurations which separate the two fully saturated states. At small magnetostatic couplings, on
the other hand, and at sufficiently weak damping, the intermediate metastable configuration
becomes only partially demagnetized. This state cannot be associated with any single local
C 2011 American Institute of Physics.
minimum of the free energy function. V
[doi:10.1063/1.3562884]

INTRODUCTION

In perpendicular magnetic recording, one can use larger
particles without increasing their anisotropy too much. However, interaction fields in this arrangement become quite
high, and in the presence of thermal agitation also extremely
complex.1–3 We study here a pair of thermally activated particles with dipolar coupling of antiferromagnetic type. Such
a study may provide a benchmark for more complex investigations and our result, indeed, does provide a new perspective on the effect of interactions in particulate media.
The thermally activated dynamics of a pair of parallel
uniaxial particles were studied by Lyberatos and Chantrell4
who applied Langevin equation simulations5,6 to the special
case of low energy barrier, high damping, when the line connecting the particles makes a bond angle b ¼ 0 with the easy
axes. The authors found in particular that the reversal by
symmetric fanning, predicted by Chen et al.,7 takes place
only at strong coupling and high energy barrier.
In this paper, we apply Langevin equation simulations
to the special case of antiferromagnetically (AFM) coupled
identical uniaxial particles with bond angle b ¼ p=2. We
identify two qualitatively different reversal modes: a process
which takes place only at low damping and low AFM coupling, and a process which takes place at high damping and
strong coupling as well. We use the results of Chen et al.7
who described the energy surface of two identical magnetostatically coupled uniaxial particles acted on by an external
field parallel to the particles easy axes. For brevity we introduce here merely the coupling strength q ¼ Ms2 V=ð2Kr 3 Þ
where K is the anisotropy constant, V the activation volume,
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Ms the saturation magnetization, and r the distance between
the particles. We also introduce the standard nucleation field
Hn ¼ 2K=Ms , and the reduced field h ¼ H=Hn . The bond
angle b ¼ p=2 everywhere.
The analysis of Chen et al.7 allowed Klik et al.8,9 to write
down a three level master equation for the occupation probabilities of the three distinct metastable configurations "",
"# þ #", and ## of the system. At zero or sufficiently low
applied field these metastable states represent four local minima
on the free energy surface of the two-particle system. At the
other extreme is the case of a very large applied field which
allows the existence of only a single, fully magnetized state.
The thermally activated transition rates between the metastable
states are determined by barrier heights separating them. The
prefactor of the thermal relaxation rate was taken to be constant, and all back-reversal processes10 were excluded. The rate
(master) equation yields the time dependent occupation probabilities of the three metastable states. At sufficiently small
fields9 it may schematically be represented by the diagram
""$"# þ #"$## :
In the limit q ! 0 the three level master equation goes over
to the free particle limit.
In order to describe the thermally activated dynamics of
the two-particle system, we employ a Langevin stochastic equation of motion based on the standard Gilbert equation11 augmented by a stochastic thermal field which is assumed to be a
Gaussian random.12 It is assumed that the fluctuating fields acting on the different magnetic moments are independent. We
interpret this equation in the sense of Stratonovich,13 and
numerically integrate it using an implicit midpoint time-integration technique.14 No temperature dependence of the anisotropy
constant and saturation magnetization are taken into account.
The applied field driving the loop is hðtÞ ¼ hmax cos 2p ft,
where f is the sweep frequency of the field. In our simulations
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f ¼ 1MHz. Starting from the initial positive saturated state,
we let the system evolve during a time interval Dt ¼ ð2fN Þ1 ,
N being the number of desired points on a curve. The average
of the magnetization over the mentioned temporal window is
then computed. This involves many thousands of steps in the
numerical integration, since we set the time-step to be around
1 psec. On a given time interval, a set of Nr ¼ 106 stochastic
realizations of the stochastic process has been performed, and
their statistics have been calculated. Then the evolution of the
system on the next time interval is computed, and so on, until
the system reaches negative saturation. For each temporal
window the mean normalized magnetic moment along the
applied field is
mz ¼

Nr 

1 X
ðiÞ
ðiÞ
m1z þ m2z ;
Nr i¼1

ðiÞ

where mjz is the average (over the temporal window) projection along the applied field of the magnetization of the j-th
particle (j ¼ 1; 2) in the i-th stochastic realization.
The probabilities (occupation numbers) nl that the system finds in the lth state ðl ¼ 1; 2; 3Þ are computed as
8
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Here n1 is the occupation probability of the saturated state
"", n2 is the occupation probability of the two demagnetized
configurations "# þ #", n3 and is the occupation probability
of the inversely saturated state ##.
In Fig. 1 we show the reduced mean magnetization mz
together with the occupation probability n2 . The reduced
inverse temperature here is q ¼ KV=kB T ¼ 42, where kB is
Boltzmann’s constant, and T is temperature, and the reduced
coupling strength q ¼ 0:4. The figure is in accord with the
predictions of the master equation formalism:9 The initial
saturated "" state reverses under the action of the field and
goes over into the demagnetized configuration "# þ #". This
configuration is metastable, and exists with occupation probability n2 ¼ 1 over a finite interval of the reversing field h.
On further field reversal the demagnetized state becomes
unstable and gradually switches into the saturated state ##. It
is interesting to note that the transition ""!"# þ #" is very
fast and virtually independent of the damping constant a,
while the decay of the demagnetized state is slower, and
strongly dependent on a. The fastest decay takes place here
at a ¼ 0:5, and the decay slows down with both increasing

FIG. 1. (Color online) The reduced mean magnetization mz along the driving field (top), and the occupation probability n2 of the demagnetized state
"# þ #" (bottom) vs the external biasing field hðtÞ ¼ hmax cos 2p ft. The
reduced inverse temperature q ¼ 42, the driving field frequency f ¼ 1MHz,
the reduced coupling strength q ¼ 0:4, and the dissipation constant
a ¼ 1; 0:5; 0:1; 0:05; 0:01, and 0:005 as labeled. Inset (up): exploded view of
mz data for first four values of a; the curves follow in the same order also in
the bottom panel.

and decreasing a in accordance with the thermal decay
theory.15
The hysteresis loop of Fig. 1 is standard and presents no
particular surprises. The situation changes, however, if the
coupling strength is slightly decreased to q ¼ 0:2, as shown
in Fig. 2. In this case the domain of attraction of the demagnetized configuration is reduced, and the magnetization loops
exhibit a partially demagnetized metastable state, which
again exists over a finite interval of the external field. At
large dissipative strength the magnitude of the nonzero metastable magnetization is quite small, but it increases appreciably at small values of a. We interpret this figure in terms of
a reversal process in which the saturated state "" decays into
the demagnetized state and is either trapped there or continues immediately into the reverse saturated state ##. This picture is supported by an analysis of the random sojourn time
which the system spends in the demagnetized state "# þ #".
For q ¼ 0:4 Fig. 3 shows the broad distribution of sojourn
times associated with a thermally activated Markovian process. At q ¼ 0:2, on the other hand, the sojourn times distribution has two peaks as is apparent form the plot of Fig. 4.
In addition to the broad peak of overbarrier transitions there
exists also a sharp, very narrow peak at very short sojourn
times. This peak corresponds to a process during which the
system is not trapped in the demagnetized state at all, but
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FIG. 4. (Color online) Same as Fig. 3 but with coupling strength q ¼ 0:2.

FIG. 2. (Color online) Same as Fig. 1, but with coupling strength q ¼ 0:2.

proceeds directly, on a high energy trajectory, to the fully
reversed configuration. The trapping probability is high at
large a, where strong energy dissipation prevails, but small
at small a, where the system may be thermally activated to a

high energy at switching, and then continue to execute
almost deterministic motion over a significant period of
time. The partially demagnetized metastable states shown in
Fig. 2 cannot be deduced from the free energy surface of the
system, but are determined solely by the details of the dynamics. With increasing coupling strength these states gradually go over to fully demagnetized states, and they vanish
altogether in the limit q ! 0 where no intermediate metastable state exists.
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FIG. 3. (Color online) The sojourn times distribution in the demagnetized
state "# þ #". The reduced inverse temperature q ¼ 42, the reduced coupling strength q ¼ 0:4, and the dissipation constant a ¼ 1; 0:5; 0:1; 0:05;
0:01, and 0:005 as labeled.
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