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Abstract—Probability theory forms an overarching frame-
work for modeling uncertainty, and by extension, also in
designing state estimation and inference algorithms. While it
provides a good foundation to system modeling, analysis, and
an understanding of the real world, its application to algorithm
design suffers from computational intractability. In this work,
we develop a new framework of uncertainty variables to model
uncertainty. A simple uncertainty variable is characterized by
an uncertainty set, in which its realization is bound to lie,
while the conditional uncertainty is characterized by a set map,
from a given realization of a variable to a set of possible
realizations of another variable. We prove Bayes’ law and the
law of total probability equivalents for uncertainty variables.
We define a notion of independence, conditional independence,
and pairwise independence for a collection of uncertainty
variables, and show that this new notion of independence
preserves the properties of independence defined over random
variables. We then develop a graphical model, namely Bayesian
uncertainty network, a Bayesian network equivalent defined
over a collection of uncertainty variables, and show that all the
natural conditional independence properties, expected out of a
Bayesian network, hold for the Bayesian uncertainty network.
We also define the notion of point estimate, and show its relation
with the maximum a posteriori estimate.
I. INTRODUCTION
Probability theory, developed over the last three centuries,
has provided an overarching framework for modeling uncer-
tainty in the real-world. As a result, it has become a key
mathematical tool used in designing state estimation and
inference algorithms. While Pascal, Fermat, and Huygens
were some of the first contributors to the development of
probability theory, Pierre-Simon Laplace and Thomas Bayes
were among the first to formulate the notion of conditional
probability, and use it to estimate an unknown parameter
from the observed data [1], [2]. Since its mathematical
formulation, and more so after the axiomatic foundations laid
by Kolmogorov [3], the theory of probability has formed the
basis for inference and state estimation algorithms.
In Bayesian inference, for example, the goal is to suc-
cessively improve an estimate of a model parameter or an
evolving state variable, such as the pose of a robot [4],
by incorporating the observed information [5], [6]. A prior
probability distribution is assigned to the initial state variable
or the model parameter, and this distribution is successively
improved by computing the posteriori distribution, using the
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observed data. Bayes’ law and the law of total probability
form the theoretical basis for this computation.
One of the main difficulties in such state estimation
and inference procedures is its computational tractability.
Computing the posteriori distribution and the maximum a
posteriori (MAP) estimate is hard in most problems of
practical significance. Several approximation algorithms have
been considered to overcome this limitation, and is an active
field of research.
Probability theory, in its simplest form, characterizes an
uncertain quantity by a distribution function, which assigns
a weight over the set of all possible outcomes; more generally
it defines a probability measure over the set of all possible
outcomes. This distribution function, or the weight function,
is often too much information to carry for computation, and
as a result leads to computationally intractable solutions.
The difficulty in computing the posteriori distribution is a
manifestation of such intractability.
Another major issue with using distribution functions is
that they are chosen mostly to ensure easier analysis and
algorithm design. In robotic perception, for example, additive
Gaussian noise is often assumed in the motion and sens-
ing/observation model [4]. Although, this produces a simple
Kalman filter like solution to the robotic perception problem,
it can cause severe degradation in performance due to the
non-linearities inherent in motion and sensing. In several
such applications, and in robotic perception in particular, a
bounded noise model is more appropriate.
A. Contribution
In this work, we provide an alternate framework of uncer-
tainty variables to model uncertainty. A simple uncertainty
variable X is characterized by an uncertainty set UX . A
realization of an uncertainty variable can lie only in its
uncertainty set. Conditional uncertainty is characterized by
a conditional uncertainty map PY |X : x→ PY |X(x) ⊂ DY ,
that maps every realization x ∈ DX of X to a subset of
DY , which is the set of all realizations of Y , i.e. given a
realization X = x, a realization of Y can only lie in the set
PY |X(x). Thus, the larger the set PY |X(x) ⊂ DY , the larger
is the uncertainty in Y given X = x.
Using this notion of uncertainty variables and conditional
uncertainty maps, we first prove Bayes’ law and the law
of total probability equivalents for uncertainty variables.
We then define the notions of independence, conditional
independence, and pairwise independence for a collection
of uncertainty variables. We argue that this new notion
of independence preserves the properties of independence
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defined over random variables. For example, we show that the
independence between a collection of uncertainty variables
does not imply pairwise independence.
Graphical models over random variables have been very
useful in designing exact and approximate inference algo-
rithms [7], [8]. We extend the theory of uncertainty variables,
developed in the first part of the paper, to define a graph-
ical model over uncertainty variables. We define Bayesian
uncertainty network, as a directed graphical model over a
collection of uncertainty variables. As the name suggests, this
is equivalent to the Bayesian network defined over random
variables. We show that all the conditional independence
properties, expected out of a Bayesian network, also hold
for the Bayesian uncertainty network.
In many state estimation and inference problems, one is
interested in a point estimate. We, therefore, define the notion
of a point estimate for a Bayesian uncertainty network. We
prove that the point estimate equals the MAP estimate for
a Bayesian network, under an appropriate representational
relation between the Bayesian network and the Bayesian
uncertainty network. This illustrates the generality of this new
approach of characterizing uncertainty.
B. A Brief Literature Survey
Using bounded sets instead of probability distributions is
not a new idea, and has been explored in the control systems
literature [9]–[11]. Some of these early works on bounded
noise models in control theory, also inspired the formulation
of set-estimation in the signal processing literature [9], [12],
[13]. The motivation here was that the point estimate, such as
MAP or ML, is not good enough, and a confidence region,
namely a set, would be useful. A set estimate, for say a
model parameter, was defined as an intersection of sets, each
of which, corresponded to an observation. To help compute
such an intersection, especially of ellipsoidal sets, several
approximating methods were proposed [14], [15].
This line of work differs from the theory of uncertainty
variables developed here in a principle way as we are not
interested in set estimates. We use uncertainty sets only as
a simpler representation, that yield a computational benefit,
instead of using the distribution function. In the last section,
for example, we develop a point estimate and show its rela-
tion with the MAP estimate. Also, the notion of conditional
uncertainty map, independence, and graphical models do not
exist in the set-estimation literature.
A notion of uncertainty sets has also been used in the
robust optimization literature [16], [17]. Robust optimization
also begins with the same premise as ours, that the way
probability theory characterizes uncertainty results in com-
putational intractability. As a recourse, when many uncertain
quantities are involved, robust optimization constructs un-
certainty sets over these uncertain quantities, using the law
of large numbers and the central limit theorems [18]. Our
work, on the other hand, uses uncertainty sets to develop an
alternative framework for modeling uncertainty in a single
variable. Again, the notion of conditional uncertainty maps,
independence, and graphical models is irrelevant, and there-
fore, does not exist in the robust optimization literature.
C. Organization and Notations
In Section II, we develop the notion of uncertainty
variables, and establish Bayes’ law and the law of total
probability. In Section III, we define independence between
a collection of uncertainty variables. Bayesian uncertainty
network and point estimates are discussed in Sections IV
and V, respectively. We conclude in Section VI.
We use the following notation. For an indexed set A, XA
or βA denotes the collection (Xi)i∈A and (βi)i∈A. We use
1 : N to denote the set of integers {1, 2, . . . N}. Uncertainty
variables are usually denoted by X , Y , and Z, while random
variables are denoted by X¯ , Y¯ , and Z¯.
II. THEORY OF UNCERTAINTY VARIABLES
Suppose, we want to characterize an uncertain quantity
such as the temperature in a room, or the position of a robot,
or an atmospheric condition measured by several variables.
All such uncertain quantities have an implicitly defined
underlying domain. For example, a temperature measurement
can take any real values, a pose of a robot is a point in a
d dimensional space of poses. Moreover, any such uncertain
quantity is more likely to lie in certain region of this domain,
and not spread out everywhere.
Motivated by this, we define the notion of an uncertainty
variable and a simple uncertainty variable. It is the simple
uncertainty variable that will be of interest to us.
Definition 1: An uncertainty variable (UV) is defined
as a tuple X = (DX , PX), where DX is the domain
of the UV and PX is uncertainty map, that maps every
point in DX to a subset of DX :
PX : DX → 2DX .
We say that an UV X is simple if for all x ∈ DX , either
PX(x) = {x} or PX(x) = ∅.
A simple UV can always be represented by an uncertainty
set:
UX =
⋃
x∈DX
PX(x).
Simple or not, any realization of the UV X lies in the
uncertainty set UX . For ease of notation, we will use X =
(DX , UX) to denote a simple UV. We provide the definitions
and proofs for UVs, in most generality, in Appendix A. Here,
we summarize some of the results for the specific case of
simple uncertainty variables.
Consider the following examples of simple uncertainty
variables:
1) Elliptic UV: An Elliptic UV is defined as
X =
(
Rn, {x ∈ Rn | (x− x¯)TQ−1(x− x¯) ≤ η}) , (1)
Fig. 1. Plots joint uncertainity set UX,Y of two UVs that are not
independent.
where Q is a positive definite matrix and x¯ is a vector in
DX = Rn. This UV can be used to model noisy measurement
of a location x¯.
2) Polytopic UV: A polytopic UV is defined as
X = (Rn, {x ∈ Rn | H(x− x¯) ≤ h}) , (2)
where H is a matrix, and h and x¯ are vectors in Rn.
3) Canonical UV: For every random variable X¯ , taking
values in DX with a probability density function fX¯(x), we
can construct a simple canonical UV X = (DX , UX). We
call it the canonical UV, canonical to the random variable X¯ .
The simple canonical UV X is given by
X = (DX , {x ∈ DX | − log fX¯(x) ≤ η}) , (3)
for some η ∈ R. Note that the Elliptic UV in (1) is a
Canonical UV for the Gaussian random variableN (x¯, Q) and
the polytopic UV in (2) is a Canonical UV for a uniformly
distributed random variable over the polytope.
A joint simple uncertainty variable (X,Y ) can similarly
be defined with a domain DX × DY , an uncertainty map
PX,Y , and an uncertainty set UX,Y , where
PX,Y (x, y) =
{
(x, y) if (x, y) ∈ UX,Y
∅ if (x, y) /∈ UX,Y (4)
We now state an equivalent of the law of total probability.
Theorem 1: The marginal uncertainty sets UX and
UY are given by the projections of UX,Y :
UX = ΠX(UX,Y ) and UY = ΠY (UX,Y ). (5)
Proof: This follows from the first part of Theorem 6 in
Appendix A.
It is not necessarily true that the joint uncertainty set
UX,Y is a cross product of the marginal sets UX and
UY . In Figure 1, we have plotted the joint uncertainty set
UX,Y of two variables. Here, UX = UY = [0, 5], but
UX,Y 6= [0, 5] × [0, 5]. We, therefore, define a conditional
uncertainty map.
Definition 2: Let X and Y be two UVs. The condi-
tional uncertainty map of Y given X is a set function
PY |X : DX → 2DY given by
PY |X(x) = ΠY (UX,Y ∩ {X = x}) ,
for all x ∈ DX , where {X = x} denotes the set
{(x′, y′) ∈ DX ×DY | s.t. x′ = x }.
The conditional uncertainty PY |X maps each x ∈ DX to
a set in the collection 2DY . Unlike the marginal maps PX
and PY , the conditional uncertainty map PY |X can map an
x ∈ DX to any subset in DY . The larger the set PY |X(x),
the greater is the uncertainty in UV Y , given X = x.
A. Bayes’ Rule
We now prove an equivalent of Bayes’ rule. We first define
a convenient operation between a set and a set function.
Definition 3: For a set A ⊂ DX and a set function
B : DX → 2DY we define a cross product A⊗B to be
a set in DX ×DY given by
A⊗B ,
⋃
x′∈A
{x′} ×B(x′).
The Bayes rule for the uncertainty variables is as follows.
Theorem 2: For the joint UV Z = (X,Y ), the
uncertainty set is given by
UX,Y = UX ⊗ PY |X = RY X↔XY
(
UY ⊗ PX|Y
)
, (6)
where RY X↔XY (y, x) = (x, y) for all x ∈ DX and
y ∈ DY .
Proof: This result follows from the second part of
Theorem 6 in Appendix A.
In the next section, we argue that the uncertainty sets and
conditional uncertainty maps, can be represented as sub-level
sets of some functions. This representation will be useful in
proving some of the results later in the paper.
B. Representation
We have represented uncertainty variables and conditional
uncertainties as either sets or set maps. It is, at times, useful
to deal with functions rather than sets. In this small section,
we present a result, that states that every such uncertainty
set or a conditional uncertainty map can be represented as a
sub-level set of a function.
Lemma 1: The following statements are true:
1) An uncertainty set UX ⊂ DX can be written as
UX = {x ∈ DX | HX(x) ≤ hX} , (7)
for some function HX : DX → Rm, some positive
integer m, and hX ∈ Rm.
2) A conditional uncertainty map PX|Y : DY → 2DX
can be written as
PX|Y (y) =
{
x ∈ DX | HX|Y (x, y) ≤ hX|Y
}
, (8)
for some function HX|Y : DX × DY → Rm, some
positive integer m, and hX|Y ∈ Rm.
Proof: The proof is trivial, as such functions, namely
HX and HX|Y , can always be obtained by a simple con-
struction. For the first part, given a set UX ⊂ DX , take
HX(x) = 1− IUX (x), for all x ∈ DX . Here, IUX (x) is the
indicator function for the set UX . Take m = 1 and hX = 1/2.
Then, UX = {x ∈ DX | HX(x) ≤ hX}. Similarly, for the
second part, take HX|Y (x, y) = 1−IPX|Y (y)(x), m = 1, and
hX|Y = 1/2.
Note that we have not imposed any conditions on the
functions HX and HX|Y in Lemma 1, except that they take
values in some Euclidean space Rm.
In the next section, we illustrate the usefulness of the
uncertainty variables in computing the posteriori distribution.
The main tool is the application of the law of total probability
(Theorem 1) and the Bayes’ rule (Theorem 2) developed here.
C. Computing the Posteriori Map
The main advantage of this formulation is that it can
be easier to compute the posteriori uncertainty map. For
example, in many machine learning applications, we are
given a model for the data, say Y , and a model for the
prior parameters, say X . This is equivalent to knowing the
conditional uncertainty map PY |X and the uncertainty set
UX . With this, the joint uncertainty set can be computed as
UX,Y = UX ⊗ PY |X . (9)
Then, the posteriori uncertainty map PX|Y : DY → 2DX can
be computed by a simple projection on DX :
PX|Y (y) = ΠX (UX,Y ∩ {Y = y}) . (10)
This posteriori map, for a given observed data Y = y, will
produce a set in DX that tells us about the uncertainty in X .
Let us use the sub-level set representations of Lemma 1.
Let UX = {x ∈ DX | HX(x) ≤ hX} and PY |X(x) = {y ∈
DY | HY |X(y, x) ≤ hY |X}. Then the posteriori uncertainty
map PX|Y (y), for a given observed data Y = y, is given by
PX|Y (y) = {x ∈ DX | HX(x) ≤ hX
and HY |X(y, x) ≤ hY |X
}
. (11)
From (11), we see that this is nothing but the projection (on
DX ) of intersection of two sub-level sets.
The idea of obtaining set-estimates, as intersection of
sets, existed in the set-estimation literature [9], [12], [13].
However, the literature mostly limited itself to linear models,
in which, the observed data Y and the underlying state
variable X were related by a linear equation. The notion
of uncertainty variables generalizes this idea to any such X
and Y , and their relation may not be linear.
To see that there is indeed a difference between the
posteriori distribution and the posteriori uncertainty map, in
the sense that one cannot be trivially constructed from the
other, consider the following example: Let UX = {x ∈
DX | − log fX(x) ≤ η} and PY |X(x) = {y ∈ DY | −
log fY |X(y|x) ≤ η′} be the canonical uncertainty sets and
conditional uncertainty maps, for a given marginal and con-
ditional density functions fX and fY |X , respectively. Then,
the joint uncertainty set is given by
UX,Y = UX ⊗ PY |X , (12)
= {(x, y) | − log fX(x) ≤ η and (13)
− log fY |X(y|x) ≤ η′}, (14)
and the posteriori uncertainty map is given by
PX|Y (y) = ΠX (UX,Y ∩ {Y = y}) , (15)
= {x ∈ DX | − log fX(x) ≤ η and (16)
− log fY |X(y|x) ≤ η′}.
Note that this set is not same as {x ∈ DX | −
log fX|Y (x|y) ≤ η′′}, for some constant η′′.
In the next section, we define the notion of independence
and conditional independence for a given set of uncertainty
variables. We show that all the independence properties that
are true for random variables, such a total independence not
implying pairwise independence and more, are retained for
the uncertainty variables.
III. INDEPENDENCE
We first define independence between two simple uncer-
tainty variables.
Definition 4: We say that the two UVs, X and Y , are
independent if PY |X(x) = PY |X(x′) for all x, x′ ∈ UX .
It is trivial to see that for independent uncertainty variables
X and Y , the joint uncertainty set also factors into the
product of the marginal uncertainty set. We articulate this
in the following lemma.
Lemma 2: Uncertainty variables X and Y are inde-
pendent if and only if UX,Y = UX×UY , where UX , UY ,
and UX,Y are uncertainty sets for X , Y , and (X,Y ),
respectively.
Proof: We first prove the following lemma about the
operation ⊗ given in Definition 3.
Lemma 3: Let A ⊂ DX and B : DX → 2DY . If the
mapping B is such that B(x) = B(x′) = B¯ ⊂ DY , for all
x, x′ ∈ A, then A⊗B = A× B¯.
Proof: Using the definition of A⊗B we have
A⊗B =
⋃
x∈A
{x} ×B(x) =
⋃
x∈A
{x} × B¯, (17)
where the last equality following because of the assumption
B(x) = B(x′) = B¯ ⊂ DY , for all x, x′ ∈ A. Now, we can
take the union inside the cross product in (17) to get
A⊗B =
⋃
x∈A
{x} × B¯ =
(⋃
x∈A
{x}
)
× B¯, (18)
which is nothing but A× B¯.
We first prove that, if X and Y are independent then
UX,Y = UX × UY . Since PY |X(x) = PY |X(x′) for all
x, x′ ∈ UX , by Lemma 3 and Theorem 2, we have
UX,Y = UX ⊗ PY |X = UX × B¯, (19)
where B¯ = PY |X(x), for an x ∈ UX . It now suffices to show
that B¯ = UY . Using Theorem 1, we get UY to be
UY = ΠY [UX,Y ] = ΠY
[
UX × B¯
]
= B¯. (20)
We now show that if the joint uncertainty set factorizes,
i.e. UX,Y = UX × UY , then X and Y are independent.
We, therefore, have to show that PY |X(x) = PY |X(x′) for
all x, x′ ∈ UX . We use the definition of the conditional
uncertainty map, given in Definition 2. For any x ∈ UX ,
the conditional uncertainty map is given by
PY |X(x) = ΠY
[
UX,Y
⋂
{X = x}
]
, (21)
=
{
UY if x ∈ UX
∅ otherwise . (22)
This implies that PY |X(x) = PY |X(x′) for all x, x′ ∈ UX .
Conditional independence can be similarly defined. We do
so in terms of factorization of the uncertainty maps.
Definition 5: We say that the UVs X = (DX , UX)
and Y = (DY , UY ) are independent, given a UV Z =
(DZ , UZ), if
PX,Y |Z(z) = PX|Z(z)× PY |Z(z), (23)
for all z ∈ UZ .
We will use the notation X ⊥ Y to denote that X and Y
are independent, and X ⊥ Y |Z to denote that X and Y are
conditionally independent, given Z.
When it comes to several uncertainty variables, defining
independence is as tricky as it is for the random variables.
However, it turns out that the independence and conditional
independence properties that hold for random variables also
hold for uncertainty variables. In Section IV, we will intro-
duce Bayesian network models on a collection of uncertainty
Fig. 2. Plot of the joint uncertainty set UX1:3 given by (29).
variables. We will see that the set of uncertainty variables
preserve the conditional independence properties, which hold
for the Bayesian network defined over random variables [7].
To provide a prelude, we define pairwise and total inde-
pendence between a collection of uncertainty variables. In
traditional probability, pairwise independence does not imply
total independence between a collection of random variables.
The same is true for the uncertainty variables. Let us first
define pairwise and total independence for the uncertainty
variables.
Definition 6: A collection of uncertainty variables
X1:N is said to be
1) pairwise independent if for each i, j ∈ [N ], i 6= j, we
have
UXi,Xj = UXi × UXj , (24)
where UXi , UXj , and UXi,Xj are uncertainty sets for
Xi, Xj , and (Xi, Xj), respectively.
2) totally independent if
UX1:N = ×Ni=1UXi , (25)
where UX1:N and UXi are the uncertainty sets of X1:N
and Xi, respectively.
In the following lemma, we prove that pairwise indepen-
dence does not implies total independence.
Theorem 3: If X1:N are totally independent then they
are also pairwise independent, but the converse is not
true.
Proof: (a) Let X1:N be totally independent uncertainty
variables. Then we have UX1:N = ×Nk=1UXk . Take i, j ∈ [N ]
such that i 6= j. We know that the uncertainty set UXi,Xj
of (Xi, Xj) is given by a simple projection of UX1:N on
(Xi, Xj). Therefore,
UXi,Xj = Π(Xi,Xj) (UX1:N ) , (26)
= Π(Xi,Xj)
(×Nk=1UXk) , (27)
= UXi × UXj . (28)
We assumed j and j to be any i, j ∈ [N ], i 6= j. Thus, X1:N
is also pairwise independent.
(b) We prove that the converse is not true by constructing a
counter-example. Take three uncertainty variables X1:3 such
that UXi = [0, 1] and UXi,Xj = [0, 1] × [0, 1], for all
i, j ∈ [N ] and i 6= j. However, the joint uncertainty set
UX1,X2,X3 6= [0, 1]× [0, 1]× [0, 1]. Such a joint uncertainty
set UX1,X2,X3 is given by
UX1:3 =
x1:3
∣∣∣∣∣

1 1 1
−1 −1 1
−1 1 −1
1 −1 −1

 x1x2
x3
 ≤

2
0
0
0

 ,
(29)
which is shown in Figure 2.
In the next section, we define the Bayesian uncertainty net-
work, in which we extend the concept of Bayesian network
for random variables to a collection of uncertainty variables.
We will see that the independence properties are preserved in
this extension from random variables to uncertainty variables.
In Section V, we will define a point estimate and show that
in special cases, it reduces to the MAP estimate.
IV. BAYESIAN UNCERTAINTY NETWORKS
We now extend the notion of Bayeian network, defined for
a collection of random variables, to a collection of uncertainty
variables. We call it the Bayeian uncertainty network.
Let G = (V,E) be a directed acyclic graph (DAG). For
each node i ∈ V , let Pai denote the set of parents of node
i, i.e. for each j ∈ Pai there exists a link (j, i) ∈ E. A node
k ∈ V is said to be descendant of i if there exists a directed
path from node i to node k in G. We use NonDesi denote
the set of nodes that are non-descendants of i. Also, we will
use R to denote the set of all nodes that have no parents, i.e.
R = {i ∈ V | Pai = ∅}. Typically, we would need to order
the nodes in V in a sequence. A canonical ordering of nodes
in V is an ordering such that parents are indexed before their
children, i.e., for all j ∈ Pai, we have j < i. We know that
such an ordering of nodes in a DAG is always possible.
A collection of uncertainty variables is characterized by its
joint uncertainty set. We now formally define the notion of
Bayesian uncertainty network, in which the uncertainty set
of a collection of uncertainty variables factorizes according
to an underlying DAG.
Definition 7: A Bayesian uncertainty network is the
tuple BN = (XV , G) of uncertainty variables XV and a
DAG G = (V,E), such that XV factorizes according to
G, namely, every node i ∈ V is associated with a unique
uncertainty variable Xi, and there exists conditional
uncertainty maps
PXi|XPai : DPai → 2Di , (30)
for each i ∈ V \R, such that, for any canonical ordering
of nodes in V , the joint uncertainty set of XV is given
by
UXV = UXR⊗PX|R|+1|Pa|R|+1⊗· · ·⊗PX|V ||Pa|V | , (31)
where UXR is a simple cross product of UXi , over i ∈ R,
namely
UXR = ×i∈RUXi . (32)
Note that the factorization in (31) is well defined, provided
we ignore the ordering of variables in the tuple. To see this,
let us make use of Lemma 1 in Section II-B. Let for each
i ∈ R, UXi = {xi ∈ Di |Hi(xi) ≤ hi }, and for all i ∈ V \R
let
PXi|XPai (xPai) = {xi ∈ DXi | Hi(xi, xPai) ≤ hi }, (33)
for some functions Hi and vectors hi. Then, the factorization
in (31) implies that the joint uncertainty set UXV equals
UXV = {xV | Hi(xi, xPai) ≤ hi ∀ i ∈ V \R,
and Hi(xi) ≤ hi ∀ i ∈ R } . (34)
This set remains the same for any canonical ordering of the
set V , except for the ordering of variables in the tuple xV .
With a slight abuse of notation, we denote the cross product
in (31) as
UXV = UXR ⊗
∏
k∈V \R
PXk|Pak . (35)
A Bayesian network, defined over random variables, satis-
fies many conditional independence properties. In the next
section, we show that these independence properties are
retained for the Baysian uncertainty network.
A. Conditional Independence Properties
We first define the local Markov property. These are a set
of conditional independence properties that are satisfied by
the Bayesian network, defined over a collection of random
variables. We will show that these independence properties
are also valid for the Bayesian uncertainty network. We now
define the local Markov properties.
Definition 8: We say that the uncertainty variables
XV satisfy local Markov property according to a di-
rected acyclic graph G = (V,E) if
(1) Each node i ∈ V is associated with a unique UV
Xi.
(2) For every i ∈ V , we have Xi ⊥ NonDesi|Pai.
We now briefly recall the notion of d-separation in
Bayesian networks. We first need to recall a few definitions.
We define a path P on a DAG G to be a sequence of nodes
P = (i1, i2, . . . iM ) such that either (ik, ik+1) or (ik+1, ik) is
a valid directed edge in E, for all k = 1, 2, . . .M−1. A node
j on a path P is said to be serial if there exists i, k ∈ P such
that (i, j) ∈ E and (j, k) ∈ E. Pictorially, node j on path P
looks like → j →. Similarly, a node j on path P is said to
be diverging if there exists i, k ∈ P such that (j, i) ∈ E and
(j, k) ∈ E. Pictorially, node j on path P looks like ← j →.
And finally, a node j on path P is said to be converging if
there exists i, k ∈ P such that (i, j) ∈ E and (k, j) ∈ E.
Pictorially, node j on path P looks like → j ←.
Let A, B, and C, be three disjoint collection of nodes in
the DAG G = (V,E). A path P from A to B is a path that
starts from some node in A and ends at a node in B. We
say that a path P from A to B is blocked by C if one of the
following conditions are satisfied:
1) the path P contains a node j ∈ C, and j on P is either
serial or diverging
2) the path P contains a node j ∈ V , j on P is
converging, and that j and its descendants are not in
C
We say that A and B are d-separated by C if all paths from
A to B are blocked by C. In the case of a Bayesian network,
defined over a collection of random variables X¯V , it is known
that if nodes A and B are d-separated by nodes of C, then
the random variables X¯A and X¯B are independent given X¯C .
We show that this relation of conditional independence also
holds for the Bayesian uncertainty networks.
We now show that the Bayesian uncertainty network satis-
fies both, the local Markov property, and all the conditional
independence statements asserted by d-separation. The proof
is omitted due to space constraints.
Theorem 4: Let G = (V,E) be a DAG. The following
three statements are equivalent:
1) BN = (XV , G) is a Bayesian uncertainty net-
work.
2) XV satisfies all the local Markov properties ac-
cording to G.
3) For all subsets A, B, and C in V , whenever A
and B are d-separated by C in G, we have XA ⊥
XB |XC .
This theorem implies that the conditional independence
properties of the Bayesian network also hold for the Bayesian
uncertainty network. In the next section, we define a point
estimate for Bayesian networks. We will show that for
the canonical representation of the uncertainty sets and the
conditional uncertainty maps, the point estimate equals to the
MAP estimates.
V. POINT ESTIMATES
In practice, we are generally interested in point estimates.
For example, in the robotic estimation problem, we would
like to learn the true trajectory of a robot or a map of
its surrounding. In the regression problem or classification
problem, we would like to estimate the model parameters.
In this section, we define point estimate for a Bayesian
uncertainty network. In the Bayesian uncertainty network,
we have some uncertainty variables that we observe, and
some others which we want to estimate, given the observed
variables.
Let BN = (XV , G) be a Bayesian uncertainty network,
where G = (V,E) is a DAG. Let the joint uncertainty set for
XV be given by (34). Let J ⊂ V denote the set of nodes,
which correspond to the observed data. Namely, we have
xj = yj for all j ∈ J , and that we know yJ . Let I ⊂ V be the
set of nodes, which correspond to the uncertainty variables
that are of interest to us, and we would like to estimate. We
assume I and J to be disjoint, and that I ∪ J = V .
From the joint uncertainty set, we can compute the
posteriori uncertainty map PXI |XJ (xJ) by projection; see
Definition 2. Evaluating PXI |XJ (xJ) at the observed data
xJ = yJ , yields a posteriori uncertainty set for XI , given
XJ = yJ . This set is given by
PXI |XJ (yJ) (36)
= ΠXI
[
UXV
⋂
{XJ = yJ}
]
, (37)
=
{
xI ∈ DXI
∣∣∣∣∣ Hi(xi, xPai) ≤ hi ∀ i ∈ V \R,Hi(xi) ≤ hi ∀ i ∈ R, xJ = yJ
}
.
(38)
This set gives us a sense of how uncertain we are about the
variables of interest, namely XI . However, it is generally
required to come up with a point estimate. We define a point
estimate by introducing a scaling variable for each constraint
in the posteriori set (38). These scaling variable adjust the
size of each set, so as to yield an estimate. The point estimate
for XI , given XJ = yJ , is defined as
xˆI(yJ) = ArgMinimize
xI , βV
∑
i∈V
βi,
subject to Hi(xi, xPai) ≤ βihi ∀ i ∈ V \R,
Hi(xi) ≤ βihi ∀ i ∈ R,
xJ = yJ and βi ≥ 0.
(39)
The optimization problem in (39) is over all the variables
xI and the scaling variables βV . However, as the output of
the argminimization, we have only shown a subset of these
variables, namely xI , for notational convenience.
To illustrate the point estimate generated by the opti-
mization problem (39), and the result of scaling variables
βi, we consider a simple example. Consider a Bayesian
uncertainty network of four variables X1:4 shown in Figure 3.
Here, Xi = (R2, UXi) for all i. The uncertainty set for
Fig. 3. A Bayesian uncertainty network of four variables X1:4. Here, X1 =
(R2, UX1 = R2), and the conditional uncertainty map PXi|X1 (x
∗
1) =
SQ2(x∗1, a) is illustrated. Also, shown is the true value x
∗
1 of X1, and the
observations y2:4 of X2:4.
Fig. 4. Illustration of the posteriori invertibility set PX1|X2:4 (y2:4) as the
intersection of three sets, one for each observation.
X1 is UX1 = R2, and the conditional uncertainty maps
PXi|X1(x1) = SQ2(x1, a) for all x1 ∈ R2, where SQ2(z, a)
denotes a square centered at z ∈ R2 with side length a.
The true value of the uncertainty X1, namely, x∗1 and the set
PXi|X1(x
∗
1) = SQ2(x
∗
1, a) is illustrated in Figure 3.
We do not know the true value x∗1 for X1, and wish to
estimate it by observing the variables X2:4. Let y2:4 be the
observations of the uncertainty variables X2:4. Using these,
we can construct a posteriori uncertainty set for X1, by
evaluating the posteriori uncertainty map PX1|X2:4(x2:4) at
x2:4 = y2:4. This gives the dark-red region shown in Figure 4,
which is the posteriori uncertainty set.
To obtain the point estimate we introduce scaling param-
eters βis, which scale the size of each of the red-colored
rectangles in Figure 4, so that they intersect only at the
boundary points. The estimate xˆ1(y2:4) is shown in Figure 5.
We see that the rectangle corresponding to the one ‘far away’
observation is enlarged, where as those corresponding to the
Fig. 5. Shows the point estimate xˆ1(y2:4) at the intersection of new,
minimally scaled rectangles, obtained by solving (39).
other observations, that are more closer to one another, are
shrunk. This is a process implicit in the definition of the point
estimate (39), by which, in computing the point estimate, it
weighs more in favor of observations that are closer to one
another, than the one that is farther away.
Next, we show a relation between the point estimate and
the MAP estimate. Before we proceed, we note that the point
estimate defined in (39) is not unique, and depends on the
functions Hi used to represent the conditional uncertainty
maps PXi|XPai . For example, consider the specific case in
which Hi(xi, xPai) ∈ R and hi ∈ R for all i ∈ V . Let
Ψ : R → R be any increasing function. Then, the posteriori
uncertainty set in (38) can also be written as
PXI |XJ (yJ) (40)
= ΠXI
[
UXV
⋂
{XJ = yJ}
]
, (41)
=
{
xI ∈ DXI
∣∣∣∣∣ Ψ(Hi(xi, xPai)) ≤ Ψ(hi) ∀ i ∈ V \R,Ψ(Hi(xi)) ≤ Ψ(hi) ∀ i ∈ R, xJ = yJ
}
.
(42)
Thus, the point estimate will now equal
xˆI(yJ) = ArgMinimize
xI , βV
∑
i∈V
βi,
subject to Ψ(Hi(xi, xPai)) ≤ βiΨ(hi)
∀ i ∈ V \R,
Ψ(Hi(xi)) ≤ βiΨ(hi) ∀ i ∈ R,
xJ = yJ and βi ≥ 0,
(43)
which is different from (39). The choice of the functions Hi,
and Ψ, will have direct implication for the computational
complexity of the estimate as well as the accuracy and
robustness of the estimate. We leave this discussion for our
future work.
In the next section, we show a relation between the point
estimate defined here, for a Bayesian uncertainty network,
and the MAP estimate of a canonical Bayesian network.
A. Relation with MAP
In this section, we show a relation between the MAP and
ML estimate of a Bayesian network, and the point estimate. A
Bayesian network B = (X¯V , G) is a tuple of a collection of
random variables X¯V and a DAG G = (V,E). For each i ∈
V , is associated a unique random variable X¯i in X¯V . Further,
for each i ∈ V , a conditional probability density1 function
QX¯i|X¯Pai (xi | xPai) is defined. The joint density function for
X¯V is given by the product factorization
QX¯V (xV ) =
∏
i∈V
QX¯i|X¯Pai (xi | xPai). (44)
In what follows, we will use Q to denote the probabilities.
For a given Bayesian network B = (X¯V , G), defined over
the collection of random variables, we construct a canonical
Bayesian uncertainty network BN = (XV , G), such that the
underlying DAG is the same, and the functions Hi and hi
in (34) are given by
Hi(xi, xPai) = − log
(
QX¯i|X¯Pai (xi | xPai)
)
, (45)
and hi = η ∈ R, for all i ∈ V . Note that for all i ∈ R,
Pai = ∅, and therefore Hi reduces to a function of just xi.
We now show that the point estimate for the canonical
Bayesian uncertainty network, equals the MAP estimate for
the corresponding Bayesian network.
Theorem 5: For the canonical Bayesian uncertainty
network BN = (XV , G),
xˆI(yJ) = arg max
xI
QX¯I |X¯J (xI |yJ), (46)
where QX¯I |X¯J (xI |yJ) denotes the probability density
function of X¯I given X¯J .
Proof: See Apprndix B.
This result shows that the point estimate indeed equals the
MAP estimate for a canonically defined Bayesian uncertainty
network. It is possible to show a similar relation between
the point estimate and the maximum-likelihood estimate, by
omitting certain constraints in (39). We leave this discussion
for our extended work.
VI. CONCLUSION
We developed a new framework of uncertainty variables to
model uncertainty in the real world. We proved Bayes’ law
and the law of total probability equivalents for uncertainty
variables, and showed how this could be used in computing
the posteriori uncertainty maps. We defined a notion of
1We will restrict here to the case of continuous distributions for the ease
of presentation. However, these results can be extended to discrete valued
random variables as well.
independence, conditional independence, and pairwise inde-
pendence for a given collection of uncertainty variables. We
showed that this new notion of independence preserves the
properties of independence defined over random variables.
In the second part, we developed a graphical model over
a collection of uncertainty variables, namely the Bayesian
uncertainty network. This was motivated by the Bayesian
network defined over a collection of random variables. A
Bayesian network satisfies certain natural conditional in-
dependence properties, derived out of the graph structure.
We showed that all the natural conditional independence
properties, expected out of a Bayesian network, hold also
for the Bayesian uncertainty network. We defined a notion
of point estimate in a Bayesian uncertainty network, and
proved that under a certain representational relation between
the Bayesian uncertainty network and a Bayesian network,
the point estimate equals the maximum a posteriori estimate.
In a follow up work, we develop other graphical models for
uncertainty variables, and show the benefits of its applications
in problems such as robotic perception, over some of the
traditional approaches.
APPENDIX
A. Theory of General Uncertainty Variables
In this section, we provide all the definitions needed for
a general theory of uncertainty variables. We first define
uncertainty maps and uncertainty variables.
Definition 9: An uncertainty map p : DX → 2DY is
defined as a set function that maps every point in the domain
DX to a subset of either the same or another domain DY .
Definition 10: An uncertainty variable is a tuple X =
(DX , PX), where DX is the domain of X and PX : DX →
2DX is an uncertainty map.
We now define the marginal and conditional uncertainty
maps, and the marginal uncertainty variable. Let Z =
(DZ , PZ) be an uncertainty variable, where the domain is
of the form DZ = DX × DY . Let us define a projection
operator of a set UZ ⊂ DZ onto DX as follows:
Definition 11: A projection operator onto DX is a map
ΠX : 2
DZ → 2DX that maps a set UZ ⊂ DZ = DX ×DY
to a set UX ⊂ DX , and is given by
UX = ΠX(UZ) = {x ∈ DX | ∃ y ∈ DY s.t. (x, y) ∈ UZ }.
(47)
We now define the marginal uncertainty map PX and a
marginal uncertainty variable X = (DX , PX), for a given
joint uncertainty variable Z.
Definition 12: The marginal uncertainty map PX : DX →
2DX is given by
pX(x) = ΠX
 ⋃
y∈DY
PZ(x, y)
 , (48)
for all x ∈ DX .
The conditional uncertainty map PX|Y is defined as fol-
lows.
Definition 13: The conditional uncertainty map PX|Y :
DY → 2DX is given by
pX|Y (y) = ΠX
[ ⋃
x∈DX
PZ(x, y)
]
. (49)
An uncertainty variable X is said to be simple if PX(x) is
either {x} or the empty set ∅. A simple uncertainty variable,
can be characterized by an uncertainty set, give by
UX =
⋃
x∈DX
PX(x) = {x ∈ DX | PX(x) = {x} }, (50)
where the second equality holds only for a simple uncertainty
variable. For a simple uncertainty variable, we see that just by
knowing the uncertainty set UX , we can recover uncertainty
map PX :
PX(x) =
{ {x} if x ∈ UX
∅ otherwise . (51)
We now prove that if the joint uncertainty variable Z
is simple, then the marginal uncertainty variable X is also
simple. We also establish an equivalent version of Bayes’ rule
for the simple uncertainty variables. The proof is omitted due
to space constraints.
Theorem 6: If the joint uncertainty variable Z is
simple, and UZ denotes its uncertainty set, then the
following statements are true:
(1) The marginal uncertainty variable X is also simple,
and its uncertainty set is given by UX = ΠX [UZ ].
(2) The following identity is true:⋃
y∈DY
⋃
y′∈PY (y)
PX|Y (y′)× {y′}
=
⋃
x∈DX
⋃
x′∈PX(x)
{x′} × PY |X(x′). (52)
We call this the Bayes rule for uncertainty variables.
B. Proof of Theorem 5
Note that for the canonical Bayesian uncertainty network
BN = (XV , G), the inequality constraints in (39) take the
form:
− log
(
QX¯i|X¯Pai (xi|xPai)
)
≤ βiη, (53)
for all i ∈ V . Furthermore, at optimality, all these constraints
must be satisfied with equality. As otherwise, βi can be
reduced to yield a smaller value of the objective function
in (39). Therefore, for optimality, we have
βi = −1
η
log
(
QX¯i|X¯Pai (xi|xPai)
)
, (54)
for all i ∈ V . Substituting this in (39), the optimization
problem reduces to
xˆI(yJ) = ArgMinimize
xI
− 1
η
∑
i∈V
log
(
QX¯i|X¯Pai (xi|xPai)
)
,
subject to xJ = yJ .
(55)
Taking the sum inside the log, as a product, and using (44)
we see that the objective function equals− 1η log
(
QX¯V (xV )
)
.
Thus, (55) equals
xˆI(yJ) = ArgMaximize
xI
QX¯V (xI , xJ = yJ). (56)
Since QX¯V (xI , xJ = yJ) = QX¯I |X¯J (xI |yJ)QX¯J (yJ).
Substituting this in (56), and removing QX¯J (yJ) from the
objective function, as it is a constant, yields the result.
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