Abstract. In this paper we use duality theory to associate certain measures to fully-nonlinear elliptic equations. These measures are the natural extension of the Mather measures to controlled stochastic processes and associated second-order elliptic equations. We apply these ideas to prove new a-priori estimates for smooth solutions of fully nonlinear elliptic equations.
Introduction
This paper builds upon the connections between variational principles in classical mechanics, such as Aubry-Mather theory, and viscosity solutions of Hamilton-Jacobi equations and tries to illustrate how similar techniques can be used to study fully-nonlinear elliptic equations and associated controlled Markov processes.
The variational principle in Classical Mechanics asserts that the trajectories x(·) of a mechanical system are critical points of the action: T 0 L(x(t),ẋ(t))dt.
Of particular interest are the minimizers of the action. In Mather's theory, the problem of determining minimizers is relaxed and, instead, one looks for probability measures µ(x, v) which are generalized curves, that is, vD x φ(x)dµ = 0, for all C 1 functions φ(x) and minimize the action, which is:
(1) L(x, v)dµ.
The support of such minimizing measures, the Mather set, is invariant under the Euler-Lagrange equations
Since the work of J. Mather [Mat91] this area of research has been extremely active. Several authors [E99] , [Fat97a, Fat97b, Fat98a, Fat98b] , [EG01a, EG01b] , among others, have studied the connection between Mather's theory and Hamilton-Jacobi partial differential equations. The minimization problem (1) is a infinite dimensional linear programming problem. The dual problem is related with the stationary Hamilton-Jacobi equation
As in finite dimensional linear programming, the dual problem yields important information about the primal and vice-versa. For instance, if µ is a minimizing measure and u a solution of (2) then µ is supported on a graph (x, v(x)), with v(x) is defined through
In the other direction, one can use the measure to prove partial regularity [EG01a, Gom03] for the solutions to (2), and, in fact, one has
which is a weaker version of the Lipschitz graph theorem for Mather sets [Mat91] . In this paper we focus our attention at the class of nonlinear elliptic operators which have the form:
The set U ⊂ R m is the control space. We assume U to be a closed and convex set. The linear operator A ω u is, for each ω, a (possibly degenerate) second-order elliptic operator whose zeroth-order coefficient vanishes, that is,
for all non-negative matrices B. This class of operators arises in controlled Stochastic Dynamics and has been studied extensively, see, for instance, [CC95] , [FS93] and the references therein for an introduction to fully nonlinear elliptic equations and stochastic optimal control theory. We are particularly interested in periodic solutions to the stationary Hamilton-Jacobi equation
We associate to this equation a variational problem in a space of measures. The dual of this variational problem is closely related with the Hamilton-Jacobi equation. We apply these methods to study regularity of second-order Hamilton-Jacobi equations, extending some of the results from [Gom02b] concerning generalizations of Aubry-Mather theory to a stochastic setting.
The outline of the paper is as follows: in section 2 we prove a representation formula for H, and study its connections with generalized Mather measures. In section 3 we study some applications to prove a-priori regularity results for smooth solutions.
Duality
Proposition 1. There is at most one value H for which
Proof. Suppose, by contradiction, H 1 > H 2 are such that (3) admits a viscosity solutions u 1 and u 2 for H = H 1 , H 2 . We may assume v 1 ≡ u 1 + C > u 2 , for a sufficiently large positive constant C. For sufficiently small
in the viscosity sense. The comparison principle for viscosity solutions implies v 1 ≤ u 2 , which is a contradiction.
Proposition 2. Suppose that there exists a viscosity solution u of (3) then
in which the infimum is taken over all C 2 periodic functions.
Remark. In the case of first order Hamiltonians this was proved in [CIPP98] . A proof in for a special class of 2nd order equations can be found in [Gom02b] Proof. Let
At some point x 0 , u−φ has a local minimum. By the viscosity property
To prove the reverse inequality we need to recall a few facts concerning the sup convolution whose proof can be found in [FS93] .
Lemma 1. Suppose u is a viscosity of (3). Define
in the viscosity sense and almost everywhere.
This representation formula can be best understood in light of a dual problem that involves generalized Mather measures. Choose a function γ :
we use the convention that if U is bounded then the previous identities are trivially satisfied. Let M be the set of Radon measures on T n × U that satisfy
Note that M can be identified with the dual space of C 0 γ (T n × U ), that is, the set of continuous functions φ such that
Define M 0 to be the set of all measures in M that satisfy the constraint
be the set of all positive probability measures that belong to M.
We look for measures in M 0 ∩ M 1 that minimize the action
If L is strictly convex in ω and A ω is linear in ω then ω = ω(x) almost everywhere in the support of µ. However, we do not make this assumption and will work in a more general framework.
This variational problem is, in fact, a linear programming problem, in an infinite dimensional space, and by Fenchel-Rockafellar duality theory [Roc66] it admits a dual problem. This is close in spirit to the papers [VL78a] , [VL78b] , [LV80] , [FV89] , [FV88] and [Fle89] , in which Fenchel-Rockafellar duality theory is used to analyze optimal control problems. In the first order case this dual problem has been identified and studied [CIPP98] and involves a Hamilton-Jacobi equation.
Before proceeding we need to recall some facts concerning convex duality. Let E be a Banach space with dual E . The pairing between E and E is denoted by (·, ·). Suppose h 1 : E → (−∞, +∞] is a convex, lower semicontinuous function. The Legendre-Fenchel transform h * 1 :
for y ∈ E . Similarly, for concave, upper semicontinuous functions
Theorem 1 (Rockafellar [Roc66]) .
provided that either h 1 or h 2 is continuous at some point where both functions are finite.
To apply this theorem we define two functions h 1 and h 2 on C 0 γ (T n × U ) and consider the dual problem of
The first function is defined by
and set
Proposition 3. We have
We claim that for all non-positive measures µ, h * 1 (µ) = ∞.
Proof. If µ ≥ 0 there is a sequence of non-negative functions
Thus, since L ≥ 0, sup
Proof. Let L n be a sequence of functions in
By the monotone convergence theorem L n dµ → Ldµ. Therefore
by taking ψ ≡ α, constant. So, h * 1 (µ) = +∞, and therefore a finite value of h * 1 is only possible if dµ = 1. If dµ = 1 we have, from the previous lemma,
Also, for any function φ
Now we compute h * 2 . Note that if µ ∈ M 0 there existsφ ∈ C such that φ dµ = 0.
and so inf
Theorem 1 yields then
provided we prove that h 1 is continuous on the set h 2 > −∞. This is the content of the next lemma.
Lemma 4. h 1 is continuous.
Proof. Suppose φ n → φ in C 0 γ . Then φ n γ and φ γ are bounded uniformly by some constant C. The growth condition on L implies that there exists R > 0 such that sup
for allφ in C 0 γ (T n × U ) with φ γ < C. On B R ∩ U , φ n → φ uniformly and so sup
The next theorem summarizes the main result of this section Theorem 2.
Proof. This is a corollary to proposition 2 and the duality result proved above.
A-priori estimates
In this section we apply the ideas from the previous section to prove a-priori bounds for smooth solutions of second-order nonlinear equations such as the maximal eigenvalue operator, streamline diffusion controlled dynamics, and mean curvature flow.
Proposition 4. Let u be a smooth periodic solution to
µ almost everywhere. 
Proof. It suffices to observe that almost everywhere in the support of µ one has
and, for any ϕ ∈ C 2 (T n )
Thus, by subtracting the last two equations and sending → 0 one gets the theorem.
Theorem 3. Suppose u is a smooth periodic solution to
Then u satisfies the following a-priori identity: let ξ ∈ R n be arbitrary, then
Remark. Note that the left-hand side of this estimate is a nonnegative quadratic form on D 2 (D ξ u) and D(D ξ u) since H(M, p, x) is jointly convex in M and p and the right-hand side depends on lowerorder terms. Therefore this identity yields an a-priori estimate for second and third derivatives.
Proof. By differentiating the equation
with respect to x k and multiplying by ξ k we obtain
Differentiating this last expression with respect to x k and multiplying by ξ k we obtain
Integrating with respect to µ, and observing that the last two terms integrate to 0 since
, we obtain the result.
Next, we briefly illustrate the estimates discussed above for a fully-nonlinear second-order equation. Let u be a periodic solution to the one-dimensional equation There are several important examples for which these estimates apply, two of them, the Stochastic Mather problem [Gom02b] A ω u + L(x, ω) = ∆u + ω · D x u + |ω| have not been studied using these techniques. We believe that our estimates and ideas may give important insight on these problems.
