Abstract-Atom probe tomography (APT) is a material probing technique that has undergone dramatic improvements in its capability to map individual atoms within a material sample resulting in data files with hundreds of millions of atoms. Understanding the nano-structural features hidden in these massive amounts of atomic data is a crucial analysis task for materials scientists. However, fast analysis capabilities for large APT workloads remains a critical bottleneck. In this paper, we present the design, implementation and detailed performance evaluations of a parallel software capable of efficiently performing extremely time-consuming correlation analyses of massive high density APT data. Starting with shared memory implementations to motivate our design choices, we extend the implementation to hybrid architectures keeping realistic APT workloads in mind. Detailed performance analyses of three different parallel implementations of the software are supported by empirical results on a Cray XC30 and a Cray XC40 architecture. Its usefulness is demonstrated by reducing the turnaround time of an end-to-end APT correlation analysis on 100 millions atoms by three orders of magnitude using 2048 MPI ranks on 1024 nodes (24 cores per node) of a Cray XC30. The software reported here equips material scientists for the first time with a high-speed scalable capability for efficient and timely analyses of massive APT data.
I. INTRODUCTION
Designing materials for use in today's diverse and, often highly customized, devices rely on a deep understanding of the physical properties of those materials. A wide variety of imaging, scattering and probing methods have been developed over the years to study the relationships between the complex compositions of materials and their macroscopic properties such as mechanical strength, thermal conductivity, etc. One such method is called atom probe tomography (APT), which maps the structure of a material sample with near atomic-resolution [1] .
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A. Motivation
APT, as a high-resolution probing technique, was invented in the early seventies. However, recent hardware advances have led to the development of the Local Electrode Atom Probe (LEAP), an atom probe microscope which delivers dramatically improved data collection rates. Before the invention of the LEAP, atom probe microscopes collected data at rates of hundreds of atoms per minute. But today, the data acquisition rates of LEAP are greater by three orders of magnitude collecting hundreds of thousands of atoms per minute, even with 50%-80% detection efficiencies. As a result, data sets with tens to hundreds of millions of atoms are generated within very short data acquisition times. Billion atom data sets, already available, are expected to become commonplace as the detection efficiency of LEAP improves further.
In terms of memory requirements, the sheer sizes of today's APT data naturally necessitate the development of parallel approaches for at-scale analysis. Additionally, these large APT data sets have presented the community with important workflow-related challenges that can also be adequately addressed using parallel approaches.
LEAP microscopes are typically housed within user centers where queued users are allotted fixed time slots in which to acquire, process and analyze the APT data. Sequential analysis techniques, developed since the advent of APT, require turnaround times to the tune of many hours to days to analyze these large data sets (as long as they fit in memory), which greatly constrains the user throughput of these facilities. An important challenge is, therefore, to develop computational capabilities that can analyze these massive APT data sets as fast as possible to increase user throughput without compromising the quality of data analysis.
Additionally, tracking the evolution of tiny nano-scale atomic clusters, estimating their sizes and revealing the relative spatial correlations of clusters of the different constituents in material samples require APT experiments on material samples under differing thermodynamic conditions, say, temperature, with each experiment generating a massive APT data set. To optimize the data acquisition and data analysis workflow even for a single user, the analysis time needs to be bounded by the acquisition time. Since LEAP microscopes generate data sets with millions of atom in tens of minutes, a computational challenge is, therefore, to reduce the analyses time of even a single APT data set to within its acquisition time.
B. Problem Statement
An important and large class of APT data analysis techniques, which we will collectively refer to here as correlation techniques, rely on first computing the concentrations of different types of atoms in the material sample and then mathematically manipulating these concentrations in specific ways to gain insights into the spatial correlations of these atoms within the sample [1] , [2] . Three dimensional radial autocorrelation analysis is a leading example of such correlation techniques and is used to study the compositional profile of different atomic species within an APT data set using the following function:
where C r is the average concentration of a spherical shell at radius r from the chosen center point, r max is the maximum radius over which the analysis is carried out, σ 2 is the variance of the compositions given by rmax 0
2 and C 0 is the mean concentration of the element of interest. This three dimensional radial autocorrelation function (3DRACF) is plotted for multiple values of k and for all (or some subset) of the constituent types to accurately detect correlations within the different chemical species in the sample [2] , [3] .
In order to evaluate the 3DRACF, the number of atoms of each chemical species within each concentric shell of radii r = r 1 , r 2 , r 3 , · · · , r max about each atom in the data set needs to be computed (see Fig. 1 ). In terms of region queries, the fundamental computational operations underlying a 3DRACF computation are spherical range queries (SRQ) which are defined as follows:
Definition Given n atoms, a spherical region query about an atom finds all those atoms that lie within a radial distance r > 0 from that atom.
To perform a three dimensional radial autocorrelation analysis on an n atoms data set, it is necessary to perform O (n) SRQs in order to first compute the radial shell concentrations (C r 's) about each atom in the data set. When n = 10 7 − 10 8 , for tens to hundreds of millions of atoms, computing the 3DRACF becomes extremely challenging often requiring days to complete.
In this paper, we report the design and performance characteristics of an efficient parallel tool, designed to significantly reduce the turnaround times of these correlation based APT analyses by parallelizing the above region searches. We demonstrate the efficiency of this tool by applying it to the 3D radial autocorrelation analyses as defined by Eqn (1). Figure 1 : The concentration C r of each atomic species within concentric shells of radii r = r 1 , r 2 , r 3 , · · · , r μ has to be computed to evaluate the three dimensional radial autocorrelation function (see Eqn (1)).
C. Related Work
Many APT data analysis algorithms have been developed over the past two decades to understand the nature of spatial correlations amongst the various elements in material samples. Examples of such methods include maximum separation method, nearest neighbor method, Fourier-based methods, correlation and contingency table techniques [4] - [6] . Clustering approaches based on Euclidean metrics, though appropriate for this problem, are inadequate due to their O n 2 complexity. The sheer sizes of modern day APT data sets preclude sequential clustering approaches but provably efficient, scalable, parallel clustering algorithms for distributed memory machines continue to elude the community. Adoption of parallel or any other high-performance computing approaches for APT data analysis and visualization is very recent and still nascent. Scalable, grid-based methods for APT data analysis introduced first for a distributed memory architecture in [7] and then for a hardware accelerated platform in [8] are inadequate for analyses based on region queries (like Eqn (1)) due to their inability to access the detailed atomistic information needed to compute the required concentrations (see Section I-B). Shared memory implementations [9] of k-d tree-based approaches have been used to compute the 3DRACF using only part (about 20%) of the total data [3] . Cell lists, often used to generate neighbor lists to compute cut-off restricted pairwise distances in molecular dynamics simulations, are sub-optimal for computing SRQs in APT data because they are prone to performing unnecessary distance computations [10] - [12] which become very acute in high-density APT data sets. This paper is based on range trees, a well-known data structure for orthogonal range searches in multidimensional space, and is particularly advantageous for high-density APT data sets. Recent theoretical results on parallel range tree construction and neighbor searches have been reported in [13] , [14] . Single GPU hardware-accelerated implementation of range trees was reported in [15] . Implementations of distributed memory parallel range tree construction algorithms are, however, not readily available. Here, we study the performance of computing SRQs using three parallel implementations of range trees on hybrid (shared+distributed memory) architectures.
D. Significance
The default data analysis software that is shipped with the LEAP microscope is called IVAS (Integrated Visualization and Analysis Software) [16] . It supports a number of multithreaded visualization and analysis routines that the atom probe community routinely benefits from. However, it is not designed for distributed memory parallel execution needed to handle the large-scale correlation analysis as described in Section I-B. More recently, a shared-memory C++ software library called libatomprobe was released under the GNU General Public License [9] . APT workloads with hundreds of millions to billions of atoms, however, necessitates distributed memory parallelism due to the memory limitations of shared memory machine. Here, we report the design and performance of a new parallel software, built using known data structures, capable of efficiently analyzing such workloads on large distributed plus shared memory hybrid architectures. We demonstrate the efficacy of this parallel software by speeding up an important class of APT data analysis methods by three orders of magnitude. Significantly, the resulting turnaround time in correlation analysis brings it well within the APT data acquisition time. To our knowledge, no such software is presently available.
Section II briefly describes the data structures used here and in the libatomprobe implementation. Their relative performances on shared memory machines are compared in Section III to highlight the merits of our approach and choice of data structure in the particular context of APT workloads typified by very high density point data. Three different extensions of the shared memory implementations, designed keeping different usability considerations in mind, are presented in Section IV including a detailed performance analysis of each. A parallel performance study on varying APT workloads in support of these analyses is presented in Section V. Finally, a demonstration of the speed up delivered in the correlation analysis problem described in Section I-B is presented in Section VI.
II. PRELIMINARIES
In the rest of the paper, we denote the set of n atoms in an APT data set by A = {a 1 , a 2 , · · · , a n }, the set of μ radii of the concentric shells (see Fig. 1 ) by R = {r 1 , r 2 , · · · , r max } and the list of neighbors that lie within the radial distance r j ∈ R from atom a i by N (a i ).
The tool libatomprobe uses the popular k-d tree data structure for region searches to compute the radial concentrations C i 's. A k-d tree constructed over a set of n k-dimensional points is a binary tree whose internal nodes represent a splitting hyperplane that divides space into two parts (called half-spaces) along one of the k dimensions. Points that belong to the left and right half-spaces are represented by the left and right children of the node. Thus, for example, if for a particular split the x-axis is chosen, all points in the subtree with a smaller x value than the node will appear in the left subtree and all points with larger x value will be in the right subtree. This sub-division of points is recursively applied to the left and right children by choosing a different orthogonal spitting dimension each time. Often the choice of splitting dimensions is chosen in a round-robin fashion from the k different choices.
The construction cost of a three dimensional k-d tree is O (n log n) and the cost of a three dimensional orthogonal search on it is O n 2 3 + K where K denotes the number of points within the query region [17] , [18] . Summing over all the atoms in the data set, the total cost of n queries is O n log n + n 5 3 + nK . The total storage is O (n). This k-d tree implementation of libatomprobe can be extended to a distributed memory architecture for larger APT workloads. The software reported here is, however, based on the range tree data structure. This design consideration was made based on the fact that range trees have better query times compared to k-d trees but requires larger memory which, in practise, is a low overhead trade-off given the trend of increasingly larger available memory per node.
A range tree constructed on a set P of n k-dimensional points is a collection of balanced binary search trees (BBST) associated with each of the d-dimensions [18] . The main tree data structure is a BBST T built on the first coordinate, say x-coordinate, of the points in P. Let C(u), called the canonical subset of u, denote the subset of P stored in the leaves of the subtree rooted at the node u. For any node (internal or leaf) u in T , the canonical subset C(u) is stored in a BBST T assoc (u) on the second coordinate, say ycoordinate, of the points. The node u stores a pointer to the root of T assoc (u), which is called the associated structure of u. Similarly, for any node (internal or leaf) v in T assoc , the canonical subset C(v) is stored in a BBST T assoc (v) on the third coordinate, say z-coordinate, of the points and the node v stores a pointer to the root of the associated structure of v, T assoc (v). This tree organization is continued for all the k dimensions.
In three-dimensions, compared to the linear storage for a k-d tree, the storage for a range tree can be shown to increase to O n log 2 n [18] . The construction cost of a three dimensional range tree can be similarly shown to be O n log 2 n while the cost of a three dimensional orthogonal search can be shown to be O log 3 n + K where K again denotes the number of points within the query region. Summing over all the atoms in the data set, the total cost is O n log 2 n + n log 3 n + nK . The next section, first reported in [19] describes our range tree implementation and compares its performance with the k-d tree implementation in libatomprobe for shared memory execution with enough memory to accommodate the APT data set as well as the data structures built on them.
III. SHARED MEMORY IMPLEMENTATION
The thread-parallel range tree construction algorithm is recursive (see Algorithm 1). The n data points are first sorted along the x-dimension and split equally across T threads. Thus, each thread contains a subset of the data that are contiguous in the x-dimension. A lookup array of size T is constructed from the minimum coordinates of data local to each thread. The lookup array provides a trivial way to identify which subtree (of a global tree) to query during the SRQ phase without explicitly needing to build the upper log T levels of the global range tree. The thread parallel range tree, therefore, has as many root pointers as the number of threads. Each thread then builds an independent subpart of the global tree. To minimize the cost of memory allocation for tree building, the amount of memory needed for each independent subtree is computed by finding out the number of unique coordinates in each subtree and allocating it once. After memory allocation, the 3-dimensional range tree is constructed by recursively splitting the data point about the median of the thread local points with respect to the x-dimension. Each split of the data points is represented as a node in the range tree, where the value of the node is the median. Each node then recursively builds a twodimensional range tree on the local data points, as discussed in the preceding section. Performance evaluation of the shared memory implementations were carried out on one node of P-I (see Section V-A). Since O log 2 (n) memory allocations are required during the tree construction phase, the systemlevel synchronization overhead of thread memory allocations quickly degrades the performance, as shown in Table I for each thread t do
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TLocalPoints ← subArray(Points, chunk*t, chunk*(t + 1)) return node 24: end procedure severe slowdown. To get around this, the heap and stack memory requirement for tree construction are precomputed and user-space thread local memory is allocated only once in the beginning. The resulting scaling improvement in the range tree construction is illustrated by the V2 column in Table I . The super-linear speedups are due to: (a) non-linear complexity (n log 2 n → n T log 2 n T ) and (b) larger T implies more upper levels (log T ) can be omitted from the tree construction and smaller memory allocations. Figure 2 illustrates the execution times of performing 100 SRQs on a n = 2 million points data set. The spatial distribution of the data set is characterized by x-span=y-span z-span, which is typical of all APT data sets because the material samples from which a LEAP microscope extracts the atoms are always in the shape of a needle [2] - [4] . The choice of 100 SRQs is arbitrary since it is an overall scale factor. The comparison is made with increasing values of r (radial query distance) from under 10% to 90% of the xyspan. In this plot, we have also included the performance of the naive O(n 2 ) method in which all pair-wise distances are computed to query the neighbors of a point. Figure 2 shows that when the radial query distances exceed about 40% of the xy-span, the naive approach beats both tree based methods. This is because the number, K, of points reported becomes so large when the radial query distance r exceeds ∼ 40% of the xy-span due to the extremely high density of APT data sets that the benefits of tree based methods become moot.
In practice however, the needle-shaped data sets of APT limits the query radii to less than 30% to 35% of the xyspan. Figure 2 shows that for such query distance, SRQs using range trees outperform both the naive as well as the k-d tree methods and, as such, forms the basis of our parallel implementation, described in the subsequent sections.
High-densities of APT data make querying range trees faster than their theoretical bound. When data is very dense (as is the case with all APT data sets), the numbers of unique values of x-, y-and z-coordinates in the data, denoted by U x , U y and U z , respectively, are much smaller than n. The number of these unique values can be even smaller if the desired accuracy of the coordinates in all three dimension is reduced as long as the computations of the target application (such as, 3DRACF in Eqn (1)) are not adversely affected.
Let U x ≤ U x , U y ≤ U y and U z ≤ U z denote the subset of the unique values of along each dimension that is spanned by the query radius r. Clearly, the fraction of total points whose x-coordinates are in the query region is
Ux n. Then, the cost T xyz of a three dimensional orthogonal query is:
where log U x is the height of x-tree in the three dimensional range tree and T yz is the cost of searching the y-and zdimensions for the query region. But:
where T z is the cost of searching the z-dimension once the correct x-and y-ranges have been found. Similarly:
The total number of points in the query region is:
Combining Eqn (3) and Eqn (4) with Eqn (2) and using Eqn (5) yields the cost of a single SRQ with radius r that spans U x , U y and U z unique x-, y-and z-values is:
Thus, in practice, query times on range trees is significantly smaller than its theoretical upper bound O log
Using this range tree implemenatation, complete 3DRACF computations (see Eqn (1)) was carried out on n = 2, 4 and 8 million atoms with 1, 2, 4, 8, 16 and 32 OpenMP threads. The corresponding strong scaling speedup, defined as the ratio of the execution time using one thread to that using T threads for the same workload n, is shown in Fig. 3 . The speedup reduces as the thread counts increase because memory was pre-calculated and allocated to each thread during the tree construction phase. This leaves a limited amount of memory local to the socket during the query phase for which memory allocations are not pre-computed and assigned.
Since a range tree delivers the best performance for 3DRACF computations over the query sizes of interest (see Fig. 2 ), we use it as the basis of our parallel implementations on hybrid architectures to handle larger APT workloads than can be accessed using the shared memory version described above. These hybrid algorithms and their implementations are discussed in the rest of the paper.
IV. IMPLEMENTATION ON HYBRID ARCHITECTURE
As mentioned in Section I, correlation analysis is a collection of methods, of which 3DRACF is one example we use to present our performance results. This section presents three hybrid algorithms that are designed for different APT workloads and analysis end goals.
A. Full Tree Algorithm (FTA)
If the APT workload is such that it fits in memory on every node, a straightforward extension of the shared memory implementation is to build the full range tree on each node but query the points in parallel. Using the serial complexity of range trees (see Section II), the parallel runtime of this algorithm, which we call the full tree algorithm (FTA) is: The strong scaling speedup S(P ) is clearly linear for FTA. The full tree algorithm cannot be used for workloads too large for the available amount of memory per node. Such cases require an efficient data partitioning strategy across the distributed nodes.
B. Data Partitioning for Tree Construction
To leverage the shared memory implementation described in Section III with minimal modification, the threedimensional data space is partitioned across the process ranks as follows. Let L x , L y and L z denote the side-lengths of the smallest cuboid that encloses all n atoms in the data set. Also, let the rank space of the P participating processes be decomposed into a P y × P z = P Cartesian topology. The data space is mapped on to the P y × P z rank space such that each rank is responsible for L Fig. 4 . This partitioning strategy automatically ensures good load balance for APT work loads. To understand this better, let the set of atoms mapped to a process rank be denoted by L and assume that the density of atoms in any sub-volume of the material is always within a constant factor of the density in any other sub-volume. In practice, this assumption holds true for all material samples. Therefore, if ρ max denotes the maximum density somewhere within the sample, then the above assumption implies that ρ max is within a constant, c ≥ 1, of the uniform density, ρ u . In other words:
which, in turn, implies that the maximum number of atoms any process is responsible for is:
Thus, for APT data, a purely geometric partitioning of the data space amongst the processes automatically ensures a good load balance. Therefore:
Based on this partitioning strategy, two implementations are described next.
C. Large Tree Algorithm (LTA)
Let y L y = r max and z L z = r max , where r max denotes the radius of the largest desired SRQ (see Section I-B) and 0 < y , z ≤ 1. If = max{ y , z }, then all SRQs can be satisfied locally within a process if all the atoms that lie within distance outside the geometric partition of the local data space is made locally available (see Fig. 5(a) ). Let the set of atoms in the -extended data space be denoted by E. If each non-local process whose local partition L overlaps with the -extended partition of the current process communicates the atoms in the overlap region to the current process, no further interprocess communications are required to satisfy the SRQs.
In this algorithm, which we call the large tree algorithm (LTA), the range tree is constructed over all atoms in E but only the atoms in L are queried (see Fig. 5(a) ). Therefore, the cost of computing sthe SRQs in parallel using the LTA is:
D. Small Tree Algorithm (STA)
In the third hybrid approach, which we call the small tree algorithm (STA), the set E is built exactly like in the LTA, but the tree is constructed only on the atoms in L but all the atoms in E are queried (see Fig. 5(b) ). As a result, for the atoms in E −L, only those points in the query results that are in L are reported back. These partial queries are then accumulated to compute the complete query using inter-processor communications. Either the queries themselves or the partial results that depend on the queries are accumulated depending on which minimizes the communication overhead. Thus, the cost of querying all n atoms in parallel using the STA is: 
The preceding algorithms were implemented in C++ with Message Passing Interface (MPI) for node-level parallelization and OpenMP for thread parallelization. Figure 6(a) shows the performance of all three algorithms on an APT workload with n = 2 million atoms on the hardware platform P-I. These executions were configured with one MPI rank per node and one OpenMP thread per core (32 threads per rank).
A. Hardware
The following two platforms have been used for performance evaluations: Platform I (P-I): A Cray XC40 supercomputer with dual socket nodes. Each socket is equipped with a 16-core Intel Xeon Processor E5-2698 v3 running at 2.3 GHz for a total of 32 cores per node. Each node has 128 GB DDR4 2133 MHz memory with four 16 GB DIMMs per socket.
Platform II (P-II):
A Cray XC30 supercomputer also with dual sockets per node and a 12-core Intel Ivy Bridge processor on each socket for a total of 24 cores per node with support for 1 or 2 user threads per core. Each node is equipped with 64 DDR3 1866 Mhz memory with 8 GB DIMMS per socket.
B. Workloads
Three workloads with n = 2, 50 and 100 million atoms have been used for the performance study. The n = 2 million workload is an APT data set while the n = 50 million and 100 million data sets are synthetically generated by choosing the atomic positions uniformly at random within the typical spatial dimensions of an APT sample material to mimic real data densities. The data is partitioned using a parallel data partitioner [20] that partitions the particle data in one of two ways: (a) geometrically divide the data space equally amongst the distributed ranks (as described in Section IV-B), or (b) divide the particle data equally amongst the distributed ranks using a median-based algorithm (used later in Section V-E to partition irregularly distributed data).
C. Memory Considerations
Since FTA builds the full tree on each process but queries only n P atoms locally, it requires O(n log 2 n) memory per node. This is the same storage as the shared memory algorithm described in Section III.
For the memory requirements of LTA and STA, let us first bound the number of atoms in E as follows:
In APT data, n is very large and typically very dense. Consequently, the term 4 2 n tends to be very large even for small values (in practice, is as large as 30%). Therefore, asymptotically when P → large, |E| → O 4 2 n . Since in the LTA, the tree is built on E, the memory needed by LTA is O 4 2 n log 2 (4 2 n) which is independent of P . On the other hand, in the STA, the range tree is built only on L and, as such, only requires O n P log 2 n P memory to build the tree and an additional O 4 2 n memory to store the points in E − L. Together, this is significantly less than the memory requirements of the LTA.
D. Scalability
We report the scalability of these implementations in terms of the strong scaling speedup, S(P ), which is defined as S(P ) = T (n,1) T (n,P ) where T (n, P ) is the execution time with n atoms using P distributed processes. When the workload is too large to fit in a single node, the speedup on P processors is reported against a baseline execution on P < P processors. For such cases, S(P ) = P T (n,P )
T (n,P ) . FTA scales linearly as expected from Eqn (7). However, FTA quickly becomes infeasible as the APT workload increases, as described earlier.
Combining Eqn (9) and Eqn (11) yields:
Asymptotically, as P becomes large, T LT A (n, P ) → O n P log 3 (n) + K which also yields a linear speedup with P as long as there is O n P + 4 2 n memory available per node.
Combining Eqn (10) and Eqn (11) yields:
STA can deliver super-linear speedup at large enough n. This is because as n increases, log 3 n P K P (see Eqn (5)). Using Eqn (13), the strong speedup can be shown to be:
From Eqn (5), it follows that log 3 n K. Therefore, we have:
. Therefore, in practice, STA is the most scalable implementation of the three and scales from data sets of a few million atoms to those with several hundreds of atoms as long as there are enough nodes with per-node memory memory large enough to fit ∼ 4 2 n amount of data.
E. Irregular Workload
The geometric partitioning used to partition the APT workload amongst the distributed processes (MPI ranks) was shown to preserve load balance in Section IV-B. When the workload is non-uniform, a geometric partition does not guarantee load balance. To test the performance of FTA, LTA and STA on non-uniform data distribution, we generated a n = 1 million workload exponentially distributed in space. The non-uniform distribution was generated using three normal distributions with different means (0.4, 0.5, 0.7 for x, y, and z respectively) and standard deviations (0.2, 0.2, 0.1 for x, y, and z respectively), to generate the x, y, and z coordinates of the points. This workload was then partitioned across a P y × P z rank space using a median-based partitioner to ensure that more ranks are assigned to denser regions of the data space and O n P amount of data is mapped to each distributed rank.
Once the workload is partitioned uniformly across the ranks, the computational imbalance to query irregular data stems from two sources, namely: (a) the number of queries in each rank, and (b) the number of neighbors reported for each query in the rank which is bounded by the local tree size. In FTA, an equal number of points are queried in parallel on each rank without any preference to the spatial location of the point itself since the full tree is locally available. Even though the points reported back vary from one query point to another, the total amortized number of points reported back per rank is equal on an average. Doubling the number of processors only halves the number of points to be queried. Thus, the FTA is oblivious to spatial distribution of the points as shown in Fig. 7(a) . For the STA, the number of query points, |E|, is no longer guaranteed to be balanced due to the irregularity of the data. However, recall that the runtime of the STA is dominated by the STA scales as n P , the speedup remains at least linear. This is shown in Fig. 7(b) .
F. Usability Considerations
The FTA, LTA and STA are three different implementations of orthogonal range queries designed for a broad class of APT-related correlation techniques, of which 3DRACF is one example. These implementations have distinct usability considerations. The FTA is a natural extension of the shared memory implementation to distributed memory platforms. Its advantage is that as long as there is enough memory, the queries can be sped up independent of the spatial distribution of the workload while ensuring that the full neighbor lists of each query is locally available without having to incur any interprocessor communication overhead to assemble partial neighbor lists. The LTA has a smaller memory footprint than FTA, since the tree is built only on E and not on the entire workload n and the full neighbor list of each query is still built locally without any interprocessor communication.
Compared to LTA and FTA, even smaller memory is required in the STA, but like LTA, it is not data distribution agnostic. Unlike FTA and LTA, however, building the full neighbor list in STA requires interprocessor communication. Since the number of points reported in region queries can be very large because of the high-densities of APT data, the communication volume can be significant. Therefore, depending on the parameters of the particular analysis problem at hand, viz., data density, (e.g., r max ), available per-node memory and P , it might be more efficient to use the LTA instead of the STA and reduce/eliminate the communication overhead despite the better scalability of the STA.
VI. APPLICATION
The concentration C r in Eqn (1) is computed for each atom type in the data set and is defined as the ratio of the number of atoms within a spherical shell of a given thickness to the total number of atoms of all types in that shell. To compute the concentrations, every atom of a given type performs a spherical range query of radius r max about itself. The query reports all the atoms within the radius r max . These atoms are binned into bins specified by the radii r 1 , r 2 , r 3 , · · · , r max . The concentrations C r are then computed and Eqn (1) is computed for each atom type.
Note that in the STA, only partial results of the SRQs are available locally for the atoms in E. To keep track of these partial query results, each MPI process maintains a table with one row for each atom type and one column for each radial distance r i where r 1 ≤ r i ≤ r max . For each row (that is, atom type), both the number of atoms of that type as well as the number of atoms of all types at that radius (column) is recorded. At the end of the computations, a reduce operation on the table entries of partial query results yield the correct global query results. This reduction operation is also carried out for the number of all atom types. At this point, the correct concentration values can be computed easily and the radial correlation function computed for all the atoms. Figure  8 shows the strong scaling speedup of an end-to-end three dimensional radial autocorrelation function analysis on data sets with 100 millions atoms delivering speedup of 2805 are delivered on P = 2048 (24,576 cores) on platform P-II. Table II illustrates the various time components of this end-to-end 3DRACF analysis. Time to compute the concentrations clearly dominate the total analysis time.
VII. SUMMARY
This work builds on known data structures to create a new parallel data analysis capability that enables material scientists to efficiently carry out high-speed spatial correlation studies on massive APT data sets with tens to hundreds of millions of atoms. High density APT data motivated a unique Table II : Run times (in sec) of the various phases of an end-to-end 3DRACF computation on a workload with n = 100 million atoms on hardware platform P-II. an important correlation analysis method by over 2800 times using 2048 MPI tasks on a Cray XC30.
