The local minima of a quadratic functional depending on binary variables are discussed. An arbitrary connection matrix can be presented in the form of quasi-Hebbian expansion where each pattern is supplied with its own individual weight. For such matrices statistical physics methods allow one to derive an equation describing local minima of the functional. A model where only one weight differs from other ones is discussed in detail. In this case the equation can be solved analytically. The critical values of the weight, for which the energy landscape is reconstructed, are obtained. Obtained results are confirmed by computer simulations. Keywords: Associative neural networks, energy landscape, statistical physics. ji ji ij J J J + → ji ij J J = does not 1 Compare with (2.71)-(2.73) in [2].
Introduction
Let us examine the problem of minimization of quadratic functional depending on binary variables , : 
This problem arises in different scientific fields. The state of the system as a whole is given by N-dimensional vector 1 2 ( , ,..., ) N S S S = S with binary coordinates . These vectors will be called configuration vectors or simply configurations. The functional i S ( ) E E = S , which has to be minimized, will be called the energy of the state. Without loss of generality the connection matrix
can be considered as a symmetric one ( ) since the substitution 2 / ) ( change the value of E .
Statistical physics methods were efficiently used for analysis of the energy surface in the Hopfield model [1] - [2] with the Hebb connection matrix constructed from a set of M given patterns ξ a
The result is as follows: If patterns μ ξ re randomized and their number 0.14 M N < ⋅ , then in the immediate proximity of each pattern there is always a local minimum of the functional (1) . (In terms of neural networks it means the neural network works as an associative memory.) For the first time this result was obtained in [1] . In the paper [3] it was shown that any symmetric matrix can be presented as quasi-Hebbian expansion in uncorrelated configurations : (2) is called the quasi-Hebbian representation since weights μ ξ J r μ are different. We hope that this representation would allow one to use statistical physics methods for analysis of an arbitrary connection matrix. First obtained results are presented in this publication. In Section 2 with the aid of statistical physics methods the principal equation for a connection matrix of the type (2) is derived. In Section 3 we analyze the case when only one weight differs from the others, which are identically equal:
. This model case can be analyzed analytically up to the end. It was found that a single weight that differs from 1 substantially affects the energy landscape. Computer simulations confirm this result. Some conclusions and remarks are given in Section 4. 
where is the overlap of the state with the pattern :
Statistical physics methods allow one to obtain equations for the overlap of a local minimum of the functional (1) with the patterns [1] , [2] . Supposing the dimensionality of the problem to be very large ( ), let us set that the number of patterns
Repeating for the matrix (2) calculations performed in [1] - [2] , we obtain for the kth pattern three connected equations :
and . 
If the overlap is or , then the local minimum coincides with the pattern or is very close to it. . We see that even for the maximal value of the load parameter c α , the local minimum is very close to the pattern. If the load parameter α is less than c α , the overlap of the local minimum with the pattern even closer to 1. On the contrary, when the parameter α exceeds the critical value c α , there is no solution of Eq. (7). As they say, "a breakdown" of the solution happens: the overlap decreases abruptly almost to zero value. In terms of statistical physics this means that in our system the first kind transition takes place. In terms of neural networks it means the associative memory destroying. 
The Case of One Differing Pattern
The weight can be both larger and less than one.
τ It might seem that the difference from the standard Hopfield model has to be small: enormous number of patterns with the same weight takes part in the connection matrix and only one pattern provides a different contribution. Intuition suggests that the influence of a single pattern with the individual weight τ has to be negligible small comparing with contribution of infinitely large number of patterns with the same weight . However, this is not the case: the unique weight 1 r μ = τ can substantially affect the energy landscape. Let us examine separately what happens with local minimum in the vicinity of 1 ξ , and what happen with local minima near other patterns whose weights are equal to 1.
Pattern with an individual weight:
.
For this pattern equation (4) has the form ( )
If is a solution of Eq. (9), the overlap of the local minimum with the first pattern is . The superscript "(1)" emphasizes that we deal with the overlap of the local minimum with the pattern number 1.
The point of breakdown , where the right-hand side of Eq. (9) reaches its maximum, is the solution of the equation When τ is larger than 3, this equation has only trivial solution:
. This means that the overlap of the local minimum with the pattern vanishes:
. So, when
τ > in the system the phase transition disappears.
This is an unexpected result. We do not understand the reason why the phase transition disappears. It is not difficult to obtain for Fig.1a we present graphs of right-hand side of Eq. (9) for three different values of the weight coefficient:
,
We see that increasing of the coefficient τ above 1 on the one hand is accompanied by an increase of the critical value (1) Fig.1a show intersections between a straight line parallel to abscissa axis and the graphs representing the right-hand side of Eq. (9) for different τ . Abscissa values of each intersection are solutions of the equation. We see that when τ increases the point of intersection shifts to the right, i.e. in the direction of its greater values. This means that when (1) ( ) m τ τ increases the overlap of the local minimum with the pattern also increases. This behavior of the overlap is in agreement with the common sense: the greater the weight of the pattern τ , the greater its influence. Then the overlap of this pattern with the local minimum has to be greater. Now let us examine the interval [0 of the weight τ ,1] . Analysis of Eqs. (9), (10)
shows that when (1) ( ) c y τ τ decreases from 1 to 0 the maximum point steadily shifts to the right, and the maximum value (1) c α steadily decreases (see the behavior of maxima of the curves in Fig.1b ). The behavior of curves to the left from the rightmost maximum of the curve does not interesting for us, because the solutions of Eq. (9) in this region correspond not to the minimum of the free energy, but to stationary points only [2] . (1) 
and Graphs showing the behavior of critical characteristics are presented on two left panels of Fig.3 .
Patterns with the same weight:
Let us examine how the overlap of the local minimum with one of the patterns whose weight is equal to 1 depends on τ . Since all these patterns are equivalent, we choose the pattern with number "2". With the superscript (2) we mark off the characteristics
, , m y α that are interesting for us. Now Eq. (4) has the form: is on the right of . For this case an example of the curve is shown in Fig. 2b . The maximum point of the curve , which is interesting for us, coincides with the peak of the curve that is slightly on the right of the point , the overlap has to increase smoothly. In Fig.4 the graphs for all three values of the load parameter are presented. Theoretical characteristics (1) τ α ≈ respectively). At the left side the values of the mean overlap are not equal to zero. First, this can be due to not sufficiently large dimensionality . The point is that all theoretical results are related to the case . For our computer simulations we used large, but finite dimensionality . Second, the theory is correct when the mean overlap is close to 1 (but not to 0). In this region of values of N N → ∞ N we have rather good agreement of the theory with computer simulation. . In Fig. 5 this place is marked by the right vertical dashed straight line with the label "
". If and M → ∞ N M really were infinitely large just in this place the breakdown of m < > had to take place. In Fig. 5 the real dependency of on m < > τ that was observed in our experiments was shown by three solid lines corresponding to different . N Noticeable difference between the theory and computer simulations must not confuse us. Apparently this difference is due to finite dimensionalities of experimental connection matrices. Earlier computer verifications of classical theoretic results faced just the same problems (see references in [4] ). As a way out the authors usually extrapolated their experimental results into the region of very large . N Note, when increases the experimental curve in Fig. 5 tends to "theoretical step-function", which is indicated with the aid of dashed line. A correction due to finite dimensionality of the problem can be taken into account if we insert the explicit expression 
Depths of local minima
Let us find out how the depth of local minimum depends on the value of τ . By the depth of the local minimum we imply the modulus of its energy (3): | . For different matrices the energies can be compared only if the same scale is used for their calculation. We normalized elements of each matrix dividing them by the square root from the dispersion of matrix elements:
is the standard deviation of matrix elements of quasi-Hebbian matrix (2) for the weights (8). Then for a depth of a local minimum we obtain the expression 
Discussion and Conclusions
Local minima of the functional (1) are fixed points of an associative neural network. In this paper we examined minima localized near patterns, which were used to construct the connection matrix. All obtained results can be interpreted in terms of neural networks concepts, which are the storage capacity, patterns restoration and so on. From this point of view two results are of special interest.
First, notice that if 3 τ ≥ for the pattern with individual weight 1 r τ = the phase transition of the first kind disappears. We recall that when τ increases the critical value of the load parameter (1) c α also increases, the overlap of the local minimum with the pattern steadily decreases. Beginning from (1) c m 3 τ = the overlap in the critical point vanishes. This means that the phase transition ceases to exist. As a rule disappearance of phase transition signifies substantial structural changes in the system. Second, it is interesting how characteristics of local minima located near patterns with weighs 1 ( 2) r μ μ = ≥ depend on the value of τ . We recall that at first increase in τ does not affect these local minima at all. While (which is not so large) its influence on the huge number of local minima from the vicinities of patterns with weighs 1 r μ = becomes rather noticeable (see Eqs. (13)). Let us emphasize that all the results are justified by computer simulations.
r μ In conclusion we note that Hebbian connection matrix with different weights was examined previously. For example, in [5] were obtained the basic equation for this type of connection matrix. This equation practically coincides with our Eq. (4). However, then the authors of [5] simplified their equations and only the standard Hopfield model was analyzed.
We see that even rather little differences in values of weights lead to new and nontrivial results. We hope to use the same approach for analysis of local minima of the quadratic functional (1) with an arbitrary connection matrix (see Introduction).
