Introduction
Calibration is the mathematical and statistical process of extracting information, usually quantifying analyte(s), based on the obtained instrument signal.
Along with the rapid development of analytical equipment, high-order calibration as a powerful tool is playing a significant role in the determination of components of interest, even in the presence of complex background or uncalibrated inteferences. [1] [2] [3] Nowadays, "second-order calibration" should be considered as the most popular multi-way data analysis method; this includes, for instance, the generalized rank annihilation method (GRAM), [4] [5] [6] parallel factor analysis (PARAFAC), [7] [8] [9] [10] alternating trilinear decomposition (ATLD), 11 self-weighted alternating normalized residue fitting (SWANRF) 12 and so on. [13] [14] [15] [16] [17] [18] They aim to search for any "second-order advantage" by three-dimensional responsive data; that is, second-order calibration has better stability towards interferents as well as matrix effects. Thus, they have been brought into extensive practical applications, for example, biological matrices, pharmaceuticals, food, and environment, [19] [20] [21] [22] [23] [24] [25] [26] [27] while seeking out a way to quantify the analytes of interest, even in presence of complex background.
A multiway calibration method includes not just second-order calibration, but also third-order calibration, and even higher-order calibration. Theoretically, third-order calibration contains one advantage similar to "second-order advantage", and it holds additional advantages. For example, with trilinear data for one sample, the intrinsic profiles in each mode could be determined uniquely for each species, which is considered as one of the "third-order advantages". 28, 29 Nevertheless, the complete "third-order advantage", or the Nth-order advantage, is still unknown totally. 1 To the best of our knowledge, only a few algorithms, such as four-way PARAFAC, 30, 31 trilinear least-squares (TLLS), 32 alternating penalty quadrilinear decomposition (APQLD), 33 alternating weighted residue constraint quadrilinear decomposition (AWRCQLD), 34 can be used for the third-order calibration of four-way data. Accordingly, to search for the "third-order advantage", more related studies on four-way data analysis and third-order calibration are worth further investigation.
In the present paper, four-way SWANRF, which is regarded as a novel extension of its three-way form, along with new weight factors, was developed. Both four-way SWANRF and four-way PARAFAC methods were employed in the third-order calibration of four-way data arrays, including simulated and real datasets. It was found that one of the "third-order advantages" is that the introduction of a fourth mode is capable to relieve the serious problem of collinearity to some extent. Further, four-way SWANRF for a four-way data array was proved to be a new algorithm to deal with third-order calibration.
Serotonin is well known as a neurotransmitter in the control and regulation of many brain functions.
A variety of physiological processes, including smooth muscle contraction, blood-pressure regulation and both peripheral and central nervous system neurotransmission, are strongly implicated by serotonin.
A novel algorithm, four-way self-weighted alternating normalized residue fitting (SWANRF), which is an extension of its three-way form, for the decomposition of quadrilinear data with new weight factors, was proposed and applied to the quantitative analysis of serotonin contents in plasma samples. It was observed that the third-order calibration could not only retain a "second-order advantage" and but also obtain other advantages. The introduction of a fourth mode can relieve the serious problem of collinearity, which seems to be one of the "third-order advantages". The proposed algorithm shows great potential as a promising alternative for the third-order calibration of a four-way data array by contrasting with four-way parallel factor analysis (four-way PARAFAC). Furthermore, both algorithms mentioned above were utilized to analyze the 5-hydroxytryptamine (serotonin) contents in plasma samples by obtaining four-way array (excitation-emission-pH-sample) data, and produced satisfactory results. The serotonin contents in plasma samples obtained by using four-way SWANRF and four-way PARAFAC were 0.324 ± 0.005 and 0.348 ± 0.006 nmol mL -1 , respectively. enzyme immunoassay, 42 gas chromatography, 43, 44 capillary electrophoresis-electrospray ionization-time-of-flight mass spectrometry, 45 and high-performance liquid chromatography, 46 have been used to analyze serotonin quantitatively. However, all of aforementioned methods based on "physical or chemical separation" need complicated pretreatment and expensive analytical instruments. Yet, four-way PARAFAC and the proposed method four-way SWANRF can be used for the direct quantitative analysis of serotonin contents in plasma samples with excitation-emission-pH-sample data, by means of "mathematic separation", which is inexpensive and labor-saving. Eventually, sensitivity (SEN) was estimated by a reliable method in this paper, gaining commendable results.
Theory

Nomenclature
The nomenclature applied throughout this paper is listed in Table 1 . The inner cyclic symmetry property exits in multilinear decomposition. 15 The four-way cyclic symmetry of quadriclinear decomposition, which is a feature of four-way data, is an extension of the cyclic symmetry of trilinear decomposition. As visualized in Fig. 1 , the physical modes, subscripts, elements and vectors in resolved matrices, resolved matrices, sliced matrices, incomplete unfolded matrices unfolded matrices, as well as residue and resolution formulas, all obey the inner cyclic symmetry property, circumrotating along the same way. These mathematical properties provide help to understand and develop multi-way calibration methods.
The proposed famous three-way trilinear component model 7, 10 places an important impact on the three-way data analysis. Similarly, according to the quadrilinear model, each element, xijkl, of the data array Xq can be represented as follows: 
The quadrilinear model can be expressed in four fully equivalent stretched matrix representations, respectively, owing to the cyclic symmetry of the model as:
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here, The inth, jnth, knth and lnth element of the four underlying profile matrices A, B, C and D, respectively
The ith, jth, kth and lth row vectors of profile matrices A, B, C and D, respectively PARAFAC-ALS 8, 33 is one of the classical trilinear decomposition algorithms. As an extension of PARAFAC-ALS to quadrilinear, a four-way PARAFAC algorithm is based on the alternating least-squares principle for minimizing four direct loss functions of the quadrilinear model in a stretched matrix form. These loss functions of four-way PARAFAC are as follows:
On the basis of the above-mentioned loss functions, the four-way PARAFAC method processes by the alternating least-squares minimization scheme according to Eqs. (6) - (9), such as finding a solution of A for fixed B, C and D. In the same way, B, C, D can be computed. The four matrices are updated through using the strict least-squares principle as follows:
A typical iterative procedure for four-way PARAFAC can be carried out as follows: 1. Estimate the number of factors, N; 2. Initialize A, B, and C, randomly; 3. Compute D using Eq. (13); 4. Compute A, B, C using Eqs. (10), (11), (12) and scale A, B, C to be columnwisely normalized, respectively; 5. Compute D using Eq. (13); 6. Repeat steps 4 and 5 until a stopping criterion is satisfied.
In the iterative process, the stopping criterion is:
where ε is generally set to be 10
, m is the iteration number and Eq
. A maximal number of 3000 iterations are set to avoid unduly slow convergence. In this way, D and these normalized A, B, C can be acquired. After calibration is done with A, B, C, D, the concentrations of the analyte of interest in predicted samples as well as their profiles related to A, B, C can be obtained.
Four-way SWANRF algorithm
Four-way SWANRF can be regarded as an extension of SWANRF, whose formulation is described in detail in the literature, reported by Nie et al. 12 For a quadrilinear model, one can obtain the following new residues:
here ,
here .
Four-way SWANRF makes use of these four new residues to construct four objective functions, respectively. One could solve the quadrilinear model based on truncated least squares by alternatively optimizing the following four objective functions:
Here, WA, WB, WC and WD are weight factors. The weight factor is accompanying outcome by operating Moore-Penrose generalized inverse on the stretched matrices. At this point, the new weight factors are different from the original SWANRF that it makes linearity information projection to the space, which is expand from AA T , BB T , CC T and DD T . It was created with the purpose of getting rid of nonlinearity information and achieving a stable result for the condition of high noise. There is a figure for comparing the minimization process with and without a weight factor in Supporting Information. According to the above-mentioned objective functions, one minimizes those in an alternating manner; that is, D minimizes S(D) (Eq. 
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An iterative procedure for four-way SWANRF is similar to the above one for the four-way PARAFAC.
Obviously, four-way PARAFAC provides strict least-squares solutions in a mathematical sense, whose loss function is a monotonic decline and spectral profiles smooth. However, in each iterative procedure, more or less deviations between the loading matrices (A, B, C) and the score matrix (D) and their corresponding underlying matrices exist. These deviations which will be retained and transferred through an iterative process, leading to the slow convergence, perturbations to four-way PARAFAC and even making the four-way PARAFAC drop into a "swamp", especially encountering serious collinearity. Furthermore, four-way PARAFAC leaves some trashy error in the three loadings, or losses some valid information to the residue in order to ensure the sum of squares of the residue minimum.
Theoretically, the convergence rate and stability of the four-way SWANRF algorithm would be improved through shuffling the computational matrices. The redistribution of residue will increase the ability to grasp valid information. In the meantime, four-way SWANRF can conquer the collinear problem to some extent by introducing weight terms.
Simulated and Experimental
Simulated LC× LC-DAD data
A four-way data array generated by an LC × LC-DAD on twelve samples with four species was simulated. A four-way data array (30 × 50 × 100 × 12) was constructed in the way provided in Supporting Information. The accuracy of the four-way computational results can be judged by the consistency value between resolved and actual profiles. A value of COS less than 0.99 means malfunction. 49 
Apparatus
All of the fluorometric measurements were achieved on a F-4500 fluorescence spectrophotometer (HITACHI) equipped with a Xenon lamp and interfaced to a personal computer. In all cases, a 1.00 cm quartz cell was used. All calculations were implemented in the Matlab environment on a personal computer under the Windows 7 operating system.
Parameters
The excitation wavelengths were set from 200.0 to 300.0 nm with an interval of 2.0 nm, and the emission wavelength varied from 309.0 to 414.0 nm with an interval of 3.0 nm. The slit width was 5.0/5.0 nm. The scan rate was 12000 nm min -1 .
Reagents
All solvents used were of analytical grade. 5-Hydroxytryptamine hydrochloride was obtained from the National Institute for the Control of Pharmaceutical and Biological Products (NICPBP). The water used was doubly distilled. The plasma was purchased from the Blood Center in Changsha.
Sample preparation
The stock solutions of serotonin were prepared by dissolving 10.1 mg of reagent (Acros Organics) in 100.00 ml of doubly distilled water. The serotonin diluent was obtained by diluting the stock solution with doubly distilled water with a concentration of 11.87 pmol ml -1 . The plasma diluent was obtained from diluting the plasma (1.00 mL) with doubly distilled water (20.00 mL). Appropriate serotonin solutions of different concentrations were prepared by diluting in a borate buffer solution. And each concentration of serotonin solutions was prepared in four pH values (9.10, 9.22, 9.40, and 9.50).
Data array
Thus a four-way data array of an excitation-emission-pH-sample (51 × 36 × 4 × 15) was thereby assembled. For each pH, five calibration samples, as well as five plasmatic and five spiked plasmatic samples were prepared. The serotonin concentrations of the calibration samples were in the range of 0.237 -1.187 pmol mL -1 .
Both of the linear regression coeffficients (R 2 ), which result from two algorithms, were 0.9980. Besides, the concentrations of serotonin and the volume of plasma diluent added in plasmatic and spiked plasmatic samples are given in Tables 2 and 3 .
Results and Discussion
Simulated data arrays
For the sake of comparison, a three-way data set, which was constructed by leaving out the second dimensionality of the simulated four-way data set, was calculated by the PARAFAC and SWANRF algorithms (10 times).
From Table S1 (Supporting Information), all of the COSs were less than 0.99, indicating that the heavy collinearity data can not be resolved by a three-way algorithm like PARAFAC and SWANRF. Fortunately, after the fourth mode was brought in, the results for 10 times were very satisfactory. Table S2 (Supporting Information) has shown the COS that can reveal results calculated by two four-way algorithms. We can see that, the four-way PARAFAC made a mistake once, while the four-way SWANRF acted well each time. In Fig. 2 , the solid lines mean the stimulated profiles, while dashed lines stand for resolved profiles. The first six figures are three-way data stimulating and resolved results. With regard to the four components, A is the chromatogram, B represents UV the spectrum and C means the relative concentrate spectrum. It shows that the resolved profiles (dashed lines) do not overlap with the actual ones (solid lines). This means that the results treated by two three-way algorithms were not satisfactory owing to the heavy collinearity of simulated data. In the meantime, the last eight profiles are four-way data stimulating and resolved results. Accordingly, with regard to the four components, A and B are chromatograms, C represents UV spectra and D means relative concentration 
where x is average content, n, degree of freedom and confidence level 99.8%, t 4 0.002 = 7.17. 
where x is the average recovery, μ0, 100%, n, degree of freedom and confidence level 99.8%, t profiles. It illustrates that the resolved profiles (dashed lines) overlap with the actual ones (solid lines). The profiles resulting from four-way algorithms show great resemblance to the actual ones. Hence, we come to the conclusion that the introduction of a fourth mode is competent to relieve the serious problem of collinearity, which three-way algorithms could not handle. We think that the advantage belongs to a "third-order advantage". Besides, the new four-way SWANRF algorithm seems to be a promising one, which can be used for decomposition of fourway data.
Application to analyze serotonin in plasma samples
In this section, third-order calibration is brought into determining serotonin in plasma samples. Figure 3 shows a typical series of EEMs for serotonin standards (1.187 pmol mL -1 ), taken at different pH values, ranging from 9.10 to 9.50, indicating that the fluorescence intensity of serotonin decreases as the pH increases.
The four-way data array of the excitation-emission-pH-sample (51 × 36 × 4 × 15) was constructed with calibration samples, plasma samples plus spiked plasma samples at four pH levels. The data array was analyzed by four-way SWANRF and PARAFAC algorithms. Core consistency analysis required the consideration of two fluorophores, when the set of sixty samples was analyzed by the two algorithms, as expected from the sample composition. Meanwhile, other component numbers would lead to poorly defined profiles for the additional constituents.
As a result, the estimated and actual relative excitation, emission, pH profiles, and relative absorbance intensity of different samples are shown in Fig. 4 . As demonstrated in Fig. 4 , excitation and emission profiles of serotonin are similar to those of background from the plasma. It is out of the question to conduct quantitative analysis without "physical or chemical separation". Also, it is hard to take advantage of "second-order calibration" for the high colinearity of excitation and emission profiles, not to mention that the fluorescence intensity of the background is much stronger than that of the analyte. Fortunately, we can turn to third-order calibration for help. It can be appreciated that the fluorescence intensity of the analyte decreases considerably as a function of the pH value, while the fluorescence intensity of the background is not that sensitive to the change of pH. Thus, the third-order calibration can deal with this four-way data array. The profiles resolved by the above-mentioned four-way algorithms match quite well with the true signal, which was normalized. Based on the concentration of calibration samples, it is easy to compute the content of serotonin in plasma, and the recoveries of spiked plasma samples. The content of serotonin and the recoveries of spiked plasma samples are summarized in Tables 2 and 3 . The contents of serotonin in plasma are reasonable as references. [41] [42] [43] [44] [45] [46] Sensitivity (SEN) is a figure that characterizes the calibration model, and tells to what extent the response due to a particular analyte varies as a function of its concentration. The sensitivity in the context of univariate calibration is defined as the slope of the calibration curve. It is essentially a differential of the response with regard to the concentration. A reliable method that is efficient to be used to calculate SEN in four-way data array was chosen in this paper based on literature reported by Olivieri and Faber. + . Zunx is, corresponding, solely due to the profiles for the unexpected constituents, while Zcal corresponds to the profiles for the calibrated analytes. Notice that sn in the above was measured from scores versus concentrations, which is regularly employed from four-way algorithm analyte prediction. The values of SEN, which resulted from four-way SWANRF and four-way PARAFAC, are 7783.9 and 7020.5 AFU ml pmol -1 , entirely compatible.
Conclusion
As has been stated, a novel algorithm, the four-way SWANRF, was developed for the quadrilinear analysis of four-way data arrays and third-order calibration. As well as four-way PARAFAC, it can be employed to explore the analytical characteristics of higher-order data, and it is further indicated that the introduction of the fourth mode can relieve the serious problem of collinearity, which three-way algorithms can not easily to treat. By treating a simulated data array, the presented results have shown that the four-way SWANRF algorithm can obtain stable results when high level of colinearity exists. Furthermore, the quantitative analysis of serotonin in human plasma by the third-order calibration method seems to be both efficient and sensitive.
