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IWASAWA THEORY OF HEEGNER POINTS ON ABELIAN
VARIETIES OF GL2-TYPE
BENJAMIN HOWARD
Abstract. In an earlier paper the author proved one divisibility of Perrin-
Riou’s Iwasawa main conjecture for Heegner points on elliptic curves. In the
present paper, that result is generalized to abelian varieties of GL2-type (i.e.
abelian varieties with real multiplication defined over totally real fields) under
the hypothesis that the abelian variety is associated to a Hilbert modular form
via a construction of Zhang.
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0. Introduction
Let E be a CM field with [E : Q] = 2g, F ⊂ E the maximal real subfield, and ǫ
the quadratic character associated to E/F . Let N be an integral ideal of F which
is prime to the relative discriminant of E/F , and which satisfies the weak Heegner
hypothesis that ǫ(N) = (−1)g−1. Given a Hilbert modular eigenform φ of parallel
weight 2 for Γ0(N), the recent work of Zhang associates to φ an isogeny class of
abelian varieties over F occuring as quotients of the Jacobian of a certain Shimura
curve X associated to the data (N,E). These abelian varieties have good reduction
away from N and admit real multiplication by the totally real field Fφ generated
by the Hecke eigenvalues of φ. Fix one such quotient Jac(X) −→ A, let O ⊂ Fφ be
an order with O →֒ EndF (A), and choose an O-linear polarization of A.
We abbreviate GE = Gal(E¯/E). For any rational prime p, the p-adic Tate
module of A decomposes as a direct sum of GE -submodules
Tp(A) ∼=
⊕
P|p
TP(A)
where the sum is over the primes of Fφ above p. Fix a prime P of Fφ, let OP be
the completion of O at P, and let p be the rational prime below P. We assume
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(1) the order OP is the maximal order of Fφ,P and that p does not divide 2,
the class number of E, the index [O×E : O
×
F ], the absolute norm of N , or
the degree of the fixed polarization of A,
(2) the image of ρP : GE −→ AutOP(TP(A))
∼= GL2(OP) is equal to the
subgroup GP ⊂ GL2(OP) consisting of matrices whose determinant lies in
Z×p ⊂ O
×
P.
We remark that GP is the largest image one could hope for, as the determinant
of ρP is equal to the cyclotomic character GE −→ Z×p . Furthermore the results
of [19] suggest that when A has exactly real multiplication, i.e. Fφ ∼= EndE¯(A) ⊗
Qp, then condition (2) should hold for all but finitely many P. Note that this
condition implies that GE acts transitively on the nonzero elements of A[P], and
hence A(L)[P] = 0 for any abelian extension L/E.
For every finite extension L/E we have the two P-power Selmer groups which
fit into the descent sequences
0 −→ A(L)⊗O OP −→ SP(A/L) −→ lim
←
X(A/L)[P
k] −→ 0
0 −→ A(L)⊗O (ΦP/OP) −→ SelP∞(A/L) −→ X(A/L)[P
∞] −→ 0
in which ΦP is the field of fractions of OP. The abelian variety A comes equipped
with a family of Heegner points defined over ring class fields of E. Let h[1] be the
Heegner point of conductor 1, defined over the Hilbert class field E[1]. Generalizing
the work of Kolyvagin, Kolyvagin and Logachev, and Zhang we will prove the
following theorem in Section 2:
Theorem A. Assume NormE[1]/E(h[1]) ∈ A(E) has infinite order. Then SP(A/E)
is free of rank one over OP, X(A/E)[P
∞] is finite, and there is an isomorphism
SelP∞(A/E) ∼= (ΦP/OP)⊕M ⊕M
in which the order of M is bounded by the index of the OP-submodule of SP(A/E)
generated by NormE[1]/E(h[1]).
Now let p be a prime of F above p and assume, in addition to conditions (1) and
(2) above, that p is unramified in E. Denote by E[pk] the ring class field of conduc-
tor pk. Then ∪E[pk] contains a unique subfield E∞/E with Γ = Gal(E∞/E) ∼= Zfp ,
where f is the residue degree of p. Let Λ = OP[[Γ]] be the f -variable Iwasawa
algebra, and let Ek ⊂ E∞ be the fixed field of Γp
k
. Since we assume that p
does not divide the class number of E, Ek is the maximal p-power subextension of
E[pk+1]/E, and we define hk to be the norm from E[p
k+1] to Ek of the Heegner
point of conductor pk+1. Let Hk be the Λ-module generated by all hj with j ≤ k,
and set H∞ = lim
←
Hk. Define finitely-generated Λ-modules
SP,∞ = lim
←
SP(A/Ek) X = lim←
HomOP(SelP∞(A/Ek),ΦP/OP).
Let XΛ−tors denote the Λ-torsion submodule of X . In Section 3 we generalize the
results of Bertolini, Nekova´rˇ, and the author. The main result is
Theorem B. Suppose that p is the unique prime of F above p, and that A has
ordinary reduction at p. Assume further that hk ∈ A(Ek) has infinite order for
some k. Then
(a) H∞ and SP,∞ are torsion-free, rank one Λ-modules,
(b) X has rank one as a Λ-module,
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(c) XΛ−tors decomposes as
XΛ−tors ∼M ⊕M ⊕MP
in which M has char(M) prime to PΛ and char(MP) is a power of PΛ,
(d) char(M) is fixed by the involution of Λ induced by inversion in Γ,
(e) char(M) divides the characteristic ideal of SP,∞/H∞,
where ∼ denotes pseudo-isomorphism of Λ-modules and char denotes characteristic
ideal.
A few remarks are in order concerning Theorem B. Following the conjectures of
Perrin-Riou in [18], we conjecture that equality holds in part (e), up to powers of
PΛ. The recent success of Cornut and Vatsal in proving Mazur’s conjecture on the
nonvanishing of Heegner points gives us hope that the hypothesis of some hk having
infinite order is always satisfied. The hypothesis that some hk has infinite order is
not needed for the proofs of parts (c) and (d). We expect that the assumption that
F has a unique prime above p is not needed.
Even in the case where F = Q and φ has rational coefficients (i.e. the case of
an elliptic curve over Q), the above results are still stronger than those of [9]. The
reason is that we have replaced the classical Heegner hypothesis that all primes
dividing the level N are split in E by the weaker hypothesis that ǫ(N) = 1. Results
similar to those of Theorem B in the case where ǫ(N) = −1 have recently been
obtained by Bertolini and Darmon in [2].
The methods used in the proofs of the two main theorems draw very heavily
from methods of Mazur and Rubin in [13]. Furthermore, large portions require
only trivial trivial modifications from arguments of [9], and when this is the case
we will only give sketches of the proofs.
The following notation will remain in effect thoughout: F is a totally real number
field of degree g and discriminant dF , OF is the ring of integers of F , A is the adele
ring of F , Af the subring of finite adeles, and A∞ the infinite component. If v is
any place of F we denote by Fv the completion of F at v, and if A is any F -algebra
we let Av = A ⊗F Fv. If M is an abelian group set Mˆ = M ⊗Z Zˆ. In particular,
Af ∼= Fˆ .
If L is a perfect field we let L¯ be an algebraic closure and GL = Gal(L¯/L). If L
is a number field and I is an ideal of the ring of integers of L, then we denote by
N(I) the absolute norm of I. Given a topological GL-module, M , and any place v
of L, we let locv : H
i(L,M) −→ Hi(Lv,M) be the localization map.
We denote by H and H± the upper half-plane and the union of the upper and
lower half-planes, respectively. If E/F is a quadratic extension with E totally
complex, then we say that E is a CM-extension of F . For any rational prime p,
the p-adic Tate module of µp∞ is denoted Zp(1). If M is any Zp-module we set
M(1) =M ⊗ Zp(1).
1. Hilbert modular forms and Heegner points
In Section 1 we summarize some of the work of Shimura and Zhang, closely
following [25] and [26], to which we refer the reader for proofs. Useful references on
Hlbert modular forms and abelian varieties with real multiplication include [7] and
[23]. Useful references on Shimura curves include [21] and [22], especially Chapter
9. The standard reference on quaternion algebras is [24].
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1.1. Hilbert modular forms. For any integral ideal N ⊂ OF let
K0(N) =
{(
a b
c d
)
∈ GL2(OˆF ) | c ≡ 0 (mod N)
}
.
Identify A× with the center Z(A) ⊂ GL2(A), and for any θ = (θv) ∈ A∞ set
r(θ) =
(
cos θ sin θ
− sin θ cos θ
)
∈ SO2(A∞).
Definition 1.1.1. By a Hilbert modular form of (parallel) weight k and level N
we mean a smooth function φ on GL2(A) satisfying
(a) φ is left invariant by GL2(F ) and right invariant by K0(N)Z(A),
(b) for r(θ) ∈ SO2(A∞),
φ(g · r(θ)) = φ(g) ·
∏
v|∞
eikθv ,
(c) φ is of moderate growth in the sense that for every c > 0 and every compact
Ω ⊂ GL2(A), there is a constant M such that
φ
((
a 0
0 1
)
g
)
= O(|a|M )
for all g ∈ Ω and a ∈ A× with |a| > c.
(d) for every h ∈ GL2(Af) the function
x+ iy 7→ |y|−k/2φ
((
y x
0 1
)
h
)
is holomorphic in x+ iy ∈ Hg.
To any Hilbert modular form φ there is an associated complex-valued function
aφ, defined on the integral ideals of F . The value aφ(m) is called the m
th Fourier
coefficient of φ, and these coefficients determine φ uniquely. There is a notion of
cusp form [26, §3.1.1], and the space of Hilbert modular cusp forms of weight k and
level N is denoted Sk(K0(N)).
Fix a level N , and let m be an integral ideal of OF . Let OˆF be the closure of
OF in Af . Define a subset of M2(OˆF ) by
H(m) =
{(
a b
c d
)
: (d,N) = OˆF , c ∈ NOˆF , (ad− bc)OˆF = mOˆF
}
,
and define the Hecke operator Tm acting on Sk(K0(N)) by
(Tmφ)(g) = N(m)
k/2−1
∫
H(m)
φ(gh) dh
where dh is Haar measure on GL2(Af) normalized so that K0(N) has measure 1.
Let Tk(K0(N)) denote the Q-subalgebra of EndC(Sk(K0(N))) generated by the
Tm with m prime to N . The Fourier coefficients of Tmφ are given by
aTmφ(n) =
∑
a|(m,n)
N(a)k−1aφ(mn/a
2),
and the Hecke operators satisfy the formal identity∑ Tm
ms
=
∏
P|N
(1− TPN(P)
−s)−1
∏
P|6 N
(1− TPN(P)
−s +N(P)1−2s)−1.
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If N1 is a proper divisor of N , φ is a cusp form of level N1, and d ∈ GL2(Af)
is such that d−1K0(N)d ⊂ K0(N1), then the function φ(gd) is a cusp form (of the
same weight) of level N . The subspace of Sk(K0(N)) generated by such functions
as N1 and d vary is called the space of old forms. The orthogonal complement of
this subspace is denoted Snewk (K0(N)). We say that φ ∈ S
new
k (K0(N)) is a newform
if aφ(1) = 1 and if φ is a simultaneous eigenform for all operators in T(K0(N)).
If this is the case then the Fourier coefficients of φ are algebraic integers, and
generate an order in a totally real number field. Furthermore, if σ ∈ Gal(Q¯/Q) is
any automorphism, then the aφ(m)
σ are the Fourier coefficients of another newform
which we denote by φσ. By the strong multiplicity one theorem, if φ is a newform
of level N then φ, a priori only an eigenform for Tm with (m,N) = 1, is in fact an
eigenform for all Tm. Also φ is an eigenvector of the involution wN defined by
(wNφ)(g) = φ
(
g
(
0 1
t 0
))
where t ∈ A is such that tf , the projection of t to Af , generates NOˆF and has
component −1 at the archimedean places. Let γ ∈ {±1} be such that wNφ = γφ.
For φ of weight 2, the L-function of φ is defined by
L(s, φ) =
∏
ℓ|N
1
1− aφ(ℓ)N(ℓ)−s
∏
ℓ|6 N
1
1− aφ(ℓ)N(ℓ)−s +N(ℓ)1−2s
=
∑
m
aφ(m)
N(m)s
.
Let dN denote the absolute norm of N . The completed L-function
L∗(s, φ) = d
s/2
N d
s
F
(
Γ(s)
(2π)s
)g
L(s, φ)
has analytic continuation and satisfies the functional equation
L∗(s, φ) = γL∗(2− s, φ).
1.2. Heegner points on Shimura curves. Let F be a totally real number field of
degree g, ξ : F →֒ R a fixed embedding, and N an ideal of OF . Fix a CM-extension
E/F whose relative discriminant, DE/F , is prime to N , and let ǫ : F
×\A× −→
{±1} be the quadratic character associated to E/F . We assume the weak Heegner
hypothesis that ǫ(N) = (−1)g−1.
Let NB be the squarefree product of primes P|N which are inert in E and have
ordP(N) odd, and fix an integral ideal NE of E with relative norm N/NB. Since
ǫ(NB) = ǫ(N) = (−1)g−1, there is a unique quaternion algebra B/F which is
ramified exactly at the prime divisors of NB and the archimedean primes other
than ξ. Fix an isomorphism
B ⊗Q R ∼=M2(Fξ)⊕H
g−1
where H denotes the real quaternions. The group of units B× can be given the
structure of the set of rational points of a reductive algebraic group G over F ,
G(F ) ∼= B×, and the projection
G(A∞) ∼= (B ⊗Q R)
× −→ GL2(Fξ)
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defines an action of G(A∞) (and so also of B
×) on H±. We let U∞ be the stabilizer
of i and identify
H± ∼= G(A∞)/U∞.
The projection G(A∞) −→ H± admits a smooth section s defined by
(1) s(x+ iy) =
((
y x
0 1
)
, 1, . . . , 1
)
.
At every place at which B is ramified E ⊗F Fv is a field, and so there exists an
embedding q : E −→ B. There is a unique point w(q) ∈ H which is fixed by q(α)
for every α ∈ E×. The embedding q and its conjugate embedding share the same
fixed point, and exactly one of them is normalized in the sense that
q(α)
[
w(q)
1
]
= α
[
w(q)
1
]
where q(α) is viewed as an element of GL2(R) on the left hand side, and α is a
scalar multiplier on the right hand side. We assume that q is the normalized choice.
Let OB be a maximal order of B containing q(OE) and define an order R of
reduced discriminant N by
R = q(OE) + q(NE)OB.
Let U ⊂ G(Af) be image of Rˆ× under the isomorphism Bˆ× ∼= G(Af), and let Z be
the center of G, so that Z(Af) ∼= Fˆ×. Define the complex curve X(C) to be the
quotient
X(C) = G(F )\H± ×G(Af)/Z(Af)U ∪ {cusps}
= G(F )\G(A)/Z(A)UU∞ ∪ {cusps}.
This is a compact and possibly disconnected Riemann surface. The set of cusps is
nonempty only when F = Q and B = M2(Q). If F = Q and every prime divisor
of N splits in E, then X(C) is none other than the classical level N modular curve
X0(N).
If (z, g) ∈ H × G(Af), we write [(z, g)] for the class of (z, g) in X(C). The
normalizer of U in G(Af) acts on X(C) by α · [(z, g)] = [(z, gα−1)]. In Shimura’s
language, this is the automorphism J(α) = JUU (α). Let π0(X(C)) denote the set
of connected components of X(C). The reduced norm ν : G(A) −→ A× induces a
bijection
π0(X(C)) ∼= F
×\A×/ν(Z(A)UU∞).
If FX is the abelian extension of F with
Gal(FX/F ) ∼= F
×\A×/ν(Z(A)UU∞)
via the Artin symbol, we let σ : G(Af) −→ Gal(FX/F ) be the map taking α 7→
ν(α)−1. It is easily checked that ν(U) = Oˆ×F , and so FX is a subfield of the narrow
Hilbert class field of F . We define an action of Gal(FX/F ) on π0(X(C)) by the
commutativity of
(2) X(C)
J(α)
//
ν

X(C)
ν

π0(X(C))
σ(α)
// π0(X(C)).
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Let m be an integral ideal of F which is prime to N . At every prime ℓ|m the
algebra B is split, and the component of U is a maximal compact open subgroup
of G(Fℓ). Let ∆(m) (resp. ∆(1)) be the set of elements of OˆB with component 1
away from m, and whose determinant generates m (resp. is a unit) at every prime
divisor of m. We define a correspondence Tm on X(C) by
(3) Tm · [(z, g)] =
∑
∆(m)/∆(1)
[(z, gγ)]
as a divisor on X(C).
We let T ⊂ G be the torus defined by q(E×) = T (F ), and let w(q) denote the
unique fixed point of T (F ) in H. Define
CME = T (F )\G(Af)/Z(Af),
the set of CM-points by E. We map CME to X(C) via g 7→ (w(q), g) and call the
image the CM-points of X(C). Define an action of Gal(Eab/E) on the CM-points
by
(4) [(w(q), g)][s,E] = [(w(q), s · g)] ∀s ∈ T (Af)
where [ , E] : T (F )\T (Af) ∼= Gal(Eab/E) is the Artin symbol. In particular note
that Z(Af) ∼= A
×
f acts trivially on all CM points.
If x is a CM-point represented by (w(q), g) ∈ H × G(Af), we define the endo-
morphism ring of x to be the preimage of Rˆ under the map g−1qg : E −→ Bˆ. It is
an order of E of the form Oc = OF + cOE for some integral ideal c ⊂ OF called
the conductor of x. Let
T [c] = q(Oˆ×c ) ⊂ T (Af).
The abelian extension of E associated to T [c]Z(Af) by class field theory is called
the ring class field of conductor c and is denoted E[c]. It is Galois over F , and is
the natural field of definition of x.
We want to give an explicit construction of some CM-points of various con-
ductors. Let ℓ be a prime of F not dividing DE/FN , and fix an isomorphism
Bℓ ∼=M2(Fℓ) in such a way that Rℓ is identified with M2(OF,ℓ), and so that
q(OE,ℓ) =
{(
x 0
0 y
)
: x, y ∈ OF,ℓ
}
in the case where ℓ splits in E, or
q(OE,ℓ) =
{(
x yu
y x
)
: x, y ∈ OF,ℓ
}
for some u ∈ O×F,ℓ not a square, in the case where ℓ is inert in E. Fix a uniformizer
̟ of Fℓ, and let h[ℓ
k] be the element of Bℓ such that
h[ℓk] 7→


(
̟k 1
1
)
if ℓ splits in E(
̟k
1
)
if ℓ inert in E
under the above isomorphism. View h[ℓk] as an element of G(Af ) with trivial
components away from ℓ, and extend h multiplicatively to a map on all integral
ideals prime to DE/FN .
Direct calculation yields the following properties of the points h[m]:
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Proposition 1.2.1. There is a collection of CM-points of h[m] ∈ X(C), where m
runs over all positive integers prime to DE/FN , such that h[m] has conductor m
and such that
[O×m : O
×
mℓ] · NormE[mℓ]/E[m](h[mℓ])
=


Tℓ(h[m]) if ℓ 6 | m and is inert in E
Tℓ(h[m])− h[m]σℓ − h[m]σ
∗
ℓ if ℓ 6 | m and is split in E
Tℓ(h[m])− h[m/ℓ] if ℓ | m
as divisors on X(C), where σℓ and σ
∗
ℓ are the Frobenius automorphisms of the
primes of E above ℓ.
The existence of a canonical model for the complex curve X(C) is due to
Shimura:
Theorem 1.2.2. There is a smooth projective variety X, defined and connected
over F , whose complex points are isomorphic to X(C) as a Riemann surface. The
action of Gal(F¯ /F ) on the geometric components factors through Gal(FX/F ) and
agrees with the action determined by (2). If x ∈ X(C) is a CM-point then x is
defined over Eab and the action of Gal(Eab/E) agrees with the action (4).
Proof. This is Theorem 9.6 of [22]. 
1.3. Abelian varieties associated to newforms. Fix an integral ideal N ⊂ OF ,
and assume that either [F : Q] is odd or that ordv(N) is odd for some finite prime
v of F . Then we may fix a CM extension E/F of relative discriminant DE/F which
satisfies the weak Heegner hypothesis ǫ(N) = (−1)g−1, where ǫ is the quadratic
character associated to E/F . Abbreviate T = T2(K0(N)). If φ is a Hilbert modular
newform of weight 2 and level N on A, we let αφ : T −→ C be the character giving
the action of T on C ·φ. We denote by Fφ the totally real field generated by αφ(Tm)
with (m,N) = 1.
Let X be the canonical model over F of the complex curve X(C) described in
Section 1.2. The curve X splits into its geometric components over the field FX
defined in the previous section, i.e. X ×F FX = ∐Xi with each Xi geometrically
irreducible, and any extension L/F for which X(L) 6= ∅ must contain FX . Define
JX to be the abelian variety over F obtained by the restriction of scalars of Jac(X0)
(for some fixed component X0) from FX to F . Then JX has good reduction away
from N , and for any algebraic extension L/F with X(L) 6= ∅,
JX(L) =
∏
i
Jac(Xi)(L) =
∏
i
Pic0(Xi ×FX L).
We denote by TX the Q-algebra generated by the Hecke correspondences (3) acting
on JX .
By the Jacquet-Langlands correspondence, for every algebra homomorphism α :
TX −→ C there exists a weight 2 level N newform φ such that (slightly abusing
notation) α(Tm) = αφ(Tm). This associates to every maximal ideal of TX a unique
Galois conjugacy class of newforms and also gives a surjective algebra map T −→
TX , thus endowing the Lie algebra of JX with an action of T.
Theorem 1.3.1. (Zhang) There is an isogeny JX
∼
−→ ⊕φAφ such that the induced
map on Lie algebras is T-equivariant, where the sum is over all Galois conjugacy
classes of newforms of weight 2 and level dividing N . If φ is new of level N , the
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Lie algebra of Aφ is free of rank one over Fφ ⊗Q C. Furthermore, for each φ there
is an equality of L-functions
LN(s, Aφ) =
∏
σ:Fφ →֒C
LN(s, φ
σ)
where the subscript N indicates that the Euler factors at primes dividing N have
been removed.
Fix a newform φ. In order to obtain Heegner points on Aφ it suffices to exhibit
embedding X −→ JX which is defined over F and is compatible with the action of
the Hecke operators. Since the curve X typically has no cusps,, there is no natural
choice of F -rational point on X to provide such an embedding. Instead, one uses
the Hodge class ξ ∈ Pic(X): the unique (up to constant multiple) class whose
degree is constant on each geometric component and which satisfies
Tmξ = deg(Tm)ξ
for every Hecke correspondence with m prime to DE/FN . In the absence of cusps
and elliptic fixed points, the Hodge class is simply the canonical divisor on each
geometric component. Write X(C) = ∪iXi(C) as a disjoint union of connected
components, and let ξi be the restriction of ξ ∈ Pic(X(C)) to the ith component.
Denote by d the degree of ξi. There is a unique morphism X −→ JX , defined over
F , which on complex points takes pi ∈ Xi(C) to the divisor dpi − ξi ∈ JX(C).
Applying the composition X −→ JX −→ Aφ to the Heegner points described in
the previous section yields the following.
Proposition 1.3.2. There is a family of points h[m] ∈ Aφ(Eab), where m runs
over all positive integers prime to DE/FN , such that h[m] is defined over E[m],
and
[O×m : O
×
mℓ] · NormE[mℓ]/E[m](h[mℓ])
=


aφ(ℓ)h[m] if ℓ 6 | m and is inert in E
aφ(ℓ)h[m]− h[m]σℓ − h[m]σ
∗
ℓ if ℓ 6 | m and is split in E
aφ(ℓ)h[m]− h[m/ℓ] if ℓ | m
Theorem 1.3.3. (Zhang) Let L(s, φ, E) = L(s, φ)L(s, ǫ, φ). Then L(s, φ, E) has
analytic continuation and a functional equation equation in s 7→ 2 − s with sign
ǫ(N)(−1)g−1 = −1. In particular L(s, φ, E) vanishes at s = 1. Assume that a
prime p of F is split in E if either p divides 2 or ordp(N) > 1. Then
L′(1, φ, E) 6= 0 ⇐⇒ NormE[1]/E(h[1]) has infinite order.
Proof. This is Theorem C of [26]. 
One expects that the requirement that p splits when ordp(N) > 1 is unnecessary.
2. Bounding the Selmer group
In Section 2 we prove Theorem A. The Heegner points having been constructed,
the remainder of the proof is essentially identical to arguments of [9], and makes
fundamental use of the observation of [13] that Kolyvagin’s derivative classes κm
satisfy certain “transverse” local conditions at primes dividing m.
Throughout Section 2 we work with a fixed CM field E, and denote by F its
maximal real subfield. Fix a complex conjugation τ ∈ GF and a rational prime p
which does not divide 2, the class number of E, or the index [O×E : O
×
F ].
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2.1. Kolyvagin systems. In preparation for the Iwasawa theory of Section 3, we
work in greater generality than is need for the proof of Theorem A. By a coefficient
ring we mean a complete, Noetherian, local ring with finite residue field of charac-
teristic p. Let R be such a ring, and suppose that T is any topological R-module
equipped with a continuous R-linear action of GE , unramified outside a finite set
of primes.
Definition 2.1.1. A Selmer structure on T is a pair (F ,Σ) where Σ is a finite set
of places of E containing the archimedean places, the primes at which T is ramified,
and all primes above p; and F is a collection of local conditions at the places of Σ.
That is, for each v ∈ Σ we have a choice of R-submodule
H1F (Ev, T ) ⊂ H
1(Ev, T ).
If EΣ denotes the maximal extension of E unramified outside of Σ, then we define
the Selmer module H1F(E, T ) to be the kernel of the localization
H1(EΣ/E, T )
⊕locv−−−−→
⊕
v∈Σ
H1(Ev, T )/H
1
F(Ev, T ).
Remark 2.1.2. Equivalently, one may define a Selmer structure to be a family of
local conditions H1F (Ev, T ) ⊂ H
1(Ev, T ), one for every place v, such that almost all
local conditions are equal to the unramified condition. We usually take this point
of view, so that the set Σ does not need to be specified.
Remark 2.1.3. Since E is totally complex, H1(Ev, T ) = 0 at every archimedean
place v.
If S is a submodule (resp. quotient) of T then a Selmer structure on T induces a
Selmer structure on S by taking the preimages (resp. images) of the local conditions
on T under the natural maps on local cohomology. We refer to this as propagation
of Selmer structures.
The most important example of a local condition is the unramified condition:
let v be a finite place of E, and denote by Eunrv the maximal unramified extension
of Ev. The unramified condition H
1
unr(Ev, T ) is defined as the kernel of restriction
H1(Ev, T ) −→ H
1(Eunrv , T ).
For the remainder of this section we fix a Selmer structure (F ,Σ) on T , and
assume that T is finitely generated over R.
Definition 2.1.4. A prime ideal ℓ of OF is k-admissible if it satisfies
(a) ℓ does not divide DE/F , is inert in E, and is not in Σ,
(b) N(ℓ) + 1 ≡ 0 (mod pk),
(c) the Frobenius of the prime of E above ℓ acts trivially on T/pkT .
A 1-admissible prime will simply be called admissible.
We will routinely confuse an admissible prime of F with the unique prime of
E above it. To avoid confusion, the Frobenius of the unique prime of E above an
admissible ℓ will be denoted FrE(ℓ). The set of k-admissible primes is denoted Lk,
and Mk denotes the set of squarefree products of primes of Lk. If ℓ is admissible
let G(ℓ) be the p-Sylow subgroup of the cokernel of
(OF /ℓOF )
× −→ (OE/ℓOE)
×.
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This is a cyclic group of order equal to the maximal power of p dividing N(ℓ) + 1,
and is the same as the p-Sylow subgroup of (OE/ℓOE)×, since we assume that p
does not divide N(ℓ) − 1. For any m ∈ M1, let E(m) be the p-ring class field of
conductor m, i.e. the maximal p-power subextension of E[m]/E, and note that
E(1) = E since we assume that p does not divide the class number of E.
Lemma 2.1.5. For any m ∈ M1,
(a) there is a canonical isomorphism
G(m)
def
= Gal(E(m)/E) ∼=
∏
ℓ|m
G(ℓ)
(b) if ℓ is a prime of F not dividing mDE/F which is inert in E (in particular
if ℓ is admissible and prime to m), then the unique prime of E above ℓ
splits completely in E(m),
(c) if ℓ is a prime divisor of m and λ is a prime of E(m) above ℓ, then E(m)λ
is a totally tamely ramified abelian p-extension of Eℓ, and is a maximal
such extension,
(d) Gal(E(m)/F ) is a generalized dihedral group: for any σ ∈ Gal(E(m)/E)
and any complex conjugation τ ∈ Gal(E(m)/F ), one has τστ = σ−1.
Proof. Elementary class field theory. 
Definition 2.1.6. Let ℓ ∈ L1, and let λ be the unique prime of E(ℓ) above ℓ. We
define the transverse local condition at ℓ, H1tr(Eℓ, T ), to be the kernel of restriction
H1(Eℓ, T ) −→ H
1(E(ℓ)λ, T ).
If F is any Selmer structure on T and m ∈ M1, we define a new Selmer structure
F(m) on T by
H1F(m)(Eℓ, T ) =
{
H1tr(Eℓ, T ) if ℓ | m
H1F(Eℓ, T ) else.
In practice, we only define the transverse condition when T is annihilated by
|G(ℓ)| and FrE(ℓ) − 1. Accordingly, for any admissible ℓ, we let Iℓ = pkR where k
is the largest integer for which ℓ is k-admissible. If m ∈ M1 set
Im =
∑
ℓ|m
Iℓ ∆m =
⊗
ℓ|m
G(ℓ)
so that T/ImT is annihilated both by |G(ℓ)| and by FrE(ℓ) − 1 for any ℓ dividing
m. By Lemma 1.2.4 of [13], if ℓ ∈ L1 and I ⊂ R is any ideal containing Iℓ, there is
a decomposition
H1(Eℓ, T/IT ) ∼= H
1
unr(Eℓ, T/IT )⊕H
1
tr(Eℓ, T/IT ).
Furthermore, Lemma 1.2.1 of [13] gives canonical isomorphisms
H1unr(Eℓ, T/IT )
∼= T/IT H1tr(Eℓ, T/IT )⊗G(ℓ)
∼= T/IT,
both of which are given by evaluation of cocycles: the first is evaluation at the
Frobenius automorphism, and the second sends c⊗ σℓ 7→ c(σℓ) where σℓ is a gener-
ator of ∆ℓ. If ℓ ∈ L1 and I contains Iℓ, we define the edge map (or finite-singular
comparision map) at ℓ to be the isomorphism
eℓ : H
1
unr(Eℓ, T/IT )
∼= T/IT ∼= H1tr(Eℓ, T/IT )⊗G(ℓ).
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For every mℓ ∈ M1, consider the maps
(5) H1F(m)(E, T/ImT )⊗∆m
locℓ

H1unr(Eℓ, T/ImℓT )⊗∆m
em,ℓ⊗1

H1F(mℓ)(E, T/ImℓT )⊗∆mℓ
locℓ
// H1tr(Eℓ, T/ImℓT )⊗∆mℓ.
Definition 2.1.7. Let L ⊂ L1, and denote by M the set of squarefree products
of primes in L. We define a Kolyvagin system κ for (T,F ,L) to be a collection of
cohomology classes
κm ∈ H
1
F(m)(E, T/ImT )⊗∆m
one for each m ∈ M, such that for any mℓ ∈ M the images of κm and κmℓ in
H1tr(Eℓ, T/ImℓT )⊗∆mℓ under the maps of (5) agree. We denote the R-module of
all Kolyvagin systems for (T,F ,L) by KS(T,F ,L).
2.2. The main bound. Let S be the ring of integers of a finite extension Φ/Qp,
and let T be a free S-module of rank 2 equipped with a continuous S-linear action
of GE . Let Σ be a finite set of primes of E containing the infinite places, the primes
above p, and all primes at which T is ramified. Let m be the maximal ideal of S,
and fix a uniformizer π ∈ m. We set D = Φ/S, V = T ⊗S Φ, W = V/T .
Fix a Selmer structure (F ,Σ) on V , and propagate this to Selmer structures, still
denoted F , on T and W . The fact that the Selmer structure on T is propagated
from V implies that the local conditions H1F (Ev, T ) are cartesian on the category
of quotients of T (see Definition 1.1.4 and Lemma 3.7.1 of [13]). Consequently, the
isomorphism T/mk ∼= W [mk] identifies the Selmer structure on T/mk propagated
from T with the Selmer structure on W [mk] propagated from W .
We assume throughout this section that the module T satisfies the following
hypotheses:
H1: there is an extension L/E which is Galois over F , such that GL acts
trivially on T and H1(L(µp∞)/E, T/mT ) = 0,
H2: T/mT is an absolutely irreducible representation of (S/m)[[GE ]], and the
action of GE extends to an action of GF . Furthermore, the action of τ splits
T/mT into two one-dimensional eigenspaces,
H3: there is a perfect, symmetric, S-bilinear pairing
( , ) : T × T −→ S(1)
such that (aσ, bτστ ) = (a, b)σ for all a, b ∈ T and σ ∈ GE . The induced
pairing T/mT ×T/mT −→ (S/m)(1) on the residual representation satisfies
(aτ , bτ ) = (a, b)τ ,
The pairing of H3 can be thought of as a GE-equivariant pairing T ×Tw(T ) −→
S(1) where Tw(T ) is the Galois module whose underlying S-module is T , but on
which GE acts through the automorphism σ 7→ τστ . This automophism, together
with the map T −→ Tw(T ) which is the identity on underlying S-modules, induces
a “change of group” (GE , T ) −→ (GE ,Tw(T )), and hence an isomorphism
Hi(E, T ) ∼= Hi(E,Tw(T )).
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At every prime v of E, there is a similar isomorphismHi(Evτ , T ) ∼= Hi(Ev,Tw(T )),
and similar remarks hold with T replaced by W or V . Tate local duality therefore
gives perfect pairings
H1(Ev, T )×H
1(Evτ ,W ) −→ D(6)
H1(Ev, V )×H
1(Evτ , V ) −→ Φ
at every place v. We assume that the Selmer structure F on T satisfies
H4: at every place v, the local conditions H1F(Ev, V ) and H
1
F (Evτ , V ) are
exact orthogonal complements under the pairing (6),
H5: at every place v of F , the module ⊕w|vH
1
F (Ew, T/mT ) is stable under
the action of Gal(E/F ).
Proposition 2.2.1. There is an integer r and a finite S-module M such that
H1F(E,W )
∼= Dr ⊕M ⊕M.
Proof. Define a Selmer structure F on Tw(W ) by identifying
H1(Evτ ,W ) ∼= H
1(Ev,Tw(W ))
everywhere locally. By the main result of [6], there is a generalized Cassels pairing
H1F(E,W )×H
1
F (E,Tw(W )) −→ D
whose kernels on the left and right are exactly the submodules of S-divisible
elements. The global change of group isomorphism identifies H1F (E,W ) with
H1F(E,Tw(W )), and under this identification the pairing above yields a pairing
H1F(E,W )×H
1
F (E,W ) −→ D.
A straightforward (if tedious) modification of the methods of [6] shows that the
resulting pairing is alternating; a similar calculation is done in Theorem 1.4.3 of
[9]. 
Theorem 2.2.2. Suppose we have a set of primes L ⊂ L1 with Le ⊂ L for e≫ 0.
Let M denote the set of squarefree products of primes in L. Suppose that there is
a collection of cohomology classes
{κm ∈ H
1(E, T/ImT )⊗∆m | m ∈ M}
such that κ1 6= 0 and there exists an integer d ≥ 0, independent of m, such that
the family pdκm is a Kolyvagin system for (T,F ,L). Then κ1 ∈ H1F(E, T ) and
H1F(E, T ) is free of rank one over S. Furthermore, there is an isomorphism
H1F (E,W )
∼= D ⊕M ⊕M
with lengthS(M) ≤ lengthS
(
H1F (E, T )/S · κ1
)
.
Proof. The case F = Q and d = 0 is Theorem 1.6.1 of [9]. The only nontrivial
modifications needed are to deal with d > 0, and these are essentially contained in
the proof of Corollary 4.6.5 of [20].
Fix some integer e large enough that κ1 has nontrivial image in H
1(E, T/IT ),
where I = peS, and such that L˜
def
= Le+d is contained in L. Let κ˜m denote the image
of κm in H
1(E, T/IT )⊗∆m. The claim is that the family κ˜m is a Kolyvagin system
for (T/IT,F , L˜) (over the ring S/I). Let M˜ denote the set of squarefree products of
primes in L˜. We must show that if m ∈ M˜ then κ˜m lies in H1F(m)(E, T/IT )⊗∆m.
If m = 1 this follows from the fact that H1(E, T )/H1F(E, T ) is torsion free (as the
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Selmer structure F was assumed to be propagated from a Selmer structure on V )
and the hypothesis that pdκ1 ∈ H1F(E, T ). If m 6= 1 then Im is generated by (say)
pk with e+ d ≤ k. Set I ′ = pe+dS ⊃ Im. Multiplication by pd on T induces a map
(7) H1(E, T/IT )⊗∆m −→ H
1(E, T/I ′T )⊗∆m
taking κ˜m to the image of p
dκm modulo I
′, and this image lies inH1F(m)(E, T/I
′T )⊗
∆m by hypothesis. By the cartesian property of F(m) (see the remarks at the
beginning of this subsection and Lemma 3.7.4 of [13]) it follows that
κ˜m ∈ H
1
F(m)(E, T/IT )⊗∆m.
It is easily seen that the maps on local cohomology analogous to (7) are compatible
with the edge maps of Section 2.1 and so the classes κ˜m form a Kolyvagin system.
The remainder of the proof is now [9] Theorem 1.6.1 almost verbatim. For every
m ∈ M˜ one has a (noncanonical) decomposition
H1F(m)(E,W )[I]
∼= H1F(m)(E, T/IT )
∼= (S/I)ǫ ⊕Mm ⊕Mm
where ǫ ∈ {0, 1} is independent of m, and the first isomorphism is given by [13]
Lemma 3.5.3. For m ∈ M˜, we define the stub Selmer module at m to be
Stub(m) = mlengthS(Mm) ·H1F(m)(E, T/IT )⊗∆m.
By further shrinking L˜ we may assume that L˜ ⊂ L2e+d, and the key point is that for
every m ∈ M˜ the class κ˜m belongs to the stub Selmer module at m. In particular,
Stub(1) is nonzero and M1 has length strictly less than that of S/I. This implies
that ǫ = 1 and that the moduleM of the statement of the theorem is finite. Further-
more, the image of κ1 in H
1
F(E, T/IT ) actually lies in m
lengthS(M1)H1F(E, T/IT ).
Taking limits as e→∞ shows that κ1 ∈ mlengthS(M)H1F (E, T ). 
2.3. Application to Heegner points. Now let N be an integral ideal of F , and
let A/F be an abelian variety associated to a Hilbert modular form, φ, of level
N . Fix an embedding O →֒ EndF (A) for some order O of Fφ, and an O-linear
polarization of A. Fix a prime P of the ring of integers of Fφ, let p be the rational
prime below P, and assume that conditions (1) and (2) of the introduction hold.
Denote by OP the completion of O at P, let ΦP be the field of fractions of OP,
and set DP = ΦP/OP. We let Σ be any finite set of places of E containing the
archimedean places, the primes above p, and the divisors of NOE . Let T = TP(A),
V = T ⊗OP ΦP, and W = V/T
∼= A[P∞]. For any ideal m of OF we abbreviate
am = aφ(m) ∈ OP.
Our choice of polarization of A gives a perfect, skew-symmetric, GF -equivariant
pairing
(8) TP(A) × TP(A) −→ Zp(1)
under which the action of OP is self-adjoint.
Lemma 2.3.1. Let Tr : OP(1) −→ Zp(1) be the map induced by the trace from
OP to Zp.
(a) The module TP(A) is free of rank 2 over OP,
(b) there is a perfect, skew-symmetric, OP-bilinear, GF -equivariant pairing
eP : TP(A)× TP(A) −→ OP(1)
such that the pairing (8) factors as Tr ◦ eP,
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(c) the action of any complex conjugation in GF splits TP(A) into two rank-one
eigenspaces,
(d) for any admissible ℓ, the Frobenius of ℓ (over F ) acts as a conjugate of
complex conjugation on TP(A)/IℓTP(A), and aℓ ∈ Iℓ.
Proof. Fix a complex parametrization Cd/L ∼= A(C). Then TP(A) ∼= L ⊗O OP is
free of rank 2 over OP. If d ∈ ΦP is a generator for the (absolute) inverse different
of OP, then the map
HomOP(TP(A),OP) −→ HomZp(TP(A),Zp)
defined by f 7→ Tr ◦ (d · f) is an isomorphism. For any s ∈ TP(A), let fs denote the
image of s under TP(A) −→ HomZp(TP(A),Zp(1)), and let gs be the unique lift
of fs to HomOP(TP(A),OP(1)). The pairing eP(s, t) = gs(t) now has the desired
properties of (b). Part (c) follows from the Galois equivariance of this pairing. The
claims of (d) follow from the fact that the Frobenius of ℓ over E acts trivially on
TP(A)/IℓTP(A), and the Frobenius relative to F acts on TP(A) with characteristic
polynomial 1− aℓX +N(ℓ)X2. 
Definition 2.3.2. We define the canonical Selmer structure (Fcan,Σ) on V by
taking the unramified local condition at any place v of E not dividing p, and taking
the image of the local Kummer map
A(Ev)⊗O Fφ −→ H
1(Ev, V )
if v does divide p. We also denote by Fcan the Selmer structures on T and W
obtained by propagation.
Proposition 2.3.3. At every place v of E, the sequence
0 −→ H1Fcan(Ev,W ) −→ H
1(Ev,W ) −→ H
1(Ev, A)[P
∞] −→ 0
is exact. Consequently, there is an exact sequence
0 −→ A(E) ⊗O (ΦP/OP) −→ H
1
Fcan(E,W ) −→ X(A/E)[P
∞] −→ 0.
Proof. This is Proposition 1.6.8 of [20]. 
Lemma 2.3.4. For any prime v of E not dividing p,
H1Fcan(Ev, V ) = H
1
Fcan(Ev,W ) = 0.
Proof. This follows from Corollary 1.3.3 of [20]. 
For ℓ ∈ L1 set uℓ = (N(ℓ) + 1)/|G(ℓ)| ∈ Z×p . If m ∈ M1, set um =
∏
ℓ|m uℓ and
define
h(m) = u−1m [O
×
E : O
×
m] · NormE[m]/E(m)h[m] ∈ A(E(m)) ⊗O OP,
where h[m] is the Heegner point of Section 1.3, and let cm be the image of h(m)
under the Kummer map A(E(m)) ⊗O OP −→ H
1(E(m), T ). The collection
{cm ∈ H
1(E(m), T ) | m ∈ M1}
is the Heegner point Euler system, and satisfies the relation
NormE(mℓ)/E(m)cmℓ = u
−1
ℓ aℓ · cm.
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For each admissible ℓ we fix a generator σℓ ∈ G(ℓ) and define Kolyvagin’s derivative
operator Dℓ ∈ OP[G(ℓ)] by
Dℓ =
|G(ℓ)|−1∑
i=1
iσiℓ.
The derivative operator satisfies the telescoping identity (σℓ − 1)Dℓ = |G(ℓ)| −Nℓ,
where Nℓ ∈ OP[G(ℓ)] is the norm element. If m ∈ M1 let Dm ∈ OP[G(m)] be
defined by Dm =
∏
ℓ|mDℓ. Exactly as in [9], the class
Dmcm ∈ H
1(E(m), T/ImT )
is fixed by the action of G(m), and there is a unique class κ′m ∈ H
1(E, T/ImT )
mapping to Dmcm under restriction. In order to remove the dependence on the
choices of σℓ, set
κm = κ
′
m ⊗ℓ|m σℓ ∈ H
1(E, T/ImT )⊗∆m.
The collection {κm | m ∈M1} (or at least some multiple of it) is the Heegner point
Kolyvagin system.
Lemma 2.3.5. Let ctam be the product of the local Tamagawa factors of A/E. For
every m ∈ M1, c
tam · κ′m ∈ H
1
F(m)(E, T/ImT ).
Proof. We identify T/ImT ∼= W [Im]. Suppose v is a prime of E not dividing mp.
We must show that locv(c
tam · κ′m) ∈ H
1
Fcan(Ev,W [Im]). If v is archimedean, then
by Remark 2.1.3 there is nothing to prove, and so we assume v is nonarchimedean.
Let w be a prime of E(m) above v. It follows from Lemma 2.3.4 and Proposition
2.3.3 (which hold with E replaced by E(m)) that the image of h(m) under the
composition
A(E(m)) −→ A(E(m)w) −→ H
1(E(m)w ,W [Im]) −→ H
1(E(m)w ,W )
is trivial for every w above v, and so the image of Dmcm under
H1(E(m),W [Im]) −→ H
1(E(m)w,W )
is trivial. Since v is unramified in E(m), this shows that κ′m lies in H
1
unr(Ev,W ) and
hence (since the order of H1unr(Ev,W ) is the p-part of the local Tamagawa factor
at v by Proposition I.3.8 of [15] and the Herbrand quotient) ctamκ′m has trivial
image in H1(Ev,W ). By Lemma 2.3.4 and the definition of propagation of Selmer
structures, this shows that the localization of ctamκ′m at v lies in H
1
F(Ev,W [Im]).
Suppose that v = ℓ is a divisor of m, and let λ be the unique prime of E(ℓ)
above ℓ. It suffices to show that κ′m has trivial image in H
1(E(ℓ)λ,W [Im]), and
since λ splits completely in E(m) it suffices to check that Dmcm is trivial in the
semilocalization
H1(E(m)ℓ,W [Im])
def
=
⊕
w|ℓ
H1(E(m)w ,W [Im]).
Since the image of the Kummer map in H1(E(m)w,W [Im]) is unramified for ev-
ery choice of w, it follows that locℓ(cm) ∈ H1unr(E(m)ℓ,W [Im]). Evaluation at
Frobenius gives an isomorphism of G(m)-modules
H1unr(E(m)ℓ,W [Im])
∼=
⊕
w|ℓ
W [Im],
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where G(m) acts on the right hand side by permuting the summands. In partic-
ular G(ℓ) ⊂ G(m) acts trivially, since every prime of E(m/ℓ) above ℓ is totally
ramified in E(m). The action of Dℓ on H
1
unr(E(m)ℓ,W [Im]) is therefore multipli-
cation by |G(ℓ)|·(|G(ℓ)|−1)2 ∈ Iℓ. This shows that Dmcm = DℓDm/ℓcm is trivial in
H1(E(m)ℓ,W [Im]).
Suppose v divides p. By Proposition 2.3.3 it suffices to show that the image of
κ′m under the composition
H1(E,W [Im]) −→ H
1(Ev,W ) −→ H
1(Ev, A)
is trivial. Consider the commutative diagram
H1(Ev,W [Im]) //

⊕
w|vH
1(E(m)w,W [Im])

H1(Ev, A) //
⊕
w|vH
1(E(m)w, A).
The image of locv(κm) under the top horizontal arrow is ⊕locw(Dmcm), and the
image of this under the right vertical arrow is trivial, since cm is in the image of
the global Kummer map. Since A has good reduction at v, Proposition I.3.8 of [15]
implies that the restriction map
H1(Ev, A) −→ H
1(Eunrv , A)
is injective, and so the bottom horizontal arrow of the diagram is also injective.
This proves the claim. 
Lemma 2.3.6. For every ℓ ∈ M1 there is an OP-automorphism χℓ of T/IℓT such
that the isomorphism
φ : H1unr(Eℓ, T/ImℓT )
∼= T/ImℓT
χℓ−→ T/ImℓT ∼= H
1
tr(Eℓ, T/ImℓT )⊗∆ℓ
satisfies φ(locℓ(c
tam · κ′m)) = locℓ(c
tam · κ′mℓ)⊗ σℓ for every m such that mℓ ∈M1.
Furthermore, if m ∈ M1 then the maps χℓ : T/ImT −→ T/ImT with ℓ|m pairwise
commute.
Proof. This is exactly as in Proposition 4.4 of [14]. 
Theorem 2.3.7. Suppose h(1) 6= 0. Then
(a) the OP-modules A(E)⊗O OP and H1Fcan(E, T ) are free of rank one,
(b) the P-primary component of X(A/E) is finite,
(c) there is a finite OP-module M such that
H1Fcan(E,W )
∼= DP ⊕M ⊕M
and lengthOP(M) ≤ lengthOP
(
H1Fcan(E, T )/OP · h(1)
)
.
Proof. For each m ∈M1 and ℓ|m, the automorphism χℓ of the preceeding Lemma
induces an automorphism of H1(E, T/ImT ) which we still denote by χℓ. Setting
χm equal to the composition of χℓ as ℓ runs over all divisors of m, the collection
ctamχ−1m (κm) ∈ H
1
F(m)(E, T/ImT )⊗∆m
is a Kolyvagin system for (T,F ,L1). Furthermore, κ1 is equal to the image of h(1)
under the Kummer map A(E)⊗OP −→ H
1
F (E, T ).
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By Theorem 2.2.2 (applied to the family χ−1m (κm) with p
dZp = c
tamZp) we
need only check that the hypotheses H1–H5 are satisfied. Recall our assump-
tion that the image of GE −→ AutOP(TP(A)) is equal to GP, the subgroup of
automorphisms whose determinant lies in Z×p . Taking L = E(A[P
∞]), we have
H1(L/E,A[P]) ∼= H1(GP, A[P]) which is trivial (apply the inflation-restriction se-
quence to the subgroup Z×p →֒ GP imbedded along the diagonal), showing that
H1 holds. Hypothesis H2 follows from Lemma 2.3.1 and the fact that GP acts
transitively on the nontrivial elements of A[P]. If eP denotes the pairing of Lemma
2.3.1, then the pairing (s, t) = eP(s, t
τ ) satisfies the properties of H3. Hypothesis
H4 is Tate local duality, and H5 is trivially verified. 
3. Iwasawa theory
Let φ, A, E/F , O ⊂ Fφ, p, P, OP, ΦP, and DP be as in Section 2.3. In addition
to conditions (1) and (2) of the Introduction, we assume that
(a) there is a unique prime p = pO of F above p,
(b) A has good ordinary reduction at p.
It can be deduced from the results of Section 3.6.2 of [7] that the ordinary hypothesis
implies that ap ∈ O
×
P. Recall that ΦP denotes the field of fractions of OP, and
DP = ΦP/OP. Let Σ be a finite set of places of E consisting of the archimedean
places and the divisors of pNOE , and define EΣ to be the maximal extension of E
unramified outside Σ.
Our main tool for studying the cohomology of the Λ-modules T andW (defined
in the next section) is to consider, following [13], the cohomology ofT⊗ΛS as S runs
over discrete valuation rings with Λ-algebra structures. The added complication of
working over an Iwasawa algebra in several variables presents several new technical
hurdles, but apart from that point the arguments follow [9] very closely.
3.1. Heegner points in anti-cyclotomic extensions. As before, for any ideal c
of OF we let E[c] denote the ring class field of conductor c, and E(c) the maximal
p-power subextension. The field E[p∞] = ∪E[pk] has
Gal(E[p∞]/E[1]) ∼= O×E,p/O
×
F,p
and so E[p∞] contains a unique subfield, E∞, with Γ
def
= Gal(E∞/E) ∼= Zgp. We call
this the anti-cyclotomic extension of E. Our running assumptions on p imply that
each prime of E above p is totally ramified in E∞, that Ek = E(p
k+1) is the fixed
field of Γp
k
, and that Ek and E(m) are linearly disjoint over E for any m ∈ M1.
Define Ek(m) = EkE(m) = E(mp
k+1), and set E∞(m) = ∪Ek(m). Exactly as in
Lemma 2.1.5, one may easily check the following facts:
(a) for any m ∈ M1, E∞(m)/F is of dihedral type,
(b) ifmℓ ∈M1 then the unique prime of E above ℓ splits completely in E∞(m).
Let Λ = OP[[Γ]] be the Iwasawa algebra, and let ι : Λ −→ Λ be the involution
which is inversion on group-like elements.
As in Section 2.2 of [9], we define GE and Λ-modules
T = lim
←
IndEk/ETP(A) W = lim→
IndEk/EA[P
∞],
where IndEk/E is the induction functor from GEk -modules to GE-modules, and the
limits are with respect to the natural corestriction and restriction maps. There is
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an isomorphism T = TP(A) ⊗OP Λ with GE acting on the second factor through
GE −→ Λ×
ι
−→ Λ×, and Shapiro’s lemma gives canonical isomorphisms
H1(E(m),T) ∼= lim
←
H1(Ek(m), TP(A))
H1(E(m),W) ∼= lim
→
H1(Ek(m), A[P
∞]),
and similar isomorphisms on semi-local cohomology. Furthermore, as in Proposition
2.2.4 of [9], there is a perfect, GE-equivariant pairing
(9) eΛ : T×W −→ DP(1)
satisfying eΛ(λt, a) = eΛ(t, λ
ιa) for all t ∈ T, a ∈W, and λ ∈ Λ. The action of GE
on T and W factors through Gal(EΣ/E).
For each integer k ≥ 0 we define the Heegner point hk(m) ∈ A(Ek(m)) ⊗O OP
by
hk(m) = u
−1
m [O
×
E : O
×
m] · NormE[mpk+1]/Ek(m)h[mp
k+1],
with um ∈ Z×p as in Section 2.3. For m ∈ M1 and k ≥ 0, let
Hk(m) ⊂ A(Ek(m))⊗O OP
be the OP[Gal(Ek(m))/E(m)]-module generated by hj(m) for 0 ≤ j ≤ k, and set
H∞(m) = lim
←
Hk(m). Define Φ ∈ OP[Gal(E(m)/E)] by the formula
Φ =
{
(N(p) + 1)2 − a2p inert case
(N(p)− apσ + σ2)(N(p)− apσ∗ + σ∗2) split case,
in which split and inert refer to the behavior of p in E, and σ and σ∗ are the
Frobenius elements in Gal(E(m)/E) of the primes above p. As k varies, the points
hk(m) are almost norm compatible, and can be modified to give elements ofH∞(m):
Proposition 3.1.1. There is a family {cm ∈ H∞(m) | m ∈ M1} satisfying
(a) cm generates the torsion-free Λ-module H∞(m), and is nonzero if and only
if hk(m) has infinite order for some k,
(b) for mℓ ∈ M1, NormE∞(mℓ)/E∞(m)cmℓ = u
−1
ℓ aℓ · cm,
(c) the image of cm under H∞(m) −→ H0(m) is Φh(m), where h(m) is the
Heegner point of Section 2.3.
Proof. This is proven exactly as in Section 2.3 of [9]. 
3.2. Ordinary Selmer modules. For each prime q dividing pOE , define OP-
modules A[P∞]± by taking A[P∞]+ to be the kernel of reduction
A[P∞] −→ A˜[P∞],
where A˜ is the reduction of A at q, and A[P∞]− = A˜[P∞]. Define TP(A)
± similarly,
and note that although we supress it from the notation, these modules depend on
q. In fact, they depend on fixing a place of E¯ above q, as does the localization
map Hi(E,A[P∞]) −→ Hi(Eq, A[P∞]). We will always assume, without further
comment, that consistent choices are made. By definition, there are exact sequences
0 −→ TP(A)
+ −→ TP(A) −→ TP(A)
− −→ 0
0 −→ A[P∞]+ −→ A[P∞] −→ A[P∞]− −→ 0.
The pairing of Lemma 2.3.1 induces perfect pairings
TP(A)
± ×A[P∞]∓ −→ DP(1).
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For each prime of E dividing p, the exact sequences above induce exact sequences
0 −→ T+ −→ T −→ T− −→ 0
0 −→ W+ −→ W −→ W− −→ 0
together with perfect pairings T± ×W∓ −→ DP(1).
Lemma 3.2.1. For every place v of E not dividing p, the groups
H1(Ev,T)/H
1
unr(Ev,T) H
1
unr(Ev,W)
have finite exponent. If v 6∈ Σ these groups are trivial.
Proof. All references in this proof are to [20]. Let L be an unramified finite extension
of Ev. By Corollary 1.3.3 and local Tate duality,
H1(L, TP(A)⊗ ΦP) = H
1
unr(L, TP(A)⊗ ΦP) = 0,
and so Lemma 1.3.5 (iii) implies that
H1(L, TP(A))/H
1
unr(L, TP(A))
∼=WFr=1
where W is A(Eunrv )[P
∞] modulo its maximal divisible subgroup. Note that W is
finite of order independent of L, and is trivial if v 6∈ Σ. The claim now follows from
the identification
H1(Ev,T)/H
1
unr(Ev,T)
∼= lim
←
⊕
w|v
H1(Ek,w , TP(A))/H
1
unr(Ek,w , TP(A))
of Shapiro’s lemma, together with the perfect pairing
H1(Ev,T)/H
1
unr(Ev,T)×H
1
unr(Ev,W) −→ DP
of Tate local duality. 
Definition 3.2.2. Following [4], we define the ordinary Selmer structures Ford on
T and W by
H1Ford(Ev,T) =
{
H1(Ev,T
+) if v | p
H1(Ev,T) else
H1Ford(Ev,W) =
{
H1(Ev,W
+) if v | p
0 else
and remark that these local conditions are everywhere exact orthogonal comple-
ments under the local Tate pairing H1(Ev,T)×H1(Ev,W) −→ DP.
By standard results, the Selmer groupsH1Ford(E,T) andH
1
Ford
(E,W) are finitely
and cofinitely generated, respectively, as Λ-modules. Let
X = HomOP(H
1
Ford
(E,W),DP),
and let Xtors ⊂ X be the Λ-torsion submodule.
Remark 3.2.3. By the main result of [4], Shapiro’s lemma identifies the mod-
ule X with the X defined in the Introduction (exactly, not just up to pseudo-
isomorphism!). Similarly, H1Ford(E,T) is identified with the module SP,∞ of the
Introduction.
Proposition 3.2.4. The Λ-module H1Ford(E,T) is torsion-free.
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Proof. It suffices to show that H1(EΣ/E,T) is torsion-free, and we imitate the
method of [18]. Let Λn = OP[Gal(En/E)] and set
Xn = HomOP(H
1(EΣ/En, A[P
∞]),DP).
Using A(E∞)[P] = 0 we have a canonical isomorphism
H1(EΣ/En, TP(A)) ∼= HomOP(Xn,OP),
and the map Λn −→ OP defined by extracting the coefficient of the neutral element
of Gal(En/E) induces an isomorphism
HomΛn(Xn,Λn)
∼= HomOP(Xn,OP).
Using Shapiro’s lemma, we obtain in the limit an isomorphism
H1(EΣ/E,T) ∼= HomΛ(lim
←
Xn,Λ),
which proves the claim. 
Definition 3.2.5. By a specialization of Λ, we mean the ring of integers S of a finite
extension of OP, together with a homomorphism of OP-algebras φ : Λ −→ S with
finite cokernel. If φ : Λ −→ S is a specialization, we define the dual specialization
φ∗ : Λ −→ S∗ by S∗ = S and φ∗ = φ ◦ ι. The maximal ideal of S is denoted
m = mS .
We view all specializations as taking values in a fixed algebraic closure of ΦP.
For any specialization φ : Λ −→ S, we let ΦS be the field of fractions of S, and set
DS = ΦS/S. Furthermore, we define S-modules
TS = T⊗Λ S VS = TS ⊗S ΦS WS = VS/TS ,
and for each prime of E above p,
T±S = T
± ⊗Λ S V
±
S = T
±
S ⊗S ΦS W
±
S = V
±
S /T
±
S .
We regard TS as a GE module, with GE acting trivially on S. Alternatively, we may
identify TS ∼= TP(A)⊗OP S with GE acting on the second factor by s
σ = φ(σ−1)s.
If we let eP denote the pairing of Lemma 2.3.1 and identify both TS and TS∗
with TP(A) ⊗OP S as S-modules (which defines two distinct Λ and GE -module
structures on TP(A)⊗OP S), then the pairing
(10) TS × TS∗ −→ S(1)
defined by (t0⊗s0, t1⊗s1) 7→ s0s1 ·eP(t0, t1) is perfect, S-bilinear, GE -equivariant,
and satisfies (λx, y) = (x, λιy) for λ ∈ Λ. If d is a generator for the inverse different
of ΦS/ΦP, then the composition
S
d
−→ dS
Trace
−−−→ OP,
together with the pairing (10), gives perfect pairings
TS × TS∗ −→ OP(1) TS ×WS∗ −→ DP(1).
Dualizing the mapT −→ TS∗ , and using the pairing (9), we obtain aGE-equivariant
map of Λ-modules WS −→ W.
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Definition 3.2.6. If S is a specialization of Λ, we define a Selmer structure FS on
VS by
H1FS (Ev, VS) =
{
H1(Ev, V
+
S ) if v | p
H1unr(Ev, VS) else
and propagate this to Selmer structures on TS and WS .
Proposition 3.2.7. For every specialization S of Λ, there is an S-bilinear pairing
H1FS (E,WS)×H
1
FS∗
(E,WS∗) −→ DS
whose kernels on either side are the submodules of S-divisible elements.
Proof. This follows from the main result of [6], the construction of a generalized
Cassels-Tate pairing. 
Lemma 3.2.8. For any specialization φ : S −→ Λ, the module TS and the Selmer
structure FS on TS satisfy hypotheses H1–H5 of Section 2.2.
Proof. Let L = E(A[P∞]) and L∞ = LE∞ and consider the inflation-restriction
sequence
0 −→ H1(L/E,A[P]) −→ H1(L∞/E,A[P]) −→ Hom(Gal(L∞/L), A[P])
Gal(L/E).
The final term is 0, since we are assuming condition (2) of the Introduction. The
term H1(L/E,A[P]) is also zero, by the proof of Theorem 2.3.7, and so H1 holds.
For H2, we may identify TS ∼= TP(A) ⊗OP S with GE acting on S via GE −→
Λ×
ι
−→ Λ× −→ S×. In particular, the action of GE on the residual representation
of S is trivial. The residual representaion of TS is therefore isomorphic to A[P]⊗S,
with GE now acting only on the first factor.
For hypothesis H3, we again identify TS with TP(A) ⊗OP S. Let eP be the
pairing of Lemma 2.3.1, and define a pairing
TP(A)⊗OP S × TP(A) ⊗OP S −→ S(1)
by (t0 ⊗ s0, t1 ⊗ s1) 7→ s0s1 · eP(t0, t
τ
1). It is trivial to verify that this pairing has
the desired properties. Hypotheses H4 and H5 follow easily from the definition of
FS. 
In the remainder of this section we prove some technical lemmas needed in the
next section.
Lemma 3.2.9. Let φ : Λ −→ S be a specialization with kernel I, and let q be a
prime of E above p. The cokernel of the natural map
H1(Eq,T
+) −→ H1(Eq,T
+/IT+)
is finite with order bounded by a constant which depends only on rankOP(S).
Proof. We extend scalars to S: let Λ′ = Λ ⊗OP S and extend φ to a surjective
S-module map φ′ : Λ′ −→ S. Fix an identification Λ′ ∼= S[[s1, . . . , sg]] and define
αi = φ(si) ∈ S. Let I be the ideal of Λ′ generated by all (si − αi). Consider the
map
(11) H1(Eq, TP(A)
+ ⊗ Λ′) −→ H1(Eq, TP(A)
+ ⊗ (Λ′/I)).
If Ir ⊂ Λ′ is the ideal generated by si − αi for 1 ≤ i ≤ r, then the cohomology of
0 −→ Λ′/Ir
sr+1−αr+1
−−−−−−−→ Λ′/Ir −→ Λ
′/Ir+1 −→ 0
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tensored (over OP) with TP(A)+, yields exactness of
H1(Eq, TP(A)
+ ⊗ (Λ′/Ir)) −→ H
1(Eq, TP(A)
+ ⊗ (Λ′/Ir+1))
−→ H2(Eq, TP(A)
+ ⊗ (Λ′/Ir)).
By local duality and Shapiro’s lemma the final term is dual to the Ir-torsion sub-
module of
lim
→
⊕w|qH
0(Ek,w , A˜[P
∞])⊗OP S.
Since q is totally ramified in E∞, this is equal to the P-power-torsion of A˜ rational
over the residue field of E at q (tensored with S), which is clearly finite. It follows
that the cokernel of (11) is finite and bounded by a constant depending only on
rankOP(S). This map, however, is exactly the map obtained by tensoring the map
in the statement of the lemma (over OP) with S, and the claim follows. 
Lemma 3.2.10. Let φ : Λ −→ S be a specialization with kernel I. For every place
v of E the maps T/IT −→ TS and WS −→ W[I] induce Λ-module maps
H1Ford(Ev,T/IT) −→ H
1
FS (Ev, TS)
H1FS (Ev,WS) −→ H
1
Ford
(Ev,W[I]),
where the Selmer structure Ford on T/IT is propagated from T, and similarly for
W[I]. The kernels and cokernels of these maps are finite and bounded by constants
depending only rankOP(S) and [S : φ(Λ)].
Proof. Bounds on the kernel and cokernel of the first map, in the case in which v
is a divisor of p, are exactly as in the proof of Lemma 2.2.7 of [9], together with
Lemma 3.2.9 above.
Consider the case where v does not divide p. We first show that the natural
map H1unr(Ev,T) −→ H
1
unr(Ev,T/IT) is surjective. Indeed, as Gal(E
unr
v /Ev) has
cohomological dimension one, it suffices to show that TI −→ (T/IT)I is surjective,
where I is the inertia subgroup of GEv . Identifying T ∼= TP(A) ⊗ Λ, and using
the fact that TP(A) is a flat OP-module and that I acts trivially on Λ, this is
equivalent to the surjectivity of TP(A)
I ⊗ Λ −→ TP(A)I ⊗ Λ/I, which is clear.
Now applying Lemma 3.2.1, we see that
(12) H1unr(Ev,T/IT) ⊂ H
1
Ford(Ev,T/IT)
with finite index, and equality holds if v 6∈ Σ. Furthermore, the index depends only
on rankOP(S) and not on φ. The quotient of H
1(Ev, TS) by H
1
FS
(Ev, TS) is torsion
free, and it follows that the image of
H1Ford(Ev,T/IT) −→ H
1(Ev, TS)
is contained in H1FS(Ev, TS).
Exactly as in the proof of Lemma 5.3.13 of [13], the kernel and cokernel of the
composition
H1unr(Ev,T/IT) −→ H
1
unr(Ev, TS) →֒ H
1
FS(Ev, TS)
are finite with bounds of the desired sort. The claims concerning the kernel and
cokernel of first map of the lemma follow without difficulty. The claims concerning
the second map of the statement of the lemma follow from Tate local duality. 
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Lemma 3.2.11. Let φ : Λ −→ S be a specialization with kernel I. The maps
T/IT −→ TS and WS −→ W[I] induce Λ-module maps on global cohomology
H1Ford(E,T/IT) −→ H
1
FS (E, TS)
H1FS(E,WS) −→ H
1
Ford(E,W[I]),
where the Selmer structure Ford on T/IT is propagated from T, and similarly for
W[I]. The kernels and cokernels of these maps are finite and bounded by constants
depending only on rankOP(S) and [S : φ(Λ)].
Proof. This can be deduced from the proof of Proposition 5.3.14 of [13], once we
show that H1(E,T) = H1(EΣ/E,T). If v 6∈ Σ is a prime of E which does not split
completely in E∞, then H
1(Ev,T) = H
1
unr(Ev,T) by [20] Proposition B.3.4, while
if v does splits completely we have
H1(Ev,T) = H
1(Ev, T )⊗OP Λ = H
1
unr(Ev, T )⊗OP Λ = H
1
unr(Ev,T).
By the proof of [20] Proposition 1.6.8, H1unr(Ev, T ⊗ Qp) = 0, and so local Tate
duality and the Weil pairing force H1(Ev, T ⊗Qp) = 0. From [20] Lemma 1.3.5 it
then follows that H1(Ev, T ) = H
1
unr(Ev, T ). 
Lemma 3.2.12. For any ideal I ⊂ Λ, the inclusion W[I] −→ W induces an
isomorphism
H1Ford(E,W[I])
∼= H1Ford(E,W)[I].
Proof. See Lemma 3.5.3 of [13]. 
3.3. Choosing specializations. In this section we construct sequences of spe-
cializations with nice properties. The reader is advised to read the statements of
Proposition 3.3.3 and Corollary 3.3.4, and proceed directly to Section 3.4.
Throughout this section we fix a height-one prime Q 6= PΛ of Λ and some
nonzero c ∈ H1Ford(E,T). Set
Lc = H
1
Ford
(E,T)/Λc.
By convention the characteristic ideal of a Λ-module of positive rank is zero, and
the order at Q of the zero ideal is infinite. Let φ : Λ −→ S be a specialization. By
Lemma 3.2.11, the maps T −→ TS and WS −→ W induce maps, still denoted φ,
on Selmer modules
H1Ford(E,T) −→ H
1
FS(E, TS) H
1
FS(E,WS) −→ H
1
Ford
(E,W).
Our goal is to exhibit many specializations for which we have careful control over
the kernels and cokernels of these maps.
For any specialization S, Proposition 2.2.1 and Lemma 3.2.8 show that the quo-
tient of H1FS (E,WS) by its maximal S-divisible submodule has the formMS⊕MS.
Let Q ∈ Λ generate the ideal Q, and consider the following properties:
Sp1: The Λ-rank of H1Ford(E,T) is equal to the S-rank of H
1
FS
(E, TS).
Sp2: The Λ-rank of X is equal to the S-corank of H1FS (E,WS).
Sp3: With MS as above
2 · lengthS(MS) = ordQ
(
char(XΛ−tors)
)
· lengthS
(
S/φ(Q)S
)
.
Sp4: The equality
lengthS
(
H1FS (E, TS)/S · φ(c)
)
= ordQ(char(Lc)) · lengthS
(
S/φ(Q)S
)
holds (we include the case where both sides are infinite),
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Sp5: the image of c in H1FS (E, TS) is nonzero.
Definition 3.3.1. A sequence of specializations φi : Λ −→ S (with S independent
of i) is said to converge to Q = QΛ if
(a) φi(Q)→ 0, but φi(Q) 6= 0 for all i,
(b) Sp1,2,5 hold for every i,
(c) the equalities Sp3,4 hold up to O(1) as i varies,
(d) the maps H1Ford(E,T)⊗Λ S −→ H
1
FS
(E, TS) have finite kernels and coker-
nels, bounded as i varies.
Remark 3.3.2. The reader should keep in mind that the notation TS, WS , FS,
? ⊗Λ S, and so on is slightly abusive, since these objects depend not only on the
ring S (which will typically remain fixed), but on its structure as a Λ-algebra (which
will typically vary). We will continue to supress this dependence from the notation.
This section is devoted to the proof of the following proposition:
Proposition 3.3.3. There exists a sequence of specializations converging to Q.
The following result can be deduced from Nekova´rˇ’s general theory of Selmer
complexes [17], (in particular the “duality diagram” of section 0.13), but is also a
trivial consequence of the proposition above.
Corollary 3.3.4. The modules H1Ford(E,T) and X have the same Λ-rank.
Proof. If S is a specialization with uniformizer π, the Selmer group H1FS (E, TS) is
isomorphic to the π-adic Tate module ofH1FS (E,WS) (using Lemmas 3.5.4 and 3.7.1
of [13]). The claim therefore follows from the existence of a single specialization for
which properties Sp1 and Sp2 hold. 
Definition 3.3.5. Let J ⊂ Λ be an ideal, φ : Λ −→ S a specialization, let
d(S, J) = min
(
{v(φ(λ)) | λ ∈ J}
)
,
where v is the normalized valuation on S. We define the distance from S to J to
be p−d(S,J) (including the case d(S, J) =∞, in which case the distance is zero).
Remark 3.3.6. The geometric intuition behind the definition is as follows: if one
were to replace Λ by a polynomial ring over Q¯p, then J cuts out an algebraic subset
V (J) of affine space. Geometrically, a specialization is a point in affine space, and
the distance function defined above measures the p-adic distance from this point to
V (J).
Lemma 3.3.7. There is a height-two ideal J ⊂ Λ with the following property: if
{φi : Λ −→ S} is a sequence of specializations (with S fixed), such that as i varies
(a) [S : φi(Λ)] is bounded above,
(b) the distance from Q to φi converges to (but is never equal to) zero,
(c) the distance from J to φi is bounded away from zero,
(d) the maps H1Ford(E,T) ⊗Λ S −→ H
1
FS
(E, TS) have finite and uniformly
bounded kernels and cokernels,
then φi converges to Q.
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Proof. Fix pseudo-isomorphisms
H1Ford(E,T) −→ Λ
r1(13)
X −→ Λr0 ⊕B ⊕ C
Lc −→ Λ
r1−1 ⊕B′ ⊕ C′
such that B and C are direct sums of torsion, cyclic Λ-modules, with the character-
istic ideal of B a power of Q, the characteristic ideal of C prime to Q, and similarly
for B′ and C′.
Let J ⊂ Λ be any height two ideal such that
(a) J annihilates the kernels and cokernels of the above pseudo-isomorphisms
(b) J ⊂ Q+ char(C)
(c) J ⊂ Q+ char(C′)
and let φi : Λ −→ S be a sequence of specializations satisfying the hypotheses of the
Lemma. The condition that the distance from φi to J is bounded below guarantees
that the maps obtained by tensoring the maps of (13) with φi have finite kernels
and cokernels, bounded as i varies. Indeed, if U and V denote the kernel and
cokernel of any one of (13), the kernel and cokernel of the map tensored with S are
controlled by U ⊗ S, V ⊗ S, and Tor1Λ(V, S). The number of generators of these
modules does not depend on the map φi, and the assumption that φi is bounded
away from J gives a nonzero element of S, independent of i, which annihilates all
of these modules.
It follows that the S-rank of H1Ford(E,T) ⊗ S is equal to r1, the Λ-rank of
H1Ford(E,T). This, together with the fourth hypothesis of the Lemma, verifies
property Sp1. The second condition defining J , together with the assumption
that the distance from φi to Q goes to zero, implies that the distance from φi
to char(C) is bounded below. Therefore C ⊗ S is finite and bounded as i varies.
Writing B ∼=
⊕
Λ/Qek , we have that B⊗S ∼=
⊕
S/φi(Q)
ekS is a torsion S-module
and
lengthS(B ⊗ S) = (
∑
ek)lengthS(S/φi(Q)S).
Thus X ⊗ S is an S-module of rank r0 whose torsion submodule has length
ordQ
(
char(XΛ−tors)
)
· lengthS
(
S/φi(Q)S
)
up to O(1) as i varies. Applying Lemmas 3.2.11 and 3.2.12 and dualizing, we see
that Sp2 holds, and that the equality Sp3 holds up to O(1) as i varies.
Exactly as above, Lc ⊗ S is an S-module of rank r1 − 1 and length
ordQ
(
char(Lc)
)
· lengthS
(
S/φi(Q)S
)
up to O(1) as i varies. In the exact sequence
(Λ · c)⊗ S −→ H1Ford(E,T)⊗ S −→ Lc ⊗ S −→ 0
the second and third modules have S-rank r1 and r1 − 1, respectively, and so the
first arrow must be an injection. The remaining properties now follow from the
fourth hypothesis of the Lemma. 
The difficulty lies in producing a sequence of specializations for which hypothesis
(d) holds.
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Lemma 3.3.8. Let S be the ring of integers of a finite extension of ΦP, and let M
be a finitely generated S[[x1, . . . , xr]]-module. For all but finitely many α ∈ m = mS,
M [xr − α] is a torsion S-module and a pseudo-null S[[x1, . . . , xr]]-module.
Proof. The module M [xr − α] is pseudo-null whenever xr − α does not divide
the characteristic ideal of the S[[x1, . . . , xr]]-torsion submodule of M , and so this
condition causes no difficulty.
For the S-torsion condition, first suppose that M has no S-torsion. Recall that
a prime ideal of S[[x1, . . . , xr]] is said to be an associated prime of M if it is the
exact annihilator of some m ∈ M . By the theory of primary decomposition, M
has only finitely many associated primes, and M [xr − α] is trivial unless xr − α is
contained in some associated prime. If Q is an associated prime of M with (xr−α)
and (xr − β) both contained in Q, then α− β is contained in Q. By the definition
of an associated prime, M has a submodule isomorphic to S[[x1, . . . , xr]]/Q, and
so S[[x1, . . . , xr]]/Q can have no S-torsion. Therefore α = β, and so for every
associated prime there is at most one α for which xr−α is contained in that prime.
The case of arbitrary M now follows easily from the exactness of
0 −→ MS−tors[xr − α] −→ M [xr − α] −→ (M/MS−tors)[xr − α].

We are now ready to begin the proof of Proposition 3.3.3. Let J be as in Lemma
3.3.7, and let φ : Λ −→ S be a specialization such that φ(Q) = 0 and such that
the distance from S to J is nonzero. We fix an identification Λ ∼= OP[[x1, . . . , xg]]
in such a way that Q(x1, b2 . . . , bg) is not identically zero as a power series in x1,
where bi = φ(xi) for 1 ≤ i ≤ g. By Hensel’s lemma, for every i there is an open
neighborhood Ui ⊂ m of bi, such that for any βi ∈ Ui, the subring OP[βi] ⊂ S is
equal to OP[bi]. Hence if β ∈ U1 × · · · × Ug, the map φβ : Λ −→ S taking xi 7→ βi,
determines a specialization of Λ.
For 0 ≤ r ≤ g define Λr = S[[x1, . . . , xr]]. For β ∈ U , sending xi 7→ βi for r+1 ≤
i ≤ g determines a map Λ −→ Λr. When we view Λr as a Λ-algebra in this way, we
will write Λβr to emphasize the dependence on β. Composing these maps with the
character GE −→ Λ×
ι
−→ Λ×, we obtain characters χr : Gal(EΣ/E) −→ (Λβr )
×.
Set
Tβr = TP(A)⊗OP Λ
β
r
with Gal(EΣ/E) acting on both factors, and for each prime q dividing p define
Tβ±r = TP(A)
± ⊗Λβr . Sending xr 7→ βr determines a Λ-algebra map Λ
β
r −→ Λ
β
r−1,
which induces the exact sequence
0 −→ Tβr
xr−βr
−−−−→ Tβr −→ T
β
r−1 −→ 0
and similarly with T replaced by T±. Set
Lβr =
⊕
q|p
H1(Eq ,T
β−
r )⊕
⊕
v
H1(Iv,T
β
r )
where the second sum is over all v ∈ Σ not dividing p, and Iv is the inertia subgroup
of Gal(E¯v/Ev). We define generalized Selmer groups H
β
r by the exactness of
0 −→ Hβr −→ H
1(EΣ/E,Tβr ) −→ L
β
r .
Remark 3.3.9. The Λ-algebra Λβr depends only on the coordinates βi with i > r,
and similarly for Tβr and H
β
r .
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Lemma 3.3.10. Fix 1 ≤ r ≤ g, and suppose we are given βi ∈ m for i > r. For
all but finitely many βr ∈ m, the map Tβr −→ T
β
r−1 induces a map
Hβr ⊗Λβr Λ
β
r−1 −→ H
β
r−1
with S-torsion kernel and cokernel. If r = 1, there is a subset V ⊂ m of finite
complement such that kernel and cokernel are finite and bounded as β1 ranges over
V .
Proof. Let Mβr denote the image of H
1(EΣ/E,Tβr ) −→ L
β
r and consider the com-
mutative diagram
0 // Hβr //
xr−βr

H1(EΣ/E,Tβr ) //
xr−βr

Mβr
xr−βr

// 0
0 // Hβr
//
µ

H1(EΣ/E,Tβr )
//
ν

Mβr
ξ

// 0
0 // Hβr−1
// H1(EΣ/E,Tβr−1)
// Mβr−1
// 0
in which all rows and the middle column are exact. Viewing this as an exact
sequence of vertical complexes and taking cohomology, the kernel of
Hβr /(xr − βr)H
β
r
µ
−→ Hβr−1
is isomorphic to the cokernel of
H1(EΣ/E,Tβr )[xr − βr] −→ M
β
r [xr − βr],
and so is S-torsion for all but finitely many choices of βr by Lemma 3.3.8. Fur-
thermore, in the case r = 1, Mβr [x1 − β1] is bounded by the order of the maximal
pseudo-null (hence finite) submodule of Mβr .
The cokernel of µ is bounded in terms of the cokernel of ν and the kernel of
(14) Mβr /(xr − βr)M
β
r
ξ
−→ Mβr−1.
The cokernel of ν is isomorphic to the xr − βr torsion in H2(EΣ/E,Tβr ), which is
again controlled by Lemma 3.3.8. The middle column of
0 // Mβr
//
xr−βr

Lβr
//
xr−βr

Mβr /L
β
r
xr−βr

// 0
0 // Mβr //

Lβr //

Mβr /L
β
r

// 0
0 // Mβr−1
// Lβr−1
// Mβr−1/L
β
r−1
// 0
is exact, and as above the kernel of (14) is isomorphic to the cokernel of
Lβr [xr − βr] −→ (M
β
r /L
β
r )[xr − βr],
Again this is controlled by Lemma 3.3.8. 
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Lemma 3.3.11. For 0 ≤ r ≤ g, there is a dense subset ∆r ⊂ Ur+1× · · · ×Ug such
that for β ∈ U1 × · · · × Ur ×∆r, the map Tβg −→ T
β
r induces a map
Hβg ⊗Λβg Λ
β
r −→ H
β
r
with S-torsion kernel and cokernel.
Proof. An easy induction using the preceeding lemma. 
The power series Q(x1, b2, . . . , bg) ∈ S[[x1]] is not identically zero by assumption
and has a zero in m, namely b1. Using the Weierstrass preparation theorem and
Hensel’s lemma, we see that if we replace b2, . . . , bg by sufficiently nearby points
β2, . . . , βg, then Q(x1, β2, . . . , βg) has a zero, β1, which is as close as we like to b1.
Replacing b by a nearby solution to Q(x1, . . . , xg) = 0, we henceforth assume that
b ∈ U1 ×∆1. Define a sequence of specializations φi : Λ −→ S by
φi(xr) =
{
b1 + p
i if r = 1
br if r > 1.
We shall always assume that i is chosen large enough that b1 + p
i ∈ U1 and that
φi(Q) 6= 0, the second being possible since, by Weierstrass preparation, the function
Q(x1, b2, . . . , bg) has only finitely many zeros in m. Also, the distance from φi to
J converges to the (nonzero) distance from φ to J , and so the sequence satisfies
conditions (a)–(c) of Lemma 3.3.7. We let β(i) ∈ mg be the point with coordinates
φi(x1), . . . , φi(xg), and set ourselves to the task of showing that the sequence φi
satisfies condition (d) of Lemma 3.3.7.
Lemma 3.3.12. Let β = β(i) for i≫ 0. The map Tβg −→ T
β
0 induces a map
Hβg ⊗Λβg Λ
β
0 −→ H
β
0
with finite kernel and cokernel, bounded as i varies.
Proof. By choice of β2, . . . , βg (which do not vary with i), the map
Hβg ⊗Λβg Λ
β
1 −→ H
β
1
has S-torsion kernel and cokernel. Furthermore, by Remark 3.3.9, the number of
generators (as Λβ1 -modules) and the annihilators (as S-modules) of the kernel and
cokernel do not vary with i. Consequently, tensoring this map with Λβ0
∼= S, the
kernel and cokernel of
Hβg ⊗Λβg Λ
β
0 −→ H
β
1 ⊗Λβ
1
Λβ0
are finite and bounded as i varies. By the final claim of Lemma 3.3.10, the map
Hβ1 ⊗Λβ
1
Λβ0 −→ H
β
0
has finite kernel and cokernel, bounded as i varies, and the claim is proven. 
Lemma 3.3.13. Let β = β(i), and φ = φi : Λ −→ S the associated specialization.
Identifying Λβ0 = S, H
β
0 ⊂ H
1
FS
(E, TS) with finite index, bounded as i varies.
Proof. Let
LS =
⊕
q|p
H1(Eq , V
−
S )⊕
⊕
v
H1(Iv, VS)
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where the second sum is over all v ∈ Σ not dividing p. The map TS −→ VS induces
a map Lβ0 −→ LS , and so from the definitions we have the commutative diagram
with exact rows
0 // Hβ0
//

H1(EΣ/E, TS) //

Lβ0

0 // H1FS (E, TS)
// H1(EΣ/E, TS) // LS
and so it suffices to bound the kernel of Lβ0 −→ LS . If q divides p, the kernel of
H1(Eq, T
−
S ) −→ H
1(Eq, V
−
S ) is bounded by the order of H
0(Eq,W
−
S ). Let w be a
place of E∞ above q. It clearly suffices to bound the order of H
0(E∞,w,W
−
S ), but
as a module over the absolute Galois group of E∞,w we haveW
−
S
∼= A˜[P∞]⊗OP S,
where S has trivial Galois action and A˜ is the reduction of A at q. It therefore
suffices to show that H0(E∞,w, A˜[P
∞]) is finite. Since A˜[P∞] is cofree of rank one
over OP, if this is not the case then all of A˜[P∞] is fixed by the Galois group of
E∞,w. But since A˜[P
∞] is unramified over Eq and E∞,w/Eq is totally ramified, we
must have
H0(E∞,w, A˜[P
∞]) = H0(Eq, A˜[P
∞]).
The right hand side is finite.
Similarly, the kernel of H1(Iv, TS) −→ H
1(Iv, VS) is isomorphic to quotient of
H0(Iv,WS) by its maximal S-divisible submodule, which is finite. Since Iv acts
trivially on Λ, it also acts trivially on S ∼= Λ
β
0 , regardless of the choice of β, and so
the group H0(Iv,WS) does not vary with i. 
Let β = β(i) and φ : Λ −→ S the associated specialization. Define Hunrord (T) by
exactness of
0 −→ Hunrord (T) −→ H
1
Ford(E,T) −→
⊕
v
H1(Ev,T)/H
1
unr(Ev,T),
where the second sum is over all v ∈ Σ not dividing p. By Lemma 3.2.1, the map
Hunrord (T) ⊗Λ S −→ H
1
Ford
(E,T) ⊗Λ S
has finite kernel and cokernel, bounded as i varies. We may identify T⊗OP S
∼= Tβg
(with GE acting trivially on S in the left hand side), and this identification induces
an isomorphism
Hunrord (T)⊗OP S
∼= Hβg
(note that neither side depends on β, the right hand side by Remark 3.3.9). This
identification, together with the preceeding two lemmas, gives a commutative dia-
gram
Hunrord (T)⊗Λ S
//

Hβg ⊗Λβg Λ
β
0

H1Ford(E,T) ⊗Λ S
// H1FS(E, TS)
in which the upper horizontal arrow is an isomorphism, and the two vertical arrows
have finite kernel and cokernel, bounded as i varies. It follows that the bottom
horizontal arrow has finite kernel and cokernel, bounded as i varies.
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This concludes the proof of Proposition 3.3.3.
Remark 3.3.14. In the construction of the sequence φi : Λ −→ S, if one replaces
the ideal J by J ∩ J ι then the sequence φi still converges to Q, and the sequence
of dual specializations φi ◦ ι converges to Qι.
3.4. The Main Conjecture. We continue to abbreviate
X = HomOP
(
H1Ford(E,W),DP
)
,
and by Xtors the Λ-torsion submodule of X . Let H∞ = H∞(1) ⊂ H1Ford(E,T) be
the Λ-module of Section 3.1.
Proposition 3.4.1. Let φ : Λ −→ S be a specialization such that the image of H∞
under H1Ford(E,T) −→ H
1
FS
(E, TS) is nonzero. Then H
1
FS
(E, TS) is a free rank
one S-module, and there is an integer d (independent of φ) and a finite S-module
MS such that
H1FS (E,WS)
∼= DS ⊕MS ⊕MS
with lengthS(MS) ≤ lengthS
(
H1FS (E, TS)/φ(p
dH∞)
)
.
Proof. This is exactly as in [9], and so we only give a sketch. Fix a family {cm |
m ∈ M1} as in Proposition 3.1.1. As in Section 2.3, one may apply Kolyvagin’s
derivative operators to obtain classes
{κ′m ∈ H
1(E,T/ImT) | m ∈M1}.
Lemma 2.3.4 of [9] asserts that
(15) κ′m ∈ H
1
Ford(m)
(Ev,T/ImT),
but the proof breaks down at primes of bad reduction which split completely in
E∞. This is corrected as follows: let v be a prime of bad reduction which splits
completely in E∞ (so in particular v does not divide p or m). Choose d large
enough that pd annihilates the finite group H2(Ev, T ) (for all such choices of v).
By the exactness of
H1(Ev,T) −→ H
1(Ev,T/ImT) −→ H
2(Ev,T)
and the fact thatH2(Ev,T) ∼= H2(Ev, T )⊗Λ, we have that pdκ′m lifts toH
1(Ev,T).
By definition of Ford, (15) now holds with κ′m replaced by p
dκ′m.
By Lemma 3.2.10 the map T −→ TS induces everywhere locally a map
H1Ford(Ev,T) −→ H
1
FS (Ev, TS),
and therefore a map on global cohomology
H1Ford(m)(E,T/ImT) −→ H
1
FS(m)
(E, TS/ImTS).
The images of the classes pdκ′m may be modified, as in Theorem 2.3.7, to form a
Kolyvagin system for (TS,FS ,L1), with κ1 generating φ(pdH∞). The claim now
follows from Theorem 2.2.2 and Lemma 3.2.8. 
Theorem 3.4.2. There are torsion Λ-modules M and MP such that P does not
divide char(M), char(MP) = P
k for some k, and
Xtors ∼M ⊕M ⊕MP.
Furthermore, M satisfies the functional equation char(M) = char(M)ι.
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Proof. Fix a height-one primeQ 6= PΛ with generatorQ and a pseudo-isomorphism
X −→ Λr ⊕B ⊕ C
with B of the form
⊕
Λ/Qek and C of the form
⊕
Λ /fkΛ with each fk 6∈ Q. Let
φi : Λ −→ S be the sequence of specializations converging to Q constructed in
Section 3.3. In particular φi satisfy the hypotheses of Lemma 3.3.7, and so (by the
proof of the lemma) the map
(16) X ⊗Λ S −→ S
r0 ⊕ (B ⊗Λ S) ∼= S
r0 ⊕
⊕
S/φi(Q)
ekS
has finite kernel and cokernel, bounded as i varies. On the other hand, Lemmas
3.2.11 and 3.2.12 give maps
(17) X ⊗Λ S −→ HomS(H
1
FS (E,WS),DS)
with finite kernel and cokernel, bounded as i varies. The S-torsion submodule of
this module has the form MS ⊕MS by Proposition 2.2.1 (and Lemma 3.2.8). The
maps (16) and (17), restricted to S-torsion, now give maps
(X ⊗Λ S)S−tors −→
⊕
S/φi(Q)
ekS
(X ⊗Λ S)S−tors −→ MS ⊕MS
whose kernels and cokernels remain bounded as i varies. Letting i → ∞, so that
φi(Q) → 0, some elementary linear algebra shows that each ek must occur as an
exponent an even number of times.
For the functional equation, choose a sequence of specializations φi : Λ −→ S
converging to Q. By Remark 3.3.14 we may do this in such a way that the sequence
of dual specializations φ∗ = φi ◦ ι converges to Qι. Applying Proposition 3.2.7 and
the definition of convergence (in particular hypothesis (c)), we have
ordQ
(
char(XΛ−tors)
)
· lengthS
(
S/φi(Q)S
)
= ordQι
(
char(XΛ−tors)
)
· lengthS
(
S/φ∗i (Q
ι)S
)
up to O(1) as i varies. Letting i→∞ gives the result. 
Theorem 3.4.3. Assume that hk(1) ∈ A(Ek(1)) has infinite order for some k,
then
(a) the Λ-module H1Ford(E,T) is torsion free of rank one,
(b) X ∼ Λ⊕Xtors,
(c) in the notation of Theorem 3.4.2, char(M) divides char
(
H1Ford(E,T)/H∞
)
.
Proof. By Proposition 3.1.1, we are assuming that H∞ is a free rank one Λ-module.
Let c be a generator. By Proposition 3.3.3, there is a specialization φ : Λ −→
S satisfying hypotheses Sp1,2,5, and from Proposition 3.4.1 we conclude that
H1Ford(E,T) and X have Λ-rank one. Furthermore, H
1
Ford
(E,T) has no Λ-torsion
by Proposition 3.2.4.
Now let Q 6= PΛ be a height-one prime of Λ, and let Q generate Q. Using
Proposition 3.3.3 we choose a sequence of specializations φi : Λ −→ S converging
to Q. Set σi = lengthS(S/φi(Q)S). By Proposition 3.4.1 the inequality
ordQ
(
char(XΛ−tors)
)
· σi ≤ 2 · ordQ
(
char
(
H1Ford(E,T)/p
dH∞
))
· σi
holds up to O(1) as i varies. As i → ∞, σi → ∞ and (since the factor of pd does
not affect the order of the characteristic ideal at Q) the result follows. 
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