Abstract-Automated cell segmentation for microscopy cell images has recently become an initial step for further image analysis in cell biology. However, microscopy cell images are easily degraded by noise during the readout procedure via optical-electronic imaging systems. Such noise degradations result in low signal-to-noise ratio (SNR) and poor image quality for cell identification. In order to improve SNR for subsequent segmentation and image-based quantitative analysis, the commonly used state-of-art restoration techniques are applied but few of them are suitable for corrupted microscopy cell images. In this paper, we propose a multistaged method based on a novel integration of trend surface analysis, quantile-quantile plot, bootstrapping, and the Gaussian spatial kernel for the restoration of noisy microscopy cell images. We show this multistaged approach achieves higher performance compared with other state-of-art restoration techniques in terms of peak signal-to-noise ratio and structure similarity in synthetic noise experiments. This paper also reports an experiment on real noisy microscopy data which demonstrated the advantages of the proposed restoration method for improving segmentation performance.
I. INTRODUCTION

M
ICROSCOPY imaging allows scientists to study biological cells at the level where a single cell can be observed. It provides an essential tool for the examination of both living and fixed cells in cell culture. The screening of modern high-content high-throughput image-based cells helps biologists discover distinctive phenotypes of individual cell populations, which can be used to identify related genes for targeted therapeutic treatment and new drug discovery [1] - [3] . For example, high-content high-throughput microscopy produces highresolution images for the inspection of normal and abnormal cell division. Since cancer is regarded as uncontrolled abnormal cell division, chemotherapies are often implemented to aim at the cells during mitosis. The identification of new genes highly correlated with the specific cancer during cell mitosis provides a possible solution for the development of new anticancer drugs. Because of the rapid expansion of cellular imaging data, computerized information processing tools such as image analysis and pattern recognition, are increasingly in demand [4] - [8] . Even though microscopy imaging technology has multiple advantages in medical and biological applications, microscopy images are often degraded by noise from readout procedures and image data acquisition systems, devices, or equipment [9] - [11] . As noise is caused by defects in intensity measurement, it is the main factor which adversely affects the quality of microscopy imaging and the task of automated segmentation. Due to the statistical and cumulative nature of photon detection, noise may be reduced most effectively by increasing the length of image acquisition time. However, it has been pointed out that this approach is not practical for microscopy imaging because of the problems of live cell movements, photobleaching, and radiation damage [12] . The corruption of microscopy images is caused by several types of noise, such as Gaussian noise (additive), Poisson noise (signal intensity dependent), salt and pepper noise (pixel intensity on and off), and speckle noise (multiplicative) [11] . Such degradation of microscopy images adversely affects subsequent cell image processing and analysis tasks. To be more explicit, under noise contamination, many image pixels are corrupted, leading to a decline in signal-to-noise ratio (SNR) and inaccuracy in automated cell segmentation. In particular, subcellular organelle is not easy to distinguish from noisy images, so the task of restoring microscopy images from noise degradation is one of the most important steps prior to segmentation [5] , [13] . Furthermore, the segmentation result of cellular regions is necessary for cell counting [4] , [37] and cell morphology analysis [38] , [39] . The accuracy of such a segmentation-based cell analysis relies heavily on the quality of the microscopy images under study, so the computerized restoration of such images is considered to be most appropriate tool for the quality improvement of degraded microscopy images.
Computerized microscopy image restoration methods have been the subject of much research during the past decade. One of the simplest approaches to suppress noise in microscopy images is mean filter, but this removes noise while blurring image detail. A bilateral filter (BF) and its variants have been developed to preserve cell edges, but their performance in edge preservation depends on the intensity range filter response and such a filtering response is easily affected by moderate and high intensity noise [14] - [16] . [17] and [18] propose an adaptive image restoration scheme for restoring degraded images by comparing the similarity of patches inside the nonlocal searching region. Although these studies made no assumption about the properties of image signal and noise and their computational complexity is high, they were empirically observed to perform well with additive Gaussian noise. Total variation (TV) filtering, based on the reduction of noisy signal TV, is another technique which is often utilized in microscopy image restoration [13] , [19] . These TV-based noise removal techniques effectively smooth noise while preserving edges. However, they also lead to artifacts such as the blocky effects especially for low SNR cell images. Partial differential equation-based (PDE) restoration algorithms have also been developed for the noise cancelation of corrupted microscopy cell images, which smoothes the noise in flat subregions except at strong edges [20] , [21] . However these PDE-based filters over-smooth cell's internal microstructures whose pixel intensities do not vary distinctively. Fuzzy-based (FUZZY) restoration, based on the fuzzy membership function and fuzzy rule, is a well-established technique applied to general image filtering [22] - [25] . These fuzzy-based noise cancelation approaches perform well to deduct the noise and preserve the image details. However, fuzzy-based methods heavily rely on the manual selection of membership function as well as the subjective definition of a fuzzy rule. Therefore, their restoration performance is restricted to the artificial experience.
Even though the development of computerized restoration approaches for corrupted microscopy images has drawn much attention and many methods have been proposed during the past years, the restoration problem still remains open, because it is an ill-posed inverse problem, and necessary information required about the degraded microscopy image to reconstruct the original version is inherently imprecise. In practice, we not only focus on the image quality achieved by the restoration method, but we are also concerned about whether the restored images are expected to be beneficial for cell segmentation. Based on this motivation, we present in this paper a novel Gaussian noise restoration scheme, which integrates trend surface mapping, probability distribution plotting known as quantile-quantile plot (Q-Q plot), bootstrapping, and Gaussian spatial kernel for restoration of microscopy cell images. Some distinctive advantages of the proposed approach are summarized as follows.
1) Brightness trend is one special characteristic in microscopy cell images. Therefore, trend surface mapping inspired by Geostatistics is employed to model the trend of image brightness (it is regarded as the signal trend according to [26] ). 2) A Q-Q plot is utilized to identify highly corrupted pixels by comparing the pixel intensities versus known probability distribution (here the Gaussian noise model is assumed according to [10] , therefore Gaussian distribution is assigned as the known distribution). Furthermore, noise intensity level estimation is achieved by bootstrapping only depending on the identified corrupted pixels.
3) The smoothing parameter of the Gaussian spatial kernel is automatically determined according to the estimation of bootstrapping, which effectively reduces undersmoothing or oversmoothing. 4) With the integration of variance stability transform (VST), the proposed multistaged restoration scheme can be more generalized to deal with Poisson noise, which is another commonly encountered noise in microscopy cell images. The rest of this paper is organized as follows. In Section II, we present the details of the proposed restoration approach. In Section III, synthetic Gaussian noise, synthetic Poisson noise, and real noise experiments are implemented, respectively. In the synthetic noise experiments, the proposed method achieves higher denoising performance compared with other state-ofart restoration techniques in terms of peak signal-to-noise ratio (PSNR) and structure similarity (SSIM). In the real noise experiment, the effectiveness of the proposed method is further verified as it contributes to improve the performance of automated segmentationIn Section IV, conclusions and remarks are presented.
II. PROPOSED INTEGRATION APPROACH
In this section, we first apply trend surface mapping to model the gradually varied brightness trend, then we apply the Q-Q plot to identify corrupted pixels according to the linear pattern between pixel intensities and standard Gaussian distribution. In order to restore these degraded pixels, we apply bootstrapping to estimate the noise intensity level which is assigned as the smoothing parameter of Gaussian spatial kernel for image restoration. The following sections describe the detail of the proposed approach.
A. Image Noise Model and Trend-Surface Mapping
Inspired by the multicomponents signal decomposition proposed in [26] , we propose a decomposable model to describe the degraded image g(x, y) corrupted by additive noise n(x, y) as follows:
where l(x, y) represents the trend of image brightness (signal trend), and m(x, y) is the image structure (signal structure). The original signal is constituted of two components: signal trend l(x, y) and signal structure m(x, y). The purpose of image restoration is to bring an approximate estimatê l(x, y) +m(x, y) to original signal l(x, y) + m(x, y) as close as possible. Here,l(x, y) andm(x, y) are the estimation for l(x, y) and m(x, y), respectively.
The idea here is to use the global trend-based estimation technique, trend surface mapping [27] , [28] , to generate a smooth approximationl(x, y) for gradually varied brightness trend l(x, y). Consequently, the residuals, also known as the noisy image structure m(x, y) + n(x, y), can be obtained. Trend surface mapping is a mathematical technique used in environmental sciences for manipulating map data to produce a smooth approximation of a 3-D surface, which is a method based on low-order polynomials of spatial coordinates for estimating a regular grid of points from neighbor observations. The suitability of applying trend surface mapping to cell image data is that 1) most cells (targets) contained in microscopy images are small-sized or medium-sized and 2) the brightness trend of microscopy cell images usually varies gradually. Such image circumstances facilitates good mapping of the trend surface equation based on low-order linear polynomials. Two outputs of the trend surface mapping of a cell image can be represented as a trend map and a residual map, where the trend map can be used to define a geometric model of 3-D shape as a brightness trendl(x, y), and the residual map m(x, y) + n(x, y) is intended to be denoised subsequently.
The 
The minimization of (3) leads to the trend surface equation expressed in matrix notation as
where
If the inverse of X T X exists, the trend surface mapping coefficients can be obtained as
The trend surface mapping is given bŷ
where H = X(X T X) −1 X T is the Hessian matrix. Finally, the trend surface residuals can be obtained by
where x = 1, . . . , M, y = 1, . . . , N, and δ(x, y) = m(x, y) + n(x, y).
B. Identification of Degraded Pixels by the Q-Q Plot
In statistics, the Q-Q plot [29] is a technique for determining whether two datasets come from populations with the same type of distribution. It is a graphical display of a Q-Q plot of the sample quantiles versus theoretical quantiles. For example, assuming that theoretical distribution follows Gaussian distribution and if the distribution of dataset also follows Gaussian distribution, the plot should be close to form a linear pattern. Here "quantile" means the point at which a given fraction (or percent) of points lies below. That is, the 25% quantile is the point at which 25% percent of the data fall below. The advantages of using the Q-Q plot are that the sample sizes do not need to be equal, and many distribution characteristics can be simultaneously tested. In other words, when there are two data samples, it is often desirable to know whether the assumption of the same distribution is justified. If so, the assumption which two samples are from the same type of distribution is verified. If two samples do differ, it is also useful to gain some understanding of the differences. Fig. 1 shows a Q-Q plot of two Gaussian distributions, and Fig. 2 shows a Q-Q plot of a Gaussian distribution (X) versus an exponential distribution (Y), where the dotted lines are the reference lines (fitted straight lines). The linear pattern shown in Fig. 1 indicates that the two samples come from the same distribution, while the nonlinear pattern between the two samples shown in Fig. 2 clearly illustrates that they are not from the same distribution family.
The idea here is to construct a Q-Q plot for the histogram of trend surface residuals δ(x, y), which is contaminated by noise and the noise distribution is assumed as Gaussian according to [10] . The degraded pixels can be identified via the linear pattern closely matching reference line in a Q-Q plot, because if two samples come from the same distribution family, the points should appear as a linear pattern and locate closely along the reference line. Otherwise, the greater the departure from the reference line, the greater the evidence demonstrates that the two samples come from different distributions. Therefore, {δ(x, y) |δ(x, y) ∈ linear pattern } can be recognized as the corrupted pixel intensities. Then, the identified {δ(x, y)} is used for the estimation of noise standard deviation by means of the boot strapping method.
C. Estimation of Noise Statistics by Bootstrapping
Bootstrapping [30] provides a practical procedure for estimating statistics such as the median, mean, and standard deviation by measuring those properties depending on resampling from an approximated distribution. One standard choice for an approximated distribution is the empirical distribution of the observed data. In the case where a set of observations can be assumed to be from an independent and identically distributed population, this can be implemented by constructing a number of resamples with equal size from the observed data. Each resample is obtained by random sampling with replacement from the original observed data. An advantage of bootstrapping is that it provides an easy procedure for estimating the statistics and corresponding confidence interval of complex parameters regarding to empirical distribution of the observed data. In general, bootstrapping can be useful when the following conditions are satisfied: 1) the theoretical distribution of one statistic is unknown and 2) the sample size is insufficient for straightforward statistical inference.
In this study, we therefore use bootstrapping to estimate the noise intensity level σ n according to the corrupted pixels identified by the Q-Q plot. The sample of identified pixel intensities can be regarded as the "only one sample," and the σ n is one parameter of such population. In fact σ n cannot be known directly because the real noise intensities are unknown in the cell image; therefore, we have to estimateσ n of the real values depending on the identified sample from the population. Taking the main idea of bootstrapping into consideration, many samples from the same population can be efficiently replaced by resampling from "only one sample." Using mathematical notations, let θ be the mean based on one random bootstrapping sample of size m (m = # {δ(x, y) |δ(x, y) ∈ linear pattern }). The estimated noise intensity levelσ n is obtained via selecting the median value of (θ 1 , θ 2 , . . . , θ Z ) based on Z different bootstrapping samples where each sample is of size m. We use the following formula as the one to calculate different θ i , and based on calculated {θ i |i = 1, 2, . . . , Z } theσ n can be obtained:
where δ
is the absolute value of jth element in ith bootstrapping sample.
The estimation ofσ n by bootstrapping in this study is further discussed in the experimental section.σ n will be used to define the mask of a Gaussian filter for the restoration over trend residual map, which is discussed in the next section.
D. Restoration of Degraded Pixels using the Gaussian Filter
The Gaussian kernel h g (n 1 , n 2 ), which produces a 2-D Gaussian mask in image spatial domain, can be defined properly based on appropriate smoothing parameter σ. Here, we assign the estimatedσ n as the smoothing parameter of the Gaussian kernel within a local spatial domain L of size N 1 × N 2 . Then, Gaussian spatial masks h(n 1 , n 2 ) are defined, respectively, as follows:
In order to restore trend residual map δ(x, y) in (10), the above defined Gaussian spatial mask is used as follows:
Finally, the restoration result is obtained by adding the restored residual mapm(x, y) with the modeled trend surfacê l(x, y).
The restoration result presented in (16) is similar to adaptive Wiener filter (AWF) in (17) :
Equation (17) assumes that pixel intensity is stationary within local spatial domain L, then g(x, y) can be modeled by its local mean m f (x, y) and local structure response
Based on this assumption, the Wiener filter can produce the restored image WF(x, y) ∈ L as summarized in [31] . Even though both formulas in (16) and (17) have similar terms, but their differences are still evident and can be stated as follows: 1)l(x, y) represents the global brightness trend which is more noise-robust than m f (x, y), because m f (x, y) is calculated based on local support region and its noise robustness is limited. 2) h(n 1 , n 2 ;σ n ) involvesσ n , which is not calculated based on local support region but automatically estimated depending on the corrupted pixels from the whole image. By the comparison with global estimation, wiener filter locally estimates σ n . 
III. EXPERIMENTAL RESULTS
A. Experiment 1: Removal Synthetic Gaussian Noise on Yeast Cell Database
In this study, we tested the proposed restoration method by using DIC yeast cell images provided in [32] . Four datasets are used for the synthetic Gaussian noise experiment and shown in Fig. 3 . Such datasets are largely noiseless and have the following imaging settings: pixel size 0.12758 μm, objective 100×, image size 512 × 512, and intensity range is scaled to [0, 255] .
In the trend surface analysis, the polynomial order p plays a vital role in brightness trend modeling. In order to obtain reasonable trend modeling results, we select the appropriate one via assigning different p over a range of trials. For the quantitative evaluation of modeling performance and the proper selection of p, the mean square error (MSE) is utilized and the criterion of "minimal MSE" is adopted. That is, the less the MSE is, the better is the modeling performance. The appropriate choice p = 3 for brightness trend modeling is demonstrated in Table I .
The bootstrapping in this study is implemented as follows: 1) Z = 100 resamples are drawn from the Q-Q plot identified pixels sample {δ(x, y) |δ(x, y) ∈ linear pattern }; 2) the mean θ is calculated for each bootstrapping sample according to (11); 3) the estimated noise intensity levelσ n is obtained when selecting the median value of (θ 1 , θ 2 , . . . , θ Z ) according to (12) ; (iv) the (1 − α) confidence interval of the estimated σ n is [σ R (α/2) ,σ R (1−α/2) ]. For example, when Z = 100 and α = 0.05, 3rd and 97th ascending ordered elements are marked as lower and upper bounds of confidence interval, and 50th ordered element (median value) is selected asσ n .
In Fig. 4, (a) , (c), and (e) show the trend surface and Q-Q plot regarding to Fig. 3(a) . Then (b), (d), and (f) in Fig. 4 show the corrupted cell image by additive Gaussian noise (σ n = 30), their corresponding trend surface and Q-Q plot, respectively. The restoration results obtained by seven approaches for Fig. 3(a) degraded by synthetic Gaussian noise (σ n = 30) are shown in Fig. S1 (see supplement material). The degraded images are restored using seven approaches: bilateral filter (BF) [15] , AWF [31] , nonlocal mean filter (NLM) [18] , TV filter [19] , nonlinear fourth-order PDE and relaxed median filter (PDE) [21] , fuzzybased filter (FUZZY) [25] , and proposed multi-staged automatic restoration scheme (MAR). All filter parameters are tuned as follows: window size 3 × 3, σ spatial = 1 and σ range = 30 for BF; window size 3 × 3 for AWF; searching window size 7 × 7, similarity window size 3 × 3 and smoothing parameter h = σ n for NLM; theta value 16 for TV; iteration time 3 for PDE; window size 5 × 5 for FUZZY; in order to verify the necessity of brightness trend modeling in proposed restoration scheme, two different combinations: MAR1 and MAR2 are compared. Here, MAR1 stands for "QQ + Boot + GF" while MAR2 represents "Trend + QQ + Boot + GF" . Obviously, the procedure of trend surface mapping is ignored in MAR1 in contrast to MAR2. We assign filter mask size 3 × 3 for MAR1, and mask size 3 × 3 as well as polynomial order p = 3 for MAR2. Two restoration quality criteria: PSNR and SSIM are used to evaluate the performance of these six approaches (the higher PSNR and SSIM the better restoration). In particular, the SSIM index was proposed to predict human preferences in evaluating image quality. The introduction of the SSIM index was based on the motivation that although PSNR are among the most popular measures of image quality, they do not account for both intensity variations and geometric distortions. The structural information of an image expressed by the SSIM index is defined as attributes that represent the visual structures of the objects, apart from the mean intensity and contrast. The SSIM index has been reported as a good image quality assessment for a wide variety of image distortions [33] . Thus, the use of SSIM can be useful for quantifying the overall structure of a restored image which is reconstructed to its original version. Table II and Tables S1-S3 (see supplement material) present the comparison of restoration results provided by seven methods for 4 yeast cell datasets degraded by varying intensities of Gaussian noise (σ n = 10, 20, 30, 40, and 50, respectively). The restoration performance achieved by MAR2 is better than that of MAR1. Besides, MAR2 outputs the best restoration results in terms of PSNR and SSIM at moderate and high noise intensities of σ n = 20, 30, 40, and 50. At lower noise intensity of σ n = 10, MAR2 dose not achieve highest PSNR and SSIM but it is still competitive to NLM, TV, and FUZZY. In the proposed MAR2 scheme, the brightness trend modeling and Q-Q plot contribute to the effective identification of corrupted pixels. According to Fig. 4(c) and (d) , the modeled brightness trends are quite similar with each other before and after noise corruption, due to the advantage of noise robustness provided by trend surface fitting in Geostatistics. That is, involvement of a measurement error in geographic surveys probably results in noisy measured data. Trend surface mapping captures global trends of measured data instead of the local patterns, therefore the adverse effects of noise could be significantly reduced. In the procedure of brightness trend modeling, we test different polynomial orders and find that the use of higher orders (e.g., p = 4, 5, and 6) quite often leads to the distortion around image boundary and results in high MSE. This issue has been discussed in [27] and [28] and demonstrated in Table I . Furthermore, from top right to bottom left in studied images, the image brightness gradually becomes dark to bright in Fig. 3(a) , and this gradually varied trend is captured by trend surface mapping in Fig. 4(c) and (d) , respectively. Depending on Fig. 4(f) , the Q-Q plot reveals that the distribution of noisy pixel intensities could evolve to Gaussian-like distribution due to the effect of synthetic Gaussian noise. That is, the linear pattern along reference line in Q-Q plot, highlights the corrupted pixels. In noiseless cases, images carry little noise; therefore, the linear pattern along reference line in the Q-Q plot is not obvious [shown in Fig. 4(e) ]; however, for severe noise corruption, the linear pattern could be more distinct because the images suffer much more noise [illustrated in Fig. 4(f) ]. In the proposed MAR2 scheme, only the highly corrupted pixels identified by linear pattern are involved in bootstrapping for noise estimation. In order to verify the efficiency of noise level estimation based on proposed "Trend + QQ + Boot" scheme, the synthetic Gaussian noise with varying intensities (σ n = 10, 20, 30, 40, 50, 60, 70, and 80, respectively) is added up to four studied cell images. Then, the estimation is compared with ground truth and WF scheme. Fig. 5 demonstrates the efficiency of proposed "Trend + QQ + Boot" noise estimation scheme. Table III illustrates the comparison of computation time taken by seven restoration methods for denoising a single image whose size is 512 × 512. According to Table III, the ranking of different filters in an increasing order is sorted as follows (1 and 7 represent the least and most processing time, respectively): (1) WF, (2) TV, (3) PDE, (4) MAR2, (5) BF, (6) FUZZY and (7) NLM. Both WF and TV require little time for image denoising and can be regarded as the quickest filters in this experiment. PDE needs to iteratively update pixel intensities while MAR2 integrates different three approaches to work as a whole. Both could be comparably slower. BF locally detects the edges depending on intensity range kernel sliding over the whole image domain, thus, more processing time has to be consumed. FUZZY calculates the local difference by sliding window and obtains the pixel-wise uncertainty; therefore, the running-time is long. The Fig. 3(a) .
computational time of NLM is significantly higher than other techniques, and even this filter would take more time for image restoration if searching or similarity window size is enlarged.
B. Experiment 2: Removal Synthetic Poisson Noise on Yeast Cell Database
This experiment extends the proposed approach to remove the Poisson noise, which is easily generated in microscopy system [11] , [46] . Unlike Gaussian-distributed noise, removing Poisson-distributed noise in microscopy images is not an easy task, due to the parameter of Poisson distribution is a function of the underlying image pixel intensity. Consequently, the proposed approach cannot be utilized in a straightforward way to handle Poisson noise. However, a transformation-based strategy is adopted to cope with Poisson noise by integrating variance stability transform (VST) with the proposed multistaged restoration scheme. That is, VST is applied to the input image, and then through the VST transformation, the noise with Poisson distribution is converted to the noise with approximated Gaussian distribution. The VST is mathematically denoted as follows according to [34] and [35] :
where S and Z are the transformed image (after VST) and the input image (before VST), respectively. After using VST, our proposed algorithm can be used to denoise the transformed image with the same multistaged restoration scheme proposed in the paper, and the denoised result can be transformed back to the restored image by using an inverse transformation (iVST) denoted as follows:Ẑ
whereẐ represents the final restored image (after iVST), and S represents the result obtained by the proposed multistaged restoration scheme (before iVST). This integrated strategy (VST + MAR2 + iVST) is easy to be implemented. Similarly, we also apply the same integrated strategy to BF, WF, NLM, TV, PDE, and FUZZY for Poisson noise removal. All filter parameters are maintained the same as those in experiment 1. Table IV demonstrates that the proposed method outperforms other methods in terms of PSNR and SSIM.
C. Experiment 3: Segmentation for Real Noisy Phagocytosing Budded Yeast Cell Database
In this experiment, we use a real noisy DIC microscopy cell dataset provided in [36] to verify whether the proposed restoration scheme would improve the performance of cell segmentation. The used phagocytosing budded yeast cell database is a time series whose imaging settings are pixel size 0.14 μm, NA DIC objective 63 × 1.4, time spacing 3.94 s, image size 154 × 126 and intensity range is scaled to [0, 255]. The above seven restoration approaches: BF, WF, NLM, TV, PDE, FUZZY and MAR2 are applied to restore this real noisy dataset, respectively, and subsequent cell segmentation is implemented based on the obtained restoration results.
The segmentation method used in this experiment is one of the typical morphological filtering approaches [37] . By combining different morphological operators such as erosion, dilation, opening, and closing, the cellular regions could be effectively marked and segmented [40] . Here the "disk" structure element is assigned to implement morphological filtering. In order to obtain correctly segmented cellular regions, we select the appropriate element size based on the segmentation performance obtained over a range of trials. For the quantitative evaluation of segmentation results, ground truth is given by manual segmentation. Here, the true positive rate (TPR: sensitivity) is defined as the percentage of pixels that belongs to cellular regions which are correctly segmented from the background, and false positive rate (FPR: specificity) is defined as the percentage of pixels that belongs to the background but wrongly recognized as cellular pixels. The proper selection of the structure element size is demonstrated in Table S4 (see supplement material), where the criterion of "the highest TPR and the lower FPR" is adopted. For the images denoised by different restoration methods, the appropriate structure element sizes are used and the corresponding segmentation results are shown in Fig. 6 . In general, the segmentation result based on MAR2 demonstrates the correctly segmented cellular regions in contrast to other six methods. The segmentation result depending on FUZZY is competitive to that of MAR2, even small areas inside the cell are missing [shown in Fig. 6 (p) ]. The segmentation results based on BF and WF appear in the incomplete cellular regions (shown in Fig. 6 (k) and (l), respectively). For WF-, NLM-, TV-, and PDE-based segmentation, the wrongly recognized pixels can be obviously observed in Fig. 6 (l) , (m), (n), and (o) respectively. The direct segmentation based on real noisy data produces a poor result. Because a large number of cellular pixels are falsely segmented as background ones, they are missing in the binary result.
IV. CONCLUSION
Segmentation-based image analysis for the individual cell from microscopy images is promising. However, this task encounters a number of challenges [41] - [43] : 1) the intensities of the fluorophores and their spatial distribution may change over time during an experiment, leading spot stain in each image; 2) the images suffer low SNR, because the laser light intensity needed to excite fluorescent probes is often reduced as minimum as possible to avoid cell damage; 3) the cells are often touching and occluded, when cells are aggregated and interact with each other; 4) the cell morphology change could continuously happen during the cell cycle, and consequently the cell morphology may be diverse at the different cell phase. Therefore, the influence of noise can cause difficulty in automated cell segmentation and feature extraction of cell images such as cell counting, texture representation, and morphological characteristic extraction.
Subcellular organelle segmentation is another promising direction with the high-resolution microscopy [44] , [45] . The subcellular components and organelle structures can be clearly observed and well investigated via high-resolution microscopy. In contrast to the lower resolution microscopy, however, the higher resolution microscopy images are easily corrupted by higher intensity noise, because of the high-resolution light microscopy approaching the resolution limit [11] . Prior to subcellular organelle segmentation, the following assumptions need to be made.
1) The noise corruption needs to be assumed mild and moderate. Otherwise, the restored image would contain lots of noise once serious noise corruption happened. As a consequence, the subcellular organelle segmentation based on such not well restored images would result in the large number of missing or false subcellular organelle. 2) For the real-world images generated from microscopy, the noise needs to be assumed as Gaussian distributed. If so, the proposed method would be confident to remove the Gaussian-distributed noise. Otherwise, the proposed algorithm could not be applied directly. For the assumption of Poisson noise corruption, VST could be integrated with the proposed algorithm to effectively remove Poisson noise. We have discussed a novel integration of trend surface mapping, Q-Q plot, bootstrapping, and Gaussian spatial kernel for removing Gaussian-like noise in microscopy cell images. The integrated approach performs as an adaptive image restoration which achieves better results compared to some other stateof-art restoration methods. One advantage of the proposed approach is that its methodology is flexible and therefore can be extended to handle Poisson noise. Besides, the potential improvement is the appropriate selection of noisy pixel candidates according to the linear pattern along a reference line in a Q-Q plot. Such a selection could improve the reliability of noise estimation by bootstrapping. Above all, the proposed multistaged automatic restoration method provides a superior denoising scheme, and could be a highly valuable step prior to cell segmentation for numerously generated and widely used microscopy cell images.
