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An equation of the distributed VolterraLotka type, with free boundary of the
obstacle type, with possible applications in ecology, when extinction of the biologi-
cal species is of particular concern, is introduced and solved. An optimal control
problem for such an equation, and in particular the problem of minimization
of the area of extinction of the species, is introduced and to some extent solved.
 1997 Academic Press
1. INTRODUCTION
Modeling of distributed population dynamics was studied in the
literature (see [14] and the references given there). The optimal control of
distributed population dynamics, by the method of monotone iterations,1
was introduced by the author and others in [8, 9, 17].2 The crucial
assumption in those studies is that the harvesting rate of the species is
linear with respect to the size of the population. The consequence of such
an assumption in a model is that the species is either totally extinct, or its
density is strictly positive in all of the considered region. The partial extinc-
tion never occurs.
The present study is about modeling and optimal control of Volterra
Lotka type equations with stronger than linear harvesting rates when the
size of the population is small. Mathematically, the problem becomes a free
boundary problem of the elliptic or parabolic3 (nonlinear) obstacle type.
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1 This method is previously introduced in the optimal control theory by the author
[20, 21]. For some other applications see [16, 13].
2 For some applications and extensions see [12, 15].
3 In this paper we study elliptic problem only. The method of the present paper can be
adapted also for the case of periodic-parabolic problem; see [8, 9] for the case without free
boundaries.
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The free boundary is the a priori unknown surface in space or space-time
which separates the region where the species exists (the non-extinction
region), and the region where the species is extinct (the extinction region).
The optimal control problem is to design a harvesting policy so that cer-
tain goals are achieved. The optimal control of obstacle problems was
studied in the literature.4 The optimal control of free boundary was studied
by various relaxation methods, e.g. [1, 2, 18]. In [23] the author intro-
duced the method of optimal control of free boundaries (without any
relaxation), which can be adapted to the present situation. The method is
analytical and numerical, so that the optimal strategies can be computed.
2. STATE EQUATION
Let u represent the density of certain species in a bounded region 0/Rn,
and let it satisfy the following equation
&2u+ fg(u)+bu2&au=0 in 0 (1)
u
&
=ub I[u>0] on 0 (2)
where5
f # L2+(0) (3)
b>0 (4)
a # L+(0) (5)
ub # W 1, p(0), p>
n
2
, (6)
and where
g(u)=- =2+u2 I[u>0] (7)
for some given =>0, and where I[u>0] is the usual characteristic function
of the set [u>0]
I[u>0](x)={1 u(x)>00 u(x)0. (8)
Notice that I[z>0] has a meaning on 0 as I[z |0>0] , where z | 0 is the
usual trace of z on 0.
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4 See [26, 1, 7] and the references given there.
5 Lp+(0)=[g # L
p(0), g0], p1. Similarly for W 1, 2+ (0).
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In the above, f represents the harvesting effort, b is the crowding effect,
a is the intrinsic growth rate of the species, and ub 6 is the in-out-flux of the
region. The nonlinearity of the function g describes the sensitivity of the
species when the population density is small.7 In previous population
studies g(u) is of order u when u is close to zero. The jump of g at zero
makes it possible to model extinction, since if f (or u&b ) is strong enough
it is possible, under present conditions, to have a nonempty extinction
region [u=0]/0. The boundary
1=0 & [u>0] (9)
separating the extinction region [u=0] from the non-extinction region
[u>0] is called the free boundary.8
The state equation (1-2) deserves careful study. That is the subject of this
section. When ==0, i.e., g(u)=u+,9 then, in addition to trivial zero solu-
tion, under some assumptions, there exists a unique strictly positive solu-
tion (see e.g., [10, 11]; for optimal control in that situation see [17]). The
present situation is more delicate. To understand what the proper notion
of the solution of (1-2) is, we need to pause in order to consider a simpler
problem first.
2.1. Remarks on a Related Obstacle Problem
Let *>0 be given. Consider following problems:
Problem 1. Find u # W2, 2(0), such that
&2u+ fI[u>0]+*u=0 in 0 (10)
u
&
&ub I[u>0]=0 on 0 (11)
ub+I[u=0]=0 on 0. (12)
Problem 2. Find the maximal function u # W2, 2(0), such that
&2u+ fI[u>0]+*u=0 in 0 (13)
u
&
&ub I[u>0]=0 on 0. (14)
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6 ub=u+b &u
&
b , u
\
b 0. u
+
b is the in-flux into the region 0, while u
&
b is the out-flux. In
general, we shall use the notation: u 6 v=max(u, v), u 7 v=min(u, v), u+=u 6 0,
u&=&(v 7 0).
7 Constant = can be viewed as a critical population density when the species becomes par-
ticularly sensitive.
8 By now the classical reference on free boundary problems is [6].
9 ub=0.
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Problem 3. Find u # W2, 2(0), such that
&2u+ f +*u0
u(&2u+ f +*u)=0= in 0 (15)u0
u
&
ub
= on 0 (16)\u&&ub+ u=0
u0
Problem 4. Find u # K=[v # W1, 2(0), v0 in 0], such that
|
0
{u } {(v&u)+( f +*u)(v&u)|
0
ub(v&u) \v # K. (17)
Remark 1. Problem 1 was introduced by the author in [22] for a
somewhat different situation. Problem 2 is introduced here for the first
time. Problems 3 and 4 are classical formulations of the variational
inequality that we study here (see [25]).
Proposition 1. Problems (14) are all equivalent.
Proof. The equivalence between Problems (3) and (4) is very well
known (see [6]).
Recall (10).10
Lemma 1. Let u be a solution of Problem (1). Then u0 in 0.
Proof. We have
|
0
{u } {.+( fI[u>0]+*u).=|
0
ubI[u>0] . (18)
for all . # W1,2(0). By taking .=u&, we conclude
|
0
|{u&|2+*(u&)2=0 (19)
from which Lemma 1 follows.
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Corollary 1. A solution of Problem (1) is a solution of Problem (3).
Remark 2. Since it is well known that Problem (3) admits a unique
solution, uniqueness follows for Problem (1). Nevertheless, the following
direct argument may provide more insight.
Lemma 2. Problem (1) has the unique solution.
Proof. For existence one can minimize the following locally Lipschitz
continuous11 variational functional12:
G: {
dom(G)=W1, 2(0)
(20)
G(u)=|
0
( 12 |{u|
2+ fu++ 12*u
2)&|
0
ubu+.
Alternatively, the classical theory (see [25]) provides existence and
W2,2(0) & W 2,loc (0)-regularity.
For uniqueness, let u1 and u2 be two solutions of Problem (1). Then, for
i=1, 2
|
0
{ui } {(u1&u2)+( fI[ui>0]+*ui)(u1&u2)
=|
0
(u+b &ub
&) [ui>0](u1&u2). (21)
Adding those two equations we get
|
0
|{(u1&u2)|2+ f ( I[u1>0]&I[u2>0])(u1&u2)
=|
0
u+b (I[u2=0]&I[u1=0])(u1&u2)&u
&
b (I[u1>0]&I[u2>0])(u1&u2)
=|
0
&u&b (I[u1>0]&I[u2>0])(u1&u2)0 (22)
which proves the Lemma.
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12 This method was introduced by the author in [22] for a somewhat different problem.
File: 505J 321506 . By:CV . Date:21:04:97 . Time:11:07 LOP8M. V8.0. Page 01:01
Codes: 2267 Signs: 1110 . Length: 45 pic 0 pts, 190 mm
This also proves the equivalence of Problem (1) to Problems (3, 4).
Since the solution of Problem (1) satisfies (13) and (14), the Proposition
follows from the following Lemma.
Lemma 3. Let v be any function satisfying (13) and (14), and let u be the
solution of Problem (1). Then
vu. (23)
Proof. Similarly as above, we have
|
0
|{(v&u)+|2+ f (I[v>0]&I[u>0])(v&u)+
=|
0
u+b (I[u=0]&I[v=0])(v&u)
+&u&b (I[v>0]&I[u>0])(v&u)
+
=&|
0
[u+b I[v=0]+u
&
b (I[v>0]&I[u>0])](v&u)
+0. (24)
Hence, (v&u)+=0, which proves the Lemma.
Remark 3. For us the formulation (2) will be the most important: The
solution of the classical obstacle problem is the maximal solution of the
semilinear equation (1314).
2.2. Solution of the State Equation
.
The preceding section motivates the following:
Problem 5. Find the maximal solution of (1-2).
Theorem 1. There exists a unique solution u of Problem (5). Moreover,
0uv (25)
in 0, where v is a solution of the Neumann problem
&2v +&a&L(0) v =
&a&2L(0)
b
in 0 (26)
v
&
=u+b on 0. (27)
Moreover, define a sequence [un]n=0, 1, ... by u0=v , and, for n1, un as the
unique solution of the obstacle problem
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&2un+ fg(un)+*un=(aun&1&bu2n&1+*un&1) I[un>0] in 0 (28)
(aun&1&bu2n&1+*un&1&=f )
+ I[un=0]=0 in 0 (29)
un
&
&ub I[un>0]=0 on 0 (30)
u+b I[un=0]=0 on 0 (31)
where
*=2b &v &L(0) . (32)
Then unun&1 for all n1, and
u= lim
n  
un . (33)
Remark 4. Problem (2831) is equivalent to the variational inequality:
Find un # K, such that
|
0
{un } {(.&un)+ f - =2+un2(.&un)+*un(.&un)
|
0
(aun&1&bu2n&1+*un&1)(.&un)+|
0
ub(.&un) (34)
for all . # K. Since on the left-hand side of (34) we have a maximal
monotone operator, (34) can be solved by classical methods.
Proof. Since 0 is a solution of (1-2), we have u0.
Lemma 4. Let u be any solution of (1-2). Then uv .
Proof. Consider the test function .=u 6 v &v =(u&v )+ in the weak
formulation of (1-2). We get
|
0
{u } {(u&v )++u(bu&a)(u&v )+|
0
ub I[u>0](u&v )+. (35)
From this
|
0
|{(u&v )+| 2+{v } {(u&v )++u(bu&a)(u&v )+
|
0
ub I[u>0] (u&v )+, (36)
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and hence
|
0
|{(u&v )+|2+\&a&L(0)b &v + &a&L(0)(u&v )+
+|
0
u(bu&a)(u&v )+0 (37)
since
I[u>0](u&v )+=(u&v )+. (38)
Notice that
v 
&a&L(0)
b
. (39)
Hence, on the set [uv ]
u(bu&a)&\v &&a&L(0)b + &a&L(0)

&a&L(0)
b
(bu&&a&L(0))&\v &&a&L(0)b + &a&L(0)
=&a&L(0) (u&v )0. (40)
We conclude, from (37) and (40), that (u&v )+ is a constant, and further-
more, equal to zero. The Lemma is proved.
Lemma 5. Let [un] be a sequence defined in Theorem 1. Then, for any
n1,
unun&1. (41)
Proof. The proof is a modification of the proof of Lemma 4. Let n=1.
We use the notation u=u1 , v =u0 . Also, recall (38). Then, we have
|
0
{u } {(u&v )++v (bv &a)(u&v )++*((u&v )+)2|
0
ub(u&v )+.
(42)
From this
|
0
|{(u&v )+|2+{v } {(u&v )++v (bv &a)(u&v )++*((u&v )+)2
|
0
ub (u&v )+ (43)
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and hence
|
0
|{(u&v )+|2+\&a&L(0)b &v + &a&L(0) (u&v )+
+|
0
v (bv &a)(u&v )++*((u&v )+)20. (44)
Now
v (bv &a)&\v &&a&L(0)b + &a&L(0)

&a&L(0)
b
(bv &&a&L(0))&\v &&a&L(0)b + &a&L(0)=0. (45)
We conclude, from (44) and (45), that (u&v )+ is equal to zero. That
proves the Lemma for n=1.
Suppose the Lemma is proved for n=k. Then, similarly, we have
I[uk+1>0](uk+1&uk)
+=(uk+1&uk)+ (46)
and
|
0
|{(uk+1&uk)+|2+{uk } {(uk+1&uk)+
+|
0
fg(uk+1)(uk+1&uk)++*uk (uk+1&uk)+
=|
0
h(uk)(uk+1&uk)++|
0
ub (uk+1&uk)+ (47)
where
h(u)=au&bu2+*u. (48)
Since, by the choice of *, h is monotone increasing on [0, &v &L(0)], we
have
|
0
|{(uk+1&uk)+|2+ f (g(uk+1)&g(uk))(uk+1&uk)+
+|
0
*((uk+1&uk)+)2=|
0
(h(uk)&h(uk&1))(uk+1&uk)+0 (49)
which, by the monotonicity of g, proves the Lemma.
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Lemma 6. Let w be any solution of (1-2), and let [un] be a sequence
defined in Theorem 1. Then, for any n1,
wun . (50)
Proof. To prove (50) for n=1 we proceed as follows. From Lemma 4
we have
wv (51)
and our goal is to show that
wu1 . (52)
So,
|
0
{w } {(w&u1)++ fg(w)(w&u1)++w(bw&a)(w&u1)+
=|
0
ubI[w>0](w&u1)+ (53)
and
|
0
{u1 } {(w&u1)++ fg(u1)(w&u1)++*u1(w&u1)+
=|
0
h(v ) I[u1>0](w&u1)
++|
0
ub I[u1>0](w&u1)
+. (54)
Rewriting (53) as
|
0
|{(w&u1)+|2+{u1 } {(w&u1)++ fg(w)(w&u1)+
&|
0
h(w)(w&u1)++*w(w&u1)+=|
0
ub(w&u1)+, (55)
from (54) we conclude
|
0
|{(w&u1)+| 2+(h(v )&h(w))(w&u1)+
+|
0
f (g(w)&g(u1))(w&u1)++*((w&u1)+)2=0. (56)
From (51) and (56) we conclude (52).
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To prove (50) for n=2, instead of (51), we use (52), and proceed in the
same way by induction. The Lemma is proved.
To prove the theorem we need to pass the limit n  . To this end,
noticing uniform W2, 2(0)-estimates for the sequence [un], we use the for-
mulation (34), to conclude that the limiting function u # K satisfies
|
0
{u } {(.&u)+ f- =2+u2(.&u)+u(bu&a)(.&u)
|
0
ub(.&u) \. # K. (57)
Then it is not difficult to see that u solves Problem (5). The Theorem is
proved.
Remark 5. From (57) we can also see that
u+b I[u=0] | 0=0. (58)
Problem 6. Find the maximal solution of (1-2) such that (58) holds.
Problem 7. Find the maximal solution of (57).
Remark 6. Problems (5), (6), and (7) are all equivalent. Also, one can
write an equivalent problem similar to Problem (3).
2.3. Computational Example and Remarks
The finite element approximation of the algorithm described in
Theorem 1 is realized in a Fortran code. Here is one simple example of
computations.
Let 0=(0, 1)_(0, 1), b=1, ub=0, ==1. The intrinsic growth rate is
a(x1 , x2)=10I[x1>12] (59)
and the harvesting effort,
f1(x1 , x2)=20I[x1<12] . (60)
So, the state equation (1-2) reads explicitly as
&2u+20I[x1<12] - 1+u
2I[u>0]+u2&10I[x1>12] u=0 in 0 (61)
u
&
=0 on 0. (62)
The corresponding solution is graphed in Fig. 1. One may notice in
Figure 1 the extinction region, the free boundary, and the non-extinction
region.
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Fig. 1. u1 .
On the other hand, if in the same example
a(x1 , x2)=5I[x1>12] , (63)
then the corresponding solution is identically equal to zero; the species is
totally extinct.
This is not surprising since the first eigenvalue ’1 for
&2u=’u in 0 & {x1>12= (64)
u=0 on 0 & {x1=12= (65)
u
&
=0 on 0 & {x1>12= (66)
is
’1=?2. (67)
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Remark 7. It is possible to compute the solution of (62) directly,
without the iterative scheme from Theorem 1. The direct computation
algorithm is implemented by the author, as well, and although formal, it is
much more effective.
3. OPTIMAL CONTROL PROBLEM:
MINIMIZATION OF THE EXTINCTION REGION
Definition 1. For each f # L2+(0) we define a harvesting map
H : L2+(0) % f [ u # W1, 2(0) (68)
where u is the corresponding solution of the Problem (5).
Definition 2. For each f # L2+(0) we define a payoff functional
J( f )=|
0
(q1 I[H( f )>0]+q2 fH( f )&q3 f ) dx. (69)
Functions qi , i=1, 2, 3 are various distributed weights that one can
choose. We shall assume
q1 # W 1, 2+ (0) (70)
q2 , q3 # L2+(0). (71)
Remark 8. The first term in the payoff functional measures the area of
the non-extinction region. Mathematically, at least, this is the most inter-
esting term in (69). The purpose is to maximize the non-extinction region,
i.e., to minimize the extinction region. The second term measures the
economic benefit of the harvesting, while the last term is the cost of
harvesting.
The problem is to search for local maximizers of J.
3.1. On Lipschitz Continuity and Monotonicity of the Harvesting Map
Proposition 2. If f1 , f2 # L2+(0) are such that
( f1 6 f2)
H( f1) 7 H( f2)
- =2+(H( f1) 7 H( f2))2
+b(H( f1)+H( f2))&a>0
in 0 & [H( f1)&H( f2){0] (72)
then
&H( f1)&H( f2)&W1, 2 (0)c & f1& f2&L2(0) , (73)
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where c is an a priori constant, and
if f1 f2 then H( f1)H( f2). (74)
Remark 9. Notice that
[H( f1)&H( f2){0]/[H( f1)>0] _ [H( f2)>0] (75)
so that it is enough that condition (72) holds in the non-extinction regions.
Proof. Let H( fi)=ui , i=1, 2. Then
&2ui+ fi g(ui)+bu2i &aui=0 in 0 (76)
ui
&
&ub I[ui>0]=0 on 0 (77)
u+b I[ui=0]=0 on 0 (78)
for i=1, 2. Hence,
&2(u1&u2)+ f1(g(u1)& g(u2))+b(u1+u2)(u1&u2)&a(u1&u2)
=( f2& f1)g(u2). (79)
Multiplying (79) by (u1&u2), integrating in 0, notice that
|
0
f1(- =2+u21 I[u1>0]&- =
2+u22 I[u2>0])(u1&u2)
|
0
f1 (- =2+u21&- =2+u22)(u1&u2) (80)
and by the monotonicity of function
! [
d
d!
- =2+!2=
!
- =2+!2
(81)
we conclude
|
0
|{(u1&u2)| 2+|
0 _ f1
u1 7 u2
- =2+(u1 7 u2)2
+b(u1+u2)&a& (u1&u2)2
|
0
( f2& f1) g(u2)(u1&u2)+|
0
ub (I[u1>0]&I[u2>0])(u1&u2)
=|
0
( f2& f1) g(u2)(u1&u2)+|
0
(&u&b )(I[u1>0]&I[u2>0])(u1&u2)
|
0
( f2& f1) g(u2)(u1&u2). (82)
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Now since
&ui&L(0)&v &L(0)c< (83)
we conclude (73) using Ho lder’s inequality. To prove (74), we multiply
(79) by (u1&u2)+ and this time we conclude
|
0
|{(u1&u2)+|2+|
0 _ f1
u1 7u2
- =2+(u1 7 u2)2
+b(u1+u2)&a& ((u1&u2)+)2
|
0
( f2& f1) g(u2)(u1&u2)+0. (84)
The Proposition is proved.
In order to study Lipschitz continuity of the harvesting map in L-norm,
we need the following auxiliary function:
For given = >0 define $= $ as a solution of
&2$+\( f1 6 f2) H( f1) 7 H( f2)- =2+(H( f1) 7H( f2))2+b(H( f1)+H( f2))&a+
+
$
== g(H( f1) 6 H( f2)) in 0
$
&
=0 on 0. (85)
Notice that $= >0.
Proposition 3. Suppose that f1 , f2 are such that
&$= &L(0)c= (86)
for some c>0. Then, if
f1 f2&= (87)
then
H( f1)H( f2)+c= . (88)
Proof. We only sketch the proof. Again, let H( fi)=ui , i=1, 2. Then,
instead of (79), we have
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&2(u1&u2&$)+ f1(g(u1)& g(u2))+b(u1+u2)(u1&u2)&a(u1&u2)
=\( f1 6 f2) u1 7u2- =2+(u1 7 u2)2+b(u1+u2)&a+
+
$
=( f2& f1) g(u2)&= g(u1 6u2)
( f2& f1&= ) g(u2). (89)
Multiplying (89) by (u1&u2&$)+, and proceeding similarly as in the
proof of Proposition 2, we get
|
0
|{(u1&u2&$)+ |2
+\( f1 6 f2) u1 7u2- =2+(u1 7 u2)2+b(u1+u2)&a+
+
((u1&u2&$)+)2
|
0
( f2& f1&= ) g(u2)(u1&u2+$)+0 (90)
which implies
H( f1)H( f2)+$. (91)
The Proposition is proved.
Corollary 2. Under the same assumption
&H( f1)&H( f2)&L(0)c & f1& f2&L(0) . (92)
3.2. On Regularity of Free Boundary and on Differentiability of the
Harvesting map
Lemma 7. If
a, f # C:(0) (93)
for some :>0, then
u # W 2, loc (0). (94)
Proof. Notice that if u is a solution of (1-2) and (58), then it is also a
solution of
&2u+( f- =2+u2+bu2&au) I[u>0]=0
( f- =2+u2+bu2&au)& I[u=0]=0= in 0 (95)
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and (2, 58), i.e., u is the unique solution of the (‘‘linear’’) obstacle problem
with f- =2+u2+bu2&au as a ‘‘forcing’’ term. Also notice that (93)
implies, u being bounded by the construction, from (95) by the elliptic
estimates, that u # W 2, ploc (0), for any p<, and hence, f- =2+u2+bu2&
au # C:(0). Hence (94) follows from classical results in obstacle problems
(see [6]). The Lemma is proved.
For fundamental results of L. A. Caffarelli, on regularity and stability of
free boundaries in obstacle problems, we refer the reader to [3, 5] and
also [6].
Definition 3. We shall say that the extinction region is not too thin at
x0 # 1, or alternatively that the free boundary 1 is regular at x0 , if the
minimum diameter condition on the coincidence set of L. A. Caffarelli [4]
is fulfilled at x0 . We shall say that the extinction region is not too thin, if
it is not to thin at any x0 # 1. Alternatively, we say that the free boundary
1 is regular.
Remark. If the free boundary 1 is a graph of a Lipschitz continuous
function in a neighborhood of x0 # 1, then the extinction region is not too
thin at x0 .
Proposition 4. Suppose f # L2+(0) is such that the corresponding free
boundary is regular. Suppose f # L2+(0), and f # L
2(0) are such that for
some *0 small enough, if f1= f and f2= f +*f then (72, 86) hold uniformly
in * # (&*0 , *0). Then there exists w # W1, 2(0) & L(0) such that
H( f +*f )&H( f )
*
( w (96)
as *  0, weakly in W1, 2(0), and weakly* in L(0). Moreover,
&2w+\ fu- =2+u2+2bu&a+ w=&f - =2+u2 in 0 & [u>0] (97)
w=0 in 0 & [u=0] (98)
w
&
=0 on 0. (99)
Proof. From the previous section we have
"H( f +*f
 )&H( f )
* "W 1, 2(0)+"
H( f +*f )&H( f )
* "L(0)c. (100)
As in the proof of Lemma 7, we can consider these problems as ‘‘linear’’
obstacle problems with appropriate right hand sides. Hence, by (100) and
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also by (94), and the assumption in the proposition, we can apply the
Caffarelli’s theorem on stability of free boundaries [5] (see also [6]), to
conclude that the free boundaries corresponding to f +*f are regular as
well, and that they converge to the free boundary corresponding to f. Then
it is easy to conclude (cf. [7]) all the statements in the proposition. The
Proposition is proved.
3.3. On Differentiability of the Payoff Functional
In order to study differentiability of the first term in the payoff functional
(69), we need a quantitative complement to the theorem on stability of free
boundaries [5]. This is the subject of the following proposition.13
Proposition 5. Let all of the assumptions of Proposition 4 hold. Let 1
be the free boundary corresponding to f, i.e., 1=0 & [H( f )>0]. Let f >0
on 1. Then
I[H( f +*f )>0]&I[H( f )>0]
*
( &
1
=f
w
& }1 (101)
weakly in (H1(0))* (the dual of H1(0)), as *  0, where w is characterized
in Proposition 4, where & is the unit normal to 1 exterior to [H( f )>0], and
where
&
1
=f
w
& }1 # (H1(0))*
is defined by
&
1
=f
w
& }1 (.)=|1&
1
=f
w
&
. (102)
for any . # H1(0).
Remark 11.
|
1
&
1
=f
w
&
., for any . # H 1(0),
is well defined since, by the assumption, 1 is regular.
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Proof. Let u*=H( f +*f ), u0=H( f ). Then
&2u*+( f +*f ) - =2+u2* I[u*>0]+bu
2
*&au*=0 (103)
&2u0+ f - =2+u02 I[u0>0]+bu0
2&au0=0 (104)
with appropriate boundary conditions. Hence,
&2 \u*&u0* ++ f
- =2+u2*&- =2+u20
*
I[u*>0]
+ f - =2+u20
I[u*>0]&I[u*>0]
*
+b(u*+u0)
u*&u0
*
&a
u*&u0
*
= &f - =2+u2* I[u*>0] . (105)
Multiplying (105) by . # H 1(0) and integrating by parts in 0, and passing
the limit *  0, we get
|
0
{w } {.+|
0
f
u0 w
- =2+u20
.+ lim
*  0 |0 =f
I[u*>0]&I[u0>0]
*
.
+|
0
(2bu0&a) w.=&|
0
f - =2+u20 I[u0>0] .. (106)
Integrating by parts in [u0>0] we conclude
|
1
w
&
.+ lim
*  0 |0 =f
I[u*>0]&I[u0>0]
*
.=0, (107)
and hence, by changing a test function to .=f, we get
|
1
1
=f
w
&
.+ lim
*  0 |0
I[u*>0]&I[u0>0]
*
.=0. (108)
The Proposition is proved.
In general, for f # L2+(0), J is not differentiable at f. Nevertheless, for
certain (many) f ’s, J is differentiable, and, as a consequence of Proposi-
tion 5, gradient {J( f ) can be computed.
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Theorem 2. Let the assumptions of Proposition 5 hold. Then J is dif-
ferentiable at f and its gradient, when identified as an element of L2(0), is
given by
{J( f )=&p - =2+u2+q2 u&q3 (109)
where u=H( f ), and where p, the adjoint function, is defined as a solution
of the mixed boundary value problem in the non-extinction region:
&2p+\ fu- =2+u2+2bu&a+ p=q2 f 0 & [u>0] (110)
p=
q1
=f
on 1 (111)
p
&
=0 on 0 & [u>0]. (112)
Also, p is extended as zero in [u=0].
Fig. 2. fopt .
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Proof. We compute the directional derivative J$( f; f ). From Proposi-
tion 5 we have
J$( f; f )= lim
*  0
J( f +*f )&J( f )
*
=&|
1
q1
=f
w
&
+|
[u>0]
q2 fw+|
0
(q2 u&q3) f . (113)
Using (110112) and (9799), we get
J$( f; f )= &|
1
p
w
&
+|
[u>0] \&2p+\
fu
- =2+u2
+2bu&a+ p+ w
+|
0
(q2 u&q3) f
=|
0
(&p - =2+u2+q2 u&q3) f . (114)
The Theorem is proved.
Fig. 3. uopt .
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So, one can search for the local maximizer of J using the steepest ascent
algorithm, as follows:
Initialize the iteration by some f1 .
Suppose fn has been determined.
To find fn+1 , compute un as a solution of (1-2), with fn as data, compute
pn as a solution of (110112), with fn and un as data, compute the gradient
{J( fn) using (109). Then
fn+1=( fn+\n {J( fn))+, \n>0. (115)
3.4. Computational Example: Continuation
We continue the example from Section 2.3. To initialize the steepest
ascent algorithm we choose f1 , the harvesting effort, to be
f1(x1 , x2)=20I[x1<12] . (116)
The corresponding solution u1 of the state equation is presented in Fig. 1.
We apply the steepest ascent algorithm described above with \n=1. In
Fig. 2 and 3, possibly local, optimal harvesting effort fopt , and the corre-
sponding solution uopt , of the state equation are graphed. The extinction
region, present in u1 , is eliminated in the optimization process.
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