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1 Introduction
Let X be a projective variety over a field k, i.e. a reduced projective scheme over
Spec k, and X a projective variety of relative dimension s over Z that is a reduced
projective flat scheme over SpecZ. For an ample line bundle L on X , a positive
metrized line bundle L¯ on X and a D ∈ N defines HX(D) as the dimension of the
vector space of global sections of L⊗D on X , and HˆX (D) as the arithmetic degree
of the arithmetic bundle of global sections of L¯⊗D on X . In this context, there are
the well know algebraic and arithmetic Hilbert-Samuel formulas
HX(D) = degLX
Ds
s!
+O(Ds−1),
HˆX (D) = hL¯(X )
Ds+1
(s+ 1)!
+O(Ds logD).
These formulas allow to calculate the Hilbert functions as D goes to infinity, but do
not give any explicit estimates for a given D. Therefore, they are rather useless in
the context of diophantine approximations. For subvarieties of projective space Pt
the explicit upper bounds
HX(D) ≤ deg Y
(
D + s
s
)
,
HˆX (D) ≤
(
Dh(Y) + c1 degXD + degX
(
1
2
log degX + s logD
))(
D + s
s
)
were proved in [Ch],[LNM1752], chapter 9.1 and [CP]. Corresponding lower bounds
for the Hilbert functions do not hold in general, but only for D bigger than a
number D¯ depending on X and X respectively. For irreducible X , X consider the
weak estimates
HX(D) ≥ c degXD
s, and HˆX (D) ≥ (c
′h(X ) + c′′ degX)Ds+1,
where c, c′, c′′ are supposed to be positive constants only depending on s and t, and
for general X , X the strong estimates
HX(D) ≥ degX
(
D − (t− s)D¯ + s
s
)
,
and
HˆX (D) ≥ (h(X )− c
′′ degX)D
(
D − (t− s)D¯ + s
s
)
.
This paper contains proofs for the weak estimates. The proofs use a relatively simple
induction argument. The stronger estimates require the concepts of regularity and
conjecturaly arithmetic regularity.
The concepts and results of the first part of this series on diophantine approxi-
mation will not be used in this paper though there are similar prerequisites and
argumentations.
2 Locally complete intersections and algebraic
Hilbert functions
In this section k denotes an arbitrary field, and Pt = Proj(k[x0, . . . , xt]) projective
space over k. A closed subset X ⊂ Pt is referred to as projective subvariety.
2.1 Definition A subvariety X of PtK of pure codimension s is called a locally
complete intersection of hypersurfaces H1, . . .Hs if there is an open subset U ⊂ P
t
such that
X = H1 ∩ · · · ∩Hs ∩ U. (1)
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Let Y be an irreducible subvariety of Pt. A subvariety X of pure codimension s is
called a locally complete intersection at Y if there are hypersurfaces H1, . . . , Hs such
that X is the union of the irreducible components of H1 ∩ · · · ∩Hs that contain Y .
2.2 Lemma
1. If X ⊂ Pt is a locally complete intersection, and Y ⊂ X is a subvariety of
codimension zero, then Y is a locally complete intersection.
2. If Y is an irreducible variety and X is a locally complete intersection at Y ,
then X is a locally complete intersection.
3. If X is a locally complete intersection at Y , and Z a subvariety that contains
Y and intersects X properly, the union W of the components of X ∩ Z that
contain Y is a locally complete intersection at Y .
Proof 1. In a representation of X as locally complete intersection, one only needs
to replace U by U ′ = U \X \ Y .
2. If X is the union of irreducible components of H1 ∩ · · · ∩Hs that contain Y , let
X¯ be the union of irreducible components of H1 ∩ · · · ∩Hs that do not contain Y ,
and U = Pt \ X¯ . Then, X = U ∩H1 ∩ · · · ∩Hs.
3. Is obvious.
2.3 Proposition Let X ⊂ Pt be a subvariety of pure dimension s in Pt, and
denote by
HX(D) = dimH
0(X,O(D))
the algebraic Hilbert function.
1. For every D ∈ N,
HX(D) ≤ degX
(
D + t− s
t− s
)
.
2. If X is a locally complete intersection of hypersurfaces of degree D1, . . . , Ds,
then for D ≥ D¯ := D1 + · · ·+Ds − s,
HX(D) ≥ degX
(
D − D¯ + t− s
t− s
)
.
Proof 1. [Ch], Theorem 1.
2. [CP], Corollaire 3.
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2.4 Lemma Let k be of characteristic zero, n ∈ N, and v1, . . . , vn ∈ k
n such
that for each i = 1, . . . , n the ith component of vi is nonzero. Then, there are
m1, . . . , mn ∈ N with mi ≤ n such that in
v = m1v1 + · · ·+mnvn ∈ k
n
no component is zero.
Proof The Lemma clearly holds for n = 1; so assume it holds for n− 1. Then, for
v1, . . . , vn as in the Lemma, there are m1, . . . , mn−1 with mi ≤ n−1, i = 1, . . . , n−1
such that
w = m1v1 + · · ·+mn−1vn−1
has the first n− 1 components not equal to zero. If also the last component of w is
nonzero, choosingmn = 0 proves the Lemma. If the nth component of w equals zero,
let u = vn, and define wj as the jth component of w, and uj as the jth component
of u. Further, kj := uj/wj, j = 1, . . . , n− 1. As these are n− 1 numbers there is an
mn 6= 0 with mn ≤ n such that
1
mn
6= −kj for all j = 1, . . . , n − 1. Consequently,
for vj the jthe component of v = w + mnu, we have vj = wj + mnuj. Thus, for
j ≤ n − 1, if uj = 0, then vj = wj 6= 0, and if vj 6= wj, then mn 6= −kj 6= 0, and
consequently vj = wj +mnuj 6= wj −
1
kj
uj = 0. Since wn = 0, also vn = mnun 6= 0,
and thus vj 6= 0 for all j = 1, . . . , n.
2.5 Corollary Let X, Y ⊂ Pt be algebraic varieties over a field k of characteristic
zero, and X = X1 ∪ · · · ∪Xn the decomposition into irreducible components. If for
some D ∈ N and every i = 1, . . . , n, there is an fi ∈ H
0(Y,O(D)) that is zero on Y
and nonzero on Xi, then there is an f ∈ H
0(Y,O(D)) such that f is zero on Y and
nonzero on every Xi.
Proof For i = 1, . . . , n, let xi ∈ Xi(k¯) such that (fi)xi 6= 0, and vi ∈ k¯ the vector
whose jth component is (fi)xj . By the Lemma, there are m1, . . . , mn ≤ n such that
with f = m1f1 + · · ·+mnfn one has fxi 6= 0 for every i, hence the restriction of f
to every Xi is nonzero.
2.6 Corollary and Definition In characteristic zero, every pure dimensional
subvariety X of Pt is a subvariety of codimension 0 of a complete intersection, and
consequently a locally complete intersection. Define the top regularity D¯ = TR(X)
of X as the minimal number D¯ ∈ N such that X is a locally complete intersection
of hypersurfaces of degree at most D¯.
If s is the codimension of X, and X¯ a subvariety of codimension r ≤ s containing
X, then degX ≤ deg X¯ (TR(X))s−r. Further, if X, Y, Z,W are as in Lemma 2.2.3,
then TR(W ) ≤ max(TR(X), TR(Z)).
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Proof Let s be the codimension of X , and assume the claim holds for subvarieties
of codimension at most s− 1. Further, let X1 be a subvariety of P
t of codimension
s−1 that contains X . By induction hypothesis, there are homogeneous polynomials
h1, . . . , hs−1 such that X2 = V (h1)∩ · · · ∩V (h1) has codimension s− 1 and contains
X1. By the previous corollary, there is a homogeneous polynomial hs that is zero on
X and nonzero on every irreducible component of X2. Hence V (h1)∩· · ·∩V (hs) has
codimension s and contains X . To see that X is a locally complete intersection, let
X3 be the union of irreducible components of V (h1)∩ · · · ∩V (hs) except for X , and
choose U = Pt \X3. Then, X = U ∩ V (h1) ∩ · · · ∩ V (hs), proving the first claim.
Since there are homogeneous polynomials h1 with deg hi ≤ D¯, and an open set U
with X = U ∩ V (h1) ∩ . . . ∩ V (hs), and s > r, for every irreducible component Z of
X¯ there is an hi with (hi)|Z 6= 0. Hence, by Lemma 2.4, there is a linear combination
h of the hi with coefficients in k that has nonzero restriction to every irreducible
component of X¯ , and consequently deg V (h) ∩ X¯ ≤ D degX . As V (h) ∩ X¯ is a
variety of pure dimension s− 1 containing X , the second claim follows by complete
induction.
The last claim is obvious.
3 Arithmetic varieties
Let k be a number field with ring of integers Ok, and P
t
Ok
= Proj(Ok[x0, . . . , xt])
projective t-space over Ok. A closed subset X of P
t
Ok
with induced scheme structure
will be called a subvariety if it is the flat closure of a subvariety X ⊂ Ptk, i.e. if Y is
the closure of a homogeneous ideal a ⊂ Ok[x0, . . . , xt] with Ok[x0, . . . , xt]/a flat. A
cycle with no finite part is a linear combination with coefficients in Z of irreducible
subvarieties. Write X for the base extension of X to Spec k, and for any embedding
σ : k →֒ C denote by Xσ the base extension of X to Cσ as well as the C-valued
points of X . If clear from the context, Xσ will also be denoted by X . We put
TR(X ) := TR(X) the top regularity of X .
The canonical hermitian product on k ⊗
Q
C induces a metric on O(1), and via
arithmetic intersection theory for every cycle effective cycle X on PtOk the height
h(X ) ∈ R can be defined (see e.g. [SABK]).
3.1 Proposition
1.
h(PtOk) = [k : Q]σt, with σt =
1
2
p∑
k=1
k∑
m=1
1
m
the tth Stoll number.
Further, for any effective cycle Y on Pt the height of Y is nonnegative. Hence,
if for two effective cycles X ,Y in PtOk one denotes X .Y their intersection
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product, and X.Y the flat closure of the intersection product of their base
extension to Spec k, then
h(X.Y ) ≤ h(X .Y).
2. Let Y ⊂ Pt be a subvariety of codimension p of Pt, and f a global section of
O(D) whose restriction to every irreducible component of Y is nonzero. Then,
h(Y .divf) = Dh(Y) +
∫
X(C)
log |f |µd−pδY ,
where µ is the first chern form of ¯O(1), and the integral is defined by resolution
of singularities (See [SABK], II.1.2 for details).
3. Let X be a subvariety of codimension p in projective space Pt, and f ∈
Γ(Pt, O(D)) a global section. Then,∫
X
log |f |µt−p − degX
∫
P
t
log |f |µt ≤ cD degX, (2)
with c a positive constant only depending on t and p.
4. Arithmetic Bz´out Theorem: If p, q are natural numbers with p + q ≤
t+1, and X ,Y effective cycles in Pt of pure codimensions p and q intersecting
properly, then
h(X .Y) ≤ deg Y h(X ) + degXh(Y)+
[k : Q]
(
σ2t+1−p−q + σt−p−q +
p+ q
2
log 2
)
degX deg Y.
5. Let X ⊂ Pt be an irreducible subvariety of codimension p, and
f ∈ Γ(Pt, O(D))Ok a global section that has nonzero restriction to X , and f
⊥
X
its projection to the orthogonal component of IX (D), the homogeneous polyno-
mials of degree D that are contained in the prime ideal corresponding to X .
Then,
h(X .divf) ≤ Dh(X ) + degX log |f⊥X |L2(Pt) + cD degX, (3)
where c is a constant only depending on t, and the dimension of X.
Proof 1. ([BGS], Proposition 3.2.4)
2. [BGS], Proposition 3.2.1.iv or [Ma1], Proposition 3.8.1.
3. For f with
∫
P
t log |f |µ
t = 0, this is [BGS], 5.1, remark (i). For general f it also
holds because the left hand side of the inequality does not change if one replaces f
by af with a ∈ R.
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4. [BGS], Theorem 4.2.3.
5. Firstly, by part 2,
h(X .divf) = Dh(X ) +
∫
X
log |f |µt−p,
where µ is the Fubini-Study metric on Pt, or alternatively the first chern form of
O(1). Next, f = f⊥X + g with g ∈ IX(D)C. Hence,∫
X
log |f |µt−p =
∫
log |f⊥X |µ
t−p,
which by (2) is less or equal
degX
∫
P
t
log |f⊥X |µ
t + cD degX ≤
1
2
degX log
∫
P
t
|f⊥X |
2µt + cD degX.
3.1 Arithmetic bundles
Let Ok be a number ring. An arithmetic bundle over Spec Ok is a projective finitely
generated Ok-module E together with a hermitian product 〈·|·〉 on E∞ = E ⊗Ok C.
For F¯ a one dimensional arithmetic bundle define the arithmetic degree
d̂eg F¯ :=
∑
s∈S
− log |v|s,
where v ∈ E is any nonzero element, and S denotes the set of all places of Ok. For
an arbitrary arithmetic bundle define
d̂eg E¯ := d̂eg det F¯ .
If Ok = Z, then d̂egE¯ is just minus the logarithm of the covolume of E in E ⊗Z R.
If E¯ is an arithmetic bundle, and F ⊂ E a subbundle the metric on E∞ induces a
metric on F∞, and one obtains an arithmetic bundle F¯ . If one uses the canonical
isomorphism of (E/F )∞ with the orthogonal complement F
⊥
∞ of F∞ in E∞ the
metric on E∞ induces a metric on (E/F )∞, and one obtains an arithmetic bundle
E/F .
3.2 Theorem(Minkowski) Let M¯ be an arithmetic bundle over Spec Z, and K ⊂
M⊗ZR any closed convex subset that is symmetric with respect to the origin, and
fulfills
log vol(K) ≥ −d̂eg(M¯) + rkM log 2.
Then K ∩M contains a nonzero vector. In particular taking K as the cube with
logarithmic length of edge − 1
rkM
d̂eg(M¯) + log 2 centered at the origin, one sees that
there is a non zero lattice point v ∈M of logarithmic length
log |v| ≤ −
1
rkM
d̂eg(M¯) +
1
2
log rkM.
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Let now Pt
Z
= P(Zt+1) be projective space of dimension t, and
ED := Γ(P
t, O(D)).
As ED = Sym
DE1, which in turn equals the space of homogeneous polynomials of
degree D in t+ 1 variables, this lattice canonically carries the following metrics:
1. The subspace metric SymDE1 ⊂ E
⊗D
1 .
2. The quotient metric E⊗D1 → Sym
DE1 referred to as |f |q.
3. The L2-metric
|f |2L2(Pt) =
∫
P
t(C)
|f |2µt,
where µ is the Fubini-Study metric on Pt.
4. The supremum metric
|f |∞ = sup
x∈Pt
|fx|.
Among these metric the relations
log |f |∞ −
D
2
t∑
m=1
1
m
≤
∫
P
t
C
log |f |µt ≤ log |f |L2 ≤ log |f |∞. (4)
hold ([BGS], (1.4.10) or [Ma1], Lemma 3.1.).
3.3 Lemma Let I = (i0, . . . it) be a multiindex with |I| = i0 + · · · + it = D, and
XI the polynomial xi00 · · ·x
it
t . The set {X
I | |I| = D} forms a basis of Γ(Pt
Z
, O(D)),
and
|XI |2L2 = |X
I |2q
(
D + t
t
)−1
=
(
D + t
I
)−1(
D + t
t
)−1
=
i0! · · · it!t!
(D + t)!
≤ 1.
Further, there is a positive constant c1 depending on t such that
−c1D ≤ log |X
I |L2 = − log
(
D + t
t
)
− log
(
D + t
I
)
≤ 0,
and ∑
{I| |I|=D}
log |XI |L2 = −σt
Dt+1
(t + 1)!
+O(Dt logD).
Proof The chain of equalities follows form [BGS], Lemma 4.3.6, and its proof. The
estimates for − log
(
D+t
t
)
− log
(
D+t
I
)
are easy calculations. The last equality is the
arithmetic Hilbert-Samuel formula for Pt.
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3.4 Lemma Let f ∈ Γ(Pt, O(D)), g ∈ Γ(Pt, O(D′)). Then,
log |f |L2 + log |g|L2 − c1(D +D
′) ≤ log |fg|L2 ≤
log |f |L2 + log |g|L2 + c1(D +D
′) ≤
|f |L2 + log |g|L2 + c
′
1(D +D
′) + log
(
D + t
t
)
+ log
(
D′ + t
t
)
,
with c′1 a positive constant only depending on t.
Proof Let I be any multiindex of orderD. The vector XI = x
⊗i0
0 ⊗· · ·⊗x
⊗it
t ∈ E
⊗D
1
has length one, and by the previous Lemma,
log |XI | = 0 ≥ log |X
I |q ≥ log |XI | − c1D.
Likewise, if I ′ is a multiindex with |I ′| = D′, then
0 ≥ log |XI
′
|q ≥ −c1D
′.
Next, |XI ⊗XI′| = |XI | |XI′|, and thus
log |XIXI
′
|q ≤ log |XIXI′| = 0 ≤ log |X
I |q + log |X
I′|q + c1(D +D
′),
hence, by the previous Lemma,
log |XIXI
′
|L2 ≤ log |X
I |L2 + log |X
I′|L2 + c1(D +D
′)−
log
(
D +D′ + t
t
)
+ log
(
D + t
t
)
+ log
(
D′ + t
t
)
.
Further, since |XI |L2 ≤ 1,
log |XIXI
′
|L2 ≥ −c1(D +D
′) ≥ log |XI |L2 + log |X
I′|L2 − c1(D +D
′),
proving the claim for f , and g monomials. The claim follows for general f , and g
because the XI , XI form orthogonal bases in any of the above metrics.
Let X be a subvariety of pure dimension s in Pt
C
. Then on
IX(D) := {f ∈ H
0(Pt, O(D))| |f |X = 0},
there are the restrictions of the norms | · |Sym, | · |q, and | · |L2(Pt), and on
FX (D) = H
0(X , O(D)), (5)
there is the quotient norm | · |q induced by the quotient norm | · |q via the canonical
quotient map
qD : ED → FX(D),
9
the L2(Pt)-norm
| · |L2(Pt) : FD(X)→ R, f¯ 7→ inf
qD(f)=f¯
√∫
P
t
|f |2µt =
√∫
P
t
|f⊥X |
2µt = |f⊥X |L2(Pt),
with f⊥X the unique vector that is orthogonal to IX(D), and fulfills qD(f
⊥
X) = f¯ , and
the L2(X)-norm
| · |L2(X) : FD(X)→ R, f 7→
∫
X
|f |µp.
3.5 Lemma Let X ⊂ Pt
C
be a subvariety, and f¯ ∈ FD(X), g¯ ∈ FD′(X). Then,
log |fg|L2(Pt) ≤ log |f¯ |L2(Pt) + log |g¯|L2(Pt) + c1(D +D
′) ≤
log |f¯ |L2(Pt) + log |g¯|L2(Pt) + c
′
1(D +D
′) + log
(
D + t
t
)
+ log
(
D′ + t
t
)
.
Proof Let f ∈ Γ(Pt, O(D), g ∈ Γ(Pt, O(D′)) be representatives of f¯ , g¯, and f =
f1 + f2 with f1 ∈ IX(D), and f2 ∈ IX(D)
⊥, and likewise for g. Then, |f¯ |L2(Pt) =
|f2|L2 , |g¯|L2(Pt) = |g2|L2 . Let further fg be represented by h = fg ∈ Γ(P
t, O(D+D′))
with decomposition h = h1+h2. Then, h2 = h−h1 = (f1g1+f1g2+f2g1−h1)+f2g2
with f1g1+f1g2+f2g1−h1 ∈ IX(D+D
′), and h2 ∈ IX(D+D
′)⊥. Further, f2g2 = fg.
Consequently, by the previous Lemma,
log |fg|L2(Pt) = log |h2|L2 ≤ log |f2g2|L2 ≤
log |f2|L2 + log |g2|L2 + c1(D +D
′) + log
(
D + t
t
)
+ log
(
D′ + t
t
)
=
log |f¯ |L2(Pt) + log |g¯|L2(Pt) + c1(D +D
′) + log
(
D + t
t
)
+ log
(
D′ + t
t
)
.
4 Arithmetic Hilbert functions
For X ⊂ Pt − Z a subvariety, let FX (D) = Γ(X , O(D))/IY(D). If not stated
otherwise, in this section | · | will alway denote the L2-metric | · |L2(Pt), on
E(D) = Γ(Pt, O(D))
R
= Γ(Pt, O(D))
Z
⊗
Z
R,
IX(D) ⊂ E(D), FX(D) = FX (D)⊗Z R.
For X a subvariety of pure dimension s + 1 of Pt
Z
, define the arithmetic Hilbert
functions.
HˆX (D) := d̂eg(F¯X (D), | · |L2(Pt)), HˆX (D) := d̂eg(F¯X (D), | · |L2(X)).
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4.1 Lemma Let M¯ ⊂ N¯ ⊂ E¯(D) = Γ(Pt, O(D)) be arithmetic subbundles. Then,
d̂eg E(D)/M ≥ d̂eg N/M ≥ d̂eg N¯ ;
in particular
HˆY(D) ≥ 0
for every subvariety Y of Pt. Also, with d ≤ deg Y the number of irreducible com-
ponents of Y ,
HˆY(D1) ≥ HˆY(D)− (2(D1 −D) log d+ c
′
1D1)HY (D),
for every D1 ≥ D.
Proof Let q : E(D)→ E(D)/M be the canonical projection. Since B = {XI | |I| =
D} is a basis of E(D), there is as subset B¯ ⊂ B such that q(B¯) is as basis of E(D)/M ,
and because of |q(XI)| ≤ |XI | ≤ 1, the first two inequalities and HˆY(D) ≥ 0 follow.
Since for every irreducible component Yj of Y , there is an i ∈ {0, . . . , t} such that
xi restricted to Yj is nonzero, by Lemma 2.4, there is an L ∈ Γ(P
t, O(1)), such that
log |L| ≤ 2 log d, and the restriction of L to every irreducible component is nonzero.
Hence, by Lemma 3.5,
d̂eg (LD1−DE¯Y(D)) ≥ d̂egE¯Y(D)− (c
′
1(D1) + 2(D1 −D) log d)rk E(D) =
HˆY(D)−HY (D)(2(D1 −D) log d+ c
′
1D1).
As LD1−DE¯Y(D) is a submodule of E¯Y(D1), the last claim follows.
4.2 Theorem Let X be a subvariety of pure dimension s+ 1 of Pt
Z
.
1. For every D ∈ N,
HˆX (D) ≤ degX
(
Dh(X ) +
1
2
(log degX + 2s logD)
)(
D + s
s
)
.
2. With a positive constant c′2 only depending on t, and p,
HˆX (D) ≤(
Dh(X ) + c′2 degXD + degX
(
1
2
log degX + s logD
))(
D + s
D
)
.
Hence for X with degX ≤ Dt, and with c2 = c
′
2 + 2t, degX
HˆX (D) ≤ (h(X ) + c2 degX)D
(
D + s
D
)
.
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3. There are positive constants c3, c
′
3 > 0 only depending on t and s such that if
Y = X is irreducible, then for D ≥ 2 TR(X), the inequality
HˆY(D) ≥ (c3h(Y)− c
′
3 deg Y )D
s+1
holds.
Proof 1. Let X = X1∪· · ·∪Xn be the decomposition into irreducible components.
We use complete induction on n. If n = 1, i. e. X is irreducible, let f ∈ FX (D) be
nonzero. Then, by Proposition 3.1.2 and and the concavity of the log-function,
0 ≤ h(X .div(f)) = Dh(X ) +
∫
X
log |f |µs ≤ Dh(X ) + log
∫
X
|f |µs
= Dh(X ) + log |f |L2(X).
Hence,
log |f |L2(X) ≥ −Dh(X )
for every nonzero vector f ∈ FD(X ). By the Theorem of Minkowski, thus
−d̂eg(F¯D, | · |L2(X)) ≥ −rkFDDh(X )−
rkFD
2
log rkFD.
By Proposition 2.3.1, −rkFD ≥ − degX
(
D+s
s
)
; hence the above is greater or equal
− degX
(
Dh(X ) +
1
2
(log degX + 2s logD)
)(
D + s
s
)
,
which proves the claim for n = 1. Assume now the claim has been proved for n− 1.
We have the surjective restriction map
ϕ : FX (D)→ FX1∪···∪Xn−1(D),
and F¯X1∪···∪Xn−1(D) = FX/kerϕ. Hence,
HˆX (D) = d̂egF¯X (D) = d̂eg kerϕ+ d̂egF¯X1∪···∪Xn−1(D),
which by induction hypothesis is at most
d̂eg kerϕ+
n−1∑
i=1
degXi
(
D
n−1∑
i=1
h(Xi) +
1
2
(
log
(
n−1∑
i=1
degXi
)
+ 2s logD
))(
D + s
s
)
.
Since kerϕ maps injectively to FXn(D), for every f ∈ ker f
log |f | ≥ log |f⊥Xn | ≥ −Dh(Xn),
12
and
rk kerϕ ≤ HXn(D) ≤ degXn
(
D + s
s
)
,
which together with the Theorem of Minkowski implies
d̂eg kerϕ ≤ degXn
(
Dh(Xn) +
1
2
(log degXn + 2s logD)
)(
D + s
s
)
.
Hence,
Hˆ(D) ≤ degXn
(
Dh(Xn) +
1
2
(log degXn + 2s logD)
)(
D + s
s
)
+
n−1∑
i=1
degXi
(
D
n−1∑
i=1
h(Xi) +
1
2
(
log
(
n−1∑
i=1
degXi
)
+ 2s logD
))(
D + s
s
)
≤
degX
(
Dh(X ) +
1
2
(log degX + 2s logD)
)(
D + s
s
)
,
finishing the proof.
2. Let X = X1∪· · ·∪Xn be the decomposition into irreducible components. If n = 1,
i. e. X is irreducible, denote by f⊥X the orthogonal projection of f ∈ Γ(P
t, O(D))
modulo IXi(D). Clearly |f
⊥
X | ≤ |f |. Further by Proposition 3.1.5,
degX log |f⊥X |L2(Pt) ≥ h(X .div(f))−Dh(X )− cD degX ≥ −Dh(X )− cD degX.
Consequently,
log |f |L2(Pt) ≥ −D
h(X )
degX
− cD.
As f ∈ ID(X )
⊥ \ {0} was arbitrary, the claim follows for n = 1 in the same way as
part one.
Assume now the claim has been proved for n− 1. With the notations of the proof
of part one,
HˆX (D) = d̂eg kerϕ+ HˆX1∪···∪Xn−1(D),
which by induction hypothesis is less or equal
d̂eg kerϕ+(
D
n−1∑
i=1
h(Xi) + c
′
2
n−1∑
i=1
degXiD +
n−1∑
i=1
degXi
(
1
2
log
n−1∑
i=1
degXi + s logD
))(
D + s
D
)
.
Similarly as in the proof of part 1, one proves
d̂eg kerϕ ≤
(
Dh(Xn) + c
′
2 degXnD + degXn
(
1
2
log degXn + s logD
))(
D + s
D
)
,
and part 2 thus follows by taking the sum of the two terms.
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4.1 Auxiliary varieties
The proof of the last part of Theorem 4.2 requires some preparations.
4.3 Lemma Let Y ⊂ Pt
Z
be an irreducible variety of codimension s, and D¯ =
TR(Y ) the top regularity of Y . For m ≥ 2t, assume D¯ ≥ 2ms, set Dr :=
[
D¯
ms+1−r
]
,
and let r ≥ 0 be the maximal number such that there is a subvariety Xr of pure
codimension r that is a locally complete intersection of hypersurfaces of degree at
most Dr at Y. Then, there is an irreducible component Y¯ = Yr of Xr such that
IY(Dr+1) = IY¯(Dr+1) and for every irreducible component Z of Xr,
1
(2t)2tt!m(s−r)(s−r−1)
D¯s−r deg Y¯ ≤ deg Y ≤ D¯s−r degZ.
Also, r < s if s ≥ 1.
Remark: Form bigger than a given constant only depending on t, it can be achieved
that Xr is irreducible, hence equal to Y¯ , but this fact will not be needed in the
following.
Proof Let Xr = Z1 ∪ · · · ∪ Zl be the decomposition into irreducible varieties and
assume IY(Dr+1) 6= IZj(Dr+1) for all j ∈ {1, . . . , l}. Choose an hj ∈ IY(Dr+1) \
IZj (Dr+1) for each j. Then, by Corollary 2.5, there is a polynomial h of degree
Dr+1, such that divh intersects Xr properly. Hence, by Lemma 2.2.3 and Corollary
2.6, there is a variety Xr+1 that is a locally complete intersection of homogeneous
polynomials of degree at most Dr+1 at Y , contradicting the maximality of r.
By a similar argument, it follows r < s if s ≥ 1 since Dr =
[
D¯
ms+1−r
]
< D¯.
Choose an irreducible component Y¯ of Xr such that IY(Dr+1) = IY¯(Dr+1). Then
TR(Y¯ ) ≤ Dr, hence by Theorem 2.3,
0 = dim IY (Dr+1)/IY¯ (Dr+1) = HY¯ (Dr+1)−HY (Dr+1)
≥ deg Y¯
(
Dr+1 − rDr + t− r
t− r
)
− deg Y
(
Dr+1 + t− s
t− s
)
≥ deg Y¯
(
1−
r
m
)t−r Dt−rr+1
(t− r)!
− deg Y (2(t− s))t−s
Dt−sr+1
(t− s)!
.
As m ≥ 2t, this implies
deg Y ≥
1
2t−r(2(t− s))t−s
(t− s)!
(t− r)!
deg Y¯ Ds−rr+1 ≥
1
2t+s−2r(2(t− s))t−s
(t− s)!
(t− r)!
deg Y¯
m(s−r)(s−r−1)
D¯s−r.
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Further, by Corollary 2.6
deg Y ≤ degZD¯s−r,
finishing the proof.
4.4 Proposition Let Y ⊂ Pt be an irreducible subvariety of codimension s, and
D¯ = TR(Y). Let further r, Y¯ be as in the previous Lemma, n ∈ N, and D =
D¯ +Dr+1. There are constants c4(k), c
′
4(k) only depending on k, t, r, s such that if
HˆY(D) ≤
1
n
(h(Y) + deg Y )Dt+1−s,
then there is a chain of irreducible subvarieties
Y = Ys ⊂ Ys−1 ⊂ · · · ⊂ Yr+1 ⊂ Yr = Y¯ ,
such that for k ≤ s− 1,
deg Y ≤ deg YkD¯
s−k ≤ deg Y¯ (2D¯)k−r, and
h(Yk) ≤
c4(k)
n
h(Y) + deg Y
D¯s−k
+ c′4(k)h(Y¯)D¯
k−r.
Proof For k = r, take Yr = Y¯ , c
′
4(r) = 1, and c4(r) = 0. For k ≤ s − 2, assume
Yk with the required property has been construed. Firstly, since Yk ⊃ Y , one has
IYk(Dr+1) ⊂ IY (Dr+1) which by the Lemma equals IY¯ (Dr+1). Hence, HYk(Dr+1) =
HY¯ (Dr+1). Since TR(Y¯ ) ≤ Dr <
Dr+1
m−1
, Proposition 2.3 implies
HYk(Dr+1) = HY¯ (Dr+1) ≥ deg Y¯
Dt−rr+1
2t−r(t− r)!
≥
deg Yk
1
2t+k−2rm(t−r)(s−r)(t− r)!
D¯t−k,
the last inequality following from the induction hypothesis. Next, since
Y = U ∩ V (h1) ∩ · · · ∩ V (hs) with deg hj ≤ D¯ for j = 1, . . . , s there is an i ∈
{1, . . . , s} such that hi ∈ IY (D¯) \ IYk(D¯), hence the map
Γ(Yk+1, O(Dr+1))→ IY (D)/IYk(D), f 7→ f · hi
is an injection, implying
rk IY (D)/IYk(D) ≥ HYk(Dr+1) ≥ deg Yk
1
2t+k−2rm(t−r)(s−r)(t− r)−!
Dt−k.
Further, by assumption, and Lemma 4.1,
−d̂egIY(D)/IYk(D) = HˆY(D)− HˆYk(D) ≤
1
n
(h(Y) + deg Y )Dt+1−s.
15
Finally,
rk IY (D)/IYk(D) ≤ HPt(2D¯) =
(
2D¯ + t
t
)
,
hence
log rk IY (D)/IYk(D) ≤ t log(2D¯ + t) ≤ t log(3tD¯)
Thus, by the Theorem of Minkowski, there is an f ∈ IY(D)/IYk(D) such that
log |f⊥Yk | ≤
t!2t+k−2rm(t−r)(s−r)
n
h(Y) + deg Y
deg Yk
Dk+1−s +
t
2
log(3tD)
≤
t!22t+k+1−3rm(t−r)(s−r)
n
h(Y) + deg Y
deg Yk
Dk+1−s.
Choose Yk+1 as any irreducible component of Yk.divf that contains Y . Then, by
the Theorem of Be´zout and induction hypothesis,
deg Yk+1 ≤ deg Yk deg f = deg Y¯ D(2D¯)
k−r ≤ deg Y¯ (2D¯)k+1−r.
Also, by Proposition 3.1.5 and induction hypothesis,
h(Yk+1) ≤ 2D¯h(Yk) + deg Yk log |f
⊥
Yk
|+ 2cD¯ deg Yk
≤
2c4(k)
n
h(Y) + deg Y
D¯s−(k+1)
+ 2c′4(k)h(Y¯)D¯
k+1−r
+
t!22t+2k+1−3rm(t−r)(s−r)
n!
(h(Y) + deg Y )D¯k+1−s + c deg Y¯ (2D¯)k+1−r.
Since deg Y¯ ≤ (2t)2tt!m(s−r)(s−r−1) deg Y D¯r−s, form = 2t and suitably chosen c4(k+
1), c′4(k + 1) the above is less or equal
c4(k + 1)
n
(h(Y) + deg Y )D¯k+1−s + c′4(k + 1)h(Y¯)D¯
k+1−r,
finishing the proof.
Put now
m = 2t, e0 =
1
m
, e1 = 1 +
1
m
, e2 =
1
(4t)tt!
, e3 =
1
(2t)2tt!m(s−r)(s−r−1)
,
e4 =
1
(4t)2tt!m(s−r)(s−r−1)
, e5 = c
′
4(s− 1)
and n = 8([c4(s− 1)] + 1).
4.5 Corollary With the above constants, let Y ⊂ Pt be an irreducible variety of
codimension s ≥ 1 and D¯ = TR(Y), and assume that with D0 = [e0D¯], D˜ = [e1D¯],
HˆY(D˜) ≤ e2(h(Y)− deg Y )D˜
t+1−s.
Then, there exist irreducible subvarieties Y¯ ,Ys−1 with the following properties:
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1.
rk IY (D˜)/IYs−1(D˜) ≥ e2 deg Y D˜
t−s,
and
IY (D0) = IY¯ (D0) = IYs−1(D0).
2. Y¯ is an irreducible component of a locally complete intersection of degree at
most D˜
2t
at Y and codimension r < s. Further,
e3 deg Y¯ D¯
s−r ≤ deg Y ≤ deg Y¯ D¯s−r,
3. Ys−1 has codimension s− 1, contains Y and fulfills
e4 deg Y ≤ e4D¯ deg Ys−1 ≤ 2 deg Y,
and
h(Ys−1) ≤
1
8
h(Y)
D¯
+ e5h(Y¯)D¯
s−1−r +
1
8
deg Y
D¯
.
Proof Let Y¯ be the variety from Lemma 4.3 and Ys−1 as in Proposition 4.4.
1. By Lemma 4.3, IY s−1(D0) ⊂ IY (D0) = IY¯ (D0) ⊂ IYs−1(D0). Hence, just as in the
proof of Proposition 4.4, we have
rkIY (D˜)/IYs−1(D˜) ≥ HYs−1(D0) = HY¯ (D0) ≥
1
2tt!
deg Y¯ Dt−r0 ≥
1
(4t)tt!
deg Y¯ D¯t−r ≥ e2 deg Y D¯
t−s.
2. Is a reformulation of inequalities in Lemma 4.3.
3. Is a reformulation of the inequalities in Proposition 4.4 for k = s−1, and Lemma
4.3.
4.2 The lower bound
4.6 Lemma Let Y ⊂ X ⊂ Pt be irreducible subvarieties of codimensions s, and
s − 1 respectively. For every f ∈ IY(D) \ IX (D), let again f
⊥
X be the orthogonal
projection of f modulo IX(D). Then, with some positive constant c5 only depending
on s, t,
log |f⊥X |L2(X) = log |f |L2(X) ≥ h(Y)−Dh(X ) and
log |f |L2(Pt) ≥ log |f
⊥
X |L2(Pt) ≥
h(Y)
degX
−D
h(X )
degX
− c5D
for every f ∈ IY(D) with f
⊥
X 6= 0.
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Proof 1. Let Z = X .divf . Then, clearly Y is a subvariety of codimension 0 of Z,
hence h(Y) ≤ h(Z). By Proposition 3.1.2, and the concavity of the log-function,
h(Y) ≤ h(Z) = Dh(X ) +
∫
X
log |f |µt+1−s ≤ Dh(X ) + log |f |L2(X)),
and the first claim follows. Further, by Proposition 3.1.3 with c5 from (2),∫
X
log |f |µt+1−s =
∫
X
log |f⊥X |µ
t+1−s ≤ degX
∫
P
t
log |f⊥X |µ
t + c5D degX ≤
c5 degXD + degX log |f
⊥
X |L2(Pt),
proving the second claim.
4.7 Lemma Assume that Theorem 4.2.3 holds for subvarieties of codimension at
most s − 1, and let Y ⊂ Pt be an irreducible variety of codimension s. With D¯ =
TR(Y) the top regularity of Y, and e0 =
1
m
there is a D˜ ∈ N with D0 := [e0D¯] ≤
D˜ ≤ 2D¯ such that
HˆY(D˜) ≥ (c6h(Y)− c
′
6 deg Y )D˜
t+1−s,
where c6, c
′
6 are constants only depending on s and t.
Proof If
HˆY(D¯) ≥ e2(h(Y)− deg Y )D¯
t+1−s,
choose D˜ = D¯, c6 = c
′
6 = e2. If not, let Y¯ ,Ys−1, D0 be as in Corollary 4.5. With
C = 8e5 we make the case distinction h(Y) ≤ Ch(Y¯)D¯
s−r or h(Y) > Ch(Y¯)D¯s−r. If
h(Y) ≤ Ch(Y¯)D¯s−r, since TR(Y¯ ) ≤ Dr
D0
2t
≤ D0+1
2
, and Theorem 4.2.3 is assumed
to hold for subvarietes of codimension at most s− 1, Corollary 4.5.1 implies
HˆY(D0 + 1) = HˆY¯(D0 + 1) ≥ (c3(r, t)h(Y¯)− c
′
3(r, t) deg Y¯ )(D0 + 1)
t+1−r,
which by assumption and Corollary 4.5.3 is greater or equal
c3(r, t)
C
h(Y)D¯r−s(D0 + 1)
t+1−r −
c′3(r, t)
e3
deg Y D¯r−s(D0 + 1)
t+1−r ≥
(
c3(r, t)
C
h(Y)−
c′3(r, t)e
r−s
0
e3
deg Y
)
Dt+1−s0 .
Choosing D˜ = D0 + 1, c6(s, t) = maxi<s
c3(i,t)
C
, c6(s, t)
′ = maxi<s
c′3(i,t)e
r−s
0
e3
, the claim
follows.
If h(Y) > Ch(Y¯)D¯s−r, by Corollary 4.5.3,
h(Ys−1) ≤
1
8
h(Y)
D¯
+
e5
C
h(Y)
D¯
+
1
8
deg Y
D¯
≤
1
4
h(Y)
D¯
+
1
8
deg Y
D¯
.
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With D˜ =
[(
1 + 1
m
)
D¯
]
≤ 2D¯, by the previous Lemma, for every vector g ∈ IY(D˜)\
IY¯s−1(D˜),
log |g⊥Ys−1|L2(Pt) ≥
h(Y)
deg Ys−1
− D˜
h(Ys−1)
deg Ys−1
− c5D˜ ≥
h(Y)
deg Ys−1
−
D˜
4D¯
h(Y)
deg Ys−1
−
D˜
8D¯
deg Y
deg Ys−1
− c5D˜ ≥
h(Y)
2 deg Ys−1
− (c5 + 1)D˜,
where we used Corollary 4.5 to estimate h(Ys−1). Further, by Corollary 4.5.1
rkIY (D˜)/IYs−1(D˜) ≥ e2 deg Y D˜
t−s ≥
e2e4
2
deg Ys−1D˜
t+1−s.
Hence by the Theorem of Minkowski and Lemma 4.1,
HˆY (D˜) ≥ −d̂eg I¯Y (D˜) ≥ −d̂egI¯Y (D˜)/I¯Ys−1(D˜)
≥
e2e4
2
deg Ys−1D˜
t+1−s
(
h(Y)
2 deg Ys−1
− (c5 + 1)D˜
)
−HY (D˜) logHY (D˜)
≥
e2e4
4
h(Y)D˜t+1−s −
(c5 + 1)e2e4
2
deg Ys−1D˜
t+2−s
− deg Y (2tD˜)t−s log
(
deg Y (2tD˜)t−s
)
≥
e2e4
4
h(Y)D˜t+1−s − (c5 + 1)e2 deg Y D˜
t+1−s − c′ deg Y D˜t−s log D˜,
with a suitable c′ only depending on t and s. The claim thus follows with c6 =
e2e4
4
, c′6 = (c5 + 1)e2 + c
′,
Proof of Theorem 4.2.4: The proof is by complete induction on the codimen-
sion of Y . If the codimension is 0, then Y = Pt, and by Lemma 3.3,
HˆX (D˜) ≥
σt
2
D˜t+1
(t+ 1)!
,
if D ≥ 0 = D¯. Assume now the Theorem is proved for subvarietes of codimension
at most s− 1, and let D¯ again be the top regularity of Y , and D˜ as in the previous
Lemma. For 2D¯ ≤ D ≤ 4tD¯, with D˜, as Y is irreducible Lemma, 4.1 and Proposition
2.3.1 imply
HˆY(D) ≥ HˆY(D˜)− c
′
1DHY (D˜) ≥ (c6h(Y)− c
′
6 deg Y )D˜
t+1−s − c′1t
t deg Y DD˜t−s ≥
(c6h(Y)− (c
′
6 + c
′
1t
t) deg Y )
(
1
(4t)2
)t+1−s
Dt+1−s. (6)
For D ≥ 4tD¯, since by the previous Lemma,
HˆY(D˜) ≥ (c6h(Y)− c
′
6 deg Y )D˜
t+1−s,
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and by Theorem 2.3.1,
HY (D˜) ≤ deg Y
(
D˜ + t− s
t− s
)
≤ deg Y (tD˜)t−s.
the Theorem of Minkowski assures the existence of a nonzero vector f ∈ FY(D˜) with
log |f | ≤ −
c6h(Y)− c
′
6 deg Y
tt−s deg Y
D˜ +
1
2
logHY (D˜)
≤ −
c6h(Y)− c
′
6 deg Y
tt−s deg Y
D˜ +
1
2
log
(
deg Y tt−sD˜t−s
)
≤ −
c6
tt−s
h(Y)
deg Y
D˜ + c′D˜,
with a positive c′ suitably chosen.
Put l =
[
D
2D˜
]
≥ 4D¯
2D˜
≥ 1 and f¯ := f⊗l ∈ Γ(Y , O(lD˜)). By Lemma 3.4,
log |f¯ | ≤ l log |f |+ c1lD˜ ≤ −
c6h(Y)
tt−s deg Y
lD˜ + (c′ + c1)lD˜.
Thus, by Lemma 4.1, the lattice f¯FY (D − lD˜) ⊂ FY (D) is spanned by vectors of
logarithmic length at most log |f¯ | ≤ − c6
tt−s
h(Y)
deg Y
lD˜ + (c′ + c1)lD˜. Further,
rk
(
f¯FY (D − lD˜)
)
= rk FY (D − lD˜) ≥ HY (D − lD˜).
As lD˜ ≤ D
2
, one deduces D−lD˜ ≥
[
D
2
]
, hence the above is greater or equalHY
([
D
2
])
which using Theorem 2.3 and the inequality
[
D
2
]
− sD¯ ≥
[
D
4
]
is greater or equal
deg Y
([
D
2
]
− sD + t− s
t− s
)
≥ deg Y
[
D
4
]t−s
(t− s)!
≥
deg Y
8t−s(t− s)!
Dt−s.
Thus Lemma 4.1 implies
HˆY (D) ≥ d̂eg
(
f¯FY (D − lD˜)
)
≥ −rk
(
f¯FY (D − lD˜)
)
log |f¯ |
≥
c6
(8t)t−s(t− s)!
h(Y)lD˜Dt−s −
c′ + c1
8t−s(t− s)!
deg Y lD˜Dt−s.
As D˜ ≤ (1 + 1
2t
)D¯, and D¯ ≤ D
4t
, one concludes lD˜ ≥ D
4
. Since also lD˜ ≤ D, one
arrives at
HˆY (D) ≥
c6
4t+1−s(t− s)!
h(Y)Dt+1−s −
c′ + c1
4t−s(t− s)!
deg Y Dt+1−s. (7)
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In view of (6) and (7), setting
c3(s) = max
(
c6(s− 1)
(4t2)t+1−s
,
c6(s− 1)
8t+1−s(t− s)!
)
,
c′3(s) = max
(
c′6(s− 1)
((4t)2)t+1−s
+ c′1(2t)
t,
c′ + c1
8t−s(t− s)!
)
.
finishes the proof.
A A simpler proof of a weakened version of The-
orem 2.3
A.1 Proposition Let k be a field of characteristic 0, and X an irreducible subva-
riety of codimension s of Ptk. There is a constant c1 only depending on s and t such
that for D ≥ (t+ 1− s)D¯ = (t− s)TR(X) + 1 the inequality
HX(D) ≥ c1(s, t)D
t−s
holds.
Before going into the proof, I collect a few well known facts on projective and affine
schemes over a field. There are the canonical k-linear maps
ϕ0 : k[x0, . . . , xt]→ k[x1, . . . , xt], f(x0, x1, . . . , xt) 7→ f(1, x1, . . . , xt),
ψ1 : k[x1, . . . , xt]→ k(x1)[x2, . . . , xt], f(x1, . . . , xt) 7→ f(x1, . . . , xt).
A.2 Lemma
1. With U0 = P
t \ V (x0) the induced map (ϕ0)
∗ : At → U0, is a bijection from
the set of prime ideals of k[x1, . . . , xt] to the set of homogeneous prime ideals
of k[x0, . . . , xt] that do not contain x0 with inverse (ϕ
∗
0)
−1 : P 7→ ϕ0(P).
Moreover, (ϕ∗0)
−1 commutes with set theoretic operations.
2. If Atx1 is defined as the set of prime ideals P in k[x1, . . . , xn] such that P ∩
k[x1] = {0}, then x ∈ A
t
x1
if and only if the map X = x¯ →֒ At → A1 is
dominant and ψ∗1 : A
t−1
k(x1)
→ Atx1 is a bijection with inverse (ψ
∗
1)
−1 : P 7→
(ψ1(P)). A
t−1
k(x1)
. Moreover, (ψ∗1)
−1 commutes with set theoretic operations.
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A.3 Lemma With the notations of the previous Lemma, let x ∈ U0 ⊂ P
t be a
homogeneous prime ideal of dimension p such that for every homogeneous polynomial
h ∈ k[x0, x1], the intersection of X = x¯ with V (h) ∩ V (x2) ∩ · · · ∩ V (xp) is proper,
hence x◦ = (ϕ∗0)
−1(x) ∈ Atx1. Put y
◦ = (ψ∗1)
−1(x◦), and y = (ϕ′)∗0(y
◦), where ϕ′0
is the map from k(x1)[x0, x2, . . . , xt] to k(x1)[x2, . . . , xt] that maps x0 to 1, and let
X = x¯, X◦ = x¯◦, Y ◦ = y¯◦, Y = y¯. Then,
1.
TR(Y ) ≤ TR(X).
2.
deg Y = degX.
3. For every D ∈ N,
HX((p+ 1)D) ≥ DHY (pD).
Proof 1. Let X = U ∩ V (f1) ∩ · · · ∩ V (ft−p) with deg fi ≤ TR(X), i = 1, . . . , t−p.
Since X intersects V (x0) properly, one may replace U by U
′ = U ∩At. By Lemma
A.2.1,
X◦ = (ϕ∗0)
−1x = U ′ ∩ V (ϕ0(f1)) ∩ · · ·V (ϕ0(ft−p)).
Further, since x does not contain x0, it may be assumed that each fi is not a multiple
of x0, hence deg fi = deg ϕ0(fi).
Next, by Lemma A.2.2, with U ′′ = (ψ∗1)
−1(U ′ ∩Atx1),
Y ◦ = (ψ∗1)
−1x◦ = U ′′ ∩ V ((ψ1 ◦ ϕ0)f1) ∩ · · · ∩ V ((ψ1 ◦ ϕ0)ft−p),
and consequently,
Y = ϕ−1o (U
′′) ∩ V ((ϕ−10 ◦ ψ1 ◦ ϕ0)f1) ∩ · · · ∩ V ((ϕ
−1
0 ◦ ψ1 ◦ ϕ0)ft−p).
Since degk(x1) f is the degree of f in the variables x2, . . . , xt, one gets
degk(x1) ϕ
−1
0 ◦ ψ1 ◦ ϕ0fi = degk(x1) ψ1 ◦ ϕ0fi ≤ degk ϕ0fi = degk fi ≤ TR(X),
for every i = 1, . . . , t− p, finishing the proof.
2. Put ϕ′0 : k(x1)[x0, x2 . . . , xt]→ k(x1)[x2, . . . , xt], f(x0, . . . , xt) 7→ f(1, x1, . . . , xt).
Since X ∩ V (x0) ∩ · · · ∩ V (xp) = ∅, for every i = p+ 1, . . . , t there is an li ∈ N such
that xlii ∈ x+ (x0, . . . , xp), hence there is an fi ∈ x as well as gij ∈ k[x0, . . . , xt], j =
0, . . . , p, homogeneous polynomials such that
xlii =
p∑
j=0
xjgij + fi.
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Hence,
xlii = x0g¯i0 + x0x1g¯i1 +
p∑
j=2
xj g¯ij + f¯i,
where g¯ij , i = p+1, . . . , t, j = 1, . . . , p are homogeneous polynomials that ϕ
′
0(g¯ij) =
ψ1 ◦ ϕ0(gij), and f¯i, i = p + 1, . . . , t are homogeneous polynomials with ϕ
′
0(f¯i) =
ψ1 ◦ ϕ0(fi).
Thus, xlii ∈ (((ϕ
′
0)
∗)−1 ◦ (ψ∗1)
−1 ◦ (ϕ∗0)
−1)x+ (x0, x2, . . . , xp), i.e.
Y ∩ V (x0) ∩ V (x2) ∩ · · · ∩ V (xp) = ∅, and thus
deg Y = deg Y1
with Y1 := Y.divx2. . . . .xt = Y
◦.divx2. . . . .xt, It remains to prove degX = deg Y1.
Since for any linear form L(x0, x1) = ax0 + bx1, a, b ∈ k, the intersection of
X1 = X.divx2. . . . .divxp with divL is proper, the degree ofX1.divL equals the degree
of X and also the degree of the map ϕ, which in turn equals the degree of the curve
X◦1 over k[x1] which by definition is the degree of Y1
3. Firstly, ϕ0, ϕ
′
0 map Γ(P
t
k, O(D))
∼= k[x0, . . . , xt]D,hom and Γ(P
t−1
k(x), O(D))
∼=
k(x1)[x0, x2, . . . , xt]D,hom isomorphically to k[x1, . . . , xt]≤D and k(x1)[x2, . . . , xt]≤D
respectively. Since they also identify IX(D) with IX◦(D) and IY (D) with IY ◦(D),
it suffices to prove
rk
k[x1, . . . , xt]≤(p+1)D
IX◦((p+ 1)D)
≥ D rk
k(x1)[x2, . . . , xt]≤pD
IY ◦(pD)
.
Let A be the set of multi indices I = (i2, . . . , it) with |I| := i2 + · · · it = pD. Since
(xi22 · · ·x
it
t )I∈A generate k(x1)[x2, . . . , xt]≤pD, there is a subset B ⊂ A such that
(xi22 · · ·x
it
t )I∈B is a basis of
k(x1)[x2,...,xt]≤pD
IY ◦(pD)
over k(x1). I claim that
B =
{
xi11 x
i2
2 · · ·x
it
t |i1 ≤ D, (i2, . . . , it) ∈ B
}
are linearily independent over k in
k[x1,...,xt]≤(p+1)D
IX◦((p+1)D)
which, of course, implies the above
inequality.
So let ai1,...,it ∈ k such that
f =
∑
i1≤D,(i2,...,it)∈B
ai1,...,itx
i1
1 · · ·x
it
t ∈ IX◦((p+ 1)D).
Then,
ψ1(f) =
∑
i1≤D,(i2,...,it)∈B
ai1,...,itx
i1
1 · · ·x
it
t ∈ IY ◦(pD).
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Since the (xi22 · · ·x
it
t )I∈B are linearily independent over k(x1) in
k(x1)[x2,...,xt]≤pD
IY ◦(pD)
, this
implies
∑
i1≤D
ai1,...,itx
i1
1 ∈ IY ◦(D), for all (i2, . . . , it) ∈ B, hence∑
i1≤D
ai1,...,itx
i1
1 ∈ IY ◦(D) ∩ k[x1] = {0} ∀(i2, . . . , it) ∈ B
by assumption, which implies ai1,...,it = 0 for all i1 ≤ D, (i2, . . . , it) ∈ B.
Proof of the Proposition Set p = t− s the dimension of X . The proof will be
given by complete induction over t+ s. For t+ s = 0, i.e. s = t = 0 the Proposition
trivially holds. Assume the Proposition holds for k, let X be of codimension s in Pt
with s+ t = k + 1, and make the case distinction s = t or s < t.
If s < t and thus p ≥ 1, making a linear coordinate transformation if necessary,
one may assume that X does not intersect V (x0) ∩ · · · ∩ V (xp), i.e. with x the
homogeneous prime ideal in k[x0, . . . , xt] such that X = x¯, we have x∩(x0, . . . , xp) =
{0}, and for every linear form L ∈ 〈x0, x1〉 the intersection of X with V (L)∩V (x2)∩
· · · ∩ V (xp) is proper. With X
◦, Y ◦, Y as in Lemma A.3, TR(Y ) ≤ TR(X) = D¯.
For D ≥ (p + 1)D¯, put D1 :=
[
D
p+1
]
. Then, pD1 ≥ pD¯, and by Lemma A.3.3 and
induction hypothesis,
HX(D) ≥ HX((p+ 1)D1) ≥ D1HY (pD1) ≥
D1c1(t− 1, s) deg Y D
p
1 = c1(t− 1, s) degXD
p+1
1 ,
the equality holding because of Lemma A.3.2. Since p ≥ 1, we have D1 ≥
D
2
, hence
the above is greater or equal than
c1(t− 1), s
2p+1
degXDp+1,
proving the claim with c1(t, s) =
c1(t−1),s
2p+1
.
If s = t, set m = 2t, Dr =
[
D¯
ms+1−r
]
, and let r be the maximal number such that
X is contained in X¯ a locally complete intersection of r hypersurfaces of degree at
most Dr at X . By Lemma 4.3, there is an irreducible component Y¯ of X¯ such that
IX(Dr+1) ⊂ IY¯ (Dr+1), and degX ≤ deg Y¯ D¯
s−r = deg Y¯ D¯t−r. Since, Dr+1 + 1 ≥
mDr ≥ (t + 1− r)Dr ≥ (t + 1− r)TR(Y¯ ) by induction hypothesis,
HX(Dr+1 + 1) = HY¯ (Dr+1 + 1) ≥ c1(t, r) deg Y¯ (Dr+1 + 1)
t−r ≥
c1(t, r) degX(Dr+1 + 1)
t−rD¯r−t.
Thus, for D ≥ (t+ 1− s)D¯ + 1 = D¯ + 1 ≥ Dr+1 + 1,
HX(D) ≥ HY (Dr+1 + 1) ≥
1
m(s+1−r)(t−r)
degXDt−tr+1 =
1
m(s+1−r)(t−r)
degXDt−t,
proving the claim with c1(t, t) =
1
m(s+1−r)(t−r)
.
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