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Abstract
In 1995, a new approach was presented to overcome the drawbacks of existing convergence theory for sti initial value
problems by Auzinger et al. (BIT 36 (4) (1996) 635{652), and illustrated by means of a convergence argument for
the implicit Euler scheme. In the present paper, our intention is to obtain extending quantitive convergence results of
BDF methods for a class of nonlinear strongly sti problems and to illustrate further this new approach. Some numerical
examples conrm our results. c© 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
It is well known that the B-theory (cf., e.g., [5{8,10{13]) is within the limits of the sti initial value
problems with moderately sized one-sided Lipschitz constants as the essential problem-characterizing
parameters. But Auzinger et al. [1{4] have showed that, in a local sense, the one-sided Lipschitz
constant w.r.t. spectral norm k  k2 characterizes the error sensitivity of sti problems, but in general,
sti problems are locally ill-conditioned and globally well-conditioned. Therefore, B-theory is too
weak to cover a suciently large class of practically relevant nonlinear problems. Auzinger et al.
[3] presented a new approach to overcome the drawbacks of existing convergence theory for sti
( This work is supported by NSF of China (No. 19871070) and NSF of Hunan (No. 97JJY2050).
 Corresponding author.
E-mail address: xiaoag@xtu.edu.cn (A. Xiao).
0377-0427/00/$ - see front matter c© 2000 Elsevier Science B.V. All rights reserved.
PII: S 0377-0427(99)00346-5
122 A. Xiao et al. / Journal of Computational and Applied Mathematics 126 (2000) 121{130
initial value problems, which were illustrated by means of a convergence argument for the im-
plicit Euler scheme. This approach extends the convergence theory to a relevant class of nonlinear
problems, where stiness is axiomatically characterized in natural geometric terms. In the present
paper, our intention is to obtain extending quantitive convergence results of BDF methods for a
class of nonlinear strongly sti problems and to illustrate further this new approach. Some numerical
examples conrm our results.
2. A class of nonlinear strongly sti IVPs
Consider sti initial value problems of autonomous ODEs
y0(t) = f(y(t)); t 2 [0; T ]; y(0) = y0; (2.1)
where f: D! RN (DRN ); y0 2 D. Throughout, h:; :i and k  k denote the Euclidean inner product
and norm in RN , respectively. For problem (2.1), we introduce the smoothness assumptions and the
transversality condition given in [1].
(1) There exists a smooth invariant (N − 1)-dimensional manifold ~M D such that the smooth
solutions ~y(t) 2 ~M when ~y(0) 2 ~M , and ~y(t) is suciently dierentiable and its derivatives used
later are bounded by∥∥∥∥di ~y(t)dti
∥∥∥∥6mi; t 2 [0; T ]:
(2) f restricted to ~M satises the one-sided Lipschitz condition
hf(u)− f(v); u− vi6 ~mku− vk2; 8u; v 2 ~M; (2.2)
where the one-sided Lipschitz constant ~m is moderately sized.
(3) For each  62 ~M in a suciently close O(1)-neighborhood of ~M there exists a point u() 2 ~M
such that
f()− f(u()) = ()(− u()); ()6  0; (2.3)
where () and () := −u() may be thought of as generalizations of the notions \sti eigenvalue"
and \sti eigenvector", respectively.
(4) The angle () =\((); ~M) between () and ~M is required to be signicantly away from
0, i.e., there exists s0> 0 such that 1=s0 is moderately sized and sin(())>s0> 0.
Assumption (3) implies that, locally, the dierence between the transient solution starting from
 and the smooth solution starting from u() is strongly exponentially decreasing. Assumptions (2)
and (3) reect essential structural properties of the sti problem (2.1) in a natural semi-global way.
Let  (u) denote the hyperplane tangent to ~M in u. Under the above-mentioned smoothness as-
sumptions the following assertions are valid:
Proposition 2.1 (Auzinger et al. [4]). Consider a point u 2 ~M and another point  2  (u) satisfy-
ing k−uk6. Let s denote a straight line through  and intersect ~M in v;  2 s be in a suciently
close O(1)-neighborhood of ~M; =\(s;  (u)) denote the angle between s and  (u); ~=\(s; ~M)
denote the angle between s and ~M . Then
k− vk612; j− ~j62; k− vk63 distance(; ~M): (2.4)
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Furthermore; for suciently small values of ; there exists an s1> 0 such that; when 1=s1 is
moderately sized and >s1; ~>s1; 1; 2; 3 are moderately sized.
3. Extending convergence of BDF methods
Consider the k-step BDF method (cf. [9,10]) applied to problem (2.1)
yn+k =
k−1X
i=0
iyn+i + hkf(yn+k); k > 0;
k−1X
i=0
i = 1; (3.1)
where h> 0 is the stepsize and
yn+i  y(tn+i); tn+i = (n+ i)h; i = 0; 1; : : : ; k; n= 0; 1; : : : ; N − i; Nh6T:
Lemma 3.1 (Hairer et al. [9]). Let v; ~v be the solutions of the initial value problem
v0(t) = f(v(t)); t 2 [0; T ]; v(0) = v0 2 ~M (3.2)
and the corresponding perturbation problem
~v0(t) = f( ~v(t)) + ( ~v; t); t 2 [0; T ]; ~v(0) = v0 + 0 2 ~M; (3.3)
respectively; where f satises one-sided Lipschitz condition (2:2) and k(w; t))k60; for 8w 2
~M; t 2 [0; T ]. Then
kv− ~vk60
~m
(e ~mt(1 + ~m)− 1); t 2 [0; T ]:
In fact, Lemma 3.1 is a special case of Theorem 10:6 in [9, pp. 61]. Because method (3.1) is
one of the one-leg methods, the following conclusion is a special case of the results about one-leg
methods given by Li [11] and Hairer and Wanner [10].
Lemma 3.2 (Hairer et al. [10] and Li Shoufu [11]). Let method (3:1) be A-stable and classically
consistent with order 1. Then the method applied to problem (3:2) is of the global error estimation:
kv(tn)− vnk6c0
k−1X
i=0
kv(ti)− vik+ c1h; 0<h<h0; (3.4)
where the constants c0 and c1 depend only on the method; T; ~m and some of the bounds mi; the
maximum stepsize h0 depends only on the method and ~m.
Theorem 3.3. Let method (3:1) be A-stable and classically consistent with order 1. Then the
method applied to problem (2:1) is of the global error estimation:
kyn − u(yn)k6d3 hj j ; kyn − ~y(tn)k6d2h; n= k; k + 1; : : : ;
N; Nh6T
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when the starting errors satisfy
kyi − u(yi)k6d1 hj j ; kyi − ~y(ti)k6d0h; i = 0; 1; : : : ; k − 1; (3.5)
where hmin<h<hmax; hmin =1=
q
j j; di (i=0; 1; 2; 3) are not aected by the stiness of the under-
lying problem; (i.e.; j j); and depend only on the method; T; ~m and some of the bounds mi; hmax
depends only on the method; ~m and some of i.
Proof. Note that the global error yn+k − ~y(tn+k) can be split up into the smooth component un+k −
~y(tn+k) and the sti component yn+k − un+k . In the rst place, we estimate the sti part. It follows
from assumption (3) that
m = (ym) = ym − um; um = u(ym) 2 ~M; m= 0; 1; : : : ; N; Nh6T:
Let un+k(t) denote the local solution of u0=f(u) in ~M and satisfy un+k(tn+k)=un+k ; n=0; 1; : : : ; N−k:
Let
k−1X
i=0
in+i = un+k − hkf(un+k); n+i = n+i − un+i ; n+k−1 =
k−1X
i=0
in+i ;
yn+k−1 =
k−1X
i=0
iyn+i ; n+k−1 =
k−1X
i=0
in+i ; n+k = (yn+k); u n+k−1 =
k−1X
i=0
iun+i :
Then
(1− hn+kk)n+k =
k−1X
i=0
in+i − n+k−1 = y n+k−1 − n+k−1: (3.6)
Let sn+k−1 be the straight line connecting y n+k−1 and n+k−1 and intersect ~M in vn+k−1. Because
n+k−1 2  (un+k); k n+k−1 − un+kk6hm1k
and it follows from (3.6) that sn+k−1 is parallel to n+k , thus
\(sn+k−1;  (un+k)) =\(n+k ; ~M) = (yn+k):
Let = hm1k . It follows from assumption (4) and Proposition 2.1 that
k n+k−1 − vn+k−1k6c2h2; c2 = 2km211 (3.7)
and there exists the constant h1> 0 which does not depend on the stiness of the underlying problem
such that, when 0<h<h1,
k y n+k−1 − vn+k−1k63 distance ( y n+k−1; ~M)63k y n+k−1 − un+k−1k:
It follows from the above formula and (3.7) that
k n+k−1k6 kvn+k−1 − n+k−1k+ kun+k−1 − vn+k−1k
6 c2h2 + (1 + 3)
∥∥∥∥∥
k−1X
i=0
in+i
∥∥∥∥∥ : (3.8)
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Note that
1
1− hkn+k6
1
1− hk 
=: :
It follows from (3.6) and (3.8) that
kn+kk6 c3
∥∥∥∥∥
k−1X
i=0
in+i
∥∥∥∥∥+ c2h26 c3
∥∥∥∥∥
k−1X
i=0
n+i
∥∥∥∥∥+ c2h2;
where c3 = 2 + 3; =max06i6k−1 jij. From (3.5), we further obtain
kn+kk6ec3T =h

c2h2 + kc3  max
06j<k
kjk

6d3
h
j j ;
where
d3 = ec3T=k (c2 + kc3d1h1)=k ; h1>h>hmin =
1q
j j
:
Thus it follows from (3.5) and (3.8) that
kn+kk6d3h3; k n+k−1k6c2h2 + (c3 − 1)  max06i6k−1 kn+ik6c4h
2; (3.9)
where
c4 = c2 + (c3 − 1) max(d1; d3)h1; =
k−1X
i=0
jij:
We now estimate the smooth component un+k − ~y(tn+k). Because
k−1X
i=0
iun+i = un+k − hkf(un+k)− n+k−1;
un+k may be thought of as the numerical result of one step of method (3.1) starting from fun+igk−1i=0
and applied to the perturbation problem
~v0(t) = f( ~v) + ; ~v(0) = ~y(0) +
c4
k
h; (3.10)
where
kk=
∥∥∥∥ n+k−1hk
∥∥∥∥6 c4k h:
Let ~v(t) be the true solution of (3.10). Then it follows from Lemma 3.2 that
k ~v(tn+k)− un+kk6c0
k−1X
i=0
(k ~v(ti)− ~y(ti)k+ k ~y(ti)− uik) + c1h; (3.11)
where 0<h<max(h0; h1) := hmax. On the other hand, it follows from (3.5) that
k ~y(ti)− uik6k ~y(ti)− yik+ kik6c5h; (3.12)
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where
i = 0; 1; : : : ; k − 1; c5 = d0 + d1h2max; h>hmin:
Furthermore, it follows from Lemma 3.1 that
k ~v(ti)− ~y(ti)k6c6h; 06i6 N; Nh6T; (3.13)
where
c6 =
c4
~mk
(e ~mT (1 + ~m)− 1):
Therefore, it follows from (3.11){(3.13) that
k ~y(tn+k)− un+kk6k ~y(tn+k)− ~v(tn+k)k+ k ~v(tn+k)− un+kk6c7h; (3.14)
where
c7 = c6 + c1 + kc0(c5 + c6); hmin<h<hmax:
Finally, it follows from (3.14) and (3.9) that
k ~y(tn+k)− yn+kk6kyn+k − un+kk+ kun+k − ~y n+kk6d2h;
where hmin<h<hmax; d2 = d3h2max + c7 do not depend on the stiness of the underlying problem.
4. Numerical examples
Example 1. Consider the singular perturbation problem
y01(t) =
1

(−y1 + 2y2); t>0;
y02(t) = y1 − 2y2; t>0:
(4.1)
It is clear that ~M is the straight line y1 = 2y2. Furthermore, we easily show that
u(y) = [2u2(y); u2(y)]
T; (y) = [1(y);−1(y)]T;  := (y) =−2− 1 ;
where
1(y) =
1
2+ 1
(y1 − 2y2); u2(y) = 22+ 1(y1 + y2)
and the true solution y(t) of problem (4.1) is
y1(t) =
1


−2− 1

et

y1(0) +
2

(et − 1)y2(0)

;
y2(t) =
1


(et − 1)y1(0) +

−1

− 2et

y2(0)

:
When the initial value y(0) 2 ~M , the smooth solution ~y(t) of problem (4.1) is [2y2(0); y2(0)]T. Let
err = kyn − y(tn)k; npa = k(y)k= kyn − u(yn)k; nsm = kyn − ~y(tn)k:
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Table 1
IES TSBDF
h t err npa nsm err npa nsm
0.0 0.000E+00 1.999E−05 4.472E−01 0.000E+00 1.999E−05 4.472E−01
0.1 1.997E−08 1.997E−08 4.472E−01 9.986E−09 9.988E−09 4.472E−01
0.1 0.2 2.190E−11 1.819E−11 4.472E−01 1.819E−11 1.819E−11 4.472E−01
0.3 4.067E−12 0.000E+00 4.472E−01 7.276E−12 7.275E−12 4.472E−01
>0.4 4.067E−12 0.000E+00 4.472E−01 0.000E+00 0.000E+00 4.472E−01
0.00 0.000E+00 9.998E−06 2.236E−01 0.000E+00 9.998E−06 2.236E−01
0.05 1.995E−08 1.995E−08 2.236E−01 9.972E−09 9.977E−09 2.236E−01
0.05 0.10 4.006E−11 3.637E−11 2.236E−01 3.294E−11 4.001E−11 2.236E−01
0.15 4.067E−12 0.000E+00 2.236E−01 1.855E−12 1.091E−11 2.236E−01
>0.20 4.067E−12 0.000E+00 2.236E−01 8.135E−12 0.000E+00 2.236E−01
0.00 1.819E−12 1.999E−06 4.472E−02 1.819E−12 1.999E−06 4.472E−02
0.01 1.979E−08 1.979E−08 4.472E−02 9.855E−09 9.857E−09 4.472E−02
0.01 0.02 1.964E−10 1.928E−10 4.472E−02 1.892E−10 1.928E−10 4.472E−02
0.03 7.499E−12 3.637E−12 4.472E−02 4.733E−11 4.365E−11 4.472E−02
>0.04 7.499E−12 3.637E−12 4.472E−02 7.499E−12 3.637E−12 4.472E−02
When y0 = y(0) = [2y2(0); y2(0)]
T 2 ~M , we obtain err = npa = nsm = 0.
When y0 = y(0) is a point of O(h)-neighborhood of ~M , such as
y0 = y(0) = [2(y2(0) + kh) + kh; y2(0) + kh]
T
with k = 2; = 1:0E − 04; y2(0) = 1; h= 0:1; 0:05; 0:01, the Implicit Euler scheme (IES)
yn+1 = yn + hf(yn)
and the two-step BDF method (TSBDF)
yn+2 = 43yn+1 − 13yn + 23hfn+2
with y1 = y0 + f(y0) can be applied to problem (4.1). The numerical results given in Table 1
conrm Theorem 3.3 and show that nsm is strongly decreasing to a constant and npa to 0.
Example 2 (Auzinger et al. [2]). Consider the singular perturbation problem
y01(t) =−y1; t>0;
y02(t) = (
1
 − 1)y1 − 1 y2; t>0:
(4.2)
It is clear that ~M is the straight line y1 = y2. Furthermore, we easily show that
u(y) = [y1; y1]
T; (y) = [0; y2 − y1]T;  := (y) =−1
and the true solution y(t) of problem (4.2) is
y1(t) = e−ty1(0); y2(t) = (e−t − et)y1(0) + ety2(0):
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Table 2
IES TSBDF
h t err npa nsm err npa nsm
0.0 0.000E+00 4.000E−06 5.657E−01 0.000E+00 4.000E−06 5.657E−01
0.2 2.619E−02 1.819E−12 4.893E−01 1.379E−01 0.000E+00 6.011E−01
0.1 0.3 3.563E−02 0.000E+00 4.547E−01 1.258E−01 0.000E+00 3.353E−01
0.5 4.477E−02 0.000E+00 2.163E−01 1.068E−01 0.000E+00 2.784E−01
1.0 5.496E−02 0.000E+00 1.590E−01 6.315E−02 9.095E−13 1.672E−01
0.00 0.000E+00 2.000E−06 2.828E−01 0.000E+00 2.000E−06 2.828E−01
0.05 3.583E−03 4.002E−10 2.726E−01 5.136E−02 2.001E−10 3.204E−01
0.05 0.10 6.820E−03 0.000E+00 2.627E−01 6.620E−02 0.000E+00 3.221E−01
0.50 2.192E−02 0.000E+00 1.077E−01 4.791E−02 0.000E+00 1.337E−01
1.00 2.676E−02 0.000E+00 7.878E−02 2.858E−02 0.000E+00 8.060E−02
0.00 0.000E+00 3.999E−07 5.657E−02 0.000E+00 3.999E−07 5.657E−02
0.01 1.419E−04 4.002E−10 5.614E−02 9.591E−03 2.001E−10 6.559E−02
0.01 0.02 2.809E−04 0.000E+00 5.573E−02 1.270E−02 0.000E+00 6.815E−02
0.50 4.308E−03 0.000E+00 2.146E−02 8.766E−03 0.000E+00 2.592E−02
1.00 5.233E−03 0.000E+00 1.564E−02 5.299E−03 0.000E+00 1.570E−02
When the initial value y(0) 2 ~M , the smooth solution ~y(t) of problem (4.2) is [y2(0); y2(0)]T. Let
the denitions of err, npa and nsm be the same as those in Example 4:1.
When y0 = y(0) = [y2(0); y2(0)]
T 2 ~M , we obtain npa = 0.
When y0 = y(0) is a point of O(h)-neighborhood of ~M , such as
y0 = y(0) = [y2(0) + kh+ kh; y2(0) + kh]
T
with k =4; =1:0E− 05; y2(0) = 2; h=0:1; 0:05; 0:01, IES and TSBDF with y1 = y0 + f(y0) can
be applied to problem (4.1). The numerical results given in Table 2 conrm Theorem 3.3 and show
that npa is strongly decreasing to 0.
Example 3 (Auzinger et al. [1]). Consider the problem
y01(t) =−y2 − y1(1− y21 − y22); t>0;
y02(t) = y1 − y2(1− y21 − y22); t>0:
(4.3)
It is clear that ~M is the circle y21 + y
2
2 = 1. Furthermore, we easily show that
u(y) = [y1 − 1(y); y2 − 2(y)]T; (y) = [1(y); 2(y)]T;
where
1(y) =
(y2 − ~y1)(1− y21 − y22)
~
2
+ 1
; 2(y) =−(y2
~+ y1)(1− y21 − y22)
~
2
+ 1
;
~= (y22 + y
2
1 +
s
(y22 + y21)((− 1)y22 + 1)−
1
2
+
2(1− )

y1y2):
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Table 3
IES
h= 0:1 h= 0:2 h= 0:05
t npa nsm npa nsm npa nsm
0.0 1.600E−04 2.510E−01 1.821E−04 5.871E−01 9.163E−05 1.198E−01
0.2 1.554E−04 2.574E−01 8.322E−05 5.912E−01 5.867E−07 1.308E−01
0.4 1.498E−04 2.639E−01 1.832E−04 5.954E−01 1.908E−04 1.419E−01
0.6 1.431E−04 2.703E−01 7.803E−05 5.994E−01 5.923E−04 1.532E−01
0.8 1.352E−04 2.769E−01 1.841E−04 6.036E−01 1.433E−03 1.645E−01
Table 4
TSBDF
h= 0:1 h= 0:2 h= 0:05
t npa nsm npa nsm npa nsm
0.0 1.600E−04 2.510E−01 1.821E−04 5.871E−01 9.163E−05 1.198E−01
0.2 1.596E−04 2.574E−01 7.938E−05 5.911E−01 6.142E−05 1.308E−01
0.4 1.520E−04 2.639E−01 1.877E−04 5.953E−01 5.699E−04 1.419E−01
0.6 1.419E−04 2.704E−01 7.209E−05 5.994E−01 2.161E−03 1.531E−01
0.8 1.288E−04 2.769E−01 1.909E−04 6.036E−01 7.126E−03 1.641E−01
Table 5
IES TSBDF
h t npa nsm t npa nsm
0.00E+00 1.972E−05 2.324E−02 0.00E+00 1.972E−05 2.324E−02
1.10E−01 1.062E+00 2.993E+00 8.00E−02 1.566E+00 9.613E−01
3.20E−01 1.180E+00 3.187E+00 2.00E−01 1.104E+00 9.997E−01
0.01 5.20E−01 2.226E+00 3.935E+00 6.00E−01 1.099E+01 2.054E+01
6.80E−01 4.899E+00 8.579E+00 7.20E−01 1.162E+01 2.167E+01
7.80E−01 1.360E+00 3.442E+00 7.90E−01 1.449E+00 1.052E+00
0.00E+00 1.998E−06 2.310E−03 0.00E+00 1.998E−06 2.310E−03
2.00E−03 1.293E+00 9.620E−01 5.20E−02 1.587E+00 9.762E−01
1.02E−01 1.363E+00 9.407E−01 2.09E−01 1.620E+00 1.020E+00
0.001 2.99E−01 1.039E+00 1.159E+00 4.00E−01 1.672E+00 1.010E+00
5.03E−01 1.154E+00 1.124E+00 6.00E−01 1.599E+00 9.783E−01
6.56E−01 1.278E+00 1.094E+00 7.01E−01 4.048E−01 1.293E+00
7.98E−01 1.624E+00 1.019E+00 7.97E−01 1.477E+00 1.047E+00
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When the initial value y(0) 2 ~M , the smooth solution ~y(t) of problem (4.3) is [cos(t); sin(t)]T. Let
the denitions of err, npa and nsm be the same as those in Example 4:1.
Let y0 = y(0) be a point of O(h)-neighborhood of ~M , such as
y0 = y(0) =
q
1− (y2(0) + kh)2 + kh ; y2(0) + kh
T
with k = 2;  = −1000;  = 3; y2(0) = 0:5; h = 0:2; 0:1; 0:05; 0:01; 0:001, IES and TSBDF with
y1 = y0 − (1=)f(y0) can be applied to problem (4.3). The numerical results given in Tables 3{5
conrm Theorem 3:3 and show that h60:01 is not suitable.
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