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ABSTRACT 
If ~4 is an algebra of n x n matrices over an integral domain, we can associate 
with ~4 a graph whose edges are pairs (i, j) such that the (i, j) entry of every 
element of S? is zero. The graph in turn defines a group of permutations and 
automorphisms of rQ which are conjugations by permutation matrices. For a suitably 
restricted class of algebras ~4 we show that the automorphism group of .x? is the 
semidirect product of this group of permutation matrices with the subgroup of inner 
automorphisms. 
1. MOTIVATION AND NOTATION 
It is well known that every automorphism of the full algebra of n x n 
matrices over a field is inner. This conclusion is true for a larger class of 
algebras, as shown by the Skolem-Noether theorem. In [2] Isaacs studied the 
group of automorphisms of the full algebra J$ of n X n matrices over a 
commutative ring with unity, R. He measures the failure of the Skolem- 
Noether theorem by the Skolem-Noether group SN,(R). If Aut(&) and 
Inn(&) are the groups of automorphisms and inner automorphisms of .&, 
respectively, then 
SN,( R) = Aut( &)/Inn( -01). 
If R is a unique factorization domain, then SN,(R) is trivial (i.e., every 
automorphism is inner). 
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These are all central simple algebras. In [l] Barker and Kezlan considered 
a nonsimple algebra, namely the algebra .Y of all n X n upper triangular 
matrices with entries from an integral domain D. It is still true that every 
automorphism is inner. In this note we consider certain subalgebras of Y and 
find the automorphism group of these subalgebras. These subalgebras are 
specified by a directed graph (digraph), and we turn now to the details. 
Let D be an integral domain, and let .7 be the algebra of all n x n 
upper triangular matrices with entries from D. Let T be the digraph on 
(n) := {1,2,..., n } with vertex set 
V(T) = (0) 
and edge set 
E(T)= {(i,j):i<j}, 
If T E .7, let G( 7’) be the graph on (n) defined in the usual way: 
(i,j)isanedgeof G(T) iff tij#O. 
If 9 c 7, define 
(where, since the graphs all have the same vertex set (n), the union is the 
union of the sets of edges). 
We now define the zero graph of 9’ to be the graph Z( 9’) on (n) whose 
edge set is 
E@(y)) =-W)\E(G@% 
That is, (i, j) is an edge of Z(Y) iff every matrix in Y has a zero in position 
(i, j). If 9 = {S}, we write Z(S) for simplicity. 
Now let H be a subgraph of T with V(H) = (n). Take 
Y(H)= {TEY-:Z(T)2H}, 
and let -01(H) be the subalgebra of .3’- generated by Y(H). If we let Eij 
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denote the matrix with a 1 in position (i, j) and zeros elsewhere, the set 
Y(H) contains all Eij for which (i, j) is not an edge of H. 
REMARK. G(&‘(H)) 2 G(Y(H)), so that Z(@‘(H)) c Z(Y(H)) = H. 
2. GRAPHS AND AUTOMORPHISMS 
Let us first recall an elementary property of matrix multiplication which 
will be useful in proving our theorems. 
PROPOSITION. Let A and B be m x n and n X p matrices respectively, 
and let C = AB. Then the i th row of C is the linear combination of the rows 
of B with coefficients f&m the i th row of A, while the j th column of C is the 
linear combination of the columns of A with coefficients jknn the j th column 
ofB. 
THEOREM 1. Let H be a subgraph of T (with V(H) = (n)). Then 
Z(.d(H))=H 
iff (i, j) E E(H) implies i = j or when i < j then at least one element of each 
of the sets 
{(i,i+l>,(i+1,j)},{(i,i+2),(i+2, j)},...,{(i, j-l),(j-1, j)} 
is an edge of H. 
Proof. Let H satisfy the condition on edges, and let A, B E 9’(H). 
Clearly, Z( A + B) 2 H. Now let (cij) = C = AB, and suppose (i, j) is an 
edge of H. Since 
cij = aiibij + . . . + aijbjj, 
we have ai. = bij = 0 as (i, j) E E(H), 
ail, = 0 or bkj = 
andforeach k=i+l,...,j-leither 
0, it follows that cij = 0. Thus Z(C) 2 H. Therefore, 
and equality follows. 
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Conversely, suppose Z( .YZ( H)) = H and let (i, j) E E(H). If i = j, then 
for any S E Y(H) we have sii = 0, and so the (i, i) element of any product is 
zero, since these are all triangular matrices. Thus assume i < j. If i + 1 = j, 
the condition is trivially satisfied, so assume i + 1 < j. Let i + 1 < p < j - 1, 
and consider the pair of edges (i, p),(p, j). If neither is an edge of H, then 
both Ei, and Epj are in Y’(H). Hence Eij = EipEpj E -01(H), a contradic- 
tion, since (i, j) E E(H) and Z(&(H)) = H implies Eij G? d(H). n 
REMARK. Let ~2 be an algebra of upper triangular matrices, and let 
H = Z( -01). Clearly, & _C d(H). However, equality need not hold. 
DISCUSSION. Start with a graph H, and suppose Z E -C&‘(H) and T E 
x2(H) is nonsingular. The Cayley-Hamilton theorem shows that T- ’ is a 
polynomial in the powers of T, so that T-’ E d(H). Thus conjugation by T 
is an inner automorphism of x2(H). To discuss other automorphisms of 
J$( H) we need to consider permutations and permutation matrices. 
Let S, denote the set of all permutations on (n), and let u E S,. We call 
[i, j] an inversion in u iff i < j but a(i) > a(j). The permutation matrix Pm 
determined by u is the matrix whose ith row is row u(i) of the identity 
matrix. Let Ii(n) denote the set of n X n permutation matrices. 
Finally, let G and H be subgraphs of T, both with vertex set (n). We 
say that G is complementary to H if the edge set of G is the complement of 
the edge set of H in E(T). Further we say that G is invariant under u E S, 
iff for any i, j with i < j we have that (i, j) E E(G) implies (u(i), u(j)) E 
E(G). 
LEMMA. Let .GS? be a subalgebra of F for which &(Z( &)) = doe, and 
let u E S,. Then PO-lAP, E ~2 for all A E .s4 iff the complement of Z(d) is 
invariant under u. Moreover, if P;‘AP, E & for all A E & and [i, j] is an 
inversion in u, then (i, j) is an edge of Z(d). 
Proof. The condition &(Z(&)) = & is equivalent to the statement that 
(i, j) is an edge of Z(d) iff Eij G &‘. The set of Eij for which (i, j) is not an 
edge of Z(d) is therefore a basis of .B?. Thus it suffices to verify the 
assertion for these Eij. However, for any A E .& the (i, j) element, aij, 
becomes the (u(i)), u(j)) element of POP ‘APO. The result is now clear. n 
Theorem 1, the subsequent discussion and the lemma all combine to show 
that we have a duality between all subalgebras of Y which contain the 
identity and all subgraphs of H of T which contain no loops (i, i). Moreover, 
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we have a Galois connection. For instance, we can use Theorem 1 to show 
that if H is a subgraph without loops, then 
zb4wvf)))) = zG4w)~ 
However, in order to obtain an interesting result we need to focus our 
attention on special subalgebras and special subgraphs. The subalgebras will 
have a “closure” or “completeness” property, while the subgraphs will be the 
complements of subgraphs which have a kind of transitivity. 
DEFINITION. Let H be a subgraph of T which is without loops. 
(a) Let Z(H) denote the set of all u E S, such that the complement of H 
is invariant under u. 
(b) Let II(H)= {P,EII(~):uEZ(H)}. 
(c) Let II,(H) denote the set of all mappings $JA) = P;‘AP,, for 
u E Z(H). 
THEOREM 2. Let H be a subgraph of T which contains no loops (i, i) 
and for which 
Z(&(H)) = H. 
Abbreviate xl(H) to STZ. Then HI,(H) is a subgroup of Aut(&)), and 
Aut(d) is the semidirect product of III,(H) and Inn(&). 
Proof. It is clear from the lemma and the construction of II,.(H) that it 
is a subgroup of Aut(&‘). 
Now let C#J E Aut(&‘). Put Fii = $(Eii). Then 
FiiFjj = SijFii and CF,, = I. 
Thus the diagonal of each Fii consists of a single 1, and the remaining entries 
are zero. Define u E S, by u(i) = p iff the (p, p) entry of Fii is a 1. 
The following claim establishes the factorization. 
CLAIM. Zf + E Aut(&) with the corresponding permutation u. Then 
+ = c$~+ where 1c/ is inner. 
We establish the claim by induction on n, the order of the matrices. 
For n = 1, the result is trivial. Now suppose the result is true for matrices 
of order Q n - 1, and let .SZ? consist of matrices of order n where n >, 2. We 
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so that 
JQ@ll) = m@ll) 
and in particular 
-%(l)0(l$@ll) = 9(%). 
We have two cases. 
Case 1. u is the identity. In particular a(l) = 1, so that 
44Ell) = 
Take 
1 ca . . . c, 
0 I. 
T= 
1 CT . . . c, 
1 n-l 1 Ed. 
Then Tp ’ E d as well, and $( E,,) = Tp ‘E,,T. Since we are trying to show 
that (p is inner, we may assume +(E,,) = E,,. Now from our assumptions on 
.M’ we know that if (i, j) E E(H), then Eij E d. Let dn_ i consist of the 
principal submatrices on rows and columns 2,. . . , n of elements of ~8, and let 
9 be the set of all matrices of the form 
where A,_, E ~2~~~. Then 9’ is a subalgebra of .JZ’ which satisfies the 
hypotheses of the theorem with respect to the graph H, _ 1 with vertex set 
(2, f.. , n} and with the obvious edge set. But A E Y iff E,,A = 0 = AE,,. 
Then E,,r$(A) = 0 = $(A)E,, and +(A) E 9’. Thus $ restricted to 9 is 
inner, and so, as in the proof of Theorem 3 of [l], (p itself is inner. 
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Case 2. u is not the identity. Suppose a(i) = p and 
A, A, A, +(Eii)= 0 1 B 3 
i 1 0 0 c 
where the row and column partitioning is p - 1, 1, n - p. Since Et = Eii for 
all k, then +(Eii)k = +(Eii) for all k. But A, and C are both strictly upper 
triangular, so some power of each is zero. Thus A, and C themselves are zero 
matrices and 
If a(i)=p,thencolumnsl,...,p-landrowsp+l,...,nof +(Eii)areall 
zero. 
Now suppose a(i) = p, u(j) = 9, i < j, and p > 9, so that [i, j] is an 
inversion in u. If Eij E d, then 
+(Eij) =+(Eii)+(Eij)+(Ejj). 
Consider first the product +(Eii)+(Eij) = Cp. The rows of @ are linear 
combinations of the rows of $(Eij) with coefficients from the rows of +(Eij). 
But every row of $(Eii) has zeros in the first p - 1 positions, whence the 
rows 6) are linear combinations of rows p, p + 1,. .., n of +(Eij). Since 
+(Eii) is upper triangular. we see that all rows of @ have zeros in the first 
p - i positions: 
where the partitioning 
consider the product 
is p - 1, n - p + 1 and T is upper triangular. Now 
Since u(j)=9, then rows 9+1,..., n of +(Ejj) are zero. Also 9 + 1~ p. 
Again the rows of Q+(E,,) are linear combinations of the rows of +(Ejj) 
with coefficients from the rows of a. The only rows of $(Ejj) which can 
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have nonzero coefficients are rows p, p + 1,. . . , n. But since p >, q + 1, all 
these rows of +(Ejj) are zero. Thus 
$I( Eij) = @c$( Ejj) = 0. 
This is impossible, since $ is an automorphism. Thus Ei j @ d and (i, j) E H. 
Consequently, the corresponding $, E II,(H) < Aut(&), whence # = $; ‘$I 
E Aut(&). The permutation determined by # is the identity, so by case 1, 4 
is inner. Finally, consider the case o(i) = p and a(j) = q but p < q. We must 
show that if (p, q) E Z(d), then (i, j) E Z( &) also. Suppose not, so that 
Eij E .d, while (p, q) E Z(d). Then 
But E,, = $I( F,,,) and E,, = $(F,,) for suitable Fp, and F,, in JY. So 
0 = Epp+( Eij)Eq, = G(FppE,jFqq). 
But 9-l E Aut(&), so the argument in the first part of case 2 applied to 9-i 
shows that Fpp has a 1 in position (i, i) while Fqq has a 1 in position (j, j), 
since the permutation induced by 9-l is u ‘. Then the (i, j) entry of 
FppEijFqq is a 1, whence FppEijFqq # 0, a contradiction since $I is an 
automorphism. The claim is established. 
To complete the proof of the theorem we must show that II,(H) n Inn( &) 
consists only of the identity. Let + E II,(H) n Inn(&) be represented by I’, 
and T in the sense that for any A E ~2 we have 
c$( A) = P,-‘AZ’, = T- ‘AT. 
Thus PUT- ’ commutes with every A E sd and in particular with each Eii, 
. . z = z,..., n. Consequently, P,T- ’ is a diagonal matrix. But P, is a permuta- 
tion matrix and Tp ’ is an upper triangular matrix with nonzero diagonal 
elements. Thus P, = I (and T is diagonal), whence $J is the identity. n 
REMARKS. Let .YZ be an algebra of n x n matrices over an integral 
domain D, and suppose further that the identity of ~2 is the n x n identity 
matrix. Let Aut(&‘) and Inn(&) denote the groups of automorphisms and 
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inner automorphisms of .s4, respectively. Extending the use in [2], we define 
the Skolem-Noether group of & to be 
SN( .&) = Aut( .&)/Inn( &‘). 
For algebras & which arise from a graph and satisfy the hypotheses of 
Theorem 2 we see that SN(&) is isomorphic to a permutation group. We are 
left with the converse problem: What permutation groups are isomorphic to 
the Skolem-Noether group of a suitable algebra of upper triangular matrices? 
It is also worth noting that there are subalgebras for which a result like 
Theorem 2 cannot hold. The referee has pointed out that for n = 2k the 
algebra 
s= O A 
[ 1 0 0 
+ RI, 
where A is k x k, has no inner automorphisms, and Aut(S) essentially 
contains GL( k, R) as a subgroup. 
OPEN QUESTION. Let .z? be an algebra of matraices over a field. Using 
the Jordan-Holder theorem, or (if .&’ contains a matrix with distinct diagonal 
entries) using the results of Laffey [3], we may choose a basis so that & is in 
block triangular form. To what extent can Theorem 2 be generalized to the 
block case and combined with knowledge of the automorphism groups of the 
diagonal blocks, which blocks are isomorphic to full matrix algebras, to obtain 
the structure of Aut(&)? 
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