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Abstract
This paper introduces a method for inference of heterogeneous dynamical systems where part of
the dynamics are known, in the form of an ordinary differential equation (ODEs), with some
functional input that is unknown. Inference of such systems can be difficult, particularly when
the dynamics are non-linear and the input is unknown. In this work, we place a Gaussian
process (GP) prior over the input function which results in a stochastic Itô process. Using an
autoregressive variational approach, we simulate samples from the resulting process and conform
them to the dynamics of the system, conditioned on some observation model. We apply the
approach to non-linear ODEs to evaluate the method. As a simulation-based inference method,
we also show how it can be extended to models with non-Gaussian likelihoods, such as count
data.
1 Introduction
A grey-box model, D[x(t),θ] = u(t), can be described as having some latent state, x(t), with
known (white-box) dynamics with some unknown (black-box) input u(t). The known dynamics are
described by some differential operator D[·] which may be linear or non-linear, with some optional
parameters, θ. Because of the uncertainty inherently present in the model itself, a probabilistic
approach to inference is a sensible choice for quantifying uncertainty when studying the system
(Worden et al., 2018). Placing a random prior over the unknown input, u(t), reframes the problem
as solving a stochastic differential equation (SDE). This is the principle, for example, behind latent
force models (Álvarez and Lawrence, 2011).
Inference of SDEs where the dynamics are known is an extensively studied field of research
(Särkkä and Solin, 2019). From an initial condition, discretisation methods such as Euler-Maruyama
– the stochastic extension to the Euler method for ordinary differential equations – can be used
to simulate paths from the model. Likewise, calculating the conditional posterior of the latent
state given a set of observations can be performed using Bayesian filtering and smoothing methods,
such as Kalman filtering and particle filters (Särkkä, 2013). Alternatively Markov Chain Monte
Carlo (MCMC) can be used for joint inference of the latent states and parameters for an SDE. A
challenging tuning choice in MCMC is the selection of a bridge construct as proposal distribution
for the discretised stochastic process between a pair of observations (Whitaker et al., 2017).
In this paper, we present an approach to approximate non-linear grey-box models as SDEs by
placing Gaussian process priors over u(t), which provides a flexible representation of the non-linear
input functions. Inference of the conditional posterior of the system state and latent input is
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challenging given the complex dependencies – more so with unknown parameters – so we present a
flexible variational approach to inference using inverse autoregressive flows to simulate the unknown
system. This can be thought of as automatically learning a “variational bridge construct” rather
than needing to select one a priori.
We build a stochastic prior for non-linear grey-box models and construct an expressive variational
distribution for multivariate state estimation conditioned on both single and multi-output observation
models. In addition, we address the problem of parameter estimation and demonstrate the efficacy
of the approach for approximating non-Gaussian likelihoods.
2 Background
In this section we introduce the Gaussian process as a stochastic differential equation, and give a
brief overview of inverse autoregressive flows that are used to build the variational approximation in
this paper.
State-Space Gaussian Processes The state-space model interpretation of a Gaussian process
treats the regression problem as a continuous time stochastic differential equation (SDE) with
noisy emission Hartikainen and Särkkä (2010). That is, for some latent function with prior
f(t) ∼ GP(0, k(t, t′)) where k(t, t′) is some m-times differentiable covariance function, e.g. from the
Matérn family, the GP can be described by a white-noise-driven Itô process:
a0f(t) +
m∑
i=1
ai
di
dti f(t) = w(t), (1)
where w(t) is a white-noise process, and ai, i = 0, . . . ,m are some constant coefficients related to
the hyperparameters of k.
Inference of f(t) given observations with some additive Gaussian noise, y(τk) = f(τk) + εk,
εk ∼ N (0, σ2y), can be performed in linear-time using the Kalman filter and Rauch-Tung-Streibel
smoother (Hartikainen and Särkkä, 2010). More recently, the state-space approach to GP regression
has been extended to those problems with non-Gaussian likelihoods (Nickisch et al., 2018).
Inverse Autoregressive Flows Suppose we wish to define a distribution for a vector x. An
inverse autoregressive flow (IAF) (Kingma et al., 2016) introduces a base random vector z0 ∼ N (0, I)
of the same length. This is transformed using several composed bijective transformations to output
x. The transformations typically alternate between permutations of the order of x – e.g. reversing
the order – and inverse autoregressive transformations.
An inverse autoregressive transformation shifts and scales each entry of its input vector. The shift
and scale coefficients themselves depend on preceding entries of the input vector as an autoregressive
model, and are typically the output of a neural networks. Additionally, using masking as allows a
single neural network to be used for the whole vector (Germain et al., 2015; Papamakarios et al.,
2017). This property makes it straightforward to calculate the density of samples from a IAF, as
the Jacobian of a transformation has determinant equal to the product of its scale coefficients. It is
not uncommon for IAF to be used with an encoder term, as in variational autoencoders.
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3 Autoregressive Density Estimation of Non-Linear Grey BoxMod-
els
This section describes the proposed model structure and autoregressive variational distribution to
approximate the posterior of a grey-box model given some observations.
3.1 Augmented System State
Given the model D[x(t),θ] = u(t), where D is some n-order (non-linear) differential operator, we
can rewrite this in terms of the respective differential equations representing the dynamics of x(t)
and u(t). Given u(t) ∼ GP(0, k(t, t′)), where k(·, ·) is m-times differentiable, we have
α0(x, t;θ)x(t) +
n∑
i=1
αi(x, t;θ)
di
dtix(t) = u(t), (2)
where αi is some non-linear function of x and u(t) has dynamics as described in (1), driven by a
white-noise process, w(t) with variance ς.
Given a dynamic system of the form given in (2), we can represent the latent state of x
and u as a first-order SDE using a companion-form dynamic model, and an augmented state f :
df/dt = D(f(t),θ) + Lw(t). We define f and the corresponding companion-form model dynamics
as follows:
f(τ) =
[
x(τ) dxdt
∣∣∣
t=τ
· · · dn−1xdtn−1
∣∣∣
t=τ
u(τ) dudt
∣∣∣
t=τ
· · · dm−1udtm−1
∣∣∣
t=τ
]>
(3)
D(f(t),θ) =

f2
f3
...
α˘0f1 +
∑n−1
i=1 α˘ifi+1 + fn+1
fn+2
fn+3
...
a0fn+1 +
∑m−1
i=1 aifn+i+1

, L =

0
0
...
0
0
0
...
1

. (4)
The augmented coefficients α˘i are mappings of the augmented state through the non-linear coefficients
of D, such that α˘i : f 7→ αi(f1:n, t,θ). In the case of non-additive grey-box models, where x(t) is
non-linearly dependent on u(t), adapting this augmented state model is also possible, as coeffiecients
α˘i would simply take fn+1 as additional input or have some non-linear transformation over it. The
latter part of the augmented system, D, modelling the dynamics of u(t) would remain unchanged.
3.2 Discretisation
Given that the augmented model, df/dt = D(f(t),θ) + Ldw(t), is a continuous-time non-linear
SDE, to calculate an approximation of the posterior we discretise it. One method of discretisation is
to use the Euler-Maruyama approach, which defines the transition density between two discrete-time
points as p(ftk+1 |ftk ,θ) = N (ftk+1 − ftk |µ(ftk ,θ)∆tk ,Σ(ftk ,θ)∆tk), where ∆tk is the interval
tk+1 − tk, and µ and Σ are the drift vector and diffusion matrix of the system.
For the grey-box models, we utilise filtering theory to represent the system, in particular the
Kalman-Bucy filtering density: p(f(t) | y1:t) = N (f(t) |m(t),P(t)). Here, we can define the mean
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process, m(t) in terms of the model drift; and the covariance term with a Taylor expansion to
construct an extended continuous-time Kalman filter (Särkkä and Solin, 2019):
d
dtm(t) = D(m(t),θ) (5)
d
dtP(t) = JD(m(t),θ)P(t) + P(t) [JD(m(t),θ)]
> + LςL>, (6)
where JD is the Jacobian of D with respect to f , and ς is the variance of w(t). We utilise a
steady-state estimation of P(t) to approximate the transition covariance. Here, we assume that the
system is time-invariant, and that it was in steady-state at time, t0. If we define the steady-state
covariance Σ˜ , P(t), then it is the solution to following equation:
JDΣ˜ + Σ˜J>D + LςL> = 0. (7)
Because of the time-invariance assumption, (7) is an example of the continuous Lyapunov equation.
We can thus discretise the covariance term using the discrete form of the Lyapunov equation and
rearranging, as described in (Särkkä and Solin, 2019). Using the Euler-style discretisation on the
drift-term, we can construct the moments for our transition density as such:
µ(ftk ,θ)∆tk , ∆tD(ftk ,θ) (8)
Σ(ftk ,θ)∆tk , Σ˜− exp (∆tkJD(m(t),θ)) Σ˜ exp (∆tkJD(m(t),θ))> . (9)
Due to the linearisation approximation of Σ˜, it may be that the solution to (7) is non-constant,
depending on either θ or f(t), or both. Whereas for fixed value systems, we might solve (7) using some
continuous Lyapunov solver to approximate the steady-state covariance, in the autodifferentiation
regime used in this work this is infeasible so an explicit expression must be determined. As a result,
solving the equation manually can be somewhat prohibitive in systems with high dimensions.
3.3 Variational Approximation
We define the joint posterior of the model using the augmented state setup on a discrete time-mesh,
[tk | k = 0, . . . , T ], given observations yj at times τj (belonging to the time-mesh) for j = 1, . . . , N :
p(xt0:tT , ut0:tT ,θ |y) ∝ p(xt0)p(ut0)
T−1∏
k=0
p(xtk+1 |xtk , utk)p(utk+1 |utk)
N∏
j=1
p(yj |xτj ) (10)
= p(θ)p(ft0)
T−1∏
k=0
p(ftk+1 |ftk ,θ)
N∏
j=1
p(yj |fτj ,θ). (11)
Parameters are omitted from the first line for notational conciseness. Here, we define ftk as an
augmented system state at discrete-time tk containing both the latent state x and input u, over
which we have placed a GP prior, and relevant respective dynamics information (see Section 3.1).
Given the non-linearity of f and unknown latent input and parameters, the posterior in (11) is
intractable. To estimate the system state, we construct a variational approximation of the posterior
in the form of q(f ,θ) = q(θ)q(f |θ). To obtain the optimal approximation, we seek to find q∗ ∈ Q
to minimise the KL-divergence:
KL[q∗ ‖ p] = Eq[log q(f ,θ)− log p(x, u,θ |y)] (12)
4
Noting that p(x, u,θ |y) = p(x, u,θ,y)/p(y) and that the evidence p(y) does not depend on q, this
is equivalent to maximising
L(q) = Eq[log p(x, u,θ,y)− log q(f ,θ)] (13)
To allow straightforward unbiased estimation of this expectation, we follow (Kingma and Ba, 2014),
(Rezende and Mohamed, 2015) and (Titsias and Lázaro-Gredilla, 2014) by taking f = mf (1,θ,φf )
and θ = mθ(2,φθ), where mf and mθ are invertible functions of random noise 1, 2, following
independent N (0, I) distributions of appropriate dimension. This defines a family of functions, Q,
representing q, parameterised by the variational parameters φ = {φf ,φθ}.
We can estimate L(q) unbiasedly using Monte-Carlo samples:
L(q) = Ef ,θ∼q
[
log
(
p(θ)p(f |θ)p(y |f ,θ)
)
− log
(
q(θ)q(f |θ)
)]
(14)
≈
N∑
i=1
log
(
p(θ(i))p(f (i) |θ(i))p(y |f (i),θ(i))
)
− log
(
q(θ(i))q(f (i) |θ(i))
)
, (15)
where f (i) = mf ((i)1 ,θ(i);φf ), θ(i) = mθ(
(i)
2 ;φθ) for independent samples 
(i)
1 , 
(i)
2 from the
appropriate N (0, I) distributions.
To maximise L(q) with respect to φ, we use some stochastic gradient optimisation algorithm,
calculating ∇φL using automatic differentiation (see Algorithm 1 in Ryder et al. (2018a)).
Local Inverse Autoregressive Flows Due to the complex posterior dependence structure of f ,
we choose a flexible approximation density q(f |θ) using a variant of inverse autoregressive flows.
An issue with IAFs as described earlier is that they become expensive for high dimensional x due to
the large number of inputs to the shift and scale functions. Ryder et al. (2018b) introduce a local
IAF in which these functions only depend on the immediately preceding r entries of the vector,
termed the receptive field. This is a similar approach to WaveNet (van den Oord et al., 2016).
Here we present an adaptation to multi-dimensional system states, which is required in this paper.
We flatten the system state into a vector in such a way that its entries cycle through state-dimensions.
Each flow transformation updates only entries corresponding to a single dimension, cycling through
the dimensions with successive transformations, motivated by Real NVP (Dinh et al., 2016). The
receptive field of the shift and scale function is the rD preceding states. Figure 1 shows an example
of the structure of dependencies between flows layers for two dimensional states.
The structure of the flow can be described mathematically as follows. The input vector z0 is
simply , a vector consisting of independent N (0, 1) draws. After i transformations we get zi. We
denote the κth entry of a vector v by v[κ], and the entries indexed by a set S by v[S].
z0[κ] = κ (16)
zi[κ] =
{
σi(zi−1[I],h) · zi−1[κ] + µi(zi−1[I],h) κ mod D ≡ i mod D
zi−1[κ] otherwise
(17)
Here I defines the receptive field for the κth entry of the vector:
I = {κ− r(D + 1) + κ mod D, . . . , κ− 1− (κ− 1) mod D} (18)
The transformation terms, µi and σi are outputs of a multi-layer 1-D convolutional neural network,
with additional input in the form of parameters and local features that have been propagated through
5
ftk−1 ftk ftk+1
z2
z1
z0
Figure 1: An example architecture of alternating local inverse autoregressive flows for multivariate
regression with state dimension D = 2 and receptive field parameter r = 2
an encoder: h = Encoder(x,θ). The final layer forms the approximation of f = vec−1(g(zN )),
where we define vec−1 : RDT → RD×T as the inverse of matrix vectorisation, and g is some optional
bijector, for example a softplus (log(exp(·) + 1)) transformation to enforce positivity of f .
The log density of the approximation can be calculated as follows:
log q(f |θ) = −
∑
κ
(
1
2
>+ 12 log 2pi +
N∑
i=1
log σi
)
+ log |G−1(f)| (19)
where G−1 is the Jacobian of the inverse bijector g−1 w.r.t. f .
Local Features The features for the inverse autoregressive flow represent the additional input
data to the model including parameters and observation data. The flattening of the latent state
dimension is mirrored in the flattening of the observation data, with latent dimensions receiving 0
as input.
For each element of the the flow, z[κ], the feature vector consists of: the current discrete-time
point, tk; the time until the next observation, τj − tk, such that τj−1 < tk ≤ τj ; the next observation,
yτj ; and a binary mask indicating with value 1 that there is an observation at tk and that the
current corresponding state dimension is not latent.
The feature vector is concatenated with the base sample of the flow before passing to the
convolutional network used to generate shift and scale terms, µ and σ. A sample from the parameter
distribution is encoded with a densely-connected multilayer perceptron and the output is added to
the first layer in each flow.
Parameter Estimation For the estimation of model parameters, we use a separate variational
distribution, q(θ), to be optimised as part of the maximisation scheme for the objective in (14).
A simple family of distributions is the family of mean-field Gaussian approximations. Here, we
sample each parameter from an independent Gaussian, parameterised by variational parameters,
m and s: q(θ) = N (θ |m, diag(s)2). Such a family can be parameterised easily into the required
implicit form, such that parameters can be sampled by transforming a normally distributed random
variable: θ(i) = diag(s)(i) + m. Constraints can also be applied, for example placing the variational
distribution over log θi if it is constrained to be positive.
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For the grey-box models presented in this paper, empirical results demonstrated that the
mean-field approach is sufficient for estimation of parameters, particularly where there is known
independence. However, such an approach can often be a poor choice for more complex dependencies
(Blei et al., 2017), so alternative approaches may be used, e.g. an inverse autoregressive flow.
4 Related Work
Physically-inspired inference of unknown systems with Gaussian processes can be considered in
the process convolution interpretation of multi-output GPs (Álvarez and Lawrence, 2011), which
consider the system as an integral problem with a shared latent GP describing the dependencies.
This approach has been used for latent force models (Alvarez et al., 2013), and introduced to
non-linear dynamics in Lawrence et al. (2007) and Titsias and Lawrence (2009), more recently being
generalised to non-linear systems using a series approximation (Álvarez et al., 2019). An alternative
interpretation of latent force models using the state-space representation (Hartikainen and Särkkä,
2010) has been used for non-linear systems identification with non-linear filtering approaches such
as the unscented Kalman filter (Hartikainen et al., 2012). Similar approaches have been applied to
the non-linear likelihoods (Bonilla et al., 2016).
Other approximation methods for ODEs and SDEs with fully unknown dynamics by treating
some latent part as a GP include work approximating the phase and diffusion matrix of non-linear
oscillators with Gaussian processes given only observations (Heinonen et al., 2018; Yildiz et al.,
2018). There are a number of recent works investigating parameter estimation in stochastic systems
with known dynamics, including with variational inference (Ryder et al., 2018a; Bińkowski et al.,
2017), and MCMC (Abbati et al., 2019).
This paper addresses the combined problem of partially known dynamics with unknown paramet-
ers using autoregressive neural networks. Similar simulation-based inference methods for sequential
data include the sequential neural likelihood (Papamakarios et al., 2019), which presents likelihood-
free inference model with masked autoregressive flows (Papamakarios et al., 2017). A related
approach on state-space models was introduced in Ryder et al. (2018b).
5 Experiments
All experiments were performed in TensorFlow 1.13, using the Adam optimiser with learning rate
5e-4 (this was found empircally to be the most stable). For numerical stability, we also applied
gradient clipping using the global norm.
5.1 Regression with Matérn Covariance and Non-Gaussian Likelihoods
A special case of the model defined in (2) is where D[x] has the deterministic dynamics of a GP,
and u(t) is a GP with white-noise covariance. This would result in a state-space Gaussian process
as defined in (1). We use the proposed framework to fit approximate Gaussian process regression to
demonstrate and quantify the ability of the approach to simulate GPs.
Matérn covariances The Matérn family of covariances are finitely differentiable and, as such,
can be represented exactly as Itô processes (Särkkä and Solin, 2019). For a GP u(t) with half-integer
Matérn covariance, e.g. Matérn-3/2, the dynamics can be easily represented as the following SDE
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Figure 2: Maximum mean discrepancy ( ˆmmd2) values comparing the variational bridges with
samples from a batch-fit GP against training epoch with the black-line indicating the threshold
under which the null hypthothesis can be accepted with 95% confidence [top left], and 2 samples
each from the variational approximation (blue) and fit GP (red) conditioned on some observations
[bottom left]. Samples from a variational approximation of a latent GP with Matèrn-3/2 covariance
[top-right] conditioned on count data, plotted with mean and 95% CI(shaded) of the predictive
density
(Hartikainen and Särkkä, 2010):
λmu(t) +
m∑
i=1
(
m
i
)
λm−i
di
dtiu(t) = w(t), (20)
where w(t) has variance σ2(2λ)2m−1(m!)2/(2m − 2)!, with parameters σ2, the variance; and λ =
`−1
√
2m− 2, where ` is the so-called lengthscale.
Applying regression to the Matérn-3/2 and Matérn-5/2 covariances, we construct an augmented
system state as in (4), with dimension D = m = 2 and m = 3 respectively. In this example, we
compare generated paths with samples from GP fitted with exact GP regression by mapping both
sets of samples into a reproducing kernel Hilbert space (RKHS), using a Gaussian kernel, and
applying a two-sample test using maximum mean discrepancy (Gretton et al., 2012). We observe
that iterating the training model decreases the maximum mean discrepancy, a plot of which can be
observed in Figure 2 where the ˆmmd2 value decreases with number of training steps.
Non-Gaussian Likelihoods We apply the same regression problem to a simulated set of count-
data, demonstating that we can easily extend the approach to problems with non-Gaussian likelihoods.
8
Figure 3: Samples drawn from the variational distribution approximating x(t) (left) and u(t) for
the forced ODE model. The noisily observed values of x(t) are shown displayed as white squares
The regression problem is defined:
p(y(t) | f(t)) = Pois(y(t) |λ = exp(f(t))), f(t) ∼ GP(0, k(t, t′)), (21)
where k(t, t′) is the Matérn-3/2 covariance function.
Samples from the variational bridges representing the latent GP are shown in Figure 2, with
the predictive density showing that the approach captures the main features and uncertainty of
the system. The negative log predictive density for the fit using the inverse autoregressive flows is
−0.12218, versus −0.16576 for a GP fit with a Laplace approximation (Rasmussen and Williams,
2006).
5.2 Forced Non-linear ODEs
Toy problem In this example, we demonstrate inference of a latent input function on a non-linear
ordinary differential equation using the variational bridge constructs. We consider a toy example
with sinusoidal dynamics of an observable state, and place a GP prior over an unknown input
function, u(t): dx/dt = −2 sin(ωx)/3 + u(t).
We compare our variational approach to an approximate posterior obtained by the extended
Kalman filter and Rauch-Tung-Striebel smoother (EKF/ERTS) (Särkkä, 2013) using the filtering
moments defined in (9), where the parameters of the EKF were fixed to their known values. The
NLPD of the variational bridges was -1.0307, and for the EKF/ERTS regression fit, it was -0.0159.
The paths sampled from the approximate posterior, with inferred input function, are shown in
Figure 3. We also observe the 95% credible interval of the approximate ERTS posterior of the latent
GP, which has many of the same features of the variational approximation but is less confident.
Gene Expression In the final experiment, we consider a multi-output system using real-world
data. We consider the transcriptional regulation model in (Barenco et al., 2006) with an ODE
describing the dynamics of target gene expression that are regulated by an unobserved transcription
factor, u(t). For each gene in the dataset, xd(t), the dynamics follow the ODE:
dx/dt = ad − bdxd(t) + sdu(t)(γd + u(t))−1. (22)
We assume the gene expressions are observed with some additive (Gaussian) noise, σ2y = 0.01, and
place a GP prior over log u(t), as in (Titsias and Lawrence, 2009). Model parameters for each output
include the basal transcription rate, ad, decay rate, bd, and sensitivity, sd, which are all unknown.
γj is the Michaelis constant defined for each specific gene. Additional shared parameters come from
those of the GP covariance function: (λ, σ2). The bridges were conditioned on two output genes,
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Figure 4: Inferred transcription factor concentration (left) and predictions gene expressions for
tnfrsf10b (blue) and p26 sesn1 (red). Black squares indicate measured gene expression
and a Mátern-3/2 covariance was used. In this experiment, sd for each output was fixed and, to
maintain positivity, the variational samples of xd(t) were transformed with a softplus bijector.
The results on regression of two output genes and a latent input function using the proposed
variational bridge approach are shown in Figure 4. The results demonstrate the method’s effectiveness
on multi-output system even where the latent GP interacts non-linearly with the system.
6 Discussion
We present an approach to inferring non-linear ODEs with some unknown latent input using
simulation-based autoregressive variational inference by placing a Gaussian process prior over the
latent input and approximating a filtering density. The approach can effectively simulate Gaussian
process samples and infer both observed and latent states constrained to partially known grey-box
models. The method could be extended to non-linear SDEs with unknown input using the same
discretisation approach. We also demonstrate that the model can represent multi-output states and
non-Gaussian likelihoods.
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Supplementary Material
A Sampling Variational Bridge Paths
Algorithm 1 shows the algorithm for sampling from an alternating local inverse autoregressive flow
for multi-dimensional latent states. The loss, −L, is minimised with respect to the gradients of the
weights in Encoder and LocallyAutoregressiveNN.
Algorithm 1 Sampling Variational Paths using Alternating Local Inverse Autoregressive Flows
Data:
τ : observation times,
y: observations,
θ: model parameters
t = {tk | k = 0, . . . , T} : discrete-time mesh
x: feature vector
g(·): constraining bijector, e.g softplus to enforce positivity
G−1(·): Jacobian of g−1(·)
x← {χk,d ← [tk, yτj ;d, τj − tk,1τ (tk)]> | d = 1, . . . , D, k = 0, . . . , T, tk ≤ τj−1 < tk+1 ≥ τj}
h← Encoder(x,θ)
Sample  ∼ N (0, I)
z← 
`← −>− log(2pi)/2
for i← 1 . . . num. flows per dimension do
for d← 1 . . . D do
I ← {d+ (k − 1)D | k ← 1, . . . , T}
[µ, s]← LocallyAutoregressiveNNi,d(z,h)
σ ← softplus(s)
z[I]← σ  z[I] + µ
`← `−∑ logσ
end for
end for
Result:
f ← g(reshape(z, D × T )): a random sample from q(f |θ)
`← `+ log |G−1(f)|: scalar value of log q(f |θ)
B Steady-State Covariance of Forced ODE Toy Example
The dynamics are defined ddtx(t) = −23 cos(µx(t)) + u(t), which can be rewritten as an augmented
system state as follows:
d
dt
[
x(t)
u(t)
]
︸ ︷︷ ︸
f(t)
=
[
−2 cos(µf1)/3 + f2
−λf2
]
︸ ︷︷ ︸
D(f(t),θ)
+
[
0
1
]
︸︷︷︸
L
w(t),
where w(t) is a white-noise process with variance ς = 2λσ2.
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The Jacobian of D(f(t),θ) w.r.t f is defined:
JD(f(t)) =
[
2µ sin(µf1)/3 1
0 −λ
]
,
and steady state covariance Σ˜ such that JD(f(t))Σ˜ + Σ˜[JD(f(t))]> + LςL = 0 is
Σ˜ =
 σ2λ2λµ sin(µf1)(2µ sin(µf1)/3−λ)/3 σ2λλ2−2λµ sin(µf1)/3
σ2λ
λ2−2λµ sin(µf1)/3 σ
2

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