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We introduce and study new relative spectral invariants of two elliptic
partial differential operators of Laplace and Dirac type on compact smooth
manifolds without boundary that depend on both the eigenvalues and the
eigensections of and contain much more information about geometry. We
prove the existence of the homogeneous short time asymptotics of the new
invariants with the coefficients of the asymptotic expansion being integrals
of some invariants that depend on the symbols of both operators. The first
two coefficients of the asymptotic expansion are computed explicitly.
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11 Introduction
Elliptic operators on manifolds, in particular, first and second-order partial dif-
ferential operators, play a crucial role in global analysis, spectral geometry and
mathematical physics [14, 10, 9, 2, 4, 5]. The study of the spectrum of elliptic
operators is of paramount importance since it describes various important objects
in quantum field theory and differential geometry such as correlation functions,
functional determinants, integrals of infinite-dimensional Hamiltonian systems
etc. The spectrum of elliptic operators does, of course, depend on the geome-
try of the manifold. Therefore, one can ask the question: “To what extent does the
spectrum of a single elliptic operator describe the geometry?”, or, as M. Kac put it
“Can one hear the shape of a drum?” In general one cannot compute the spectrum
exactly. One usually studies the spectrum indirectly by studying some spectral
invariants such as the heat trace or zeta function [14]. These spectral invariants
only depend on the eigenvalues of the operators and do not depend on the eigen-
sections. It is well known now that the answer to this question is negative, that
is, there are non-isometric manifolds that have the same spectrum. The classical
heat trace of Laplace type operators has been studied for decades going back to H.
Weyl [21] and S. Minakshisundaram and A. Plejel [16]. There is a vast literature
on the subject (see [14, 10, 2, 4, 5] and references therein).
In [8] and [6] we studied more general spectral invariants that appear naturally
in quantum statistical physics and geometry. In the present paper we introduce and
study new relative spectral invariants of two elliptic operators. We hope that these
new invariants could shed new light on the old questions of spectral geometry. We
generalize the question as follows: “Does the spectral data of two elliptic opera-
tors determine the geometry?” These invariants depend both on the eigenvalues
and the eigensections and contain much more information about geometry. Such
relative spectral invariants appear naturally, in particular, in the study of particle
creation in quantum field theory and quantum gravity [11, 12, 7]. They determine
the number of created particles from the vacuum when the dynamical operator
depends on time.
In Sec. 2 we motivate the study of the relative spectral invariants. We describe
the so-called Bogolyubov invariant in quantum field theory and show how it can
be expressed in terms of the relative spectral invariant. We consider a smooth n-
dimensional compact manifold M without boundary and a vector bundle V over
the manifoldM. Let L± be two self-adjoint elliptic second-order partial differential
operators acting on smooth sections of the vector bundleVwith a positive definite
scalar leading symbols of Laplace type. Let D± be two self-adjoint elliptic first-
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2order partial differential operators acting on smooth sections of the vector bundle
V of Dirac type such that the squares L± = D2± are Laplace type operators. The
spectral information about the operators L± and D± are contained in the classical
heat traces
Θ±(t) = Tr exp(−tL±), (1.1)
H±(t) = TrD± exp(−tD2±). (1.2)
We show that the Bogolyubov invariants can be expressed in terms of the traces
Ψ(t, s) = Tr
{
exp(−tL+) − exp(−tL−)
} {
exp(−sL+) − exp(−sL−)
}
, (1.3)
Φ(t, s) = Tr
{
D+ exp(−tD2+) − D− exp(−tD2−)
} {
D+ exp(−sD2+) − D− exp(−sD2−)
}
,
(1.4)
that we call relative spectral invariants; which can further be expressed further in
terms of the classical heat traces and the combined heat traces
X(t, s) = Tr exp(−tL+) exp(−sL−), (1.5)
Y(t, s) = TrD+ exp(−tD2+)D− exp(−sD2−), (1.6)
by
Ψ(t, s) = Θ+(t + s) + Θ−(t + s) − X(t, s) − X(s, t), (1.7)
Φ(t, s) = −∂tΘ+(t + s) − ∂tΘ−(t + s) − Y(t, s) − Y(s, t). (1.8)
In Sec. 3 we describe the relevant differential operators and their spectral
traces and introduce the relevant notation. The operators L± naturally define the
metrics g±
i j
, the connection one formsA±
i
and the endomorphisms Q± by
L± = −g−1/4± (∂i +A±i )g1/2± gi j±(∂ j +A±j )g−1/4± + Q±, (1.9)
where g
i j
± are the inverse metrics and g± = det g
±
i j
. Similarly, the operators D±
define the endomorphisms S ± by
D± = g
1/4
± iγ
j
±(∂ j +A±j )g−1/4± + S ±, (1.10)
where γ
j
± are the Dirac matrices satisfying (3.8), here the connection A±i is sup-
posed to satisfy the compatibility condition (3.9). Also, we suppose that the endo-
morphisms S ± anticommute with the Dirac matrices γi±, (3.11), so that the square
of the Dirac type operator D2± is a Laplace type operator with the potential
Q± = −
1
2
γ
i j
±R±i j + S 2± + iγ j±∇±j S ±, (1.11)
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3where R±
i j
be the curvature of the connection A±
i
and γ
i j
± = γ
[i
±γ
j]
± . We follow
the standard convention [22] and denote the antisymmetrized products of Dirac
matrices by γi1...ik = γ[i1 · · ·γik].
In Sec. 4 we present a detailed review of the Ruse-Synge function (which is
equal to one half of the square of the geodesic distance between two points in
a Riemannian manifold) with the particular emphasis on its dependence on the
metric. We compute the diagonal values of the covariant derivatives (defined with
respect to a metric g) of a Ruse-Synge function σh(x, x′) defined with respect to
another metric h.
In Sec. 5 we study the asymptotics of the integrals of Laplace type and prove
some important lemmas used in the proof of the main theorems. In Sec. 6 we
study the asymptotics of the combined heat traces and prove the general theorems.
The spectral information about the operators L± is contained in the classical heat
traces (1.1). In particular, the asymptotic expansion as t → 0
Θ± (t) ∼ (4pi)−n/2
∞∑
k=0
tk−n/2A±k , (1.12)
defines the sequence of spectral invariants
A±k =
(−1)k
k!
∫
M
dx g
1/2
± tr[a
±
k ], (1.13)
where tr[a±
k
] are some scalar invariants which are polynomial in the jets of the
symbols of the operators L±, that is, in the covariant derivatives of the curvatures
R±
i jkl
of the metrics g±, the curvatures R±i j of the connectionsA±i and the potentials
Q± (notice the different normalization factor in (1.12) compared to our earlier pa-
pers [1, 2, 4, 5]). It is well known that the first two classical heat kernel coefficients
are [14, 2, 5]
A±0 =
∫
M
dx g
1/2
± trI, (1.14)
A±1 =
∫
M
dx g
1/2
± tr
(
1
6
R±I − Q±
)
, (1.15)
where tr is the fiber trace, I is the identity endomorphism and R± is the scalar
curvature of the metric g±. Therefore, for the Dirac type operators the coefficient
A1 takes the form
A±1 =
∫
M
dx g
1/2
± tr
(
1
6
R±I +
1
2
γ
i j
±R±i j − S 2±
)
. (1.16)
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4We study in this paper the asymptotics of the he combined heat traces (1.5)
and (1.6). We define the time-dependent metric gi j = gi j(t, s) as the inverse of the
matrix
gi j = tg
i j
+ + sg
i j
− , (1.17)
with t, s > 0; throughout the paper we use the notation g = det gi j for the determi-
nant of the metric. Also, we define the time-dependent connection Ai = Ai(t, s)
by
Ai = gi j
(
tg
jk
+A+k + sg jk−A−k
)
. (1.18)
We omit the variables t and s where it does not cause any confusion. Note that
the inverse metric gi j is a homogeneous function of t and s of degree 1, and,
therefore, the metric gi j is a homogeneous function of t and s of degree (−1),
and the determinant g = det gi j is a homogeneous function of t and s of degree
(−n); furthermore, the Christoffel symbols, Γgi jk, the Riemann tensor Rgi jkl and the
Ricci tensor R
g
i j
of the metric g are homogeneous functions of t and s of degree 0.
Similarly, the connection Ai and its curvature RAi j are homogeneous functions of
t and s of degree 0.
Theorem 1 There are asymptotic expansions as ε→ 0
X(εt, εs) ∼ (4piε)−n/2
∞∑
k=0
εkBk(t, s), (1.19)
Y(εt, εs) ∼ (4piε)−n/2
∞∑
k=0
εk−1Ck(t, s), (1.20)
where
Bk(t, s) =
∫
M
dx g1/2(t, s)bk(t, s), (1.21)
Ck(t, s) =
∫
M
dx g1/2(t, s)ck(t, s). (1.22)
1. The coefficients bk(t, s) and ck(t, s) are scalar invariants built polynomially
from the covariant derivatives (defined with respect to the metric gi j and the
connectionAi) of the metrics g±i j, the vectors C±i and the potentials Q± and
S ±.
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52. The coefficients bk(t, s) and ck(t, s) are symmetric under the exchange (t, L+)↔
(s, L−).
3. The coefficients bk(t, s) are homogeneous functions of t and s of degree k
and the coefficients ck(t, s) are homogeneous functions of t and s of degree
(k − 1).
This gives the asymptotic expansion of the relative spectral invariants (1.3)
and (1.4).
Corollary 1 There are asymptotic expansions as ε→ 0
Ψ(εt, εs) ∼ (4piε)−n/2
∞∑
m=0
εkΨk(t, s), (1.23)
Φ(εt, εs) ∼ (4piε)−n/2
∞∑
k=0
εk−1Φk(t, s), (1.24)
where
Ψk(t, s) = (t + s)
k−n/2(A+k + A
−
k ) − Bk(t, s) − Bk(s, t), (1.25)
Φk(t, s) = −
(
k − n
2
)
(t + s)k−1−n/2
(
A+k + A
−
k
) − Ck(t, s) − Ck(s, t). (1.26)
In Sec. 7 we consider some particular cases when the relative spectral invari-
ants can be computed exactly in terms of the classical heat trace and compute
explicitly the first two coefficients of the asymptotic expansions. To describe the
main results we introduce a symmetric tensorGi j = Gi j(t, s) (that we call the dual
metric) by
Gi j = sg
+
i j + tg
−
i j, (1.27)
and its inverse Gi j, which is related to the metric gi j, (1.17), by
Gi j = g
+
ikg
klg−l j = g
−
ikg
klg+l j, (1.28)
Gi j = g
ip
− gpqg
q j
+ = g
ip
+ gpqg
q j
− . (1.29)
Notice that
gi j(1, 0) = Gi j(0, 1) = g
+
i j, (1.30)
gi j(0, 1) = Gi j(1, 0) = g
−
i j. (1.31)
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6Also, we introduce the non-compatibility tensors
K±i jk = ∇gi g±jk, (1.32)
C±i = A±i − Ai, (1.33)
and the tensors
W±
i
jk =
1
2
gim±
(
K±jkm + K
±
k jm − K±m jk
)
, (1.34)
W±j = W±
i
i j = ∇gjW±, (1.35)
with
W± =
1
2
log
(
g±
g
)
. (1.36)
Finally, we define
Wi =
1
2
(
W+i +W
−
i
)
=
1
2
∇g
i
(
W+ +W−
)
, (1.37)
Wi j =
1
2
(
∇g
j
W+i + ∇gjW−i
)
=
1
2
∇g
i
∇g
j
(W+ +W−), (1.38)
Σi jk =
3
2
sK+(i jk) +
3
2
tK−(i jk), (1.39)
Σi jkl = sS
+
i jkl + tS
−
i jkl, (1.40)
where
S ±i jkl = 4g
±
m(i∇g jWm± kl) + 4g±m(iWn± jkWm± l)n + 3g±Wn±(i jWm± kl). (1.41)
Here and everywhere below parenthesis denote symmetrization over all indices
included. The indices excluded from the symmetrization are separated by vertical
lines.
Theorem 2 The first two coefficients of the asymptotic expansion of the combined
heat trace X(t, s) are
b0(t, s) = trI, (1.42)
b1(t, s) = tr
{
t
(
1
6
R+I − Q+
)
+ s
(
1
6
R−I − Q−
)
+ ts
[
1
6
Gi j
(
R+i j + R
−
i j − 2Rgi j
)
I
+
(
1
6
Gi j
(
Wi j +WiW j
)
−Gi jGklΣiklW j −
1
4
Gi jGklΣi jkl
+
1
12
(
2GilG jm + 3Gi jGlm
)
GknΣi jkΣlmn
)
I
+Gi j(C+i − C−i )(C+j − C−j )
]}
. (1.43)
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7Corollary 2 The first two coefficients of the asymptotic expansion of the relative
spectral invariant Ψ(t, s) are
Ψ0(t, s) =
∫
M
dx
{
(t + s)−n/2
(
g
1/2
+ + g
1/2
−
)
− g1/2(t, s) − g1/2(s, t)
}
trI, (1.44)
Ψ1(t, s) =
∫
M
dx
{
(t + s)1−n/2
[
g
1/2
+ tr
(
1
6
R+I − Q+
)
+ g
1/2
− tr
(
1
6
R−I − Q−
)]
−g1/2(t, s)b1(t, s) − g1/2(s, t)b1(s, t)
}
. (1.45)
Further, we define the auxiliary tensors
N jkl = 2Gi jGklWi −
1
3
(
2Gi jGqk + 3GiqG jk
)
GplΣipq, (1.46)
Mkl =
(
GklGi j + 2GikG jl
)
(Wi j +WiW j)
−
(
2Gi jGmkGpl + 2GimG jkGpl +GklGimGp j
)
ΣpimW j
−1
4
(
GpqGkl + 4GkpGlq
)
GpqΣi jpq
+
1
72
(
2Gi jGprGqsGkl + 3Gi jGpqGrsGkl + 6GikG jlGpqGrs
+12Gi jGpqGkrGls + 12Gi jGprGkqGsl
)
ΣipqΣ jrs. (1.47)
and
Vpqi jkl = Sym(i, j, k, l)
{(
4g+mp∇gkWm+ i j + 4g+mpWn+ jkWm+ in + 12g+miW+mnkW+n jp
−6g+miW+nk jW+mnp
)
g−lq + g
+
lp
(
4g−mq∇gkWm− i j + 4g−mqWn− jkWm− in
+12g−miW−
m
nkW−
n
jq − 6g−miW−nk jW−mnq
)
+ 6g+mpW
m
+ i jg
−
nqW
n
−kl
}
. (1.48)
Theorem 3 The first two coefficients of the asymptotic expansion of the combined
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8heat trace Y(t, s) are
c0(t, s) =
1
2
gi j(t, s)tr
(
γi+γ
j
−
)
, (1.49)
c1(t, s) = tr
{
1
6
t
(
1
2
gpqR+ − gqigi j+R+jp
)
γ
p
+γ
q
− +
1
6
s
(
1
2
gpqR− − gpigi j−R−jq
)
γ
p
+γ
q
−
+
1
4
tgpqγ
q
−γ
pi j
+ R+i j +
1
4
sgpqγ
p
+γ
qi j
− R−i j + S +S − −
1
2
tgpqγ
q
−γ
p
+S
2
+ −
1
2
sgpqγ
p
+γ
q
−S
2
−
−1
2
tgqpiγ
q
−γ
p j
+ ∇+j S + −
1
2
sgpqiγ
p
+γ
q j
− ∇−j S −
+ts
[
1
12
(
GklGi j + 2GikG jl
) (
R+i j + R
−
i j − 2Rgi j
)
g+p(kg
−
l)qγ
p
+γ
q
−
+
1
8
G(i jGkl)Vpqi jklγ
p
+γ
q
− +
3
4
N jkl
(
g+mpW+
m
( jkg
−
l)q + g
−
mqW−
m
( jkg
+
l)p
)
γ
p
+γ
q
−
+
1
2
Mklg+p(kg
−
l)qγ
p
+γ
q
− −
3
4
G(i jGkl)g+jpg
−
qi[γ
p
+, γ
q
−]∇g,Ak (C+l − C−l )
−3
4
[
G(i jGkl)
(
g+mpW
m
+ i jg
−
kq + g
+
kpg
−
mqW
m
− i j
)
+ N jklg+pkg
−
jq
]
[γ
p
+, γ
q
−](C+l − C−l )
+
3
4
g+pig
−
jqG
(i jGkl)
[(C+kC+l + C−kC−l ) (γp+γq− + γq−γp+)
−2C+kC−l γp+γq− − 2C−l C+k γq−γp+
]]}
. (1.50)
Corollary 3 The first two coefficients of the asymptotic expansion of the relative
spectral invariant Φ(t, s) are
Φ0(t, s) =
∫
M
dx
{
n
2
(t + s)−1−n/2
(
g
1/2
+ + g
1/2
−
)
trI
−1
2
[
g1/2(t, s)gi j(t, s) + g
1/2(s, t)gi j(s, t)
]
tr
(
γi+γ
j
−
)}
, (1.51)
Φ1(t, s) =
∫
M
dx
{
−g1/2(t, s)c1(t, s) − g1/2(s, t)c1(s, t) (1.52)
+
(
n
2
− 1
)
(t + s)−n/2
[
g
1/2
+ tr
(
1
6
R+I − Q+
)
+ g
1/2
− tr
(
1
6
R−I − Q−
)]}
,
where Q± are given by (1.11).
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92 Bogolyubov Invariant
We motivate the definition of the relative spectral invariants by quantum field
theory. We will be very brief here, the detailed exposition will appear elsewhere
[7]. We describe now the standard method for calculation of particles creation
via the Bogolyubov transformation [11, 12]. Let (M, h) be a pseudo-Riemannian
(n + 1)-dimensional assume that (M, h) is globally hyperbolic so that there is a
foliation of M with space slices Mt at a time t, moreover, we assume that there
is a global time coordinate t varying from −∞ to +∞ and that at all times Mt is
a compact n-dimensional Riemannian manifold without boundary. We will also
assume that there are well defined limits M± as t → ±∞. For simplicity, we
will just assume that the manifoldM has two cylindrical ends, (−∞, β) × M and
(β,∞) × M for some positive parameter β. So, the foliation slices Mt depend on t
only on a compact interval [−β, β]. LetW be a Hermitian vector bundle overM
andVt be the corresponding time slices (vector bundles over Mt).
In quantum field theory there are two types of particles, bosons and fermions.
The bosonic fields are described by second order Laplace type partial differen-
tial operators whereas the fermionic fields are described by first order Dirac type
partial differential operators. Let Lt be a one-parameter family of positive self-
adjoint elliptic second-order partial differential operators of Laplace type acting
on smooth sections of the vector bundle Vt. We assume that there are well de-
fined limits L± as t → ±∞. Let Dt be a one-parameter family of self-adjoint
elliptic first-order partial differential operators of Dirac type acting on sections of
the vector bundles Vt such that its square Lt = D2t is a self-adjoint second-order
positive elliptic partial differential operator of Laplace type. We assume that there
are well defined limits D± as t → ±∞. Then one defines so-called the in-vacuum
and the out-vacuum and the corresponding in-particles and out-particles. Then the
out-vacuum contains some in-particles (and vice versa). The total number of in-
particles in the out-vacuum is determined by the so-called Bogolyubov invariant.
Let Eb, f ,0 be the functions defined by
E f (x) =
1
ex + 1
, (2.53)
Eb(x) =
1
ex − 1 , (2.54)
E0(x) =
1
2 sinh x
, (2.55)
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and ω± are pseudo-differential operators defined by
ω± =
√
L±. (2.56)
Then in some approximation (for details, see [7]) the Bogolyubov invariants for
bosons and fermions are determined by the following traces
Bb(β) = Tr
{
E f (βω+) − E f (βω−)
} {
Eb(βω+) − Eb(βω−)
}
, (2.57)
B f (β) = 2β
2Tr
{
D+E0(βω+) − D−E0(βω−)
}2
. (2.58)
The Bogolyubov invariants can be expressed in terms of the the relative spec-
tral invariants Ψ(t, s) and Φ(t, s) defined in (1.3) and (1.4). Let hb, f ,0 be the func-
tions defined by
h f (t) =
1
2pi
?
R
dp p tan
(
p
2
)
exp(−tp2)
= (4pi)−1/2t−3/2
∞∑
k=1
(−1)k+1k exp
(
−k
2
4t
)
, (2.59)
hb(t) =
1
2pi
?
R
dp p cot
(
p
2
)
exp(−tp2)
= (4pi)−1/2t−3/2
∞∑
k=1
k exp
(
−k
2
4t
)
, (2.60)
h0(t) =
1
2pi
?
R
dp
p
sin p
exp(−tp2)
= (4pi)−1/2t−3/2
∞∑
k=0
(2k + 1) exp
(
−(2k + 1)
2
4t
)
. (2.61)
where the integrals are taken in the principal value sense. Then the Bogolyubov
invariants take the form
Bb(β) =
∞∫
0
dt
∞∫
0
ds h f (s) hb (t)Ψ
(
β2s, β2t
)
, (2.62)
B f (β) =
∞∫
0
dt
∞∫
0
ds h0 (s) h0 (t) 2β
2Φ
(
β2t, β2s
)
. (2.63)
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It is the relative spectral invariants Ψ(t, s) and Φ(t, s) that we study in the
present paper. Obviously, the combined heat traces X(t, s) and Y(t, s) contains
information about the spectra of both operators L± (and D±) since, in particular,
X(0, s) = Θ−(s), X(t, 0) = Θ+(t), (2.64)
Y(0, s) = H−(s), Y(t, 0) = H+(t) (2.65)
Also, although for any t, s > 0
Ψ(0, s) = Ψ(t, 0) = Φ(0, s) = Φ(t, 0) = 0, (2.66)
the asymptotics as t, s→ 0 are non-trivial. It is these asymptotics that we study in
the present paper.
We can also define the corresponding relative zeta functions
ZΨ(p, q) =
1
Γ(p)Γ(q)
∞∫
0
dt
∞∫
0
ds tp−1sq−1Ψ(t, s), (2.67)
ZΦ(p, q) =
1
Γ(p)Γ(q)
∞∫
0
dt
∞∫
0
ds tp−1sq−1Φ(t, s), (2.68)
and, similarly, ZX(p, q) and ZY (p, q). Then
ZX(p, q) = TrL
−p
+ L
−q
− , (2.69)
ZY(p, q) = TrD
−2p+1
+ D
−2q+1
− (2.70)
and
ZΨ(p, q) = Tr
(
L
−p
+ − L−p−
) (
L
−q
+ − L−q−
)
, (2.71)
ZΦ(p, q) = Tr
(
D
−2p+1
+ − D−2p+1−
) (
D
−2q+1
+ − D−2q+1−
)
. (2.72)
To avoid confusion the complex power of the operator D± (which is not positive)
is defined as follows D
−2p+1
± = D±(D
2
±)
−p.
For the Dirac case one can also introduce more general traces
W±(t, α) = Tr exp(−tD2± + iαD±), (2.73)
V(t, s;α, β) = Tr exp(−tD2+ + iαD±) exp(−sD2− + iβD−). (2.74)
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Then, obviously,
Θ±(t) = W±(t, 0), (2.75)
X(t, s) = V(t, s; 0, 0), (2.76)
Y(t, s) = − ∂
∂α
∂
∂β
V(t, s;α, β)
∣∣∣∣
α=β=0
. (2.77)
Therefore, all traces can be obtained from the traces (2.73) and (2.74).
Notice that the traceW(t, α) can be written in the form
W±(t, α) = (4pit)
−1/2
∫
R
dα′ exp
{
−(α − α
′)2
4t
}
T±(α
′), (2.78)
where
T±(α) = Tr exp (iαD±) , (2.79)
which should be understood in the distributional sense. Similarly, the invariant
V(t, s;α, β) can be written in the form
V(t, s;α, β) = (4pi)−1(ts)−1/2
∫
R2
dα′dβ′ exp
{
−(α − α
′)2
4t
− (β − β
′)2
4s
}
S ±(α
′, β′),
(2.80)
where
S ±(α, β) = Tr exp (iαD+) exp (iβD−) . (2.81)
In this paper we will be interested primarily in the asymptotic expansion of
the combined heat traces as t, s→ 0.
3 Generalized Heat Traces
3.1 Differential Operators
LetM be a compact n-dimensional Riemannianmanifold without boundary. Through-
out the whole paper we denote tensor indices by Latin letters and use Einstein
summation convention. We use parenthesis for the symmetrization of indices and
square brackets for the anti-symmetrization. The indices excluded from the sym-
metrization or anti-symmetrization are separated by vertical lines. Also, we de-
note the local coordinates by xi and the partial derivatives by ∂i. LetV be a vector
bundle of densities of weight 1/2 over M, L2(V) be the corresponding Hilbert
rsi.tex; August 6, 2019; 0:48; p. 12
13
space; we use the notation tr for the fiber trace and Tr be the corresponding L2
trace. We study positive self-adjoint elliptic second-order partial differential op-
erators L with a scalar positive definite leading symbol of Laplace type acting on
smooth sections of the bundle V. A Laplace type operator L naturally defines a
Riemannian metric g and a connection ∇A on the vector bundle with a connection
one-form Ai. Since we will be working with different operators we do not have
a single metric, then, following [3], we prefer to work with the vector bundle of
densities of weight 1/2 and with the Lebesgue measure dx instead of the Rieman-
nian one. Then the heat kernel U(t; x, x′) of the heat semigroup exp(−tL) is also a
density of weight 1/2 at each point x and x′, and the heat kernel diagonalU(t; x, x)
is a density of weight 1. Then a Laplace type operator has the form
L = g1/4
(
−∆g,A + Q
)
g−1/4, (3.1)
where ∆g,A = gi j∇g,A
i
∇g,A
j
is the Laplacian, g = det gi j, and Q is some smooth
endomorphism of the vector bundleV; locally it has the form
L = −g−1/4(∂i +Ai)g1/2gi j(∂ j +A j)g−1/4 + Q. (3.2)
Let L± be two Laplace type operators defined by the metrics g±i j, the connec-
tions A±
i
and the potential terms Q±. By using the metric gi j(t, s), (1.17), the
connectionAi(t, s), (1.18), and the identity
tg
i j
+C+j + sgi j−C−j = 0 (3.3)
one can rewrite now the operators L± in the form
L± = g
1/4
(
−∇g,A
i
g
i j
±∇g,Aj − gi j±C±i ∇g,Aj − ∇g,Ai gi j±C±j + q±
)
g−1/4, (3.4)
where
q± = Q± − gi j±C±i C±j +
1
2
∇g
i
(g
i j
±W
±
j ) +
1
4
g
i j
±W
+
i W
+
j , (3.5)
whereW±j is defined by (1.35).
Notice that the sum of Laplace type operators is a Laplace type operator, in
particular, the operator
L(t, s) = tL+ + sL−
= g1/4
(
−∆g,A + Q
)
g−1/4 (3.6)
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is a Laplace type operator with the metric gi j(t, s), (1.17), the connectionAi(t, s),
(1.18), and the potential form
Q(t, s) = tQ+ + sQ− − tgi j+C+i C+j − sgi j−C−i C−j (3.7)
+
1
2
t∇g
j
(g
i j
+W
+
i ) +
1
4
tg
i j
+W
+
i W
+
j +
1
2
s∇g
j
(g
i j
−W
−
i ) +
1
4
sg
i j
−W
−
i W
−
j .
Now, assume thatV is a Clifford bundle. Let D± be two self-adjoint first-order
elliptic partial differential operators of Dirac type acting on sections of the bundle
V such that its square L± = D2± is a self-adjoint second-order positive elliptic
partial differential operator. Let γ± : T ∗M → V be the Clifford map (traceless
matrices) satisfying
γi±γ
j
± + γ
j
±γ
i
± = 2g
i j
±I, (3.8)
where I is the identity endomorphism. The connection ∇± is defined by requiring
it to satisfy
∇±i γk± = ∂iγk± + Γ±ki jγ j± + [A±i , γk±] = 0, (3.9)
where Γ±ki j are Christoffel symbols of the metric g±i j. Then the Dirac type opera-
tors have the form
D± = g
1/4
±
(
iγ
j
±∇±j + S ±
)
g
−1/4
±
= g
1/4
± iγ
i
±(∂i +A±i )g−1/4± + S ±, (3.10)
where S ± are some endomorphisms of the vector bundleV. We suppose that S ±
anticommutes with γi±. By using the representation of the Dirac matrices in terms
of the orthonormal frames, γi±(x) = e±
i
a(x)γ
a, this means that the matrices S ±
anti-commute also with the Dirac matrices γi∓, that is,
[S ±, γ
i
±] = [S ±, γ
i
∓] = 0. (3.11)
Then D2± is a Laplace type operator of the form
D2± = g
1/4
± (−∆± + Q±) g−1/4± , (3.12)
where
Q± = −
1
2
γ
i j
±R±i j + S 2± + iγ j±∇±j S ±. (3.13)
γ
i j
± = γ
[i
±γ
j]
± and R±i j is the curvature of the connectionA±i . If the Clifford bundle is
a twisted spinor bundle then the connectionA±i has the form
A±i =
1
4
ω±abiγ
ab + E±i , (3.14)
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where ω±
abi
is the spin connection, and the curvature has the form
R±i j =
1
4
R±abi jγ
ab + F ±i j , (3.15)
where F ±
i j
is the curvature of the connection E±
i
and R±
abi j
is the Riemann tensor of
the metric g±
i j
.
3.2 Heat Traces
Let {λ±
k
}∞
k=1
be the eigenvalues (counted with multiplicities and ordered in nonde-
creasing order) and {ϕ±
k
}∞
k=1
be the corresponding orthonormal sequence of eigen-
sections of the operator L±. The heat kernel of the operator L± has the following
spectral representation
U±(t; x, x
′) =
∞∑
k=1
exp
(−tλ±k )ϕ±k (x)ϕ±∗k (x′). (3.16)
Then the classical heat trace (1.1) has form
Θ±(t) =
∞∑
k=1
exp
(−tλ±k )
=
∫
M
dx trU±(t; x, x) (3.17)
and the combined heat trace and (1.5) is
X(t, s) =
∞∑
k, j=1
exp
(
−tλ+k − sλ−j
) ∣∣∣(ϕ−j , ϕ+k )∣∣∣2
=
∫
M×M
dx dx′ tr {U+(t; x, x′)U−(s; x′, x)} . (3.18)
Let {µ±
k
}∞
k=1
be the eigenvalues of the operator D± (counted with multiplicities
and ordered in nondecreasing order of the absolute value) and {ϕ±
k
}∞
k=1 be the cor-
responding orthonormal sequence of eigensections of the operator. The integral
kernel of the heat semigroups exp(−tD2± + iαD±) and exp(−tD2±) have the form
V±(t, α; x, x
′) =
∞∑
k=1
exp
[
−t(µ±k )2 + iαµk
]
ϕ±k (x)ϕ
±∗
k (x
′), (3.19)
U±(t; x, x
′) =
∞∑
k=1
exp
[
−t(µ±k )2
]
ϕ±k (x)ϕ
±∗
k (x
′). (3.20)
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Then the classical heat trace (1.2) has the form
H±(t) =
∞∑
k=1
µ±k exp
[
−t(µ±k )2
]
=
∫
M
dx tr {D±U±(t; x, x)} , (3.21)
where the operators D± act only on the first argument of the heat kernel, and the
combined heat trace (1.6) is
Y(t, s) =
∞∑
k, j=1
exp
[
−t(µ+k )2 − s(µ−j )2
]
µ+k µ
−
j
∣∣∣(ϕ−j , ϕ+k )∣∣∣2
=
∫
M×M
dx dx′ tr {D+U+(t; x, x′)D−U−(s; x′, x)} , (3.22)
where the differential operators act on the first spacial argument of the heat kernel.
The generalized traces (2.73) and (2.74) have the form
W±(t, α) =
∞∑
k=1
exp
[
−t(µ±k )2 + iαµ±k
]
,
=
∫
M
dx trV±(t, α; x, x), (3.23)
V(t, s;α, β) =
∞∑
k, j=1
exp
[
−t(µ+k )2 + iαµ+k − s(µ−j )2 + iβµ−j
] ∣∣∣(ϕ−j , ϕ+k )∣∣∣2 .
=
∫
M×M
dx dx′tr {V+(t, α; x, x′)V−(s, β; x′, x)} . (3.24)
We would like to stress that whereas the classical invariants Θ±(t), H±(t) and
W±(t) depend only on the eigenvalues of the operators the new invariants X(t, s),
Y(t, s) and V(t, s;α, β) depend on the eigenfunctions as well and, therefore, con-
tain much more information about the relative spectrum of these operators.
4 Ruse-Synge Function
In this section we follow our books [2, 5]. We fix the notation for the rest of the
paper. Let x′ be a fixed point in a manifold M. We denote indices of tensors in the
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tangent space at the point x′ by prime Latin letters. The derivatives with respect
to coordinates x′i will be denoted by prime indices as well. We will also use the
notation for the partial derivatives of a scalar function f with respect to x and x′
by just adding indices to the function after comma, e.g. f,i j′ = ∂i∂ j′ f . Obviously,
the derivatives with respect to x and with respect to x′ commute. Finally, every-
where below the square brackets denote the diagonal value of a two-point function
f (x, x′), that is, [ f ] = f (x′, x′). It is also easy to see that the derivatives of the co-
incidence limits are equal to the sum of the conicidence limits of the derivative
with respect to x and x′
[ f ], j = [ f, j] + [ f, j′]. (4.1)
Let g be a Riemannian metric and rinj(M, g) be the injectivity radius of the
manifold M. Let Br(x
′) be the geodesic ball of radius r less than the injectivity
radius of the manifold, r < rinj(M, g). Let U ⊂ Br(x′) be a sufficiently small
neighborhood of the point x′ in the ball Br(x′) so that it is covered by a single
coordinate patch with coordinates xi.
Each point x in the neighborhood U can be connected with the point x′ by a
unique geodesic. The Ruse-Synge function σ(x, x′) is a symmetric smooth func-
tion defined as one half of the square of the geodesic distance d(x, x′) between the
points x and x′,
σ(x, x′) =
1
2
d2(x, x′); (4.2)
it was introduced by Ruse [19] and used extensively by Synge [20] and others
[12, 11] in general relativity under the name world function. There are many ways
to show that the Ruse-Synge function satisfies the (modified) Hamilton-Jacobi
equation
σ =
1
2
gi j(x)σ,iσ, j =
1
2
gi
′ j′(x′)σ,i′σ, j′ , (4.3)
with the initial conditions
[σ] = [σ,i] = [σ,i′] = 0 . (4.4)
Furthermore, by differentiating eq. (4.3) and taking the coincidence limit it is easy
to see that
[σ,i j] = [σ,i′ j′] = −[σ,i j′] = gi j. (4.5)
The Hamilton-Jacobi equation (4.3) with the above initial conditions (4.4) has
a unique solution; it can be solved, for example, in form of a (noncovariant) Taylor
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series
σ(x, x′) =
∞∑
k=2
1
k!
[σ,i1...ik](x
′)yi1 · · · yik , (4.6)
where yi = xi − x′i. The coincidence limits of partial derivatives of higher or-
ders [σ,i1...ik], k ≥ 3, are uniquely determined in terms of some polynomials in the
partial derivatives of the metric gi j,m1 ,...mp and the metrics gi j and g
i j, that is, some
polynomials in the partial derivatives [σ,i j],m1,...mp and the matrix [σ,i j] and its in-
verse. Therefore, there are non-trivial relations between the coincidence limits of
partial derivatives. By using these equations one can obtain the coincidence limits
of partial derivatives
[σ,i jk] = 3gm(kΓ
m
i j) =
3
2
g(i j,k), (4.7)
[σ,i jkl] = 4gm(lΓ
m
i j,k) + 4gm(lΓ
n
i jΓ
m
k)n + 3gnmΓ
n
(i jΓ
m
kl), (4.8)
[σ,i′ jkl] = −gm(lΓmi j,k) − gm(lΓni jΓmk)n, (4.9)
where Γi jk are the Christoffel symbols for the metric g. Here and everywhere
below the parenthesis denote the symmetrization over all included indices and the
vertical lines denote the indices excluded from the symmetrization.
By differentiating eq. (4.3) we also find
σ,k′ = g
i jσ,ik′σ, j. (4.10)
Let γ j
′i be the inverse of the matrix of mixed derivatives σ, jk′ (it should not be
confused with Dirac matrices). Then we obtain
γk
′iσ,k′ = g
i jσ, j, (4.11)
and, therefore, the Ruse-Synge function satisfies a non-trivial equation without
any metric
σ =
1
2
γi
′ jσ,i′σ, j. (4.12)
This enables one to compute the Ruse-Synge function in terms of diagonal
values of its own partial derivatives. The usual Taylor series (4.6) is not symmetric
whereas the function σ(x, x′) is. Thus, it is more appropriate to represent it in the
manifestly symmetric Taylor series. Let us introduce new coordinates
zi = xi + x′i, yi = xi − x′i. (4.13)
rsi.tex; August 6, 2019; 0:48; p. 18
19
Then the Ruse-Synge function is a function of z and y
σ(x, x′) = f (z, y). (4.14)
Then the derivatives are related by
∂z
i
=
1
2
(
∂xi + ∂
x′
i
)
, ∂
y
i
=
1
2
(
∂xi − ∂x
′
i
)
, (4.15)
∂xi = ∂
z
i
+ ∂
y
i
, ∂x
′
i = ∂
z
i
− ∂y
i
. (4.16)
We can expand the Ruse-Synge function in the Taylor series in the variables y
with coefficients depending on the variables z. Since it is symmetric it will only
have even powers of y,
σ(x, x′) =
∞∑
k=1
1
(2k)!
Fi1...i2k(z)y
i1 . . . yi2k , (4.17)
Then the derivatives of the Ruse-Synge function are
σ,i = Ai + Bi, (4.18)
σ, j′ = A j − B j, (4.19)
σ,i j′ = −Fi j + Ci j + Di j, (4.20)
where
A j =
∞∑
k=1
1
(2k)!
Fi1...i2k, jy
i1 . . . yi2k , (4.21)
B j =
∞∑
k=0
1
(2k + 1)!
Fi1...i2k+1 jy
i1 . . . yi2k+1 , (4.22)
Ci j =
∞∑
k=1
1
(2k)!
(
Fi1...i2k,i j − Fi1...i2ki j
)
yi1 . . . yi2k , (4.23)
Di j =
∞∑
k=0
1
(2k + 1)!
(
Fi1...i2k+1i, j − Fi1...i2k+1 j,i
)
yi1 . . . yi2k+1 . (4.24)
Now, by using these expansions one can compute the expansion of the matrix γi j
′
and then use the equation (4.12) to obtain recursive relation for the coefficients
Fi1...ik . All of the higher-order coefficients Fi1 ...ik , with k ≥ 4, will be determined by
the derivatives of the first coefficient Fi j.
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The diagonal values of the covariant derivatives of the Ruse-Synge function
are expressed in terms of the polynomials of the covariant derivatives of the cur-
vature tensor, in particular,
[∇g
i
∇g
j
∇g
k
σ] = [∇g
i
∇g
j
∇g
k′σ] = 0, (4.25)
[∇g
l
∇g
k
∇g
j
∇g
i
σ] = −[∇g
l′∇gk∇gj∇giσ] = [∇gl′∇gk′∇gj∇giσ] = −
2
3
Rg(i|k| j)l. (4.26)
That is, the diagonal values of all higher order covariant derivatives of the Ruse-
Synge function [∇g
j′m
· · · ∇g
j′
1
∇g
ik
· · · ∇g
i1
σ], with k + m ≥ 4, are expressed in terms of
the derivatives [σ,i j′],i1...ik of the diagonal values of the second derivatives [σ,i j′].
One can also show that it also satisfies the following coincidence limits [2]: for
any k ≥ 2,
[∇g
(i1
· · · ∇g
ik)
∇g
j′σ] = [∇g(i1 · · · ∇
g
ik)
∇g
j
σ] = 0. (4.27)
An important ingredient is the Van Vleck-Morette determinant, defined by
M(x, x′) = det
(
−σ,i j′(x, x′)
)
; (4.28)
it is a two-point density of weight 1 at each point (we denote it by M(x, x′) in-
stead of the usual D(x, x′) to avoid confusion with the Dirac type operators D±).
Therefore, we find it convenient to define the function
ζ(x, x′) =
1
2
log
(
g−1/2(x)M(x, x′)g−1/2(x′)
)
, (4.29)
which is a scalar function at each point. The first coincidence limits of this func-
tions are [2]
[ζ] = [ζ,i] = 0, (4.30)
[∇g
i
∇g
j
ζ] =
1
6
R
g
i j
, (4.31)
[∇g
(i
∇g
j
∇g
k)
ζ] =
1
4
∇g
(i
Rg jk), (4.32)
[∇g
(i
∇g
j
∇g
k
∇g
l)
ζ] =
3
10
∇g
(i
∇g
j
Rgkl) +
1
15
Rgm(i
n
jR
g
k
m
l)n. (4.33)
One can also show that the tangent vector to the geodesic connecting the points
x′ and x at the point x′ pointing to the point x is given by the derivative of the
Ruse-Synge function [2]
ξi
′
= −gi′ j′σ, j′ , (4.34)
rsi.tex; August 6, 2019; 0:48; p. 20
21
so that
σ =
1
2
gi′ j′ξ
i′ξ j
′
. (4.35)
The variables ξi
′
are related to the so called Morse variables; they provide the
normal coordinates in geometry. The Jacobian of the transformation x 7→ ξ is
expressed in terms of the Van Vleck-Morette determinant and for sufficiently close
points x and x′ is not equal to zero. The volume element and the derivatives in
these coordinates have the form
dx = M−1(x, x′)g(x′)dξ
= g1/2(x′)g−1/2(x)e−2ζ(x,x
′ ) dξ. (4.36)
∂
∂xi
= −σ,ik′gk′ j′ ∂
∂ξ j
′ . (4.37)
Then an arbitrary analytic scalar function f can be expanded in the covariant Tay-
lor series, [2]
f =
∞∑
k=0
1
k!
fi′
1
...i′
k
ξi
′
1 · · · ξi′k , (4.38)
where fi′
1
...i′
k
= [∇g
(i1
· · · ∇g
ik)
f ](x′).
One can show that the metric is determined by the Ruse-Synge function as
follows. Let V be the matrix defined by
Vk′l′ = σ, j′γ
i j′σ,k′l′i. (4.39)
Further, let Y be a matrix defined by
Yk′l′ = σ,k′l′ − Vk′l′ , (4.40)
and X = (Xi
′ j′) be the inverse of the matrix Y . Then the matrix X is given by the
series
X =
∞∑
n=0
(βV)nβ, (4.41)
where βk
′l′ is the inverse of the matrix σ,k′l′ , that is,
Xk
′ l′ = βk
′l′ + βk
′m′Vm′p′β
p′l′ + βk
′m′Vm′p′β
p′q′Vq′r′β
r′l′ + · · ·
By differentiating eq. (4.11) with respect to x′l we obtain
gi jσ, jl′ = γ
ik′Yk′l′ . (4.42)
Finally, by multiplying by the matrix γ jl
′
we prove the following lemma.
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Lemma 1 The metric is uniquely determined by the partial derivatives of the
Ruse-Synge function by
gi j = γik
′
γ jl
′
Yk′l′ , (4.43)
gi j = σ,ik′σ, jl′X
k′ l′ . (4.44)
Even though the metric is determined by the off-diagonal derivatives of σ it
does not depend on the point x′. Also, of course for x = x′ we get gi j(x′) = gi′ j′ .
Notice that the matrix V is of first order in yi = xi− x′i; therefore, this power series
is well defined near diagonal. Thus, we obtain for the metric
gi j = σ,ik′σ, jl′β
k′l′ + σ,ik′σ, jl′β
k′m′Vm′p′β
p′l′
+σ,ik′σ, jl′β
k′m′Vm′p′β
p′q′Vq′r′β
r′l′ + · · · (4.45)
Therefore, one can find the metric in terms of the Taylor series
gi j(x) =
∞∑
k=0
1
k!
gi j,i1...ik(x
′)yi1 · · · yik , (4.46)
gi j(x) =
∞∑
k=0
1
k!
gi j,i1...ik(x
′)yi1 · · · yik . (4.47)
The Taylor coefficients gi j,i1...ik(x
′) and gi j,i1...ik(x
′) are expressed in terms of poly-
nomials in the coincidence limits [σ,k′i1 ...ip] and [σ,k′l′i1 ...ip] and the metric g
i′ j′(x′).
This gives an expression for the metric entirely in terms of the partial derivatives
of the Ruse-Synge function.
Finally, we study the dependence of the Ruse-Synge function on the metric.
Let hi j be another metric and σ
h(x, x′) be the Ruse-Synge function for the metric
h. We will need to study the covariant Taylor expansion of this function in the
power series in the variables ξi
′
defined by (4.34) (with respect to the metric g),
that is,
σh(x, x′) =
∞∑
k=2
1
k!
[∇g
(i1
· · · ∇g
ik)
σh](x′)ξi
′
1 · · · ξi′k . (4.48)
To avoid confusion we use the notation ∇g and ∇h to denote the covariant deriva-
tives with respect to the metrics g and h. All indices will be raised and lowered by
the metric g.
The function σh satisfies the equation
σh =
1
2
hi jσh,iσ
h
, j (4.49)
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with the initial conditions
[σh] = [σh,i] = 0; (4.50)
therefore, the first two terms in the Taylor series of the function σh vanish.
The non-compatibility of the metric h and g is measured by the non-metricity
tensor
Ki jk = ∇gi h jk (4.51)
and the disformation tensor
W i jk = Γh
i
jk − Γgi jk, (4.52)
where Γh,g
i
jk are the Levi-Civita connections of the metrics h and g. These two
tensors are related by
W i jk =
1
2
him
(
K jkm + Kk jm − Km jk
)
, (4.53)
Ki jk = hkmW
m
i j + h jmW
m
ik. (4.54)
The covariant derivatives with respect to the metrics g and h are related by
∇hi T k j = ∇gi T k j +WkimTm j −Wmi jT km. (4.55)
We introduce the following scalar W = 1
2
log
(
h
g
)
with h = det hi j, g = det gi j, and
the vectorW j = ∂ jW, then
W ii j =
1
2
hklK jkl = W j. (4.56)
The Riemann tensors are related by
Rh
i
jkl = Rg
i
jkl + ∇gkW il j − ∇glW ik j +W ikmWml j −W ilmWmk j. (4.57)
One has to be careful with this equation when lowering or raising indices. For
example, the Ricci tensors are obtained by just contracting the indices
Rh jl = R
g
jl + ∇giW il j − ∇gjWl +WmWml j −W ilmWmi j, (4.58)
but for the Riemann tensor Rhi jkl with all indices lowered we have to use the metric
hi j and, therefore, it will not be directly related to the Riemann tensor R
g
i jkl, which
is obtained by using the metric gi j, that is,
Rhn jkl = hnig
imRgm jkl+hni∇gkW il j−hni∇glW ik j+hniW ikmWml j−hniW ilmWmk j. (4.59)
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We will need to compute the following tensors determined by the diagonal
values of the symmetrized covariant derivatives with respect to the metric g of the
Ruse-Synge function σh of the metric h and the vectors σh
, j
and σh
, j′ ,
S i1...ik = [∇g(i1 · · · ∇
g
ik)
σh], (4.60)
T ji1 ...ik = [∇g(i1 · · · ∇
g
ik)
∇g
j
σh], (4.61)
V ji1 ...ik = [∇g(i1 · · · ∇
g
ik)
∇g
j′σ
h]. (4.62)
We know that
[∇hiσh] = 0, (4.63)
[∇hj∇hiσh] = hi j, (4.64)
[∇hk∇hj∇hiσh] = [∇hk∇hj∇hi′σh] = 0, (4.65)
[∇hl∇hk∇hj∇hiσh] = −[∇hl′∇hk∇hj∇hiσh] = −
2
3
Rhi(k| j|l). (4.66)
By using these equations and the relation (4.55) between the covariant derivatives
we obtain
[∇g
i
σh] = S i = Ti = Vi = 0, (4.67)
[∇g
j
∇g
i
σh] = −[∇g
j
∇g
i′σ
h] = S i j = Ti j = −Vi j = hi j, (4.68)
[∇g
k
∇g
j
∇g
i
σh] = S i jk = Ti jk = 3hm(iW
m
jk) =
3
2
K(i jk). (4.69)
Also, by using the relation (4.1) and (4.69) (or (4.65) and (4.55)) we obtain
[∇g
k
∇g
j
∇g
i′σ
h] = Vi jk = −hmiWmk j. (4.70)
Similarly, we compute
[∇g
(l
∇g
k
∇g
j)
∇g
i
σh] = Ti jkl
= 3hm( j∇gkWml)i + hmi∇g( jWmkl) + 3hm( jWnk|i|Wml)n
+hmiW
n
( jkW
m
l)n + 3hnmW
n
( jkW
m
l)i, (4.71)
[∇g
(l
∇g
k
∇g
j)
∇g
i′σ
h] = Vi jkl
= −hmi∇g( jWmkl) − hmiWn( jkWml)n. (4.72)
[∇g
(l
∇g
k
∇g
j
∇g
i)
σh] = S i jkl (4.73)
= 4hm(i∇g jWmkl) + 4hm(iWn jkWml)n + 3hnmWn(i jWmkl).
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This can also be written in terms of the tensors Ki jk
S i jkl = 2∇g(iK jkl) − hmnK(i j|m|Kkl)n + hmnKn(i jKkl)m − 1
4
hmnKm(i jK|n|kl). (4.74)
Let ∇A be a connection on a vector bundle V over a manifold M. It defines
the operator of parallel transport Pg,A(x, x′) of sections of the vector bundle V
along geodesics of the metric g from the point x′ to the point x. It satisfies the
equation of parallel transport [2]
gi jσ
g
, j
∇Ai Pg,A = 0 (4.75)
with the initial condition
[PA] = I, (4.76)
where I is the identity endomorphism. By using these equations we obtain the
coincidence limits of partial derivatives
[Pg,A
,i
] = −Ai, (4.77)
[Pg,A
,i j
] = −A(i, j) +A(iA j). (4.78)
The coincidence limits of covariant derivatives are
[∇Ai Pg,A] = 0, (4.79)
[∇g,A
i
∇g,A
j
Pg,A] =
1
2
RAi j , (4.80)
where RA
i j
is the curvature of the connection ∇A. Moreover, one can show that the
diagonal values of the symmetrized covariant derivatives vanish,
[∇g,A
(i1
· · · ∇g,A
ik)
Pg,A] = 0. (4.81)
Now, suppose that there is another metric h and another connection ∇h,B and
Ph,B be the corresponding operator of parallel transport. We need to compute
the diagonal values of the derivatives [∇g,A
(i1
· · · ∇g,A
ik)
Ph,B]. The difference of the
connection one-forms defines the tensor
Ci = Bi −Ai, (4.82)
so that
∇g,A
i
Ph,B = ∇h,Bi Ph,B − CiPh,B. (4.83)
By using the eqs. (4.79), (4.80), (4.83) we obtain
[∇g,A
i
Ph,B] = −Ci, (4.84)
[∇g,A
(i
∇g,A
j)
Ph,B] = −∇g,A(i C j) + C(iC j). (4.85)
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5 Asymptotics of Integrals
We use the Laplace method to compute the asymptotics as ε→ 0 of Laplace type
integrals
F(ε) = (4piε)−n/2
∫
U
dx exp
(
− 1
2ε
Σ(x, x′)
)
ϕ(x), (5.1)
with some positive smooth function Σ and a smooth function ϕ over a sufficiently
small neighborhood U of a point x′ in a manifold M.
5.1 Gaussian Integrals on Riemannian Manifolds
First of all, we recall the standard Gaussian integrals. Let Gi j be a real symmetric
positive matrix, Gi j be its inverse, G = detGi j and 〈y,Gy〉 = Gi jyiy j. We define
the Gaussian average of a smooth function f on Rn by
〈 f 〉G = (4pi)−n/2G1/2
∫
Rn
dy exp
(
−1
4
〈y,Gy〉
)
f (y). (5.2)
Then the Gaussian average of the odd monomials vanish and the average of the
monomials for any k ≥ 0 are (see, e.g. [5, 18])
〈
yi1 · · · yi2k
〉
G
=
(2k)!
k!
G(i1i2 · · ·Gi2k−1i2k). (5.3)
By integrating by parts it is easy to obtain a useful relation for the averages of
derivatives 〈
∂i1 · · · ∂ik f
〉
G =
〈Hi1 ...ik f 〉G , (5.4)
whereHi1 ...ik are Hermite polynomials defined by [13]
Hi1...ik(y) = (−1)k exp
(
1
4
〈y,Gy〉
)
∂i1 · · · ∂ik exp
(
−1
4
〈y,Gy〉
)
= (−1)kDi1 · · ·Dik · 1, (5.5)
and
Di = ∂i − 1
2
Gi jy
j. (5.6)
As a result, the Gaussian average of a Hermite polynomial of degree k with any
polynomial f of degree less than k vanishes
〈Hi1 ...ik f 〉G = 0, (5.7)
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and the average of the product of Hermite polynomials of the same degree is
〈
Hi1 ...ikH j1 ... jk
〉
G
=
k!
2k
Gi1( j1 · · ·G|ik | jk). (5.8)
By the same trick one could get the relations〈
yi f
〉
G
= 2Gi j
〈
∂ j f
〉
G
, (5.9)〈
yiy j f
〉
G
= 2Gi j 〈 f 〉G + 4GikG jm 〈∂k∂m f 〉G , (5.10)
etc.
Lemma 2 Let U be an open set in Rn containing the origin and ϕ be a smooth
real function on U. Let ε > 0 be a positive real parameter, and
F(ε) = (4piε)−n/2
∫
U
dy exp
(
− 1
4ε
〈y,Gy〉
)
ϕ(y). (5.11)
Then there is the asymptotic expansion of the integral F(ε) as ε → 0+, indepen-
dent of U,
F(ε) ∼
∞∑
k=0
εkck, (5.12)
where
ck =
1
k!
G(i1i2 · · ·Gi2k−1i2k)G−1/2ϕi1 ...i2k , (5.13)
and ϕi1...ik = ϕ,i1...ik(0).
Remark. This can also be written as
ck =
1
k!
(∆kGG
−1/2ϕ)(0), (5.14)
where
∆G = G
i j ∂
∂yi
∂
∂y j
. (5.15)
Proof. This lemma can be proved by using the Taylor expansion. The open
set U must contain an open ball Bδ(0) of some radius δ > 0 centered at the origin.
After rescaling of the variables yi 7→ √ε yi the domain of the integration becomes
Uε containing the ball Bδ/
√
ε(0) of radius δ/
√
ε and as ε→ 0 it becomes the whole
space Rn. The calculation of Gaussian average gives then the result.
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We will need the following Lemma to compute the coefficients of the asymp-
totic expansion. We use the notation introduced at the beginning of this section.
We pick a metric g and let Rgi jkl be the Riemann tensor, R
g
i j
be the Ricci tensor, Rg
be the scalar curvature, ∇g
i
be the covariant derivative (also denoted by the semi-
colon ;) and ∆g be the scalar Laplacian of the metric g. Further, let σ be the Ruse-
Synge function of this metric and ζ be the modified Van Vleck-Morette determi-
nant. We generalize the Gaussian integrals in the Euclidean space to Riemannian
manifolds by replacing the quadratic form in the exponential by the Ruse-Synge
function.
Lemma 3 Let U be a sufficiently small neighborhood of a fixed point x′ in a
manifold M, ϕ(x, x′) be a smooth scalar density of weight 1, and
F(ε) = (4piε)−n/2
∫
U
dx exp
(
−σ(x, x
′)
2ε
)
ϕ(x) . (5.16)
Then as ε→ 0+ there is the asymptotic expansion independent of U
F(ε) ∼
∞∑
k=0
εkck, (5.17)
where
ck =
1
k!
gi1i2 · · · gi2k−1i2k ϕˆi1...i2k , (5.18)
and
ϕˆi′
1
...i′
k
=
[(
∇g
(i1
− 2ζ,(i1
)
· · ·
(
∇g
ik)
− 2ζ,ik)
)
(g−1/2ϕ)
]
(x′). (5.19)
The coefficients ck are polynomial in the derivatives of the curvature of the metric
g and linear in the derivatives of the function ϕ. In particular,
c0 = g
−1/2[ϕ], (5.20)
c1 = [∆gg
−1/2ϕ] − 1
3
Rgg
−1/2[ϕ], (5.21)
c2 =
1
2
gi jgkl[∇g
(i
∇g
j
∇g
k
∇g
l)
(g−1/2ϕ)] − 2
3
Ri jg [∇g(i∇gj)(g−1/2ϕ)]
−1
3
Rg[∆g(g
−1/2ϕ)] − 2
3
Rg
;i[∇g
i
(g−1/2ϕ)]
+
(
1
18
R2g −
1
5
(∆gRg) +
4
45
Rg
i jRgi j −
1
30
Rg
i jklRgi jkl
)
g−1/2[ϕ]. (5.22)
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Proof. Let ξi
′
= −gi′ j′σ, j′ and |ξ|2 = gi′ j′ξi′ξ j′ . Then by changing the variables
x 7→ ξ and using eq. (4.36) we obtain
F(ε) = (4piε)−n/2
∫
Uˆ
dξ g1/2(x′) exp
(
− 1
4ε
|ξ|2
)
ϕˆ(ξ) . (5.23)
where Uˆ is the corresponding domain in the variables ξ and
ϕˆ(ξ) = exp {−2ζ(x, x′)} g−1/2(x)ϕ(x) . (5.24)
We rescale the variables ξ 7→ √εξ. Then as ε→ 0 we can extend the integra-
tion domain to the whole space Rn; this does not affect the asymptotic expansion.
Therefore, the asymptotic expansion is determined by the Gaussian average
F(ε) ∼
〈
ϕˆ(
√
εξ)
〉
g
. (5.25)
Next, we expand the function ϕˆ in the covariant Taylor series
ϕˆ(
√
εξ) =
∞∑
k=0
εk/2
k!
ϕˆi′
1
...i′
k
ξi
′
1 · · · ξi′k , (5.26)
where
ϕˆi′
1
...i′
k
=
[
∇g
(i1
· · · ∇g
ik)
e−2ζg−1/2ϕ
]
(x′) (5.27)
=
[(
∇g
(i1
− 2ζ;(i1
)
· · ·
(
∇g
i2k)
− 2ζ;i2k)
)
(g−1/2ϕ)
]
(x′).
and compute the Gaussian average over ξ to get the result.
Notice that the diagonal values of the derivatives of the function ζ, and, there-
fore, the coefficients ϕˆi1...ik and ck, are polynomial in the derivatives of the curva-
ture of the metric g. By using (4.30) we obtain, in particular,
ϕˆ = g−1/2[ϕ], (5.28)
ϕˆi = [∇gi (g−1/2ϕ)], (5.29)
ϕˆi j = [∇g(i∇gj)(g−1/2ϕ)] − 2[ζ;i jg−1/2ϕ], (5.30)
ϕˆi jk = [∇g(i∇gj∇gk)(g−1/2ϕ)] − 6[ζ(i j∇gk)(g−1/2ϕ)] − 2[ζ;(i jk)g−1/2ϕ], (5.31)
ϕˆi jkl = [∇g(i∇gj∇gk∇gl)(g−1/2ϕ)] − 12[ζ;(i j∇gk∇gl)(g−1/2ϕ)] − 8[ζ;(i jk∇gl)(g−1/2ϕ)]
+
(
12[ζ;(i jζ;kl)] − 2[ζ;(i jkl)]
)
g−1/2[ϕ]. (5.32)
Finally, by using the diagonal values of the derivatives of the function ζ, (4.30),
and (4.31), (4.33), we obtain the coefficients c0, c1 and c2. Of course, in the case
of the flat metric we recover the earlier result (5.13).
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5.2 Morse Lemma
We say that a smooth real valued symmetric function Σ(x, x′) on M × M has a
non-degenerate critical point on the diagonal if:
1. the first derivatives vanish on the diagonal, [Σ,i] = 0, and
2. the Hessian is positive definite on the diagonal, Gi j = [Σ,i j] > 0.
Lemma 4 Let U be a sufficiently small open set in a manifold M, Σ : U ×
U → R be a smooth real valued symmetric non-negative function that has a
non-degenerate critical point on the diagonal and vanishes on the diagonal, that
is, [Σ] = [Σ,i] = 0 and Gi j = [Σ,i j] > 0. Then there exists a local diffeomorphism
ηa = ηa(x, x′) such that the function Σ has the form
Σ(x, x′) =
1
2
Gab(x
′)ηa(x, x′)ηb(x, x′). (5.33)
Proof. We pick some metric gi j and define the corresponding Ruse-Synge function
σ(x, x′) and the variables ξi
′
= −gi′ j′σ j′ introduced in (4.34). We expand the
function Σ in the covariant Taylor series
Σ(x, x′) =
∞∑
k=2
1
k!
Σi′
1
...i′
k
ξi
′
1 · · · ξi′k , (5.34)
where Σi′
1
...i′
k
=
[
Σ;(i1 ...ik)
]
(x′). This can be written in the form
Σ(x, x′) =
1
2
Ai′ j′(x, x
′)ξi
′
ξ j
′
, (5.35)
where
Ai′ j′(x, x
′) =
∞∑
k=0
2
(k + 2)!
Σi′ j′i′
1
...i′
k
ξi
′
1 · · · ξi′k . (5.36)
The matrix A is real and symmetric, so it can be written (nonuniquely) in the form
A = BTHB; that is,
Ai′ j′ = GabB
a
i′B
b
j′ . (5.37)
The matrix B is defined up to an orthogonal matrix, that is, up to a transformation
B 7→ UB with the matrix U satisfying UTGU = G. Then the function Σ takes the
Morse form (5.33) with ηa = Bai′ξ
i′ . The Morse diffeomorphism is obviously also
defined up to an orthogonal transformation η 7→ Uη.
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The Morse diffeomorphism ηa = ηa(x, x′) can be computed explicitly in terms
of the Taylor series
ηa =
∞∑
k=1
1
k!
ηai′
1
...i′
k
ξi
′
1 · · · ξi′k ; (5.38)
the coefficients ηai′
1
...i′
k
= [ηa;(i1 ...ik)](x
′) here will be expressed in terms of the deriva-
tives Σi′
1
...i′
k
of the function Σ on the diagonal at the point x′. They can be obtained
by substituting this Taylor series in (5.33) and comparing it with (5.34). The solu-
tion is not unique. The first coefficient can be chosen to be a frame of vectors ηai′
at the point x′ determined by
Gabη
a
i′η
b
j′ = Σi′ j′ . (5.39)
Of course, the matrix ηai′ is defined up to an orthogonal transformation.
5.3 Asymptotics of Laplace Type Integrals
We will need the following lemma. We fix some metric gi j; all covariant deriva-
tives and the curvature are defined with respect to this metric.
Lemma 5 Let x′ be a point in a manifold M and U be a sufficiently small neigh-
borhood of this point. Let Σ : U × U → R be a smooth real valued symmetric
non-negative function that has a non-degenerate critical point on the diagonal
and vanishes on the diagonal. Let ϕ(x, x′) be a smooth scalar density of weight 1
and
F(ε) = (4piε)−n/2
∫
U
dx exp
(
− 1
2ε
Σ(x, x′)
)
ϕ(x, x′). (5.40)
Then there is the asymptotic expansion as ε→ 0+
F(ε) ∼
∞∑
k=0
εkFk. (5.41)
The coefficients Fk do not depend on the domain U; they depend only on the
derivatives of the functions ϕ and Σ at the point x′.
Let Σi′
1
...i′
k
= [∇g
(i1
· · · ∇g
ik)
Σ](x′) be the symmetrized covariant derivatives of the
function Σ on the diagonal at the point x′, in particular, let Gi j = [Σ,i j](x′) be
the Hessian on the diagonal, Gi j be the inverse of this matrix and G = detGi j be
its determinant. Let ϕi′
1
...i′
k
= [∇g
(i1
· · · ∇g
ik)
g−1/2ϕ](x′) be the symmetrized covariant
derivatives of the function ϕ on the diagonal at the point x′. Then:
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1. the coefficients Fk have the form Fk = G
−1/2F˜k, where
2. F˜k are linear in the derivatives, ϕi′
1
...i′
k
, of the function ϕ at the point x′ and
3. polynomial in the inverse Hessian, Gi j, and the derivatives, Σi′
1
...i′
k
, k > 2, of
the function Σ on the diagonal at x′ of order higher than 2.
4. The first two coefficients are
F0 = G
−1/2[ϕ], (5.42)
F1 = G
−1/2g1/2
{
Gi j[∇g
i
∇g
j
(g−1/2ϕ)] −Gi jGpqΣipq[∇gj(g−1/2ϕ)] (5.43)
+
[
−1
3
Gi jR
g
i j
+
1
12
(
2GilG jm + 3Gi jGlm
)
GknΣi jkΣlmn
−1
4
Gi jGklΣi jkl
]
g−1/2[ϕ]
}
. (5.44)
5. In the case when the function ϕ and its first derivative vanish on the diago-
nal, [ϕ] = [∇g
i
ϕ] = 0, the third coefficient is
F2 = g
1/2G−1/2
{
1
2
Gi jGkl[∇g
(i
∇g
j
∇g
k
∇g
l)
g−1/2ϕ] (5.45)
−1
3
(
2Gi jGqk + 3GiqG jk
)
GplΣipq[∇g( j∇gk∇gl)g−1/2ϕ]
+
[
−1
3
(
Gi jGkl + 2GikG jl
)
R
g
i j
− 1
4
(
GpqGkl + 4GkpGlq
)
GpqΣi jpq
+
1
72
(
2Gi jGprGqsGkl + 3Gi jGpqGrsGkl + 6GikG jlGpqGrs
+12Gi jGpqGkrGls + 12Gi jGprGkqGsl
)
ΣipqΣ jrs
]
[∇g
(k
∇g
l)
g−1/2ϕ]
}
.
Remark. Notice that the metric g is arbitrary, in particular, it could be taken to be
equal to the Hessian gi j = Gi j.
Proof. First, it is easy to show that the asymptotic expansion does not depend on
the size of the domain U; so, it can be assumed to be sufficiently small. Then
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for a sufficiently small U there is a Morse diffeomorphism ηa = ηa(x, x′) so that
Σ = 1
2
Gabη
aηb. Then the integral takes the form
F(ε) = (4piε)−n/2
∫
U˜
dη exp
(
− 1
4ε
〈η,Gη〉
)
f (η), (5.46)
where U˜ is the corresponding domain for the variables η and
f (η) =
(
det
(
∂ηa
∂xi
))−1
ϕ(x(η)). (5.47)
Now, by applying Lemma 2 we get the asymptotic expansion
F(ε) ∼
∞∑
k=0
εkFk, (5.48)
where Fk =
1
k!
G−1/2(∆η
G
f )(0).
The coefficients Fk can be computed explicitly now by using the Taylor series.
We decompose the function Σ via
Σ =
1
2
Gi′ j′ξ
i′ξ j
′
+ Σˆ, (5.49)
where ξi
′
are the variables introduced in (4.34) and
Σˆ(ξ) =
∞∑
k=3
1
k!
Σi′
1
...i′
k
ξi
′
1 · · · ξi′k . (5.50)
where Σi′
1
...i′
k
= [Σ;(i1 ...ik)](x
′). Then by changing the variables x 7→ ξ and using
(4.36) the integral takes the form
F(ε) = (4piε)−n/2
∫
Uˆ
dξ g1/2(x′) exp
(
− 1
4ε
〈ξ,Gξ〉
)
ψ(ξ, ε), (5.51)
where Uˆ is the modified domain and
ψ(ξ, ε) = exp
(
− 1
2ε
Σˆ(ξ)
)
ϕˆ(ξ), (5.52)
with ϕˆ(ξ) defined by (5.24).
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Next, by rescaling the variables ξi
′ 7→ √ε ξi′ , we extend the integration to the
whole space Rn so that the asymptotics of the integral is given by the Gaussian
average
F(ε) ∼ g1/2G−1/2
〈
ψ(
√
εξ, ε)
〉
G
. (5.53)
Now, we expand the function ψ(
√
εξ, ε) in powers of ε
ψ(
√
εξ, ε) =
∞∑
k=0
εk/2ψk/2(ξ), (5.54)
where ψk/2(ξ) are polynomials in ξ. It is easy to see that the half-integer order
coefficients ψk+1/2(ξ) are odd polynomials and the integer order coefficients ψk(ξ)
are even polynomials. Therefore, the Gaussian average of the half-integer order
coefficients vanish,
〈
ψk+1/2(ξ)
〉
G = 0. Thus, finally we obtain the asymptotic ex-
pansion (5.41) with only integer powers of ε with
Fk = g
1/2G−1/2 〈ψk(ξ)〉G . (5.55)
Then by computing the Gaussian average (5.3) we get the explicit form of the
coefficients of the asymptotic expansion.
By using the covariant Taylor expansions of the function ϕˆ, (5.26), and of the
function Σˆ, (5.50), we obtain
ψ0(ξ) = ϕˆ, (5.56)
ψ1(ξ) =
1
2
ϕˆi′ j′ξ
i′ξ j
′ − 1
48
(
4Σi′ j′k′ ϕˆl′ + Σi′ j′k′l′ ϕˆ
)
ξi
′
ξ j
′
ξk
′
ξl
′
+
1
288
Σi′ j′k′Σl′m′n′ξ
i′ξ j
′
ξk
′
ξl
′
ξm
′
ξn
′
ϕˆ, (5.57)
where ϕˆ, ϕˆi and ϕˆi j are given by (5.28)-(5.30).
By computing the Gaussian average this gives
F0 = g
1/2G−1/2ϕˆ, (5.58)
F1 = g
1/2G−1/2
{
Gi jϕˆi j −Gi jGklΣ(i jkϕˆl) −
1
4
Gi jGklΣi jklϕˆ
+
5
12
Gi jGklGmnΣ(i jkΣlmn)ϕˆ
}
. (5.59)
By using Lemma 2.1 of [17] we get
Gi jGklGmnΣ(i jkΣlmn) =
1
5
Gi jGklGmn
(
2ΣikmΣ jln + 3Σi jmΣkln
)
. (5.60)
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Therefore,
F1 = g
1/2G−1/2
{
Gi jϕˆi j −Gi jGklΣi jkϕˆl − 1
4
Gi jGklΣi jklϕˆ
+
1
12
(
2GilG jm + 3Gi jGlm
)
GknΣi jkΣlmnϕˆ
}
. (5.61)
Finally, by using eqs. (5.28)-(5.30) we get the result (5.44).
In the case when the function ϕ and its first derivative vanish on the diagonal
we also get
ψ2(ξ) =
1
24
ϕˆi′ j′k′l′ξ
i′ξ j
′
ξk
′
ξl
′ − 1
72
Σi′ j′k′ ϕˆl′m′n′ξ
i′ξ j
′
ξk
′
ξl
′
ξm
′
ξn
′
(5.62)
− 1
96
Σi′ j′k′ l′ ϕˆm′n′ξ
i′ξ j
′
ξk
′
ξl
′
ξm
′
ξn
′
+
1
576
Σi′ j′k′Σl′m′n′ ϕˆp′q′ξ
i′ξ j
′
ξk
′
ξl
′
ξm
′
ξn
′
ξp
′
ξq
′
.
By computing the Gaussian average over ξ we get
F2 = g
1/2G−1/2
{
1
2
Gi jGklϕˆi jkl − 5
3
Gi jGklGmnΣ(i jkϕˆlmn) (5.63)
−5
4
Gi jGklGmnΣ(i jklϕˆmn) +
35
72
Gi jGklGmnGpqΣ(i jkΣlmnϕˆpq).
}
(5.64)
We use Lemma 2.1 of [17] to get
Gi jGklGmnΣ(i jklϕˆmn) =
1
5
Gi jGklGmn
(
Σi jklϕˆmn + 4Σikmnϕˆ jl
)
(5.65)
Gi jGklGmnGpqΣ(i jkΣlmnϕˆpq) =
1
35
Gi jGklGmnGpq
(
2ΣikmΣ jlnϕˆpq + 3Σi jkΣlmnϕˆpq
+6Σi jkΣmnpϕˆlq + 12Σi jkΣlmpϕˆnq + 12ΣikmΣ jlpϕˆnq
)
.
(5.66)
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Now, by using these equations together with (5.60) we obtain
F2 = g
1/2G−1/2
{
1
2
Gi jGklϕˆi jkl − 1
3
(
2Gi jGqk + 3GiqG jk
)
GplΣipqϕˆ jkl (5.67)
+
[
−1
4
(
GpqGkl + 4GkpGlq
)
GpqΣi jpq
+
1
72
(
2Gi jGprGqsGkl + 3Gi jGpqGrsGkl + 6GikG jlGpqGrs
+12Gi jGpqGkrGls + 12Gi jGprGkqGsl
)
ΣipqΣ jrs
]
ϕˆkl
}
.
Finally, by using eqs. (5.28)-(5.32) and (4.30)-(4.33) we obtain (5.45).
Of course, in the particular case when Σ is the Ruse-Synge function, Σ = σg
of the metric g, all its symmetrized covariant derivatives of order higher than two
vanish on the diagonal and the second derivative is equal to the metric, which
gives the earlier result (5.21)-(5.22).
6 Asymptotics of Heat Traces
6.1 Classical Heat Trace
First of all, it is easy to see that the asymptotics of the classical heat trace as t → ∞
are determined by the bottom eigenvalue
Θ±(t) ∼ d±1 exp
(−tλ±1 ) , (6.1)
where d±
1
= trP±
1
is the multiplicity of the first eigenvalue and P±
1
is the projection
to the first eigenspace. We will be primarily interested in the asymptotics as t → 0.
For Laplace type operators L± there is an asymptotic expansion of the heat
kernel U±(t; x, x′) in the neighborhood of the diagonal as t → 0 (see e.g. [1, 2, 4,
5])
U±(t; x, x
′) ∼ (4pi)−n/2 exp
(
−σ±
2t
) ∞∑
k=0
tk−n/2a˜±k (x, x
′), (6.2)
where
a˜±k (x, x
′) =
(−1)k
k!
M
1/2
± (x, x
′)P±(x, x′)a±k (x, x′)
=
(−1)k
k!
g
1/4
± (x)g
1/4
± (x
′)eζ±(x,x
′ )P±(x, x′)a±k (x, x′), (6.3)
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σ± = σ±(x, x′) is the Ruse-Synge function of the metric g±, M± = M±(x, x′) is the
Van Vleck-Morette determinant, P± = P±(x, x′) is the operator of parallel trans-
port of sections along the geodesic in the connection ∇± and the metric g± from
the point x′ to the point x and a±
k
= a±
k
(x, x′) are the usual heat kernel coefficients.
In particular, [2]
a±0 = I, (6.4)
and
[a±1 ] = Q± −
1
6
R±I, (6.5)
where R± is the scalar curvature of the metric g± and for the Dirac operator Q± is
given by (3.13).
Therefore, there is the asymptotic expansion (1.12) of the classical heat trace
(3.17). This is the classical heat trace asymptotics of Laplace type operators. By
using the off-diagonal expansion of the heat kernel (6.2) for the Laplace type oper-
ator (and using the diagonal values of the derivatives of the functions σ±,M±,P±)
one can also obtain the asymptotic expansion of the classical spectral invariant
H(t), (1.2), for the Dirac type operator,
H±(t) ∼ (4pi)−n/2
∞∑
k=0
tk−n/2H±k , (6.6)
where
H±k =
(−1)k
k!
∫
M
dx g
1/2
± tr [D±a
±
k ]. (6.7)
Here we used, in particular, a useful relation
[D±a˜k] =
(−1)k
k!
g
1/2
± [D±ak] (6.8)
Further, by using
[D±P±] = S ± (6.9)
and the results of [1, 2, 5] we get
H±0 =
∫
M
dx g
1/2
± tr S ±, (6.10)
H±1 =
∫
M
dx g
1/2
± tr
{
iγ
j
±
(
−1
2
∇±jQ± −
1
6
∇±kRk± j
)
+ S ±
(
1
6
R± − Q±
)}
. (6.11)
For the manifolds without boundary we can safely neglect the total derivative
terms in (6.11).
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6.2 Combined Heat Trace for Laplace Type Operators
To compute the asymptotics of the relative spectral invariants Ψ(t, s) and Φ(t, s)
we rescale the variables t 7→ εt and s 7→ εs and study the asymptotics as ε→ 0 or
ε → ∞. It is easy to see that the asymptotics of the combined heat traces X(t, s),
(1.5), and Y(t, s), (3.22), as ε → ∞ are determined by the bottom eigenvalues λ±1
and µ±
1
,
X (εt, εs) ∼ exp [−ε (tλ+1 + sλ−1 )]TrP+1P−1 , (6.12)
Y (εt, εs) ∼ exp
[
−ε
(
t(µ+1 )
2 + s(µ−1 )
2
)]
µ+1µ
−
1 TrP
+
1P
−
1 . (6.13)
We will be interested mainly in the asymptotics as ε → 0. In this subsection we
prove the Theorem 1 for the combined heat trace X(t, s).
Proof of Theorem 1, Part I. The combined trace X(t, s) is given by the inte-
gral (3.18) over M × M of the form
X(t, s) =
∫
M×M
dx dx′ f1(t, s; x, x
′), (6.14)
where
f1(t, s; x, x
′) =
1
2
tr
{
U+(t, x, x
′)U−(s, x
′, x) + U−(s, x, x
′)U+(t, x
′, x)
}
. (6.15)
Notice that we made it manifestly symmetric under the exachange (t, L+) ↔
(s, L−) by symmetrizing the integrand in x and x′ (alternatively, we could do the
symmetrization (t, L+)↔ (s, L−) at the end of the calculations).
Let r±
inj
be the injectivity radii of the metrics g± and
ρ = min{r+inj, r−inj}. (6.16)
We fix a point x′ in the manifold M (of course, we could instead fix the point x;
we have to do it both ways to achieve the required symmetry (t, L+) ↔ (s, L−) of
the heat trace).
Let B±r (x
′) be the geodesic balls in the metric g±i j centered at x
′ of radius r < ρ
smaller than the injectivity radii r±
inj
. Let Br(x
′) ⊂ B+r (x′) ∩ B−r (x′) be an open set
contained in both of these balls. We decompose the combined traces as follows
X(t, s) = Xdiag(t, s) + Xoff−diag(t, s), (6.17)
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where
Xdiag(t, s) =
∫
M
dx′
∫
Br(x′)
dx f1(t, s; x, x
′), (6.18)
Xoff−diag(t, s) =
∫
M
dx′
∫
M−Br(x′)
dx f1(t, s; x, x
′) . (6.19)
To estimate these integrals we will need the following lemma.
Lemma 6 The off-diagonal part Xoff−diag(εt, εs) of the combined heat trace is ex-
ponentially small as ε → 0 and does not contribute to its asymptotic expansion,
that is, as ε→ 0
X(εt, εs) ∼ Xdiag(εt, εs). (6.20)
Proof. This can be proved by using the standard elliptic estimates of the heat
kernel. For any x ∈ M − Br(x′) and 0 < t < 1 there is an estimate [15]
|U±(t; x, x′)| ≤ C1t−n/2 exp
(
−r
2
4t
)
, (6.21)
where C1 = C1(r) is some constant. Therefore,
| f1(t, s; x, x′)| ≤ C2ε−nt−n/2s−n/2 exp
[
− r
2
4ε
(
1
t
+
1
s
)]
(6.22)
with some constant C2. This means that as ε→ 0
Xoff−diag(εt, εs) ∼ 0. (6.23)
The statement follows.
Now, by using this Lemma 6 and the asymptotic expansion of the heat kernel
(6.2) we obtain the asymptotic expansion of the combined heat trace (3.18) as
ε→ 0,
X (εt, εs) ∼ (4piε)−n/2
∞∑
m=0
εmXm(ε, t, s), (6.24)
where
Xm(ε, t, s) = (4piεts)
−n/2
∫
M
dx′
∫
Br(x′)
dx exp
{
− 1
2εts
Σ(t, s; x, x′)
}
Λm(t, s; x, x
′),
(6.25)
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and
Σ(t, s; x, x′) = sσ+(x, x
′) + tσ−(x, x
′), (6.26)
Λm(t, s; x, x
′) =
m∑
j=0
tm− js j
1
2
tr
{
a˜+m− j(x, x
′)a˜−j (x
′, x) + a˜−m− j(x, x
′)a˜+j (x
′, x)
}
.
(6.27)
Next, we compute the asymptotic expansion of the function Xm(ε, t, s).
Lemma 7 There is the asymptotic expansion as ε→ 0
Xm (ε, t, s) ∼
∞∑
k=0
εkXm,k(t, s), (6.28)
where
Xm,k(t, s) =
∫
M
dx g1/2(t, s)bm,k(t, s). (6.29)
The coefficients bm,k(t, s) are scalar invariants constructed polynomially from the
diagonal values of the derivatives of the function Λm and the derivatives of the
function Σ(t, s) of order higher than 2 as well as the metrics g
i j
+ , g
i j
− and gi j(t, s),
(1.17). The coefficients bm,k(t, s) are homogeneous functions of t and s of degree
(m + k) and the coefficients Xm,k(t, s) are homogeneous functions of t and s of
degree (m + k − n/2). In particular,
bm,0(t, s) =
m∑
j=0
(−1)m
(m − j)! j! t
m− js jtr
{
[a+m− j] [a
−
j ]
}
. (6.30)
Proof. The function Σ(t, s) = Σ(t, s; x, x′), (6.26), is smooth and positive (here
and below we omit the space variables x and x′). It has the absolute minimum on
the diagonal, at x = x′, equal to zero,
[Σ(t, s)] = 0 (6.31)
and has a non-degenerate critical point on the diagonal, that is, the first derivatives
vanish on the diagonal
[Σ,i(t, s)] = 0, (6.32)
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and the Hessian [Σ,i j(t, s)] = Gi j(t, s),which is exactly equal to the matrixGi j(t, s),
defined by (1.27), is positive on the diagonal. Also, by using (1.28) we can see
that the determinant of the Hessian has the form
G = detGi j =
g+g−
g
. (6.33)
where g = det gi j and g± det g±i j.
Now, by using Lemma 5 we compute the asymptotic expansion of the integral
(6.25) which gives (6.28) and proves the first part of the lemma. The coefficient
bm,0(t, s) is given by (5.42), so
bm,0 = g
−1/2G−1/2[Λm] = g
−1/2
+ g
−1/2
− [Λm]. (6.34)
Further, we compute the diagonal value of the functions Λm(t, s), (6.27)
[Λm(t, s)] = g
1/2
+ g
1/2
−
m∑
j=0
(−1)m
(m − j)! j! t
m− js jtr{[a+m− j] [a−j ]}, (6.35)
to get (6.30). This proves Lemma 7.
Thus, by using (6.24) and (6.28) we obtain the asymptotic expansion (1.19) of
the combined heat trace X(t, s) with the coefficients
bk(t, s) =
k∑
j=0
bk− j, j(t, s). (6.36)
This proves Theorem 1 for the trace X(t, s). Finally, by using the relation (1.7) and
the asymptotic expansions (1.12) and (1.19) we obtain the asymptotic expansion
(1.23) of the relative spectral invariant Ψ(t, s) with the coefficients (1.25). This
proves Corollary 1 for the function Ψ(t, s).
6.3 Combined Heat Trace for Dirac Type Operators
The case for the Dirac type operators is similar to the Laplace type operators; so
we will omit some details. In this subsection we prove the Theorem 1 for the
combined heat trace Y(t, s).
Proof of the Theorem 1, Part II. The combined heat trace Y(t, s) is given by
the integral (3.22) over M × M of the form
Y(t, s) =
∫
M×M
dx dx′ f2(t, s; x, x
′), (6.37)
42
where
f2(t, s; x, x
′) =
1
2
tr
{
D+U+(t, x, x
′)D−U−(s, x
′, x) + D−U−(s, x, x
′)D+U+(t, x
′, x)
}
,
(6.38)
where the operators D± act on the first space argument of the heat kernels. The
method for computing this integral is essentially the same as for the Laplace type
operators. In this case we use the estimate for the derivative of the heat kernel: for
any x ∈ M − Br(x′) and 0 < t < 1
|D±U±(t; x, x′)| ≤ C3t−1−n/2 exp
(
−r
2
4t
)
, (6.39)
where C3 is some constant. By using this estimate it is easy to see that the off-
diagonal part of the integral is exponentially small and does not contribute to the
asymptotic expansion of the trace Y(εt, εs) as ε→ 0.
Therefore, we obtain
Y(εt, εs) ∼ (4piε)−n/2
∞∑
m=0
εmY˜m(ε, t, s), (6.40)
where
Y˜m(ε, t, s) = (4piεts)
−n/2
∫
M
dx′
∫
Br(x′)
dx exp
{
− 1
2εts
Σ(t, s; x, x′)
}
N˜m(ε, t, s, x, x
′),
(6.41)
with
N˜m(ε, t, s, x, x
′) (6.42)
=
1
2
m∑
j=0
tm− js jtr
{(
D+ − 1
2εt
ν+(x, x
′)
)
a˜+m− j(x, x
′)
(
D− − 1
2εs
ν−(x
′, x)
)
a˜−j (x
′, x)
}
+x↔ x′,
and
ν±(x, x
′) = iγ j±(x)σ
±
, j(x, x
′). (6.43)
To avoid confusion we stress here once again that the operators D± act on the
first space argument of the coefficients a˜±
k
. The functions N˜m depend on ε in the
following way
N˜m =
1
ε2
N(0)m +
1
ε
N(1)m + N
(2)
m , (6.44)
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where
N(0)m =
1
8
(ts)−1
m∑
j=0
tm− js jtr
{
ν+(x, x
′)a˜+m− j(x, x
′)ν−(x
′, x)a˜−j (x
′, x)
}
+ x↔ x′,
(6.45)
N(1)m = −
1
4
(ts)−1
m∑
j=0
tm− js jtr
{
sν+(x, x
′)a˜+m− j(x, x
′)(D−a˜
−
j (x
′, x))
+t(D+a˜
+
m− j(x, x
′))ν−(x
′, x)a˜−j (x
′, x)
}
+ x↔ x′, (6.46)
N(2)m =
1
2
m∑
j=0
tm− js jtr
{
(D+a˜
+
m− j(x, x
′))(D−a˜
−
j (x
′, x))
}
+ x↔ x′. (6.47)
Therefore,
Y˜m =
1
ε2
Y (0)m +
1
ε
Y (1)m + Y
(2)
m , (6.48)
with the obvious notation
Y (i)m (ε, t, s) = (4piεts)
−n/2
∫
M
dx′
∫
Br(x′)
dx exp
{
− 1
2εts
Σ(t, s; x, x′)
}
N(i)m (t, s, x, x
′).
(6.49)
Therefore, by using (6.48) we have
Y(εt, εs) ∼ (4piε)−n/2
∞∑
m=0
εm−2Ym(ε, t, s), (6.50)
where
Y0 = Y
(0)
0
, (6.51)
Y1 = Y
(0)
1
+ Y
(1)
0
, (6.52)
and for m ≥ 2
Ym = Y
(0)
m + Y
(1)
m−1 + Y
(2)
m−2. (6.53)
By using Lemma 5 again to compute the integral (6.49) we prove the following
lemma.
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Lemma 8 There is the asymptotic expansion as ε→ 0
Y (i)m (ε, t, s) ∼
∞∑
k=0
εkY
(i)
m,k
(t, s), (6.54)
where
Y
(i)
m,k
(t, s) =
∫
M
dx g1/2(t, s)c
(i)
m,k
(t, s). (6.55)
The coefficients c
(i)
m,k
(t, s) are scalars constructed polynomially from the diagonal
values of the derivatives of the functions N
(i)
m and the derivatives of the function
Σ(t, s) of order higher than 2 as well as the metric gi j(t, s) and g
i j
± . The coefficients
c
(i)
m,k
(t, s) are homogeneous functions of t and s of degree (m + k + i − 2) and the
coefficients Y
(i)
m,k
(t, s) are homogeneous functions of t and s of degree (m + k + i −
2 − n/2). The first coefficients are
c
(0)
m,0
= c
(1)
m,0
= 0, (6.56)
c
(2)
m,0
(t, s) =
m∑
j=0
(−1)m
(m − j)! j! t
m− js jtr
{
[D+a
+
m− j][D−a
−
j ]
}
. (6.57)
Proof. The proof of this lemma is essentially the same as that of the Lemma 7.
By using Lemma 5 we compute the asymptotic expansion of the integral (6.49)
which gives (6.54) and proves the first part of the lemma.
The coefficient c
(i)
m,0
(t, s) is given by (5.42), so
c
(i)
m,0
= g−1/2G−1/2[N(i)m ] = g
−1/2
+ g
−1/2
− [N
(i)
m ]. (6.58)
Thus, we need to compute the diagonal values of the functions N
(i)
m . First of all,
since the diagonal values of the function σ± and its first derivatives vanish it is
easy to see that the diagonal values of the functions ν±, (6.43), vanish,
[ν±] = 0, (6.59)
and, therefore,
[N(0)m ] = [N
(1)
m ] = 0. (6.60)
This means that
c
(0)
m,0
= c
(1)
m,0
= 0. (6.61)
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The functions N
(2)
m are expressed in terms of the coefficients a˜
±
k
, which are
related to the standard heat kernel coefficients a±
k
by (6.3). Therefore, by using the
diagonal values of the functions σ±,M±,P±, and their derivatives we obtain
[N(2)m (t, s)] = g
1/2
+ g
1/2
−
m∑
j=0
(−1)m
(m − j)! j! t
m− js jtr
{
[D+a
+
m− j][D−a
−
j ]
}
. (6.62)
Now, by using (6.33) and (6.58) we get (6.57). This proves Lemma 8.
By using this lemma, we obtain the asymptotic expansion
Ym(ε, t, s) ∼
∞∑
k=0
εkYm,k(t, s), (6.63)
where
Ym,k(t, s) =
∫
M
dx g1/2(t, s)cm,k(t, s) (6.64)
with
c0,k = c
(0)
0,k
, (6.65)
c1,k = c
(0)
1,k
+ c
(1)
0,k
, (6.66)
and for m ≥ 2
cm,k = c
(0)
m,k
+ c
(1)
m−1,k + c
(2)
m−2,k. (6.67)
Now, by using (6.50) and the equations above we obtain
Y(εt, εs) ∼ (4piε)−n/2
∞∑
k=−1
εk−1Ck(t, s), (6.68)
with the coefficients
Ck =
k+1∑
j=0
Y j,k+1− j. (6.69)
Finally, we notice that the first coefficient C−1 vanishes since
C−1 = Y0,0 = Y
(0)
0,0
= 0. (6.70)
Thus, we obtain the asymptotic expansion (1.20) of the combined heat trace Y(t, s)
with the coefficients
ck(t, s) =
k+1∑
j=0
c j,k+1− j(t, s). (6.71)
rsi.tex; August 6, 2019; 0:48; p. 45
46
This proves Theorem 1 for the trace Y(t, s). Finally, by using the relation (1.8) and
the asymptotic expansions (1.12) and (1.20) we obtain the asymptotic expansion
(1.24) of the relative spectral invariant Φ(t, s) with the coefficients (1.26). This
proves Corollary 1 for the function Φ(t, s).
6.4 Specific Cases
First of all, we notice that since for equal operators L− = L+ the combined trace
X(t, s) can be expressed in terms of the classical heat trace
X(t, s) = Θ(t + s), (6.72)
then, by comparing (1.19) and (1.12) we see that in this case
Bk(t, s) = (t + s)
k−n/2Ak. (6.73)
Similarly, since for equal operators D− = D+ the combined trace Y(t, s) can be
expressed in terms of the classical heat trace
Y(t, s) = −∂tΘ(t + s), (6.74)
then, by comparing (1.20) and (1.12) we see that in this case
Ck(t, s) = −
(
k − n
2
)
(t + s)k−1−n/2Ak. (6.75)
This gives non-trivial relations between the heat kernel coefficients and their deriva-
tives and provides a useful check of the results. It is easy to see then that for equal
operators L− = L+ and D− = D+ the relative spectral invariants Ψ(t, s) and Φ(t, s)
vanish.
If the Laplace type operators differ by just a constant,
L+ = L− + M
2, (6.76)
then the metrics and the connections are the same and
Θ+(t) = e
−tM2Θ−(t), (6.77)
X(t, s) = e−tM
2
Θ−(t + s), (6.78)
and, therefore,
Ψ(t, s) =
(
e−tM
2 − 1
) (
e−sM
2 − 1
)
Θ−(t + s). (6.79)
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In this case
B0(t, s) = (t + s)
−n/2A−0 , (6.80)
B1(t, s) = (t + s)
1−n/2A−1 − t(t + s)−n/2M2A−0 . (6.81)
For the Dirac case suppose that there is an endomorphism M such that it anti-
commutes with the operator D−,
D−M = −MD−, (6.82)
and M2 is a scalar. Then it is easy to see that
TrMD− exp(−sD2−) = 0. (6.83)
Now, suppose that
D+ = D− + M, (6.84)
so that (recall that L+ = D
2
+)
L+ = L− + M
2; (6.85)
Then it is easy to show that
H+(t) = H−(t) + TrM exp(−tD2−), (6.86)
Y(t, s) = −e−tM2∂tΘ−(t + s), (6.87)
and, hence,
Φ(t, s) = −
(
e−tM
2 − 1
) (
e−sM
2 − 1
)
∂tΘ−(t + s) + M
2e−(t+s)M
2
Θ−(t + s). (6.88)
Therefore,
C0(t, s) =
n
2
(t + s)−1−n/2A−0 , (6.89)
C1(t, s) =
(
n
2
− 1
)
(t + s)−n/2A−1 −
n
2
t(t + s)−1−n/2M2A−0 . (6.90)
A more general case is the case of commuting operators; then the combined
heat traces still simplify significantly, they can be expressed in terms of the clas-
sical one
X(t, s) = Tr exp(−tL+ − sL−), (6.91)
Y(t, s) = TrD−D+ exp(−tD2+ − sD2−). (6.92)
Therefore, the asymptotics of the combined traces can be obtained from the clas-
sical ones. Notice that the leading symbol of the operators L = tL+ + sL− and
L = tD2++ sD
2
− is determined exactly by the metric g
i j(t, s). Therefore, in this case
the combined traces are given by the classical trace for the operator L = tL++ sL−.
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7 Explicit Results
7.1 Laplace Type Operators (Proof of Theorem 2)
Coming back to the general case, it is easy to see that the first coefficients are the
same as in the commuting case. The coefficient B0 is obtained by using (6.36),
(6.30) and (6.4)
b0 = b0,0 = trI. (7.1)
This proves eq. (1.42).
The coefficient b1 has the form
b1 = b1,0 + b0,1. (7.2)
Here the first coefficient is easy to compute. By using the well known results (6.4),
(6.5), for the coefficients [a±
k
] we obtain
b1,0 = tr
{−t [a+1a−0 ] − s [a+0a−1 ]}
= tr
{
t
(
1
6
R+I − Q+
)
+ s
(
1
6
R−I − Q−
)}
. (7.3)
The coefficient b0,1, (6.33), is determined by the second term of the asymp-
totics of the quantity X0(εt, εs), (6.25). By using (6.27), (6.3), (6.33) and (4.29)
we have
Λ0 = g
1/2(x)G1/2(x′)eω(x,x
′ )ϕ1(x, x
′), (7.4)
where
ω(x, x′) =
1
4
log
(
g+(x)
g(x)
g−(x)
g(x)
g(x′)
g+(x′)
g(x′)
g−(x′)
)
+ ζ+(x, x
′) + ζ−(x, x
′) (7.5)
and
ϕ1(x, x
′) =
1
2
tr {P+(x, x′)P−(x′, x) + P−(x, x′)P+(x′, x)} . (7.6)
By using the fact that P(x′, x) = P−1(x, x′) we find it convenient to rewrite the
function ϕ1 in the form
ϕ1 =
1
2
tr
(
Π + Π−1
)
, (7.7)
where
Π(x, x′) = P−(x′, x)P+(x, x′) = P−1− P+. (7.8)
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Here the function ζ±(x, x′) is defined by (4.29). Now, by using Lemma 5 and
eq. (5.44) we obtain
b0,1 = tsG
i j[∇g
i
∇g
j
(eωϕ1)] − tsGi jGklΣi jk[∇gl (eωϕ1)]
+ts
(
−1
3
Gi jR
g
i j
− 1
4
Gi jGklΣi jkl +
1
6
GilG jmGknΣi jkΣlmn
+
1
4
Gi jGlmGknΣi jkΣlmn
)
[ϕ1], (7.9)
where Σi1...ik = [∇g(i1 · · · ∇
g
ik)
Σ] are the coincidence limits of symmetrized covariant
derivatives of Σ determined by the metric gi j (1.17).
First of all, we notice that [ω] = 0. We will denote the diagonal values of
the derivatives of the function ω by just adding indices, that is, ωi = [∇giω] and
ωi j = [∇gi∇gjω]. By using (4.30) and (4.31) and the fact that [ζ±,i ] = 0 we compute
the diagonal values of the first two derivatives
ωi = Wi, (7.10)
ωi j =
1
6
R+i j +
1
6
R−i j +Wi j, (7.11)
whereWi andWi j are defined by (1.37) and (1.38).
Next, it is easy to see that
[ϕ1] = trI, (7.12)
Next, since [∇±i P±] = 0 and [P±] = I we have
[∇g
i
P±(x, x′)] = −[∇gi′P±(x, x′)] = −A±i , (7.13)
and
[∇g
i
Π] = −[∇g
i
Π−1] = C−i − C+i ; (7.14)
therefore,
[∇g
i
ϕ1] = 0, (7.15)
and
[∇g
i
(eωϕ1)] = ωitrI. (7.16)
Further, we compute
[∇g
i
∇g
j
(eωϕ1)] = [∇gi∇gjϕ1] +
(
ωi j + ωiω j
)
trI. (7.17)
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By using (4.84) and (4.85) we compute
[∇g
i
∇g
j
ϕ1] = tr
{
(C+(i − C−(i)(C+j) − C−j))
}
. (7.18)
Finally, we obtain
[∇g
i
∇g
j
(eωϕ1)] =
(
ωi j + ωiω j
)
trI + tr
{
(C+(i − C−(i)(C+j) − C−j))
}
. (7.19)
By collecting the above results we obtain
b0,1 = tstr
{[
1
6
Gi j
(
R+i j + R
−
i j − 2Rgi j +Wi j +WiW j
)
−Gi jGklΣiklW j − 1
4
Gi jGklΣi jkl
+
1
6
GilG jmGknΣi jkΣlmn +
1
4
Gi jGlmGknΣi jkΣlmn
]
I
+Gi j(C+i − C−i )(C+j − C−j )
}
. (7.20)
Next, we compute the derivatives of the function Σ defined by (6.26). By
using the eqs. (4.69) and (4.73) we obtain eqs. (1.39) and (1.40). By using the
results (7.3) and (7.20) we obtain (1.43), which proves Theorem 2; the Corollary
2 follows. It is easy to see that for equal operators L+ = L− the coefficient B1 is
equal to (t + s)1−n/2A1, as it should.
7.2 Dirac Type Operators (Proof of Theorem 3.)
7.2.1 Coefficient c0
The coefficient c0 is given by (6.71),
c0 = c
(0)
0,1
+ c
(0)
1,0
+ c
(1)
0,0
; (7.21)
and, since c
(0)
1,0
= c
(1)
0,0
= 0 it is equal to c0 = c
(0)
0,1
, which is determined by the
second coefficient of the asymptotics of the function Y0, (6.54), which is equal to
Y0 = Y
(0)
0
given by (6.49).
First, we have
N
(0)
0
=
1
4
(ts)−1g1/2(x)G1/2(x′)eω(x,x
′ )ϕ2(x, x
′), (7.22)
where ω is defined by (7.5) and
ϕ2(x, x
′) =
1
2
tr {µ+(x, x′)µ−(x′, x) + µ−(x, x′)µ+(x′, x)} , (7.23)
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with
µ±(x, x
′) = ν±(x, x
′)P±(x, x′) = σ±, j(x, x′)iγ j±(x)P±(x, x′). (7.24)
We use Lemma 5, namely, eq. (5.44) to compute it. We notice that the diagonal
values of the function ϕ and its first derivative vanish,
[ϕ2] = [∇gi ϕ2] = 0. (7.25)
Therefore, by using (5.44), (7.25) and (6.33) we get
c
(0)
0,1
=
1
4
Gi j[∇g
i
∇g
j
(eωϕ2)]. (7.26)
We use now the connection ∇g,A defined with respect to the metric gi j(t, s)
given by (1.17) and the connectionAi(t, s) given by (1.18). Now, by using (6.43)
and the diagonal values of the second derivatives of the Ruse-Synge function σ±
(4.5), we compute
[∇g
j
ν±(x, x
′)] = [∇g
j
µ±(x, x
′)] = −[∇g
j
ν±(x′, x)] = −[∇g
j
µ±(x
′, x)] = ig±jiγ
i
±. (7.27)
By using (6.45), the derivatives of the functions M± and P±, (4.30), (4.79),
and (7.27), we obtain
[∇g
i
∇g
j
(eωϕ2)] = [∇gi∇gjϕ2] = 2g+k(ig−j)mtr
(
γk+γ
m
−
)
, (7.28)
and, therefore, by using (1.29) we obtain
c0(t, s) =
1
2
gi j(t, s)tr
(
γi+γ
j
−
)
, (7.29)
which gives (1.49).
7.2.2 Coefficient c1
The coefficient c1 is given by (6.71)
c1 = c
(0)
2,0
+ c
(1)
1,0
+ c
(2)
0,0
+ c
(0)
1,1
+ c
(1)
0,1
+ c
(0)
0,2
(7.30)
and, since c
(1)
1,0
= c
(0)
2,0
= 0, is equal to
c1 = c
(2)
0,0
+ c
(0)
1,1
+ c
(1)
0,1
+ c
(0)
0,2
. (7.31)
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The coefficient c
(2)
0,0
is given by (6.57)
c
(2)
0,0
= tr
{
[D+a
+
0 ][D−a
−
0 ]
}
, (7.32)
and, therefore, by using (6.9) we obtain
c
(2)
0,0
= tr (S +S −) . (7.33)
The coefficient c
(0)
1,1
is determined by the second coefficient of the asymptotic
expansion of the integral Y
(0)
1
, (6.49), of the function N
(0)
1
, (6.45), which we can
rewrite in the form
N
(0)
1
=
1
4
(ts)−1g1/2(x)G1/2(x′)eω(x,x
′)ϕ3(x, x
′), (7.34)
where
ϕ3(x, x
′) = −1
2
tr
{
tν+(x, x
′)a+1 (x, x
′)µ−(x
′, x) + sµ+(x, x
′)ν−(x
′, x)a−1 (x
′, x)
+sν−(x, x
′)a−1 (x, x
′)µ+(x
′, x) + tµ−(x, x
′)ν+(x
′, x)a+1 (x
′, x)
}
.(7.35)
We use Lemma 5 and eq. (5.44) to compute it. First of all, we notice that
[ϕ3] = [∇gi ϕ3] = 0. (7.36)
Therefore, we get
c
(0)
1,1
=
1
4
Gi j[∇g
i
∇g
j
(eωϕ3)]. (7.37)
Next, by using (7.27) we compute the diagonal values of the second derivatives
[∇g
i
∇g
j
(eωϕ3)] = [∇gi∇gjϕ3] = 2g+m(ig−j)ktr
{
tγk−γ
m
+
(
1
6
R+I − Q+
)
+sγm+γ
k
−
(
1
6
R−I − Q−
)}
.
(7.38)
This gives
c
(0)
1,1
=
1
2
gi jtr
{
tγ
j
−γ
i
+
(
1
6
R+I − Q+
)
+ sγi+γ
j
−
(
1
6
R−I − Q−
)}
. (7.39)
Recall that Q± for Dirac type operators is given by (3.13).
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The coefficient c
(1)
0,1
is determined by the second coefficient of the asymptotic
expansion of the integral Y
(1)
0
, (6.49), of the function N
(1)
0
, (6.46), which can be
written in the form
N
(1)
0
=
1
4
(ts)−1g1/2(x)G1/2(x′)eω(x,x
′)ϕ4(x, x
′), (7.40)
where
ϕ4(x, x
′) = tr
{
−t (θ+(x, x′)µ−(x′, x) + µ−(x, x′)θ+(x′, x))
−s (θ−(x, x′)µ+(x′, x) + µ+(x, x′)θ−(x′, x))
}
, (7.41)
with
θ±(x, x
′) = e−ζ±D±
(
eζ±P±
)
=
{
iγk±(x)(∇±k + ζ±,k) + S ±(x)
}
P±(x, x′), (7.42)
We use Lemma 5 and eq. (5.44) to compute it. First of all, we notice that
[ϕ4] = 0. (7.43)
Next, by using (7.27) and the obvious limit
[θ±] = S ± (7.44)
we compute
[∇g
j
ϕ4] = 0. (7.45)
Therefore,
c
(1)
0,1
=
1
4
Gi j[∇g
i
∇g
j
(eωϕ4)]. (7.46)
Further, by using (7.44) and (7.27) and omitting all terms that vanish on the
diagonal we obtain
[∇g
i
∇g
j
(eωϕ4)] = [∇gi∇gjϕ4] = −2tr
{
1
2
tS +
[
∇g
(i
∇g
j)
µ−(x
′, x) + ∇g
(i
∇g
j)
µ−(x, x
′)
]
+
1
2
sS −
[
∇g
(i
∇g
j)
µ+(x
′, x) + ∇g
(i
∇g
j)
µ+(x, x
′)
]
+tiγk−g
−
k(i
[
∇g
j)
θ+(x
′, x) − ∇g
j)
θ+(x, x
′)
]
+siγk+g
+
k(i
[
∇g
j)
θ−(x
′, x) − ∇g
j)
θ−(x, x
′)
]}
. (7.47)
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Next, by using (7.13) and (7.27) we compute
[∇g
(i
∇g
j)
µ±(x, x
′)] = [∇g
(i
∇g
j)
ν±(x, x
′)] − 2iγk±g±k(iA±j), (7.48)
[∇g
(i
∇g
j)
µ±(x
′, x)] = [∇g
(i
∇g
j)
ν±(x
′, x)] − 2iγk±g±k(iA±j). (7.49)
Now, by using (3.9) and (4.55) we have
∇g
i
γk± = −W±kimγm± − [A±i , γk±] (7.50)
By using this equation and (4.69) we compute
[∇g
(i
∇g
j)
ν±(x, x
′)] = −2g±k(ii[A±j), γk+] + iγk±g±mkW±mi j. (7.51)
Further, by using (4.70) we have
[∇g
(i
∇g
j)
ν±(x
′, x)] = −iγk±g±mkW±mi j. (7.52)
Therefore,
[∇g
(i
∇g
j)
µ±(x, x
′)] = iγk±g
±
mkW±
m
i j − 2A±j)g±i)kiγk±,
(7.53)
[∇g
(i
∇g
j)
µ±(x
′, x)] = −iγk±g±mkW±mi j − 2iγk±g±k(iA±j). (7.54)
Next, by using (4.31) and (4.80) we compute the diagonal values
[∇+j θ+(x, x′)] = iγk+Ω+jk + ∇+j S +, (7.55)
[∇−j θ−(x′, x)] = −iγk−Ω−jk, (7.56)
where
Ω±jk =
1
2
R±jk +
1
6
R±jkI. (7.57)
To avoid confusion, we note that the derivatives ∇g here do not include the con-
nectionA±; therefore,
[∇g
j
θ±(x, x
′)] = iγk±Ω
±
jk + ∇±j S ± − A±j S ±, (7.58)
[∇g
j
θ±(x
′, x)] = −iγk±Ω±jk + S ±A±j . (7.59)
By using the above results we compute
[∇g
i
∇g
j
ϕ4] = −2tr
{
−tiγm−g−m(i∇+j)S + + tS +
[(
C+( j − C−( j
)
g−i)kiγ
k
− + iγ
k
−g
−
k(i
(
C+j) − C−j)
)]
−siγm+g+m(i∇−j)S − − sS −
[(
C+( j − C−( j
)
g+i)kiγ
k
+ + iγ
k
+g
+
k(i
(
C+j) − C−j)
)]
+2tγm−γ
k
+g
−
m(iΩ
+
j)k + 2sγ
m
+γ
k
−g
+
m(iΩ
−
j)k
}
. (7.60)
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Now, by using (3.11) and the cyclicity of the trace we obtain a simpler form
[∇g
i
∇g
j
ϕ4] = −2tr
{
−tiγm−g−m(i∇+j)S + − siγm+g+m(i∇−j)S −
+2tγm−γ
k
+g
−
m(iΩ
+
j)k + 2sγ
m
+γ
k
−g
+
m(iΩ
−
j)k
}
. (7.61)
Thus, we obtain the coefficient c
(1)
0,1
from (7.46)
c
(1)
0,1
= −1
2
Gi jtr
{
−tiγm−g−m(i∇+j)S + − siγm+g+m(i∇−j)S −
+2tγm−γ
k
+g
−
m(iΩ
+
j)k + 2sγ
m
+γ
k
−g
+
m(iΩ
−
j)k
}
. (7.62)
The coefficient c
(0)
0,2
is determined by the third coefficient of the asymptotic
expansion of the integral Y
(0)
0
, (6.49), of the function N
(0)
0
, (7.22). We use Lemma 5
to compute it. Since the function ϕ2 and its first derivative vanish on the diagonal,
(7.25), it is given by the eq. (5.45). We use the equations
[∇g
(i
∇g
j
∇g
k
∇g
l)
(eωϕ2)] = [∇g(i∇gj∇gk∇gl)ϕ2] + 4ω(i[∇gj∇gk∇gl)ϕ2]
+6
(
ω(i j + ω(iω j
)
[∇g
k
∇g
l)
ϕ2], (7.63)
[∇g
( j
∇g
k
∇g
l)
(eωϕ2)] = [∇g( j∇gk∇gl)ϕ2] + 3ω( j[∇gk∇gl)ϕ2], (7.64)
[∇g
(k
∇g
l)
(eωϕ2)] = [∇g(k∇gl)ϕ2], (7.65)
and (7.11) to obtain
c
(0)
0,2
=
1
4
ts
{
1
2
Gi jGkl[∇g
(i
∇g
j
∇g
k
∇g
l)
ϕ2] + N
jkl[∇g
( j
∇g
k
∇g
l)
ϕ2] (7.66)
+
[
1
6
(
GklGi j + 2GikG jl
) (
R+i j + R
−
i j − 2Rgi j
)
+ Mkl
]
[∇g
(k
∇g
l)
ϕ2]
}
,
where N jkl and Mkl are defined by (1.46) and (1.47).
The second derivative of ϕ2 was computed in (7.28). So, we compute the third
derivative; we have
[∇g
(i
∇g
j
∇g
k)
ϕ2] =
3
2
[
∇g
(i
∇g
j
µ+(x, x
′)∇g
k)
µ−(x
′, x) + ∇g
(i
µ+(x, x
′)∇g
j
∇g
k)
µ−(x
′, x)
+∇g
(i
∇g
j
µ−(x, x
′)∇g
k)
µ+(x
′, x) + ∇g
(i
µ−(x, x
′)∇g
j
∇g
k)
µ+(x
′, x)
]
.
(7.67)
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By using (7.27), (7.53) and (7.54) we get
[∇g
(i
∇g
j
∇g
k)
ϕ2] = 3tr
{[
W+
m
(i jg
−
k)qg
+
mp +W−
m
(i jg
+
k)pg
−
mq
]
γ
p
+γ
q
− (7.68)
+g−q(i(C+j − C−j )g+k)pγq−γp+ − g+p(i(C+j − C−j )g−k)qγp+γq−
}
.
Finally, we compute the forth derivative of the function ϕ2; we rewrite it in the
form
ϕ2 = −1
2
Apq′(x, x
′)Bpq
′
(x, x′) + (+↔ −), (7.69)
where
Apq′ = σ
+
,pσ
−
,q′ , (7.70)
Bpq
′
= tr
{
P−1− (x, x′)γp+(x)P+(x, x′)γq
′
− (x
′)
}
, (7.71)
and the symbol (+ ↔ −) indicates that one should add the same term with + and
− switched. The diagonal value of the forth symmetrized derivative is then
[∇g
(i
∇g
j
∇g
k
∇g
l)
ϕ2] = −1
2
[∇g
(i
∇g
j
∇g
k
∇g
l)
Apq′]tr
(
γ
p
+γ
q
−
) − 2[∇g
(i
∇g
j
∇g
k
Apq′][∇gl)Bpq
′
]
−3[∇g
(i
∇g
j
Apq′][∇gk∇gl)Bpq
′
] + (+↔ −). (7.72)
First of all, it is easy to get
[∇g
(i
∇g
j)
Apq′] = −2g+p(ig−j)q, (7.73)
[∇g
(i
∇g
j
∇g
k)
Apq′] = 3V
−
q(i jg
+
k)p − 3T+p(i jg−k)q, (7.74)
where the tensors Vi jk and Ti jk are given by (4.70), (4.69)
T±i jk = 3g
±
m(iW
m
± jk), (7.75)
V±i jk = −g±miWm± k j. (7.76)
Similarly, we obtain
[∇g
(i
∇g
j
∇g
k
∇g
l)
Apq′] = 4V
−
q(i jkg
+
l)p + 6V
−
q(i jT
+
kl)p − 4T+p(i jkg−l)q, (7.77)
where the tensors T±
i jkl
and V±
i jkl
are given by (4.71), (4.72),
T±i jkl = 3g
±
m( j∇gkWm± l)i + g±mi∇g( jWm± kl) + 3g±m( jWn±k|i|Wm± l)n
+g±miW
n
±( jkW
m
± l)n + 3g
±
nmW
n
±( jkW
m
± l)i, (7.78)
V±i jkl = −g±mi∇g( jWm± kl) − g±miWn±( jkWm± l)n. (7.79)
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Next, by using
[∇+l Bpq
′
] = −tr {(C+l − C−l )γp+γq−} (7.80)
we compute
[∇g
l
Bpq
′
] = tr
{−(C+l − C−l )γp+γq− −W+plmγm+γq−} . (7.81)
Further, we have
[∇g
(k
∇g
l)
Bpq
′
] = tr
{[
−∇g
(k
W+
p
l)m + 3W+
p
n(kW+
n
l)m −W+nklW+pnm
]
γm+γ
q
−
+2W+
p
m(k(C+l) − C−l))γm+γq− −W+nkl(C+n − C−n )γp+γq−
}
+[∇+(k∇+l)Bpq
′
]. (7.82)
Next, by using the equations [∇+
i
P+] = [∇+(i∇+j)P+] = 0, ∇+i γ j+ = 0, and
[∇+i P−] = C+i − C−i , (7.83)
[∇+(i∇+j)P−] = ∇+(i(C+j) − C−j)) + (C+(i − C−(i)(C+j) − C−j)), (7.84)
we obtain
[∇+(i∇+j)Bpq
′
] = tr
{[
−∇+(i(C+j) − C−j)) + (C+(i − C−(i)(C+j) − C−j))
]
γ
p
+γ
q
−
}
= tr
{[
−∇g,A
(i
(C+j) − C−j)) +W s+i j(C+s − C−s )
−2C+(iC−j) + C+(iC+j) + C−(iC−j)
]
γ
p
+γ
q
−
}
, (7.85)
and, therefore,
[∇g
(k
∇g
l)
Bpq
′
] = tr
{[
−∇g
(k
W+
p
l)m + 3W+
p
n(kW+
n
l)m −W+nklW+pnm
]
γm+γ
q
−
+2W+
p
m(k(C+l) − C−l))γm+γq− − ∇g,A(k (C+l) − C−l))γp+γq−
+
(
C+(kC+l) − 2C+(kC−l) + C−(kC−l)
)
γ
p
+γ
q
−
}
. (7.86)
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Finally, by collecting all these results we obtain
[∇g
(i
∇g
j
∇g
k
∇g
l)
ϕ2] = Sym(i, j, k, l)tr
{
Vpqi jklγ
p
+γ
q
− − 6g+jpg−qi[γp+, γq−]∇g,Ak (C+l − C−l )
−6
(
g+mpW
m
+ i jg
−
kq + g
+
kpg
−
mqW
m
− i j
)
[γ
p
+, γ
q
−](C+l − C−l )
+6g+pig
−
jq
(C+kC+l + C−kC−l ) (γp+γq− + γq−γp+)
−12g+pig−jqC+kC−l γp+γq− − 12g+pig−jqC−l C+k γq−γp+
}
, (7.87)
where Vpqi jkl is defined by (1.48).
This enables us to compute the coefficient c
(0)
0,2
, (7.66),
c
(0)
0,2
=
1
4
ts tr
{
1
3
(
GklGi j + 2GikG jl
) (
R+i j + R
−
i j − 2Rgi j
)
g+p(kg
−
l)qγ
p
+γ
q
−
+
[
1
2
G(i jGkl)Vpqi jkl + 3N
jkl
(
g+mpW+
m
( jkg
−
l)q + g
−
mqW−
m
( jkg
+
l)p
)]
γ
p
+γ
q
−
+2Mklg+p(kg
−
l)qγ
p
+γ
q
− + 3G
(i jGkl)g+jpg
−
qi
(
γ
q
−γ
p
+ − γp+γq−
)∇g,A
k
(C+l − C−l )
+
[
3G(i jGkl)
(
g+mpW
m
+ i jg
−
kq + g
+
kpg
−
mqW
m
− i j
)
+ 3N jklg+pkg
−
jq
]
× (γq−γp+ − γp+γq−) (C+l − C−l )
+3G(i jGkl)
(C+kC+l + C−kC−l ) (γp+γq− + γq−γp+) g+pig−jq
−6G(i jGkl)C+kC−l γp+γq−g+pig−jq − 6G(i jGkl)C−l C+k γq−γp+g+pig−jq
}
. (7.88)
Thus (after some tedious but straightforward manipulations; by using (3.13) and
many well known algebraic properties of the Dirac matrices [22]) we obtain the
coefficient c1, (1.50). This proves Theorem 3; the Corollary 3 follows.
For equal operators D− = D+ the coefficient C1 takes the form
C1 = (t + s)
−n/2
∫
M
dxg1/2tr
{(
n
2
− 1
) (
1
6
R +
1
2
γi jRi j − S 2
)
− (n − 1)
2
iγ j∇ jS
}
.
(7.89)
Notice that since ∇ jS anticommutes with γ j the last term here vanishes and C1 is
indeed equal to (n/2 − 1)(t + s)−n/2A1, with A1 given by (1.16).
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8 Conclusion
The primary goal of this paper was to introduce and to study some new spec-
tral invariants of a pair of elliptic partial differential operators on manifolds, that
we call the relative spectral invariants and the combined heat traces. Of special
interest are the asymptotics of these invariants. We established a general asymp-
totic expansion of these invariants and computed the first two coefficients of the
asymptotic expansions.
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