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1. 1~TRo~uc-170~ 
In this paper we characterize the solution of the following control problem: Let 
dX/dt = AX + Bu + h, X(0) = x0, 0 < t < 00, (1.1) 
where 
x = (Z;) , A = (1:; ;:I), B = (ii), h = (;:, . 
For each u inL,[O, co), denote by x = (2) the corresponding unique solution 
of (1.1). Define 
and 
J(u) =(joa I ~1 Idt)’ +jm u2 dt 
0 
C@ = {u in L,[O, co) such that x1 is in L,[O, oo)}. 
(1.2) 
PROBLEM. Minimize3 J(u). 
In Section 2 we discuss some related work. In Section 3 the notation and 
assumptions used throughout this paper are given. We show in Section 4 that the 
problems considered in [l, 2, 3, 4, 51 can be written in the formulation (l.l)- 
(1.2). In Section 5 we give a necessary and sufficient condition for the class 3, 
defined in (1.2), to be not empty. 
In Section 6 an existence and uniqueness theorem is given. In Section 7 a 
necessary condition is obtained for the optimal trajectory vi and the optimal 
control z. We discuss in Section 8 the regularity of the solution; specifically, 
we have in the case b, = 0 that z’ and CJJ; are absolutely continuous and in the 
case b, # 0 that z and or’ are absolutely continuous. 
In Section 9 we discuss in detail the nature of the solution in the case b, = 0. 
We show that in this case the problem (1 .l)-( 1.2) is contained in the recent joint 
work of Hestenes and Redheffer [8]. Using their arguments one can show that if 
trace A < 0, then Q+ and z have compact support. Finally, in Section 10 we 
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consider the case b, # 0. We show that if 4 = aaa - a,,b,/b, < 0, then vr has 
compact support and a finite number of contiguous components. 
2. RELATED WORK 
In a series of papers [I, 2, 3, 41, Berkovitz and Pollard characterized the solu- 
tion of a variational problem which arose from the problem of determining an 
optimal filter under the assumption of white noise [I, 21 and correlated noise 
[3, 41. Searcy [5] 1 d p bl so ve a ro em similar to the one in [3, 41. In Section 4 we 
show that these problems are contained in the present formulation. 
Redheffer [6], using different techniques, also solved the variational problem 
of Berkovitz and Pollard [l, 21. Hestenes and Redheffer [7] considered a general- 
ization of this problem and gave a different proof of compact support. In [8] 
they considered a further generalization that contains the present work in the 
case 6, = 0. 
The observation that the solution of these problems [l-4] has compact 
support has attracted some interest. Lions [9, p. 1541 asks the following: What 
are the variational inequalities in unbounded open sets Q for which the support 
of a solution is compact ? There are some results in this direction by Auchmuty 
and Beals [IO] and, recently, by Brezis [ll]. 
3. NOTATION AND ASSUMPTIONS 
In this section some notation used throughout the paper is given. We also 
state and discuss several assumptions. 
Let 
01 = b,a,, - %b, , 
/3 = ai, + uaa = trace A, 
y = a,,~,, - u21u12 = det A, 
6 = q& - Qj%! > 
f = 4bl , b, i 0, 
D = --det[& ABI = --bl(a& + q&J + b,(& + ~,,b,). 
(3.1) 
Also let 
L = (d2/dt2) + P(+q + y, 
L* = (dyw) - p(dpt) + y. 
(3.2) 
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It is easy to verify from (1.1) that if 6 = 0, U’ exists and A, B, h are constant, 
then 
b,u’ - cm = x; - /3x,’ + yx1 
= .L*x, . 
The following assumptions will be in force throughout this paper: 
(i) A, B, h are constant, 
(ii) B # 0, 
(iii) D # 0, 
(iv> +2 # 0, 
(v) 6 = 0, 
(vi> I 43 + I a12x2(0) + hl I > 0. 
(3.3) 
(3.4) 
Remarks. (i) For the existence and uniqueness theorem in Section 6 it is 
sufficient to assume that A, I?, and h are inLp[O, co). 
(ii) If B = 0, then X is independent of u and u = 0 is optimal. 
(iii) D # 0 implies that the system x’ = AX + Bu is fully controllable. 
(See [12, p. 931.) 
(iv) If uia = 0, then from (1.1) we have x1’ = allxl + b,u + h, . In order 
for xi to be in L, , we need h, = 0 (see Section 5). If b, = 0, then xi is inde- 
pendent of u and u = 0 is optimal. (We should also note that aI2 = b, = 0 
implies that D = 0.) If b, # 0, then b,u = xi’ - a+, . This leads to a problem 
that can be treated in a manner analogous to the case uia # 0, b, = 0; however, 
we do not consider it here. 
(v) We show in Section 5 that 9 # 4 if and only if S = 0. 
(vi) Ifx,(O) = 0 d an a,,x,(O) + h, = 0, then u = 0 and xi = 0 is optimal. 
4. EXAMPLES 
In this section we state the problems considered in [l-5] and express them in 
the formulation (1. I)-( 1.2). 
EXAMPLE 1. Y(a, b) Problem [l, 21: Minimizer J(y), where 
J(Y) = (jorn IY I qZ + $ (Yb)* dt 
and I’ is the class of functions defined on [0, co) satisfying: 
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(4 y EW, co), 
(ii) y’ absolutely continuous, 
(iii) y” EL,[O, co), 
(iv) y(0) = a, y’(0) = b. 
Letting x1 -= y, x2 = y’, and u = y”, we have 
and 
EXAMPLE 2. Minimizer J(y), where 
J(Y) = (Jb” I Y I dt)2 + lffi (MY)~ dt 
and Y is the class of functions defined on [0, co) satisfying: 
(i) y EJW, a), 
(ii) y’ absolutely continuous, 
(iii) n/ry = y” + a,y’ + a,y EL,[O, co), a, constant, 
(iv) y(0) = a, y’(0) = b. 
Letting x1 = y, xp = y’, iI+ = u, we have 
dX -= 
dt ! X(O) = (f) I 
and 
J(u) = (lm ) x1 / dtjz + j-l u2 dt. 
0 
EXAMPLE 3. G Problem [3, 41: Minimize, J(y), where 
J(Y) = (im I Y I dt)’ + j-f G2 dt 
and Y is the class of functions defined on [0, co) satisfying: 
(4 y ~-MO, 001, 
(ii) y absolutely continuous, 
(iii) y(0) = 0, 
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(iv) G EL,[O, cc) where 
G(t) = -y’(t) + e+ + ect jot @y’(s) ds. 
Integrating G and letting x1 = y, x2 = j-i G ds, u = G, we have 
pq; -;)x+(-;)u+(;), x(0,=(~), 
and 
J(u) = (J1” I x1 1 dt)’ + jm u2 dt. 
0 
EXAMPLE 4. GB Problem [5]: Minimizer0 Jo(y), where 
IO(Y) = (jam I Y Idf)’ +jm Go2 dt 
0 
and for 1 < 0 < 00, Ye is the class of functions defined on [0, a) satisfying: 
U> Y ~-WA a), 
(ii) y absolutely continuous, 
(iii) y(0) = 0, 
(iv) GB EL,[O, 03) where 
Go(t) = -Or’(t) + &+ + 02e-Ot j” e”“y’(s) ds. 
0 
Letting x1 = y, x2 = ji G ds, u = G, we have 
and 
g = (8 -;, x + (-;:“) u + (i) , X(O) = (i) ) 
J(u) = (jam I xl I dt)2 + -r u2 dt. 
It is easy to verify that our formulations of these examples satisfy all the 
assumptions (3.4). 
5. CHARACTERIZATION OF 9 
We now show that the assumption 6 = 0 is necessary and sufficient for the set 
9 to be not empty. We first note that, under the assumptions on A, B, and h, 
for each u in L,[O, CO) there exists a unique solution x(t) for equation (1.1). 
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LEMMA 1. 9 #$ ifand only $8 =O. 
Proof (-G). If 6 = 0, then we can write (1.1) as 
By the assumption that the system is fully controllable, there exists a control II 
on [0, l] such that 
Nowdefineu=Ofort>l.Thenfort>l, 
Thus u is inL,[O, CD) and x1 is inL,[O, a). 
(a) Suppose 6 # 0. We will show that for any u inL,[O, CO), xi is not in 
L,[O, co), i.e., 9 = 4. First we need some preliminary calculations. Writing (1.1) 
as 
xl’(t) = allxl + a12x2 + blu + 4 , 
x2'(t) = a21x1 + a22x2 + b,u + A,, 
and integrating from 0 to t, gives 
(5.1) 
xl(t) - x,(O) = a,, s t x1 ds + aI2 1” x2 ds + b, 1’ u ds + h,t, 0 0 0 
s 
t 
s 
t 
I 
t (5.2) 
x2(t) - x2(O) = a21 x1 ds + a22 x2 ds + b2 u ds + h,t 
0 0 0 
and 
so 
a22 J’: x2 ds = x2(t) - x,(O) - a21 Jo’ x1 ds - 6, Jo’ u ds - h,t. 
s 
t 1 
a22 x2 ds = - (x1’ 
al2 
- allxl - b,u - h,) - x,(O) 
0 
t t 
- a21 
i 
x1 ds - b, 
s 
u ds - h,t. 
'0 0 
So if a22 # 0, substituting in the first equation in (5.2) gives 
xl’(t) = (all + az2> x1 + blu + 12, + a12x2(0) - a22xdO) 
(5.3) 
- @22a11 - a12a2A lt x1 ds - (a2,bl - a,,b,) It u ds - (a,,h, - a,,h,) t. 
0 
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Using the notation introduced in (3.1), we have 
x1’(t) = BXl + b,u + h, + I,&, - u,,x,(0) - y s” x1 ds - 01 j’ u ds - St. 
0 0 
Upon integrating again from 0 to t, we have 
xl(t) - x,(O) = jt Px, ds + b, j" u ds + [h + ~za~a(O) - ~,,x,(O)l t 
0 0 
t s 
(5.4) 
x1 dv ds - a 
ss 
u dv ds - t” 
0 0 2 * 
If ua2 = 0, we obtain upon integrating the second equation in (5.1) and sub- 
stituting into the first equation in (5.1): 
t t q’(t) = q1x1 + b,u +h, + Q$$l s xl ds + a,,b, s u ds + a,2972(0) + a,,h,c 0 0 
which is precisely (5.3) with u2a = 0. So in either case we obtain (5.4). Rewriting 
(5.4), we have 
x1(t) - Xl(O) - [hl + 
= p [ x1 ds - y & jos x1 dv ds - OL I[ u dv ds + b, jot u ds, 
= /!3 f x1 ds - y it (t - s) x1 ds - a jot (t - s) u ds + 6, jOz u ds. 
SO 
I Xl@> - Xl(O) - Pl + %2x2&9 - %GN t + w2 I 
< I B I II xl 111 + I Y I II xl Ill t + I 01 I II ulla (t3”P2) + I b, I II u II2 tl”, 
(5.5) 
under the assumption that xi EL,[O, CO), u g&(0, 00). Now if 6 # 0, (5.5) says 
that x1 N (a/2) P, which contradicts x1 inL,(O, a). b 
6. EXISTENCE AND UNIQUENESS 
Existence and uniqueness of the solution are given by the following theorem. 
THEOREM 1. There exist a unique control z(t) and corresponding trajectory 
PW 
A CLASS OF VARIATIONAL PROBLEMS 439 
Proof. Existence. Since J(U) > 0 for all u E 9, it follows that there exists 
a number m 3 0 such that m = inf{J( u : u E 2}. Hence there exists a sequence ) 
(an} of elements of 58 such that J(uJ -+ m as n + co. Therefore, there exists a 
constant M such that for all n. 
s 
m 1 u, I2 dt < M, 
0 
lrn 1 xln 1 dt < M. 
0 
(6.1) 
The first of these inequalities implies that there exist a subsequence of {Us}, 
that we again call {u,>, and a function z in L,[O, co) such that u, + z weakly as 
n -+ co. Since for every t > 0, 
x&t) = G,(t) = (1 0) Q(t) [X0 + Jo’ @-l(s) (Bu,(s) + h) ds] 
= s df (s, t) u,(s) ds + g(t), 
where Q(t) is a fundamental matrix of solutions for the system X’ = AX, 
f (s, t) = (1 0) Q(t) @-l(s) B, 
g(t) = (1 0) Q(t) [X0 + lt @-l(s) h ds] , 
it follows that for every t > 0 the number d(t) defined by 
t+i G,(t) = d(t) 
exists and 
44 = L’f ($7 t) 4s) ds + g(t) 
= 5%(t) = qT1(t). 
We have that z is in L,[O, CO) and by Fatou’s lemma 
Therefore, CJJ~ is in L,[O, CO) and hence z is in 58. 
We now show that the function z is a minimizing function. Since x is in 9, we 
have J(Z) > m. Thus, it suffices to show that J(Z) < m. 
By the lower semicontinuity of the norm in the weak topology, we have 
s 
m 
s 
30 
,a2 dt < lim inf un2 dt. 
0 1z’J) o 
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Combining this with (6.2), we obtain 
J(z) < liT+>f ( ja j xln I&)” + liT+kf 
0 s 
cc 
un2 dt 
0 
< lim inf 
n-1-9 [(jam I ~ln I dt)’ + j”: un2 dt] 
m. 
Thus, J(z) = m. 
Uniqueness. We first establish the following lemma. 
LEMMA 1. Let u1 and u2 be two functions in B and let r 2 0, s > 0, r + s = 1. 
Then 
(i) Tul + su2 E 9, 
(ii) J(ru, + su2)1’2 < r/(u1)1’2 + sJ(uz)1/2. 
Equality holds in (ii) if and only if 
(1) II rTu, + sTu2 Ill = r II Tu, I/I + s II Tu, III > 
(2) II 7% + su2 II2 = y II Ul II2 + s II u2 II2 9 (6.3) 
(3) II Tu, Ill II uz II2 = II 3342 II1 II UI 112 . 
Proof. (i) If Y = 0 or s = 0, there is nothing to prove. So suppose r, s > 0. 
Let w = rul + su2 . Then w is in L,[O, co) and 
Tw = T(ru, + su2) 
= s Xf (a, 4 h + su2> dv + g(t) 
= r [Joif (n, 4 u1 dv + g(t)] + s [jo’f (v, 4 u2 dv + s(t)] 
= r Tu, + STU, . 
Hence, Tw is in L,[O, 00) and w is in 9. 
(4 J(w) = II Tw II? + II w Iii 
= II rTul + ~334, IIf + II rul + suz II: 
< II r% + ~334, II”, + (r II u1 II2 + s II u2 Hz)’ 
< (r II Tul III + s II 5% IId” + (r II u1 /I2 + s II ~2 lld2, 
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with equality holding if and only if 
II vu1 + %I II2 = r II % 112 + s II u2 II2 9 
II r=, + sTu2 Ill = r II Tu, 111 + s II Tu2 IL . 
Hence 
J(4 < y2 II Tu, II,” + 3s II Tu, 111 II Tu2 I/I + s2 II Tu2 111” + r2 II ~1 II; 
2 
+ 2s II Ul II2 II % II2 + s2 II u2 II2 
= r2JW + s”J(u2) + Wll % III II Tu2 Ill + II ~1 I12 It ~2 1121. 
A straightforward calculation shows that 
J(4 J(u2) - [II % II1 II Tu2 111 + II ~1 II2 II ~2 1121” 
= [II Tu, 111 II ~2 II2 - II Tu2 II1 II ~1 ll21”. 
so, 
J(Wz J(u2Y2 2 II Tu, II1 II 5’342 //I + II ~1 II2 II ~2 II2 
with equality holding if and only if 11 Tu, II1 /I u2 II2 = /I Tu, )I1 11 u1 II2 . Thus, 
J(w) = r”J@d + s2J(u2) + WI(%) I(u2W2 
= [rJ(ul)l/” + sJ(u,)lq2 
if and only if (6.3) holds. Hence 
J(ru, + su2)li2 = rJ(u1)1’2 + sJ(u2)1/2 
if and only if (6.3) holds. 1 
Proof of Uniqueness. Supoose u1 and u2 minimize J. Then since rul + sua E 9, 
we have 
ml/z < J(rul + SU~)~/~ ,< ~J(z@~ + sJ(u2)li2 < m1j2. 
Thus, equality holds throughout and (6.3) must hold. 
By the strict convexity of L, , (2) implies that either (i) u1 = Ku, for some 
K > 0 or (ii) u1 = 0. 
(i) Suppose ur = Ku, for k > 0 and ur # 0. 
Then (3) implies that j/ Tu, /I1 = k /) Tu, II1 . Since II Tu, IIt + II u1 11: = J(ul) = 
J(u,> = II Tu2 IIf + II u2 II: , and II u1 Iii = I? II ~2 Iii I II % iI: = k2 II Tu2 II: , we 
have that K2[lj Tu, 11; + II u2 113 = II 734, IIf + II u2 II;. So k2J(ul) = J(u2). Hence 
k = 1 and ur = u2 . 
(ii) Suppose u1 = 0. 
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Then (3) implies that either jj ua iI2 = 0 or jl Tul jjr = 0. If 11 us 11s = 0, then 
ua = 0 a.e. and ur = ua a.e. If 11 Tu, iI1 = 0, then J(uJ = 0. Since J(uJ = J(u,), 
we have J(ua) = 0. In order for J(us) = 0, we must have \J us )I2 = 0. But then 
ua = 0 a.e. and ui = ua a.e. m 
We have also shown that (2) and (3) in (6.3) imply (1). 
7. THE EULER EQUATION 
In this section we deduce a necessary condition that the minimizing control z 
must satisfy. This condition is the analog of the Euler equation in classical 
variational problems. 
The minimizing trajectory q1 is continuous. Therefore, the set Q = 
(t: vi(t) # O> is open and has a unique representation as the union of an at most 
countable number of disjoint open intervals {Ki}. Let u(t) = Signum vi(t) and 
I= II ~1 Ill = jr I ~1 I dt. 
THEOREM 2. On each component Kj of D the function z satisfies the equation 
Lx = &J(t), (7.1) 
where L and oi are giwen by (3.2) and (3.1). 
Proof. Let Ki = (a, b) be a component of Q. Let c and d be such that 
a < c < d < 6. Then there exists e > 0 such that j qa \ > e on (c, d). Choose 
w(t) such that 
(i) w vanishes off of (c, d), 
(ii) w is in L,(c, d), (7.2) 
(iii) corresponding trajectory Q vanishes off of (c, d), where 
With this choice of w, we have for all E that z + EW is in .9 since 
(i) w is in L,[O, c0), 
(ii) T(z + EW) is in L,[O, co), since 
T(z + l ,) = TX + .P@(t) jt @-1(s) Bw(s) ds, where P = (1 O), 
c 
= Tz + crll . 
In order to ensure (iii) in (7.2), namely, that 
P@(t) I’ W’(s) Bw(s) ds = ql(t) vanish off of (c, d), (7.3) 
e 
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we replace (iii) by the requirement that 
I a @-l(s) h(s) ds = 0. c (7.4) 
The assumption (3.4) of full controllability guarantees the existence of an w 
satisfying (7.4). Now let 
J&c) = J(z + l ) 
Since x minimizes J(U) over 9, it follows that the real-valued function + has a 
minimum at E = 0. Also, for 1 E 1 sufficiently small, signum(Tz + EQ) = 
signum(Tx). Hence, for 1 E 1 sufficiently small, 
z+%(e) = [Jl: 1 Tz I dt + J’ (Tz + ~71) o(t) dt + Jdrn I Tz I dt]’ + Lrn (z + -)2 dt, 
e 
and 
f(e) = 2 lrn ( T(z + ecu)/ dt j-” vla dt + 2 6 (z + EW) w dt. 
c 
SO 4’(O) = 0 implies that 21s: qra dt + 2 Jz zw dt = 0. Hence 
Replacing Q by (7.3) gives 
I La p@(t) s,’ @-l(s) h(s) ds o(t) dt + J:d xw dt = 0. 
Interchanging the order of integration gives 
j-aj%‘@(t) @-l(s) Bw(s) u(t) dt ds + j-’ zw dt = 0 
82 s c 
and upon relabeling s and t in the first integral, we have 
j-” [Is” P@(s) W(t) h(s) ds + z(t)] w(t) dt = 0. 
c t 
(7.5) 
We now need the following lemma. 
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LEMMA 1. Given functions y1 , . . . , yn inL,[a, b], dejine V = (5: si [yi dx = 0} 
with 5 in &[a, b]. If jz M[ dx = 0 f or all 5 in V with M given in &[a, b], then 
M = 2 k,y,(x) a.e. 
i=l 
Proof. Let S = span(yJ. Then V = Sl, by definition. By hypothesis, M 
is in VL, but Vl = s-L1 = S since S is closed. Hence M = C kiyi . 1 
Now applying the lemma, with 
Yl ( ) = @p-‘(t) B and M = I YZ s a P@(s) @-l(t) Ba(s) ds + z(t), t 
we have 
I 
s 
a P@(s) @-l(t) Ba(s) ds + z(t) = k@-l(t) B a.e. on (c, d), 
t 
where k = (k, k,). 
so 
z(t) = k@-l(t) B - Ii” P@(s) Q-‘(t) Ba(s) ds 
t 
= [k - uIPJj’@(s)ds] Q-‘(t) B. 
Now differentiating (7.6) gives 
z’(t) = uIP@(t) C’-‘(t) B + (k - uIP Ld Q(s) ds) $ Q-‘(t) B 
=uIPB- (k-uIPr@(s)ds)@-l(t)AB, 
(7.6) 
(7.7) 
where we used the fact that (d/dt) @-l(t) = -@-l(t) A. Differentiating again 
gives 
z”(t) = -[uIP@(t)] W(t) AB - [k - uIP ld Q(s) ds] $ @-l(t) AB 
= -uIPAB + [k - uIP Jd Q(s) ds] C’-‘(t) A2B. 
(7.8) 
t 
Letting (R, R,) = ([k - uIP sf (P(s) ds] @-l(t)) in (7.6)-(7.8), we have 
G> = (4 R,) B, 
z’(t) = uIPB - (R, A,) AB, 
z”(t) = -uIPAB + (R, R,) A2B. 
U-9) 
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From the iirst two equations, we will determine RI and RS and then substitute 
into the third equation. Letting K = GIPB = uIb), , the first two equations in 
(7.9) are 
b,R, + b,Rz = x, 
-@,A -I- a,&,) R, - @,A + a,,b,) R, = 2’ - K. 
(7.10) 
By assumption, 
so we can solve (7.10) for RI and R2 . We obtain 
RI = [-(u,,b, + +A) x - Ux’ - K)l/D, 
(7.11) 
R 2 = Mz’ - K) + 4au4 + &zlJ/~. 
We now substitute into the third equation in (7.9). A straightforward, but 
tedious, calculation gives 
x”(t) + &qt) + yx(t) = oh(t) 
or (7.12) 
Lx = &7(t) for t in [c, d] 
where LX, j3, y, and L are given by (3.1) and (3.2). Since c and d are arbitrary 
numbers satisfying a < c < d < b, it follows that (7.12) holds for all t in 
(4 4. I 
COROLLARY 1. On each component KS of D the function rpl satisfies the equation 
LL*v, = -&T(t), (7.13) 
where L and L* are given by (3.2). 
Proof. By Theorem 2 we have that Lz = CJU on components of qr. On 
components x’ exists, so by (3.3), we have 
b,z’ - wx = L*~J~ . 
Thus, 
and 
L(b,z’ - CUB) = LL*ql, ) 
L(b,z’ - az) = b,(Lz)’ - AZ 
= b&A) - ol(&) 
= 0 - a21u. 
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Hence, 
LL”lp, = -4Ia on components. 1 
In summary, we have shown that, on components of or , 
(i) z” + /3.z’ + yx = C&T, 
(ii) $ + (2~ - B”) d + y”q7, = -a!%, (7.14) 
(iii) b,z’ - az = & - /?q~i’ + yq+ . 
Remark. In the Y(0, 1) problem (Example l), (Y = -1, p = y = 0, SO 
(7.14) is 
(i) zw = -1u, 
(ii) # = --lo, 
(iii) Z =tp;. 
In the G problem (Example 3), 01 = 1, /I = y = 0, so (7.14) is 
(i) 2’ = lo, 
(ii) & = --lo, 
(iii) --z’ - 2: = 9;. 
8. REGULARITY OF SOLUTION 
In this section we will prove the following: 
THEOREM 3. (I) If b, = 0, then x’ is absolutely continuous. 
(II) If b, # 0, then z is absolutely continuous. 
As a corollary we have 
COROLLARY 1. (I) If b, = 0, then &” is absolutely continuous. 
(II) If b, # 0, then vl’ is absolutely continuous. 
We now give some definitions and preliminary calculations. If 7’ : 
and w’ exists, then a straightforward calculation yields 
This suggests the following definition. 
Arl+Bw 
(8-l) 
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4) = -(lb> (71” - 1571’ + Yrllh if b, = 0 
1 E-e et t 
s bl 0 
e%i’ - h + m) 6 where S=&, (8.2) 
1 
if 4 # 0. 
Now define V to be the class of functions Q defined on [0, co) satisfying: 
(9 71(O> = rll’(O> = 0, 
(ii) q1 E Cm, (8.3) 
(iii) qI has compact support. 
Also, define V, C V to be the class of functions qI such that 
(9 71 E K 
(ii) jaw e-%lr ds = 0. 
(8.4) 
Then for all E, z + EW is in 9, with w defined in (8.2), provided 
(i) Q is in V if either b, = 0 or b, # 0, and f < 0, 
(ii) Q is in V, if b, # 0 and .$ > 0. 
The additional restriction (ii) in the case 6 > 0 guarantees that w is inL,[O, co). 
Now letting m = J(z) we have 
< (6 (I ~1 I +IE II 71 I) dt)2 + irn (x + -J2 dt 
= (lm 191 I df)2 + 2 I E I (j-= 1~1 I dt) (lm 1711 I dt) + I E I2 (lm IQ I df)” 
0 0 0 0 
+ jam .z2 dt + 2~ j-m xw dt + ~2 Irn ~2 dt 
0 0 
= JC.4 + 2 I E I ($ I VI I d”) (La I 71 I d”) + I E I ’ ( lrn I rll I dt)’ 
+2.lkdt +.zlmco2dt. 
so, 
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If we divide through by positive E and then let E tend to zero we get 
s 02 - zw dt < I m 1 Q 1 dt. 0 s 0 
If instead, we divide through by negative E and then let E tend to zero we get 
J 
m 
- zw dt 3 -I aD 1 Q 1 dt. 
0 I 0 
Combining these two inequalities gives 
(8.5) 
Proof of Theorem 3(I), b, = 0. From (8.2) we have that 
4) = -(l/4 (7; - 13%’ + I%), 
= -(l/cX)L*Tr E M,Tjr . 
The following lemma will complete the proof. It is an extension of [3, Lemma 
2, p. 1631. 
LEMMA 1. Let z be a function in L,[O, co), let I be a positive constant, let 
MO = -(l/ol)L*, andfor every rll E V let 
(8.6) 
Then z is of class Cl on [0, co), x’ is absolutely continuous, and ( Lz 1 < 1 01 1 I
with L given by (3.2). 
Proof. The class V is a dense subspace of L,[O, co). The function z defines a 
linear functional A on V as follows: 
4~1) = jm ~Morll dt- 
0 
From (8.6), we have that A is bounded on V and 11 A IiV < I. Hence A can be 
extended to all of LJO, co) and I/ RI\ = I/ A /IV , where (1 denotes the extension. 
Thus [13, Theorem 6.16, p. 1281, there exists a function h EL,[O, co) such that 
II h IL = II AlI d 1 and 
A(Q) = jm .zMoql dt = jm hrl, dt for all pi E V. (8.7) 
0 0 
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We now integrate by parts twice the second integral above, obtaining 
I m hq dt = j-a QP’ dt, (8.8) 0 0 
where EP) denotes a kth integral of h. Now consider 
We integrate by parts the 7,’ and 7, term, obtaining 
f 
00 
q; dt = - 
s 
OD T@-‘~’ ds, 
0 0 
s 
m 
s 
m 
xv1 dt = $P ds, 
0 0 
where 2’“) denotes a Kth integral of x. So we have 
s 
m 
zMorll dt = - ; f-= [z + /32(l) + yZ-‘2’] r]; dt. 
0 0 
Combining (8.7), (KS), and (8.9) gives 
(8-g) 
Let us now fix an interval [a, b] and consider all functions Q in I’ that vanish 
outside of [a, b] and such that (i) s: T;(t) dt = 0 and (ii) s: tq”(t) dt = 0. 
We have 
b 
S[ 
1 
-- 
It now follows from Lemma 7.1 that almost everywhere on [u, b] 
--(l/a) z - (/3/cK) 2’1) - (r/a) 2’2’ - H’2’ = P1(t), 
where Pi(t) is a polynomial of degree 1. We may redefine z so that equality 
holds everywhere, and we have 
x(t) = -pp - yZ’2’ - ,H’2) - aPI( 
The right-hand side is differentiable, so 
d(t) = +x(t) - ,Z(l) - ,H’l’ - K. 
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We have that z’ is absolutely continuous and we may differentiate again, 
obtaining: 
z”(t) = -/w(t) - y%(t) - ah. 
SO 
z”(t) + /w(t) + p(t) = -ah, 
and we obtain 
[LZl=[ -CXh[<lol[I. (8.10) 
Since [a, b] is an arbitrary interval, it follows that z has the asserted properites 
on LO, co). I 
Proof of Theorem 3(11), b, # 0. We want to show that z is absolutely con- 
tinuous. There are three cases to consider: E < 0, e > 0, t = 0. In the first 
case the proof proceeds as in Lemma 1. The second and third cases require a 
different argument. 
(i) 4 < 0. From (8.2) we have w(t) = (l/6,) ert $ e-fs(T” - PQ + 
ml) ds. Integrating by parts and using ~(0) = ~‘(0) = 0, we have 
The following lemma will complete the proof. 
LEMMA 2. Let z be a function in L,[O, KI), let I6e a positive constant, and for 
every 7l E V let 
m 
zM7, dt 
Then z is of class C on [0, co), z is absolutely continuous, and / g’(t)! < / b, 1 I 
eohere 
g(t) = z(t) + $ .W + (E - B + s) e-Et Itm efsz(s) ds. 
Proof. The proof proceeds as in Lemma 1 up to and including (8.7). So we 
have that 
A(Q) = j-a s~M7~ dt = j-w h71 dt for all ~i in P. (8.12) 
0 0 
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We now integrate the second integral by parts, obtaining 
Now consider 
s 
p h7, dt = - jm 71’H’1’ dt. 
0 0 
(8.13) 
s 
m 
zMrll dt 
0 
= $ Lrn z(t> [71’(t) - $71(t) $ (6 - fl i- $) eEt lt e-fs71’(s) ds] dt. 
After integrating the second term by parts and interchanging the order of 
integration in the second integral, we obtain 
1 m 
- - 
b 
j 
10 
[z(t) + 5 ~(1) + (E - /I + $) e-&t Jim z(s) et8 h] 7l’(t> dt. 
(8.14) 
Note. A straightforward calculation gives 6 - /3 + (r/E) = a,&/bI~ # 0. 
Now combining (8.12), (8.13), and (8.14), we have 
Lrn [z(t) + $ Zfl’ f (( - /3 + $-) e-Et irn z(s) ees ds + b,fP] T1’(t) dt = 0. 
Let us now fix an interval [a, b] and consider all functions 7l in V that vanish 
outside of [a, b]. We have 
jb [z(t) i- $ .W’ + (f’ - p + $-) e-Et Lrn z(s) eEs ds + b,fP] yl’(t) dt = 0. 
a 
It now follows as in Lemma 1 that almost everywhere on [a, b] 
z(t) $ $-Z(l)(t) + (5 - p + 7) e-ft jm z(s) eEs ds + bJP(t) = PO(t), 
Q 
where P,(t) is a polynomial of degree 0. We may redefine z so that equality holds 
everywhere, and we have that z is absolutely continuous. Differentiating both 
sides gives 
z’(t) + -$- z(t) - 5 ([ - fi + $-) e-+ Lrn z(s) et5 ds 
- (6 - p + $-) e-%(t) eet + b&t) = 0, 
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and after simplifying, we have 
x’(t) - (6 - p) x(t) - 5 (5 - p + i) e-ft lrn x(s) efs ds = -b,h(t). 
The left-hand side is g’(t); so, we have 
I g’(t)1 = I --b,h I < I bl I I. (8.15) 
Since [a, b] is an arbitrary interval, it follows that z has the asserted properties 
on [0, co). 
(ii) 5 > 0. From (8.11) we have that 
MT1 = J- ‘, [%‘(t) - $ ‘dt) + (5 - P + f) eEt Lt e-%‘(s) ds] . 
LEMMA 3. Let x be a function in L,[O, co), let I be a positive constant, and for 
every ql in V, let 
Is 
m 
zMql dt < I 
0 I s 
nr, I rll I dt. 
Then z is absolutely continuous. 
Remark. We do not obtain a bound on x as in Lemma 2. 
Proof. The class V, is a subspace of LJO, co). The function x defines a linear 
functional A on V, as follows: 
A(Q) = jm zMrll dt. 
0 
By hypothesis, A is bounded on V, and II A jlVl <I. Hence, by the Hahn- 
Banach theorem [13, Theorem 5.16, p. 1051 A can be extended to all ofL,[O, co) 
and II /1” I/ = jj A /I . There exists a function h in L,[O, a) such that 
and 
L&> = jm XM~, dt = jm h7, dt for all v1 in V, . (8.16) 
0 0 
Let us now fix an interval [a, b] and consider all functions q1 in V, that vanish 
outside of [a, b] and such that (i) sz e-Etql(t) dt = 0 and (ii) J-z T’(t) dt = 0. 
Integrating the second integral in (8.16) by parts, we obtain 
s 
b 
hT1 dt = - 
a s 
b 
~‘25’~ dt. (8.17) 
a 
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Now consider 
s 
m 
0 
XMQ dt = $ 1 x(t) [Ill’(t) - $ %(t) + (5 - B + $) eft 1’ e-‘$7,‘(s) ds] dt. 
la a 
After integrating the second term by parts and interchanging the order of inte- 
gration in the second integral, we obtain (as in (8.14)) 
I 
cc 1 b 
0 
xMq, dt = T;- 1 Ia [z(t) + 4 Z(l)(t) + (5 - /I + ;) e-et lb x(s) efs ds] T,‘(t)dt. 
Combining (8.16), (8.17) and (8.18), we have 
jb [z(t) i- f Z”‘(t) + (f - p + !) evet jb x(s) eEs ds + b,H(l)(t)]l~lr(t) dt = 0. 
a t 
It now follows from Lemma 7.1 that almost everywhere on [u, b] 
Z(t) + $2(l)(t) + (6 - /3 + $) e-et lb x(s) ePs ds + b,fF(t) = k,e-ft + k, . 
We may redefine z so that equality holds everywhere, and we have that x is 
absolutely continuous. Since [a, b] is an arbitrary interval, it follows that z is 
absolutely continuous on [0, co). [ 
(iii) [ = 0. From (8.2) we have that 
Integrating by parts and using ~~(0) = ~‘(0) = 0, we have 
One can show exactly as in Lemma 3 that z is absolutely continuous. 1 
We now prove the corollary. 
Proof. (I) b, = 0. From (3.3) we have --otz = & -&r’ + yvr every- 
where. So p);(t) = --olz + ,f?yr - ypr . By Theorem 3, z’ is absolutely con- 
tinuous. So we may differentiate, obtaining: 
$(t) = --ax’ + pg - yyl’. 
Since pr’, 9; and x’ are absolutely continuous, we have that p); is absolutely 
continuous. 
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(II) b, # 0. From (5.1) we have 
RYt) = WPdt) + Q,,v,(t) + kw + A, * 
By Theorem 3, we have x is absolutely continuous. Since CJJ~ and ~a are absolutely 
continuous, we conclude that vi’ is absolutely continuous. 1 
9. CHARACTERIZATION OF SOLUTION IN THE CASE b, = 0 
In this section we further characterize the optimal control, Z, and correspond- 
ing trajectory, vi . We first state the problem of Hestenes and Redheffer [8] 
and show that it contains the case b, = 0. Hestenes and Redheffer consider the 
following problem. Let C?J denote the class of real-valued functions u on [0, 00) 
such that u’ is locally absolutely continuous and U” is locally square integrable. 
Let H(u) = (I(1 u 1))” + W(U), where 
I(u) = j-- s(t) u(t) dt, W(u) = j--= 2w[t, u(t), u’(t), u”(t)] dt, 
0 0 
and 
PO) 4) w u 
2w[t, u, u’, u”] = (u u’ 24”) 
( 
u(t) q(t) c(t) 
b(t) c(t) r(t) ii i 
21’ ) 
u” 
The problem is to minimize H(u) over the subclass of @ for which W(u) and 
1(1 u 1) exist and such that / u. 1 + / u1 1 > 0, where u0 = u(O) and u1 = u’(0). 
It is further assumed that: 
(i) s > 0 and s, p, 4, a locally integrable on [0, co), 
(ii) Y > 0 and r locally bounded measurable function on [0, co), 
(iii) I/Y locally bounded on [0, co), 
(iv) 6 and c locally square integrable on [0, co), 
(v) there exists a number To > 0 such that if T 2 To , then 
0 < Jr(u) < J(U) holds for each u in %Y, where Jr(u) = s’ 2~ dt. 
0 
If b, = 0, we have 
u = -(lb)($ - B$ + Y%), where 01 # 0. (9.1) 
The problem, minimize (sy / x1 1 dt)2 + jr u2 dt, with u given by (9.1), is 
contained in the formulation of Hestenes and Redheffer. To see this, let 
p(t) = (-r/42, q(t) = (W2, y(t) = U/4”, a(t) = -Prb”, b(t) = Yb2, c(t) = 
-Bb2, and s(t) = 1. It is immediate that assumptions (i)-(v) are satisfied. 
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We now summarize the results in [8], expressed in our notation. These results 
can also be obtained independent of the development in [8]. (See [15].) 
THEOREM. (i) Let t, be such that vl(t,) = pi(&) = 0, then y+(t) = 0, t > t, . 
(ii> ~.f~Iv~Ids+J~ 2’ ds = (lb) kG> vl’@> - n(t) W - kWt>~dt)l~ 
(iii> JW = (.fF I~1 IW2 + jr x2 dt = (l/a) (z(0) vi’(O) - ~~(0) z’(O) - 
PPlP) 43). 
(iv) If fl < 0, then vr and z have compact support. 
In [15], the following properties of (vr , z) are given. 
THEOREM 4. (i) Q = {t: yr(t) # 0} is the union of an at most countable 
number of disjoint contiguous open intervals. 
(ii) limt+m p)?‘(t) = 0, i = 0, 1,2, 3; lim,,, z+(t) = 0, i = 0, 1. 
(iii) Let OL, be such that vl(qJ = 0, ~~‘(01,) # 0. Then 
10. CHARACTERIZATION OF SOLUTION IN THE CASE b, # 0 
In this section we discuss the nature of the solution in the case b, # 0. We 
consider only the case 4 < 0, which contains Examples 3 and 4. We discuss the 
asymptotic behavior of p1 and z. We show that v1 has compact support. Finally 
we obtain an integro-differential equation that q1 and z must satisfy, which 
enables us to characterize, more precisely, the structure of Q. 
We recall some previous results. By Lemma 8.2 we have that / g’(t)] < 1 6, 1 I, 
where 
dt> = x(t) + i Z”‘(t) + (c! - B -k s) ecct lm e’%(s) ds. (10.1) 
We now show that, on components of 52, g’(t) = bllu(t). 
LEMMA 1. On components of Sz, g’(t) = b&r(t). 
Proof. Let (a, b) be a component of Q and let c and d be such that a < c < 
d < b. Let or be a Cl function that vanishes outside of (c, d). Then 
rldc) = Ad) = rll’(4 = rll’(4 = 0. (10.2) 
With w(t) defined as in (8.11), we have, for all E, that z + EW is in 9. Upon 
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defining zJ(e) = J(z + EW) and p roceeding as in the proof of Theorem 2, we 
obtain 
I d 
I J’ 
co 
710 dt + xw dt = 0. (10.3) 
c 0 
From (8.14), we have that 
J’ 
co 
s 
co 
xw dt z zMql dt 
0 0 
1 d z=- 
b s g(t) 71’(t) dt. 1e 
(10.4) 
Upon substituting (10.4) in (10.3), we obtain 
I j” QU dt + + jd g(t) T1’(t) dt = 0. 
e 1 e 
Integrating by parts and using (10.2), we have 
j” [-I j” u ds + kg(t)] I’ dt = 0. 
c e 1 
It now follows from the fundamental lemma of the calculus of variations that 
on [c, d] g(t) = -b,I J”, U(S) ds + A, where A is a constant. Hence for t in 
[c, 4 
g’(t) = -b&(t). (10.5) 
Since c and d are arbitrary real numbers satisfying a < c < d < b, it follows 
that (10.5) holds for all t in (a, b). 1 
A straightforward calculation gives 
g’(t) = x’(t) + (/3 - 0 x(t) - ([” - /3[ + y) e-ft lrn e%(s) ds. (10.6) 
Now define 
4(t) = (5” - /3[ + y) e-et Lrn &8x(s) ds. 
Then since x is in L,[O, CD) and 5 < 0, 
/ $(t)l < 1 E2 - pf + y 1 e-et (lm ee2cs ds)1’2 (& .z2 ds)1’2. 
Thus #(t) is defined for all t and 
i)(t) = o(1) as t--t 03. 
(10.7) 
(10.8) 
A CLASS OF VARIATIONAL PROBLEMS 457 
THEOREM 5. (I) Km,,, z(t) = 0, 
(II) Em,,, v:)(t) = 0, i = 0, 1. 
In proving the theorem, we will use the following remarkable theorem of 
Redheffer [ 141. 
THEOREM. Let dm) be absolutely continuous on [0, 00) and let ~(~+l)(t) + 
a,(t) v(mml(t) + ..- + a,,(t)v(t) =f(t), where ) a,(t)/ < K and JCELJO, co). If 
v ELJO, co) fin some 1 < p < co, then 
/ v(yt)l -+ 0 as t-+ co fork =O, l,..., m. 
This theorem is actually a special case, adapted for our purposes, of a much 
more general theorem (14, Theorem 2, p. 141. 
Proof of Theorem 5. (I) We have from (10.6) and (10.7) that 
g’(t) = @) -I- (P - 0 44 - 4(t)* (10.9) 
From (10.1) and (10.8) we have x’(t) + (j3 - E) z(t) = O(1). Since z is in 
L,[O, co), we obtain by Redheffer’s theorem that 
(10.10) 
(II) From (3.3), we have 
z’ - 42 = W,)($ - 6~1 + wd. (10.11) 
Substituting (10.11) in (10.9) gives 
‘p; - r%l’ + Y’pl = ug + 4 - pd. (10.12) 
From (lo.]), (10.8), (lO.lO), we have 
p)T - &’ + y’pl = O(1) as t + co. 
Since cpl is in L,[O, oo), we obtain by Redheffer’s theorem that 
pit pf)(t) = 0, i = 0, 1. (10.13) 
LEMMA 2. If 01 # 0, then ypl cannot have a component of the form (a, co). 
Proof. Suppose that y1 > 0 on (a, co). Then for a < t < co we have from 
(7.12) that 
z”(t) + fiz’(t) + yz(t) = aI. 
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Upon integrating both sides from a to t twice, and simplifying we have 
x(t) + (pa - 1) z(a) + @z’(a) - (Z’(U) + j?z(u))t - qr(, - a)2 
= -/I Jht z(s) ds - y J‘” j’ z dv ds. 
a a 
Since z is inL,[O, co), we have 
( z(t) + (&z - 1) z(u) + uz’(u) - (Z’(U) + /?z(u))t - ;1(t - u)2 1 
G I B I II z II2 P2 + I Y I II 2 II2 & . 
This says that z N t2, which contradicts z in L,[O, 00). Hence, IJI~ cannot have a 
component of the form (a, co). 1 
We now show that v1 has compact support by modifying the argument in 
[3, Lemma 4, p. 1671. 
THEOREM 6. There exists a real number A > 0 such that p)l(t) = 0 for all 
t > A. 
Proof. Suppose the assertion is false. Then either there exists a component of 
the form (a, co) or there exists an infinite number of components (an , &) 
tending to infinity. The first alternative cannot occur by Lemma 2. To rule out 
the other possibility, we proceed as follows. 
From Lemma 1, we have on components of Q 
g’(t) = 4t) + (B - 0 x(t) - VW 
= b&(t). (10.14) 
Combining (10.11) and (10.14) we get 
v;(t) - 4(t) = h2W), 
where 
$(t> = r%‘(t) - m(t) + b,Mt) - fW>>. (10.15) 
From Theorem 5 and (10.8), we have 
3/i(t) = o(l), as t -+ co. (10.16) 
From (10.15) and (10.16), we obtain 
lim[@) - b121u(t)] = 0, (10.17) 
where the limit is taken over values of t in Q. Let (cu, , /3,J be a sequence of 
components tending to infinity. It follows from (10.17) that on all but a finite 
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number of these components Signum q;(t) = signurn qr(t) for all t in the com- 
ponent. Since P)~(cx%) = ~&3,) = 0, th is is impossible, and the theorem is 
proved. 1 
COROLLARY 1. If t > A, then z(t) = z(h) .c+-~). 
Proof. From (10.11) we have that 
et> - 54t> = ulh)b;w - B%‘(t) + YPlW. 
So for t 2 A, x’(t) - &x(t) = 0, and the result follows. 1 
We now derive an integro-differential equation that pI and x satisfy, analogous 
to [3, Lemma 5, p. 1691. 
THEOREM 7. y1 and z satisfy the following relation 
I lta I VI I ds + irn z2 ds = x(t) + ; VI’(t) z(t) - 2$ x2(t), O<t<co, 
(10.18) 
where 
x(t) = 0, if Pl@> = 0 
= -(&>)/~> (6t> - kw)>, ;f PlW f 0. 
Proof. Suppose that t&t) # 0. Then t is an interior point of a component 
(a, b) and 
where B is the union of components Ki = (aj , bj) such that aj > b. Since 
x” + /Jz’ + yx = a.Iu, we have 
Since y1 vanishes at the end points of components, we have 
Lb q+ dz’ = -cpl(t) z’(t) - Lb cp;.z’ ds, 
s qua dx’ = - 9)1’x’ ds. B s B 
(10.20) 
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Upon substituting (10.20) in (10.19), we obtain 
+ Y [lb viz ds + s, viz ds] - (10.21) 
By Theorem 6, there exists h > 0 such that vr = 0 for t > h. Hence 
where 
M = {s: s < A, VI(S) = 0, cp,l’(s) = O}, 
N = {s: s < A, VI(S) = 0, vi’(s) # O}. 
The set IV is isolated and hence of measure zero. Therefore, 
s,” (~1 + /+I) z’ ds = (s,” + s,) (-VI’ + &I) x’ ds. 
Also, 
s 
A 
t v12 ds = (s,” + s,, viz ds. 
Substituting the above expressions in (10.21), we obtain 
aI la I ~1 I h = -vlW WI + iA C-91’ + Bvd x’ ds + Y j-” viz ds- (10.22) t 
We have shown earlier that qr’ is absolutely continuous. So vr(t) = 0 for t 3 A, 
implies that vi’(h) = 0. Upon integrating by parts the right-hand side of (10.22), 
we get 
= -v&> +> + R’W x(t) - &l(t) 44 + 1’ W’ - 4 zds 
= -&) w> + 9%‘(t) w - P%(t) m + p V(4 - -w) 
s 
A ---a 9 ds. (10.23) t
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By Corollary 1, we have z(t) = x(h) e”t-A) for t 2 A. Hence 
0) 
.c 
m 
2 ds = z+(h) e=(s-h) ds 
A 
= -z2(A)/2[. 
Since o( SF z? ds = CY J-i z2 ds + a Jr z2 ds, we have h 
m --Cd s x2 s = -a t s t x2 ds - 5 x2(h). (10.24) 
Substituting (10.24) in (10.23), we get 
= -&> 4t) + F%‘(t) @) - /h(t) 4t) + 4 (z”(‘\> - a2(t>) - $ x2(‘\>. 
Since cu/2[ = bJ2, we obtain 
(10.25) 
Upon dividing (10.25) by 01, we obtain (10.18) for vi(t) # 0. 
If p)r(t) = 0, then either t is a limit point of 52 or t is an interior point of an 
interval on which vi(t) = 0. In the first case, there exists a sequence of points t, 
in Sz such that lim,,, t, = t. For each t, , (10.18) holds. From the continuity 
of x we get that z is bounded in any neighborhood oft. From (10.1), (10.7) and 
(10.9), we get that z’ is bounded in any neighborhood of t. Therefore, if we let 
t, + t, we obtain (10.18) for the case in which t is a limit point of 9. 
Suppose now that t is an interior point of an interval on which yr vanishes. 
Then if b < CO is the right-hand end point of this interval, we have 
The first two integrals on the right fall under cases already established. 
Therefore, we can replace them by the right-hand side of (10.18). From the 
definition of b and the continuity of v1 and yr’, we have VI(b) = VI’(b) = 0. 
Hence 
cd lrn 1% 1 ds + 01 hrn z2 ds = 2 x2(b) + a! lb ~2 ds. (10.26) 
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On the interval [t, b], v1 = 0. So for s in [t, b], z(s) = z(t) eE(s-t). Hence 
6 z2 ds = x2(t) Lb e2C(s-t) ds 
= & (22(b) - 22(t)). 
Combining this with (10.26) gives 
cd Jtm I ~1 I ds + c-i lrn z2 ds = 2 22(b) + 5 (,9(b) _ ,z2(t)) 
=yp()* --b1 2t 
Since &t) = vi(t) = 0, this equation is (10.18) in the case under con- 
sideration. 1 
COROLLARY 2. J(2) = (l/a) ,,l(o) z(o) - (l/2&9 ~~(0). 
COROLLARY 3. I j;p ) v1 ) ds + j; x2 ds = -(1/2E) z”(h). 
LEMMA 3. If ~~(t,,) = (p<(tJ = 0 for some t, > 0, then q+(t) = 0 for all 
t > to. 
Proof. From the definition of m we have 
m=12+ m 
s 
z2 ds 
0 
= I joto I ~1 I ds + s,” z2 ds + I L; 1 q1 1 ds + h x2 ds. 
Applying (10.18) to the last two integrals and using cpl(to) = y;(t,) = 0, we 
obtain 
(10.27) 
zzz (6” I~1 I d,)’ + c z2 ds - $ Z2(to) + (sm I ~1 I ds)(f I ~1 I ds). 
to 
Define P as follows: 
S(t) = 2(t), t < to 3 
= z(to) ef(t-to), t > to. 
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Since 5 < 0, we have that g is inL,[O, CO). For t < t, , $1 = v1 , and for t > t, , 
I& = 0 by (10.11). Th us & is inL,[O, co) and 1 is in 9. Hence 
J(S) = (lot” 1 p1 j ds)’ + St” z2 ds + ir x2(&,) e2c(s-to) ds, 
0 
= (s:” I ~1 I A)’ + I” z2 ds - & z2(to). (10.28) 
Comparing (10.27) with (10.28) we see that J(a) < m unless vi(t) = 0 for 
t > to . Since x minimizes, we must have vi(t) = 0 for t 2 to , a 
We now further characterize the structure of Q. 
LEMMA 4. i2 consists of a finite number of contiguous components (a, , a,,,), 
n = 0, l,..., N - 1, where a, = 0, a, = h < co. 
Proof. If ~~‘(0) = 0, then p1 = 0 and there is nothing to prove. If vi’(O) # 0, 
then Sz has a component, Kl , whose left-hand end point is a, = 0. By Lemma 2, 
it follows that Kl is finite. Let a, denote its right-hand end point. Thus 
vl(al) = 0. If y+‘(aJ = 0, th en by Lemma 3, y+(t) = 0 for all t > a, . If 
pr’(aJ # 0, then there is a component K, with left-hand end point a, and right- 
hand end point a2 . Since y1 does not vanish on Kl , the signs of ql’(al) and 
pl’(ao) are opposite. Hence v1 has opposite signs on Kl and K, . By repeating 
the previous argument we see that either cpl(t) = 0 for t > a2 or there is a 
component K3 on which the sign of y1 is opposite to its sign on K, . Proceeding 
inductively we obtain the following situation. Either Sz consists of a finite 
number of contiguous components of finite length or of an infinite number of 
contiguous components, each of finite length. We now show that Sz cannot have 
infinitely many components. 
Suppose that Q has an infinite number of components Ki = (ai, b,), 
j = 1, 2,.... Then by Theorem 6 there exists a real number h such that a, ---f A, 
b, -+ A. The function 4 defined in (10.15) is continuous. Therefore, from (10.15) 
we have 
lgqJ;(t) - ~,2W)l = $@>, (10.29) 
where the limit is taken through values of t in a. 
Suppose first that $(A) > 0. Let P denote the set of components on which 
tpl(t) > 0. Since v1 alternates in sign on continuous components, every neigh- 
borhood of h contains infinitely many components of P. Since u(t) = 1 for t in P, 
it follows from (10.29) that for infinitely many components belonging to P, 
F:(t) > 0 and yl(t) > 0 for all t in the component. This is impossible since vr 
vanishes at the end points of a component. 
If $(A) < 0 we consider N, the collection of components on which vi(t) < 0. 
Then for t in N, u(t) = - 1. Hence for infinitely many components belonging 
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to N, &(t) < 0 and vi(t) < 0 for all t in the component. This is impossible. 
So .Q has a finite number of components. 1 
LEMMA 5. At the zeros a, of VI , the right- and left-hand derivatives & and &’ 
satisfy 
$(a, + 0) - $(a, - 0) = b121[o(a, + 0) - a(a, - 0)], (10.30) 
$(an + 0) = qT(an - 0). (10.31) 
Proof. From (10.15) we have, on components, 
qqt) - b,2h(t) = $(t). (10.32) 
By the continuity of $ it follows that (10.31) holds. A straightforward calculation 
gives, on components, the relation 
[b,(-b,y - @) - a2]z = b,qq + q; + (b,y - blP2 - 43) Pl’ 
+ VWP + v) ?1- b,2alu. (10.33) 
Substituting (10.32) in (10.33) gives 
b ip’1’ + a$1 + (hy - b,B2 - 4) ~1’ + (b,By + 4 ~1 = (-h2y - db, - 4 .z. 
So on components, p);(t) = h(t), where 
h(t) = - $ [ad + (hy - b,P2 - 43 ~1’ + (h/9 + 4 7% 
+ (b2y + 4% + "")zl. 
Since h is continuous, (10.31) holds. 1 
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