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SUPPORTING DISCUSSION

Parameterization of the electrostatic potential
For the computation of the DNA-DNA electrostatic interactions DNA molecules were approximated by charged cylinders with radius R and a linear charge density of χCR·ξDNA with ξDNA = 2e/0.34 nm being the nominal charge density of DNA (see also Supporting Methods below). We used a charge adaptation factor χCR = 0.42 accounting for the lower effective charge density due to the highly structured nature of DNA and non-continuous counter ion density and a DNA radius R = 1.2 nm throughout all simulations. This parameter set was introduced by Maffeo et al. (1) . It was found to quantitatively describe the postbuckling slopes and torques in simple theoretical models and Monte Carlo simulations of DNA supercoiling experiments under tension. In addition it was confirmed by all-atom molecular dynamics simulations (1). The particular value of χCR was found to be critical with slight variations failing to describe the experimental data. More recently, R = 1.0 nm and χCR = 1 was also reported to describe the postbuckling parameters with the full DNA charge considered to be a "standard" value (2) . It was hypothesized that the low charge density used by Maffeo For our simulations presented, such large interaction energies significantly overestimate the postbuckling parameters and can therefore not be applied. We attribute the apparent success of the parameter set with R = 1.0 nm and χCR = 1 (2) to the following points: (i) the usage of a relative extension factor (which, however, is not necessary when comparing theoretical models with simulations (1)), (ii) the approximation of the superhelix by a straight, non-helical conformation and (iii) the residual but significant overestimation of the postbuckling slopes and torques with this parameter set. Points i (discussed in ref.
(1)) and ii (2) both lower the initially overestimated postbuckling slopes and torques. There is also no reason to assume a "standard" value with χCR = 1 for the charge of DNA cylinder models. As shown with allatom simulations (1) large part of the counterions are already located within the DNA grooves. Thus, the choice of any cylinder radius with an associated cylinder charge is anyway quite arbitrary.
Choice of the torsion modulus
The value for the torsion modulus applied in the simulations critically influences the position of the buckling point. We found that a torsion modulus of 90 nm×kBT best reproduces the experimentally determined buckling point position (Fig. 3 , main text), while applying 100 nm×kBT leads to significant deviations (1). A torsion modulus of 90 nm×kBT is in agreement with recent measurements of Mosconi et al. (3) , where a value of 94 nm×kBT was found, of Lipfert et al. (4) , which reported values of 88 and 95 nm×kBT, of Obertrass et al. (5) , where a value of 96 nm×kBT was found, and Kauert et al. (6) , that provide a value of 97 nm×kBT. The slight deviations among the reported values may partially be caused by the interpolation that is used to estimate the DNA torsion modulus from the experimentally measured apparent torsional rigidities that are force dependent due to DNA bending fluctuations (4).
We verified that the apparent torsional rigidities extracted from our simulations exhibit the theoretically expected force dependence (Fig. S2) . According to ref. (7) the dependence of the apparent torsional rigidity on the pulling force F can be approximated in first order by:
where C denotes the nominal torsion modulus and p the bending persistence length. We determined the apparent torsional rigidity in the simulations from linear fits of the torque during twisting prior buckling (Fig. 1, main text) . A comparison with the theoretical prediction reveal an almost quantitative agreement with data from simulations using WLC bending and 2.5 nm segments at forces ≥ 1 pN (Fig. S2 ). Simulations using 5 nm segments show to be slightly higher (by 1.7 nm×kBT), while reproducing the overall shape of the curve.
We also verified that the simulations with a torsion modulus of 90 nm×kBT reproduce the experimentally determined values for the postbuckling slopes over a large range of stretching forces and salt concentrations (Fig. S4 a) . Within error the postbuckling slopes and torques obtained from the simulations (Fig. S4 ) agree also quantitatively with previous simulations using a torsion modulus of 100 nm×kBT. The latter value was originally applied to reproduce the experimental postbuckling parameters (1). The independence of the postbuckling slopes and torques from the torsion modulus is expected based on theoretical models
(1).
Simulations with 2.5 nm DNA segments
Since we expect bending radii in the end-loop of the superhelix that are smaller than the DNA segment length in the simulations, we performed a selected set of simulations using 2.5 nm DNA segments in addition to the normally applied 5 nm segments. We determined the position of the buckling points Nb and the length jumps (see Fig. 3 , main text) as well as the postbuckling slopes and torques (Fig. S4 ). The obtained values reproduced the results obtained for 5 nm segments, suggesting that the conformational freedom of the DNA segments as well as the electrostatics of neighboring segments within the DNA chain are already well described by the larger segment size. Only when comparing the apparent torsional rigidities (see Fig. S2 ) the values appear increased by 1.7 nm×kBT for a chain with 5 nm segments compared to a chain with 2.5 nm segments at forces ≥ 1 pN.
SUPPORTING METHODS
Coarse grained Monte Carlo simulations
The DNA is represented as a linear chain of straight segments. The majority of the simulations was performed with a chain of 5 nm segments with an overall length of 645 nm. A selected subset of simulations was performed with a chain of 2.5 nm segments to analyze discretization effects (see above). In the latter case the amount of segments was doubled to yield the same chain length. Each segment of the chain is defined by its position and a local coordinate system describing its spatial orientation. The elastic properties are modeled by standard harmonic potentials for stretching and torsion (8, 9) . For DNA bending we used harmonic and non-harmonic potentials as indicated in the main text.
Throughout all simulations, the electrostatic interactions between two DNA segments i and j were determined using a Debye-Hückel potential for a point charge. The resulting interaction energy is then obtained by integration over the two line segments (1, 8, 10):
where lB denotes the Bjerrum length in water and λD the Debye length. rij is the distance be- (1). The stretching of the DNA is implemented by the following potential (1):
where the first term describes the tethering of the chain to a surface. d is the displacement of the first segment to its origin and αtether a factor scaling the strength of the attachment. The second term models the stretching of the chain by the magnetic bead with the force F and the extension of the chain z. The movements of the chain were restricted by the impenetrable attachment surface and the excluded volume of a sphere with a radius of 400 nm representing the volume of the magnetic bead. Both excluded volumes were realized by soft-core potentials. Prior to every simulation the chain was initialized as a straight, twisted chain. Additional segments with a fixed local coordinate system were used at both ends of the chain to prevent a free rotation of the chain ends. These capping segments were only considered in terms of their bending and twisting energy contribution.
Parameter Value
Stretching modulus 1100 pN ( 
Simulation procedure
An ensemble of configurations, representing thermal equilibrium distribution was generated using pivot, rotation (13, 14) and crankshaft moves (15, 16) as well as segment length variation (17) . All simulations were performed at a temperature of 293.0 K. An overview of the simulation parameters is given in Tab. S1. The MC moves allow segments to cross each other, which can produce knotted configurations (15) or changes of the linking number Lk of the chain. To prevent such non-physical moves, the configuration was checked periodically (1) using a knot-finding algorithm (18) while Lk was verified using the condition Lk = Tw + Wr.
The twist Tw can directly be derived from the simulation model while the writhe Wr was computed according to ref. (19) . Every simulation run was carried out with 6·10 7 steps, and repeated at least five times for the analysis of the buckling transition. The first 2·10 7 steps were omitted to ensure system equilibration. To measure the number of uncorrelated configurations we determined the correlation times from the autocorrelation function as described in ref. (9) 
Linear sub-elastic chain model for 5 nm segments
The majority of Monte Carlo simulations was performed with 5 nm segments. To adapt the bending potential, that was originally developed for 2.5 nm segments (Eq. 2, main text), the angular distributions for two consecutive 2.5 nm segments need to be convoluted (21):
The integral can be simplified to:
Presuming θ to be non-negative and α > 0, Eq. S6 can be further simplified to:
The bending potential for 5 nm segments was derived from the angular distribution:
We omitted all constant terms (see Eq. 5, main text), since the Metropolis Monte Carlo algorithm is based solely on energy differences.
SUPPORTING FIGURES
FIGURE S1: Analysis of the torque jump upon buckling from simulations carried out at 3.0 pN force and 170 mM monovalent salt, corresponding to the analysis of the length jump in 
