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do Paraná, como requisito parcial para a
obtenção do t́ıtulo de doutor.
Orientador: Prof. Dr. Luis Allan K ünzle
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(c) cı́clica (LIME;ROUX,2003). . . . . . . . . . . . . . . . . . . . . . . .. . . 70
7 RdP-T de sincronização: (a) mostra um modelo para eventos memorizados e (b)
para recursos compartilhados usando um semáforo (LIME;ROUX,2003). . . . . 71
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29 Exemplo de um trecho de código com procedimentos e métodos como transições. 103
30 Um procedimento representado com seus pontos de sincronism . . . . . . . . . . 104
31 Exemplo de linha de execução como transição. . . . . . . . . . . . . . . . 105
32 Exemplo de linha de execução com ponto de sincronismo cotransição. . . . . 106
viii
Resumo
Sistemas embarcados de tempo real são sistemas restritos quanto às funcionalidades e re-
cursos disponı́veis. Nesses sistemas, requisitos temporais são tão importantes quanto requisitos
funcionais. Nas fases de análise e projeto do software embarcado, um modelo analı́tico pode
auxiliar em atividades de verificação, reduzindo o tempo de desenvolvimento e aumentando a
garantia do comportamento correto do sistema.
Este trabalho propõe a aplicação da técnica de tempo global de redes de Petri na verificação
de software embarcado de tempo real. Um algoritmo da técnica de tempo global foi proposto
e implementado. Um método geral de aplicação desta técnica e uma instanciação deste método
foram propostos. Modelos de mapeamento de tarefas em redes dPetri foram desenvolvidos e
um modelo de geração de cenários de comportamento para a análise de escalonabilidade para as
polı́ticas de prioridade fixa earliest deadline firstfoi determinado e implementado. A execução
e análise de experimentos permitiram observar o método e mdelos.
O método proposto neste trabalho objetiva identificar cen´arios de comportamento que não
respeitam as restrições temporais do sistema modelado. No caso de sistemas embarcados e em
tempo real esta é uma das principais preocupações das equipes de desenvolvimento de software.
Como resultado, desenvolvemos um método que permite a verificação temporal de software em-
barcado de tempo real com relógios global e relativo, que ém passo relevante para facilitar a
aplicação de redes de Petri no contexto do desenvolvimento destes sistemas.
ix
Abstract
Real time embedded systems are function and time constrained. I these systems, time cons-
traints are as important as functional. An analytical modelcan help in the verification activities
during embedded software analysis and design, reducing development time and increasing assu-
rance of proper system behavior.
This work proposes the application of global time techniqueof Petri nets as an alternative
to the verification of real time embedded software. An algorithm of global time technique was
proposed and implemented. We proposed a general method of application of this technique and
an instantiation of this method. We developed models for themapping of tasks in Petri nets and
we determined and implemented a model for the generation of scenarios for the schedulability
analysis considering fixed priority and earliest deadline first policies. The implementation and
analysis of experiments allowed us to observe the method andmodels.
The method proposed in this thesis aims to identify behaviorl scenarios which do not me-
eting the time constraints of the modeled system. This is a major concern for software develop-
ment teams about embedded and real time systems. As a result,we developed a method allowing
time verification of real-time embedded software using globa and relative clocks, which is an




Em geral, um sistema embarcado é um sistema de computaçãocom hardware e software
altamente acoplados, projetados para desempenhar uma func¸ão dedicada ou uma aplicação de
propósito especı́fico e restrito quanto a funcionalidade er cursos disponı́veis. A maioria dos
sistemas embarcados consistem de hardware e software limitados e situados dentro de algum
produto ou sistema maior.
Sistemas embarcados estão cada vez mais presentes no cotidiano das pessoas. Eles estão em
dispositivos como máquinas fotográficas, filmadoras, máquinas de lavar e fornos de microondas,
em dispositivos móveis como aparelhos celulares e computadores de mão, bem como em ambi-
entes que exigem alto grau de confiabilidade como automação industrial, comercial e residencial,
automóveis, aviões e trens, sistemas de saúde e de defesa(ARTEMIS, 2004; NOERGAARD,
2005).
O desenvolvimento e a utilização de sistemas embarcados têm aumentado. A indústria estima
que a sua taxa de crescimento está por volta de 9% ao ano (EBERT; JONES, 2009). Esta taxa é
maior que a esperada para o setor de tecnologia da informaç˜ao em geral e que estes sistemas de-
sempenham um importante papel nas economias de nações desenvolvidas e em desenvolvimento.
Estas estimativas vêm acompanhadas de reflexões a respeito de sua qualidade e de seus cus-
tos. A demanda por sistemas embarcados seguros, confiáveise com arquitetura e componentes
reusáveis, mostra-se cada vez maior.
Os sistemas embarcados, além de restrições funcionais,pos uem outros tipos de restrições
não-funcionais que devem ser consideradas em seu desenvolvimento. Como exemplo estão as
restrições de tempo, de energia, de tamanho, de confiabilid de, de recursos de hardware, do
sistema operacional e de custo (GANSSLE, 1999; NOERGAARD, 2005; PRESSMAN, 2006).
Ainda no contexto de software embarcado, outros requisitosnã -funcionais devem ser consi-
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derados, como a necessidade de outras unidades de software aplicativo e software básico e a
integração entre o software e o hardware.
Como consequência da satisfação das restrições mencionadas, os sistemas embarcados pos-
suem as seguintes caracterı́sticas: exigem o controle total d processador e periféricos para
executar requisitos funcionais especı́ficos; possuem facilid des para interação com hardware de
propósito especı́fico; devem ser eficientes; possuem controle de concorrência de tarefas caracte-
rizando-se como sistemas concorrentes; e, por fim, em sua maioria são sistemas complexos por
seus requisitos e por seu desenvolvimento (GANSSLE, 1999; NOERGAARD, 2005; PRESS-
MAN, 2006; SOMMERVILLE, 1995).
Muitos sistemas embarcados são de tempo real, que são aqueles nos quais a corretude de
um comportamento ou resultado não depende somente da corretude ou integridade dos resulta-
dos, mas também do intervalo de tempo após o qual os resultados são disponibilizados (GAM-
BIER, 2004; BARRETO, 2005). Nesses sistemas, requisitos detempo são tão importantes quanto
restrições funcionais.
Normalmente, o atendimento a requisitos temporais está asoci do a um bom desempenho,
i.e., o sistema deve possuir o desempenho necessário para oatendimento destes requisitos. Re-
quisitos que se refiram ao desempenho são normalmente mais difı́ceis de projetar. Entre alguns
requisitos relacionados ao desempenho estão: alocaçãode recursos e tratamento de prioridades;
tempo de resposta; taxa de transferência de dados; tratamento de interrupções e chaveamento de
contexto; sincronização; e comunicação entre tarefas(PRESSMAN, 2006).
Para o atendimento dos requisitos temporais, o hardware projetad deve possuir desempenho
suficiente para a execução do sistema considerando que mecanismos de coordenação de tarefas
são implementados em software e devem atender a condições básicas de tempo real. Alguns
destes mecanismos são: semáforos, exclusões mútuas, objetos e eventos de sincronização, filas
de mensagens e nı́veis de prioridade (SCHIEBE; PFERRER, 1992; SOMMERVILLE, 1995).
A complexidade existente nos projetos de construção de sist mas embarcados de tempo real
torna esta área um campo importante de pesquisas e desenvolvimento cientı́fico e tecnológico.
Uma de suas tarefas mais complexas é a garantia de que o software embarcado seja executado
de maneira previsı́vel, garantindo suas restrições temporais. São necessários métodos, técnicas
e ferramentas que auxiliem nas atividades de construção ede garantia de qualidade de sistemas.
Aproximadamente metade dos custos de desenvolvimento sãode tinados a atividades de garan-




O cotidiano das pessoas tem se tornado cada vez mais dependente de sistemas embarcados,
desde os sistemas crı́ticos como os das áreas de transportee medicina, aos de automação resi-
dencial e eletrônicos de consumo. Sistemas e arquiteturasexistentes têm sido constantemente
alterados e têm sofrido evolução constante, bem como novs usos e serviços têm sido projetados
e desenvolvidos por um grande número de empresas. Atividades de construção destes sistemas
desempenham um importante papel nas economias de nações desenvolvidas e em desenvolvi-
mento (STANKOVIC, 1996; ARTEMIS, 2004; NOERGAARD, 2005).
O software embarcado, como um componente fundamental destes si mas, deve atender
às suas demandas de complexidade. Esta complexidade é provocada pela heterogeneidade dos
ambientes e arquiteturas, pelas restrições de projeto, pla necessidade de reatividade do sis-
tema e pela complexidade intrı́nseca das tarefas. Estas carcterı́sticas se refletem diretamente
nas restrições que o software deve atender de maneira a participar do correto funcionamento do
sistema, sendo o seu componente mais flexı́vel (NOERGAARD, 2005).
Uma classe importante de restrições que deve ser considerada na construção de sistemas em-
barcados é a de restrições temporais, que exigem que o sistema responda a determinados requi-
sitos funcionais dentro de um quadro de tempo limitado. Softwares inseridos neste contexto são
também chamados desoftwares em tempo reale são considerados como os de desenvolvimento
mais complexo e desafiante (PRESSMAN, 2006).
A alta complexidade do projeto de software embarcado leva ànecessidade de adoção de
métodos de desenvolvimento para a garantia de qualidade dosoftware e, consequentemente, do
sistema embarcado. Entre alguns destes métodos de desenvolvimento está a verificação de soft-
ware, que tem como objetivo a observação do código ou de molos simplificados que descrevem
ou simulam as caracterı́sticas do projeto para a antecipação e orreção de problemas e soluções.
1.3 Descriç̃ao do Problema
Atividades de garantia de qualidade devem ser conduzidas aolong do desenvolvimento do
software com o objetivo de identificar erros nos subprodutosgerados. Processos de garantia de
qualidade relevantes compreendem as atividades de verificação e validação. Segundo a norma
IEEE 1012 (IEEE, 2004), atividades de validação são conduzidas para se responder à pergunta:
“estamos construindo o produto certo?” ou “o software faz o que o usuário requisitou?”, enquanto
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que, com as atividades de verificação, pretende-se responder a: “estamos construindo o produto
corretamente?” ou “o software está de acordo com sua especificação?”.
Existem duas técnicas fundamentais deverificaç̃ao de software: a verificação dinâmica e a
verificação estática. A verificação dinâmica compreende as atividades de testes, que são aque-
las associadas à execução do código com o objetivo de detectar defeitos, por exemplo testes
de unidade, integração, sistema, regressão. A verificac¸ão estática compreende as atividades de
verificação formal e de análise. As atividades de verificação formal conferem a corretude de
especificações formais, por exemplo através da conferência de modelos (model checking) e in-
ferência lógica utilizando provadores de teoremas. As ativid des de análise dizem respeito à
conferência dos requisitos do software através de inspec¸ão fı́sica e do uso de métricas, do código
ou de modelos do sistema.
Nas fases de análise e projeto do software embarcado de tempo r al, modelos formais podem
ser construı́dos para se tornarem a base da condução de ativi ades de verificação, que garantam a
corretude da especificação e da solução.À medida que o projeto prossegue e mais detalhes sobre
a arquitetura do software são obtidos, técnicas de modelagem e verificação analı́ticas mais sofis-
ticadas podem ser empregadas até a produção do código (HU; GORTON, 1997). A verificação
usada nestes pontos do desenvolvimento é a estática. Quando as unidades do código estão pron-
tas, estas podem ser exercitadas com o objetivo de revelar defeitos especı́ficos da codificação.
Neste momento se realiza a verificação dinâmica.
Uma das mais importantes restrições de sistemas embarcados de tempo real é que suas tarefas
possuem caracterı́sticas que devem ser garantidas, como precedência, exclusão, concorrência,
alcançabilidade e ausência de bloqueio.
Lavagnoet al. (LAVAGNO et al., 1998) discutem o uso de modelos de computação como
redes de processos de fluxo de dados (KAHN, 1974), autômatosfinitos (GILL, 1962) e redes
de Petri (MURATA, 1989), na representação de tarefas e de sist mas embarcados. Tais mode-
los, cada um com suas caracterı́sticas, permitem explicitar restrições do sistema, facilitando seu
entendimento e sua verificação.
Entre os modelos consagrados na descrição do comportamento de sistemas dinâmicos a even-
tos discretos, as redes de Petri (RdP) (MURATA, 1989) permitrepresentar concorrência e di-
agnosticar bloqueios e alcançabilidade de estados do sistema. São usadas em diferentes métodos
de verificação de sistema e software embarcado. Entre estes trabalhos estão os de Ribeiroet
al. (RIBEIRO; FERNANDES; PINTO, 2005), Barreto (BARRETO, 2005), Cortes (CORTES;
ELES; PENG, 2000) e Lime et al. (LIME; ROUX, 2003, 2009) onde averificação das pro-
1.4 Motivaç̃ao 5
priedades do modelo do sistema utiliza fórmulas em lógicatemporal (CLARKE; GRUNBERG;
PELED, 1999).
No que se refere à análise de restrições temporais de modlos em redes de Petri, duas abor-
dagens complementares merecem atenção: a proposta por Berthomieuet al. (BERTHOMIEU;
MENASCHE, 1982; BERTHOMIEU; VERNADAT, 2006), baseada em tepo relativo, e a base-
ada em tempo global, proposta por Limaet al. (LIMA; L ÜDERS; KÜNZLE, 2008). Esta última
permite um cálculo mais preciso da duração de sequências temporais.
Considerando, portanto, a necessidade imperativa de verificação das restrições temporais im-
postas ao software de sistemas embarcados e o desenvolvimento de técnicas de análise temporal
adaptadas a modelos com forte concorrência, o problema a ser considerado neste trabalho de
pesquisa é expressado na seguinte questão: “é posśıvel verificar restriç̃oes temporais de tarefas
de software embarcado de tempo real, por meio da técnica de ańalise de tempo global de redes
de Petri?”
1.4 Motivação
A alta flexibilidade do software, a insuficiência ou complexidade dos processos atuais de
projeto, validação e manutenção de sistemas embarcados f zem do software embarcado a parte
mais custosa e menos confiável desses sistemas. O aumento desua ubiquidade constitui, devido
à necessidade de expansão de áreas de conhecimento e aplicaç˜ o, uma oportunidade única para a
ciência da computação e para a engenharia de software (HENZINGER; SIFAKIS, 2006).
Estima-se que, no mı́nimo, 40% a 50% do esforço de desenvolvimento destes sistemas se-
jam empregados em atividades de verificação e validação(GANSSLE, 1999; ARTEMIS, 2004;
EBERT; JONES, 2009). Isto se deve ao fato dos sistemas embarcados possuı́rem fortes restrições
de qualidade e confiabilidade, pois compõem sistemas geralm nte crı́ticos, que são aqueles que
podem provocar perdas materiais significativas como, por exemplo, os que demandam fabricação
em massa como os de eletrônica de consumo, ou vitais, que são aqueles dos quais dependem
vidas humanas como, por exemplo, os aeronáuticos e médicos.
Projetos de desenvolvimento de sistemas embarcados sofremconstantemente com o aumento
da pressão do “tempo-para-mercado”1 e custos de projeto e manufatura. Atividades exploratórias
1“tempo-para-mercado” é a tradução paratime-to-market, que significa o tempo que um produto demanda para
ser disponibilizado para consumo, desde o inı́cio de sua criação, ou ideia, até seu efetivo lançamento, ou disponibi-
lidade para comercialização. A “pressão” citada no texto refere-se à necessidade de lançar o produto o quanto antes
1.5 Objetivos 6
de pesquisa na redução de custos e no aumento da qualidade econfiabilidade no desenvolvi-
mento e no produto de software são necessárias e vêm de encontro às expectativas da comunidade
de engenharia (GANSSLE, 1999). Além disso, caracterı́stica especı́ficas de software embar-
cado, como as análises de tempo real e de concorrência, requerem modelagens e simulações
especı́ficas que habilitem o engenheiro de sistemas a avaliar estas questões demandando mais
tempo do projeto (HU; GORTON, 1997).
Embora a disciplina de Engenharia de Software tenha sido motivada sobretudo por sistemas
complexos de larga escala, a maioria dos quais envolvem requisitos substanciais de tempo real, a
maior parte das pesquisas e produtos neste campo endereça-s a temas funcionais (STANKOVIC,
1996).
Pode-se dizer que existem diversas técnicas de modelagem analı́tic (PRESSMAN, 2006),
no contexto de verificação de software de computação pessoal, já consolidadas. Entretando, es-
tudos em computação e engenharia ainda são necessáriosp ra a criação ou adaptação de técnicas
de verificação, como a simulação e teste de software, para o contexto de software embarcado
concorrente e de tempo real.
1.5 Objetivos
Considerando as caracterı́sticas de contexto e a descriç˜ao de problema apresentados nas
seções anteriores, a tese a ser defendida neste trabalho ´e seguinte:
“ É posśıvel realizar a ańalise temporal de tarefas do software embarcado, verificando sua
corretude, atrav́es de um modelo em redes de Petri utilizando a técnica de tempo global de Lima
(LIMA, 2007; LIMA; LÜDERS; KÜNZLE, 2008).
Para provar tal tese, foi desenvolvido um método que se propõe a efetuar a análise de tempo
global de redes de Petri que representam tarefas no contextod verificação de software embar-
cado. Em particular, propõe-se gerar um modelo matemático que permita a aplicação da técnica
de tempo global com redes de Petri temporais que representamtarefas do software; adequar o
uso de técnicas de redução do espaço de estados ao modeloproposto e implementar a técnica de
tempo global e o modelo matemático, verificando as possibilidades de utilização do método.
no mercado, antes que seus concorrentes, produtos ou empresas, s beneficiem ou desgastem a ideia.
1.6 Organizaç̃ao do Texto 7
1.6 Organizaç̃ao do Texto
Este capı́tulo introduziu o trabalho de pesquisa descrito neste texto. Foram discutidos alguns
conceitos introdutórios para o entendimento do tema, o contexto, o problema a ser resolvido, as
motivações e os objetivos do trabalho de doutoramento.
No capı́tulo 2 são expostas revisões dos temas relacionados à arquitetura de sistemas em-
barcados e alguns de seus componentes, ao desenvolvimento do software embarcado, a métodos
de escalonamento e a modelos de computação. São discutidas as relações entre esses temas e o
presente trabalho de pesquisa.
No capı́tulo 3 é apresentado o resultado da compilação e organização dos conceitos e defini-
ções da técnica de tempo global. Inicia-se expondo uma visão geral da técnica, passando pelas
definições de redes de Petri temporais, operações de álgebr intervalar e as próprias definições
da técnica. O algoritmo criado para a implementação deste t´ cnica também é apresentado neste
capı́tulo, bem como um exemplo de seu uso.
A aplicação da técnica de tempo global como uma ferramenta de verificação das restrições
temporais e escalonamento de tarefas do software embarcadoé apresentada no capı́tulo 4. São
expostos o método de modelagem e análise de modelos de sistemas embarcados, os exemplos
de sua aplicação e os resultados dos experimentos conduzidos para validação da aplicação e
implementação.
O capı́tulo 5 apresenta um modelo de aplicação da técnicade tempo global no contexto do
método proposto e estudos de caso tanto deste modelo quantodo método.
Os resultados deste trabalho, bem como possı́veis pesquisaf turas estão discutidas no
capı́tulo 6. Nos apêndices são apresentados alguns dos resultados alcançados com atividades
realizadas.
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2 Sistemas Embarcados e de Tempo Real
Neste capı́tulo apresentam-se conceitos básicos e trabalhos relacionados ao tema proposto.
Iniciamos o capı́tulo apresentando conceitos de sistemas de tempo real e as estratégias de es-
calonamento mais usadas. Após apresentarmos o tema de software embarcado, seus principais
problemas, uma arquitetura genérica e os processos mais usados no seu desenvolvimento, intro-
duzimos os modelos de computação mais utilizados na modelagem de software embarcado, entre
eles as redes de Petri. Nas últimas seções aprofundamos algun conceitos referentes à engenharia
de software, como atividades de prototipação e de verificação, abordando verificação de modelos,
análise quantitativa do software embarcado e padrões de projeto.
2.1 Modelos Formais de Computaç̃ao
Um modelo é uma abstração de um sistema, ou de algum seu elemento, com o propósito de
entendê-lo antes de construı́-lo. Como um modelo omite detalhes não essenciais, ele é mais fácil
de manipular do que a entidade original (RUMBAUGHet al., 1991).
Modelos de computação são meta-modelos que definem componentes e um modelo de exe-
cução para as computações que representam. Um meta-modelo é um conjunto de elementos
funcionais ou estruturais de composição e de regras de composição que permitem construir uma
representação conceitual para o sistema. O meta-modelo deve ser preciso e rigoroso, i.e. formal,
evitando ambiguidades na interpretação da representação do sistema. Também deve ser com-
pleto, permitindo a construção de uma representação que descreva o sistema (EDWARDSet al.,
1997; SGROIet al., 2000). Para meta-modelos que são utilizados na computação de sistemas,
alguns itens importantes a serem considerados são: os modelos de comunicação para a troca de
informações entre componentes, por exemplo memória compartilhada e troca de mensagens; e
modelos de tempo e de troca de eventos (SGROIet al., 2000).
Usualmente, modelos de computação descrevem o sistema coo uma coleção hierárquica
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de processos, também chamados blocos; uma coleção de atores; uma coleção de tarefas; uma
coleção de transições; e a comunicação entre estes elementos sendo realizada por meio de even-
tos, ou marcas, carregados por sinais, ou canais (SGROIet al., 2000).
Nas próximas seções serão apresentados os modelos de computação mais utilizados no con-
texto de desenvolvimento de sistemas embarcados, tanto hardware quanto software embarcado.
Eventos Discretos (DE)
No modelo de computação a eventos discretos (DE -discrete events), apesar do tempo ser
fundamental, este não é visto como um fluxo constante e sim como o intervalo de tempo que
transcorre entre eventos significativos. Uma operação dosistema é representada como uma
sequência cronológica de eventos, na qual cada evento ocorre em um instante no tempo e marca
uma alteração do estado no sistema. Eventos normalmente carregam uma indicação de tempo
(time stamp) totalmente ordenada, indicando o momento em que ocorrem. Usimulador de
eventos discretos usualmente mantém uma fila global de eventos ordenados de acordo com sua
indicação temporal.
Um exemplo de um modelo de computação a eventos discretos ´e aquele realizado pelas
linguagens de especificação do comportamento de processos de hardware digital, como a VHDL
(IEEE, 2008) ou a Verilog (IEEE, 2001), que foram projetadascomo linguagens de descrição de
hardware e que também são usadas como linguagens de entrada para um simulador a eventos
discretos (SGROIet al., 2000).
Os modelos DE são usualmente derivados de outros modelos decomputação sintetizáveis
e usados somente com o propósito de verificação funcionale de desempenho por simulação.
Ainda, no caso de eventos simultâneos, o modelo DE é ambı́guo, pois a ordem de execução de
múltiplos processos que tenham eventos com a mesma indicac¸ão de tempo não é especificada.
Alguns simuladores a eventos discretos resolvem este problema proibindo eventos com a mesma
indicação de tempo e inserindo um tempo de atraso mı́nimo infinitesimal. Esta técnica garante
comportamento determinı́stico, mas não prevê os problemas decorrentes da inserção deste atraso
mı́nimo, como o “comportamento Zeno” no qual o tempo real não avança e uma sequência infinita
de tempos de atraso mı́nimo é produzida (EDWARDSet al., 1997; SGROIet al., 2000).
O modelo DE pode ser representado visualmente por grafos, como é a proposta do trabalho
Simulation Graphs de (BUSS, 1995).
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Redes de Processos de Kahn (KPN)
Redes de Processos de Kahn (KPN -Kahn Process Network), ou redes de processos, cons-
tituem-se em um modelo de computação distribuı́da no qualum grupo de processos sequenciais
determinı́sticos se comunica através de canais FIFO (first-in first-out- primeiro a entrar, primeiro
a sair) não-limitados. São representadas por um grafo dirigido onde os nós são os processos
produtores/consumidores e os arcos são os canais FIFO (AMATRIAIN, 2004; JANTSCH, 2001).
Processos leem e escrevem elementos de dados atômicos, ou marcas, de e para canais. Normal-
mente, a escrita para um canal é não-bloqueada, i.e., a escrita é sempre realizada e não bloqueia
o processo, enquanto a leitura do canal é bloqueada, i.e., um processo que lê de um canal vazio
o bloqueará e somente poderá continuar quando o canal contiver itens de dados suficientes. Esta
restrição de leitura garante o comportamento determinı́stico da rede. Não é permitido a um pro-
cesso testar se existe algum item de dado em um canal de entrada sem consumir tal canal. Em
um determinado ponto, um processo está “habilitado” ou “bloqueado” esperando por dados sobre
um, e apenas um, de seus canais. (SGROIet al., 2000; AMATRIAIN, 2004)
A KPN resultante exibe comportamento determinı́stico e a única restrição a ser satisfeita
quando de sua execução é a ordem parcial naturalmente imposta elo consumo/produção de mar-
cas. Entretanto, não existe representação explı́cita de empo e sua implementação captura apenas
a ordem relativa entre computações. O tempo ou mesmo a ordem de xecução dos processos não
deve afetar o resultado da saı́da (AMATRIAIN, 2004).
Apesar de as KPN serem desenvolvidas para modelar sistemas distribuı́dos, têm sido mos-
trada sua conveniência para modelagem de sistemas de processam nto de sinais, onde infinitas
sequências de dados (streams) são incrementalmente transformadas por processos executados se-
quencial ou paralelamente. Aplicações também têm sidoenc ntradas em modelagem de sistemas
embarcados, que devem operar pelo maior tempo possı́vel comrecursos limitados, e sistemas de
computação de alto desempenho (SGROIet al., 2000; AMATRIAIN, 2004).
Redes de processos são representadas visualmente como grafos dirigidos onde os nós repre-
sentam os processos e os arcos são filas FIFO infinitas que conectam estes processos.
Redes de Processos de Fluxo de Dados (DFN)
Redes de processos de fluxo de dados (DFN -data flow nets) são um caso especial de KPNs,
que têm seu comportamento especificado como uma sequênciad d sparos de cada processo, ou
“ator”. Durante cada disparo atômico, o processo ator consome marcas, executa algum com-
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portamento usualmente especificado em uma linguagem sequencial produz marcas. O número
de marcas requeridas para cada canal de entrada para um disparo e roduzido em cada canal
de saı́da pode ser fixado, para um modelo DFN estático, ou serdinamicamente escolhido an-
tes de cada disparo. Como nas KPN’s, não é a ordem de disparodos atores que determina seu
comportamento determinı́stico, mas a restrição de testede l itura, explicada na seção 2.1.
A implementação pode ser muito eficiente, tanto de hardware quanto de software, devido à
liberdade de escolha da ordem de disparo dos atores que é garantid pelas restrições de ordem
parcial e pelo comportamento determinı́stico. Entretanto, pode haver um crescimento potencial-
mente não limitado de filas requeridas para implementar a comunicação sem perda. De acordo
com (SGROIet al., 2000) isto pode ser superado através do escalonamento e dimensionamento
estático (apenas para a DFN estática) ou impondo um número áximo de filas, o que pode intro-
duzir possı́veis bloqueios.
Máquinas de Estados Finitos (FSM)
Este modelo de computação, também chamado “Automata”, é um modelo que consiste de
um conjunto de estados, um estado inicial, um alfabeto de entrada e uma função de transição
que mapeia sı́mbolos de entrada e estados correntes em um pr´oxi o estado (BOOTH, 1967).
A computação começa no estado inicial com uma cadeia de s´ımbolos de entrada. O sistema
evolui para novos estados dependendo da função de transic¸ão (LAVAGNO et al., 1998). São
especialmente úteis para especificar protocolos de controle e o controle sequencial de tarefas.
Este modelo exprime bem a noção de evento, e parcialmente ade atividade, que é um estado
entre dois eventos. Entretanto, não exprime a noção de proc sso, que é a evolução simultânea de
diversos processos paralelos. Uma máquina de estados finitdescreve, de fato, apenas um único
processo sequencial (CARDOSO; VALETTE, 1997).
Há muitas variações para estas máquinas, por exemplo: máquinas que possuem ações (ou
saı́das) associadas a transições, como as máquinas tradutoras tipo Mealy; máquinas que pos-
suem ações associadas a estados, como as máquinas tradutoras tipo Moore; máquinas com um ou
mais estados projetados como estados de aceitação, como máquinas detectoras de sequência ou
reconhecedoras e aceitadoras; ou máquinas com múltiplosestados iniciais, com transições con-
dicionadas sem sı́mbolos de entrada ou sı́mbolos nulos; e m´aquinas com mais de uma transição
para um determinado conjunto de sı́mbolos de entrada e estado, que são máquinas de estado finito
não determinı́sticas (HOPCROFT; MOTWANI; ULLMAN, 2000; LAVAGNO et al., 1998).
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Uma máquina de estados finitos pode ser representada visualmente usando um diagrama de
estados (BOOTH, 1967). Este modelo é baseado em um grafo onde estados são associados a
nós e transições são associadas a arcos representados por flechas e rotuladas com a condição
correspondente.
No contexto do desenvolvimento de software e da UML - Linguagem de Modelagem Unifi-
cada (BOOCH; RUMBAUGH; JACOBSON, 1998; MARTIN, 1997), um conjunto de linguagens
de modelagem de propósito geral, uma máquina de estados finit pode ser representada pelo
diagrama de transição de estados (Statecharts)(HAREL, 1987). Nós e arcos possuem notação
padronizada, sendo que nós são rotulados com nomes significativos ao estado correspondente,
incluindo ações ou atividades possı́veis de serem realizadas quando o sistema estiver neste es-
tado; e arcos associados a transições são rotulados com nomes dos eventos, condições ou ações.
Redes de Petri (RdP)
As redes de Petri (RdP) (MURATA, 1989) são um modelo gráficoe matemático para descre-
ver sistemas com caracterı́sticas concorrentes, assı́ncronas, distribuı́das, paralelas, não-determi-
nı́sticas e estocásticas (JANTSCH, 2001). Elas descrevemcausalidade e sequenciamento, esco-
lhas não-determinı́sticas de conflito e concorrência e tˆem sido aplicadas em diferentes áreas tais
como computação distribuı́da, manufatura, controle, redes de comunicação e transporte (SGROI
et al., 2000).
Redes de Petri são uma poderosa técnica de modelagem com asquais é possı́vel descre-
ver uma grande variedade de problemas presentes na maioria dos sistemas concorrentes e de
tempo real. RdP não são somente restritas à modelagem de projetos, mas são úteis também na
verificação ou análise de propriedades do sistema modelado.
Este modelo consiste de um grafo bipartido com lugares e transições (nós) e arcos que os
conectam entre si, representando a possibilidade de ocorrˆencia de um evento que altera o estado
da RdP. Uma rede de Petri é executada por regras de disparo que transmitem as marcas, em quan-
tidade definida nos arcos, de um lugar a outro. Tal disparo é habilitado em uma transição quando
cada lugar de entrada possui ao menos o número de marcas definidos nos arcos (PETERSON,
1977).
Uma transição pode disparar quando existir um número previamente especificado de marcas
em seus lugares de entrada. Se ela dispara, ela consome aquelas marcas de entrada e produz um
número fixo de marcas em seus lugares de saı́da. Desde que lugar s possuem múltiplas transições
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destino, uma transição pode impedir o disparo de outra remov ndo marcas de um lugar de entrada
compartilhado por ambas as transições. No nı́vel mais abstrato, o comportamento de uma rede de
Petri é dado somente pela sequência de disparos de transic¸ões que sua estrutura e conteúdo inicial
de marcas permitir. Outros modelos, como redes de Petri coloridas, associam valores a marcas e
comportamentos mais complexos a transições, mas sempre atômicos e baseados em disparos.
Segundo Amatriain em (AMATRIAIN, 2004) as máquinas de estado finito, as redes de pro-
cessos de Kahn e as redes de fluxo de dados DFN são subclasses de redes de Petri. As redes
de Petri podem ser consideradas um modelo matemático onde ´e possıvel configurar equações de
estado, entre outros modelos, que governam o comportamentodo sistema (AMATRIAIN, 2004).
2.2 Software Embarcado
Um sistema embarcado é um sistema de computação de propósito especı́fico e restrito quanto
às funcionalidades e recursos dos elementos que o compõem, ou seja hardware e software. A ex-
pressão “sistema embarcado” se deve ao fato de que este tipode sistema normalmente é inserido
em um sistema maior, que pode ou não ser móvel. Algumas das inúmeras aplicações de sistemas
embarcados se dão em sistemas industriais, dispositivos móveis, como telefones celulares e com-
putadores de mão, equipamentos em ambientes privados e infra strutura pública, bem como em
contextos que exigem maior grau de confiabilidade, como transporte, saúde e sistemas de defesa.
(ARTEMIS, 2004; NOERGAARD, 2005)
Um aspecto complicador na construção de sistemas embarcados é a sua heterogeneidade de
ambiente e de aplicação. Esta heterogeneidade é intrı́nseca a estes sistemas, afetando tanto a
eletrônica quanto o software embarcado, e é consequência das inúmeras possibilidades e neces-
sidades de aplicação no mundo real e da diversidade de tecnologias. Ela implica que os siste-
mas atendam a diferentes requisitos de desempenho, integração, capacidade de armazenamento
e energia, exigindo soluções especializadas para cada projeto (STADZISZ; RENAUX, 2007).
Um projeto de sistema embarcado pode envolver desde o desenvolvimento de um hardware
único, à customização de um hardware de referência existente e até mesmo a um misto destas
duas técnicas (HENNESSY; PATTERSON, 2006).
Os sistemas embarcados possuem outras caracterı́sticas que não podem ser relevadas: exi-
gem o controle total do processador e periféricos para executar requisitos especı́ficos; exigem
facilidades para interação com o hardware; devem ser eficientes, com implementações voltadas
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para melhor desempenho; exigem controle de concorrência de t refas; são, em grande parte,
orientados a eventos discretos; e, por fim, em sua maioria são si temas complexos em seu de-
senvolvimento ou pela sua criticidade (GANSSLE, 1999; NOERGAARD, 2005; PRESSMAN,
2006; SOMMERVILLE, 1995).
O software embarcado possui uma participação fundamental no atendimento às restrições de
sistemas desse tipo. A complexidade dos sistemas embarcados tem provocado que projetistas
considerem implementações mais flexı́veis. O aumento do po er dos processadores com ciclos
de manufatura do hardware mais caros e gastando mais tempo, tem tornado a implementação
baseada em software uma alternativa mais factı́vel. Seu maior grau de flexibilidade e sua pos-
sibilidade de satisfazer as restrições do tempo de disponibilidade para o mercado, ou “tempo-
para-mercado”, tem permitido mover mais e mais requisitos funcionais e não-funcionais para
o software (GANSSLE, 1999; NOERGAARD, 2005; PRESSMAN, 2006; BARRETO, 2005;
STADZISZ; RENAUX, 2007).
Obviamente, a passagem da implementação de requisitos dohar ware para o software pro-
voca um aumento de complexidade no produto e no processo de software. Outro fator que contri-
bui para essa complexidade é a ausência de padrões, métodos, técnicas e ferramentas especı́ficas,
como as encontradas para os sistemas baseados em computadores de p opósito geral.
Embora a implementação de requisitos em software embarcado possua vantagens quando
comparado com o hardware, ele também possui algumas desvantagens. A principal delas é o
desempenho. Para reduzi-la, normalmente se utilizam linguagens de montagem ou C. Entretanto
esta polı́tica afeta a produtividade da equipe e o tempo-para-mercado, bem como itens de quali-
dade intrı́nsecos ao software como manutenabilidade e facilidade de leitura do código. Mesmo
uma atividade tão crı́tica quanto a verificação da corretud do projeto, à medida que o software
aumenta de importância e de tamanho, aumenta sua dificuldade (BARRETO, 2005).
O software embarcado também necessita de suporte de hardware par a depuração e avaliação
de desempenho. Osciloscópios, analisadores lógicos e placas de depuração muitas vezes são as
únicas ferramentas para a análise do sistema (BAILEY, 2007). Pesquisas e desenvolvimentos
têm sido realizados para aumentar o número de técnicas e ferramentas baseadas em software e
diminuir o impacto dos problemas de desenvolvimento mencionad s.
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2.2.1 Arquitetura do Software Embarcado
Apesar da alta heterogeneidade dos sistemas embarcados e, como consequência, do software
embarcado, em (STADZISZ; RENAUX, 2007) propõe um modelo refinado de uma arquitetura
geral de sete camadas para sistemas embarcados. Apresentamos resumidamente este modelo de














Figura 1: Modelo de sistemas embarcados em sete camadas (STADZISZ; RENAUX, 2007).
Conforme ilustrado na Figura 1, as camadas que compõem esteod lo são:
1. Hardwired-HW: camada dos dispositivos fı́sicos, onde sinais elétricossã comandados por
semicondutores interligados com o objetivo de realizar alguma atividade. Transistores for-
mam portas lógicas e blocos funcionais que, por sua vez, formam processadores, memórias
e dispositivos de entrada e saı́da. As interligações sãofix s, em parte realizadas por circui-
tos integrados e em parte por trilhas em placas de circuito impresso.
2. Softwired-HW: camada de software armazenada em dispositivos lógicos programáveis.
Esta camada controla a ativação ou não das portas lógicas da camada anterior. Esta conexão
se dá via programação, usualmente em VHDL (IEEE, 2008) ouVerilog (IEEE, 2001).
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3. Device drivers de baixo nı́vel: camada do software básico que interage diretamente com os
dispositivos das camadas de hardware (HW) inferiores.É tipicamente estruturada na forma
de módulos de software que encapsulam cada um dos dispositivos de hardware. Em geral,
as camadas superiores não acessam os dispositivos de hardware diretamente, mas através
dos serviços oferecidos pelos elementos desta camada.
4. Núcleo operacional (kernel): camada que oferece serviços tı́picos de um sistema opera-
cional, como escalonamento de tarefas, tratamento de concorrê ia entre tarefas, geren-
ciamento de memória e gerenciamento de arquivos. Sistemasoperacionais comerciais de
sistemas embarcados implementam em maior ou menor grau taisserv ços.
5. Protocolos: camada de componentes de software que oferecem serviços de comunicação
às camadas superiores, atendendo ao padrão estabelecidop los protocolos de comunicação
utilizados no sistema.
6. Serviços: camada de componentes de software que se referm a serviços que são comuns
em diversos sistemas embarcados, o que justifica a implementação destes componentes
que são reutilizados em outros sistemas. Exemplos destes componentes são módulos de
criptografia e comunicação.
7. Software de aplicação: camada de software que implementa a funcionalidade especı́fica do
sistema embarcado.
Destaca-se que nem todos os nı́veis de serviço devem estar obrigat riamente presentes na
implementação do software embarcado. Ainda, as camadas de software podem ser implementa-
das em uma ou mais camadas, dependendo das restrições do sistema embarcado, como quanti-
dade e desempenho das funções, celeridade e qualidade de desenvolvimento.
2.2.2 Desenvolvimento de Software Embarcado
Visão Geral
Um processo genérico de desenvolvimento de sistema embarcado inicia-se com a fase de
concepção do produto e com a elaboração de um estudo de viabilidade técnica, econômica e
comercial. Confirmada a viabilidade deste produto, procede-s à fase de engenharia de requisitos
do sistema, que tem como principal objetivo promover o entendimento de seus requisitos e o
seu refinamento para a elaboração da especificação do sistema embarcado. Esta fase envolve a
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análise de domı́nio, a análise, modelagem e validação de requisitos e produz a especificação que
descreve propriedades funcionais e não-funcionais do sistema a ser desenvolvido, consolidando
os diversos resultados das atividades realizadas (STADZISZ; RENAUX, 2007).
Uma vez que os requisitos do sistema foram estabelecidos, pas a-se à fase de engenharia
de sistema, na qual se inicia o planejamento da solução. Noplanejamento deve-se observar
quais as partes, ou subsistemas, comporão o produto, por exemplo hardware, software, mecânica,
ergonomia, entre outros, e quais as dependências entre estes subsistemas. Para isto, realizam-
se o particionamento dos requisitos, a identificação e definição dos subsistemas envolvidos, a
definição das interfaces entre estes e, por fim, a associaçã de requisitos aos subsistemas. Como
resultados, esta fase produz a identificação e determinac¸ão de quais partes serão implementadas
em quais componentes, ou subsistemas.
Após a fase de particionamento dos requisitos e mapeamentod s es aos subsistemas, certas
decisões referentes à ordem de execução das tarefas e processos devem ser tomadas. Este passo
do projeto é chamado de escalonamento.
Uma representação formal do sistema permite que ele seja refinado para que novas de-
cisões de projeto sejam incluı́das no modelo do sistema. Isto é possı́vel porque um modelo
de computação com uma semântica bem definida permite um raciocı́nio formal sobre cada passo
de refinamento durante o processo de projeto (CORTES, 2005).
De posse das especificações de cada subsistema, procede-se o senvolvimento destas partes,
cada qual por uma equipe técnica responsável. Após o desenvolvimento, sı́ntese e validação
necessários para cada subsistema, procede-se a sua integrção. Em conjunto e posteriormente
à integração, devem ocorrer testes para todo o sistema onde é possı́vel verificar se os requisitos
definidos anteriormente foram corretamente implementadose se sistema atende às restrições. O
teste e depuração de software de tempo real são difı́ceisdev do às restrições temporais impostas
a ele e também devido ao seu comportamento concorrente e muitas vezes não-determinı́stico
(PRESSMAN, 2006).
A adoção de métodos e processos rigorosos para estas atividades é extremamente importante
(EBERT; JONES, 2009). Correções e ajustes durante o process de integração e testes podem
ser necessários, podendo provocar o retorno a uma das fasesanteriores afetando custos e até a
qualidade do sistema. Por serem trabalhosas e custosas, as adaptações necessárias muitas ve-
zes são realizadas sobre o software, pois geralmente é o componente mais flexı́vel. Atividades
de validação e documentação dos subprodutos do sistemae de gerenciamento do projeto e de
configuração devem ser realizadas ao longo das atividadesapr entadas.
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Uma atividade comum no desenvolvimento de sistemas embarcados é a prototipação, que é
a criação de protótipos ou versões incompletas do sistema anto de software quanto de hardware.
As atividades de prototipação de hardware e de software possuem objetivos distintos. Quando
desenvolvemos subsistemas de hardware, o protótipo normalmente é usado para validar o pro-
jeto, antes da manufatura, já que os custos associados à construção do hardware são altos. Um
protótipo de software é normalmente usado para auxiliar af se engenharia de requisitos, no de-
senvolvimento e verificação dos requisitos reais do sistema (SOMMERVILLE, 1995).
Algumas metodologias comoHardware-Software Co-design(CHIODO et al., 1994),Plat-
form-Based Designcitada por (BARRETO, 2005) eHarmony(TELELOGIC, 2009), têm sido
usadas para o desenvolvimento de sistemas embarcados, organizando as atividades apresentadas.
Processos de Desenvolvimento de Software Embarcado
Como apresentado na seção anterior, a partir das especificações de cada subsistema, procede-
se ao seu desenvolvimento, cada qual por uma equipe técnicaresponsável. O desenvolvimento
do software como subsistema emprega fases genéricas que podem ser classificadas como apre-
sentado a seguir.
• Engenharia de requisitos.Os requisitos do sistema embarcado vêm sendo refinados desde
as fases de engenharia de requisitos e engenharia de sistema. Na f se de análise de re-
quisitos do software, os desenvolvedores realizam a alocac¸ã de requisitos do sistema ao
software, gerando uma documentação da especificação dos requisitos do software. Esta
especificação descreve um modelo funcional do sistema quedeverá ser validado e será a
base das próximas evoluções do processo de desenvolvimento.
É possı́vel descrever a especificação de requisitos em linguagens textuais, gráficas ou for-
mais. O nosso trabalho está no contexto de linguagens gráficas e formais. As linguagens
formais possuem sustentação matemática e permitem expressar requisitos abstratos e con-
cretos (MARZO, 1999), como a notação Z (WORDSWORTH, 1992), máquinas de estados
finitos (BOOTH, 1967), Esterel (BERRY, 2000), Lustre (CASPIet al., 1987), uma lingua-
gem que modela redes de fluxo de dados, e redes de Petri.
Alguns autores têm proposto a utilização de linguagens gráficas que são fracamente for-
mais, por exemplo a UML (BOOCH; RUMBAUGH; JACOBSON, 1998; MARTIN, 1997),
para a geração de modelos iniciais e posterior evoluçãopara notações mais formais, por
exemplo redes de Petri. Técnicas têm sido desenvolvidas para tal finalidade, por exem-
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plos as propostas por (DELATOUR; PALUDETTO, 1998; STAINES,2008; SOARES;
VRANCKEN, 2008) e para posterior verificação formal (SCHMIDT; VARRÓ, 2003),
(BARRETO, 2005).
• Projeto de software. Nesta fase os desenvolvedores trabalham sobre a especificac¸ão dos
requisitos gerando uma solução tecnológica que será posteri rmente implementada. Pode
ser subdividido em projeto arquitetural e detalhado. No primeiro, a solução é definida e
representada em termos de seus componentes e de sua organização estrutural, e no segundo,
o projeto arquitetural é refinado, sendo possı́vel descrever m detalhes todos os aspectos
estruturais e de comportamento dinâmico do software (STADZISZ; RENAUX, 2007).
• Implementação. Ao final do projeto, a fase de implementação gera, a partir das especi-
ficações de projeto, um programa fonte escrito em uma linguagem de programação. Em
sistemas embarcados, esta fase também é conhecida como s´ıntese do software. O código
pode ser implementado inteiramente de forma manual ou por mei de geração automática
ou semiautomática de estruturas de código a partir das especificações de requisitos em
linguagens ou modelos formais ou semiformais (CHIODOet al., 1994; BARRETO, 2005).
• Verificação e Validaç̃ao. Ao longo do desenvolvimento do software embarcado ativida-
des de garantia de qualidade devem ser conduzidas com o objetiv d identificar erros nos
subprodutos gerados. Estas atividades podem ser classificadas em atividades de validação
ou de verificação. Segundo a norma IEEE 1012 (IEEE, 2004), as atividades de validação
referem-se às perguntas: “estamos construindo o produto certo?” ou “o software faz o que o
usuário requisitou?” e as atividades de verificação referem-se às perguntas: “estamos cons-
truindo o produto corretamente?” ou “o software está de acordo com sua especificação?”
(PRESSMAN, 2006).
Existem duas técnicas fundamentais deverificaç̃ao de software: a verificação dinâmica e
a verificação estática. A verificação dinâmica compreende as atividades de testes, que são
associadas à execução do código com o objetivo de detectar defeitos, por exemplo testes
de unidade, integração, sistema, regressão ou testes estruturais e funcionais. A verificação
estática compreende as atividades de análise, que são a conferência dos requisitos do soft-
ware através de inspeção fı́sica, por exemplo a inspeç˜ao de código e uso de métricas, e
as atividades de verificação formal, que conferem a corretude de especificações formais,
por exemplo através da verificação de modelos (model checking) e inferência lógica utili-
zando provadores de teoremas. Estudos na área de verificação normalmente presumem que
a especificação do software está correta, por isso a importância das atividades de validação
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nas fases anteriores (PRESSMAN, 2006).
• Prototipação. Esta atividade compreende a criação de um protótipo para a identificação
e conferência dos requisitos do software embarcado. Pode-se caracterizar como subfases
desta atividade: identificação dos requisitos básicos,de envolvimento inicial do protótipo,
revisões e simulações, melhoria do protótipo e retornoà subfase de identificação dos requi-
sitos básicos, se necessário. Um protótipo normalmentesimula alguns aspectos especı́ficos
do software ou sistema. Em software embarcado, um protótippode ser usado para verifi-
car a interação entre tarefas, a comunicação entre componentes do sistema, as capacidades
de armazenamento e de desempenho, ou mesmo o atendimento do software às restrições
temporais.
• Padrões de Projeto. Padrão de projeto pode ser entendido como a descrição deum pro-
blema ou de um tipo de problema recorrente e uma solução gerl para este problema (NA-
EDELE; JANNECK, 1998). Teve origem no trabalho do engenheiro civil Christopher Ale-
xander (ALEXANDERet al., 1977), que compilou experiências de resolução de problemas
associados a projetos de construções em geral. Segundo Christop er cada padrão descreve
um problema que ocorre com frequência no ambiente de projeto e o núcleo da solução para
tal problema, de maneira que se possa utilizar esta solução várias outras vezes.
No contexto de redes de Petri, Janneck e Naedele (ALEXANDERet al., 1977) descrevem
um conjunto de blocos de construção como padrões de redespara a sistematização do
conhecimento de projeto de RdP.
Em (LIME; ROUX, 2003) os autores apresentam um conjunto de RdP como modelagens
de serviços de sincronização. Estas modelagens são apresentadas como estruturas gerais
de RdP-T que representam tarefas de software embarcado. Neste trabalho usaremos sua
proposta de RdP seguras para a modelagem de tarefas e seu posterior e calonamento. As
possibilidades de modelagem não devem ser restritas às estudadas neste texto e nem mesmo
ao trabalho de (LIME; ROUX, 2003).
Assim como para a engenharia de software em geral, não existe um modelo de ciclo de vida
de software embarcado que seja um padrão único para toda a in ústria de software. Não obstante,
em geral, modelos de ciclo de vida definem as fases ou atividades que devem ser conduzidas de
maneira incontornável ao longo do desenvolvimento do software, determinando as dependências
causais diretas entre estas atividades (STADZISZ; RENAUX,2007), através de processos ou
produtos. Alguns modelos de desenvolvimento de software mais comumente utilizados na área
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de embarcados são os de modelo em cascata, prototipação,em espiral (PRESSMAN, 2006),
em V (SOMMERVILLE, 1995), orientado a modelos (SELIC, 2003), processo unificado-UP
(JACOBSON; BOOCH; RUMBAUGH, 1999) e COMET (GOMAA, 2000), entre outros.
2.3 Sistemas de Tempo Real
Sistemas de tempo real são aqueles nos quais o tempo de obtenção do resultado da compu-
tação é tão importante quanto sua corretude (STANKOVIC, 1988). A corretude do resultado é
observada através da saı́da gerada pela computação e do esta interno do sistema, por exemplo
não alcançando estados proibidos. A corretude do tempo éverificada através da satisfação de
restrições temporais, por exemplo datas e prazos limitespara a execução de atividades.
Sistemas deste tipo podem ser implementados a partir de simple icrocontroladores até os
altamente sofisticados e complexos sistemas distribuı́dos. Algumas aplicações de sistemas de
tempo real são: industriais, como controles supervisório e de aquisições de dados; médicas,
como de aplicação robótica em cirurgia robotizada; automotivas e de transporte, como de injeção
de combustı́vel, de controle de voos e sistemas inteligentes de controle de tráfego; de defesa,
como em sistemas de mı́sseis teleguiados; aplicações de internet e multimı́dia, como em sistemas
de videoconferência (LIU, 2000).
É essencial que as restrições temporais do sistema sejam gar ntidamente satisfeitas. Garantir
o comportamento temporal requer que o sistema sejapr viśıvel. Previsibilidade significa que
quando uma tarefa do sistema é ativada, deve ser possı́vel determinar seu limite de tempo de
término. Também é desejável que o sistema alcance um alto grau de utilização enquanto está
satisfazendo restrições temporais (MOHAMMADI; AKL, 2005).
Neste texto, uma tarefa, ou processo, é uma computação que é executada por uma unidade de
processamento de uma maneira sequencial. Mais especificamente, d finimos uma tarefa como
um execução sequencial de código que não suspende a si mesma durante a execução (BUT-
TAZZO, 2004).
Uma aplicação de tempo real é normalmente composta por m´ultiplas tarefas com diferen-
tes nı́veis crı́ticos. Embora a não satisfação de restrições temporais, como tempos estipulados
como limite (deadlines), não seja desejável, tarefas de tempo real não-crı́tico podem não satis-
fazerdeadlinese ainda assim o sistema continuar trabalhando corretamente. Tar fas podem ser
classificadas da seguinte forma: em tempo real crı́tico, em tempo real não-crı́tico e em tempo real
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firme, dependendo das consequências da tarefa não satisfazer eudeadline. Os tempos podem
estar em qualquer medida, por exemplo em segundos, milisegundos, microsegundos ouclocksdo
processador (LIU, 2000).
2.3.1 Tarefas em Tempo Real
Tarefas em tempo real crı́tico (rı́gido ouhard), ou tarefas crı́ticas, são aquelas que devem
produzir seus resultados dentro de um certo tempo limite. O sistema é considerado falho caso
alguma tarefa de tempo real crı́tico não produza seus resultados requeridos antes do tempo especi-
ficado. Normalmente, estas tarefas controlam operações crı́ticas cuja não satisfação das restrições
temporais resulta em consequências desastrosas, em alguns casos com perda de vidas humanas.
Sistemas que possuam tarefas de tempo real crı́tico devem empregar um alto grau de robustez e
tolerância a falhas. Exemplos destes tipos de sistemas são os de navegação de aeronaves e de
proteção de linhas de alta tensão, equipamentos médicos e de transporte (LIU, 2000; STANKO-
VIC, 1988).
Tarefas em tempo real firme (firm), ou tarefas firmes, são tarefas que, caso os resultados
alcançados não estejam dentro dodeadline, o sistema não falha e os resultados são simples-
mente descartados. Em outras palavras, a utilidade dos resultados computados por uma tarefa
de tempo real firme que não satisfaça seud adlineé zero. Normalmente, estas tarefas contro-
lam aplicações multimı́dia. Por exemplo, quando um quadro de vı́deo chega com um atraso de
mais de um segundo, ele é simplesmente descartado, para não haver o risco de ser apresentado
desordenadamente em relação aos outros quadros (LIU, 2000).
Tarefas em tempo real não-crı́tico (soft), ou tarefas não-crı́ticas, possuem tempo limite as-
sociado, mas as restrições sobre este tipo de tarefa não são expressas em termos do tempo de
resposta absoluto, e sim em termos do tempo médio de resposta requerido. Em sistemas que
possuam apenas tarefas de tempo real não-crı́tico, não éc tastrófico quando as restrições tem-
porais não são satisfeitas. O não cumprimento de uma tarefa em resposta a um evento em um
determinado intervalo de tempo não provoca danos irreversı́veis, causando apenas a degradação
no comportamento do sistema. Um exemplo deste tipo de sistema são navegadoresWeb. Nestes
sistemas considera-se como falha a situação em que as páginas requisitadas levam mais que o
tempo médio a que se está acostumado. Isso expressa somente qu o desempenho do sistema
está degradado e o pior que poderá acontecer é que os dadosnão serão apresentados tão rapida-
mente quanto desejado. Outros exemplos são comutação telefônica, jogos eletrônicos, sistemas
de transaçãon-line, entre outros (LIU, 2000; BARRETO, 2005).
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Cada tarefa que é realizada em sistemas de tempo real tem algu a propriedade temporal que
deve ser considerada em sua atribuição ao processador. Asp incipais propriedades temporais de
uma dada tarefa se referem a um destes itens (LIU, 2000; ARTIST2, 2008; BUTTAZZO, 2004;
MOHAMMADI; AKL, 2005):
• tempo de inı́cio (ts): tempo que uma tarefa inicia sua execução no processador;
• tempo de término (t f ): tempo que uma tarefa encerra sua execução;
• tempo de ativação (release time) (tr ): tempo em que a tarefa é inserida na fila de pronto, ou
seja, na fila das tarefas que estão prontas para executar.
• tempo de chegada (rrival time) (ta): tempo em que a tarefa recebe a indicação de que deve
ser executada;
• delay(td): tempo mı́nimo que deve passar antes da execução da tarefse iniciada e depois
que a tarefa é liberada para execução;
• deadline(D): tempo limite no qual a execução da tarefa deve ser completada, depois que
a tarefa é liberada para execução. Uma restrição dedeadline Dimplica que a tarefa deve
ocorrer dentro deD unidades de tempo. Odeadlineabsoluto de uma tarefa é o valor
de tempo absoluto, i.e. contado a partir do tempo zero, no qual os resultados de uma
tarefa são esperados, como se medido por algum relógio fı́sic . Odeadlinerelativo é o
intervalo de tempo entre o inı́cio da tarefa e o instante no qual o deadlineocorre ou, em
outras palavras,deadlinerelativo é o intervalo temporal entre a chegada de uma tarefa e o
deadlinecorrespondente.
• tempo de execução ou duração (C): tempo necessário para o processador executar a tarefa
sem interrupção;
• pior caso de tempo de execução (wct): tempo máximo gasto para a execução da tarefa,
depois que esta é liberada para execução. O pior caso de tempo de execução também se
refere ao pior caso de tempo de resposta; e
• peso ou prioridade (ϖ): urgência relativa da tarefa.
Considerando um sistema em tempo real consistindo de um conjunt de tarefasT = {τ1,τ2, ...,
τn}, onde o pior caso de tempo de execução de cada tarefaτ1 ´ Ci . O sistema é dito de tempo
real se existe ao menos uma tarefaτi ∈ T, que satisfaça uma das seguintes condições (MOHAM-
MADI; AKL, 2005):
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1. A tarefaτi é uma tarefa em tempo real crı́tica. Isto é, a execução datarefaτi deve ser
completada dentro de um determinadodeadline Di tal queCi ≤ Di .
2. A tarefaτi é uma tarefa em tempo real não-crı́tica. Isto é, quanto mais tarde a tarefaτi
termina sua computação após o deadlineD, mais penalidade ela paga. Uma função de
penalidadeP(τi) é definida para a tarefa: seCi ≤ Di entãoP(τi) = 0, senãoP(τi) > 0. O
valor deP(τi) é uma função crescente deCi−Di .
3. A tarefaτi é uma tarefa em tempo real firme. Isto é, quanto mais cedo a taref τi termina sua
computação após o deadlineD, mais recompensa ela ganha. Uma função de recompensa
R(τi) é definida para a tarefa: seCi ≥Di entãoR(τi) = 0, senãoR(τi) > 0. O valor deR(τi)
é uma função crescente deDi−Ci .
O conjunto das tarefasT = {τ1,τ2, ...,τn} pode ser uma combinação de tarefas de tempo real
crı́ticas, não-crı́ticas e firmes.
SejaTS o conjunto de todas as tarefas em tempo real não-crı́ticas em T, i.e. TS= {τS,1,τS,2, ...,
τS,l} comτS,i ∈ T. A função penalidade do sistema éP(T) = ∑li=1P(τS,i).
SejaTF o conjunto de todas as tarefas em tempo real firmes emT, i.e. TF = {τF,1,τF,2, ...,τF,k}
comτF,i ∈ T. A função recompensa do sistema éR(T) = ∑ki=1R(τF,i).
Classificaç̃ao de Tarefas
O problema geral de escalonamento de tarefas é determinar uma ordem para a execução das
tarefas que serão executadas tal que várias restriçõessejam satisfeitas. O processo de escalona-
mento de tarefas em tempo real crı́tico busca uma ordem para as tarefas tal que as execuções
destas sejam completadas antes de umdeadlinegeral (LIU, 2000).
Cada escalonador de tarefas é caracterizado pelo algoritmo de escalonamento que ele em-
prega. Um algoritmo de escalonamento apropriado deve ser proj tado baseado nas propriedades
do sistemas e de suas tarefas. Algumas propriedades são apresentadas a seguir (LIU; LAYLAND,
1973; STANKOVIC, 1988; LIU, 2000; BARRETO, 2005; MOHAMMADI; AKL, 2005):
Tarefas cŕıticas, não-cŕıticas e firmes. Estas propriedades já foram discutidas nesta seção.
Tarefas dependentes e independentes. Uma tarefa dependente é aquela cuja execução pode
requerer informação originada em outra tarefa do sistemaou deve ser iniciada necessariamente
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após o término da execução de outra tarefa, ou ambos. Umataref independente é aquela que
não possui essas restrições.
Tarefas periódicas, aperíodicas e espoŕadicas. Tarefas periódicas são aquelas ativadas (re-
leased) regularmente em intervalos fixos de tempo, chamados perı́odo e representados porP.
Normalmente, tarefas periódicas possuem restrições quindicam quais instâncias de tarefas de-
vem ser executadas uma vez por perı́odo.
Tarefas aperiódicas são ativadas irregularmente ao longo do tempo, a uma taxa não limitada
e desconhecida de tempo. Normalmente, a restrição temporal usada é umdeadline D.
Tarefas esporádicas são ativadas irregularmente, a uma taxa limitada e conhecida de tempo.
A taxa limitada é caracterizada por um intervalo mı́nimo detempo entre duas ativações sucessivas
da mesma tarefa. Normalmente, a restrição temporal usadaé umdeadline D.
Uma tarefa aperiódica possui umdeadlinepelo qual ela deve completar, ou deve possuir uma
restrição sobre os tempos inicial e final. A maioria do processamento baseado em sensores é
periódico por natureza.
Tarefas preemptivas e ñao-preemptivas. As tarefas preemptivas podem sofrer interrupção
do processamento, ou preempção, por outras tarefas com maior prioridade. As tarefas não-
preemptivas não podem sofrer interrupção do processamento após o inı́cio de sua execução.
Quando todas as tarefas do sistema admitem preempção em qualquer ponto da sua execução,
diz-se que o conjunto de tarefas admite preempção total. Oacesso a recursos compartilhados
pode impor restrições sobre o grau de preempção de um conjunt de tarefas.
Tarefas de prioridade fixa e de prioridade din̂amica. No escalonamento dirigido a priori-
dades, uma prioridade é atribuı́da a cada tarefa. Para taref s d prioridade fixa a atribuição das
prioridades é realizada estaticamente, i.e., antes da execução do sistema. Para tarefas de priori-
dade dinâmica a atribuição das prioridades é realizadaenquanto o sistema está em execução e
pode alterar ao longo do tempo.
Sistemas est́aticos e flex́ıveis. Sistemas estáticos assumem que muitas das informações tem-
porais de cada tarefa, comodeadline, delaye pior caso de tempo de execução, estão disponı́veis
a priori e então seu projeto é estático. Os sistemas flexı́veis são aqueles baseados em projetos
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dinâmicos, ou seja, estas informações estão disponı́veis ou alteram-se enquanto o sistema está
em execução.
2.3.2 Escalonamento de Tarefas
Para o atendimento dos requisitos temporais é necessárioo escalonamento das tarefas. Um
escalonamento é uma atribuição de tarefas ao processador tal que cada tarefa seja executada até
sua realização e pode ser definido como a funçãoσ : R→ N, ondeσ(t) denota a tarefa que é
executada no tempot. Seσ(t) = 0 então diz-se que o processador está desocupado (idle). Se
σ(t) altera seu valor em algum momento, então diz-se que o processador realiza uma troca de
contexto. Este escalonamento pode ser baseado apenas em questões t mporais ou baseado na
ocorrência de eventos provocados por outros elementos do si tema.
Um escalonamento é dito factı́vel se todas as tarefas podemser completadas de acordo com
um conjunto de restrições especificadas. Um conjunto de tarefas é dito escalonável se existe ao
menos um algoritmo que pode produzir um escalonamento fact´ıvel.
Escalonamento Est́atico
As interrupções se dão apenas através de temporizadores e o scalonamento é computadoa
priori , ou seja, anteriormente à construção do programa, quando se pode utilizar algoritmos de
escalonamento sofisticados.
O comportamento em tempo de execução é determinı́stico ea int ração com o ambiente se
dá somente através de monitoração (p lling) das interfaces, não existindo problemas no uso de
recursos compartilhados.
Alguns problemas deste tipo de escalonamento podem ser: a restrição da comunicação ex-
terna somente por monitoração; pouca adaptação ao ambiente, pelo escalonamento já haver sido
realizado; e problemas no caso de processos longos.
Escalonamento Din̂amico
O escalonamento é construı́do com o sistema em funcionamento (on-line) e baseia-se em um
parâmetro, ou prioridade. A fila de tarefas ativadas, ou prontas para executar, é ordenada por
prioridades.
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Este é um tipo de escalonamento que permite tratar tarefas preem tivas, pois sempre que no
topo da fila de tarefas ativadas está uma tarefa com maior prioridade do que a que está executando,
esta última é suspensa e retorna à fila, de acordo com sua prioridade, e a nova tarefa é executada.
Como mencionado anteriormente, a atribuição de prioridades às tarefas pode se dar de ma-
neira estática ou dinâmica. No escalonamento dinâmico com prioridade fixa, a atribuição de
prioridades pode ser baseada na importância das tarefas (gralmente chamada Prioridade Fixa,
ou Fixed Priority) ser inversamente proporcional ao perı́odo (baseada na Taxa Monotônica, ou
Rate Monotonic) e inversamente proporcional aodeadline(baseada no Deadline Monotônico, ou
Deadline Monotonic).
No escalonamento dinâmico com prioridade dinâmica, a prioridade é atribuı́da em cada ponto
de escalonamento de acordo com alguma polı́tica de atribuic¸ão de prioridades e, logo a seguir à
atribuição, a tarefa com maior prioridade tem seu inı́ciode execução. A seguir apresentamos
o escalonamento EDF. Outros escalonamentos que também comprioridade dinâmica são LSF
(LST ou LLF –Least Slack First), onde as prioridades são inversamente proporcionais ao tempo
livre (laxity ou slack) e FCFS (First Come First Served), onde as prioridades são inversamente
proporcionais ao tempo de espera por serviço.
EscalonamentoEarliest Deadline First Neste algoritmo de escalonamento, a cada ponto de
escalonamento a tarefa tendo o menordeadlineé escolhida para ser executada. Um conjunto
de tarefas é escalonável sob EDF se, e somente se, ele satisfaz condição de que a utilização
total do processador para o conjunto de tarefas é menor que 1. Para um conjunto de tarefas





= ∑ni=1ui ≤ 1
sendo a utilizaçãoui =
Ci
Pi
, ondeCi é o tempo de execução ePi é o perı́odo de execução da
tarefaτi , que é igual aodeadline.
2.4 Escalonamento e Redes de Petri
RdP temporizadas (Timed Petri Nets) (RAMCHANDANI, 1974) e RdP temporais (Time Petri
Nets) (MERLIN, 1974; MERLIN; FABER, 1976) são redes de Petri comtempo associado que
têm sido utilizadas para modelar e analisar, além de outros problemas, escalonamento de tarefas.
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O trabalho de Aalst (AALST, 1995) propõe um método para mapear tarefas, recursos e
restrições em RdP temporizadas. Neste trabalho o autor mostra que a partir deste mapeamento
é possı́vel utilizar a teoria e algumas ferramentas de RdP pa rão para encontrar conflitos, e re-
dundâncias, e limites inferiores e superiores de tempo para a execução da rede.
Trabalhos sobre escalonamento e sı́ntese de código usandoredes de Petri começaram a ser
desenvolvidos usando redes de Petri de livre escolha (FCPN -Free Choice Petri Nets) e suas
extensões (CORTADELLAet al., 2002), (SU; HSIUNG, 2002), (XU; HE; DENG, 2002) e (LIU;
DONG, 2006). Os disparos de transições destas redes dependem do valor da marca (abstraı́do
não-deterministicamente) e não de seu tempo de chegada. Isto é, são redes coloridas não neces-
sariamente temporais. Estas redes permitem um escalonamento quase estático (quasi-static).
O trabalho de Hsiung e Su (HSIUNG; SU, 2003) utiliza como baseext nsões temporais de
redes FCPN para o escalonamento. Este trabalho tem suas propostas baseadas na sı́ntese do
software embarcado de tempo real.
O trabalho de Barreto et al. (BARRETO; MACIEL; CAVALCANTE, 2003) usa Redes de
Petri Temporais (RdP-T) para modelar e sintetizar escalonadores a partir da exploração do espaço
de estados. Como em (HSIUNG; SU, 2003), este trabalho tem suas propostas baseadas na sı́ntese
do software.
Lime and Roux (LIME; ROUX, 2003) propõem um modelo de rede dePetri temporal,
a SETPN, para modelar sistemas de tempo real. Estes autores apresentam um conjunto de
padrões de projeto de RdP para modelar tarefas com escalonamento preemptivo e provêm um
método usando uma representação poliédrica Matrizes de Limites de Diferença (DBM -Diffe-
rence Bounds Matrix)(DILL, 1990).
Furfaro e Nigro em (FURFARO; NIGRO, 2007) propõem uma técnica para análise de es-
calonabilidade de sistemas de tempo real especificados por redes de Petri temporais (RdP-T).
O foco está em padrões de sequência de disparos de transic¸ões (tarefas de execução). Um mo-
delo de RdP-T é traduzido em autômatos temporais para a utilização da ferramenta Uppaal (YI;
PETTERSSON; DANIELS, 1994). As propriedades de escalonabilid de de tarefas são verifica-
das através da análise de alcançabilidade. Esta técnica é considerada pelos seus autores como
eficiente e escalável.
Em (LIME; ROUX, 2009), Lime e Roux usam os padrões de projetodo trabalho (LIME;
ROUX, 2003) para modelar tarefas e implementar as polı́ticas de escalonamento Prioridade Fixa
eEarliest Deadline First. Em (LIME; ROUX, 2009) as redes são traduzidas em grafos de etados
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que são autômatos lineares hı́bridos e propriedades temporais são verificadas usando a ferramenta
de verificação de modelos Hytech (HENZINGER; HO; WONG-TOI, 1997).
2.5 Consideraç̃oes do Caṕıtulo
Modelos de computação utilizados para a representaçãodo sistema desde a fase de engenha-
ria de requisitos, também são úteis na atividade de prototipação, para facilitar o entendimento do
que deverá ser construı́do. Além desta compreensão do comportamento do sistema, podem ser
utilizados como base para a evolução para outros modelos at´ a sı́ntese do software e do próprio
sistema.
Alguns modelos de computação foram apresentados neste capı́tulo com a intenção de re-
alizar um levantamento do estado da arte dos modelos empregados n verificação de sistemas
embarcados. Destacamos as redes de Petri por permitirem representar concorrência e relações de
sincronismo, usualmente presentes em sistemas embarcados, mas que não são facilmente repre-
sentados por outros modelos.
Em sistemas de tempo real é necessária a garantia de que seus t mpos serão satisfeitos. Esta
é a motivação para a aplicação de técnicas de análisetemporal de redes de Petri no contexto
de sistemas embarcados em tempo real: a avaliação da garantia de que o software satisfaz as
restrições temporais do sistema.
O escalonamento de tarefas é a atividade realizada para organizar as tarefas sobre um ou mais
processadores para garantir que elas serão executadas em tempo hábil e sem bloqueio.
Nos próximos capı́tulos sugerimos a aplicação do método de tempo global no escalonamento
estático, i.e., anterior à execução do software, como umeio de validar a polı́tica de escalona-
mento desejada. Esta validação implica que a polı́tica deescalonamento permitirá que o software
embarcado e suas tarefas satisfaçam as restrições temporais estabelecidas.
Similarmente, métodos de verificação devem garantir queestas restrições temporais sejam
satisfeitas e que o sistema seja robusto, previsı́vel e acurado. Este problema é mais difı́cil em
face da concorrência inerente em aplicações em tempo real (BARRETO, 2005).
Métodos formais têm sido propostos para especificar e verificar sistemas de tempo real. A
maioria deles não tem sido usada pela dificuldade de aplicac¸ão de tais formalismos. Entretanto,
percebe-se que acidentes poderiam ter sido evitados caso fossem usados métodos formais (BAR-
RETO, 2005) que, por exemplo, permitissem a detecção de condições de conflito (SHA; RAJ-
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KUMAR; LEHOCZKY, 1990) e inversões de prioridade (GARMAN,1981).
Aqui está uma oportunidade para investigar ferramentas mai amigáveis ao desenvolvedor e
que permitam a aplicação de conceitos de tempo real no desenvolvimento de sistemas. Conside-
ramos que redes de Petri são um modelo formal promissor nesse contexto.
Como a aplicação do método de tempo global se dará ao longdo desenvolvimento de soft-
ware embarcado, que por sua vez está no contexto da construc¸ão de sistemas embarcados, intro-
duzimos conceitos, fases e problemáticas referentes à construção do sistema e software. Desta-
camos neste tema a atividade do desenvolvimento onde este trabalho está inserido: a verificação
de software.
Consideramos, então, que nosso trabalho está inserido noc ntexto da verificação estática do
software embarcado (D’SILVA; KROENING; WEISSENBACHER, 2008), mais especificamente
na análise estática temporal. A análise estática abrange uma famı́lia de técnicas para computar
automaticamente informações sobre o comportamento de umsistema sem executá-lo. Propomos
a análise estática observando o comportamento temporal através da análise de tempo global de
redes de Petri temporais que modelam as tarefas do software embarcado.
Como motivação para a adoção da análise estática temporal, Clarke aponta em (CLARKEet
al., 2000) a necessidade da geração de ferramentas de verificação om maior grau de usabilidade.
Este autor analisa que, apesar dos avanços na área, os métodos de verificação mais conhecidos,
a verificação de modelos e a prova de teoremas, são distante da prática diária do engenheiro
de sistemas embarcados de tempo real. Isto porque são métodos que utilizam linguagens mais
distantes desta prática, tornando mais difı́cil ao desenvolvedor realizar a abstração que pode ser
útil para a geração de novas ideias ao desenvolvedor.
A necessidade em prover uma descrição precisa da causa e efeito de cada evento para raci-
ocinar sobre como cada componente se comporta isoladamente, também é apontada por Clarke
(CLARKE et al., 2000) como outro fator de dificuldade na utilização dos m´etodos de verificação
de modelos e de prova de teoremas. Clarke considera que “nãoé imediatamente óbvio como
mapear estes tipos de sistemas em um modelo apropriado”(CLARKE et al., 2000).
Quanto a este problema, consideramos que redes de Petri podem auxiliar nesta descrição
precisa de causa e efeito, por ser um modelo visual e matemático. A capacidade de visualização
torna as RdP mais próximas da prática diária do desenvolved r e a capacidade matemática as
torna mais próximas das teorias formais e de seus benefı́cios.
O uso de redes de Petri na fase de projeto permite a modelagem de tarefas e suas interações.
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As análises estrutural e comportamental dessas redes permitem observar e identificar alguns tipos
de comportamentos e problemas na interação entre essas taref s. A análise temporal das rede de
Petri permite a verificação da ordem de execução dessas tarefas e a satisfação de seus requisitos
temporais. Durante essa verificação é possı́vel avaliaro comportamento das tarefas modeladas,
analisando as configurações previstas e possibilitando uma rápida adaptação aos problemas en-
contrados e a mudanças que ocorram no sistema a ser produzid.
Neste trabalho as redes de Petri são utilizadas para representar os processos e suas linhas de
execução, uma vez que elas têm se mostrado bastante úteis na modelagem e verificação de sis-
temas embarcados, tanto de hardware quanto de software (KAVI; MOSHTAGHI; CHEN, 2002)
(NAEDELE, 2001). Constituem um modelo que conta com uma comunidade acadêmica muito
atuante, possuindo seu uso consagrado por diversos grupos de pesquisa. Não apenas por esses
fatores, mas também em continuidade às pesquisas desenvolvidas no Laboratório de Inteligência
Artificial e Métodos Formais (LIAMF) do Departamento de Informática (DInf) da Universidade
Federal do Paraná (UFPR).
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3 Análise por Tempo Global
O uso de Redes de Petri (RdP) como estrutura formal de representação e modelagem de
sistemas dinâmicos permite a análise e a verificação de propriedades tanto estruturais quando
comportamentais desses sistemas (MURATA, 1989). As caracterı́sticas temporais dos sistemas
podem ser representadas em algumas extensões das RdP. Em especial, as Redes de Petri Tem-
porais (RdP-T) (MERLIN, 1974) permitem a associação de uma janela temporal de ocorrência a
cada evento do sistema, representado como uma transição da rede. No entanto, esta informação
temporal é relativa ao estado do sistema imediatamente anterior ao evento. Este tratamento re-
lativo do tempo nas RdP-T simplifica a representação de informações temporais locais como
durações e atrasos, mas dificulta a análise temporal global onde, por exemplo, o interesse está
voltado para a localização dos eventos no tempo consideran o um relógio global associado ao
estado inicial do sistema.
Este capı́tulo apresenta uma técnica de análise temporalar RdP-T que além de tratar as
informações temporais relativas de cada evento os localiza em intervalos temporais de um relógio
global. Para descrever esta técnica de análise, primeirante introduzimos as estruturas formais,
operações de álgebra intervalar e as RdP-T. Apresentamos então uma visão geral da técnica,
o algoritmo de construção de um grafo de classes de estadosd RdP-T e como as informações
temporais são extraı́das deste grafo. Um exemplo completoempregando esta técnica é construı́do
e discustido e, por fim, apresentamos as considerações finais do capı́tulo.
3.1 Álgebra Intervalar
Os cálculos dos tempos de disparos em redes de Petri temporais exigem que se defina o
conceito de intervalo, bem como um conjunto mı́nimo de operações sobre intervalos, uma vez que
as restrições temporais são apresentadas na forma de intervalos de tempo associados às transições
da rede de Petri. As definições apresentadas seguem a formalização usada no trabalho de Mattar
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Jr. et al (MATTAR JUNIOR et al., 2007).
Definição 1 (Intervalos): Dados dois números racionaisa,b∈ Q, define-se[a,b] como ointer-
valo entre olimite inferior a e limite superior b, sendo[a,b] = {x∈Q : a≤ x≤ b}. O intervalo
[a,b] é denominado de intervalopróprio casoa < b, intervaloimpróprio casoa > b e intervalo
degeneradocasoa = b. Em um intervalo próprio[a,b], a e b são chamados respectivamente de
limite inferior e limite superiordo intervalo.
Definição 2(Operadores): Dados os intervalos[a,b] e [c,d], definem-se os seguintes operadores:
[a,b]+ [c,d] = [a+c,b+d]
[a,b]− [c,d] = [max{0,a−d},max{0,b−c}]
[a,b]⊖ [c,d] = [max{0,a−c},max{0,b−d}]
Dados dois intervalos própriosI1 = [a,b] e I2 = [c,d], o intervalo resultante deI1+ I2 sempre
é um intervalo próprio. Sea≤ d eb≤ c não ocorrem ao mesmo tempo, o intervalo resultante de
I1− I2 é um intervalo próprio, caso contrário o intervalo é degenerado.
Definição 3 (Amplitude do intervalo): Dado um intervalo próprioI = [a,b], define-se aampli-
tudedo intervaloI como sendoα (I) = b−a.
A amplitude de um intervalo próprio obtido com a soma de outros dois intervalos própriosI1
e I2 é dada pela soma das amplitudes deI1 I2, ou seja,α (I1+ I2) = α (I1)+α (I2).
Para dois intervalos própriosI1 = [a,b] e I2 = [c,d] com a > c e b > d, a amplitude do
intervalo resultante deI1⊖ I2 é dada pela diferença das amplitudes deI1 e I2, ou seja,α (I1⊖ I2) =
α (I1)−α (I2). No caso dea > d e b > c, a amplitude do intervalo resultante deI1− I2 é dada
pela soma das amplitudes deI1 e I2, ou seja,α (I1− I2) = α (I1)+α (I2).
Dados dois os intervalos própriosI1 e I2, tem-se necessariamente queα (I1⊖ I2)≤ α (I1− I2).
Como exemplo, suponha os intervalosI1 = [3,4] e I2 = [0,2], cujas amplitudes são dadas por
α (I1) = 1 eα (I2) = 2. Assim temos:
I3 = I1+ I2 = [3,6], cuja amplitude éα (I3) = α (I1)+α (I2) = 1+2 = 3;
I4 = I1− I2 = [1,4], cuja amplitude também é dada porα (I4) = α (I1)+α (I2) = 1+2 = 3;
I5 = I1⊖ I2 = [3,2], que não é um intervalo próprio.
Neste exemplo,I3 e I4 possuem a mesma amplitude, apesar deI3 s r obtido pela soma deI1
comI2 e deI4 ter sido obtido pela diferença entre os mesmos intervalosI1 e I2.
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É importante notar que as duas subtrações de intervalos (−, ⊖) definidas produzem, de ma-
neira geral, resultados muito distintos no que diz respeitoà amplitude do intervalo obtido com a
operação. Pode-se dizer de maneira simplificada que enquanto o operador⊖ tende a “reduzir” a
amplitude dos intervalos, a operação− acaba por “aumentar” a amplitude dos intervalos. Estas
caracterı́sticas são grande relevância no estudo que será desenvolvido ao longo deste trabalho,
pois terão relação direta com a precisão dos resultadostingidos (MATTAR JUNIOR, 2008).
3.2 Redes de Petri Temporais
Três tipos de propriedades têm sido considerados em um modelo de RdP: temporais, estrutu-
rais e comportamentais. Propriedades comportamentais são aquelas que dependem da marcação
inicial da rede e propriedades estruturais são aquelas independentes de marcação (BARRETO,
2005). Algumas propriedades comportamentais são: alcanc¸abilidade, limitação e segurança,
vivacidade, reversabilidade, cobertura, persistência,justiça (fairness)(BARROS, 1996) e con-
servação (MURATA, 1989). As principais propriedades estruturais são: vivacidade estrutural,
limitação estrutural, conservação, repetitividade econsistência (MURATA, 1989).
Para análise de propriedades comportamentais, como por exemplo para a análise de blo-
queios, é necessária a criação de um grafo de alcançabilidade. Entretanto, a complexidade de
criação deste grafo é exponencial, i.e. à medida que o tamanho da RdP aumenta, aumenta ex-
ponencialmente o tamanho do espaço de estados deste grafo de lcançabilidade. A comunidade
acadêmica da área de RdP vem resolvendo este problema através d técnica de desdobramento
(unfolding) (MCMILLAN, 1995) (ESPARZA; ROMER; VOGLER, 1996) (ESPARZA; HEL-
JANKO, 2008). O trabalho (CORBETT, 1996) avalia alguns métodos para análise de bloqueio e
o trabalho (MELZER; ROMER, 1997) propõe análise de bloqueio tilizando desdobramento.
Situações de bloqueio ocorrem quando um conjunto de process s devem compartilhar um
conjunto de recursos comuns e um processo prende indefinidamente os recursos necessários para
outros processos do grupo. Normalmente os tratamentos paraeste problema estão classifica-
das em detecção e recuperação de bloqueios, prevenção de bloqueios e anulação de bloqueios.
Métodos baseados em redes de Petri são utilizados na modelagem e verificação de sistemas para
prevenção e anulação de bloqueios. Por exemplo, a ferram nta Tina (LAAS, 2010) implementa
a verificação de ausência de bloqueios.
A presença ou ausência de marcas em lugares da rede representa o stado do sistema em
um determinado momento no comportamento dinâmico da rede.Baseado nisto, diferentes pro-
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priedades podem ser estudadas. Por exemplo, dois lugares macados simultaneamente podem
representar uma situação de risco que deve ser evitada. Este tipo de requisito de segurança pode
ser provado formalmente pela verificação de que tal estadoperigoso nunca será alcançado. Ainda,
pode-se estar interessado na prova de que o sistema alcança um certo estado, no qual a presença
de marcas em um lugar em particular representa que uma tarefafoi completada. Este tipo de
análise, de ausência ou presença de marcas em lugares da rde, é determinado pela análise de
alcançabilidade.
A análise de alcançabilidade é útil mas não informa nada sobre os aspectos temporais. En-
tretanto, tempo é um fator essencial em aplicações embarcad s. Sobretudo em sistemas de tempo
real, onde é crucial o raciocı́nio quantitativo sobre propriedades temporais para garantir a corre-
tude do projeto.
Extensões temporais de redes de Petri foram desenvolvidase exi tem duas grandes classes
destas extensões: Redes de Petri temporizadas (Timed Petri Nets) e redes de Petri temporais
(Time Petri Nets). No modelo temporizado uma duração de disparo é associada a cada transição,
lugar ou arco. A RdP temporizada, na qual as transições contêm i formação temporal, é obtida
associando-se a cada transição da rede ordinária uma duração de disparo. Sua semântica é uma
noção de atraso durante o qual as marcas usadas para disparr a tr nsição não estão disponı́veis ou
até mesmo visı́veis. Portanto, o disparo não é instantâneo, pois possui uma duração pré-definida
na estrutura da rede. Uma rede de Petri temporizada é um parR=< R,D >, ondeR é uma rede
de Petri ordinária (R=< P,T,Pre,Pos>) com uma marcação inicialM0 eD : T→Q+ é a função
duraç̃ao de disparo, que associa a cada transição um número racional positivo que descreve a
duração do disparo (CARDOSO; VALETTE, 1997).
No modelo temporal, uma duração de sensibilização é associada a cada transição da rede
ordinária. O disparo é instantâneo, mas a transição deve p rmanecer sensibilizada durante o
intervalo de tempo dado e o disparo pode ocorrer em qualquer momento nesse intervalo. Di-
ferentemente do modelo RdP temporizada, durante a sensibilização de uma transição as mar-
cas continuam disponı́veis ou visı́veis a outras transiç˜oe de saı́da do lugar. Uma rede de Petri
temporal pode ser definida como um parR =< R, I >, ondeR é uma rede de Petri ordinária
(R=< P,T,Pre,Pos>) com uma marcação inicialM0 e I : T→ (Q+×(Q+∪{∞})), (t,e(t))∈ I
e e(t) = [a,b], ondea e b são números racionais positivos.I é a função que, a cada transiçãot,
associa um intervalo fechado racional que descreve umaduraç̃ao de sensibilizaç̃ao (CARDOSO;
VALETTE, 1997).
Para a análise de propriedades temporais, é necessário não somente verificar que um certo
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estado será alcançado, ou um determinado de conjunto de lugares estará marcado, mas garantir
que isto ocorrerá dentro das restrições temporais especificadas para a rede. Este tipo de análise é
chamado análise temporal de redes de Petri e será apresentado de forma detalhada no capı́tulo 4.
No método de análise de tempo global apresentado no capı́tulo 3 a informação temporal está
sempre atualizada, o que permite analisar as propriedades temporais de forma quantitativa.́E
possı́vel mostrar, usando este método, que um dado lugar estará eventualmente marcado e que
seu intervalo temporal atende ou não as restrições temporais.
A seguir são apresentados os conceitos e definições referentes a redes de Petri temporais que
são úteis para a técnica de tempo global, apresentada mais adi nte neste capı́tulo.
Definição 4(Redes de Petri Temporais): Uma rede de Petri temporal (RdP-T) R é dada por uma
tupla(P,T,Pre,Pos,M0, I) (BERTHOMIEU; DIAZ, 1991), onde:
• P é um conjunto finito de lugares,
• T é um conjunto finito de transições,
• Pre : (P×T)→ N é a função incidência de entrada em transições, que repr s nta o peso
dos arcos de entrada da transição.
• Pos: (P×T)→ N é a função incidência de saı́da de transições, que repr s nta o peso dos
arcos de saı́da da transição.
• M0 : P→ N é a marcação inicial e
• I : T → (Q+× (Q+ ∪{∞})) é a função que associa um intervalo de tempo de disparo a
cada transição, sendoQ+ é o conjunto dos números racionais não negativos.
Uma marcação é um conjunto de atribuições de marcas a lugares da rede. A marcação de
um lugarp∈ P é denotadaM(p) e a marcação deR pode ser representada como um vetor com
tamanhom, ondem é o número de lugares deP. Para uma marcação em particular, um lugar é
dito estarmarcadose e somente seM(p) > 0.
Uma RdP-T possui um intervalo estático de disparo associada cada transiçãot ∈ T, dado
por [a,b], a≤ b. Os limitesa e b representam, respectivamente, o menor e o maior tempos de
disparo da transiçãot contados a partir de sua habilitação. O intervalo de disparo representa
os tempos mı́nimo e máximo que uma transição pode permanecer habilitada antes de disparar
causando uma nova marcação na rede. O disparo da transiç˜ao é nstantâneo e deve estar dentro
deste intervalo temporal.
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Definição 5(Intervalo de tempo estático): Dada uma redeR= (P,T,Pre,Pos,M0, I). O intervalo
de tempoe∈ I associado a cada transiçãot ∈ T da rede será denominado deintervalo de tempo
est́aticoda transição e denotado pore(t).
Definição 6(Classe de estados): Umaclasse de estados ck de uma RdP-T é uma tupla(Mk,Wk),
ondeMk é uma marcação da rede eWk é o conjunto das informações temporais da classe.
O conjunto de informações temporais das classes de estados tem por finalidade representar o
comportamento temporal da rede em cada um de seus estados bemcomo registrar o andamento
do relógio de tempo global. A estrutura e os elementos desteconjunto de informações serão
apresentados na próxima seção.
Definição 7(Transição habilitada): Uma transiçãot estáhabilitadaem uma classeck = (Mk,Wk)
se e somente se todos os lugares do pré-conjunto det estão devidamente marcados emck, ou seja,
∀p∈ P, Pre(p, t)≤Mk(p) ou, de forma simplificada,Pre(., t)≤Mk.
Definição 8 (Disparo de transição): Set é uma transição habilitada por uma marcaçãoMk−1 e
o tempo em quet permaneceu habilitada está dentro do intervalo de tempo estáticoe(t), entãot
podedisparar. Se o tempo de habilitação det alcançar o limite superior do intervaloe(t), entãot
devedisparar. Odisparodet muda o estado da rede levando a uma nova marcaçãoMk dada por
Mk = Mk−1 +Pos(., t)−Pre(., t)
O disparo de uma transiçãot na rede, provoca, além de uma nova marcação, a geração de
uma nova classeck no grafoSa partir da classeck−1, denotado por:ck−1[t〉ck. Dizemos que uma
classeck−1 é imediatamente anterior àck quandot dispara emck−1 e gera a classeck.
Definição 9 (Grafo de classes de estados): O grafo de classes de estadosé um grafo dirigido
S= (C,A) onde cada nóc ∈C é uma classe de estados e cada arco∈ A conecta uma classe
ck−1, no nı́velk−1, à sua classe imediatamente posteriorck, no nı́velk. Cada arcoa é rotulado
com a transiçãot, cujo disparo levou a rede da classeck−1 para a classeck. O nó raizdo grafo de
classes é o nóc0 que representa a marcação inicialM0.
Definição 10(Transição persistente): Uma transição habilitadat numa classeck é também dita
persistenteemck set estava habilitada em uma classeck−1, imediatamente anterior ack, e t não
disparou emck−1.
Definição 11(Transição recém-habilitada): Uma transiçãot, habilitada em uma classeck, será
consideradarecém-habilitadaemck set satisfizer uma das condições:
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i) t não estava habilitada na classeck−1;
ii) o disparo det originou a classeck, isto é,t disparou na classeck−1 e foi reabilitada emck.
Definição 12(Sequência de disparos): Sejat uma transição habilitada na marcaçãoMk. Caso
o disparo det seja sucedido pelo disparo de uma ou mais transições levando a rede a uma nova
marcaçãoM j diz-se que os disparos das transições formam umaseqûencia de disparos sprece-
dida porMk e sucedida porM j , denotado por:Mk[s〉M j .
Uma sequências de disparos se reflete como um caminho no grafo de classes. O disparo
sucessivo den transições em uma RdP-T de uma classeck para outra classeck+n é representado
porck[s〉ck+n.
3.3 Técnica de Ańalise de Tempo Global
Segundo a análise por tempo global, dois tipos de informação temporal estão presentes em
cada classe de estado: informação temporal relativa e informação temporal global da classe.
No domı́nio relativo, têm-se informações temporais a respeito da classe, utilizadas para fazer
comparações entre as transições habilitadas na classe. O domı́nio global acumula informações
temporais desde a marcação inicial até a classe em quest˜ao, ou seja, possui informações temporais
que levam em consideração todos os disparos que ocorreramentre a classe inicial e a classe em
questão (MATTAR JUNIORet al., 2007; LIMA, 2007).
A inclusão do domı́nio global nas classes de estado aumentao poder de representatividade do
grafo, o que pode viabilizar a modelagem e análise de sistemas que se pretende, entre outras
coisas, verificar o tempo de duração de roteiros de comportamento.
A técnica de análise tempo global (TG) se propõe a diminuir a imprecisão do cálculo do
acúmulo temporal, quando comparado ao cálculo temporal rel tivo, principalmente quando a
rede apresenta situações de paralelismo e concorrênciatre transições (LIMA, 2007).
A análise de tempo global consiste da criação de um grafo de classes baseado em RdP-T que
contém intervalos temporais associados às transições.
Nesta técnica, o grafo de classes é um grafo de alcançabilidade com informações temporais
associadas às classes, baseado no grafo de classes de (BERTHOMIEU; MENASCHE, 1982;
BERTHOMIEU; DIAZ, 1991). Os nós são as classes e os arcos s˜a a transições disparadas para
alcançar uma nova classe, ou nó. Os cálculos das informac¸ ˜ es temporais existentes nas classes
são todos baseados em álgebra intervalar.
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As informações temporais das classes são calculadas a partir da execução da RdP e in-
cluem, além das informações de tempo relativo à classe,como no trabalho de Berthomieuet.
al. (BERTHOMIEU; DIAZ, 1991), informações de tempo absoluto, ou global.
Para o cálculo de tempo global dois ajustes são realizados: 1) aplicação de um coeficiente
de ajuste baseado na persistência ou não de transições habilitadas e 2) um ajuste dos tempos
máximos dos intervalos de transições habilitadas para que continuem disparáveis.
A definição do coeficiente de ajuste de persistência considera as caracterı́sticas intrı́nsecas às
RdP-T e é utilizado para garantir que não haja imprecisãopela simples soma dos intervalos desde
o inı́cio da execução da rede.
Na análise de tempo global, quando a questão é decidir quais relógios de transição devem
ser zerados quando do disparo de uma transição, é considerada a semântica intermediária para
RdP-T, baseada em (BERTHOMIEU; DIAZ, 1991). O ponto chave nestas semânticas é definir
quando uma transição é recém-habilitada e seu relógiodeve ser zerado (LIME; ROUX, 2009).
Quando a questão é a disparabilidade das transições, a análise de tempo global realiza o ajuste
de tempos máximos dos intervalos de transições habilitadas, para garantir que todas as transições
disparáveis serão disparadas. Entretanto, nem todas as transições habilitadas são disparáveis e
definimos a noção de transições disparáveis, bem como os d is ajustes citados na seção 3.3.1.
3.3.1 Informações Temporais
O conjunto de informação temporalWk, da classeck, é composto por dois tipos de informação:
de domı́nio relativo e de domı́nio global. No primeiro tipo,o tempo é acumulado desde o mo-
mento em que a transição que leva à classeck é habilitada até seu disparo. No segundo tipo, o
acúmulo do tempo se dá desde o estado inicial da rede com a marc ção inicial até a classeck
(LIMA; L ÜDERS; KÜNZLE, 2008).
As definições a seguir seguem os trabalhos de Mattar Jr. et al (MATTAR JUNIOR et al.,
2007) e Lima (LIMA, 2007).
Definição 13(Intervalo de tempo relativo): Sendot f a transição disparada, ointervalo de tempo





rk−1(ti)− rk−1(t f ) caso 2,
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onde os casos 1 e 2 são respectivamente:
1. ti é recém-habilitada emck;
2. ti é persistente emck.
O intervalo de tempo relativork(ti) é usado para identificar quais transições são disparáveis
na classeck.
Definição 14(Transição disparável): Uma transiçãot f comrk(t f ) = [af ,bf ], édispaŕavelemck
se, e somente se,t f está habilitada emck e não há outra transiçãoti, comrk(ti) = [ai ,bi] habilitada
emck, tal quebi < af .
Definição 15(Coeficiente de persistência): O coeficiente de ajuste de persistência ack(ti) de uma














rk−1(ti)⊖ rk−1(t f ) caso 1,
ack−1(ti)⊖ rk−1(t f ) caso 2,
rk−1(ti)⊖ack−1(t f ) caso 3,
ack−1(ti)⊖ack−1(t f ) caso 4,
onde os casos 1 a 4 são, respectivamente:
1. ti e t f são recém-habilitadas emck−1;
2. ti é persistente emck−1 e t f é recém-habilitada emck−1;
3. ti é recém-habilitada emck−1 e t f é persistente emck−1;
4. ti e t f são persistentes emck−1.
O coeficienteack(ti) é usado para evitar o aumento de imprecisão no cálculo dostempos
globais da rede.
Definição 16(Intervalo de tempo global): O intervalo de tempo global gk(ti) de uma transiçãoti










gk−1(t f )+ rk(ti) caso 2,
gk−1(t f )+ack(ti) caso 3,
onde os casos 1 a 3 são, respectivamente:
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1. k = 0, i.e.ck é a classe inicial;
2. k 6= 0 eti é recém-habilitada emck;
3. k 6= 0 eti é persistente emck.
O intervalo de tempo globalgk(ti) é um intervalo temporal contado desde a marcação inicial
até o instante do disparo deti na classeck.
Definição 17(Ajuste do limite superior): Sejat f uma transição disparada na classeck tal que
ck[t f 〉ck+1. O limite superior do intervalo de tempo globalgk(t f ) de t f , deve ser ajustado pelo
menor limite superior dos intervalosgk(ti) de todas as transiçõesti disparáveis na classeck,
gerando um novogk(t f ), tal que:
gk(t f ) = [af ,b],
ondeaf , gk(t f ) = [af ,bf ], eb = min{bi | gk(ti) = [ai ,bi],∀ti disparável emck}.
Definição 18(Informações temporais da classe): O conjunto de informaç̃oes temporaisde uma
classeck = (Mk,Wk) é dado porWk = (H,P,F,R,G), onde:
• H é o conjunto das transições habilitadas emck;
• P é uma tupla〈P0,P1,P2〉 que contém a informação de persistência emck, onde: P0 é o
conjunto de transições recém-habilitadas emck; P1 é o conjunto de transições persistentes
emck e recém-habilitadas emck−1; eP2 é o conjunto de transições persistentes emck e em
ck−1;
• F é o conjunto das transições disparáveis emck;
• R é o conjunto de intervalos de tempo relativork(ti) de todas as transições habilitadas em
ck.
• G é uma tupla (ack(ti),gk(ti)) de cada transição disparável emck.
Para a implementação da técnica TG, desenvolvemos um algoritmo que constrói o grafo de
classes, calculando suas informações temporais. A partir do grafo de classes pronto é possı́vel
extrair diretamente algumas informações que são usadasna nálise da rede.
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3.3.2 Construç̃ao do Grafo de Classes
A seguir propomos um algoritmo que constrói um grafoS de classe de estados de acordo
com a técnica TG para uma rede RdP-T segura.
Dados de entrada
• a estrutura da rede: uma matriz de incidênciaPre= [pre(pi, ti)]m×n e uma matriz de in-
cidênciaPos= [pos(pi , ti)]m×n;
• o vetorIe de tempo estáticoe(ti), Ie = [(t1,e(t1)),(t2,e(t2)), ...,(tn,e(tn))]t;
• o vetorM0 de marcação inicialM0 = [marc(p1),marc(p2), ...,marc(pm)]t, ondemarc(pi)
é um inteiro não negativo que representa o número de marcas no lugarpi .
Corpo do algoritmo
p0) definirk = 0;
Iniciando a construç̃ao da classe ck:
p1) determinar a marcação da redeMk: sek = 0, Mk←M0; senãoMk já foi determinada pelo
disparo da transiçãot f no passo p7 do ciclo anterior do algoritmo;
p2) determinar o conjuntoH das transições habilitadasti a partir deMk, de acordo com a
definição 7;
p3) determinar a tupla〈P0,P1,P2〉;
p4) calcular o conjuntoR dos intervalos de tempo relativork(ti) ∀ti ∈ H, de acordo com a
definição 13;
p5) determinar o conjuntoF das transições disparáveisti comparando elementos deR, de
acordo com a definição 14;
p6) determinar a tuplaG, calculando: a)ack(ti), ∀ti ∈ {P1∪P2}, de acordo com a definição 15,
e b)gk(ti), ∀ti ∈ F, de acordo com a definição 16;
Disparo de todas as transições ti ∈ F da classe ck:
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p7) ∀t f ∈ F disparart f : a) ajustar o intervalogk(t f ), de acordo com a definição 17; b) criar
classes sucessoras com nı́velk+1; c) atualizar a nova marcaçãoMk+1; e d) atribuir o novo
tempo global da classeck+1 gk+1 = gk(ti);
p8) incrementark← k+1 e∀t f ∈ F e executar os passos p1 a p8;
Fim do algoritmo: O algoritmo é executado até que todas as transições em todas as classes
tenham sido disparadas.
3.3.3 Extraç̃ao das Informaç̃oes do Grafo de Classes
É possı́vel extrair, a partir do grafo de classes construı́do pelo algoritmo mostrado na seção
3.3.2, algumas informações que são úteis para a análise da RdP-T.
Tempo Total de uma Seqûencia de Disparos
O tempo global de uma sequência de dispaross dec0[s> ck, é encontrado na construção do
grafo de classes e é o resultado do intervalo de tempo globalgk−1(t f ), sendot f a última transição
disparada para alcançar a classeck, que é,ck−1[t f > ck.
Tempo de Perman̂encia em um Estado
O tempo de permanência em uma classe refere-se ao tempo mı́nimo e máximo que o sistema,
representado pela RdP-T, mantém-se no estado representado pel classe.
O tempo de permanência em uma marcação refere-se ao tempomı́nimo e máximo que o
sistema, representado pela RdP-T, mantém-se no estado representado pela marcação. O cálculo
de permanência em uma classe é útil quando se deseja obtero tempo de um estado, representado
por uma marcação, e se sabe qual a sequência de transições que levou a rede até esta marcação.
Uma marcação pode ocorrer em mais de uma classe. Então, épossı́vel que sejam obtidos di-
ferentes tempos de permanência para a mesma marcação, umpara cada classe em que a marcação
ocorre. O cálculo de permanência em uma marcação é útil quando se deseja o tempo em um es-
tado, representado por uma marcação, mas não se sabe quala sequência de transições que levou
a rede até esta marcação.
Definição 19 (Tempo de permanência em uma classe): Considerando que o disparo de todas
as transições disparáveis é obrigatório, o tempo de permanência de uma rede em uma classe













Figura 2:Exemplo de uma RdP-T com transições concorrentes.
alcançávelck é dado por:
icck = [a,b]
onde:a = min{ai | rk(ti) = [ai ,bi]} eb = min{bi | rk(ti) = [ai,bi ]}, ∀ti disparável emck.
Definição 20 (Tempo de permanência em uma marcação): O tempo de permanência de uma
rede em uma marcação alcançávelMx considera todos os tempos de permanência nas classes que
possuem a marcaçãoMx e é dado por:
imMx = [α ,β ]
onde:α = min{a | icck = [a,b]} eβ = max{b | icck = [a,b]}, ∀ck que possua a marcaçãoMk.
Esta definição pode ser estendida para uma submarcaçãoMy⊆Mx.
3.3.4 Exemplos
Geração do Grafo de Classes
A figura 3 apresenta o grafo de classes baseado na técnica TG referente à RdP-T da figura 2.
Cada nó do grafo representa uma classeCk n∈C, cada arco uma transição disparada na classeCk n
e que gera a classe sucessoraC(k+1) n. A figura 3 mostra cada nó com um cabeçalho separado por
vı́rgulas: o nome da classe,Ck n, ondek é o nı́vel en é um número identificador da classe; o vetor
de marcação da classeMk; e o tempo global da classe. As próximas linhas do nó represntam a
informação de disparo de uma transiçãoti que será usada para a geração da próxima classe no
caso deti ser disparada: o nome da transiçãoti; seu tempo relativork(ti); seu coeficiente de ajuste
ack(ti); e seu tempo globalgk(ti).
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Inı́cio da construç̃ao da classe C2 2
p1) determinar a marcação corrente da redeM2 2: M2 2 já está determinada pelo disparo da
transiçãot2 na classeC1 1, que éM2 2 = [0111000]+ [0000100]− [0100000] = [0011100]
p2) determinar o conjuntoH de transições habilitadas:H = {t3, t4}.
p3) determinar〈P0,P1,P2〉: P0 = {}, P1 = {t3, t4} eP2 = {}.
p4) calcular o conjuntoR de intervalos de tempo relativor2 2(ti) das transições habilitadast3
andt4: r2 2(t3) = r1 1(t3)− r1 1(t2) = [3,4]− [0,2] = [1,4] e r2 2(t4) = r1 1(t4)− r1 1(t2) =
[1,6]− [0,2] = [0,6]
p5) determinar o conjuntoF de transições disparáveis:F = {t3, t4}.
p6) determinar o conjuntoG, calculando:
a) o coeficiente de ajuste das transições persistentes:ac2 2(ti), para{∀ti ∈ t3, t4}, As-
sim: ac2 2(t3) = r1 1(t3)⊖ r1 1(t2) = [3,4]⊖ [0,2] = [3,2] eac2 2(t4) = r1 1(t4)⊖ r1 1(t2) =
[1,6]⊖ [0,2] = [1,4];
b) intervalo de tempo globalg2 2(ti) para∀ti ∈ {t3, t4}. Assim: g2 2(t3) = g1 1(t2) +
ac2 2(t3) = [1,7]+ [3,2] = [4,9] eg2 2(t4) = g1 1(t2)+ac2 2(t4) = [1,7]+ [1,4] = [2,11]
Disparo de{t3, t4} ∈ F a partir da classe C2 2:
p7) disparart3 e t4: a) ajustar intervalosg2 2(t3) e g2 2(t4) pelo menor limite superior, resul-
tando emg2 2(t3) = [4,9] e g2 2(t4) = [2,9]; b) criar novas classes sucessorasC3 4 eC3 5;
c) atualizarM3 4 e M3 5; e d) atribuir o novo tempo global das novas classesC3 4 e C3 5
respectivamenteg3 4 = g2 2(t3) = [4,9] eg3 5 = g2 2(t4) = [2,9];
p8) k← 3 e executar os passos p1 a p8 para a classeC3 4 comt f = t3 eC3 5 comt f = t4.
Tempo Total de uma Seqûencia de Disparos
De acordo com a definição 3.3.3, o tempo total para uma sequˆencia é o intervalo de tempo
global gk−1(t f ). Para este exemplo e considerando o disparo da sequênciat1, t2, t3, t4 o tempo
global ég3(t4) = [4,11]. Esta informação é encontrada diretamente no grafo de classes, neste
caso na classeC4 8.
3.3 T́ecnica de Ańalise de Tempo Global 47
Tempo de Perman̂encia em um Estado
De acordo com a seção 3.3.3, tem-se dois tipos observação de permanência em um estado. A
permanência na classe e a permanência na marcação.
Os tempos de permanência nas classesC1 1, C2 2 eC2 3 são, respectivamente,[0,6], [0,4] e
[0,1]. Os tempos de permanência nas classesC3 5 eC3 6 são respectivamente[0,4] e [0,3]. Todos
estes tempos são encontrados de acordo com a definição 19.
O tempo de permanência na marcação 0010101, marcação ds classesC3 5 e C3 6, é [0,4]
encontrado de acordo com a definição 20.
Discuss̃ao
Considerando o exemplo dado, as transiçõest2, t3 e t4 na figura 2, são concorrentes e habili-
tadas no mesmo instante depois o disparo det1.
Iniciando na classeC0 0 e assumindo o disparo das transiçõest1 e depoist2, obtém-se a
classeC2 2 apresentada na figura 3. Set2 disparou instantaneamente na classeC1 1, t3 se mantém
habilitada sem disparar por 3 unidades de tempo na classeC2 2. De outra maneira, set2 disparou
2 unidades de tempo depois de sua habilitação emC1 1, t3 pode ainda parmanecer habilitada sem
disparar por 2 unidades temporais na classeC2 2. Então, na classeC2 2, o coeficiente de ajuste
det3 é dado porac2 2(t3) = [3,4]⊖ [0,2] = [3,2], um intervalo impróprio. O coeficienteac2 2(t3)
significa quet3 adiciona 3 unidades de tempo ao limite inferior e 2 unidades de tempo ao limite
superior dos intervalos de tempo global.
Na figura 2, observamos que existirá um aumento na amplitudedo intervalo, e consequen-
temente da imprecisão, se os intervalos de tempo estáticoe( i) das sequências de disparo forem
simplesmente somados para encontrar o tempo total da sequência, como eme(t1)+e(t2) = [1,7],
e(t1)+e(t3) = [4,9] ee(t1)+e(t4) = [2,11]. Além da imprecisão, a existência de interseções en-
tre os intervalos[1,7], [4,9] e [2,11] pode sugerir quet3 após o disparo det1 seja disparável, o que
não é verdade, porque quandot3 puder disparar (e t3) = [3,4]), t2 já terá disparado(e t2) = [0,2]).
Por estes motivos, devem ser feitos ajustes usando um coeficiente sobre o intervalo de tempo de
disparo das transições que são persistentes na classe. De ta maneira, o intervalo de tempo glo-
bal da sequência de disparost1, t2, t3, t4, por exemplo, é dado porr0 0(t1)+ r1 1(t2)+ac2 2(t3)+
ac3 4(t4) = [1,5]+[0,2]+[3,2]+[0,2] = [4,11], que é o intervalo de tempo de disparo calculado
para a transiçãot4 no domı́nio global da classeC3 4.
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Os problemas abordados nesta discussão foram os motivadores para o uso do coeficiente de
ajusteac, que garante o intervalo de tempo global exato para uma sequˆencia de disparos que
acumula tempos em uma RdP-T, conforme demonstrado em (MATTAR JUNIOR, 2008).
3.3.5 Teorema do Tempo Global
Nesta seção a definição 21 introduz o conceito de tempo concorrente calculado para uma
sequência de disparos com transições em paralelo. Este conc ito é associado ao ajuste de tempo
calculado baseado em transições habilitadas simultaneamente.
O teorema 1, apresentado inicialmente em (MATTAR JUNIOR, 2008) e melhor estruturado
a seguir, mostra que o coeficiente de ajuste de persistênciaac alculado pela técnica TG é equi-
valente ao coeficiente de ajuste de persistência apresentado a definição 21. Apresentamos tal
teorema por sua importância em mostrar que a técnica TG, mesmo quando da análise de siste-
mas com forte concorrência (o que implica em grande interlaçamento de eventos concorrentes),
encontra um intervalo temporal sem acréscimo de imprecis˜ao.
Definição 21: Sejamti e t j duas transições em paralelo em uma classeck, e o disparo deti
precede o disparo det j . O tempo corrente da sequênciatit j é dado por:
{
[ai,bi ]+ [a,b], sebi ≤ b j
[ai,b j ]+ [a,b], sebi > b j
Sendo[ai,bi] e [a j ,b j ] o intervalo de tempo global deti e t j respectivamente calculado na
classeck; e o intervalo[a,b] o coeficiente de ajuste do tempoack(t j) det j calculado na classeck.
Allen (ALLEN, 1983) classifica treze relações mutuamenteexclusivas entre duas possı́veis
ocorrências de eventos associados com intervalos de tempo. Estas relações que compreendem
todas as possibilidades de relacionamentos entre os intervalos temporais, são explicitadas na
tabela 3.3.5. Nota-se que as relações inversas, ou a trocade ordem entre X e Y, devem ser
consideradas, excetuando-se a primeira relação, para que se verifiquem os treze casos possı́veis.
Teorema 1: Sejamti e t j duas transições em paralelo em uma classeck. O tempo global da
sequências= tit j , obtido de acordo com a definição 21, representa o intervalo de tempo em que a
sequência de disparosspode ocorrer. Os valores obtidos nos limites inferiores e sup riores desse
intervalo são os menores e maiores tempos, respectivamente, em que o disparo da sequência pode
ocorrer.
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Tabela 1: As possı́veis relações entre dois eventos temporais X e Y
Relação Exemplo
X é igual a Y XXX
YYY
X ocorre antes de Y XXX YYY
Y ocorre imediatamente após X XXXYYY
X sobrepõe parcialmente Y XXX
YYY
X ocorre durante Y XXX
YYYYYYY
X começa com Y XXX
YYYYYYY
X termina com Y XXX
YYYYYYY
Tabela 2: Casos a serem estudados
xi < x j xi < x j xi < x j
yi < y j yi = y j y j < yi
xi = x j xi = x j x j = xi
yi < y j yi = y j y j < yi
x j < xi x j < xi x j < xi
yi < y j yi = y j y j < yi
Na demonstração a seguir é necessário considerar somente os ove casos listados na tabela 2
para considerar todas as diferentes possibilidades de ocorrên ia dos eventos “disparo deti e t j”.
Neste texto[xi ,yi ] e [x j ,y j ] são respectivamente os intervalos de tempo global deti e t j calculados
na classeck.
Demonstraç̃ao: Pretende-se mostrar que o coeficiente de ajuste de tempoac(t j) calculado
parat j na classeck é o ajuste de tempo exato para que o resultado obtido no cálculo do tempo glo-
bal seja coincidente com o tempo real do sistema. Existem quatro possibilidades que consideram
o disparo deti anterior ao disparo det j , devido à sequências= tit j .
xi ≤ x j and yi ≤ y j Comoti pode disparar em qualquer instante contido no intervalo[xi ,yi ],
deve-se somar um intervalo[a,b] a [xi ,yi ] para se obter o tempo global da sequências, que ne-
cessariamente deve ser[x j ,y j ]. Assim, pode-se afirmar que[xi ,yi ] + [a,b] = [x j ,y j ]. Por ou-
tro lado, pode-se também obter o coeficiente de ajuste do tempo ac(t j) para t j pela equação
[x j ,y j ]⊖ [xi ,yi ] = [a′,b′]. Então,xi +a = x j , yi +b = y j , x j −xi = a′ e y j −yi = b′ e conclui-se
quea = a′ e b = b′.
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xi > x j and yi ≤ y j O intervalo de tempo da sequência é dado por[xi ,y j ] e então deve-se
obter[a,b] tal que[xi ,yi ]+ [a,b] = [xi,y j ]. Por outro lado, o coeficiente de ajuste do tempoac(t j)
pode ser obtido por[x j ,y j ]⊖ [xi ,yi] = [a′,b′]. Assim,xi +a = xi , yi +b = y j , x j −xi = a′ = 0 e
y j −yi = b′ e conclui-se quea = a′ = 0 e b = b′.
xi ≤ x j and yi > y j O disparo deti deve ocorrer dentro do intervalo[xi ,y j ], uma vez queyi > y j ,
e o intervalo de tempo real para este caso é dado por[x j ,y j ]; portanto, deve-se obter[a,b] tal que
[xi,y j ]+[a,b]= [x j ,y j ] que resulta nas equaçõesxi +a= x j ey j +b= y j . Analogamente aos casos
anteriores, o coeficiente de ajuste do tempoac(t j) pode ser obtido por[x j ,y j ]⊖ [xi ,yi ] = [a′,b′].
A partir das equaçõesxi +a = x j , y j +b = y j , x j −xi = a′ = 0 ey j −yi = b′ = 0 conclui-se que
a = a′ e b = b′ = 0.
xi > x j and yi > y j O intervalo de tempo real é dado por[xi ,y j ] e, analogamente ao caso
anterior,ti deverá disparar em[xi ,y j ]. Assim, pode-se obter as seguintes equações intervala-
res [xi ,y j ] + [a,b] = [xi ,y j ] e [x j ,y j ]⊖ [xi ,yi] = [a′,b′] de onde pode-se concluir quea = a′ =
0 e b = b′ = 0.
Desta forma, o incremento dado pelo coeficiente de ajuste do tmpoacao intervalo de tempo
globalgk(t j) de uma sequência de disparos em paralelo evita o aumento de impr cisão no cálculo
dos tempos acumulados da rede. Isto se deve porque a técnicaTG fornece exatamente o tempo
real em que a sequência pode disparar, ou seja, seus limitesnferiores e superiores são os tempos
mı́nimo e máximo possı́veis para o disparo da sequência.
3.4 Consideraç̃oes do Caṕıtulo
Além das definições básicas referentes à técnica de tempo global (TG), foram apresentados
neste capı́tulo um algoritmo, um exemplo gerado por este algoritmo e uma discussão a respeito
deste exemplo. A partir desta discussão percebe-se a importância de um teorema a respeito da
precisão da técnica TG e seu coeficiente que chamamos de ajust de persistência. O teorema
mostra que a técnica de tempo global, devido a seu coeficiente de ajuste, é mais precisa que os
métodos clássicos que realizam o acúmulo da informação rel tiva para totalizar as sequências de
disparos através das classes do grafo.
O método clássico de análise para a construção de grafos de classes (BERTHOMIEU; ME-
NASCHE, 1982; BERTHOMIEU; DIAZ, 1991) objetiva apresentaro comportamento dinâmico
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de uma rede de Petri temporal.
Se por um lado o método clássico possui certa eficiência para a verificação de propriedades
e análises temporais referentes a uma determinada classe ecenário que representam, por outro
lado, não foram concebidos com a intenção de apresentar informações temporais referentes ao
domı́no global da rede, i.e., o encadeamento de eventos representados por sequências de disparos
da rede.
O uso do relógio global, i.e. do relógio que acumula o tempoa partir do instante inicial
da execução da rede, aparece em trabalhos que tratam o tempde forma contı́nua, como em
(YONEDA; SCHLINGLOFF, 1997) e (LILIUS, 1999), e em trabalhos que tratam o estado de
forma compacta, como em (XUet al., 2002), (WANG; DENG; XU, 2000) e (LIMA; LUDERS;
KUNZLE, 2005). Segundo (LIMA, 2007), a abordagem da técnica de tempo global se difere
destas nos seguintes pontos:
• A técnica TG associa o tempo absoluto, ou global, ao intervalo de disparo dinâmico de
cada transição habilitada.
• Para a diminuição da imprecisão, a verificação da disparabilidade de cada transição habili-
tada é aplicada diferentemente para as transições persistentes e para as recém-habilitadas.
• O domı́nio dos intervalos de disparos dinâmicos pode utilizar o tempo absoluto ou rela-
tivo. Em nossa implementação utilizamos o tempo relativopara verificar a condição de
disparabilidade das transições.
• Trata da múltipla habilitação das transições. Na construção do grafo de classes ajustamos
intervalos de transições habilitadas em conjunto.
Para a utilização da técnica de tempo global, propomos a utilização de redes de Petri tem-
porais lugar/transição k-limitadas com todos os arcos limitados a peso 1. Para as transições que
se mantém habilitadas devido a existência de mais de uma marca em um lugar, consideramo-las
persistentes.
O grafo de classes implementado é infinito para RdP-T cı́clicas. Isto porque o cálculo do
tempo global é infinito para uma rede cı́clica. Entretanto,é possı́vel estabelecer um dos seguintes
critérios como critério de parada para a construção do grafo:
• limite temporal de execução alcançado;
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• classe com mesma marcação já haver sido gerada anteriormnte, como em um grafo de
alcançabilidade clássico;
• sequência de disparos alcançado;
• ou, ainda, estruturais como número de nı́veis ou de classesdo grafo.
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4 Verificaç̃ao por Tempo Global
Estima-se que 40% a 60% do esforço de desenvolvimento de sistemas ebarcados são
empregados em atividades de verificação e validação. Sistemas embarcados possuem fortes
restrições de qualidade e confiabilidade. Seus projetos de desenvolvimento sofrem constante-
mente com a pressão do tempo-para-mercado e, portanto, a indústria busca a redução de prazos e
custos, bem como o aumento da qualidade e da confiabilidade noprocesso e no produto de soft-
ware. Entretanto, garantir alta qualidade enquanto mantém a produtividade é um grande desafio.
Percebe-se maior necessidade de técnicas formais e autom´aticas incorporadas à verificação, em
adição ao teste de software padrão, mesmo porque caracterı́sti as especı́ficas de software em-
barcado, como as análises de tempo real e de concorrência,requerem modelagens e simulações
especı́ficas (BAILEY, 2007) e (EBERT; JONES, 2009).
As atividades de verificação de software devem ser conduzidas complementarmente por ati-
vidades dinâmicas que exigem a execução do código e atividades estáticas que são baseadas na
inspeção fı́sica de artefatos do software que não são necessariamente o código. A verificação
dinâmica apenas pode ser realizada quando existir códigoe ela normalmente compreende as ati-
vidades de teste de software.
Este capı́tulo apresenta um método para a análise de restriçõ temporais baseada em mo-
delos de redes de Petri e tempo global. Inicialmente apresentamos uma contextualização deste
método em relação às técnicas de verificação estática de software embarcado que se utilizam de
redes de Petri. Então apresentamos o método e sua estrutura, que, resumidamente, é um conjunto
de processos que utilizam técnicas e ferramentas desenvolvidas na pesquisa descrita neste traba-
lho, ou mesmo adaptada de outros autores, com o objetivo de verificar as restrições temporais
do software sendo construı́do utilizando a técnica de tempo global. Ao final do capı́tulo tecemos
considerações a respeito deste método e sua aplicabilidade.
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4.1 Verificação Est́atica de Software Embarcado
Atividades de verificação estática são baseadas no uso de métricas, simulação, análise de
programas e de modelos e verificação formal (PRESSMAN, 2006). A verificação formal se ba-
seia na conferência da corretude de especificações formais, por exemplo verificação de modelos,
usando técnicas como SAT e OBDD, e inferência lógica, usando técnicas como provadores de
teoremas.
A verificação de modelos (Model Checking) é uma técnica automática para a verificação
da corretude de propriedades de sistemas reativos crı́ticos ou sistemas crı́ticos especificados por
suas propriedades temporais. Uma propriedade temporal é um conjunto de comportamentos
desejados no tempo. O sistema satisfaz a propriedade se cadaxecução do sistema pertence a
este conjunto. Esta técnica também pode produzir um contraexemplo, i.e., um comportamento
que viola os requisitos.
Para executar a verificação de modelos são necessários:uma linguagem de modelagem na
qual o sistema pode ser descrito, uma linguagem de especificação p ra a formulação de proprieda-
des e um algoritmo ou cálculo dedutivo para o processo de verificação. Normalmente o sistema
é modelado como um grafo de transição de estados (finitos)e a propriedades são formuladas
em uma lógica proposicional temporal adequada. Um procedimento eficiente de busca é então
usado para determinar se o grafo de transição satisfaz ou não as fórmulas temporais (CLARKE;
SCHLINGLOFF, 2001) e (CIMATTIet al., 2002).
O maior impedimento para a aplicação totalmente automatizada deModel Checkingfoi a
explosão de estados resultante. Entretanto, atualmente,com aproximadamente três décadas de
pesquisas na área, o número de estados que podem ser explicitamente representados por estrutu-
ras de dados como listas ou tabelash hé aproximadamente 106 representados por diagramas de
decisão binária (BDDs) (MCMILLAN, 1993) é mais do que 10100, o que é suficiente para repre-
sentar grandes sistemas industriais. Estes resultados fazem com que a explosão de estados não
seja atualmente um problema na verificação de modelos (CLARKE; SCHLINGLOFF, 2001).
RdP-T são usadas em diferentes aplicações na verificaç˜ao de modelos para escalonamento
e sı́ntese de sistemas embarcados. Cortes et al. (CORTES; ELES; PENG, 2000) definem um
método de modelagem e verificação de software embarcado usando PRES+, um tipo de RdP-T.
Depois da modelagem, os autores propõem a realização de um conjunto de análises sobre as
RdP como comportamentais, de alcançabilidade e temporais. P ra a análise temporal, os autores
propõem traduzir as redes PRES+ em autômatos hı́bridos e usar verificação simbólica de modelos
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(CLARKE; GRUNBERG; PELED, 1999) para provar a corretude do sistema.
Lime and Roux (LIME; ROUX, 2003) propõem a modelagem usandouma rede de Petri
temporal que possui uma dimensão de escalonamento, a SETPN. A proposta desses autores é
modelar sistemas de tempo real, especialmente sistemas embrcados, para a análise de escalona-
bilidade. Estes autores provêm um método usando uma representação poliédrica e DBM (DILL,
1990). Em (LIME; ROUX, 2009), Lime e Roux usam os padrões de projeto do trabalho (LIME;
ROUX, 2003) para modelar tarefas e implementar as polı́ticas de escalonamento Prioridade Fixa
eEarliest Deadline First.
Nos trabalhos de (CORTES; ELES; PENG, 2000) e (LIME; ROUX, 2009) as redes são tra-
duzidas em grafos de estados que são automâtos lineares h´ıb idos e propriedades temporais são
verificadas usando a ferramenta de verificação de modelos Hytech (HENZINGER; HO; WONG-
TOI, 1997).
A verificação de restrições temporais pode ainda ser realizad através da análise de programas
ou da análise de modelos. No primeiro tipo, o objeto de observação é o programa e são realizadas
atividades de análise, inspeção e revisão sobre o código. No segundo tipo, um modelo do software
é construı́do e analisado com o objetivo de verificar se os requisitos temporais do software foram
entendidos e se serão satisfeitos.
A análise por redes de Petri é um tipo de análise por modelos. Redes de Petri, por serem ao
mesmo tempo um modelo gráfico e matemático, permitem modelar caracterı́sticas do software
de maneira a torná-las passı́veis de serem avaliadas de umamaneira mais formal. A avaliação
da representação do software embarcado por redes de Petrisão feitas por análises estruturais,
comportamentais e temporais. Na análise temporal por RdP ´e possı́vel alcançar valores temporais
de execução do sistema.
A análise temporal quantitativa, ou o cálculo de valores numéricos sobre o comportamento
temporal do sistema, possui algumas vantagens. Entre elas está a possibilidade de se conhecer até
que ponto o sistema realmente está fora do limite desejado.Isto é útil no entendimento do porquê
uma restrição de sincronização quantitativa falha. Com a análise quantitativa, é possı́vel não ape-
nas avaliar as restrições temporais de um sistema, mas também entender seu comportamento e,
em muitos casos, identificar otimizações de projeto. Mesmo informações mais detalhadas podem
ser obtidas usando esta análise, que permite a observação de sequências de execuções especı́ficas
no modelo, ao invés da verificação do comportamento do total d sistema. Estes métodos podem
determinar o tempo mı́nimo e máximo entre a ocorrência de eventos e o número de ocorrências de
um evento em todos os caminhos entre dois outros eventos. A análise quantitativa temporal não
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procura por verificação de propriedades especı́ficas, ao invés disso, a análise provê informação
que permite ao desenvolvedor a análise de diversas propriedades (CLARKEet al., 2000).
Berthomieuet al. (BERTHOMIEU; MENASCHE, 1982), (BERTHOMIEU; MENASCHE,
1983), (BERTHOMIEU; VERNADAT, 2004) e (BERTHOMIEU; VERNADAT, 2006) apresen-
tam uma análise quantitativa temporal, usando RdP e análise de tempo relativo baseado em grafo
de classes. Esta é principal técnica de análise de RdP-T encontrada na literatura e é um método
enumerativo para gerar o espaço de estado alcançável sendo baseado no comportamento de uma
RdP-T.
Neste método, cada classe é um nó do grafo e agrupa o conjunt de estados com a mesma
marcação. Cada intervalo de tempo agrupa instantes de disparo para cada transição habilitada
na classe. Cada transição habilitada pode disparar uma vez na classe gerando outra classe em
um nı́vel posterior e este possı́vel disparo é um arco do grafo conectando estas duas classes.
Esta técnica também encontra o intervalo de tempo duranteo qual o sistema permanece em cada
classe, sendo portanto eficiente para verificar propriedades da rede e analisar restrições tempo-
rais relativas a uma determinada classe. No entanto, este m´etodo não apresenta informações
temporais globais do comportamento da rede, ou seja, informações temporais explı́citas referen-
tes ao encadeamento de eventos representados por sequências de disparos de transições desde a
marcação inicial da rede. Essa restrição impede a análise temporal de sistemas de tempo real que
impõem um limite de tempo na execução de tarefas que consistem de sequências de eventos, tais
como múltiplos fluxos de execução (threads) em software embarcado.
Para obter resultados mais precisos, Dill (DILL, 1990) descreve as estruturas de dados DBM
(Difference Bounds Matrix- Matrizes de Limites de Diferença) e propõe um método para a
verificação do grafo de estados de autômatos finitos temporais de sistemas concorrentes. Existem
aplicações destas estruturas em associação com redes dPetri e verificação de modelos (COR-
TES; ELES; PENG, 2000), (LIME; ROUX, 2003) e (LIME; ROUX, 2009).
O método de Berthomieuet al. (BERTHOMIEU; MENASCHE, 1982) pode ser classificado
como interativo e muitas vezes é baseado na simulação. Embora a simulação seja um método não
exaustivo (pois é impossı́vel prever todas as configuraç˜oes possı́veis) é possı́vel ao menos testar o
comportamento do sistema modelado para as configurações previ tas (CARDOSO; VALETTE,
1997). Em alguns momentos a simulação pode ser mais difı́cil e utilizar, entretanto pode ser
mais adaptável a mudanças que ocorram no sistema a ser produzid (CLARKEet al., 2000).
Nesta seção apresentamos o contexto em que está inseridoo método de análise por tempo
global: no da verificação estática por análise quantitativa baseada em modelos.
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4.2 O Método de Verificaç̃ao por Tempo Global
O objetivo deste método é suportar a análise temporal, usndo tempo global, do software
embarcado construı́do com um núcleo que executa uma polı́tica de escalonamento dinâmico de
prioridade fixa ou dinâmica. Sua aplicabilidade consideraa classe dos sistemas embarcados que
podem estar construı́dos em linguagens C ou C++. Os programas podem suportar múltiplos
fluxos de execução (outhreads) em uma arquitetura monoprocessada.
A essência deste método está em permitir a análise das propriedades estruturais e comporta-
mentais dos modelos em RdP, a análise temporal dos modelos usando tempo global, a análise de
escalonabilidade e, consequentemente, a verificação temporal. Além disso, as diversas possibi-
lidades de modelagem usando redes de Petri também estão obervadas neste método, bem como
o uso de padrões de projeto de redes de Petri (NAEDELE; JANNECK, 1998) para software em-
barcado, como proposto por (LIME; ROUX, 2003).
Uma visão geral das etapas propostas e suas interações para o método de verificação é apre-
sentada na figura 4. Este método toma como entradas a especificação das tarefas, suas restrições
temporais e sua arquitetura de comunicação e gera como sa´ıdas os resultados das análises estru-
tural, comportamental e temporal dos requisitos e ainda um modelo em RdP da interação entre
as tarefas.
Comoprimeira etapa, tem-se a modelagem em RdP do sistema embarcado. Para a mo-
delagem de sistemas por RdP são considerados dois elementos básicos: condições, modeladas
por lugares, e eventos, modelados por transições. Transições podem representar diretamente ati-
vidades, código de programa ou chamadas a funções ou métodos permitindo que detalhes de
especificação sejam granularmente maiores ou menores se ncessário.
A segunda etapaenvolve uma análise de algumas propriedades das RdP’s que representam
o software embarcado. Propõe-se a análise de bloqueio e alcanç bilidade para a verificação da
estrutura da RdP.
Após as análises de propriedades atemporais das RdP’s, naterceira etapa propõe-se a
associação de tempo às RdP’s para futuras análises temporais da RdP. O princı́pio básico desta
etapa está na associação dos tempos mı́nimo e máximo querepresentam o melhor caso e o pior
caso de execução de um conjunto de atividades, se as RdP’s repre entam partições de um projeto
de software, e o melhor e pior caso de execução de um trecho dc´ digo, se as RdP’s representam
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A quarta etapacompreende a análise temporal das RdP’s geradas a partir das etapas anteri-
ores. Nesta etapa se realizará a análise de cenários e roteiros com classes equivalentes para redes
seguras, especialmente usando o método de análise de tempo global de Lima (LIMA, 2007). As
RdP’s analisadas nesta etapa representam módulos do sistema, funções ou métodos do código.
Para realizar uma análise temporal sobre uma RdP que represente o sistema inteiramente é ne-
cessária uma integração destas redes.
Na quinta etapa se propõe esta integração. Nasexta etapapropõe-se uma nova análise
temporal baseada na análise de tempo global de Lima (LIMA, 2007) sobre a única RdP que
representa todo o sistema.
Cada uma dessas etapas é descrita em mais detalhes a seguir.
Etapa 1: Modelagem das RdP’s
O modelo em RdP-T é naturalmente capaz de modelar diversas car cterı́sticas do projeto do
software embarcado monoprocessado, de tarefas que são:
• dependentes ou independentes;
• periódicas ou esporádicas;
• com prioridade fixa ou dinâmica;
• preemptivas ou não-preemptivas;
• com ou sem relações de concorrência, precedência, exclusão mútua e sincronizações.
Para uma redução do escopo de aplicação da técnica de tempo global, as redes de Petri
geradas nesta etapa devem ser seguras, ou 1-limitadas.
Uma observação importante é que nosso método propõe a modelagem de redes de Petri
que representam módulos do sistema de maneira separada, para que, nas etapas posteriores,
as análises sejam realizadas sobre redes menores e depois integradas. Após a integração, ou
hierarquização, as análises são retomadas considerando-se a integração dos módulos.
Para a modelagem de sistemas por RdP são considerados dois elementos básicos: condições,
modeladas por lugares, e eventos, modelados por transições. Transições podem representar di-
retamente macroatividades, chamadas a funções ou métodos, u mesmo trechos de código de
programa, permitindo que detalhes de especificação sejamgr nularmente maiores ou menores
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se necessário. Considerando tal visão, nesta etapa, informaç˜ es de controle são modeladas por
lugares e expressões de comandos, e processos ou macroatividades são modelados por transições,
indo de acordo com os trabalhos (CORTES, 2001) e (DAHRet al., 1994).
As especificações dadas como entrada para esta etapa podemestar descritas em modelos de
projeto, em código fonte em alguma linguagem de programaç˜ o, como C ou C++, ou ainda não
estarem modeladas inicialmente. A seguir são apresentadas linh s gerais sobre a modelagem em
RdP-T a partir destas especificações.
Modelagem Baseada em Especificações do Projeto Barretoet al. em (BARRETO; MA-
CIEL; CAVALCANTE, 2003) e (BARRETO, 2005) apresentam uma metodologia para traduzir
a especificação em uma RdP-T. Esta metodologia usa blocos de construção com o propósito de
facilitar a composição das redes. Os blocos principais sugeridos por estes autores são: chegada
de tarefas, com o cuidado de considerar que no inı́cio todas as tarefas chegam em seusin tantes
crı́ticos, verificação dedeadlinee o bloco de estrutura da tarefa. A RdP-T gerada possui as pro-
priedades necessárias para a utilização em nosso método. Mais detalhes podem ser encontrados
nos trabalhos citados.
Em (LIME; ROUX, 2003), os autores apresentam um conjunto de RdP-T seguras que mode-
lam alguns exemplos de serviços de núcleos (xecutives) em tempo real definidos em (OSEK/VDX,
2001). Foram modelados nestas redes, esquemas básicos de ativação para tarefas para protoco-
los de acesso a recursos complexos. Em (LIME; ROUX, 2009) os autores sugerem que essas
redes podem ser usadas como padrões de projeto, mesmo que, obviamente, as possibilidades de
modelagem não devam estar restritas às apresentadas no trabalho de (LIME; ROUX, 2003). No
capı́tulo 5 usaremos as definições dessas redes e alguns exemplos para apresentar a aplicabilidade
desta etapa de modelagem.
Modelagem Baseada em Modelos de Projeto Pesquisas em engenharia de software têm sido
feitas com o objetivo de derivar redes de Petri a partir de modelos já existentes. Isto ocorre de-
vido à grande utilidade em ter essas redes no desenvolvimento baseado em modelos (ou MDD,
em inglêsModel-Driven Development) (SELIC, 2003) ou mesmo na engenharia reversa (PRES-
SMAN, 2006).
O trabalho (SOARES; VRANCKEN, 2008) propõe a criação de RP-T com arcos inibido-
res a partir de diagrama de sequência da UML 2.0 (STEVENS; WHITTLE; BOOCH, 2003),
inclusive com os novos operadores desse diagrama. Outros trabalhos também propõem a criação
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de redes de Petri a partir de diagramas de sequência, mas para redes coloridas ou orientadas a
objetos, que não são utilizadas atualmente por nosso método.
No diagrama de atividades da UML, as atividades são baseadana semântica de redes de
Petri. Isto permite traduzir intuitivamente diagramas de atividades em notações de redes de Petri
(TRICKOVIE, 2000), (GEHRKE; GOLTZ; WEHRHEIM, 1998) e (STAINES, 2008). Trabalhos
propõem a tradução desses diagramas também para redes coloridas (STAINES, 2008) e (FA-
ROOQ; LAM; LI, 2007), estocásticas (LóPEZ-GRAO; MERSEGUER; CAMPOS, 2004), obje-
tos (SALDHANA; SHATZ, 2000), entre outras. O trabalho (DELATOUR; PALUDETTO, 1998)
propõe a utilização deste diagrama adaptado para objetos da RdP sendo possı́vel então construir
uma RdP-T segura a partir de diagramas de atividades da UML.
Outros modelos podem ser usados como base para a tradução para redes de Petri. Cortadella
et. al., em (CORTADELLAet al., 1998), propõem um método para derivar redes de Petri a partir
de qualquer modelo de especificação que possa ser mapeado em uma representação baseada em
estados com arcos rotulados com sı́mbolos de um alfabeto de eventos, ou sistema de transição.
Modelagem Baseada no Ćodigo Fonte Para a tradução do código C em redes de Petri no
contexto deste método, as atenções são dadas especialmente aos aspectos de fluxo de controle do
software embarcado. Propriedades de computação, sincron zação, comunicação e concorrência
do sistema podem ser representadas por redes de Petri de uma maneira mais natural. Nesta
etapa, o objetivo é gerar uma rede de Petri segura, ou mesmo FCPN (Free-Choice Petri Nets) ou
CCPN(Complex-Choice Petri Nets) (SGROIet al., 1999), que reflita o aspecto concorrente de
um software embarcado, a partir de um determinado programa.A odelagem de redes de Petri a
partir do código é baseada no controle de fluxo dos programas. A modelagem de fluxo de dados
considera apenas as variáveis que impactam no fluxo de controle do programa. As variáveis que
não afetam este fluxo não são modeladas no método proposto neste trabalho.
No contexto deste trabalho, foi estudada e proposta uma tradução de código nas linguagens C
e C++ para redes de Petri seguras. Isto porque esta é uma lingu gem de programação de propósito
geral que oferece economia sintática, controle de fluxo, estruturas simples e um bom conjunto
de operadores.́E uma linguagem de alto nı́vel apropriada para software embarcado tanto quanto
por ser simples e ao mesmo tempo potente, como por ter um campode aplicação ilimitado e com
aprendizado rápido. Ainda, é uma linguagem estruturada ealtamente portável, já que apresenta
grande quantidade de bibliotecas e sistemas operacionais desenvolvidas para e sobre ela.
Tradução de Linha de Ćodigo
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A seguir apresenta-se um conjunto de restrições associadas ao método proposto de tradução
do código para redes de Petri.
1. Definições de variáveis e cabeçalhos de métodos e classes não são modelados na RdP, não
gerando uma transição ou lugar que os represente;
2. o uso de classes na definição de objetos a serem utilizados pelaThread(no momento de
definição de variáveis, por exemplo emthreadTime) provocará a criação de uma RdP para
cada método desta classe/objeto;
3. uma transição da RdP representa uma linha de comando;
4. lugares da RdP representarão o fluxo controle existente entr uma linha de comando e
outra; e
5. trechos de código indisponı́veis para análise devem ser representados como uma transição
e devem ter todo o seu tempo tomado e associado a esta transição.
Mais detalhes da identificação de elementos do código em Cou ++ e associação a lugares
ou transições para gerar uma RdP-T segura são apresentados o apêndice A.
Etapa 2: Análise Estrutural e Comportamental das RdP’s
Nesta etapa propõe-se efetuar a análise não temporal dasRdP’ geradas na etapa anterior.
Esta análise permite ao desenvolvedor verificar se a estrutura e comportamento, não temporal,
dos modelos estão de acordo com as especificações.
Diversos tipos de análises de propriedades estruturais e comportamentais podem ser realiza-
das nesta etapa, como: alcançabilidade, limitação e segurança, vivacidade, reversibilidade, co-
bertura, persistência, limitação estrutural, conservação, repetitividade e consistência (MURATA,
1989).
As propriedades estruturais se baseiam na estrutura da redee são facilmente implementáveis.
As propriedades comportamentais baseiam-se na enumeraç˜ao do espaço de estados, o que as
inviabiliza na maior parte dos modelos de sistemas mundo real.
Dentre as propriedades comportamentais, sobretudo no casode sistemas embarcados, adqui-
rem importância a de alcançabilidade e as análises de bloquei .
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A análise de alcançabilidade verifica se um estado esperado do software é alcançável a partir
de outro. Devem-se realizar verificações a este respeito porque, caso seja percebido que o soft-
ware sendo analisado não possui o comportamento desejado,deve-se proceder a correções no seu
desenvolvimento.
No caso da verificação da existência de bloqueios, em um sistemamultithread, por exemplo,
é necessário que os fluxos de execução liberem a CPU e nãocausem bloqueio no sistema. Para
análise de bloqueios, é necessária a criação de um grafo de alcançabilidade. Entretanto, a criação
deste grafo é exponencial, i.e. à medida que o tamanho da RdP aumenta, aumenta exponencial-
mente o tamanho do espaço de estados deste grafo de alcançabilidade. A comunidade acadêmica
da área de RdP vem resolvendo este problema através da técnica de desdobramento (unfolding)
(MCMILLAN, 1995) (ESPARZA; ROMER; VOGLER, 1996) (ESPARZA;HELJANKO, 2008).
O trabalho (CORBETT, 1996) avalia alguns métodos para análise de bloqueio e o trabalho (MEL-
ZER; ROMER, 1997) propõe análise de bloqueio utilizando desdobramento.
Etapa 3: Associaç̃ao do Tempoàs RdP’s
No caso de modelagem baseada em modelos de projeto, o tempo que será associado às
transições das RdP’s correspondem às restrições temporais constantes nos requisitos do projeto.
Estas restrições temporais podem estar presentes no diagram de sequências, de atividades ou
mesmo nas descrições de casos de uso da UML (BARRETO, 2005).
No caso de uma modelagem baseada em código, é possı́vel realizar o levantamento de tempos
mı́nimo e máximo para cada trecho de código associado a umatransição. Estes tempos serão
referentes ao melhor e pior caso de execução respectivamente. Esse levantamento de tempo
será baseado em restrições, estimativas e medições dot mp de execução de trechos de código.
Algumas observações são necessárias quanto a esta tomada de tempo:
• a instrumentação do código para medição de tempo seráindividual para cada expressão
de comando; haverá a inclusão de um comando de medição imediatamente anterior à ex-
pressão e outro imediatamente posterior à mesma express˜ao;
• para RdP’s hierárquicas que representem trechos de código binário que não tenham dispo-
nibilidade de código-fonte, o tempo de execução de todo este código indisponı́vel corres-
ponderá a uma transição especı́fica na RdP de alto nı́vel,com a inclusão de um comando de
medição imediatamente anterior à expressão representando a chamada de método/função e
outro imediatamente posterior à mesma expressão;
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• mesmo com a definição da localização do ponto de medição, algumas questões de ins-
trumentação ainda devem ser consideradas, como o impactod intrusão da sondagem ou
observação, o efeito-sonda e outras considerações presentes do trabalho de doutoramento
de Cadamuro (CADAMURO, 2007).
Etapa 4: Análise Temporal das RdP’s
Nesta etapa é realizada a aplicação da técnica de análise de tempo global de Lima (LIMA,
2007), apresentada no capı́tulo 3. Após a modelagem da RdP segura, temporal ou não, reali-
zamos sua análise comportamental e estrutural por ferrament s já existentes e, se necessário,
uma possı́vel associação de tempo às transições. Agora é momento de realizarmos sua análise
temporal.
A partir de modelos de RdP-T que representem módulos do sistema, geramos um grafo de
classes de alcançabilidade com tempos globais e relativos, de acordo com o método apresentado
no capı́tulo 3. A partir desse grafo é construı́do um conjunto de sequências de disparos, de acordo
com a escolha do desenvolvedor: alguma polı́tica de escaloname to, prioridade fixa ou primeiro
deadline, ou todas as sequências possı́veis possibilitando estudos do pior (wcet) e melhor caso.
A definição da construção dessas sequências de disparos s˜ o detalhadas no capı́tulo 5.
A aplicação dessa técnica permite que se encontre uma resposta concreta sobre o valor tem-
poral da duração de um cenário, permitindo estudar o tempo no melhor e pior caso e permitindo
a análise de cenários e roteiros com classes equivalentespara redes seguras.
Utilizamos uma ferramenta que foi implementada para este trabalho e gera o grafo de clas-
ses, um conjunto de informações temporais a respeito dos estados do sistema e um conjunto de
sequências de disparos de transições, que também serádetalhada no capı́tulo 5.
Etapa 5: Construção da RdP Integrada/Hierárquica
A verificação completa do sistema impõe que as RdP’s que repr s ntam módulos especı́ficos
sejam integradas em uma única rede que represente o software como um todo.
Existem duas maneiras de realizar tal tarefa: uma delas é integrando as redes por uma
operação de adição, como no trabalho de Barreto (BARRETO, 2005), onde lugares que represen-
tam pontos de interface são substituı́dos pelas redes que realizam atividades para esta interface.
Outra maneira consiste em criar uma rede hierárquica que corr sponde a um nı́vel de abstração
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superior, como no trabalho de Corteset al. (CORTES; ELES; PENG, 2001).
Na construção da RdP hierárquica, transições representam RdP relativas a atividades es-
pecı́ficas e lugares representam as interfaces entre tais rede . É possı́vel usar os diagramas de
sequência e colaboração como base para a identificaçãoda interação entre as classes e, conse-
quentemente, entre as RdP’s (GEHRKE; GOLTZ; WEHRHEIM, 1998). As restrições temporais
da rede hierárquica são calculadas por operações de álgebr intervalar a partir dos intervalos
temporais obtidos das redes de mais baixo nı́vel.
Etapa 6: Análises Finais da RdP Integrada/Hieŕarquica
Após a integração ou hierarquização das RdP’s, gera-se uma única rede que representa todo
o sistema e sobre a qual devem ser reconduzidas as análises realizadas na Etapa 2. Isto porque
não existe a garantia de que esta nova rede mantenha as propriedades diagnosticadas na etapa
anterior. Portanto, como primeiro passo nesta etapa tem-sea recondução das análises realizadas
na Etapa 2, agora sobre a RdP integrada/hierárquica.
No caso de uma rede integrada, i.e. uma RdP que é a união das redes menores que represen-
tam macroatividades, funções ou métodos, esta rede é grande e complexa mesmo para um sistema
de tamanho médio. Este grande tamanho da RdP pode inviabilizar as análises baseadas em grafo
de alcançabilidade que foram menos trabalhosas na Etapa 2,devido aos tamanhos menores das
redes. Neste caso, durante a etapa anterior de modelagem (Etapa 1) deve-se modelar o sistema
observando questões de granularidade, como as apresentadas o Apêndice B, para a dimuição do
tamanho das RdP’s e, consequentemente, do espaço de estados do grafo de alcançabilidade.
Empregando-se uma RdP hierárquica, minimiza-se a complexidade de análise pois seu ta-
manho é menor se comparado ao de uma rede integrada. Para este c so, os estudos de ausência
de bloqueio devem ser reconduzidos sobre um novo grafo de alcançabilidade, bem como os de
análise temporal utilizando a técnica de tempo global de Lima (LIMA, 2007).
4.3 Consideraç̃oes do Caṕıtulo
RdP têm sido usadas na construção de software embarcado como modelos que são evoluı́dos
até as próximas fases de desenvolvimento. Modelos de RdP po em ser constantemente melhora-
dos desde a fase inicial de levantamento de requisitos, podend auxiliar na identificação, entendi-
mento, validação e verificação de requisitos e da soluçã do software, chegando até a sı́ntese, ou
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geração automática de código. Neste trabalho nos mantivemos no escopo da verificação temporal
do software embarcado.
Modelos de padrões de projeto auxiliam no aumento da produtivi ade e qualidade por permi-
tirem o reuso de soluções em diferentes projetos que possuam as mesmas estruturas de problema.
Redes de Petri que modelam estruturas complexas software desoftware embarcado foram propos-
tas por (LIME; ROUX, 2003) como padrões de projeto.É possı́vel utilizá-las em nosso trabalho
por possuı́rem as mesmas propriedades das redes sobre as quais a técnica de tempo global são
aplicadas.
No desenvolvimento baseado em modelos, RdP podem ser originadas de outros modelos e
evoluı́das para a fases seguintes do desenvolvimento do software. O esforço dos pesquisadores
na área de tradução de modelos tem sido transformar a linguagem UML em métodos formais,
incluindo RdP. Nosso método pode se beneficiar de mais técnicas que sejam desenvolvidas para
essa tradução.
Na engenharia reversa, a tradução do código fonte para redes de Petri, por exemplo as FCPN
(Free-Choice Petri Nets) e CCPN (Complex-Choice Petri Nets) (SGROIet al., 1999), permitem
que o código seja modelado e validado temporalmente, caso exi tam mecanismos de obtenção
dos intervalos temporais que devem ser associados às transições que representam a execução de
comandos ou conjuntos de comandos.
Entretanto, a análise de tempo global também sofre do problema de explosão de estados.
Mas, como na aplicação da análise de bloqueios, citada naEtapa 2, também é possı́vel diminuir
este problema aplicando a técnica de desdobramento sobre ografo de alcançabilidade gerado
pela técnica de tempo global. Entretanto é possı́vel que uma das vantagens do tempo global, que
é sua precisão, seja em parte perdida. Estudos especı́ficos sobre este tema devem ser conduzidos
para permitir qualquer conclusão a respeito.
No caso do software ser grande o suficiente para que seja subdividido em módulos de im-
plementação, como métodos, funções e procedimentos,as análises comportamentais, estruturais
e de tempo global são realizadas primeiramente sobre estesmódulos. O objetivo de aplicar a
análise de tempo global individualmente nos módulos é diminuir a complexidade e tamanho da
rede de Petri, e consequentemente do grafo de classes. Destamaneira, é possı́vel encontrar o
tempo em que o sistema permanece no estado referente à execução de cada módulo.
Outra técnica que propomos para diminuir o tamanho do grafode classes de tempo global é
a escolha da granularidade de modelagem dos comandos, tarefas ou subsistemas em transições.
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À medida que subimos o nı́vel de abstração, ou granularidade, diminuı́mos a complexidade das
redes e o tamanho dos grafos de classes, entretanto perdemosem capacidade de representação e
consequentemente de análise.
Como nos testes comportamentais e estruturais, que são complementares, consideramos que
o uso deste método quantitativo seja complementar ao uso deverificações de modelos. O método
proposto não é robusto o suficiente para garantir todos os cenários de comportamento do soft-
ware, como a verificação de modelos bem feita o é, enquantoa verificação de modelos ainda
possui problemas em retornar valores de execução e na falta de agilidade e usabilidade para o
desenvolvedor, mesmo aqueles acostumados com redes de Petri.
O principal objetivo deste método é aplicar a análise de tempo global desenvolvida por Lima
(LIMA, 2007) na verificação de software embarcado. O método geral proposto neste capı́tulo
parte da modelagem de RdP’s a partir de código-fonte ou modelos especificação, passando
por análises comportamentais e estruturais, chegando at´e a geração da RdP que represente todo
o sistema, seja por hierarquização ou integração das redes já analisadas. Propõe-se, finalmente,
utilizar novamente técnicas de análise, agora sobre a rede que representa o sistema, de maneira
a finalizar a aplicação da análise de tempo global e verifica as restrições temporais do software
embarcado.
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5 Aplicaç̃ao do Método de Verificaç̃ao
por Tempo Global
Este capı́tulo apresenta um modelo de aplicação da técnica de tempo global (MTG) no con-
texto do método de verificação de software embarcado usando tempo global. Considerando o
método proposto no capı́tulo 4, na seção 4.2, este modelose insere na etapa 1, de modelagem, e
nas etapas 4 e 6, de análise temporal.
A partir do grafo de classes gerado pela técnica TG, é poss´ıvel extrair informações para a
análise de restrições temporais do sistema modelado pelas RdP-T. Nossa aplicação da técnica TG
é baseada no mapeamento entre tarefas e elementos da RdP do trabalho de Lime e Roux de 2009
(LIME; ROUX, 2009) e nos padrões de projeto do trabalho de Lime e Roux de 2003 (LIME;
ROUX, 2003). Esta atividade está inserida na etapa 1 do métdo proposto no capı́tulo 4. Após
a modelagem das RdP-T seguindo a seção 5.1 e a geração do grafo de classes de acordo com a
técnica TG, propomos a geração de caminhos que se referemàs sequências de disparo, de acordo
com a definição 12. Estes caminhos devem ser gerados de acordo com algum critério. Propomos
que estes critérios satisfaçam as polı́ticas de escaloname toEarliest Deadline First(EDF) e
Prioridade Fixa (PF). A geração do grafo de classes equivalentes e a geração das sequências,
ou caminhos, de disparo podem ser contextualizadas nas etapas 4 e 6, de análise temporal.
A seção a seguir apresenta definições do mapeamento de tarefas em RdP. Na seção 5.1 são
introduzidos alguns exemplos dos padrões de projeto do trabalho (LIME; ROUX, 2003). Na
seção 5.2 definimos como as polı́ticas de escalonamento s˜ao aplicadas como critérios de geração
sequências de disparos. Os padrões de projeto apresentados como exemplos são utilizados em
experimentos de aplicação do método que, por sua vez, são explicados na seção 5.3.
Assumimos que o projeto do software já foi realizado, ou seja, o problema inicial da alocação
de processos funcionais a recursos da arquitetura foi resolvido. O objetivo deste método de
aplicação é definir e resolver o problema de escalonamento para uma porção da especificação
funcional alocada para um único processador.
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5.1 Mapeamento de Tarefas em RdP-T
Seja, de acordo com (LIME; ROUX, 2009):
• τ ∈ Tasks, sendoTaskso conjunto de tarefas do sistema, onde não existe migração de
tarefas entre processadores.
• Sched:Procs7→ {PF,EDF} a função que mapeia um processador para uma polı́tica de es-
calonamento, sendo PF “prioridade fixa” e EDF “Earliest Deadline First” ;
• Π: Tasks7→ Procsa função de que mapeia uma tarefa para seu processador;
• ϖ: Tasks7→N, paraSched(Π(τ )) = PF, a função que dá a prioridade da tarefa no proces-
sador;
• δ: Tasks7→ (Q+× (Q+∪{∞})), paraSched(Π(τ )) = EDF, a função que dá o intervalo
limite (deadline) da tarefa em relação a seu tempo de ativação.
Para mapear cada lugar da RdP-T para uma tarefa, usamos:
• γ : P 7→ Tasks∪{φ} a função que associa cada lugarp∈ P, P∈ RdPTa uma tarefa, onde
φ denota que o lugar não é mapeado para qualquer tarefa real.
Como em (LIME; ROUX, 2009), assumimos que, para cada transic¸˜ o, existe no máximo um
lugar p, p ∈ Pre(t) e γ(p) 6= φ, i.e., cada lugar que alcança uma transiçãot ∈ T, T ∈ RdPT é
associado a uma tarefa distinta. Se∀p ∈ Pre(t), γ(p) = φ, entãot não é associado a qualquer
tarefa real e dizemos que eleé parte deφ, denotado porγ(t) = φ.
Assim, para cada transiçãot, dizemos quet é parte datarefaτ e denotamost ∈ τ se um
de seus lugares de entrada é mapeado paraτ : t ∈ τ ⇔ ∃p ∈ Pre(t), tal queγ(p) = τ . Então,
denotamos queγ(t) é a tarefa tal quet ∈ τ .
Cada tarefaτ é modelada por uma subrede da RdP-T composta de lugaresp mapeados para
τ porγ e de transiçõest (com seu tempo estáticoe(t)) que são partes deτ .
Ainda como em (LIME; ROUX, 2009), assumimos que no máximo uma instância de cada
tarefa é ativa em um dado instante, o que é expresso pela restrição: no máximo um lugar mapeado
paraτ por γ é marcado em um dado instante. SejaB(τ ) o conjunto de transições queiniciam a
tarefaτ e similarmente, sejaE(τ ) o conjunto de transições que encerramτ . Estes dois conjuntos
são definidos pelo usuário como parte da fase de modelagem.


































Figura 6: RdP-T de esquemas básicos de ativação: (a) periódica, (b) periódica atrasada e (c)
cı́clica (LIME;ROUX,2003).
Depois que a RdP-T é modelada, propomos a geração do grafode classes de estados de
acordo com a técnica de TG.




































Figura 7: RdP-T de sincronização: (a) mostra um modelo para eventos memorizados e (b) para



















Figura 8: Protocolo de teto de prioridade com dois grupos de tarefas (LIME;ROUX,2003).
Padrões de Projeto
Padrão de projeto pode ser entendido como a descrição de um problema ou de um tipo de
problema recorrente e uma solução geral para este problema (NAEDELE; JANNECK, 1998).
Nas figuras 5, 6 e 7 apresentamos exemplos de padrões de projeto retirados do trabalho
de (LIME; ROUX, 2003) para exemplificar como são modeladas as redes de Petri a partir das
definições do mapeamento entre tarefas e RdP-T da seção 5.1. Estas figuras apresentam alguns
modelos de serviços de sincronização, e são apresentadas como estruturas gerais de RdP-T que
representam tarefas de software embarcado. Entretanto, aspossibilidades de modelagem não
devem ser restritas às apresentadas nesta seção e nem mesmo ao trabalho de (LIME; ROUX,


















































Figura 10: RdP-T de duas tarefas sobre um processador (LIME;ROUX,2003).
2003).
5.2 Análise de Escalonabilidade sobre a RdP-T
Considerando que as tarefas que compõem o sistema estão modeladas (etapa 1) em redes
de Petri temporais e que estas representam uma solução de pr jeto para o software, propomos
verificara priori se um dado conjunto de tarefas cumpre ou não seus requisitostemporais (etapas
4 e 6).
Para isso, a análise de escalonabilidade propõe-se a responder à seguinte pergunta: ”Cada
tarefa satisfaz o seudeadline?”. A técnica de tempo global apresentada no capı́tulo 3 deve então
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ser aplicada sobre a RdP-T modelada de acordo com a seção 5.1 para a geração do grafo de classes
de tempo global. Após a geração deste grafo, uma sequência de disparo é gerada de acordo com
uma das polı́ticas de escalonamento propostas a seguir, para a observação dos tempos de modo a
responder à pergunta do inı́cio deste parágrafo.
Algumas análises especı́ficas são possı́veis de serem realizadas sobre os dados gerados pela
técnica de tempo global e associados às sequências de disparos. A seguir exemplificamos algu-
mas.
Análise dedeadlinee Análise de janela. Os requisitos temporais das tarefas podem ser de
deadline, de sincronismo e de distância. Interessam-nos as duas primeiras: a análise dedeadline
é realizada tomando-se como base o valor dodeadline, ou seja, da limitação ao tempo máximo
para o término da tarefa, enquanto a análise dejan la, é realizada tomando-se como base a
delimitação máxima e mı́nima, ou seja um intervalo, do insta te de término.
Análise de Hiperpeŕıodo (hyper period) ou de Ciclo Maior (major cycle). “(...) Quando tare-
fas periódicas são executadas indefinidamente, a observação do comportamento teria também que
ser permanente. Entretanto, como o comportamento do conjunt de tarefas é periódico, é sufici-
ente analisar somente um perı́odo, ou pseudoperı́odo, (...) chamado perı́odo de escalonamento,
tamanho do escalonamento ou hiperperı́odo (...)”. O hiperperı́odo é delimitado por instantes
crı́ticos. “ O perı́odo de escalonamento de um conjunto de tarefas inicia-se na data de ativação
mais cedo, i.e., na datai = Min{r i,0}, sendor i,0, a data de primeira ativação da tarefai, sendo
i pertencente ao conjunto de tarefas periódicas, consideran o todas as tarefas desse conjunto”
(COTTETet al., 2002). O perı́odo conclui-se emt f = Max{r i,0,(r j ,0+D j)}+2·MMC(Ti). Esta
é uma função, principalmente, do mı́nimo múltiplo comum (MMC) dos perı́odos (Ti), sendor i,0
e r j ,0, as datas das primeiras ativações das tarefasi e j que variam no conjunto de ı́ndices de
tarefas periódicas e aperiódicas, respectivamente, e sendo D j o deadlineda tarefa aperiódicaj
(COTTETet al., 2002).
Análise de pior caso (wcet). Os sistemas de tempo real somente podem garantir que os
deadlinessão satisfeitos se os tempos de execução do pior caso (worst case execution time -
wcet) de todas as tarefas da aplicação são conhecidosa priori. O wcetde uma tarefa é um limite
superior para o intervalo de ativação da tarefa e seu término. Deve ser válido para todos os
cenários de execução da tarefa (HATLEY; PIRBHAI, 1987).
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Mapeamento de Poĺıticas de Escalonamento
Após a modelagem das RdP-T a partir do proposto na seção 5.1, ou seja, utilizando ospadrões
de projeto e a geração do grafo de classes de acordo com a técnica TG, propomos a geração de
caminhos que se referem às sequências de disparo, de acordo com a definição 12. Estes caminhos
devem ser gerados de acordo com algum critério pré-definido. Nas seções a seguir estabelecemos
os critérios para as polı́ticas de escalonamentoEarliest Deadline Firste Fixed Priority. Para
o caso de uma polı́tica de escalonamento Executiva Cı́clica(CE), paraSched:Procs7→ {CE},
onde CE é Executiva Cı́clica, o modelo RdP-T representa somente uma tarefa que é tipicamente
realizada como um laço infinito na função principalmain(), como na figura 6. Devido ao fato de
CE não possuir um critério especı́fico a ser satisfeito na enum ração dos caminhos, esta polı́tica
é alcançada somente pela modelagem da RdP-T e não é necessário formalizar esta funçãoSched.
Fixed Priority
(Sched(Π(γ(t))) = PF)
A funçãoϖ: Tasks7→N guia a enumeração da sequência de disparo composta pelastransições
disparáveist f . Ou seja, as prioridades de execução das tarefas são associadas às transiçõesti da
RdP-T e, para a funçãoϖ, t f = ti para ati com a maior prioridade. No caso das transições com a
mesma prioridade em uma mesma classe, um dos seguintes crit´erios de desempate podem guiar
a enumeração: uma escolha FIFO (primeiro-a-entrar-primei o-a-sair); uma escolha “Earliest De-
adline First” como apresentaremos na próxima seção; ou uma escolha aleatória.
Ao final desta enumeração temos uma sequência completa dedisparos, gerada de acordo
com a polı́tica de escalonamento PF, e um intervalo que corresponde a seu tempo global, i.e. um
intervalo referente ao acúmulo do tempo desde o inı́cio at´e o final da execução da sequência de
disparos, de acordo com a técnica TG e apresentado em 3.3.3.
Earliest Deadline First
(Sched(Π(γ(t))) = EDF)
A funçãoδ: Tasks7→ (Q+×(Q+∪{∞})) guia a enumeração sobre o grafo de classes usando
a polı́tica de escalonamentoEarliest Deadline First. Esta polı́tica permite escolher a transição
ti que possui o intervalo com menor o limite superior (deadlinemáximo) dado porδ(τ ) como a
seguir:
Seja uma transiçãoti comrk(ti) = [a,b] calculado na classeck, ck[t f > ck+1, e oδ(τ ) de uma































































Figura 13: Grafo de classes TG de 5 nı́veis, da RdP-T da figura 6(b).
C0_0, 1, G=(0,0)
T1)R=(1,2),ac=(0,0),G=(1,2) T1)R=(1,2),ac=(0,0),G=(2,4)
C1_1, 1, G=(1,2) C2_2, 1, G=(2,4)
T1)R=(1,2),ac=(0,0),G=(3,6) T1)R=(1,2),ac=(0,0),G=(4,8)
C3_3, 1, G=(3,6)
C4_4, 1, G=(4,8)T1 T1 T1 T1










































Figura 15: Grafo de classes TG de 5 nı́veis, da RdP-T da figura 7(b).
transiçãoti definido como:δ(τ ) = b, t f = ti parati o menorb.
Como na polı́tica de escalonamento PF, ao final da enumeraç˜ao temos a sequência de disparos
e seu tempo global correspondente, como apresentado em 3.3.3.
5.3 Exemplos de Ańalise de Escalonabilidade
Apresentamos a seguir alguns exemplos de aplicação da técnica usando alguns dos exemplos
de RdP-T apresentadas na seção 5.1.
5.3 Exemplos de Análise de Escalonabilidade 76
Considerando a RdP-T da figura 5, a tarefaτ1 possui prioridadeϖ = 1 e um ponto de
preempção. A preempção controlada por um núcleo operacion l não é modelada, apenas a pos-
sibilidade de preempção entre as tarefas. A tarefaτ2 t mbém possui um ponto de preempção,
mas a prioridadeϖ = 2. Então,ϖ(t1) = 1, ϖ(t2) = 1, ϖ(t3) = 2 e ϖ(t4) = 2. O grafo de
classe de acordo com a técnica TG é apresentado na figura 11.ParaSched(Π(τ )) = PF, a
sequência de disparo é:t3, t1, t4, t2. É interessante notar quet1 somente é disparável na classe
C2 5, mesmot4 sendo habilitado et3 estando na mesma tarefa quet4; t4 executa depois det1
porquet4 possui mais alta prioridade. O tempo global desta sequência é g4 13 = [4,5]. Para
Sched(Π(τ )) = EDF, a sequência de disparo é:t1, t2, t3, t4, com tempo globalg4 10 = [6,9], ou
t1, t3, t2, t4, comg4 11 = [5,9].
Para a RdP-T da figura 6(a) que representa uma única tarefaτ1 com prioridadeϖ = 3 sendo
ϖ(T0) = 3 eϖ(T1) = 3. Seu grafo TG é apresentado na figura 12. Existe apenas uma sequência
de disparo possı́vel, tanto paraSched(Π(τ )) = PF quanto paraSched(Π(τ )) = EDF, pois nas
classesC11 eC33 quandoT0 eT1 estão habilitadas, apenasT1 é disparável.
As mesmas considerações do exemplo anterior podem ser feitas para a RdP-T da figura 6(b)
que também representa uma única tarefaτ1 com prioridadeϖ = 3 sendoϖ(T0) = 3, ϖ(T1) = 3
eϖ(T1) = 3. Seu grafo TG é apresentado na figura 13 e existe apenas uma sequência de disparo
possı́vel, tanto paraSched(Π(τ )) = PF quanto paraSched(Π(τ )) = EDF. Também ocorre que
nas classesC11 eC33 quandoT1 eT2 estão habilitadas, apenasT1 é disparável.
Para a RdP-T da figura 7(b): a tarefaτ1 possui prioridadeϖ = 1 e um ponto de preempção
controlado pelo semáforo (lugarp5). A tarefaτ2 também possui um ponto de preempção contro-
lado pelo mesmo semáforo, mas com prioridadeϖ = 2. Então,ϖ(t1) = 1, ϖ(t2) = 1, ϖ(t3) = 2
e ϖ(t4) = 2. Coincidentemente, como os tempos deste exemplo são iguais aos tempos do exem-
plo da figura 5 o grafo TG para a figura 7(b) foi gerado igual ao dafigura 5, por este motivo
apresentamos apenas o grafo da figura 11. Ainda, as sequências de disparo são as mesmas: para
Sched(Π(τ )) = PF, a sequência de disparo é:t3, t1, t4, t2 com tempo globalg4 12 = [4,5] e para
Sched(Π(τ )) = EDF, a sequência de disparo é:t1, t2, t3, t4, com tempo globalg4 10 = [6,9], ou
t1, t3, t2, t4, comg4 11 = [5,9].
As mesmas análises podem ser feitas para as redes de Petri apr sentadas nas figuras 8 e 9 e
seus grafos de classes apresentados respectivamente nas figur 25 e 26.
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5.4 Implementaç̃ao
Foi realizada uma implementação de software da técnica de tempo global apresentada no
capı́tulo 3, o que propicia uma ferramenta para a aplicação do método proposto no capı́tulo 4.
Uma breve visão geral a respeito desta aplicação será feita a seguir: primeiramente são apresen-
tadas suas funcionalidades principais e posteriormente suas entradas e saı́das e sua estrutura de
objetos.
Funcionalidades A ferramenta possui as seguintes funcionalidades:
• Geração do grafo de classes com os seguintes valores em cada classe, ou nó: tempo global
da classe, coeficiente de ajuste de persistência, tempo global e tempo relativo de cada
transição disparável, marcação da rede; e identificac¸ão da transição disparada para cada
arco;
• Geração facultativa de sequência de disparo, aleatória ou de acordo com alguma polı́tica
de escalonamento, estando atualmente disponı́vel PF e EDF;
Caso a RdP-T seja acı́clica, é possı́vel gerar o grafo completo ou, ainda, limitado estrutu-
ralmente pelo número de nı́veis ou pelo número de nós. Caso a RdP-T seja cı́clica, sugere-se a
utilização destes limites estruturais para não haver a explosão de estados. Optou-se por realizar
uma limitação estrutural para permitir estudos mais detalhados sobre o grafo de classes não limi-
tado. Assim, é possı́vel identificar elementos úteis paraa análise temporal como, por exemplo,
os hiperperı́odos, ou ciclos maiores, refletido no grafo de classes.
Entradas e Sáıdas Existem atualmente dois tipos de arquivos de entrada possı́vei para a
ferramenta:.nete .in. Para cada execução, exige-se um arquivo de entrada que possui a descrição
da rede de Petri temporal, no formato.net da ferramenta Tina (LAAS, 2010).
Para a geração de sequências de disparo baseadas na polı́tic de PF (Sched(Π(τ )) = PF),
deve-se fornecer para a ferramenta um arquivo de entrada.in. Este arquivo possui uma definição
de valor de prioridadeϖ para cada transição da RdP-T por linha de arquivo.
A ferramenta gera como saı́da um arquivo com o grafo de classes e us valores nos formatos
.txt e .dot (GRAPHVIZ, 2010), para a visualização do grafo.
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Estrutura de Objetos A ferramenta foi construı́da utilizando-se o paradigma de orientação a
objetos e a linguagem C++.
As classes de objetos mais importantes são as de operações intervalares (intervalo.cpp), as
de leitura eparserdo arquivo de entrada (leitura.cppe parser.cpp), as da RdP-T (rede.cpp), as
do grafo de classes (grafo.cpp), as de classe de equivalência (classe.cpp) e as referentes à classe
de relacionamento entre classe e transição (tr nsicaoClasse.cpp).
Inicia-se a execução com a leitura do arquivo .net de entrada, través dos objetos leitura e
parser. Após o objeto rede ter sido criado com todos os valores do arquivo de entrada, inicia-se
a construção do grafo de classes, criando-se os objetos clas e à medida em que são necessários.
Para cada transição disparável na classe de equivalência a alisada cria-se um objeto “transicao-
Classe” que contém todos os valores calculados utilizando-se as operações intervalares. O objeto
transicaoClasse possui um atributo que direciona para a pr´oxima classe do grafo, criando seman-
ticamente o arco para a próxima classe de equivalência.
5.5 Estudo de Caso
Realizamos um estudo de caso com o objetivo de avaliar a aplicabilidade do método de
verificação por tempo global proposto nesta tese. Conduzimos dois tipos de estudos de caso
baseado em: tarefas e análise de escalonabilidade, como prp sto nas seções 5.1 e 5.2; e mapea-
mento de requisitos sobre uma RdP-T.
5.5.1 Estudo de Caso 1
Este estudo de caso foi baseado nos seguintes passos, com suas respectivas etapas do modelo
proposto no capı́tulo 4:
1. modelagem das RdP, equivalente à etapa 1;
2. análise comportamental, equivalente às etapas 2 e 6;
3. análise temporal usando a ferramenta de análise de tempo global construı́da, equivalente
às etapas 4 e 6;










Figura 16: RdP-T de duas tarefas cı́clicas sincronizadas por um semáforo(LIME;ROUX,2003).
Etapa 1 - Modelagem das RdP
Este estudo de caso é baseado em uma rede de Petri modelada em(LIME; ROUX, 2003).
Esta rede é usada aqui por ser uma rede cı́clica e representar uma estrutura muito comum no
contexto de software embarcado em tempo real. A RdP-T é apresentada na figura 16.
Etapa 2 - Análise Estrutural e Comportamental
Esta rede de Petri foi analisada pela ferramenta Tina (LAAS,2010), que retornou os seguintes
resultados para a nossa análise:
• Quanto à análise de invariantes.
– 2 invariantes de lugar:M(p1)+M(p2) = 1 eM(p3)+M(p4) = 1;
– 2 invariantes de transição:t1; t3 e t2; t4;




















Figura 17: Grafo de cobertura da RdP-T da figura 16.
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Essa rede é um exemplo simples de duas tarefas com caracter´ısti as semelhantes, indepen-
dentes, cı́clicas, sendo que os ciclos também são indepenntes. Os invariantes comprovam essas
observações e o grafo de cobertura mostra uma rede cı́clica não-limitada.
Etapa 4 - Análise Temporal
Como a RdP modelada na etapa 1 já possui tempos associados às transições, não realiza-
mos os processos associados à etapa 3 do método geral apresentado no capı́tulo 4 e passamos
diretamente à análise temporal da etapa 4. Este fluxo altern tivo é permitido pelo método, como
visualizado na figura 4 do capı́tulo mencionado.
O grafo de classes segundo a técnica de tempo global é apresentado na figura 27. Apresen-
tamos este grafo como uma árvore, para aumentar a capacidade de avaliação sobre este grafo.
Ainda, por ser uma RdP-T cı́clica, criamos um árvore com 15 nı́veis de classes.
A sequência de transições dos 14 disparos, segundo a pol´ıtica EDF, é s={t4, t1, t3, t2, t4, t1,
t3, t2, t4, t1, t3, t2, t4, t1} e seu tempo global ég = [20,28] ut, encontrado na classe C144 .
A partir dessa sequência, e tomando por base o grafo de classes, é possı́vel identificar dois hi-
perperı́odos,h1 = [t1, t3, t2, t4] e h2 = [t1, t3, t4, t2], sobre os quais se pode realizar a análise de
hiperperı́odos. O tempo global, desde o primeiro disparo det4, do primeiro hiperperı́odo será
g(t4+h1) = [9,10] e do segundo hiperperı́odo serág(t4+h2) = [7,10].
É interessante notar que, na análise temporal, obtém-se um grafo de classes onde a rede é 1-
limitada, ou segura, e o espaço de estados do grafo de cobertura ´ maior que o espaço de estados
do grafo de classes.É possı́vel observar esta última afirmação no grafo de classes realizando uma
análise de marcação. A figura 18 representa esta análise: parte mais clara do grafo refere-se
ao espaço de estados do grafo de cobertura, enquanto a partemais scura refere-se ao espaço de
estados do grafo de cobertura e ao espaço de estados do grafode classes.
5.5.2 Estudo de Caso 2
Este estudo de caso foi baseado nos seguintes passos, com suas respectivas etapas do modelo
proposto no capı́tulo 4:
1. modelagem das RdP, equivalente à etapa 1;
2. análise temporal com tempo global, equivalente à etapa4;























Figura 18: Grafo de cobertura da RdP-T da figura 16.
3. construção da RdP hierárquica, equivalente à etapa 5;
4. análise temporal com tempo global, equivalente à etapa6;
Etapa 1 - Modelagem das RdP
Este estudo de caso é baseado em uma rede de Petri modelada em(WANG; DENG; XU,
2000). Esta rede, apresentada na figura 19 foi escolhida comoestudo de caso por possuir várias
estruturas de representação de software e sistemas embarcados, como a representação de compo-
nentes de sensores com ativação periódica (subsistemasB e E da figura), atuadores (subsistemas
D e G), componentes de controle (subsistema A) e componentesde conexão e auxı́lio ao controle
(subsistemas C e F). Os subsistemas de cada tipo possuem a mesm topologia e propriedadades
temporais. Neste estudo é irrelevante o significado da nomeclatura dos lugares e transições, que
servem apenas para identificação destes elementos da RdP-T.
Etapa 4 - Análise Temporal
Considerando que a RdP-T possui tamanho médio, optamos porrealizar o cálculo de tempo
global inicialmente para os requisitos temporais definidospara suas subredes:
• Requisito 1: o tempo de reação do sistema não deve ser superior a 45 unidades de tempo
(ut). O tempo de reação do sistema é o intervalo de tempo que transcorre desde que um
evento foi capturado pelos sensores e passado para os componentes de controle e conexão
(subsistemas A e C ou F) até sua execução pelo atuador corresp ndente. Este requisito
corresponde à submarcaçãoM(SYSR1) = 1,M(P302) = 1,M(SC1R1) = 1.

















































































































Figura 19: RdP-T de um sistema embarcado.
• Requisito 2: o tempo de atuação e retorno da atuação nãodeve ser superior a 20 ut. Este
tempo é referente à execução e um retorno de evento do componente atuador (subsistemas
D ou G). Este requisito corresponde à submarcaçãoM(SC1SM) = 1.
• Requisito 3: o tempo de controle não deve ser superior a 22 ut. Es e tempo se refere
à execução do subsistema A. Este requisito corresponde `a submarcaçãoM(C2CR1) =
1,M(C2CR2) = 1.
• Requisito 4: cada subsistema de sensores deve enviar informação periodicamente em,
no máximo, 40 ut. Este requisito corresponde à submarcaç˜ o M(P201) = 1,M(P202) =
1,M(P203) = 1.
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Aplicando a análise por tempo global, encontramos os valores apresentados no próximo
parágrafo. O primeiro valor refere-se ao tempo durante o qual o sistema permanece em uma de-
terminada marcação, encontrado usando a definição 20 docapı́tulo 3. A sequência de transições
foi gerada de acordo com a polı́tica EDF e satisfaz o respectivo requisito funcional, através da
execução da rede, e temporal. O tempo global da sequênciade disparo segundo a polı́tica EDF
também é apresentada a seguir.
• O requisito 1 será satisfeito em [21,39] ut, portanto atende o requisito temporal de não
ser superior a 45 ut. Este intervalo envolve todas as possı́vei sequências de disparo de
transições. A sequência de transições baseada na pol´ıtica EDF é s={T301, T601, T302,
T13, T602, T16, T101, T102, T103, T104, T31, T61, T303, T34, T603, T67, T401, T402,
T701, T702} e seu tempo global ég = [22,32] ut, encontrado na classe C206364.
• O requisito 2 será satisfeito em [10,15] ut e atende o requisito temporal de não ser superior
a 20 ut. A sequência de transições é s={T34, T401, T402, T403, T43} e seu tempo global
é g = [10,15] ut, encontrado na classe C44.
• O requisito 3 será satisfeito em [9,13] ut e atende o requisito temporal de não ser superior
a 22 ut. A sequência de transições é s={T101, T102, T103, T104} e seu tempo global é
g = [9,13] ut, encontrado na classe C46.
• O requisito 4 será satisfeito em [33,36] ut e atende o requisito temporal de não ser superior
a 40 ut. A sequência de transições é s={T201, T202, T203, T204, T205} e seu tempo
global ég = [33,36] ut, encontrado na classe C522.
Foi realizada uma análise de escalonabilidade baseada em deadline de janela para os requi-
sitos estabelecidos e mapeados na rede de Petri avaliada. A análise de escalonabilidade baseada
em prioridade fixa também pode ser realizada nesta etapa de análise temporal.
Etapa 5
De acordo com a descrição da etapa 5 no capı́tulo 4, é poss´ıvel implificar a análise temporal
de uma rede de Petri através da hierarquização, ou seja, aloc ndo o tempo global referente a um
submodelo da rede a uma transição que represente este submodelo.
Neste estudo de caso realizamos, de acordo com as condições apresentadas nesta etapa, a
hierarquização dos submodelos representando o subsistema A e os subsistemas B ou E. Con-
sideramos ser possı́vel tal procedimento devido ao fato dossubmodelos B e E, C e F, D e G




























































































Figura 21: Submodelo do requisito 2 da RdP-T da figura 19.
serem simétricos em relação ao submodelo do subsistema Ae possuı́rem a mesma topologia e
propriedadades temporais entre si. Os subsistemas C e F e os subsi temas D e G não puderam
ser hierarquizados por não satisfazerem as condições definidas nesta etapa.





























Figura 23: Submodelo do requisito 4 da RdP-T da figura 19.
A RdP-T gerada é mostrada na figura 24.
Etapa 6
Executando a ferramenta de cálculo de tempo global, realizamos a análise temporal da rede
hierárquica.
A única sequência possı́vel de disparo de transições és={Tsensores, T23, T301, T302, T13,
Tcentral, T31, T303, T34, T401, T402, T403, T43} e seu tempo global ég = [59,75] ut, encon-
trado na classe C1313.
Como retiramos os ciclos do subsistema de sensores, trocando-os por uma transição, provo-
camos uma única execução de toda a rede equivalente a um hiperperı́odo. Portanto, a análise
hiperperı́odo realizada para esta rede encontra um tempo global g=[59,75].
















































Figura 24: RdP-T hierárquica de um sistema embarcado.
5.6 Consideraç̃oes do Caṕıtulo
O trabalho (LIME; ROUX, 2009) define uma RdP-T especial,Scheduling-TPN, com uma
camada de escalonamento que, entre outras coisas, permite mapear cada lugar da rede a uma
tarefa. Este trabalho se utiliza de estruturas e técnicas de verificação de modelos, como autômatos
hı́bridos lineares, ferramenta HyTech e estruturas DBM.
Nós propomos usar partes da camada de escalonamento desta rede pa a modelar uma RdP-T
clássica, como na definição 4, de acordo com padrões de proj to do trabalho de Lime e Roux
de 2003 (LIME; ROUX, 2003), associando tarefas de sistemas atransições e lugares na rede. A
partir das tarefas modeladas em RdP, propomos a geração dografo de classe de estados de TG e
a análise das sequências de disparos que satisfaçam as polı́ticas de escalonamento prioridade fixa
(PF) eearliest deadline first(EDF).
O trabalho implementado gera uma sequência de disparos querepresentam um cenário, ou
roteiro de comportamento, e seus intervalos de tempo globale relativo. O intervalo de tempo
relativo se refere ao tempo durante o qual o sistema permanece em um determinado estado, ou
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classe da rede. O intervalo de tempo global se refere ao acúmulo de tempo desde o inı́cio da
execução do sistema, ou marcação inicial da RdP, até o estado, ou classe, desejado.
As sequências de disparo geradas com o método de tempo global permitem verificar impor-
tantes propriedades (BARRETO, 2005):
• Verificação de que as alocações de tarefas do processador são mutuamente exclusivas. Esta
propriedade situa que não mais que uma tarefa pode ser alocad ao processador. Isto é
possı́vel através da modelagem de RdP com a estrutura de exclusão mútua (mutexes).
• Verificação de que a tarefa seguinte somente pode iniciar sua execução após o final da tarefa
anterior. Isto é possı́vel analisando o tempo de permanência m uma classe. O tempo de
permanência em uma classe não pode ser inferior ao tempo deexecução da tarefa.
A utilização do método de tempo global torna mais naturala verificação de restrições tempo-
rais quando oferece resultados quantitativos desde o inı́ci da execução do sistema. Para agilizar
a tarefa do desenvolvedor, propõe-se a utilização de modelos e redes de Petri que já são padrões
de projeto, como os propostos por (LIME; ROUX, 2003) e que jápossuem suas propriedades
estruturais analisadas.
Caso o desenvolvedor opte por modelar sua rede de Petri desdeo inı́cio, existem na literatura
diversos trabalhos que propõem a construção de RdP a partir da junção de elementos bem conhe-
cidos como de processos paralelos, computação de fluxo de dados, exclusão mútua (mutexes),
pipeline, produtor/consumidor, protocolos de comunicação, entre outros (BARRETO, 2005).
A identificação das restrições temporais das tarefas torna-se então uma das atividades mais
complexas dentro deste contexto, e que demandam mais experiência do desenvolvedor. A ferra-
menta desenvolvida pode ser usada no auxı́lio da verificaç˜ao destas restrições.




























































































































































































































Figura 25: Grafo de classes TG de 5 nı́veis, da RdP-T da figura 8.





















































































































































Figura 26: Grafo de classes TG de 5 nı́veis, da RdP-T da figura 9.































































































































































































Figura 27: 1a. Parte do grafo de classes de tempo global para aRdP-T da figura 16.
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6 Conclus̃oes
O problema tratado nesta tese foi o de verificação de software embarcado, por meio de análise
de redes de Petri que modelam código ou especificações de projeto de software embarcado.
Escolheu-se redes de Petri porque propriedades de sequencializaç˜ao, sincronização, comunicação
e concorrência do sistema podem ser representadas e verificadas formalmente neste modelo. O
objetivo deste método é suportar a análise temporal do software embarcado. Para esta análise
temporal foi necessário estabelecer técnicas de tratamento das redes de Petri durante a aplicação
do método. O Laboratório de Inteligência Artificial e Métodos Formais do PPGINF da UFPR,
laboratório de pesquisa no qual este trabalho foi desenvolvido, tem buscado aprimorar métodos e
técnicas de análise temporal baseadas em redes de Petri.
No que se refere ao contexto de aplicação, as redes de Petritêm sido usadas na construção
de software embarcado como modelos que são aprimorados suce sivamente, em diferentes fa-
ses do desenvolvimento de software. Modelos de RdP podem serconstruı́dos desde a fase ini-
cial de levantamento de requisitos, podendo auxiliar na identificação, entendimento, validação e
verificação de requisitos e da solução do software, chegando até a sı́ntese, ou geração automática
de código.
Em sistemas de tempo real é extremamente necessária a garantia de que as restrições tem-
porais inerentes a estes sistemas serão satisfeitas. Estaé a motivação necessária para a aplicação
de técnicas de análise temporal de redes de Petri no context d sistemas embarcados em tempo
real.
Consideramos que nosso trabalho está inserido no contextoda verificação estática do soft-
ware embarcado (D’SILVA; KROENING; WEISSENBACHER, 2008),mais especificamente na
análise estática temporal. A análise estática abrangeuma famı́lia de técnicas para computar au-
tomaticamente informação sobre o comportamento de um sistema sem executá-lo. Propomos a
análise estática observando o comportamento temporal através da adoção da análise de tempo
global de redes de Petri temporais que modelam as tarefas do software embarcado.
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O uso de redes de Petri na fase de projeto permite a modelagem de tarefas e suas interações.
As análises estrutural e comportamental dessas redes, nessa fase, permitem observar e identificar
alguns tipos de comportamentos e problemas na interação entre essas tarefas. A análise temporal
de redes de Petri permite a verificação da ordem de execuç˜ao dessas tarefas e a satisfação de seus
requisitos temporais. A possibilidade de adoção de padr˜oes de projeto de redes de Petri já defi-
nidos permitem maior agilidade da modelagem dessas redes e,muitas vezes, com propriedades
estruturais e comportamentais já verificadas.
A análise de tempo global também sofre do problema de explosão de estados. Nosso trabalho
propõe diminuir o tamanho da rede, e consequentemente do grafo de classes, através da modela-
gem baseada em granularidade, composicionalidade hierárquic e padrões de projeto. Pesquisas
têm sido realizadas pelo grupo de Inteligência Computacional e Métodos Formais do Departa-
mento de Informática, UFPR, no contexto de desdobramento de re es de Petri e consequente
redução desse espaço de estados.
Como nos testes comportamentais e estruturais, que são complementares, consideramos que
o uso deste método quantitativo seja complementar ao uso deverificações de modelos. O método
proposto não é robusto o suficiente para garantir todos os cenários de comportamento do software,
como a verificação de modelos bem feita o é, enquanto a verificação de modelos ainda possui
problemas em quantificar a execução e na falta de agilidadee usabilidade para o desenvolvedor,
mesmo aqueles acostumados com redes de Petri.
Quanto à análise de escalonabilidade, propomos modelar um RdP-T clássica, ou mesmo
usar padrões de projeto, associando tarefas de sistemas a transições e lugares na rede. A partir
das tarefas modeladas em RdP, propomos a geração do grafo de classe de estados de tempo global
e a análise das sequências de disparos que satisfaçam as polı́ticas de escalonamento PF eearliest
deadline first(EDF).
6.1 Contribuições
Nosso trabalho é inédito ao propor um método de verificação temporal de software embar-
cado, baseado na técnica de tempo global de Limaet al. (LIMA, 2007) e (LIMA; L ÜDERS;
KÜNZLE, 2008) e análise de escalonabilidade de sequênciasde disparos. As sequências de dis-




• A proposição de um método de aplicação que, com pouco esforço, pode ser um apoio ao
desenvolvimento de software embarcado mais confiável. O m´etodo proposto é baseado na
separação e organização de atividades de modelagem e análise do software embarcado em
redes de Petri temporais. Para a realização dessas atividades o método sugere a utilização
de técnicas e ferramentas já existentes e aplicados na comunidade de engenharia de soft-
ware, redes de Petri e sistemas embarcados.
• A proposição e implementação de um algoritmo de geraç˜ao do grafo de classes de tempo
global. A técnica de tempo global baseia-se na construção de um grafo de classes que,
posteriormente, é percorrido para a geração de sequências de disparos de acordo com al-
guma polı́tica. Neste trabalho foi definido, implementado evalidado o algoritmo que cria
este grafo de classes com todas as informações temporais nece sárias para a geração das
sequências e sua análise de tempo global.
• Uma ampliação da técnica de tempo global a partir da definição e da utilização do método
de verificação analı́tico. A técnica de tempo global foi definida por Lima em (LIMA, 2007)
e foi refinada em outros trabalhos (LIMA; LUDERS; KUNZLE, 2006a), (LIMA; LU-
DERS; KUNZLE, 2006b), (MATTAR JUNIORet al., 2007), (LIMA; LÜDERS; KÜNZLE,
2008). Nesta tese definimos o tempo em uma marcação como um elemento útil para a
identificação de estados do sistema e seus tempos de permanência (definição 20) e realiza-
mos ajustes nas definições e identificação de persistênc a.
• A identificação e proposição de um modelo para a representação de tarefas por redes de
Petri temporais. Este modelo foi desenvolvido considerando-se seu ajuste às restrições
da técnica de tempo global e sua possibilidade de utilização na geração de sequências de
disparo.
• A aplicação e experimentação prática do método de tempo global usando análise de esca-
lonabilidade para as polı́ticas EDF e PF. No contexto do método de verificação temporal
proposto, nas etapas de análise temporal, propomos a análise de escalonabilidade como
um tipo de análise temporal, com o objetivo de verificar o tempo de execução das tarefas
e, possivelmente, de seus requisitos.
• Um estudo sobre nı́veis de abstração, ou de granularidade, e tarefas associadas às transições
para gerar RdPs tratáveis. Durante o desenvolvimento deste trabalho de doutoramento foi
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realizado um estudo sobre o nı́vel de abstração que permitiu identificar possibilidades de
modelagens de redes de Petri que permitam um tratamento tempral com maior ou menor
precisão de acordo com o nı́vel de granularidade, ou abstração, entretanto mais tratável
quanto à explosão de estados.
6.2 Linhas de Trabalhos Futuros
Linhas Diretas
• Implementar uma ferramenta de visualização, simulação e nálise do grafo de classes com
tempos associados. Esta ferramenta permitiria a visualizaç˜ o de partes do grafo de acordo
com os tempos de análise, inicial e final, passados pelo usu´ario. Ainda, permitiria visualizar
em cores distintas as sequências de disparo, de acordo com ap lı́tica de escalonamento a
ser analisada.
• Trabalhar com técnicas de geração de dados de teste baseados no grafo de classes de tempo
global. Como as redes de Petri temporais usadas com a técnica de tempo global refletem
o fluxo de controle do sistema embarcado, é possı́vel gerar dados de teste que executem
elementos desse grafo, e consequentemente, dessa rede.
• Implementar a identificação do intervalo temporal de uma transição, dada uma rede de Petri
temporal com tempo limite de execução. A descoberta de um intervalo temporal pode ser
útil dentro de um contexto de prototipação de software, em que os requisitos temporais das
tarefas estão incompletamente especificados.
• Estender a ferramenta realizando o corte (prunning) da árvore de busca de acordo com a
polı́tica de escalonamento. A ferramenta implementada permite uma visão geral do com-
portamento temporal ao longo do grafo de classes. Para aumentar sua eficiência, é possı́vel
realizar cortes desse grafo de classes durante sua geração.
• Estender o modelo para representar recursos. O conceito de memória é facilmente imple-
mentado sendo associado à marcação, a partir de onde seu tamanho ser calculado quando
se percorre o grafo de classes de tempo global. Pode-se tratar memória global, memória
local, buffer e limpeza (garbagge collection) (BARRETO, 2005). Ou ainda, pode-se es-
tender as redes de Petri temporais para representar recursos associados a lugares, sem que,
com isso se altere a representação do fluxo de controle usada pela técnica de tempo global.
Esses lugares poderiam então modelar recursos como memória e energia.
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• Adoção de novas técnicas de diminuição do espaço de estados. Estudos sobre desdobra-
mento (MCMILLAN, 1995) (ESPARZA; ROMER; VOGLER, 1996) têmsido conduzidos
pelo grupo de pesquisa LIAMF-DINF-UFPR, que podem ter sua aplicação no contexto do
método de verificação temporal proposto neste trabalho.Entretanto é possı́vel que uma
das vantagens do tempo global, que é sua precisão, seja em prte perdida com o desdobra-
mento. Estudos sobre este tema devem ser conduzidos para permitir qualquer conclusão a
respeito.
Linhas Indiretas
• Estudos sobre verificação de modelos das RdP geradas de acordo com o método pro-
posto. Nosso método, apesar de ter sido construı́do explicitamente para a análise temporal
quantitativa, não exclui a possibilidade de inclusão de ativid des referentes à aplicação de
métodos qualitativos, como de verificação de modelos usando redes de Petri. Tais métodos
poderiam ser aplicados nas etapas 4 e 6, posteriormente à análise de tempo global.
• Estudos no contexto de sistemas embarcados com restriçõede energia e de redes de sen-
sores sem fio, na análise dos pontos de acesso. Os programas no contexto de redes sensores
sem fio são pequenos, com boa aplicabilidade do método propsto neste trabalho.
• Estudar aplicações da técnica de tempo global nas áreasde: Banco de Dados, na análise
de geração de consultas, Sistemas de Informação, na an´alise deworkflowe Sistemas Dis-
tribuı́dos, para a análise de escalonamento e escalonabilidade.
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APÊNDICE A -- Diretivas de Traduç̃ao do
Código-Fonte em C/C++ para RdP
A.1 Uma RdP Espećıfica: PRES+
A modelagem apresentada a seguir foi definida tendo-se como base o método PRES+ (COR-
TES, 2001), com as adaptações necessárias para a realização d análise temporal de Tempo Glo-
bal.
A.1.1 Definiç̃oes da rede de Petri e suas equivalências no ćodigo C/C++
Uma expressão é uma expressão da gramática das linguagens C e C++1.
Sugere-se a modelagem da RdPhierárquica(CORTES; ELES; PENG, 2001) a partir de um
código em C/C++, como apresentado a seguir:
• variáveis globais: declaração e uso.
– Proposta 1: identificar como argumento de entrada;
– Proposta 2: deixar implı́cito na rede e apresentar apenas sua definição e seu uso
através de argumentos e valores de marcas;
• declaração de variáveis: para o caso do código estar em linguagem C é possı́vel consi-
derar uma super-transição para a declaração das variáveis. Para o caso do código es-
tar em linguagem C++ pode-se abstrair e também considerar est super-transição para a
declaração/criação de todos os objetos, já que se deveconsiderar que todos os objetos em
sua criação chamam métodos de criação (não apenas as classes definidas pelo usuário, mas
as classes definidas pela linguagem também) ou se pode não abstrair e considerar uma
transição para cada declaração de variável;
1<expressão>→ <var> + <var>; <expressão>→ <var>−<var>; <expressão>→ <var> .
A.1 Uma RdP Especı́fica: PRES+ 97
• “valores”como marcas de lugaresp
1. Para o cabeçalho da funç̃ao:
(a) definiruma transição t representando o cabeçalho;
(b) definirum lugar pant em paralelopara cada argumento do cabeçalho e definir otipo
da marca de pant, baseado no tipo do respectivo argumento do cabeçalho; e
(c) definirum arco para a ligação de cadapant parat
2. Para a declaraç̃ao de variáveis/objetos:
(a) De acordo com a abstração desejada para a transição:
• criar umasuper-transição Sdefinindoum único lugar pant e o tipo da marca
de pant = /0, que represente a declaração de todas as variáveis;
ou
• criar umatransição t definindoum lugar pant para cada declaraç̃ao em se-
quênciae definirtipo da marca de cadapant = /0;
(b) definirum arco para a ligação de cadapant parat; e
(c) definirum arco para a ligação de cadatant parapant.
3. Para a parte funcional, lê cada linha de comando (separadas por “;”,“}”,“ }”) e para cada
caso:
(a) chamada de função (independente se é do SO ou outra):
• criaruma super-transição Se associar a função a S;
• criarum lugar pant para cada argumento de S;
• definir tipo da marca de pant de acordo com o tipo de argumento de S;
• definirum arco para a ligação de cadapant parat;
• rotular cada arco com o nome do valor da marca; e
• definirum arco para a ligação de cadatant parapant;
(b) comando de repetiçãowhile (proposição):
• criar umatransição t e associar o comando a t;
• criarum lugar pant;
• definir tipo da marca de pant de acordo com o tipo de argumento de t (criando
um registro, somando argumentos se necessário);
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• definirum arco para a ligação depant parat;
• rotular o arco com o nome do valor da marca;
• definirum arco para a ligação de cadatant parapant;
• armazenapant como “pai do laço”;
• cria t1post paraguarda Verdadeira; e
• cria t2post paraguarda Falsa, se existir (avaliando a proposição do while);
(c) comando de condiçãoif (proposição):
• criar umatransição t e associar o comando a t;
• criarum lugar pant;
• definir tipo da marca de pant de acordo com o tipo de argumento de t (criando
um registro, somando argumentos se necessário);
• definirum arco para a ligação depant parat;
• rotular o arco com o nome do valor da marca;
• definirum arco para a ligação de cadatant parapant;
• cria t1post paraguarda Verdadeira;
• cria t2post paraguarda Falsa, se existir (avaliando a proposição do if);
(d) fechamento} de comando de repetiçãowhile:
• defineum arco det (sendot a última transição referente à última linha do bloco
de comando while) que se liga ao lugarp “pai do laço”, anterior à transição
referente ao while;
(e) fechamento} de comando de condiçãoif :
• defineum arco det, sendot a última transição referente à última linha do bloco
de comando if, que se liga ao lugarp;
(f) comando simples:
• criar umatransição t e associar o comando a t;
• criarum lugar pant;
• definirtipo da marcadepant de acordo com o tipo de argumento de t, criando um
registro e somando argumentos se necessário, i.e., de acordo com os argumentos
ou variáveis existentes do lado direito das expressões deatribuições;
• definirum arco para a ligação depant parat;
• rotular o arco com o nome do valor da marca; e
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• definirum arco para a ligação de cadatant parapant.
Ao final, pode-se proceder a uma simplificação da RdP, o que provocará que comandos que
não possuem interferência do fluxo de controle ficarão em um bloco e serão representados por
uma transição apenas.
Diferenças entre as Modelagens em C e C++
• Declarações de objetos e de variáveis.
• Interfaces.
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APÊNDICE B -- Estudos sobre Granularidade na
Modelagem de RdP a Partir de
Código de Software Embarcado
B.1 Introdução
São poucos os trabalhos existentes na literatura a respeito da tradução do código para RdP.
O que se constata é um número cada vez maior de estudos de representação de projetos de soft-
ware embarcado utilizando RdP, algumas vezes com RdP’s sendo geradas diretamente a partir
de requisitos funcionais, como é o trabalho proposto por Bar eto em (BARRETO, 2005) e ou-
tras a partir de modelos já construı́dos de projeto, como s˜ao o trabalhos (MACHADO; FERN;
SANTOS, 2001) e (GOMES; COSTA, 2006).
Fuhs e Cannady apresentam em (FUHS; CANNADY, 2004) três nı́veis de abstração para a
representação em RdP a partir de códigos em Java: no primeiro nı́vel, uma rede Petri representa
apenas as chamadas, a partir do método principal, omain, a métodos de objetos; no segundo
nı́vel representa-se a mesma informação de chamadas a métodos de objetos, mas mostram-se as
estruturas de controle e execução de caminhos; e no terceiro nı́vel todas as variáveis, instâncias
de variáveis, estruturas de controle em adição às chamad s de objetos, são representadas. O nı́vel
correto de abstração é um tema muito subjetivo e para uma abstração ser útil, ela deve prover ao
usuário entendimento o suficiente sem tornar-se uma duplicata exata do sistema original, consi-
derando ainda que se o sistema fosse uma duplicata exata comoem uma “tradução parte-a-parte”,
a utilidade geral da abstração poderia ser reduzida.
Cortes propõe em (CORTES, 2001) a implementação de sistema mbarcados a partir de
projetos modelados com RdP. Neste trabalho o autor definiu umnovo modelo de RdP, o modelo
PRES+, onde as transições representam funções de transição que descrevem a funcionalidade do
sistema a ser implementado. Essas funções permitem que o sistema seja modelado em diferen-
tes nı́veis de granularidade, com transições representando desde simples operações aritméticas
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até algoritmos complexos e arcos de entrada destas transic¸ões representando argumentos destas
funções de transição.
Estes trabalhos são alguns dos motivadores para se estudaras iferentes possibilidades de
representação de instruções por transições em redesd Petri.
B.2 Desenvolvimento
Pode-se considerar que o estado do sistema se altera a cada execuc¸ão de uma instrução. Isto
porque uma instrução pode representar a atribuição de um valor a uma variável, a execução de
uma operação, ou a alteração da própria execução do processo, ou seja, a alteração do contador
de programa, a troca de contexto ou a alteração do estado dequaisquer dos recursos citados no
capı́tulo anterior.
O uso de transições de RdP para modelar o comportamento de sistemas implica na divisão do
espaço de estados de instruções, ou atividades, em conjunt s disjuntos, de tal maneira que uma
transição passa a representar um conjunto de instruções qu permite a mudança de um estado
do sistema para outro. Consequentemente, é o tamanho desteconjunto de atividades que dará a
granularidade das transições e consequentemente do modelo.
Para dar prosseguimento à apresentação do estudo, devem-s definir que as transiçõesti do
conjuntoT de transições de uma RdPN, serão os elementos que determinarão a granularidade,
ou tamanho, do conjunto de instruções sendo executado, sendo que uma transição corresponderá
a um conjunto de instruções de código em execução. O conjunto de instruções para cada estudo
é definido em cada seção deste capı́tulo.
Ainda, para cada estudo de granularidade realizado percebeu-se a necessidade de estudar
a modelagem dos pontos de sincronismo como transições. Umponto de sincronismo pode ser
considerado como um ponto de preempção ou, mais especificamente, uma chamada a um proce-
dimento ou método do sistema operacional Kernel X que lhe repassa o controle sobre a execução
das tarefas permitindo-lhe reescalonar tarefas de acordo cm suas polı́ticas. Tem-se então, que
para cada item de granularidade são apresentados dois estudos: um observando pontos de sincro-
nismo e outro sem esta observação.
Os exemplos citados nas próximas seções são baseados noc´ dig do programa que imple-
menta uma variação do jogoCodebreaker, ouMastermind, (WIKIPEDIA, 2008) para o módulo





Figura 28: Um exemplo de programa ou processo como transiç˜ao de RdP.
disponı́vel no Apêndice C.
Programa ou processo como transiç̃ao
Um programa inteiro pode ser considerado o conjunto de instruções passı́vel de ser modelado
por uma transição, ou seja, o conjunto de instruções é do tamanho do programa.
Para a modelagem sem os pontos de sincronismo, uma RdPN possuirá dois lugares e dois
arcos: um lugar inicialps que possui um arco apontando para esta única transiçãot e um lugar
final pe que recebe um arco det. A marcação inicial se dá com uma marcamem ps.
Um exemplo é apresentado na Figura 28, que representa o sistema com o código exemplo
apresentado no Apêndice C.
A modelagem de um programa onde os pontos de sincronismo sãoincluı́dos, sem a represen-
tação das chamadas a procedimentos ou métodos do programa, co promete a dinâmica da RdP
que não conseguirá representar o comportamento de chamadas de procedimentos ou métodos.
Portanto é sem sentido este tipo de representação.
Procedimento ou ḿetodo como transiç̃ao
O conjunto de instruções a ser representado por uma transiçãot é o conjunto de instruções
que compõe um procedimento ou método. Para o caso de uma RdPN comx procedimentos ou
métodos:
• existirãox transiçõesti, cada uma representando um procedimento ou métodoi;







Figura 29: Exemplo de um trecho de código com procedimentose métodos como transições.
• os arcos que conectam lugares a transições possibilitam arepresentação do fluxo de con-
trole;
• uma marcação inicial possı́vel é aquela que permite que atransiçãoti representando a
funçãomain, parai = 1, seja executada, i.e., existirá uma marcam em cada lugarp1.
Seguindo essas regras, uma sub-rede representando o trechode ódigo referente às linhas 54
a 86 do programa dado como exemplo é apresentada na Figura 29.
É possı́vel perceber por este exemplo, que a integração das transições em uma sub-rede pro-
voca uma paralelização da execução dos procedimentos que elas representam, e que não cor-
responde à realidade de sua execução. Isto porque esta paraleliz ção não é desejada e não
está presente no código, que exige chamadas sequenciais aestes procedimentos. Destaca-se a
paralelização inserida entre os procedimentoscreateCode(), cleanDisplay()eos.GetTime().
Para corrigir este grave problema, uma solução seria incluir novas transições que represen-
tem a sequencialidade desejada e consequentemente a ideia deste nı́vel de granularidade seria
desfeita. Ainda, o desenvolvimento desta nova solução exige um novo conceito para gerar RdP’s
que sejam consistentes com o fluxo de controle dos processos que é o conceito deguarda de
condiç̃ao (TRICKOVIE, 2000), (KNOKE; HOMMEL, 2005), existente na modelagem PRES+
de (CORTES, 2001). Estudos mais detalhados devem ser realizados para a modelagem neste
nı́vel de granularidade utilizando tal conceito. Na seção B.2 é apresentado como seria possı́vel









Figura 30: Um procedimento representado com seus pontos de sincronismo.
condição guarda em um nı́vel de granularidade mais baixo.
Por outro lado, a introdução de pontos de sincronismo na repres ntação por transições de
procedimentos e métodos provoca que cada procedimento ou mét do que era representado apenas
por uma transição deve ser representado agora pelo número de t ansiçõesx referentes ao número
de pontos de sincronismopo mais um, ou seja,x = |po|+1.
Um exemplo é apresentado na Figura 30, que representa o método threadFault()encontrado
nas linhas 166 a 182 do programa dado como exemplo.É importante notar que é necessária a
modelagem de alguns comandos de fluxo de controle presentes no código, como no exemplo o
retorno ao comandowhile da linha 173 através de um arco que sai da transição t3 e chega ao
lugar p2.
Entretando, o problema de paralelização encontrado no exemplo anterior também continua
existindo quando ocorre a integração das sub-redes que representam procedimentos ou métodos,
necessitando de estudos especı́ficos para a inclusão de conição guarda. A sugestão de correção
deste problema é a mesma do primeiro exemplo desta seção.
Linha de execuç̃ao de processo como transiç̃ao
O interesse deste trabalho é pela modelagem de código concrre te para um único processa-








Figura 31: Exemplo de linha de execução como transição.
O conjunto de instruções a ser representado por uma transição é o conjunto de instruções que
compõe uma linha de execução de processo, de acordo com a definição dada no Capı́tulo 2 do
texto de qualificação de doutoramento. Em uma RdP representando um processo comx linhas de
execução:
• existirãox transiçõesti, uma para cada linha de execuçãof ei ;
• existirá ao menos um lugarpi que antecede uma transiçãoti;
• os arcos que conectam lugares a transições possibilitam arepresentação do fluxo de con-
trole de chamadas a métodos do sistema operacional Kernel X;
• a marcação inicial depende inteiramente do escalonamento d tarefas do sistema operacio-
nal.
No exemplo utilizado neste trabalho, as linhas de execução referem-se às sequências de co-
mandos executadas a partir das chamadas aos seguintes procedimentos, realizadas internamente
pelo sistema operacional:threadSerial(), threadRead(), threadControl(), threadTime(), thread-
Fault().
A Figura 31 mostra um exemplo deste tipo de granularidade, para as linhas de execução














Figura 32: Exemplo de linha de execução com ponto de sincronismo como transição.
Para modelar os pontos de sincronismo, divide-se a transição que comporia este conjunto
de instruções em duas ou mais transições, de acordo com onúmero de pontos de sincronismo.
Agora, a linha de execução que era representada por uma transição deve ser representada pelo
número de transiçõesx referentes ao número de pontos de sincronismopo mais um, ou seja,
x = |po|+1.
A Figura 32 mostra um exemplo deste tipo de granularidade para a linha de execução iniciada
no procedimentothreadFault()do programa apresentado no Apêndice C.
Bloco de comandos como transiç̃ao
Foram estudadas para este trabalho duas propostas para a carcterização de um bloco de
comando e estas serão apresentadas a seguir.
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Comandos de fluxo de controle Verificou-se ser impraticável a granularização do programa
via caracterização de um bloco de comando como transição. Isto porque uma transição represen-
taria apenas o bloco de comando de controle superior, tendo que, para se representar todo o fluxo
de controle do código, desenvolver diversas redes separadas para cada nı́vel do fluxo de controle.
Por exemplo se dentro de um laço existir outro laço e dentrodeste segundo laço existir uma
condição: uma transição em uma rede representaria apenas o primeiro laço, sendo necessário
para representar o segundo laço outra RdP e para representar a condição uma terceira RdP, que
deveria ser aninhada à segunda rede e posteriormente esta rde gerada deste aninhamento deveria
ser aninhada novamente na primeira rede gerada para o primeiro causando uma RdP.
Bloco de rede de Petri Barreto em sua tese de doutorado (BARRETO, 2005) apresenta um
método de modelagem do projeto de sistema de tempo real crı́tico usando RdP, propondo a
geração automática de código a partir de RdP’s modeladas na fase de projeto. Este autor propõe
blocos de RdP que são equivalentes a funções de concorrêia, sincronização e controle tempo-
ral, e que compõem uma tarefa concorrente. A partir dos requisitos do usuário, RdP’s são geradas
durante o projeto e são a base para a geração de código em linguagem C++.
A seguir apresenta-se um resumo deste trabalho, sem a intenc¸ão de esgotar o tema mas com
o objetivo de ilustrar qual seria a base de um futuro estudo detra ução inversa do proposto por
Barreto.
Estes blocos são ilustrados e exemplificados em (BARRETO, 2005):
• bloco de chegada de tarefas periódicas: modela a invocaç˜a periódica para todas as instâncias
da tarefa no perı́odo escalonado (Ps);
• bloco de estrutura de tarefas, que modela:
– tempo de liberação, porque o sistema pode estar ocioso at´e alc nçar todas as restrições
temporais;
– ganho e liberação de processador. A modelagem representaa utilização deste recurso
por exclusão mútua, sendo utilizadas duas transições:uma especı́fica para representar
o ganho e outra para representar a liberação do processador; e
– computação, que é modelada tanto com a polı́tica preemptiva quanto com a não pre-
emptiva.
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• bloco de conferência de tempo limite de execução (deadline): são estruturas elementares
de redes de petri incluı́das com o objetivo de detecção do tempo limite;
• bloco de envio de mensagem interprocessadores: como o autorfez sua proposta para sis-
temas multiprocessados, a especificação destes sistemasconsidera que toda comunicação
interprocessadores se dá através de uma nova tarefa de comuni ação. Este bloco modela
esta tarefa;
• bloco de recursos, tais como processadores e barramentos: processadores e barramentos
são modelados explicitamente como lugares individuais naRdP. As marcas sobre um lugar
representando um processador indicam o número de processadore que estão disponı́veis,
todos acessando uma única memória que não é representada explicitamente, e é possı́vel
ter apenas uma marca sobre um lugar representando um barramento;
• bloco de ramificação (fork), que representa a criação den processos concorrentes iniciando
de um único processo-pai em um perı́odo de escalonamento;
• bloco de junção (join), que modela todas as tarefas no sistema tendo suas execuç˜oes con-
cluı́das no perı́odo de escalonamento.
Para a composição ou simplificação das redes foi propostum conjunto de operadores so-
bre RdP: junção de lugar (place merging), refinamento serial de lugar (serial place refinement),
adição de lugar (place addition), adição de arco (arc addition), remoção de arco (arc removing)
e união de rede (net union).
Para a composição de uma tarefa, a geração é baseada nosbloc s de construção:
• chegada de tarefa periódica;
• estrutura de tarefa;
• conferência de limite de tempo;
• lugares são adicionados de acordo com certas suposições; e
• aplica-se o operadorjunção de lugarpara a união destas sub-redes.
Estes estudos de granularidade permitiram identificar uma possibilidade de, a partir do código
concorrente, gerar RdP’s utilizando os blocos propostos em(BARRETO, 2005). A ideia seria
identificar nos trabalhos de Barreto quais comandos na linguagem C++ estariam associados aos
blocos de RdP apresentados a seguir em termos funcionais.
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Express̃ao de comandos como transiç̃ao
Uma expressão é uma expressão da gramática das linguagens C e C++1.
Sugere-se a modelagem da RdPhierárquica(CORTES; ELES; PENG, 2001) a partir de um
código em C/C++, como apresentado a seguir:
• variáveis globais: declaração e uso.
– Proposta 1: identificar como argumento de entrada;
– Proposta 2: deixar implı́cito na rede e apresentar apenas sua definição e seu uso
através de argumentos e valores de marcas;
• declaração de variáveis: para o caso do código estar em linguagem C é possı́vel con-
siderar uma supertransição para a declaração das vari´aveis. Para o caso do código es-
tar em linguagem C++ pode-se abstrair e também considerar est supertransição para a
declaração/criação de todos os objetos, já que se deveconsiderar que todos os objetos em
sua criação chamam métodos de criação (não apenas as classes definidas pelo usuário, mas
as classes definidas pela linguagem também) ou se pode não abstrair e considerar uma
transição para cada declaração de variável;
• “valores”como marcas de lugaresp
Mais detalhes desta tradução de expressões em linguagemC/C++ para RdP podem ser en-
contrados no Apêndice A.
B.3 Conclus̃oes
Este texto apresenta os resultados dos estudos sobre granularidade de representação de código
concorrente de software embarcado utilizando o sistema oper cional Kernel X.
Quanto à modelagem apresentada na Seção B.2 a utilidade perc bida é quando da necessi-
dade de representação de uma aplicação em um contexto maior, possivelmente em um contexto
do ambiente. Entretanto a representação dos pontos de sincronismo neste nı́vel se mostraram
errôneos, já que não é possı́vel representar os fluxos decontrole da aplicação.
1<expressão>→ <var> + <var>; <expressão>→ <var>−<var>; <expressão>→ <var> .
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Outra representação que pode levar a um entendimento errado do processo analisado é quando
cada procedimento ou método existente no código é represntado exclusivamente por uma tran-
sição. Este problema e sua solução foram discutidos na Seç˜ o B.2 deste texto.
A representação de linhas de execução do processo apresentada na Seção B.2 mostra-se pro-
missora apesar do fluxo de controle interno, por comandos de condição e repetição, não ser re-
presentado. A identificação dos pontos de sincronismo, que provoca a geração de mais transições
na RdP permite aproximar a modelagem ao verdadeiro comportamento do sistema.
Os estudos sobre os blocos de RdP’s identificados na Seção B.2 sugerem como resultado
um estudo de tradução inversa, i.e. a partir do código para a RdP, para uma etapa posterior dos
trabalhos de doutoramento.
Na Seção B.2 foi apresentada uma técnica de modelagem desenvolvida para estes estu-
dos especiais de doutorado baseadas nas redes PRES+ propostas por (CORTES; ELES; PENG,
2001). PRES+ são RdP’s coloridas, hierárquicas e com condi ¸ão guarda. O objetivo da tradução
proposta neste trabalho é estudar a viabilidade da implementação de uma tradução comando-a-
comando.́E possı́vel perceber que essa tradução é detalhada e, caso sej realizada manualmente e
com grande quantidade de código, é lenta, podendo ser uma atividade tediosa e com grande pos-
sibilidade de inclusão de erros. Sugere-se a adoção de molagem de mais alta granularidade,
como as soluções apresentadas nas seções B.2 e B.2 destacando-se a modelagem de condições
guarda para representar os fluxo de controle que não seja possı́vel representar com a teoria de
redes de Petri clássicas. Caso sejam percebidas necessidad s de representação mais detalhada, as
traduções sugeridas na Seção B.2 devem tender à automatização.
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10 X os(15, 5, 0);
11 CX_CommPort dbg_comm(8*1024, 8, 32, 300);
12
13 #ifdef X_TRACE
14 CX_Trace x_trace(11, TR_END);
15 #endif
16
17 enum EMessageType {KEY_UP = 1, KEY_DOWN, KEY_LEFT, KEY_RIGHT, KEY_ENTER,
18 IS_BEGIN, VERIFY, IS_FAULT};
19
20 Byte g_led = 0;
21 Byte g_buffer[3072];









31 const Card8 CODESIZE = 4;
32 const Card8 TEMPTS_LIMIT = 8;
33 const Card16 NUMCOLORS = 9; // quantidade de algarismos possiveis para uma
34 posicao do codigo
35
36 // Declaracoes das funcoes
37 void initDisplay();
38 void clearDisplay();
39 void initMove(Card8 temptsN, Byte* move);
40 void showResult(Byte* move, Byte* result, Card8 temptsN);
41 void showTime(char* gameTime);
42 void updateCursor(Card8 position, Card8 prevPosition, Card8 temptsN);





48 void Oracle(Byte* result, Byte* move);
49
50 // Definicoes das funcoes
51 void initGame(){
52 createCode(); // cria o codigo
53 clearDisplay(); // limpa o display
54 g_temptsN=1; // inicia contagem de tentativas
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55 g_initTime = os.GetTime(); // zera o tempo





61 Card8 ok, i, j;
62 AbsoluteTime seed;
63 ok = 0;
64 while(!ok) {
65 seed = os.GetTime();
66 nanosec = (Card32) seed.NanoSeconds();
67 for(i = 0; i < CODESIZE; i++) {
68 g_code[i] = nanosec % NUMCOLORS;
69 nanosec = nanosec / NUMCOLORS;
70 }
71 ok = 1;
72 for(i = 0; i < CODESIZE - 1; i++)
73 for(j = i + 1; j < CODESIZE; j++)
74 if(g_code[i] == g_code[j])




























103 void initMove(Card8 temptsN, Byte* move){
104 Card8 i;
105 Card8 moveCol = 2 * (temptsN - 1); // coluna do conteudo da jogada
106 char num_tempt[3];
107 char moveContent[2];
108 g_position = 0;
109 g_prev_position = g_position;
110 sprintf(num_tempt, "%02d", temptsN%100);
111 for (i=0; i < CODESIZE; i++){
112 move[i] = 0;
113 sprintf(moveContent, "%d", move[i]);
114 g_lcd.GoToLineCol(i,moveCol); // escreve zeros
115 g_lcd.WriteString(moveContent);
116 };
117 g_lcd.GoToLineCol(0,moveCol+1); // volta o cursor para o inicio





123 void showResult(Byte* move, Byte* result, Card8 temptsN){
124 char num_tempt[3];
125 char turn[3];
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126 Card8 i;
127 Card8 resultCol = (2 * temptsN) - 1; // coluna do resultado - 1 (repete move)
128 sprintf(num_tempt,"%02d",temptsN);














143 void updateCursor(Card8 position, Card8 prev_position, Card8 temptsN){







151 void updateContent(Byte moveContent, Card8 position, Card8 temptsN){














166 // Thread Fault - Mostra erro do dispositivo externo no display
167 // Esporadica, executa somente se chegar uma mensagem
168 void threadFault(Word arg1, Word arg2) {




173 while (1) {
174 os.Receive(&msg, sizeof(PutMsg));
175 command = msg.command;
176 g_led ^= 4;
177 *led_ptr = g_led;






184 // Thread Time - Mostra a hora no display
185 // Periodica
186 void threadTime(Word arg1, Word arg2) {
187 Card8 *led_ptr = (Card8 *) 0x7300000;
188 PutMsg msg;
189 char strTime[4];
190 AbsoluteTime nowTime, initTime;
191 os.PeriodicMsg(1000*MSEC);
192 while (1) {
193 os.Receive(&msg, sizeof(PutMsg));
194 g_led ^= 8;
195 *led_ptr = g_led;
196 nowTime = os.GetTime();
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202 // threadSerial - le dados da porta serial e coloca no buffer da aplicacao
203 // Periodica, trabalha diretamente com o Hardware
204 void threadSerial(Word arg1, Word arg2) {
205 Card8 *led_ptr = (Card8 *) 0x7300000;
206 Int16 aval, num_read;
207 PutMsg msg;
208 os.PeriodicMsg(50*MSEC);
209 num_read = 0;
210 while (1) {
211 os.Receive(&msg, sizeof(PutMsg));
212 g_led ^= 1;
213 *led_ptr = g_led;
214 aval = g_serial_232.StartRx();
215 num_read = g_serial_232.ReadBytes(&(g_buffer[g_ind_buffer]), aval);




220 //Thread Read - le dados do vetor e identifica se falha
221 void threadRead(Word arg1, Word arg2) {
222 Card8 *led_ptr = (Card8 *) 0x7300000;
223 Int16 i, word_length;
224 PutMsg msg;
225 os.PeriodicMsg(10*MSEC);
226 while (1) {
227 os.Receive(&msg, sizeof(PutMsg));
228 g_led ^= 2;
229 *led_ptr = g_led;
230 if ((g_ind_buffer != 0) && (g_buffer[0] <= g_ind_buffer)) {
231 word_length = g_buffer[0];
232 if ((char) g_buffer[1] == ’X’) {
233 msg.command = IS_FAULT;




238 msg.command = g_buffer[2] - 48;
239 os.Put(os.GetTId("Control"), (PutMsg *) &msg);
240 }
241 for (i=word_length; i<g_ind_buffer; i++) {
242 g_buffer[i-word_length] = g_buffer[i];
243 }





249 // Thread Control - identifica teclas digitadas
250 // Periodica
251 void threadControl(Word arg1, Word arg2) {
252 Card8 *led_ptr = (Card8 *) 0x7300000;
253 PutMsg msg;
254 os.PeriodicMsg(10*MSEC);
255 while (1) {
256 os.Receive(&msg, sizeof(PutMsg));
257 g_led ^= 16;





263 if (g_position == 0) { // se topo, encerra jogada
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274 if (g_position == 3){ // se raso, encerra jogada














289 updateContent(g_move[g_position], g_position, g_temptsN);
290 break;
291 case KEY_LEFT:









301 if ((g_result[0] == ’+’) && (g_result[1] == ’+’)
302 && (g_result[2] == ’+’) && (g_result[3] == ’+’)){
303 won();
304 }












317 // Verifica jogada
318 void Oracle(Byte* result, Byte* move){
319 Card8 i,position;
320 Card8 *led_ptr = (Card8 *) 0x7300000;
321 g_led ^= 32;
322 *led_ptr = g_led;
323 for(i=0; i< CODESIZE; i++){
324 result[i]=’ ’; // em branco
325 };
326 for(position = 0; position < CODESIZE; position++){
327 if (move[position] == g_code[position]) {
328 result[position] = ’+’;
329 }
330 else {
331 for(i=0; i< CODESIZE; i++){
332 if (move[position] == g_code[i]) {
333 result[position] = ’-’;
334 }
335 else if ((result[position] != ’x’)&&(result[position] != ’-’)){
336 result[position] = ’x’;
337 }
338 }





343 int main() {





349 os.CreateThread(threadSerial, 0, 0, "Serial", 1024,
350 ARM_CODE | FIQ_ENABLE | IRQ_ENABLE, 7);
351 os.CreateThread(threadRead, 0, 0, "Read", 1024,
352 ARM_CODE | FIQ_ENABLE | IRQ_ENABLE, 7);
353 os.CreateThread(threadControl, 0, 0, "Control", 1024,
354 ARM_CODE | FIQ_ENABLE | IRQ_ENABLE, 7);
355 os.CreateThread(threadTime, 0, 0, "Time", 1024,
356 ARM_CODE | FIQ_ENABLE | IRQ_ENABLE, 7);
357 os.CreateThread(threadFault, 0, 0, "Fault", 1024,
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intervalar. In:In: XVI Congresso Brasileiro de Autoḿatica. Salvador - Bahia: [s.n.], 2006.
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Informática SBC Parańa. Org. SBC. 1. ed. Guarapuava: UNICENTRO (Universidade Estadual
do Centro-Oeste), 2007. v. 1, p. 107–155.
STAINES, T. S. Intuitive mapping of UML 2 activity diagrams into fundamental modeling
concept Petri net diagrams and colored Petri nets. In:ECBS. [S.l.]: IEEE Computer Society,
2008. p. 191–200.
STANKOVIC, J. A. Misconceptions about real-time computing: A serious problem for
next-generation systems.Computer, IEEE Computer Society Press, Los Alamitos, CA, USA,
v. 21, n. 10, p. 10–19, 1988. ISSN 0018-9162.
STANKOVIC, J. A. Strategic directions in real-time and embedd d systems.ACM Comput.
Surv., ACM, New York, NY, USA, v. 28, n. 4, p. 751–763, 1996. ISSN 036-0300.
STEVENS, P.; WHITTLE, J.; BOOCH, G. (Ed.).UML 2003 - The Unified Modeling Language,
Modeling Languages and Applications, 6th International Conference, San Francisco, CA, USA,
October 20-24, 2003, Proceedings, v. 2863 deLecture Notes in Computer Science, (Lecture
Notes in Computer Science, v. 2863). [S.l.]: Springer, 2003. ISBN 3-540-20243-9.
SU, F.-S.; HSIUNG, P.-A. Extended quasi-static schedulingfor formal synthesis and code
generation of embedded software. In:CODES ’02: Proceedings of the tenth international
symposium on Hardware/software codesign. New York, NY, USA: ACM, 2002. p. 211–216.
ISBN 1-58113-542-4.
TELELOGIC. TelelogicR© Harmony for Embedded Software. 2009. [Online; acesso em
20/02/2009]. Disponı́vel em:<http://www.telelogic.com/services/process_
improvement/index.cfm>.
TRICKOVIE, I. Formalizing activity diagram of UML by PETRI nets.Novi Sad Journal
of Mathematics, v. 30, n. 3, p. 161–171, 2000. ISSN 1450-5444. Published by Institute of
Mathematics, Faculty of Science, University of Novi Sad.
WANG, J.; DENG, Y.; XU, G. Reachability analysis of real-time systems using time petri nets.
IEEE Trans. on Systems, Man and Cybernetics-Part B : Cybernetics, 2000.
WIKIPEDIA. Mastermind (board game) — Wikipedia, The Free Encyclopedia. 2008. [Online;
acesso em 19/12/2008]. Disponı́vel em:<http://en.wikipedia.org/w/index.php?title=
Mastermind_(board_game)&oldid=256830761>.
WORDSWORTH, J. B.Software Development with Z: A Practical Approach to FormalMethods
in Software Engineering. Boston, MA, USA: Addison-Wesley Longman Publishing Co., Inc.,
1992. ISBN 0201627574.
Refer̂encias Bibliogŕaficas 126
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