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Abstract The recent progress in integrated quantum optics has
set the stage for the development of an integrated platform for
quantum information processing with photons, with potential ap-
plications in quantum simulation. Among the different material
platforms being investigated, direct-bandgap semiconductors
and particularly gallium arsenide (GaAs) offer the widest range
of functionalities, including single- and entangled-photon gener-
ation by radiative recombination, low-loss routing, electro-optic
modulation and single-photon detection. This paper reviews the
recent progress in the development of the key building blocks
for GaAs quantum photonics and the perspectives for their full
integration in a fully-functional and densely integrated quantum
photonic circuit.
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1. Introduction
Quantum information science using the unique features
of quantum mechanics - superposition and entanglement
- can greatly enhance computational efficiency, communi-
cation security, and measurement sensitivity. The genera-
tion of quantum bits (qubits) and the realization of quan-
tum gates are the prerequisites for conducting quantum in-
formation science. The use of photons as qubits has been
widely considered as one of the leading approaches to en-
code, transmit and process quantum information because of
their low decoherence, high-speed transmission and com-
patibility with classical photonic technology [1–3]. Pho-
tonic qubits can easily be encoded in many different de-
grees of freedom, e.g. polarization, path, frequency and or-
bital angular momentum, making the implementation of
qubits using single photons very attractive. However, sin-
gle photons are subject to substantial losses. Furthermore,
nonlinear interactions between single photons are weak and
do not provide pi cross phase modulation in natural non-
linear materials, which is the requirement for achieving a
two-qubit gate.
In 2001, a major breakthrough known as the KLM
scheme [4] showed that scalable quantum computing is
possible by only combining single-photon sources, linear
optical circuits and single-photon detectors. In this case,
the non-linearity in the detection replaces a direct optical
non-linearity. The resulting quantum gates are probabilis-
tic, but the probability of success can be made as close
to one as desired by increasing the number of resources
(ancilla photons). In addition, it was proposed that quan-
tum logic networks can be simulated by simple one-way
quantum computation using a particular class of entangled
states, so called cluster states [5]. On a parallel line, a par-
ticularly simple class of linear-optics quantum simulators,
boson sampling circuits, were theoretically shown to im-
plement computational problems which are classically in-
tractable [6]. By following these approaches of only using
linear optical components, two-qubit [7] and three-qubit
gates [8], simple quantum algorithms [9, 10] as well as
boson sampling [11–14] could already be experimentally
demonstrated. Early demonstrations of linear-optics quan-
tum processing have relied on inefficient and bulky single
photon sources based on spontaneous parametric down con-
version (SPDC), modest efficiency (at near-infrared wave-
lengths) single photon detectors based on avalanche photo-
diodes (APDs) or superconducting nanowires, and optical
circuits with bulk optical elements. However, similar to in-
tegrated electronics, the practicality and scalability of quan-
tum information technology ultimately requires the integra-
tion of individual components on a single chip. Integrated
quantum photonics is emerging as a promising approach
for future quantum information science, since it enables a
substantial improvement in performance and complexity of
quantum photonic circuits and provides routes to scalabil-
ity by the on-chip generation, manipulation and detection
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2 C.P. Dietrich et al.: GaAs integrated quantum photonics
of quantum states of light. Major progress has been made
recently towards highly efficient integrated single photon
sources, single photon detectors and integrated photonic
circuits.
In particular, linear quantum photonic integrated cir-
cuits (QPICs) for two-photon interference, CNOT-gates
and entanglement manipulation could already be demon-
strated on various platforms and with various materi-
als. These include e.g. silica-on-silicon [13, 15, 16], laser
direct-writing silica [17], gallium nitride [18], lithium nio-
bate [19], silicon-on-insulator [20, 21] and GaAs [22]. In-
dium arsenide/gallium arsenide (InAs/GaAs) quantum dots
(QDs) are routinely embedded in photonic crystal waveg-
uides/cavities and have been established as robust and
efficient single-photon sources [23–27]. Moreover, high-
efficiency superconducting nanowire single-photon detec-
tors based on GaAs and Si waveguides have been success-
fully demonstrated [28–31].
Among all these platforms, GaAs is a well-known, ma-
ture material system for classical integrated photonics. It
allows for the fabrication of low-loss waveguides and its
high refractive index enables tight confinement of light and
therefore compact devices and circuits. It has been em-
ployed in GHz modulators due to its high χ(2) nonlinear-
ity [32]. In the context of quantum information science ap-
plications, the large electro-optic effect in GaAs makes it
a very promising candidate for fast routing and manipu-
lation of single-photons. Single-photon emission in GaAs
can be realized by either spontaneous parametric down-
conversion in waveguides [33], taking advantage of the
high χ(2), or by integrating single QDs into nanophotonic
structures. Single-photon sources based on parametric gen-
eration of photon pairs and heralding must be operated
at relatively low average photon numbers, resulting in a
low single-photon probability, unless complex multiplex-
ing schemes are employed [34]. The QD approach, facil-
itated by the direct bandgap of GaAs, enables efficiencies
close to 100% [35] and represents a fundamental advantage
of GaAs QPICs with respect to Si or LiNbO3 circuits.
Besides single-photon emission, also single-photon de-
tectors on GaAs waveguides have already been successfully
demonstrated [28]. Therefore, GaAs waveguide circuits
monolithically integrated with single-photon sources and
superconducting single-photon detectors offer a promising
approach to large-scale quantum photonic integrated cir-
cuits. Here, we review recent developments in InAs/GaAs
QD single-photon sources (Sections 2-4), ridge waveguide
quantum photonic circuits (Section 5) and GaAs waveg-
uide single-photon detectors (Section 6), and we also dis-
cuss the challenge of monolithic integration of individual
components (Section 7) towards the realization of dense
and fully-functional quantum photonic integrated circuits.
Recent promising developments in parametric generation
of photon pairs [33] and entangled photons [36], including
by electrical injection [37], have been reviewed recently in
Ref. [38] and are therefore not discussed here.
Figure 1 Left: Transmission electron micrograph of an InAs QD
(bright area) in a GaAs matrix (dark surrounding) grown by MBE
in Stranski-Krastanov growth mode. The white scale bar repre-
sents 10 nm. Right: SEM image of uncapped InGaAs QDs.
2. Semiconductor quantum dots
Integrated quantum photonic experiments rely on the gener-
ation, manipulation and detection of single photons that are
ideally created on demand in a two-level system. Besides
natural two-level systems such as single atoms, molecules
or defect centers, also nanometer-sized inclusions of a
low-gap semiconducting material incorporated into a high-
gap matrix delivers a two-state configuration by form-
ing a quasi zero-dimensional potential trap. Those energy
traps are called semiconductor QDs (QDs). Single-photon
sources based on QDs have the huge advantage that they
can be grown monolithically with monolayer precision un-
der controlled conditions by well-established growth tech-
niques such as molecular beam epitaxy (MBE) [39–42] or
metal-organic vapor phase epitaxy (MOVPE) [43–45]. The
unique optical properties of semiconductor QDs have en-
abled extensive research and tremendously increased the
scientific interest in realizing photonic QD devices. QDs
are nowadays widely used in applications such as light-
emitting diodes or solar cells. Regarding integrated quan-
tum photonics, numerous proof-of-principle experiments
were carried out on QDs, including single photon emis-
sion [46], two-photon interference [47, 48], polarization-
entanglement [49] and strong coupling [50, 51], underpin-
ning their promising applicability as qubit source in quan-
tum communication schemes.
The most extensively studied QD materials are InAs
and InGaAs in GaAs matrices (see Figure 1). The huge
difference in band-gap energies between InAs (Eg(2 K) =
0.422 eV) and GaAs (1.522 eV) and the three-dimensional
quantum confinement makes it possible to tune the QD
emission in a very large spectral window - from almost
850 nm up to 1400 nm - by adjusting the QD dimensions. In
the following, we will highlight achievements in the growth
of QDs (Section 2.1), their positioning on determined sites
(Section 2.2) and their optical properties (Section 2.3).
2.1. Self-assembled quantum dots
The lattice mismatch between InAs and GaAs is about 7%
giving rise to considerable strain when the two materials
are deposited on top of each other. This circumstance is
Copyright line will be provided by the publisher
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3Figure 2 Schematic capping process of a pyramidal InAs QD
(a) overgrown by GaAs layers with increasing thicknesses (b-e).
Reprinted with permission from [53]. ©2008, AIP Publishing LLC.
used in the most exploited growth mode for QDs - the
Stranski-Krastanov growth mode [52] - which makes use
of the fact that coherent, dislocation-free islands form self-
assembled as result of strain compensation. The size of the
islands is thereby extremely sensitive to the amount of ma-
terial that is deposited.
The growth of InAs on a GaAs (100) surface initially
results in a thin 2D wetting layer. Due to the lattice-
mismatch, the two-dimensional growth mode turns into a
three-dimensional growth after deposition of a few mono-
layers resulting in the creation of randomly positioned QDs
with a pyramidal shape. In order to prevent the dots from
oxidation and to separate them from the surface (for the in-
tegration into photonic nanostructures, see Section 4), they
are commonly overgrown by a capping layer of GaAs com-
pleting the three-dimensional quantum confinement. The
capping changes the shape of the QDs from purely pyra-
midal to truncated pyramidal (see Figure 2) [53]. During
the capping process, intermixing between the capping ma-
terial and the QDs might occur leading to the formation of
In(Ga)As QDs. This intermixing strongly affects the QD
composition and potential profile as well as the QD emis-
sion.
In recent years, several techniques have been developed
that facilitate the direct manipulation of QD properties in-
cluding their size, their size distribution, their density, their
shape and emission wavelength. The QD size can be varied
by changing the composition of the dots [54]. The size dis-
tribution of QDs directly determines the inhomogeneous
linewidth of the QD ensembles: large size variations lead
to an unwanted broadening of the emission. A way to re-
duce the size distribution spread would be partial capping
and annealing: an almost uniform height of QDs can be
achieved by introducing an annealing step during the pro-
cess of QD capping [56]. This process is usually accompa-
Figure 3 Top row: Atomic force micrographs from QDs grown
by droplet epitaxy before (left) and after annealing (right) at
400◦C. ©IOP Publishing. Reproduced with permission. All rights
reserved. Bottom row: Scanning tunnel micrographs of mono-
layer fluctuations just after growth interruption for bottom and
top QW interfaces (left and right). Adapted with permission from
Ref. [70]. Copyrighted by the American Physical Society.
nied by a blueshift of the QD emission due to the height
reduction.
Besides the control of the uniformity, the growth con-
ditions can be used to change the shape of the confinement
potential and thereby the emission energy. Indeed, the emis-
sion properties of QDs are determined by the strength of the
quantum confinement effect which can be altered in sev-
eral different ways. Besides changing the vertical height of
QDs by e.g. partial capping, the capping layer composition
can be optimized to alter the strain state and heterostructure
potential in the QD, or QDs can be annealed after growth
leading to an inter-diffusion of gallium and indium at the
QD surface. The diffusion process undermines the quan-
tum confinement and causes a blueshift [56–58] whereas
an InGaAs capping layer reduces the strain in the QD and
reduces the inter-diffusion, leading to a red-shift of the QD
emission [59, 60].
The control of the density of QDs is crucial for the
performance of single photon experiments since it requires
the ability to optically address individual QDs by conven-
tional spectroscopic methods. Several routes were already
demonstrated including the change of growth parameters
such as growth temperature [61], III/V-ratio [62] or growth
interruptions [63]. One of the most reliable ways to con-
trol the density of QDs (over several orders of magnitude)
is the change of the growth rate, or by varying the amount
of deposited material (approaching the 2D to 3D material
growth transition range that can be controlled by systemat-
ically applying material flux gradients). In this way, densi-
ties of self-assembled QDs as low as < 0.1 µm−2 can be
achieved [61, 64].
Copyright line will be provided by the publisher
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4 C.P. Dietrich et al.: GaAs integrated quantum photonics
Alternatives to growing self-assembled QDs in the
Stranski-Krastanov growth mode are techniques such as
droplet epitaxy [65] or the control of monolayer fluctua-
tions in quantum wells [66, 67] (see Figure 3). Droplet epi-
taxy is based on the affinity of some group-III elements
to form droplets on a semiconductor surface and has the
advantage that it does not require a lattice-mismatch be-
tween the involved materials [68, 69]. For droplet epitaxy,
droplets of group-III elements are annealed after growth in
an arsenic atmosphere and, under optimum annealing con-
ditions, form defect-free QDs by saturating with As (see
Figure 3 top). Compared to the Stranski-Krastanov growth,
QDs grown by droplet epitaxy are relatively large. Alter-
natively, strain-free QDs can be achieved by interrupting
the growth of thin quantum wells. These growth interrup-
tions intentionally introduce monolayer fluctuations (Fig-
ure 3 bottom) at the interface effectively creating an addi-
tional quantum confinement within the quantum well plane.
This type of QD has a larger lateral extension in the layer
plane than QDs grown by the Stranski-Krastanov mode or
droplet epitaxy [70], leading to a larger oscillator strength.
They further benefit from the fact that they are not subject
to material intermixing.
2.2. Site-controlled quantum dots
The implementation of semiconductor QDs as sources of
flying qubits into quantum integrated circuits requires a
precise control over the relative position of the QD with
respect to the circuit. Small misalignment (e.g. of a QD in
the center of a defined PhC cavity) can lead to severe reduc-
tions in device efficiency.
Adequate control can be achieved by either placing the
circuit around the random position of a self-assembled QD
[71, 72] or by predetermination of both the QD and circuit
location. The first approach makes a pre-characterization
of the QD distribution necessary, followed by a top-down
etching around a chosen dot. However, this process is tech-
nologically very challenging and seems incompatible with
the upscaling to large quantum photonic circuits, as the de-
vice layout must be adapted to the QD spatial positions.
The growth of QDs on predetermined sites provides accu-
rate alignment (see Figure 4) of single photon sources with
respect to photonic circuits [73] and facilitates high yield
device fabrication. Several strategies were developed in the
past to precisely position QDs on a semiconductor plat-
form [74]. This includes e.g. the deposition of optically ac-
tive QDs on an optically inactive stress layer [75]. A more
common strategy is the pre-patterning of the semiconduc-
tor surface by e.g. drilling holes into it [76–83]. This can
be achieved by a combination of electron beam lithography
and ion etching, by atomic force nano-lithography [84], by
nanoimprint lithography [85] or by local oxidation nano-
lithography [86]. During subsequent regrowth the adatoms
preferentially nucleate at the patterned sites and form QDs.
This process can provide an accuracy of the QD position
of about ±50 nm which in many cases is sufficient for the
application in photonic circuits [87]. Similar results can be
Figure 4 Atomic force micrograph of site-controlled QDs with
1 µm lattice period in a square lattice grown on a mesa structure.
The scale bar represents 1 µm. Reprinted with permission from
[93]. ©2008, AIP Publishing LLC.
obtained by growing site-controlled QDs using masked sur-
faces [88].
In experiments and applications exploiting multipho-
ton interference (see section 3.3), QD emission linewidths
are an important figure of merit and should ideally reach
transform-limited values. In this regard, the linewidth has
been found to strongly depend on the proximity to het-
erointerfaces and free surfaces, due to the effect of fluctu-
ating charge states [89]. For optimized growth conditions
and advanced sample designs, record linewidth values as
low as 7 µeV were reported for randomly occupied QD
sites [90] and around 20 µeV were demonstrated for QD
patterns with only one QD at each site [79,91] (p-shell exci-
tation, see Section 3.1). In this regard, site-controlled QDs
are comparable to self-assembled QDs in terms of emis-
sion linewidths. Another crucial feature for photonic appli-
cations is the spectral width of the QD ensemble, which
is mainly determined by size and shape fluctuations of the
grown dots. Whereas self-assembled QDs exhibit inhomo-
geneous broadening in the range of several tens of meV, the
nucleation on predetermined sites can reduce this value to
only a few meV [92].
2.3. Optical properties of quantum dots
Most common barrier and QD material combinations, in-
cluding the extensively investigated combination of InAs
QDs in GaAs barriers, form a type-I heterostructure result-
ing in strong quantum confinement for both electrons and
holes. In good approximation, it can be assumed that the
QD behaves as a two-level system, where the lowest-energy
electronic excitation (heavy-hole exciton, X) involves one
electron in the conduction band and one hole in the va-
lence band with strong heavy-hole character (note that by
applying elastic stress to initially unstrained QDs the exci-
tonic ground state can also have light-hole character [94]).
Copyright line will be provided by the publisher
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5Figure 5 Non-resonant photoluminescence spectrum of a GaAs
QD showing exciton (X), biexciton (XX) and trion (X−, X+) tran-
sitions. The upper panel schematically depicts the QD charge
configuration for each transition. Adapted with permission from
Ref. [95]. Copyrighted by the American Physical Society.
Higher occupied states such as biexcitons or trions are de-
tuned in energy due to Coulomb interactions. The degener-
acy of the QD valence band is usually lifted by the asym-
metric shape of the confinement potential and by strain
causing a non-vanishing energy splitting between heavy
and light hole levels on the order of several tens of meV.
For typical self-assembled QDs the splitting is so large that
the transition between conduction band and light-hole va-
lence band can easily be neglected making the system a
true two-level system.
The total angular momentum J of heavy-hole exci-
tons is a sum of heavy-hole angular momentum and elec-
tron spin allowing four different transition configurations
having an angular momentum along the growth direction:
Jz,1 =±1 and Jz,2 =±2. The Jz,1 configurations are termed
bright exciton states as they couple to the optical field and
therefore preferentially decay through radiative recombina-
tion channels. In contrast, configurations with total angu-
lar momentum Jz,2 are termed dark exciton states and de-
cay through non-radiative recombination channels. Due to
the close proximity of both electrons and holes in semicon-
ductor QDs, exchange interactions of electron-hole pairs
are enhanced and cause an energetic splitting between dark
and bright states as well as the formation of mixed dark
and mixed bright states. Bright and dark exciton decay bi-
exponentially caused by radiative and non-radiative recom-
bination as well as spin flip processes (turning bright states
into dark states, and vice versa, under creation or annihila-
tion of LA phonons) [96, 97].
While the pure states are circularly polarized, they mix
as a consequence of exchange interactions and of the prefer-
ential QD elongation along the in-plane [110]-direction for
growth on GaAs(100) substrates, giving rise to mixed states
with linear polarization planes parallel to the [110]- and
[110]-crystal direction [98, 99]. Those linearly polarized
transitions can directly be recorded in luminescence experi-
ments [100]. Their energetic separation is the so-called fine
structure splitting (FSS). Dark states have typical fine struc-
ture splittings in the order of 1µeV [101] whereas bright
states can have FSS up to several hundreds of µeV [98]
(few to few tens of µeV are more commonly observed).
Besides bright and dark exciton states, also states with
higher occupation such as trions (i.e. charged excitons, X−
or X+) or biexcitons (XX) occur. Owing to Coulomb in-
teractions between confined carriers, these states have re-
combination energies different from the exciton transitions
allowing the spectral filtering of individual excitonic tran-
sitions. A typical QD spectrum showing the radiative tran-
sitions of excitons (X), biexcitons (XX) as well as trions
(X−, X+) can be seen in Fig.5.
Biexcitons are particularly interesting since they posses
a net projection of the angular momentum of 0 and are
therefore not subject to exchange interactions. If the fine-
structure splitting is suppressed, this leads to the decay
into two bright excitons with opposite circular polarization.
This decay scheme has extensively been investigated for
the creation of polarization-entangled photon pairs in QDs
systems [49,102–104]. For the entanglement, the two decay
paths σ+XX → σ−X and σ−XX → σ+X (with σ being the pho-
ton polarization state) need to be indistinguishable. This
is typically not the case due to finite fine structure split-
tings. Therefore, in QD systems with fine structure split-
tings smaller than the exciton linewidths (as for QDs grown
on GaAs(111) layers [105]), entangled photon pairs can de-
terministically be created [106]. Other techniques such as
thermal annealing [107], the application of electric fields
[108], strain [109], as well as the shaping of the confine-
ment potential [104] are also able to reduce the FSS and
produce entangled photon pairs.
3. Quantum dots as single photon sources
On-chip single-photon sources can be realized by exploit-
ing the radiative recombination from an excitonic state of a
single QD [46]. Single QDs have been widely investigated
as single-photon and entangled-photon sources (see [110]
for a review). As compared to single-photon sources based
on parametric down-conversion and heralding, QD-based
sources present the advantage of deterministic, on-demand
single photon emission, much easier filtering of the pump
due to the lower powers needed (tens of nW level) and the
possibility of pumping from the top - this is particularly rel-
evant in the context of quantum photonic integrated circuits
as it reduces the coupling of pump light into the chip.
3.1. First- and second-order coherence
In general, quantum emitters can be classified regarding
their coherence properties and photon statistics. The degree
of first-order coherence is quantified by the field-field cor-
relation function g(1) and the degree of second-order co-
herence is described by the intensity-intensity correlation
function g(2). g(1) of a quantum emitter is usually probed
in optical interferometers where the optical beam is split
into two arms and joined again after introducing a variable
time delay τ into one of the arms. The light produced by
an ideal single-quantum emitter with a lifetime T1 is de-
scribed by
∣∣∣g(1)(τ)
∣∣∣which decays exponentially with a time
Copyright line will be provided by the publisher
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Figure 6 Non-resonant, quasi-resonant and resonant excita-
tion scheme: high-energy particles (dotted circles) decay through
phonon-interactions into the QD ground state (solid circles). The
vertical arrows indicate the energy necessary for each process.
constant T2 = 2T1 - corresponding to a single-photon pulse
with no phase jumps. However, real quantum emitters such
as excitons in QDs are imperfect systems and show faster
decays of
∣∣∣g(1)(τ)
∣∣∣ caused by dephasing mechanisms such
as phonon interactions. Dephasing reduces the coherence
time of the QD resulting in 1/T2 = 1/2T1 +1/T ∗2 (with T ∗2
being the pure dephasing time) and increases its linewidth.
Dephasing processes are detrimental in quantum photonic
applications as they make photons emitted from different
sources distinguishable and reduce the visibility in two-
photon interference experiments.
The occurrence of dephasing is strongly related to
the excitation scheme used for the experiment. Nowa-
days, three main different schemes are distinguished: off-
resonant, quasi-resonant (p-shell excitation) and resonant
pumping (s-shell excitation), see Figure 6 for the differ-
ent energy configurations (less common excitation schemes
omitted here include wetting layer excitation or excitation
above shell resonant to an LO phonon replica). The excita-
tion of a QD well above its ground state or resonant with an
excited state (e.g. p-shell) results in the relaxation of carri-
ers into the ground state by generation of phonons [111]. In
general, QDs always emit and absorb phonons through in-
elastic processes. Especially, LA phonons are well known
sources for dephasing and cause an asymmetric broadening
of the QD transition (as visible in the calculated absorption
spectrum shown in Figure 7) [112–116]. The interaction
of QD excitons with phonons can either be suppressed by
performing the experiment at very low temperatures or by
adapting resonant s-shell excitation (see Section 3.2). We
note that off-resonant and quasi-resonant excitation also
produce a certain time jitter in the generation of single pho-
ton events, reducing the indistinguishability [117,118,121].
Another dephasing process is induced by the random dis-
tribution of charge carriers inside a QD and changes in
the electronic configuration around the QD. Charge and
spin fluctuations result in a persistent change of the exci-
tonic ground state inducing spectral wandering of the QD
emission (see Figure 8). This leads to an effective increase
of the QD linewidth and a decrease of the QD coherence
time [122]. Charge fluctuations can be suppressed drasti-
cally by employing resonant pumping and adding a weak
auxiliary continuous wave reference beam to the excita-
tion beam of the QD [123]. Spectral wandering is typically
Figure 7 Calculated absorption spectra of an InAs QD at dif-
ferent temperatures. At low temperatures, a clear asymmetric
broadening of the zero-phonon line (ZPL) caused by exciton-
phonon-interactions with longitudinal acoustic phonons is visible.
Inset: Calculated broadening of the ZPL compared with exper-
imental results from [111]. Reprinted with permission from Ref.
[112]. Copyrighted by the American Physical Society.
Figure 8 (a) Typical spectrum of InAs/GaAs QDs measured
through an aperture with 100 nm width. (b) Temporal evolution
of (a) showing spectral wandering of almost all QD transitions.
Reprinted with permission from Ref. [127]. Copyrighted by the
American Physical Society.
much slower than the radiative decay of excitons and its
effect can in some cases be circumvented by pumping the
QD with a short pulse twice at short time intervals to ob-
tain two photons with very similar energies [124]. However,
when interference between photons from different QDs is
required, spectral wandering produces a loss of indistin-
guishability in the same way as pure dephasing, and must
be suppressed [125, 126].
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7Photon statistics can be probed by measuring the
second-order correlation function g(2)(τ) that gives the
probability of detecting two photon events with time de-
lay τ between them. In this regard, the g(2)(0) value (at
zero time delay) is particularly important since it measures
the probability that two photons are detected at the same
time. Experimentally, g(2)(τ) is routinely determined in a
Hanbury Brown and Twiss (HBT) setup that consists of a
50:50 beam splitter and two nominally equal single-photon
detectors with a temporal resolution much better than τ .
Whereas for a coherent and thermal light source g(2)(0)
approaches 1 and 2, respectively, a perfect single photon
source gives g(2)(0) = 0 since the probability of detecting
two photons events at the same time is then zero.
The photon statistics of real single-photon sources are
strongly affected by non-idealities such as multi-photon
emission from multi-exciton states, collection of the emis-
sion of other QDs, re-pumping of the emitter after the emis-
sion of the first photon, etc., and therefore produce non-
zero coincidences [115, 116]. Resonant, pulsed excitation
can lead to g(2)(0) values very close to zero [124,128,129].
Pumping by adiabatic rapid passage using chirped laser
pulses can further suppress multi-photon emission [130].
Even with these highly sophisticated excitation and detec-
tion schemes, multi-photon emission in QD systems can
never be turned off completely. In this regard, the measured
g(2)(0) value can be seen as a measure of the quality of the
single-photon source [128, 129].
3.2. Resonance fluorescence
As mentioned above, resonant s-shell excitation circum-
vents several dephasing processes, such as the creation of
high-energy carriers or the interaction with phonons, lead-
ing to a considerable increase of the coherence time of
QDs [131]. However, the monochromatic pumping of a
two-level system at resonance offers many more advan-
tages including the coherent generation [117,132–135], ma-
nipulation [134,136–138] and characterization [139] of the
excitonic states.
In general, the spectral and temporal properties of pho-
tons scattered by a two-level system are determined by the
laser detuning from the excitonic resonance. The electric-
dipole interaction is responsible for a coupling of the exci-
tonic states to the driving field and turns the two levels of
the exciton into ”dressed states” [140]. The dressed-state
picture allows four radiative transitions of which two are
degenerate and two are spectrally displaced by the Rabi en-
ergy EΩ (see Figure 9 top right). This results in the emer-
gence of three emission lines, the so-called Mollow triplet
[141], with the central line having the highest intensity (Fig-
ure 9 left). The Rabi energy scales with the excitation den-
sity of the driving field (as shown in Figure 9 bottom right).
This enables a direct control of the side band transitions. By
introducing a second laser beam in resonance with one of
the sideband transitions (preferably the lower energy side-
band), the Mollow triplet turns into a multitude of peaks
E0
EΩ
Figure 9 Left: Excitation-dependent PL spectra of a resonantly-
pumped single QD. EΩ = h¯Ω denotes the energetic splitting be-
tween zero-phonon line and its first Mollow side band. Top right:
Evolution of QD transitions in the ”dressed” picture. Bottom right:
The determined sideband splitting h¯Ω vs. square root of the ex-
citation power showing a linear dependence. Adapted with per-
mission from Ref. [117]. Copyrighted by the American Physical
Society.
under suppression of the main peak (due to deconstruc-
tive interference). In these multiply dressed QD states also
phenomena like the multi-photon AC Stark effect can be
present that have previously only been observed in atomic
physics [142].
Whereas the above mentioned phenomena can be ob-
served by using continuous laser irradiation, pulsed reso-
nant driving of a two-level system (with ultra-short pulses)
further facilitates the external control of the QD population
as a consequence of the oscillatory behavior of the QD pop-
ulation versus excitation pulse area (so-called Rabi oscilla-
tions [143,144]). In this way, the creation of single photons
can drastically be increased by applying pulse areas match-
ing the maximum QD population (pi-pulses).
In the Mollow triplet regime, most of the light is scat-
tered incoherently owing to the saturation of the QDs. Re-
ducing the strength of the driving field changes the scat-
tering properties of QDs [123]. In the so-called Heitler
regime (at very low excitation powers) the QD behaves
like a passive scatterer and incident photons are scattered
almost fully coherently [141]. As a consequence, the spec-
trum of coherently scattered photons is only determined by
the spectral characteristics of the excitation source [145]. In
this way, QDs linewidths as low as 0.03 µeV have been ob-
served already. Those QDs are in the ”subnatural linewidth”
[146] or ”ultracoherence” regime [147]. The application of
pulsed excitation schemes in combination with the weak co-
herent scattering regimes enables pure QD spectroscopy in
the absence of almost all dephasing mechanism and, with
that, facilitates the deterministic generation of single pho-
tons. However, the low photon generation rates are a dis-
advantage. At moderate excitation powers, coherent scat-
tering and the Mollow triplet can also coexist when the
resonantly driven dot is thermalized with the phonon bath
[148].
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8 C.P. Dietrich et al.: GaAs integrated quantum photonics
Figure 10 (a) Second-order correlation function g(2)(τ) for two
QDs on the same chip separated by 40 µm. (b) Two-photon in-
terference of the two QDs from (a). The grey line (IRF) in (a) dis-
plays the instrument response function. Adapted with permission
from Ref. [156]. Copyrighted by the American Physical Society.
Experimentally, the observation of resonance fluores-
cence is challenging. Sophisticated resonant electrical in-
jection is possible [149] but technologically very challeng-
ing. More common optical pumping schemes suffer from
problems related to the separation of the excitonic emis-
sion from the scattered laser light requiring elaborated sam-
ple designs or advanced excitation and detection schemes.
A simple way of performing optically pumped resonance
fluorescence experiments is the use of planar waveguides
[132,150,151]. The laser light is coupled to the waveguide
mode exciting the QDs which emit perpendicular to the
sample plane. Another approach to the pump suppression is
the cross-polarization technique that requires a high extinc-
tion rate between both polarizations [134]. In general, the
detection of resonance fluorescence is always aggravated
by scattering at imperfections. This circumstance becomes
even more delicate in photonic nanostructures such as ridge
waveguides [152, 153] and photonic crystals [154, 155].
(Pulsed) resonance fluorescence has so far not been ob-
served in waveguide-coupled photonic crystal cavities.
3.3. Two-photon interference
When two single photons with the same Fourier-transform
limited spectrum, temporal profile and polarization from
two spatially separate sources propagate with a linear net-
work, one cannot distinguish which of the two photons
stems from one or the other source, i.e. they are indis-
tinguishable [157]. Due to the interference of the proba-
bility amplitudes, two indistinguishable photons imping-
ing on the two inputs of a balanced beam splitter (50:50)
will always exit together (so-called photon-bunching). The
experimental demonstration of photon-bunching was first
achieved by Hong, Ou and Mandel in 1987 [158] and is
one of the main prerequisites for quantum information sci-
ence being the basis for e.g. KLM quantum gates [15] and
boson sampling [6]. This so-called two-photon interference
is usually measured using a Michelson interferometer con-
sisting of a beam splitter, two distinct optical paths and two
single-photon detectors at the two outputs of the splitter
(an equivalent configuration based on a Mach-Zehnder in-
terferometer can also be used). A temporal displacement
between both inputs can be introduced either by changing
the position of the beam splitter [158] or by introducing a
variable delay line into one of the photon paths [159] for
making the photons gradually distinguishable. For single
photons from semiconductor QDs, two-photon interference
was first demonstrated for photons from the same source by
exciting the QD with two short pulses temporally separated
by a 2 ns delay [47]. A variable mirror able to compensate
for the delay time was placed at one of the beam splitter
outputs, a fixed mirror at another output. In this way, five
different scenarios were created of photons impinging on
the detectors of which only one creates a temporal overlap
of both photons showing a dip in the correlation function.
So far, two-photon interference could be demonstrated for
very different systems including dissimilar (between a QD
and a Poissonian laser [160], a parametric down-conversion
source [161] or a frequency comb [162]) and similar sin-
gle photon sources (between different QDs) [137, 163]. In
most cases, indistinguishability has been demonstrated be-
tween QDs of two different and spatially separate samples
[48, 125, 126], but in the perspective of quantum photonic
integrated circuits it is of special importance to demonstrate
two-photon interference between single photon sources on
the same semiconductor chip (Figure 10). This has been
achieved for two QDs on the same substrate with only
40 µm distance between them [156]. The experimental dif-
ficulty here is to find two QDs within the field of view that
have almost identical emission energies, linewidths and po-
larization. A much more practical approach is the tuning of
the excitonic QD transitions by changing the properties ex-
ternally, e.g. by applying an electric field. See section 4.3
for a review about tuning mechanisms.
4. Purcell-enhanced single-photon emission
Intrinsic dephasing processes (e.g. phonon scattering) and
extrinsic spectral fluctuations, related to varying charge en-
vironment in the vicinity of the QD, typically limit the co-
herence time of single QDs to T2 ≈ 100− 200 ps, while
the natural exciton lifetimes are limited to T1 > 400 ps. The
exploitation of two-photon interference in photonic quan-
tum information processing (QIP) requires the reduction
of the lifetimes in order to achieve T2 ≈ 2T1. This can be
achieved employing cavity quantum electrodynamic effects
in nanophotonic structures that allow the precise tailoring
of the electromagnetic field surrounding of the dot. In this
way, the rate of radiative recombination from the embed-
ded emitter can be controlled via the Purcell effect [164]
in e.g. a cavity. The enhancement factor of the spontaneous
emission rate is hereby determined by the spatial and spec-
tral matching between emitter and cavity mode, the quality
factor Q and the mode volume V of the cavity mode in the
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9photonic nanostructure [165]. In particular, for a spectrally
narrow source in resonance with a broader optical mode,
the Purcell-enhancement is proportional to the Q/V ratio
(bad cavity regime). In order to approach an almost perfect
cavity-emitter interface by increasing the light-matter inter-
action, photonic nanostructures need to provide very high
quality factors and low mode volumes.
4.1. Cavities
Typical examples of photonic nanostructures include mi-
crodisks, micropillars, nanobeams, photonic crystal slabs
and 3D photonic crystals (see Figure 11 for an overview).
All structures provide an effective three-dimensional pho-
tonic confinement based on the possibility to manipulate
and control light propagation by introducing interfaces
with very high refractive index contrast. Obviously, the best
index contrast for GaAs-based devices is given for the in-
terface between GaAs (with n = 3.5) and air (n = 1).
In microdisks, light is confined by total internal reflec-
tion (TIR) at the GaAs/air boundary and propagates within
the disk cross section in the vicinity of the disk rim. The
so-called whispering-gallery modes possess very high qual-
ity factors of up to Q = 100,000 [169] but suffer from the
relatively large mode volumes. Even higher Q-factors can
be observed in micropillar resonators (Q can be as high
as 250,000 [170]) where Bragg mirrors (alternating pairs
of dielectric materials with high index contrast and λ/4-
thickness for constructive interference) below and on top
of the cavity region confine photons in the pillar effectively.
Depending on the pillar diameters mode volumes as low as
2.3(λ/n)3 [171] can be achieved. However, while micropil-
lars with embedded QDs are ideal vertical-emitting single-
photon sources, they do not match the requirements of
quantum photonic integrated circuits that involve in-plane
photon routing and processing. In this regard, photonic
crystals slabs embody the perfect compromise by facilitat-
ing high quality factors, low mode volumes and in-plane
control. They are based on Bragg scattering in periodic
photonic structures which are most commonly realized by
drilling air holes in a lattice-geometry into a membrane
of semiconductor material. In-plane confinement is then
achieved by the photonic band gap introduced by the holes
etched into the membrane, while out-of-plane confinement
fully relies on total internal reflection at the membrane-air
interface. Photonic crystals can be fabricated in square or
triangular lattice whereas the latter is most commonly pre-
ferred as it provides a larger photonic band gap [172].
PhC cavities are formed by displacing neighboring
holes (H0 cavity [173]) or leaving out a single (H1 cav-
ity [174,175]) or several air holes, thereby forming a defect
in the photonic crystal bandgap. In the prospect of single-
photon emission, L3 cavities (three missing holes in a line)
are most promising as they support polarized single modes
with a wide spectral margin [176]. The highest Q-factors
for GaAs were so far reported for passive L3 cavities in a
triangular lattice with reduced hole radius [177] and shifted
next neighbor positions [178] with experimental values up
Figure 12 Left: Calculated band structure (inside first Brillouin
zone) for TE-modes of an infinite PhC waveguide. The black lines
indicate y-polarized modes, the gray lines indicate x-polarized
modes. Right: Scanning electron microscope image of the PhC
waveguide. The scale bar represents 1 µm. Reprinted with per-
mission from [25]. ©2011, AIP Publishing LLC.
to 700,000 [179, 180] (calculated Q-values exceed 1×106
for optimised L3 designs [181]). Active structures (with
embedded QDs) show quality factors up to Q = 35,000
(25,000) and mode volumes V/(λ/n)3 = 0.9(0.4) for L3
(H1) cavities [182]. Note that the difference between Q-
values with and without QDs may be related to the different
wavelength range of operation (typically around 900 nm
with QDs, therefore in the spectral region of band-tail ab-
sorption in GaAs) or to residual non-resonant absorption
by the QDs. Comparable results have been obtained using
one-dimensional PhCs in nanobeams [166, 183].
Three-dimensional PhCs, for example based on the
woodpile structure [168] (see Figure 11), may, in princi-
ple, offer higher quality factors due to suppressed leakage
in the vertical direction and additionally provide better con-
trol of the QD spontaneous emission. However, they are
technologically much more challenging to fabricate.
4.2 Photon collection and routing in waveguides
Quantum photonic integrated circuits are two-dimensional
arrangements of different functionalities on one semicon-
ductor chip that allow the generation, manipulation and
detection of single photons. This requires efficient pho-
ton collection from single photon sources, interconnections
between the individual functionalities as well as low-loss
transport of light within the circuit from the stationary qubit
to the manipulation and detection sites. Waveguides (such
as PhC waveguides [23, 25–27, 184] or ridge waveguides,
see Section 5) perfectly meet these requirements as they ef-
ficiently collect photons emitted by the QDs (even in the
absence of a cavity) and transport them via propagating
modes. PhC waveguides have the huge advantage of a tight
mode confinement paving the way for a high density of
components on one chip. On the downside, they suffer from
optical losses and mechanical instabilities.
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Q~ 38,500
V ~ 0.8 (λ/n)
3
Q ~ 250,000
V ~ 2.3 (λ/n)
3
Q ~ 35,000 (L3)
V ~ 0.9(λ/n)
3
Q ~ 43,000
V < (λ/n)
3
Q ~ 100,000
V ~ 2 (λ/n)
3
(e)
(a) (b)
(c) (d)
Figure 11 Overview over different GaAs-based cavity types providing three-dimensional photonic confinement: (a) microdisks [166],
(b) micropillars, (c) nanobeams [166], (d) PhC slabs and (e) three-dimensional photonic crystals. The respective record optical Q-
factors for GaAs-based photonic nanocavities embedding QDs are given at the bottom of each image together with estimated mode
volumes. (b) Adapted with permission from Ref. [50]. Copyrighted by the American Physical Society. (d,e) Adapted by permission
from Macmillan Publishers Ltd: Sci. Rep. [167], ©2013, and Nat. Photon. [168], ©2011.
One way of efficiently collecting photons in a single
guided mode is the use of a PhC waveguide [185–187]
(e.g. ”W1” waveguide, based on a missing row of holes
in a triangular lattice of holes patterned in a semiconductor
slab). The radiative bandgap created by the PhC suppresses
the emission into in-plane modes other than the intended
mode (see Figure 12), resulting in a large (β = 80− 90%)
spontaneous emission coupling factor (defined as the frac-
tion of spontaneous emission coupled to the desired mode).
This is true even in the absence of a strong Purcell effect.
The β -factor can be even higher in case the QD is spec-
trally close to the bottom of the dispersion curve. Then the
emission into the guided mode is enhanced due to a de-
creased group velocity, further increasing β . Efficient fun-
neling of the emission of single QDs into a PhC waveguide
mode has been observed experimentally for QDs emitting
in the 900 nm [26] range but also for the telecommunica-
tion range around 1300 nm [27]. In this context, β -factors
as high as 0.98 [24, 35] and Purcell enhancements of up to
Fp = 2.7 [188] were already reported.
4.2. Tuning Quantum Dot and Cavity Mode
In a perfect cavity-emitter interface, both QD transition and
cavity mode have the same energy for maximum Purcell en-
hancement. However, in real photonic nanostructures with
embedded QDs it is most likely that both resonances are
slightly detuned from each other as result of growth and
processing imperfections. This circumstance makes exter-
nal tuning mechanisms indispensable. The simplest way
of tuning the QD excitonic emission with respect to the
cavity mode is by changing the sample temperature in a
temperature-variable cryostat [23, 51, 189], by laser irradi-
ation or by implementing heat pads close to the photonic
Figure 13 Left: Band structure of a Stark-tunable device con-
sisting of InAs QDs grown within GaAs quantum wells and Al-
GaAs superlattices. Right: Field-dependence of two QDs (Dot1
and DotA) as well as the cavity mode. Reprinted with permission
from Macmillan Publishers Ltd: Nat. Photon. [48], ©2010.
crystal [190, 191]. All these mechanisms will affect the
electronic band structure, the refractive index of the de-
vice and the lateral expansion of the cavity. The two latter
changes only slightly affect the spectral position of the cav-
ity mode, while the bandgap change strongly tunes the QD
energy. Experimentally more challenging are other post-
growth tuning mechanisms such as the application of exter-
nal magnetic fields [192] or strain [193, 194]. A more inte-
grated approach is the implementation of electrical contacts
into the photonic nanostructures and shifting the QD tran-
sitions via Stark tuning by applying an electric field across
the QD layer [27, 48, 195–200]. Additional heterostructure
barriers (see Figure 13) around the QD suppress carrier tun-
neling out of the dot enabling a tuning range of several tens
of meV [48].
Whereas a single exciton can easily be tuned into res-
onance with a cavity mode using the Stark effect, more
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Figure 14 Left: Schematic representation of an electrostatically
tunable double-membrane PhC cavity showing the field distribu-
tions of symmetric (s) and antisymmetric (as) mode. Right: PL
of the antisymmetric L3 mode of a double-membrane PhC cavity
as function of the DC bias. The L3 mode gradually shifts in res-
onance with the QD lines (by sweeping the bias from 0 to -4.8
V. Reprinted with permission from [216]. ©2012, AIP Publishing
LLC.
elaborated integration schemes such as the interference of
two indistinguishable single photons from two QDs in two
separate photonic surroundings require the ability to con-
trol both the QD and cavity frequencies independent from
each other so that different QD and cavity lines can be
all brought to resonance [201]. In this regard, Stark tuning
only affects the QD exciton energy and does not shift the
cavity resonance. The separate tuning of PhC cavity reso-
nances is a challenging task, especially at the low temper-
atures of interest. Several methods for cavity tuning have
been proposed, including the use of photosensitive ma-
terials [202], wet-chemical etching [203], nano-oxidation
techniques [204–207], the insertion of gases [208] or liq-
uids [209–211] as well as near-field probes [212, 213].
However, all these techniques are not very convenient in
the prospect of realizing fully integrated quantum pho-
tonic circuits. None of these approaches allows the real-
time tuning of each cavity in an array, as needed for
QPICs. The latter functionality can be achieved using nano-
electro-mechanical actuation, for example using a double-
membrane cavity [214] (see Figure 14). This was recently
demonstrated in [215]. In this structure, the PhC mode
extends over two closely-spaced membranes, and an elec-
tromechanical control of their distance results in a change
of the mode wavelength, potentially over several tens of nm.
With this structure, electrical tuning of the PhC resonance
over >10 nm at 10 K was obtained [216] (see Figure 14),
without affecting the QD emission lines. Combining this
cavity tuning with the Stark tuning of the QD excitons re-
sults in widely tunable single-photon sources to be used as
key building blocks for scalable integrated photonic quan-
tum processing [201]. Note that those electromechanical
PhC cavities can also be used as tunable filters - a much
needed component in quantum photonic integrated circuits
with detectors.
Figure 15 Top: sketch of the interface between PhC waveguide,
suspended nanobeam and ridge waveguide. Bottom: scanning
electron microscopic image of the fabricated waveguide devices
at the interface of suspended and ridge waveguide. Reprinted
with permission from [218]. ©2013, AIP Publishing LLC.
5. Photon Routing and Manipulation
5.1. Photon transport in ridge waveguides
While PhC WGs are attractive for the modification of the
LDOS and the optimization of the efficiency, a photonic cir-
cuit fully based on the photonic crystal geometry typically
suffers from high optical losses (although losses down to
8 dB/cm have been demonstrated on GaAs [217]) and sub-
stantial structural instability. A more efficient way of trans-
porting single photons through photonic circuits is the use
of ridge waveguides (RWGs) as they exhibit good mode
confinement and low losses (< 1 dB/cm [217]). This re-
quires the efficient coupling of single photons from PhC
waveguides to low-loss, supported ridge waveguides. Cou-
pling from the PhC waveguide into the RWG using a sim-
ple, single-step lithographic process was recently demon-
strated showing coupling efficiencies of up to 70% [218].
It is based on tapering the mode in both the lateral and
the vertical direction by gradually changing the width of
the waveguide (see Figure 15). By using this structure, sin-
gle photons were coupled to a ridge waveguide at a rate as
high as 3.5 MHz, which exceeds the typical rates obtained
by coupling single-photon emission from QDs into fibers,
showing the huge advantage of integration.
5.2. Optical phase shifters
Phase tuning and/or photon switching is needed in many
implementations of photonic QIP, such as boson sampling
[13]. Additionally, fine tuning of the splitting ratio of inte-
grated beamsplitters is often required to correct fabrication
imperfections. These circumstances require a robust way
to manipulate the phase of photons in a given waveguide of
an individual input arm. Typically, this is achieved by using
electro- or acousto-optical modulators which are based on
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12 C.P. Dietrich et al.: GaAs integrated quantum photonics
external modulations of the refractive index of the medium
in which the single photons propagate.
Nowadays, electro-optic phase modulators (EOPMs)
are routinely fabricated and operated by applying a voltage
across a non-centrosymmetric material (e.g. GaAs) verti-
cal to the propagation direction through metallic electrodes.
The voltage causes a change of the refractive index as func-
tion of the applied electric field. In general, the quality
of an EOPM is related to Vpi L, the voltage length prod-
uct required for a phase shift of pi , and should ideally be
≪1 Vcm to enable dense packaging of photonic compo-
nents. GaAs presents an enhancement of the electro-optic
effect at energies very close to the bandgap [219]. In this
wavelength region it has a very large electro-optic coeffi-
cient (γ = 2.4×10−11 m/V [220]) and relatively low values
of Vpi L = 0.21 Vcm [221].
Suspended GaAs waveguides can confine the optical
mode very tightly due to the high index contrast between
GaAs and air. By interconnecting the waveguide with
bridges for electrical connection, only very small voltages
are necessary to achieve large electric field strengths as re-
sult of the short inter-electrode distance. An effective dop-
ing scheme with gradually doped p- and n-layers can fur-
ther reduce Vpi [221].
A different way of changing the optical phase of a pho-
ton wave is the structural modification of the waveguide.
This can be achieved for example through the application
of a surface acoustic wave via a piezoelectric transducer
perpendicular to the propagation direction of photons. The
acoustic wave generates regions of compression and extrac-
tion. This changes the refractive index of the waveguide
material via the elasto- and electro-optic effect due to the
applied strain and the inherent piezoelectricity of GaAs, re-
spectively. These acousto-optic modulations can operate up
to GHz frequencies [222]. However, those transducers are
hard to implement, require substantial power and cannot be
used to fix the phase over long time scales.
A very promising alternative for the phase tuning and
reconfiguration of QPICs is given by the use of low-
frequency micro- and nano-mechanical structures, where a
physical displacement is produced via electrical actuation
(e.g. through capacitive forces). Nanomechanical phase
modulators have been demonstrated, for example in sili-
con [223]. The double-membrane structure used for the
tuning of PhC cavities [215, 216] lends itself to this type
of phase modulators, potentially featuring Vpi L products in
the order of 0.005 Vcm and maximum frequencies in the
MHz range.
5.3. Beam splitters, directional couplers and
interferometers
Quantum integrated photonic circuits not only provide a
platform to monolithically integrate single-photon sources,
large-scale quantum circuits and detectors, but also offer
high-visibility classical and quantum interference due to
the inherent stability of the interferometers and perfect
mode-overlap at the beam splitters. Using dual-rail (or
Figure 16 Top left: Cross section of a GaAs/AlGaAs ridge
waveguide and the simulated field distribution of the fundamental
TE-mode. Top right: Schematic image of a GaAs directional cou-
pler. Bottom left: Coupling ratio of the couplers for different gaps
as function of coupling length. Bottom right: Two-photon quan-
tum interference in the directional couplers with a coupling ratio
ε ≈ 0.5 showing high visibility of almost 95%. Reprinted from [22]
, ©2014, with permission from Elsevier.
path) encoding, an arbitrary single path-encoded qubit can
be represented as a superposition of two states: α |10〉+
β |01〉 (in this notation the state |nm〉 indicates the pres-
ence of n photons in one waveguide and m in the other).
An integrated optical beam splitter, usually implemented
with a 50:50 directional coupler or a multimode interfer-
ence (MMI) coupler, can easily perform a Hadamard op-
eration and produce a superposition state such as (|10〉+
|01〉)/√2 from a single photon propagating in one waveg-
uide. Moreover, when two indistinguishable photons meet
at the Hadamard gate, quantum interference produces pho-
ton bunching and a maximally entangled state (both pho-
tons are either reflected or transmitted). The initial in-
put state |11〉 is then transformed into the entangled state
(|20〉+ |02〉)/√2 after the Hadamard operation. The same
quantum interference, in combination with detection, is
also at the origin of the photon non-linearity exploited in
linear optics quantum computing.
This key effect was already demonstrated in GaAs
waveguides [22, 224] where directional couplers were de-
signed and fabricated using GaAs/AlGaAs ridge waveg-
uides with widths and heights of 2-4 µm. Figure 16
shows the calculated field distribution for the quasi-TE
fundamental mode and schematic image of the fabricated
GaAs/AlGaAs directional couplers. A propagation loss of
2.5-3.5 dB/cm and a coupling loss of 2-2.5 dB/facet were
measured using the Fabry-Pe´rot method. The coupling ra-
tio ε of the directional coupler is defined as the ratio of
reflectivity and transmission. By varying the length of the
coupler, an arbitrary value for ε can be set. As can be seen
in Figure 16, a near 50:50 directional coupler with two bent
input/output waveguides can be realized when the coupling
length is about 140 µm for a 2.5 µm gap. Single photons
pairs were launched into the 50:50 directional coupler and
the coincidence counts after the coupler were measured us-
Copyright line will be provided by the publisher
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Figure 17 Top left: Schematic image of the Mach-Zehnder interferometer (MZI) with two directional couplers and two electro-optical
phase shifters. Top right: Optical image of the fabricated MZIs. Bottom left: Normalized intensities of the two outputs as function of
relative phase shift for coherent bright-light input (for a coupling ratio of ε = 0.3). Bottom right: Quantum interference fringes showing
manipulation of the two-photon state. Reprinted from [22], ©2014, with permission from Elsevier.
ing a counting module and two single-photon detectors. By
changing the time arrival of the two photons, a Hong-Ou-
Mandel (HOM) dip with a high visibility of almost 95%
was observed as shown in Figure 16. On-chip beamsplitters
were recently integrated with single-photon sources based
on QDs [224–226].
Besides the creation of entangled states by using direc-
tional couplers, also arbitrary unitary operations of quan-
tum states are required to implement quantum communica-
tion and universal quantum computing. In order to prepare
and measure arbitrary path-encoded qubits, two Hadamard
gates and three phase shifters are required (representing
a Mach-Zehnder interferometer), one of which induces
a relative phase and amplitude between the two waveg-
uides (see Figure 17). The Mach-Zehnder interferometer
then transforms a single-photon quantum state |10〉 into
[(1−2ε)cos(θ/2)+ ısin(θ/2)] |10〉+2ı
√
ε(1− ε)cos(θ/2) |01〉
where θ is the relative phase between the two arms [22].
Thus, a simple integrated Mach-Zehnder interferometer
(MZI) with two 50:50 directional couplers and three phase
shifters can prepare and manipulate an arbitrary quantum
state.
GaAs/AlGaAs MZIs consisting of two identical 50:50
directional couplers and two electro-optical phase shifters
on the top of two arms were demonstrated in [22], a
schematic representation and an optical microscopic im-
age can be seen in Figure 17. The working principle was
demonstrated by using both a classical light source and a
single photon source. Classical light showed sinusoidal os-
cillations at both outputs. Their obvious unbalance was as-
cribed to the non-perfect coupling ratio of ε = 0.3. When
two single photons are separately launched into the two in-
put ports of the Mach-Zehnder interferometer, the first cou-
pler creates the two-photon state
√
2ε(1− ε)ı(|20〉+ |02〉)
+ (1−2ε) |11〉. For ε = 0.5, the two photons are maximally
path-entangled. The phase shifters then perform a rotation
and the second coupler transforms the state to
ı
√
2ε(1− ε)
[
−εe−2ıθ +(1−2ε)e−ıθ +1− ε
]
|20〉
+ı
√
2ε(1− ε)
[
(1− ε)e−2ıθ +(1−2ε)e−ıθ − ε
]
|02〉
+
[
−2ε(1− ε)e−2ıθ +(1−2ε)2e−ıθ −2ε(1− ε)
]
|11〉
The manipulation of the two-photon entanglement state can
be seen in Figure 17 showing two-photon quantum interfer-
ence with a doubled frequency compared to the classical
light experiment.
5.4. Switching and routing
There are several ways of controlling the propagation of
single photons by using the inherent optical properties of
quantum dots. The two most prominent examples herein
are single-photon switching and spin-photon routing.
Single-photon switches are systems based on nonlin-
ear optical interactions [227, 228] in which the injection
of control photons strongly affects the propagating of sig-
nal photons. This effect was already observed in strongly
coupled QD-cavity systems (where strong coupling sets in
when the coherent coupling constant of the QD-cavity sys-
tems becomes larger than the photon decay rate) [229–231].
In this case, the energy structure, described by the Jaynes-
Cummings ladder, is anharmonic, which means that, by ex-
citing the system at the frequency of the transition to the
upper polariton state in the first manifold with a control
photon, the scattering rate of photons in the second mani-
fold is changed drastically [229]. Typical switching times
lie in the ps-range. Single-photon switches thus may repre-
sent a key element in future high-bandwidth QPICs.
Another way of externally manipulating the propaga-
tion of single photons is given by the exploitation of the QD
Copyright line will be provided by the publisher
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14 C.P. Dietrich et al.: GaAs integrated quantum photonics
Figure 18 Left: SEM image of perpendicular waveguides with
grating outcouplers at each end. The QD is located at an off-
center position (90 nm away from the center) as indicated in the
inset. Right: PL spectra from the off-center QD excited with cir-
cularly polarised light and recorded at opposite grating outcou-
plers for magnetic fields between ±4 T. Reprinted with permis-
sion from [237]. ©2011, AIP Publishing LLC.
spin degree of freedom. Spin states such as those in a semi-
conductor QD are considered to be very good qubits [232]
as they possess coherence times in the tens of nanoseconds
range, which can be extended to the microseconds range
by spin-echo techniques [233]. The spin of resident elec-
trons in QDs can be mapped onto the circular polariza-
tion state of photons emitted by the related charged exciton
(trion) [234], when an additional exciton is pumped in the
QD [235]. However, this in-plane circular polarization state
is difficult to map into polarization- or path-encoded pho-
tons propagating along the layers. Additionally, the strong
birefringence of nanophotonic waveguides makes the trans-
mission of polarization-encoded qubits difficult.
This difficulty can be circumvented by a proper design
of the electromagnetic environment around the QD. For ex-
ample, by placing a QD at the crossing point of two or-
thogonally arranged photonic waveguides (Figure 18, left)
and detecting the output at the waveguide ends, the state
of a spin-polarized exciton can be mapped onto the propa-
gation direction of the generated photons [236]. Although
this experiment is hardly compatible with the KLM scheme
in terms of scalability, its outcome has triggered the idea of
using QD spin states to transfer vertically coupled photon
polarization degrees into in-plane path qubits. It was found
that, by placing the QD off-center (see Figure 18), the indi-
vidual spin polarization can deterministically be addressed
(and directed within the photonic circuit) by using circu-
larly polarized light [237]. In the same way, when placing
a QD into the so-called C-point of a W1 PhC waveguide,
in principle, unidirectional emission and even an entangled
photon source can be achieved [238]. Recently, this scheme
was experimentally demonstrated in a glide-plane waveg-
uide whose mirror-symmetry is broken by gradually shift-
ing the inner hole row away from the W1 defect (towards
one end of the waveguide) leading to a preferential emis-
sion of photons from a circularly polarized dipole into one
of the two directions (depending on the helicity) [239].
6. Single-photon detectors
6.1. Superconducting nanowire detectors
The integration of single-photon detectors (SPDs) with
quantum photonic integrated circuits is particularly chal-
lenging, as the complex device structures associated with
conventional single-photon detectors, such as avalanche
photodiodes, are not easily compatible with the integra-
tion with low-loss waveguides and even less with sources.
Transition-edge sensors (TES) may be suited for integra-
tion [29], but they are plagued by very slow response times
(typically leading to maximum counting rates in the tens of
kHz range) and require cooling down to < 100 mK temper-
atures. Instead, the ”hot-spot” detection mechanism in su-
perconducting nanowires [240–242] is much more promis-
ing for fast single-photon detection. This detection mode
can be implemented in a GaAs photonic circuit by sputter-
ing an ultrathin (4-5 nm) NbN film on top of GaAs/AlGaAs
waveguide heterostructures and by its subsequent pattern-
ing into narrow wires [28, 243]. The evanescent field of
the guided mode interacts with the wires (see Figure 19a),
resulting in a modal absorption coefficient of several hun-
dreds of cm−1, ensuring nearly 100% absorptance in a prop-
agation distance of a few tens of µm.
The devices need to be cooled down to cryogenic tem-
peratures and biased with a current Ib close to the critical
current Ic of the superconducting wire. When the photon
is absorbed, a region with a high concentration of quasi-
particles is formed (”hot-spot”), leading to a local disrup-
tion of the superconductivity and resulting in a resistance
appearing in the wire through a process involving the cre-
ation and crossing of vortices [244,245]. The bias current is
correspondingly expelled from the wire to the load formed
by the input resistance of an amplifier producing a voltage
pulse. The typical shape of such an output pulse is shown in
Figure 19, revealing a time constant being related to the re-
covery of the bias current in the wire after superconductiv-
ity has been re-established. This time constant (typically in
the few ns range) is limited by the wire’s kinetic inductance
[246]. Maximum counting rates in the 100 MHz range can
be obtained, orders of magnitude higher than with TES de-
tectors. The jitter in the output pulse, measured to be 60 ps
in waveguide SPDs on GaAs [28] and even shorter in SPDs
on Si [30], is also much better than in TES and avalanche
photodiodes, allowing much higher temporal resolution in
single-photon measurements.
The quantum efficiency (QE) of superconducting SPDs
is observed to strongly depend on the bias current, with
a maximum close to the critical current, since the proba-
bility of switching the wire from the superconducting to
the resistive state is maximum there. Besides that, also the
nanowire geometry [247] as well as fabrication imperfec-
tions such as nanowire width and film thickness fluctua-
tions [248] strongly affect the quantum efficiency. The QE
is further a function of the position across the nanowire
width at which the incident photon is absorped [245]. In
GaAs-based waveguide SPDs, maximum device quantum
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 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 
15
Figure 19 Left: Sketch of a waveguide superconducting single-
photon detector. Right: Device quantum efficiency (red dots, left
axis) and dark count rate (blue dots, right axis) as a function of
the normalized bias current. Inset: Output electrical pulse, show-
ing a 1/e time constant of 3.6 ns. Reprinted with permission from
[28]. ©2011, AIP Publishing LLC.
efficiencies of about 20% (defined as the photocounts nor-
malized to the number of photons coupled into the WG for
the transverse-electric (TE) polarization) were measured
[28], which are promising for applications in quantum pho-
tonic integrated circuits. Note that even higher efficiencies
were obtained on Si/SiO2 [30, 249, 250] or SiNx [251, 252]
due to the possibility to deposit NbN at higher temperatures.
Improvement of the quality of NbN films on GaAs, the
use of lower-gap superconductors such as WSi [253, 254]
and the use of suspended or PhC GaAs waveguides [255]
should result in QEs approaching 100%, as needed in large-
scale quantum photonic integrated circuits.
The yield of SPDs on a chip is also a key issue for the
scalability of integrated circuits. NbN-based SPDs are typ-
ically plagued by the low yield of efficient devices, which
has been attributed to the presence of localized defects
(constrictions) [256] and continuously distributed inhomo-
geneities [248]. These regions with lower local critical cur-
rent prevent a uniform biasing of the detector and thereby
limit the efficiency. Their effect is expected to be less crit-
ical in WSi films due to the larger hot-spot diameter [253]
and the correspondingly lower dependence on the bias cur-
rent.
6.2. Advanced functionalities with integrated
detectors
The waveguide configuration provides an opportunity to in-
tegrate additional functionality with the detector. For exam-
ple, in [30], an optical delay line constituted by a microring
resonator was integrated with a nanowire detector on a Si
waveguide. Nanophotonic cavities were integrated with su-
perconducting nanowires, enabling spectral selectivity and
near-unity efficiency [257]. Superconducting nanowire de-
tectors were also integrated with Si-based small-scale quan-
tum photonic circuits [252]. In the GaAs platform, multi-
mode interference (MMI) couplers, Mach-Zehnder interfer-
ometers and modulators can easily be integrated with detec-
tors.
The detector structure itself can also be tailored to
perform advanced measurements such as measuring the
second-order auto-correlation function by integrating sev-
eral wires on a waveguide [258]. In this case, two NbN
nanowires sense the electric field of the same guided mode.
The nanowires are separately connected to two different
bias and amplification circuits, providing two distinct read-
outs of the photo-response signals, similar to the free-space
configuration reported in [259]. By combining the detec-
tor outputs in a correlation card, the second-order corre-
lation function of light propagating in the waveguide can
be measured directly [258]. This integrated auto-correlator
provides the advantage of a very small footprint and a
reduction in the total length of NbN wires needed to
achieve a given absorption probability. Despite the very
close physical proximity (wire-to-wire distance of 150 nm),
no crosstalk (spurious switching of one wire after detection
of a photon in the other wire) was observed, within the ex-
perimental accuracy [258].
The on-chip detection of QD emission embedded in
a ridge GaAs waveguide was recently demonstrated [153,
260]. A major challenge in this regard is the spectral fil-
tering of single QD emission lines and the discrimination
of scattered laser light which can be achieved by pumping
from the vertical direction and temporally filtering the QD
emission from the short pump pulse [153].
6.3. Photon-number resolving detectors
Apart from their use as autocorrelators, multi-wire struc-
tures can also be configured to work as photon-number-
resolving (PNR) detectors [261]. In this case, instead of
reading out each wire separately, the wires are connected
in parallel [261] or in series [262, 263] in order to pro-
vide a single voltage output proportional to the number
of switching wires. In particular, the series configuration
has been shown to be attractive in view of the potential
for high efficiency and scalability to large photon num-
bers [262, 264]. For example, as shown in Figure 20, four
wires can be patterned on top of the same waveguide, and
connected in series, with an integrated resistor in parallel to
each wire [265]. When a wire switches to the resistive state
after absorption of a guided photon, the bias current flow-
ing through it is diverted to the parallel resistor, producing
a voltage pulse. When two or more wires switch, the sum
of the corresponding voltages is read out in the external
circuit [265]. Such waveguide PNR detectors will perform
a fundamental function in future fully-integrated quantum
photonic circuits, enabling photon number measurements
with high efficiency in an extremely compact footprint.
7. Integration perspectives and outlook
Figure 21 shows an illustration of a simple, possible quan-
tum photonic integrated circuit, which enables to perform
a two-photon interference measurement. In this circuit, sin-
gle photons are generated by the radiative recombination of
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16 C.P. Dietrich et al.: GaAs integrated quantum photonics
Figure 20 Left: Oscilloscope persistence map of a photon flux detected with a waveguide photon-number resolving detector (consist-
ing of four superconducting nanowires) showing 0-4 photon events. The left axis shows a corresponding histogram collected in a time
frame indicated by the rectangle. Right: Count rates of the waveguide photon-number resolving detector corresponding to different
photon counting levels: 1-photon (red), 2-photon (blue), 3-photon (green), and 4-photon (purple). Inset: the signal amplitude as a
function of the detected photon number. Reprinted with permission from [265]. ©2011, AIP Publishing LLC.
QD excitons placed in a PhC waveguide. The QD emission
is tunable via the Stark effect created by the introduction of
p- and n-doped regions into the PhC. The PhC waveguide
transports the single photons towards ridge waveguides af-
ter being spectrally filtered by a PhC cavity in order to iso-
late photons from individual QD transition lines. The spec-
tral filter itself can be tuned via a second underlying mem-
brane (not shown). The single photons are then transferred
into the beam splitter (directional couplers) where they exit
in bunched pairs as result of their indistinguishability. The
superconducting nanowire single photon detectors subse-
quently measure the second-order correlation function of
the beam splitter output to prove the interference of sin-
gle photons from two remote sources. This scheme can eas-
ily be extended to perform measurements of higher com-
plexity by simply increasing the amount of individual units
(sources, splitters and detectors) if a high efficiency is ob-
tained in all parts of the circuit. In this way, multi-photon
experiments such as boson sampling or advanced quantum
photonic gates (e.g. reconfigurable chips [266]) can be in-
tegrated and scaled to large photon numbers.
All the building blocks for a multi-functional QPIC
(such as illustrated in Fig.21), including single-photon
sources, detectors and passive circuits, have been demon-
strated on the GaAs platform. The corresponding efficien-
cies, while still below the values (>99%) needed for scal-
ing to many qubits, are already attractive as compared
to the combination of coupling loss and efficiency typi-
cally affecting free-space or fiber implementations. Tak-
ing the case of a QD-based single-photon source at tele-
com wavelength as an example, the overall source-detector
efficiency is in the 5× 10−4 range when using conven-
tional micro-photoluminescence systems and commercial
fiber-coupled SSPDs (resulting from a 5× 10−3 probabil-
ity per pulse of generating a single photon into a single-
mode fiber and 10−1 detector quantum efficiency) [267],
although higher efficiencies can be achieved for both the
fiber-coupled source (up to 6×10−2 [268]) and the detector
(up to 0.93 [254]). In the very first demonstrations of ridge-
waveguide coupled devices, a photon generation probabil-
detectionprocessinggeneration
Figure 21 Schematic illustration of a simple quantum photonic
integrated circuit able to perform a second-order auto-correlation
measurement and to demonstrate two-photon interference of sin-
gle photons that are generated (by Purcell-enhanced emission
from a QD in a PhC waveguide), filtered (by the PhC cavity), pro-
cessed (by the two directional couplers) and detected (by the two
superconducting nanowire detectors) on the same chip.
ity of 6× 10−2 per pulse [218] and a detection quantum
efficiency of 0.2 [28] were reported, corresponding to a po-
tential overall efficiency in the 10−2 range if the sources
and detectors can be coupled efficiently on the same chip.
We note that nearly the same waveguide epitaxial de-
sign was used for both the source and the detector, mak-
ing their efficient coupling possible. Significant improve-
ments in both integrated sources and detectors are possible,
for example using nearly or strictly resonant excitation of
the QD [124, 268], optimized PhC cavity design and pro-
cessing, and improved superconducting nanowire technol-
ogy, potentially bringing the overall efficiency in the tens
of percent range. Additionally, integrating a large number
of such devices on a single chip is in principle straightfor-
ward. Passive waveguide circuits are readily implemented
with GaAs ridge waveguides. While the quantum interfer-
ence experiments reported in Section 5.2 were carried out
using waveguides with larger cores to optimize coupling to
fibers, similar structures can easily be designed and real-
ized based on the tightly confined ridge waveguide design
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used for sources and detectors. Waveguide losses were es-
timated to be in the few cm−1 range for the relatively un-
optimized technology used in [218] and could certainly be
improved. Due to the compact size of the needed compo-
nents, waveguide loss is not expected to represent a major
limitation for experiments involving a few photons.
A few challenges still need to be addressed before
GaAs QPICs can be used to perform multi-photon exper-
iments beyond the state-of-the-art:
(i) Integrated filtering and buffering: Tunable filters
are always part of table-top quantum photonic experiments
based on QDs, as they are needed to discriminate the emis-
sion from single excitonic lines, particularly in the case of
non-resonant or near-resonant excitation. Filters can be re-
alised using PhC cavities, and can be integrated with either
the source or the detector. They can be made tunable by
using the same electromechanical actuation needed for tun-
ing the source [216]. Their integration in QPICs is therefore
in principle straightforward. Another much needed compo-
nent for quantum photonic integrated circuits is a single-
photon buffer that is able to store single photons with-
out destroying their non-classical nature and entanglement.
Single-photon buffers can be realized by utilizing the con-
trol of the group index in PhC waveguides [269], although
it is challenging to combine a buffering time larger than the
photon temporal length and low loss.
(ii) Improving the yield of sources and detectors and re-
ducing losses of photonic components: Scaling QPICs for
multi-photon experiments requires arrays of sources and
detectors with high yield and photonic components with
vanishing optical losses. Increasing the yield in detector
fabrication relies on improvements in superconducting thin
film technology, as discussed above, with good outlook
for the future. Achieving a high yield in sources, besides
a relatively straightforward integration of the tuning tech-
niques discussed in Section 4.3, further requires the active
control of the QD spatial position, in order to achieve ef-
ficient coupling with the optical mode of the PhC cavity.
Promising results have been shown in the position control
of both strained InAs/GaAs QDs [90,91,270,271] and pyra-
midal GaAs/AlGaAs QDs [272] (as discussed in Section
2.2), making the perspective of their integration in tunable
PhC structures realistic. In this context, photonic compo-
nents (such as waveguides, couplers etc.) still suffer from
high optical losses that currently make possible up-scaling
schemes unfeasible. Advanced lithographic steps need to
be implemented in order to reduce losses and be able to
implement true functionalities.
(iii) Improving the coherence and photon indistin-
guishability: A major limitation of solid-state single-photon
sources is the dephasing introduced by the environment as
described in Section 3.1 and can be classified into pure
dephasing (phase fluctuations on timescales shorter than
the exciton lifetime) and spectral wandering (variations of
the QD energy levels induced by a fluctuating charge en-
vironment on timescales longer than the exciton lifetime
but shorter than the experiment duration). Both processes
affect the photon indistinguishability and therefore the in-
terference visibility observed in photon bunching experi-
ments [47]. Recent results on near-unity indistinguishabil-
ity of photons generated by a single QD using pulsed res-
onant fluorescence [124] and quantum interference of pho-
tons generated by two distinct QDs [48, 133, 156] suggest
that these limitations can be surmounted by resonant pump-
ing techniques and a careful control of the QD environment.
Another very interesting route to the suppression of spec-
tral wandering is the real-time control of the QD energy
through a feedback loop [273]. In any case, coherence re-
mains the most challenging issue for the application of QD
sources to multi-photon experiments.
Further down the line, high-density integration on
GaAs will require increasing the refractive index contrast to
achieve smaller radii of curvature in waveguide bends. This
can be done by replacing the conventional GaAs/AlGaAs
waveguide structure by a GaAs/SiO2 structure, presenting
a similar index contrast as Si/SiO2. The bonding of GaAs
membranes on SiO2-coated Si substrates can be used for
that purpose and has been demonstrated [274]. In this per-
spective of large-scales QPICs, residual waveguide loss
will represent an important parameter and will have to be in-
vestigated carefully. We also note that other III-V active lay-
ers and membranes (and particularly those lattice-matched
with InP) may be used instead of GaAs, leveraging on the
vast developments in InP classical photonics. However, the
progress on QD single-photon sources on InP has so far
been limited [275], and it is unclear what the limits will be
in terms of photon indistinguishability.
A comparison between GaAs and other quantum pho-
tonic technologies is useful. The LiNbO3, Si and SiN plat-
forms can also in principle provide the key functionali-
ties of photon production, passive control and detection,
while the integration of efficient sources on silica-based
QPICs appears very challenging. In terms of integration
density, the small index contrast in LiNbO3 represents a ma-
jor fundamental limitation, making its application to large-
scale circuits involving tens of photons and thousands of
components doubtful. Si and SiN therefore represent the
strongest competitors to GaAs for integrated quantum pho-
tonics. These materials benefit from decades of investments
and technology developments in the electronics industry, al-
low fabricating devices with high quality and reproducibil-
ity, and are in principle compatible with production in
CMOS fabs. The index contrast in both systems is high, en-
abling high integration levels. Indeed, fast progress, partic-
ularly in quantum silicon photonics, has recently led to the
demonstration of QPICs with tens to hundreds of compo-
nents [21, 276]. However, fundamental challenges remain
in the large scale integration of sources, detectors and low-
power reconfigurable circuits on the Si and SiN platforms.
On the one hand, single-photon sources in these materials
can only be based on two-photon production via sponta-
neous four-wave-mixing from a pump laser and heralding
of a non-vacuum state by detection of one of the photons.
This approach is intrinsically limited in terms of efficiency
(probability of generating a single photon) since the aver-
age photon number must be kept low to avoid multi-photon
events. A potential solution is the multiplexing of several
sources [277], which implies a very significant increase in
Copyright line will be provided by the publisher
 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 
18 C.P. Dietrich et al.: GaAs integrated quantum photonics
the number of components and puts stringent requirements
on the loss of switches [20, 278]. On the other hand, the
integration of superconducting nanowire detectors implies
additional technological challenges on the Si and SiN plat-
form, related to the extreme filter performance required to
suppress the pump used for photon production, the impos-
sibility to use thermal phase tuning at low temperature, and
the incompatibility of most superconducting materials with
CMOS fabs. A solution to these problems might lie in the
use of hybrid platforms such as III-V materials on silicon
by direct heteroepitaxial growth on top of each other or by
wafer bonding [279].
While it is unclear at this point which technology will
be suited for large-scale QPICs, the physical properties of
GaAs and other III-Vs, including the direct bandgap and
the non-centrosymmetric crystal structure (enabling a lin-
ear electro-optic effect), provide them a very fundamental
advantage which could become crucial in the long term.
8. Conclusion
We have provided an overview of the recent progress
in quantum integrated photonic components and circuits
based on the GaAs technology platform. All key func-
tionalities, including single-photon sources and detectors,
photon-number-resolving detectors, integrated autocorrela-
tors and tunable Mach-Zehnder interferometers have been
realized and tested, and on-chip photon-photon interfer-
ence has been demonstrated. The remaining challenges
to be addressed for scaling GaAs quantum photonic inte-
grated circuits to the level of few tens of photons have also
been discussed. These results lay the foundation of a fully-
integrated quantum photonic technology, with potential ap-
plications in quantum simulation and computing.
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