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PRINCIPAL SPECTRAL THEORY OF TIME-PERIODIC NONLOCAL
DISPERSAL OPERATORS OF NEUMANN TYPE
HOANG-HUNG VO∗
Abstract. In this communication, we prove some important limits of the principal eigenvalue for
nonlocal operator of Neumann type with respect to the parameters, which are significant in the
understanding of dynamics of biological populations. We obtained a complete picture about limits
of the principal eigenvalue in term of the large and small dispersal rate and dispersal range classified
by ”Ecological Stable Strategy” of persistence. This solves some open problems remainning in the
series of work [3, 28, 29], in which we have to overcome the new difficulties comparing to [3, 28, 29]
since principal eigenvalue of nonlocal Neumann operator is not monotone with respect to the domain.
The maximum principle for this type of operator is also achieved in this paper.
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1. Introduction
The reaction-diffusion equation with nonlocal dispersal has become the subject of intensive research
since the past decade not only because it is not only more mathematically challenging but it can also
be used to describe many phenomena in the real world more precisely. In many biological systems,
organisms can travel for some distance and the transition probability from one location to another
usually depends upon the distance the organisms traveled. Such dispersal is referred to as nonlocal
dispersal and is usually modeled by proper integral operators of Neumann type (see [9, 19]). In this
paper, we are concerned with the following nonlocal dispersal operator of Neumann type
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L[u](t, x) := −ut(t, x) + D
σk
∫
Ω
J
(
x− y
σ
)
u(t, y)− u(t, x)
σN
dy + a(t, x)u(t, x), (t, x) ∈ R× Ω, (1.1)
where usually D is the dispersal rate, σ is referred the dispersal range and k is the ecological stable
strategy (ESS).
The nonlocal dispersal problem of Neumann type is the problem of intensive interest in the frame-
work of reaction-diffusion equations since it has real applications in the natural science. Many ap-
plications have been studied in the nice works [9, 10, 19, 13, 15], which are modeled by the nonlocal
dispersal of Neumann type equations. On the aspect of mathematical analysis, it is strongly linked
to local reaction diffusion equations with Neumann boundary condition, which are established in the
important works of Cortazar et al. [8], Andrew et al. [2] for parabolic operators, Ishii and Naka-
mura [16] for quasilinear elliptic operator. Moreover, another approximation of the spectrum of linear
elliptic by using Galerkin–Fourier method has also been done by Andre´s et al. [1]. The concept of
ESS comes from games theory and goes back to the work of Hamilton [10] 1967 on the evolution
of sex-ratio. Roughly speaking, an ecological stable strategy is a strategy such that if most of the
members of a population adopt it, there is no mutant strategy that would yield a higher reproduc-
tive fitness. In this framework the strategies are compared using their relative pay-off. This concept
has been recently used and adapted to investigate ecological stable strategies of dispersal in several
contexts: unconditional dispersal by Cosner and Lou [6], Hambrock and Lou [13], nonlocal dispersal
by Berestycki et al. [4], Hutson et al. [15]. The concept of ESS is also used to study the evolution of
dispersal for biological species in the close/open advective environments in the series of work of Lam,
Lou and Lutscher [21, 22]. Before stating the main results, let us give the main assumptions in this
paper.
Throughout this paper, we assume
(H1) Ω ⊂ RN is a bounded and connected domain with smooth boundary and D, σ > 0, k ≥ 0.
(H2) J ∈ C(RN ) is nonnegative, continuous and supported in Bγ(0) for some γ > 0, and satisfies
J(0) > 0 and
∫
RN
J(x)dx = 1, where Bγ(0) ⊂ RN is the open ball centered at 0 with radius
γ.
(H3) a ∈ CT (R× Ω) for some T > 0, where
CT (R× Ω) =
{
v ∈ C(R× Ω) : v(t+ T, x) = v(t, x), ∀(t, x) ∈ R× Ω} .
We denote
aT (x) =
1
T
∫ T
0
a(t, x)dx x ∈ Ω.
In this article, we focus on the following goals :
• We first study the effects of the dispersal rate and the dispersal range on λ1(−L). The study
of asymptotic behaviors of the principal eigenvalue plays an important role in the understanding the
persistence of species in the inclement environments. For instance, as the dynamics of the population
under the phenomena of climate change, one can understand that small diffusion rate expresses the
environment of the population is colder and large diffusion rate expresses the environment of the
population is hotter. As is known by Berestycki et al. [4] that the population modelled by Fisher-
KPP type nonlinearity persists if and only if the principal eigenvalue of the linearized operator as
(1.1) is strictly negative. Therefore, study the limits of the principal eigenvalue for small and large
dispersal rate and the dispersal range is important to understand these phenomena.
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• Second, we study the maximum principle for nonlocal operator of Neumann type, which is of
independent interest and as an application of the principal eigenvalue of the operator.
To these aims, let us start with the definition of principal spectral point of L. For the sake of
presentation, we define the spaces X , X+ and X++ as follows:
X = C1,0(R× Ω) ∩CT (R× Ω),
X+ = {v ∈ X : v(t, x) ≥ 0, (t, x) ∈ R× Ω} ,
X++ = {v ∈ X : v(t, x) > 0, (t, x) ∈ R× Ω} ,
where C1,0(R× Ω) denotes the class of functions C1 in t and continuous in x.
Definition 1.1. The principal spectrum point of −LΩ is defined by
λ1(−L) = inf {ℜλ : λ ∈ σ(−L)} ,
where σ(−L) is the spectrum of −L. If λ1(−L) is an isolated eigenvalue of −L with an eigenfunction
in X+\{0}, then it is called the principal eigenvalue of −L.
To state the main results, we first recall the following results.
Theorem 1.2 ([26]). Suppose (H1)-(H3).
(1) When λ1(−L) is a principal eigenvalue of −L, it is geometrically simple and has an eigen-
function in X++.
(2) If λ ∈ R is an eigenvalue of −L associated with an eigenfunction in X+, then
λ = λ1(−L) < λ∗ := min
x∈Ω
[
D
σk
∫
Ω
J
(
x− y
σ
)
1
σN
dy − aT (x)
]
and λ is the principal eigenvalue.
(3) If λ1(−L) < λ∗, then λ1(−L) is the principal eigenvalue of −L.
The asymptotic behaviours of the principal eigenvalue with respect to the parameters are very
important in the understanding the global dynamics of a biolgical species population in the inclement
environments. The practical meaning of a such study is well explained in the celebrated work of Y.
Lou [23] and the recent work of H. Berestycki et al. [4]. It has also attracted a lot of attentions of
the community of reaction-diffusion equations [11, 15, 19, 20, 21, 22, 27, 28, 30, 31]. However, the
qualitative properties of the principal eigenvalue of nonlocal operator of Neumann type are rather less.
Up to our knowledge, this is the first time, the limits with respect to the diffusion rate and diffusion
range classified by the ESS, of the principal eigenvalue of time periodic nonlocal Neumann operator
have been investigated.
Our first main result is about the effect of the dispersal rate D on the principal spectrum point
λ1(−L). To highlight the dependence on D, we write LD for L.
Theorem A. Assume (H1)-(H3). Suppose J is symmetric with respect to each component. Then
the following statement hold:
(1) λ1(−LD) ≤ − 1|Ω|T
∫ T
0
∫
Ω
a(t, x)dxdt.
(2) limD→0 λ1(−LD) = −maxΩ aT .
(3) limD→∞ λ1(−LD) = − 1T |Ω|
∫ T
0
∫
Ω a(t, x)dxdt.
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The next result is about effect of the dispersal range characterized by σ on the principal spectrum
point λ1(−L) classified by ecological stable strategy. To highlight the dependence on σ and k, we
write Lσ,k for L.
Theorem B. Assume (H1)-(H3). The following statements hold.
(1) For each k ≥ 0, there holds
lim
σ→∞
λ1(−Lσ,k) = −max
Ω
aT .
(2) If k = 0, a(t, x) is Lipschitz continuous with respect to x, there holds
lim
σ→0+
λ1(−Lσ,0) = −max
Ω
aT .
Remark 1.3. Due to corollary Theorem B (3) in [26], one sees that Lσ,0 always admits a principal
eigenvalue for 0 < σ ≪ 1. Therefore, it is interesting that there is no need to impose any additional
condition on a(t, x) so that the limit in (2) holds.
We obtain a nice picture of the limits of principal spectrum point with respect to large and small
dispersal range classified by the ecological stable strategy. Theorem B (1) extends Theorem 2.3 (2)
of Shen and Xie [27] for the time-periodic operator, however, the lack of variational formular yields
significant difficulties, for which we have to use a different technique to prove the limit. The main
idea is to consider the relation between the generalized principal eigenvalues of the nonlocal operators
of Neumann and Diriclet types, which was previously considered by Shen-Vo [29]. Comparing the
notions of generalized principal eigenvalue of local operators with Dirichlet and Neumman boundary
conditions (see for instance the point (1.2) in [24]), it is worth to pointing out that in the definitions
of the generalized principal eigenvalue, it is necessary to impose the boundary condition for Neumann
eigenvalue while there is no constraint on the boundary for Dirichlet eigenvalue. Here, the main
difference is that no boundary constraint for both definitions of generalized principal eigenvalue of
Dirichlet and Neumann types (see (2.7) and Definition 2.6 below). To prove Theorem B (2), we must
overcome additional difficulties due to the structure of the nonlocal Neumman operator is that the
principal eigenvalue is not monotone with respect to the domain, therefore new technique has been
employed to deal with this issue.
Next, we study the maximum principle. It is well-known that, one of the most interesting properties
of the principal eigenvalue for an elliptic or parabolic operator is its use to characterize the the validity
of the maximum principle. The validity of the maximum principle for nonlocal elliptic operator has
first been characterized by Coville [7]. Recently, in the previous work [29], we also obtained the
characterization for maximum principle for nonlocal parabolic operator of Dirichlet type as following
Definition 1.4 (Maximum principle). We say that LΩ admits the maximum principle if for any
function u ∈ C1,0([0, T ]× Ω) satisfying
LΩ[u] ≤ 0 in (0, T ]× Ω,
u ≥ 0 on (0, T ]× ∂Ω,
u(0, ·) ≥ u(T, ·) in Ω,
(1.2)
there must hold u > 0 in [0, T ]× Ω unless u ≡ 0 in [0, T ]× Ω.
Theorem 1.5 (Maximum principle). Suppose (H1). If λ1(−LΩ) is the principal eigenvalue, then LΩ
admits the maximum principle if and only if λ1(−LΩ) ≥ 0.
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We emphasize that there is an interesting difference between the characterization of maximum
principle for local and nonlocal operator is that for local operators the maximum principle holds if
and only if the principal eigenvalue is strictly positive while for the nonlocal operator, the eigenvalue is
only needed to be nonnegative. The maximum principle is well-known to be one of the most important
tools in analysis to prove the well-posedness, the asymptotic behavior or even the symmetry of the
solutions of elliptic or parabolic equations. The applications of the maximum principle for time-
independent nonlocal operators involving continuous and fractional kernels can be found in the nice
recent works [12, 17, 18]. Therefore, obtaining the condition for the validity of maximum principle
plays an important role in the community of reaction-diffusion equation and related fields. Therefore,
our task in the current paper is to obtain such a result for nonlocal operator of Neumann type, which
is also of independent interest. More precisely, we prove
Theorem C. Assume (H1)-(H3). If λ1(−L) is the principal eigenvalue of −L, then the following
conditions are equivalent.
(1) λ1(−L) ≥ 0
(2) L possesses a super-solution in X++, namely, there exists ϕ ∈ X++ such that L[ϕ](t, x) ≤ 0
for (t, x) ∈ R× Ω.
(3) Any strict super-solution ϕ ∈ X of L must be strictly positive. In other words, L satisfies the
strong maximum principle.
Theorem D. Assume (H1)-(H3). If λ1(−L) is the principal eigenvalue of −L, then the following
conditions are equivalent:
(1) λ1(−L) > 0
(2) L possesses a strict super-solution in X+, namely, there exists ϕ ∈ X+ such that L[ϕ](t, x) < 0
for (t, x) ∈ R× Ω.
The rest of the paper is organized as follows : In Section 2, we recall and prove some preliminary
results that are necessary for the proofs of main results. Section 3 is devoted to the proofs of Theorem
A and Theorem B. In Section 4, we prove the maximum principle stated in Theorem C and Theorem
D. In the Appendix, we prove an additional result for the limit of the eigenvalue with respect to the
dispersal range for the case a(t, x) = a(x) and k > 2.
2. Preliminaries
In this section, we establish some necessary tools for later use. Before that, let us recall the following
result :
Theorem 2.1 (Theorem A [29]). Suppose (H1) and let a ∈ CT (R × Ω) and λ˜p(a,−L˜Ω) is the
principal spectrum point of the operator −L˜Ω, where L˜Ω is defined by
L˜Ω[ψ] = −ψt(t, x) +D
∫
Ω
J(x− y)ψ(t, y)dy −Dψ(t, x) + a(t, x)ψ(t, x). (2.1)
(1) If
1
maxy∈Ω aT (y)− aT
/∈ L1loc(Ω), (2.2)
then λ˜p(a,−L˜Ω) is the principal eigenvalue of −L˜Ω.
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(2) If λ˜p(a,−L˜Ω) is the principal eigenvalue of −L˜Ω, then
λ1(−L˜Ω) = λ˜p(a,−L˜Ω) = λ˜′p(a,−L˜Ω),
where λ1(−L˜Ω) is defined in Definition 1.1 and
λ˜p(a,−L˜Ω) : = sup
{
λ ∈ R : ∃φ ∈ X++Ω s.t. (L˜Ω + λ)[φ] ≤ 0 in R× Ω
}
,
λ˜′p(a,−L˜Ω) : = inf
{
λ ∈ R : ∃φ ∈ X++Ω s.t. (L˜Ω + λ)[φ] ≥ 0 in R× Ω
}
.
(2.3)
Corollary 2.2. The non-integrability condition (2.2) is satisfied, which implies the operator (2.1)
admits a principal eigenpair, if aT (x) achieves a global maximum at some point x0 ∈ Ω in the following
cases :
i) N = 1, aT (x) ∈ C(Ω)
ii) N = 2, aT (x) ∈ C1(Ω)
iii) N ≥ 3, aT (x) ∈ CN−1(Ω) and ∂kaT (x0) = 0 for all k < N .
Note that the condition (2.2) concerns the smoothness of aT near its maximum points. Moreover,
it is independent of the dispersal kernel J and the dispersal rate D, and hence, independent of the
dispersal operator u 7→ D [∫
Ω
J(· − y)u(y)dy − u]. Such a dispersal-independent sufficient condition
is expected for the reason that a(t, x) more or less determines the existence or non-existence of the
principal eigenvalue under the current assumptions on J . This can be seen from the fact that the
principal eigenvalue always exists when a ≡ 0, which is implied by our sufficient condition and also a
simple consequence of the facts that the operator J : u 7→ D ∫Ω J(· − y)u(y)dy on C(Ω) is compact
and J i is strongly positive for some positive integer i. We further mention that the condition (2.2)
becomes very useful when we study scaling limits of the principal eigenvalue in the Theorem B. Indeed,
it allows us to prove a result on the uniform with respect to the dispersal range, approximation of
the principal spectrum point, which says that λ1(−LΩ) is almost the principal eigenvalue and is
of technical importance in the study of effects of large and small dispersal range on the principal
eigenvalue under the lack of variational formula.
2.1. Approximating the principal spectrum point. Define
C+(Ω) =
{
v ∈ C(Ω) : v(x) ≥ 0, x ∈ Ω} ,
C++(Ω) =
{
v ∈ C(Ω) : v(x) > 0, x ∈ Ω} .
Denote by ‖ · ‖∞ the max norm on C(Ω). Consider the following linear equation
ut(t, x) =
D
σk
∫
Ω
J
(
x− y
σ
)
u(t, y)− u(t, x)
σN
dy + a(t, x)u(t, x), (t, x) ∈ R× Ω. (2.4)
Denote by {Φ(t, s)}t≥s≥0 the evolution family of bounded linear operators on C(Ω) generated by (2.4),
that is, if u(t, x; s, u0) is the unique solution of (2.4) with initial data u(s, ·; s, u0) = u0 ∈ C(Ω), then
u(t, ·; s, u0) = Φ(t, s)u0 ∈ C(Ω), t ≥ s.
By comparison principle, if u0 ∈ C+(Ω), so does Φ(t, s)u0 for all t > s. Moreover, if u0 ∈ C+(Ω)\{0},
then Φ(t, s)u0 ∈ C++(Ω) for all t > s. Also, by time-periodicity, one has
Φ(t+ T, s+ T ) = Φ(t, s), t ≥ s ≥ 0.
The operator norm of Φ(t, s) is denoted by ‖Φ(t, s)‖.
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The next result connects Φ(t, s) with λ1(−L).
Lemma 2.3. Assume (H1)-(H3). There hold
−λ1(−L) = ln r(Φ(T, 0))
T
= lim sup
t−s→∞
ln ‖Φ(t, s)‖
t− s ,
where r(Φ(T, 0)) is the spectral radius of Φ(T, 0).
Proof. See [26, Proposition 3.3 and Proposition 3.10]. 
The following results are scattered in [26]. To highlight the dependence on a(t, x), we write L as
L(a), and Φ(t, s) as Φ(t, s; a).
Proposition 2.4. Assume (H1)-(H3). For any ǫ > 0 and non-negative integers p and q, there exists
aǫ ∈ CT (R× Ω) ∩ Cp,q(R× Ω) such that the following hold:
(1) max
R×Ω |aǫ − a| ≤ ǫ;
(2) λ1(−L(aǫ)) is the principal eigenvalue of −L(aǫ);
(3) there holds
|λ1(−L(aǫ))− λ1(−L(a)| ≤ ǫ
for all D > 0, σ > 0 and k ≥ 0.
Proof. By [26, Lemma 4.1 and Theorem B (1)], for any ǫ > 0 there exists a˜ǫ ∈ CT (R× Ω) such that
max
R×Ω |a˜ǫ − a| ≤ ǫ2 and λ1(−L(a˜ǫ)) is the principal eigenvalue of −L(a˜ǫ). The stability of isolated
eigenvalues under bounded perturbation then allows us to find some aǫ ∈ CT (R × Ω) ∩ Cp,q(R × Ω)
such that max
R×Ω |aǫ− a˜ǫ| ≤ ǫ2 and λ1(−L(aǫ)) is the principal eigenvalue of −L(aǫ). This proves (1)
and (2).
It remains to show (3). By the comparison principle, we find for any u0 ∈ C+(Ω)
Φ(t, s; aǫ − ǫ)u0 ≤ Φ
(
t, s; a˜ǫ − ǫ
2
)
u0 ≤ Φ(t, s; a)u0 ≤ Φ
(
t, s; a˜ǫ +
ǫ
2
)
u0 ≤ Φ(t, s; aǫ + ǫ)u0, ∀t ≥ s.
As Φ(t, s; aǫ ± ǫ)u0 = e±ǫ(t−s)Φ(t, s; aǫ)u0, we find
ln ‖Φ(t, s; aǫ)‖
t− s − ǫ ≤
ln ‖Φ(t, s; a)‖
t− s ≤
ln ‖Φ(t, s; aǫ)‖
t− s + ǫ, ∀t ≥ s.
The result then follows from Lemma 2.3. 
Remark 2.5. Note that the conclusions in Proposition 2.4 are uniform in D > 0, σ > 0 and k ≥ 0.
This allows us to assume, without loss of generality, that the principal spectrum point λ1(−L) is the
principal eigenvalue of −L when studying the asymptotic behaviors of λ1(−L) as D, σ → 0 or ∞ for
fixed k ≥ 0. Of course, this requires the asymptotic behaviors to depend on a in a nice way, and this
is not an issue in our case.
2.2. Characterizations of the principal eigenvalue. We prove the sup-inf characterizations of the
principal eigenvalue, which together with approximation results in Subsection 2.1 are very powerful
tools in the investigation of the limits of the principal spectrum point with respect to the parameters.
Definition 2.6 (Generalized principal eigenvalue). The numbers
λp(−L) : = sup
{
λ ∈ R : ∃φ ∈ X++ s.t. (L+ λ)[φ] ≤ 0 in R× Ω} ,
λ′p(−L) : = inf
{
λ ∈ R : ∃φ ∈ X++ s.t. (L+ λ)[φ] ≥ 0 in R× Ω}
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are called generalized principal eigenvalues of −L.
A pair (λ, φ) ∈ R×X++ is called a test pair for λp(−L) (resp. λ′p(−L)) if (L+λ)[φ] ≤ 0 in R×Ω
(resp. (L+ λ)[φ] ≥ 0 in R× Ω).
Theorem 2.7. Assume (H1)-(H3). Suppose that λ1(−L) is the principal eigenvalue of −L, then
λ1(−L) = λp(−L) = λ′p(−L). (2.5)
Proof. Setting D˜ = Dσk and J˜ =
1
σN J(
·
σ ), we may assume without loss of generality that σ = 1. In
this case,
L[u](t, x) := −ut(t, x) +D
∫
Ω
J(x− y) [u(t, y)− u(t, x)] dy + a(t, x)u(t, x), (t, x) ∈ R× Ω.
For simplicity, we write λp = λp(−L), λ′p = λ′p(−L) and λ1 = λ1(−L). We first prove λ1 = λp. By
Definition 1.1 and Theorem 1.2 (1), there exists φ1 ∈ X++ such that
L[φ1] + λ1φ1 = 0 in R× Ω. (2.6)
Since inf
R×Ω φ1 > 0, there holds λ1 ≤ λp by the definition of λp. To show the equality, let us suppose
for contradiction that λ1 < λp. From the definition of λp, we can find some λ ∈ (λ1, λp) and φ ∈ X++
such that
L+ λφ ≤ 0 in R× Ω. (2.7)
Clearly, w := φ1φ ∈ X++. Rewriting (2.7) as
−φt + a(t, x)φ ≤ −λφ−D
∫
Ω
J(x− y) [φ(t, y)− φ(t, x)] dy,
we deduce
L[φ1] = −wtφ+D
∫
Ω
J(x− y) [φ(t, y)w(t, y) − φ(t, x)w(t, x)] dy + [−φt + a(t, x)φ(x)]w
≤ −wtφ+D
∫
Ω
J(x− y) [φ(t, y)w(t, y) − φ(t, x)w(t, x)] dy
+
[
−λφ−D
∫
Ω
J(x − y) [φ(t, y) − φ(t, x)] dy
]
w
= −wtφ− λφ1 +D
∫
Ω
J(x− y)φ(t, y) [w(t, y) − w(t, x)] dy.
It follows from (2.6) that
− (λ1 − λ)φ1 ≤ −wtφ+D
∫
Ω
J(x − y)φ(t, y) [w(t, y)− w(t, x)] dy. (2.8)
As w ∈ X++, there exists (t0, x0) ∈ R× Ω such that w(t0, x0) = maxR×Ωw. Then, wt(t0, x0) = 0.
Setting (t, x) = (t0, x0) in (2.8), we find −(λ1−λ)φ1(t0, x0) ≤ 0, which leads to λ1 ≥ λ, a contradiction.
This confirms λ1 = λp.
Next, we prove λ1 = λ
′
p. Obviously λ1 ≥ λ′p. Assume that λ1 > λ′p. There exist λ˜ ∈ (λ′p, λ1) and
φ˜ ∈ X++Ω such that L[φ˜] + λ˜φ˜ ≥ 0. Set w˜ := φ1φ˜ . The same arguments as above apply and we derive
0 > −(λ1 − λ˜)φ1 ≥ −w˜tφ+D
∫
Ω
J (x− y) φ˜(t, y) [w˜(t, y)− w˜(t, x)] dy. (2.9)
We can find some (t1, x1) ∈ R × Ω such that w˜(t1, x1) = minR×Ω w˜. Substituting (t1, x1) into the
right-hand side of (2.9), we derive the contradiction. 
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3. Effects of parameters
In this section, we study the effects of the small and large dispersal rate D and the dispersal range
σ on the principal spectrum point. In particular, we prove Theorem A and Theorem B.
3.1. Effects of the dispersal rate. In this subsection, we investigate the effects of the dispersal
rate on the principal spectrum point and prove Theorem A. To highlight the dependence on D, we
write L as LD.
We prove two lemmas before proving Theorem A. The first lemma gives some results on λ1(−LD)
for small and large D.
Lemma 3.1. Assume (H1)-(H3).
(1) There hold
−max
R×Ω
a ≤ λ1(−LD) ≤ −min
R×Ω
a, ∀D > 0.
(2) For each 0 < ǫ≪ 1, there exists Dǫ ∈ (0, 1) such that
−max
Ω
aT − ǫ ≤ λ1(−LD) ≤ −min
Ω
aT + ǫ, ∀D ∈ (0, Dǫ).
Proof. By Proposition 2.4 and an approximating argument (as explained in Remark 2.5), we may
assume, without loss of generality, that λ1(−LD) is the principal eigenvalue of−LD. Then, λ1(−LD) =
λp(−LD) = λ′p(−LD) due to Theorem 2.7.
(1) Let λ = −max
R×Ω a and φ ≡ 1. It is easy to check that (LD+λ)[φ] = a+λ ≤ 0, namely, (λ, φ)
is a test pair for λp(−LD), and hence, λ1(−LD) = λp(−LD) ≥ −maxR×Ω a.
Similarly, it is easy to check that (λ′, φ′) = (−min
R×Ω a, 1) is a test pair for λ
′
p(−LD), namely,
(LD + λ
′)[φ′] ≥ 0. It follows that λ1(−LD) = λp(−LD) ≤ −minR×Ω a.
(2) It is easy to check that for each x ∈ Ω, the function
t 7→ φ(t, x) := e
∫
t
0
[a(s,x)−aT (x)]ds, t ∈ R
is a positive T -periodic solution of φt = a(t, x)φ − aT (x)φ. In particular, φ ∈ X++. For 0 < ǫ ≪ 1,
set
λmaxǫ = −max
Ω
aT − ǫ and λminǫ = −min
Ω
aT + ǫ.
Using the fact min[0,T ]×Ω φ > 0, it is straightforward to check that for each 0 < ǫ ≪ 1, there exists
0 < Dǫ ≪ 1 such that for each D ∈ (0, Dǫ), there hold (LD + λmaxǫ )[φ] ≤ 0 and (LD + λminǫ )[φ] ≥ 0.
This together with the definitions of λp(−LD) and λ′p(−LD) and Theorem 2.7 ensure that for each
0 < ǫ≪ 1, there holds λmaxǫ ≤ λ1(−LD) ≤ λminǫ for all D ∈ (0, Dǫ). This completes the proof. 
In the second lemma, we prove a Poincare´-type inequality of the operator M : L2(Ω) → L2(Ω)
defined by
M[f ](x) = −
∫
Ω
J(x− y)[f(y)− f(x)]dy, x ∈ Ω,
where J is as in (H2).
Lemma 3.2. Let J be as in (H2) and it is symmetric with respect to each component. There holds∫
Ω
M[f ](x)f(x)dx = 1
2
∫
Ω
∫
Ω
J(x− y) [f(y)− f(x)]2 dydx,
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and there exists C > 0 such that ∫
Ω
M[f ](x)f(x)dx ≥ C
∫
Ω
f(x)2dx
for all f ∈ L2(Ω) with ∫
Ω
f(x)dx = 0.
Proof. It is easy to check that M is bounded and symmetric, hence, self-adjoint. Moreover, for any
f ∈ L2(Ω), we see from the symmetry of J that
〈M[f ], f〉L2(Ω) = −
∫
Ω
∫
Ω
J(x− y)f(y)f(x)dydx +
∫
Ω
∫
Ω
J(x− y)f(x)2dydx
= −
∫
Ω
∫
Ω
J(x− y)f(y)f(x)dydx + 1
2
∫
Ω
∫
Ω
J(x− y)f(x)2dydx
+
1
2
∫
Ω
∫
Ω
J(x− y)f(y)2dydx
=
1
2
∫
Ω
∫
Ω
J(x− y) [f(y)− f(x)]2 dydx ≥ 0.
This says that M is nonnegative. Then, there exists a unique bounded self-adjoint operator K :
L2(Ω)→ L2(Ω) such that M = K2.
Obviously, 0 is an eigenvalue ofM with constant functions on Ω being eigenfunctions. Moreover, it
is known from (see e.g [27]) that 0 is an isolated algebraically simple eigenvalue ofM. Thus, there holds
the decomposition L2(Ω) = E1 ⊕ E2, where E1 = span{f ≡ 1} and E2 = {f ∈ L2(Ω) :
∫
Ω fdx = 0}.
Moreover, M is invertible on E2, which leads to the invertibility of K on E2. As a result, there is
C > 0 such that
∫
Ω(K[f ])2dx ≥ C
∫
Ω f
2dx for all f ∈ E2. Since 〈M[f ], f〉L2 = ‖K[f ]‖L2(Ω), the
lemma follows. 
Now, we prove Theorem A.
Proof of Theorem A. By Proposition 2.4 and an approximating argument, we may assume, without
loss of generality, that λ1(−LD) is the principal eigenvalue of −LD. Moreover, we may assume,
without loss of generality, that σ = 1. Write λD for λ1(−LD) for simplicity. Let φD ∈ X++ satisfy
the normalization ‖φD‖L2([0,T ]×Ω) = 1 and the eigen-equation
LD[φD](t, x) + λDφD(t, x) = 0, (t, x) ∈ R× Ω. (3.1)
(1) Dividing (3.1) by φD and integrating the resulting equation over [0, T ]×Ω, we use the periodicity
of φD to find
D
∫ T
0
∫
Ω
∫
Ω
J(x− y)
[
φD(t, y)
φD(t, x)
− 1
]
dydxdt+
∫ T
0
∫
Ω
a(t, x)dxdt + T |Ω|λD = 0. (3.2)
The symmetry of J ensures∫
Ω
∫
Ω
J (x− y)
[
φD(t, y)
φD(t, x)
− 1
]
dydx =
∫
Ω
∫
Ω
J(x − y)
[
φD(t, x)
φD(t, y)
− 1
]
dydx, ∀t ∈ [0, T ],
which together with (3.2) yields
D
2
∫ T
0
∫
Ω
∫
Ω
J(x− y)
[√
φD(t, y)
φD(t, x)
−
√
φD(t, x)
φD(t, y)
]2
dydxdt +
∫ T
0
∫
Ω
a(t, x)dxdt + T |Ω|λD = 0.
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It follows that
λD ≤ − 1
T |Ω|
∫ T
0
∫
Ω
a(t, x)dxdt.
(2) By Theorem 1.2 and Lemma 3.1 (2), for each 0 < ǫ≪ 1 there exists Dǫ ∈ (0, 1) such that
−max
x∈Ω
aT (x) − ǫ ≤ λD ≤ min
x∈Ω
[
D
∫
Ω
J (x− y) dy − aT (x)
]
, ∀D ∈ (0, Dǫ).
Letting D → 0+, we find
−max
x∈Ω
aT (x)− ǫ ≤ lim inf
D→0+
λD ≤ lim sup
D→0+
λD ≤ −max
x∈Ω
aT (x), ∀0 < ǫ≪ 1.
The result follows.
(3) Multiplying (3.1) by φD and integrating the resulting equation over [0, T ]×Ω, we find from the
periodicity of φD and the normalization that
D
∫ T
0
∫
Ω
{∫
Ω
J (x− y) [φD(t, y)− φD(t, x)] dy
}
φD(t, x)dxdt +
∫ T
0
∫
Ω
a(t, x)φ2D(t, x)dxdt + λD = 0.
(3.3)
Calculations as in the proof of Lemma 3.2 using the symmetry of J give∫ T
0
{∫
Ω
∫
Ω
J (x− y) [φD(t, y)− φD(t, x)]2 dydx
}
dt
= −2
∫ T
0
∫
Ω
{∫
Ω
J(x− y) [φD(t, y)− φD(t, x)] dy
}
φD(t, x)dxdt.
It then follows from (3.3) that
−D
2
∫ T
0
∫
Ω
{∫
Ω
J(x− y) [φD(t, y)− φD(t, x)]2 dy
}
dxdt +
∫ T
0
∫
Ω
a(t, x)φ2D(t, x)dxdt + λD = 0.
Since a(t, x) is bounded and {λD}D≫1 is bounded by Lemma 3.1 (1), there exists C > 0 such that
− D
2
∫ T
0
∫
Ω
{∫
Ω
J(x− y) [φD(t, y)− φD(t, x)]2 dy
}
dxdt ≥ −C. (3.4)
Define φD(t) =
1
|Ω|
∫
Ω
φD(t, x)dx for t ∈ R and set ψD = φD − φD. Applying Lemma 3.2, we find
from (3.4) that∫ T
0
∫
Ω
M[ψD(t, ·)](x)ψD(t, x)dxdt = 1
2
∫ T
0
{∫
Ω
∫
Ω
J(x− y) [ψD(t, y)− ψD(t, x)]2 dydx
}
dt
=
1
2
∫ T
0
{∫
Ω
∫
Ω
J(x− y) [φD(t, y)− φD(t, x)]2 dydx
}
dt ≤ C
D
.
Since
∫
Ω
ψD(t, x)dx = 0 for all t ∈ [0, T ], we can apply Lemma 3.2 to find∫
Ω
ψ2D(t, x)dx ≤ C1
∫
Ω
M[ψD(t, ·)](x)ψD(t, x)dx, ∀t ∈ [0, T ]
for some C1 > 0. Hence, ∫ T
0
∫
Ω
ψ2D(t, x)dxdt ≤
C1C
D
. (3.5)
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Integrating (3.1) over Ω and dividing the resulting equation by |Ω|, we find
∂tφD =
1
|Ω|
∫
Ω
{
D
∫
Ω
J(x− y) [φD(t, y)− φD(t, x)] dy + a(t, x)φD(t, x) + λDφD(t, x)
}
dx
= λDφD +
1
|Ω|
∫
Ω
a(t, x)φD(t, x)dx.
Setting a(t) = 1|Ω|
∫
Ω a(t, x)dx, we find
∂tφD − [a(t) + λD]φD =
1
|Ω|
∫
Ω
a(t, x)
[
φD(t, x)− φD(t)
]
dx =
1
|Ω|
∫
Ω
a(t, x)ψD(t, x)dx.
It follows from the variation of constants formula that
φD(t) = φD(0)e
∫
t
0
[a(s)+λD ]ds +
1
|Ω|
∫ t
0
e
∫
t
τ
[a(s)+λD ]ds
∫
Ω
a(τ, x)ψD(τ, x)dxdτ, t ≥ 0.
Since a(t, x) and {λD}D≫1 are bounded, we deduce from (3.5) and Ho¨lder’s inequality that
φD(t) = φD(0)e
∫
t
0
[a(s)+λD ]ds +O
(
1√
D
)
, ∀t ∈ [0, T ] (3.6)
for all D ≫ 1. Since φD(T ) = φD(0), there must hold either φD(0) → 0 or
∫ T
0 [c(t) + λD] dt → 0
as D → ∞. If φD(0) → 0 as D → ∞, then (3.6) implies that φD(t) → 0 as D → ∞ uniformly in
t ∈ [0, T ]. This together with (3.5) yields that φD = ψD + φD converges in L2([0, T ] × Ω) to 0 as
D → ∞. However, ‖φD‖L2([0,T ]×Ω) = 1 for all D ≫ 1, which leads to a contradiction. Hence, there
must hold
∫ T
0
[a(t) + λD] dt→ 0 as D →∞, that is,
lim
D→∞
λD = − 1
T
∫ T
0
a(t)dt = − 1
T |Ω|
∫ T
0
∫
Ω
a(t, x)dxdt.
This completes the proof. 
3.2. Effects of the dispersal range. We study the effects of the dispersal range characterized by
σ on the principal spectrum point. To highlight the dependence on σ > 0 and k ≥ 0, we write Lσ,k
for L. We prove Theorem B.
Proof of Theorem B. By Proposition 2.4 and an approximating argument, we may assume, without
loss of generality, that λ1(−Lσ,k) is the principal eigenvalue of −Lσ,k.
(1) By Theorem 1.2 (2), we find
λ1(−Lσ,k) < min
x∈Ω
[
D
σk
∫
Ω
J
(
x− y
σ
)
1
σN
dy − aT (x)
]
,
which implies
lim sup
σ→∞
λ1(−Lσ,k) ≤ −max
Ω
aT .
It remains to show that
lim inf
σ→∞
λ1(−Lσ,k) ≥ −max
Ω
aT . (3.7)
To do so, let us fix some constant φ0 > 0. It is easy to check that for each x ∈ Ω, the function
t 7→ φ(t, x) := e
∫
t
0
[a(s,x)−aT (x)]dsφ0, t ∈ R (3.8)
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is a positive T -periodic solution of the ODE vt = a(t, x)v − aT (x)v. Clearly, φ ∈ X++Ω and we may
choose φ0 such that supR×Ω φ = 1. For any δ > 0, we see that for each (t, x) ∈ R× Ω,(
Lσ,k −max
Ω
aT − δ
)
[φ](t, x)
= −φt(t, x) + D
σk
[∫
Ω
J
(
x− y
σ
)
φ(t, y)− φ(t, x)
σN
dy
]
+
[
a(t, x)−max
Ω
aT − δ
]
φ(t, x)
≤ D
σk
[∫
Ω
J
(
x− y
σ
)
φ(t, y)− φ(t, x)
σN
dy
]
− δφ(t, x).
(3.9)
As min
R×Ω φ > 0 and
∥∥∥ Dσk ∫Ω J ( ·−yσ ) φ(t,y)−φ(t,·)σN dy∥∥∥∞ → 0 as σ →∞, there is σδ > 0 such that(
Lσ,k −max
Ω
aT − δ
)
[φ] ≤ 0, ∀σ ≥ σδ,
which implies that
λ1(−Lσ,k) = λp(−Lσ,k) ≥ −max
Ω
aT − δ, ∀σ ≥ σδ.
The arbitrariness of δ > 0 then yields (3.7). Hence, the limit limσ→∞ λ1(−Lσ,k) = −maxΩ aT follows.
(2) For k ∈ [0, 1) and x 7→ a(t, x) is Lipschitz continuous, we first prove the inequality
lim inf
σ→0+
λ1(−Lσ,k) = lim inf
σ→0+
λp(−Lσ,k) ≥ −max
Ω
aT .
Let φ(t, x) := e
∫
t
0
[a(s,x)−aT (x)]ds. Clearly, x 7→ φ(t, x) is Lipschitz continuous uniform in t ∈ R, that
is, there is M > 0 such that
sup
t∈R
∣∣φ(t, x) − φ(t, y)∣∣ ≤M |x− y|, ∀x, y ∈ Ω. (3.10)
For any ǫ > 0 and (t, x) ∈ R× Ω, we have(
Lσ,k −max
Ω
aT − ǫ
)
[φ](t, x)
≤ D
σk
{∫
Ω
Jσ(x− y)
[
φ(t, y)− φ(t, x)] dy}− ǫφ(t, x)
=
D
σk
{∫
Ω
1
σN
J
(
x− y
σ
)[
φ(t, y)− φ(t, x)] dy}− ǫφ(t, x)
=
D
σk
∫
Ω−x
σ
J(z)
[
φ(t, x+ σz)− φ(t, x)] dz − ǫφ(t, x)
By (3.10), there holds∣∣φ(t, x+ σz)− φ(t, x)∣∣ ≤ σM |z|, ∀x ∈ Ω, z ∈ Ω− x
σ
. (3.11)
Hence, (
Lσ,k −max
Ω
aT − ǫ
)
[φ](t, x) ≤ DMσ1−k
∫
Ω−x
σ
J(z)|z|dz − ǫφ(t, x)
< 0, (t, x) ∈ R× Ω
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for all 0 < σ ≪ 1. The supremum characterization of λp(−Lσ,k) yields λ1(−Lσ,k) ≥ −maxΩ aT − ǫ.
Hence,
lim inf
σ→0+
λ1(−Lσ,k) = lim inf
σ→0+
λp(−Lσ,k) ≥ −max
Ω
aT − ǫ.
The arbitrariness of ǫ implies
lim inf
σ→0+
λ1(−Lσ,k) = lim inf
σ→0+
λp(−Lσ,k) ≥ −max
Ω
aT . (3.12)
Now let k = 0, we shall prove the reverse inequality
lim sup
σ→0+
λ1(−Lσ) ≤ −max
Ω
aT , (3.13)
where
Lσ[ψ] = −ψt(t, x) +D
∫
Ω
Jσ(x− y)(ψ(t, y)− ψ(t, x))dy + a(t, x)ψ(t, x).
For any ǫ > 0, there exists an open ball of radius ǫ Bǫ such that aT + ǫ > maxΩ aT in Bǫ ∩ Ω. Let
φ be a function defined as (3.8) such that sup
R×Ω φ = 1 and φ˜ǫ : R × RN → [0,∞) be a T -periodic,
continuous function satisfying
φ˜ǫ = φ in R×Bǫ, φ˜ǫ = 0 in R× (RN\B2ǫ) and sup
R×RN
φ˜ǫ ≤ sup
R×RN
φ = 1.
Obviously, φ˜ǫ(t, ·) ∈ C4(RN ) for each t ∈ R. In fact, we can assume, the approximation argument, φ
is C4, then φ˜ǫ(t, ·) ∈ C4(RN ) by its definition. We see
Jσ(t, x) : =
∫
RN
Jσ(x− y)
[
φ˜ǫ(t, y)− φ˜ǫ(t, x)
]
dy
=
∫
RN
J(z)
[
φ˜ǫ(t, x+ σz)− φ˜ǫ(t, x)
]
dz,
where the symmetry of J with respect to each its component is used. By the fourth-order Taylor’s
expansion with remainder, we find
φ˜ǫ(t, x+ σz)− φ˜ǫ(t, x) =
∑
1≤|α|≤3
∂αφ˜ǫ(t, x)
α!
σ|α|zα + σ4
∑
|α|=4
Rα(t, x)z
α,
where α = (α1, . . . , αN ) is the usual multiple index, and
Rα(t, x) =
4
α!
∫ 1
0
(1− s)3∂αφ˜ǫ(t, x+ sσz)ds.
Since J is symmetric with respect to each component, there hold
∫
RN
J(z)zαdz = 0 for |α| = 1 or 3
and
∫
RN
J(z)zizjdz = 0 for i 6= j. Therefore,
Jσ(t, x) = σ2
N∑
i=1
∂2xi φ˜ǫ(t, x)
2
∫
RN
J(z)z2i dz + σ
4
∑
|α|=4
Rα(t, x)
∫
RN
J(z)zαdz.
Let λ˜p(a,−L˜σO) be the principal eigenvalue of the operator −L˜σO, where L˜σO is defined by
L˜σO[ψ] = −ψt(t, x) +D
∫
O
Jσ(x− y)ψ(t, y)dy −Dψ + a(t, x)ψ(t, x).
Note that it is an operator of Dirichlet type.
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Take φǫ = φ˜ǫ = φ in R
N ×Bǫ. For (t, x) ∈ R×Bǫ, one has(
L˜σBǫ −max
Ω
aT + ǫ+ ǫ
1/4
)
[φǫ](t, x)
= D
∫
Bǫ
Jσ(x − y)φǫ(t, y)dy −Dφǫ(t, x) +
[
aT (x) −max
Ω
aT + ǫ+ ǫ
1/4
]
φǫ(t, x)
≥ D
[∫
Bǫ
Jσ(x− y)φ˜ǫ(t, y)dy − φ˜ǫ(t, x)
]
+ ǫ1/4φ˜ǫ(t, x)
= D
[∫
RN
Jσ(x − y)φ˜ǫ(t, y)dy − φ˜ǫ(t, x)−
∫
B2ǫ\Bǫ
Jσ(x− y)φ˜ǫ(t, y)dy
]
+ ǫ1/4φ˜ǫ(t, x)
= DJσ(t, x)−D
∫
B2ǫ\Bǫ
Jσ(x− y)φ˜ǫ(t, y)dy + ǫ1/4φ˜ǫ(t, x)
= J 1σ (t, x) + J 2σ (t, x) + J 3σ (t, x) + J 4σ (t, x)
where
J 1σ (t, x) = Dσ2
N∑
i=1
∂2xi φ˜ǫ(t, x)
2
∫
RN
J(z)z2i dz,
J 2σ (t, x) = −
D
σN
∫
B2ǫ\Bǫ
J
(
x− y
σ
)
φ˜ǫ(t, y)dy,
J 3σ (t, x) = ǫ1/4φ˜ǫ(t, x) and
J 4σ (t, x) = Dσ4
∑
|α|=4
Rα(t, x)
∫
RN
J(z)zαdz.
Since min
R×Ω φ > 0, one has minR×Bǫ φ(t, x) > 0 uniformly in ǫ. Choosing ǫ = σ
2, we find the
following estimates hold
sup
R×Bǫ
|J 1σ | ≤ C1σ2; sup
R×Bǫ
|J 2σ | ≤ C2σN ; inf
R×Bǫ
|J 3σ | ≥
√
σC3; sup
R×Bǫ
|J 4σ | ≤ C4σ4.
Indeed, the first, the third and the fourth ones are simple consequences of the fact that φ˜ǫ = φ on
Bǫ. For the second one, it follows from the boundedness of J , φ˜ǫ and the formula of a N-dimensional
volume of a Euclidean ball of radius r
VN (r) =
πN/2
Γ(N2 + 1)
rN ,
where Γ is the gamma function defined by Γ(N + 12 ) = (N − 12 )(N − 32 )... 12 .π
1
2 .
Since N ≥ 1, the term J 3σ dominates all terms J 1σ , J 2σ , J 4σ for σ small enough. Hence, for
0 < σ ≪ 1, there holds (
L˜σB
σ2
−max
Ω
aT + σ
2 +
√
σ
)
[φǫ] ≥ 0 in R×Bσ2 .
By Theorem 2.1, we have
λ˜p(a,−L˜σB
σ2
) = λ˜′p(a,−L˜σB
σ2
) ≤ −max
Ω
aT + σ
2 +
√
σ.
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Proposition 6.1(2)[29] yields λ˜p(a,−L˜σΩ) ≤ λ˜p(a,−L˜σB
σ2
) and thus
λ˜p(a,−L˜σΩ) ≤ −max
Ω
aT + σ
2 +
√
σ. (3.14)
Let a˜σ(t, x) = a(t, x) +D −D ∫Ω−x
σ
J(z)dz, obviously
lim
σ→0
sup
t∈[0,T ]
‖a˜σ(t, x) − a(t, x)‖∞ = 0, (3.15)
and we derive, by Proposition 6.1(3),[29] that
|λ˜p(a˜σ,−L˜σΩ)− λ˜p(a,−L˜σΩ)| ≤ sup
t∈[0,T ]
‖a˜σ(t, x)− a(t, x)‖∞, (3.16)
where λ˜p(a˜
σ,−L˜σΩ), for σ small enough, is the principal eigenvalue of the operator
L˜σΩ[ψ] = −ψt(t, x) +D
∫
Ω
Jσ(x− y)(ψ(t, y)− ψ(t, x))dy + a(t, x)ψ(t, x).
Combining (3.14), (3.15), (3.16), we pass to the limit as σ → 0 and get the desired inequality
lim sup
σ→0+
λ1(−Lσ) = lim sup
σ→0
λ˜p(a˜
σ,−L˜σΩ) ≤ −max
Ω
aT ,
which proves (3.13).

4. Maximum principle
In this section, we prove maximum principle .
Proof of Theorem C. Assume, without loss of generality, that σ = 1. Let λ1 = λ1(−L) for sim-
plicity and φ ∈ X++ be a principal eigenfunction of −L associated to λ1.
(1) =⇒ (2). Note that L[φ] = −λ1φ. Since λ1 ≥ 0, (2) follows with ϕ = φ.
(2) =⇒ (1). Let ϕ ∈ X++ be such that L[ϕ](t, x) ≤ 0 for all (t, x) ∈ R× Ω. Set w = ϕφ . Using the
equation L[φ] + λ1φ = 0, it is easy to find that
L[ϕ](t, x) = L[wφ](t, x)
= −wt(t, x)φ(t, x) +D
∫
Ω
J (x− y) [w(t, y)− w(t, x)]φ(t, y)dy − λ1w(t, x)φ(t, x).
Since min[0,T ]×Ω ϕ > 0, we have min[0,T ]×Ωw > 0. Let (t0, x0) ∈ [0, T ]×Ω be such that w(t0, x0) =
min[0,T ]×Ωw. We find that
−wt(t0, x0)φ(t0, x0) = 0 and D
∫
Ω
J (x0 − y) [w(t0, y)− w(t0, x0)]φ(t0, y)dy ≥ 0.
As L[ϕ](t0, x0) ≤ 0, we find
λ1w(t0, x0)φ(t0, x0) ≥ −wt(t0, x0)φ(t0, x0) +D
∫
Ω
J (x0 − y) [w(t0, y)− w(t0, x0)]φ(t0, y)dy ≥ 0.
Since both w(t0, x0) and φ(t0, x0) are positive, we conclude that λ1 ≥ 0.
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(1) =⇒ (3). Let ϕ ∈ XΩ be such that L[ϕ](t, x) < 0 for all (t, x) ∈ R × Ω. Set w = ϕφ . Using the
equation L[φ] + λ1φ = 0, it is easy to find that
L[ϕ](t, x) = L[wφ](t, x)
= −wt(t, x)φ(t, x) +D
∫
Ω
J (x− y) [w(t, y) − w(t, x)]φ(t, y)dy − λpw(t, x)φ(t, x).
Now, let us assume for contradiction that min[0,T ]×Ω ϕ ≤ 0. Then, min[0,T ]×Ωw ≤ 0, and hence,
there is (t0, x0) ∈ [0, T ]× Ω such that w(t0, x0) = min[0,T ]×Ωw. It follows that
−wt(t0, x0)φ(t0, x0) = 0,
D
∫
Ω
J (x0 − y) [w(t0, y)− w(t0, x0)]φ(t0, y)dy ≥ 0,
−λ1w(t0, x0)φ(t0, x0) ≥ 0.
Thus, LΩ[ϕ](t0, x0) ≥ 0, which leads to a contradiction.
(3) =⇒ (1). For contradiction, let us assume λ1 < 0. Let Ω0 ⊂⊂ Ω. The size of Ω0 is to be
specified. Let η : Ω→ [0, 1] be a continuous function satisfying η = 1 on Ω0 and η = 0 on ∂Ω. By the
equality L[φ] + λ1φ = 0, we calculate
L[ηφ](t, x) = D
∫
Ω
J (x− y) [η(y)− η(x)]φ(t, y)dy − λpη(x)φ(t, x).
We consider three cases.
(i) If x ∈ Ω0, then
L[ηφ](t, x) = D
∫
Ω\Ω0
J (x− y) [η(y)− 1]φ(t, y)dy − λpφ(t, x).
Since minR×[0,T ] φ > 0, we deduce LΩ[ηφ](t, x) > 0 by simply choosing Ω0 to be sufficiently
close to Ω so that the Lebesgue measure of Ω \ Ω0 is sufficiently.
(ii) If x ∈ Ω \ Ω0 and η(x) ≥ 12 , then
L[ηφ](t, x) ≥ D
∫
{y∈Ω:η(y)≤η(x)}
J (x− y) [η(y)− η(x)]φ(t, y)dy − λ1
2
φ(t, x).
Note that in this case, there holds {y ∈ Ω : η(y) ≤ η(x)} ⊂ Ω \Ω0. Therefore, choosing Ω0 to
be sufficiently close to Ω ensures LΩ[ηφ](t, x) > 0.
(iii) If x ∈ Ω \ Ω0 and η(x) < 12 , then
L[ηφ](t, x) ≥ D
∫
Ω0
J (x− y) [η(y)− η(x)]φ(t, y)dy +D
∫
Ω\Ω0
J (x− y) [η(y)− η(x)]φ(t, y)dy
≥ D
2
∫
Ω0
J (x− y)φ(t, y)dy +D
∫
Ω\Ω0
J (x− y) [η(y)− η(x)]φ(t, y)dy.
Since J(0) > 0, the integral D2
∫
Ω0
J (x− y)φ(t, y)dy is uniformly positive for all Ω0 suffi-
ciently close to Ω. Choosing Ω0 to be sufficiently close to Ω, we can make sure the term
D
∫
Ω\Ω0
J (x− y) [η(y)− η(x)]φ(t, y)dy is sufficiently small, and hence, L[ηφ](t, x) > 0.
In conclusion, we can choose Ω0 to be sufficiently close to Ω to guarantee L[ηφ](t, x) > 0 for all
(t, x) ∈ R× Ω.
Since ηφ ∈ XΩ, we apply (3) to −ηφ to conclude that −ηφ is strictly positive on R×Ω, which leads
to a contradiction. 
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Proof of Theorem D. Assume, without loss of generality, that σ = 1. Let λ1 = λ1(−L) for sim-
plicity and φ ∈ X++ be a principal eigenfunction of −L associated to λp.
(1) =⇒ (2). Note that L[φ] = −λ1φ. Therefore, if λ1 > 0, (2) follows.
(2) =⇒ (1). Let ϕ ∈ X+ be such that L[ϕ](t, x) < 0 for all (t, x) ∈ R× Ω. Set w = ϕφ . Using the
equation L[φ] + λ1φ = 0, it is easy to find that
L[ϕ](t, x) = L[wφ](t, x)
= −wt(t, x)φ(t, x) +D
∫
Ω
J (x− y) [w(t, y)− w(t, x)]φ(t, y)dy − λ1w(t, x)φ(t, x).
We claim that inf [0,T ]×Ω ϕ > 0. In fact, if min[0,T ]×Ω ϕ = 0, then min[0,T ]×Ωw = 0. Let (t0, x0) ∈
[0, T ]× Ω be such that w(t0, x0) = min[0,T ]×Ωw. We find that
−wt(t0, x0)φ(t0, x0) = 0,
D
∫
Ω
J (x0 − y) [w(t0, y)− w(t0, x0)]φ(t0, y)dy ≥ 0,
−λ1w(t0, x0)φ(t0, x0) = 0.
It follows that LΩ[ϕ](t0, x0) ≥ 0, which leads to a contradiction.
Now, inf [0,T ]×Ω ϕ > 0 implies that min[0,T ]×Ωw > 0. It then follows that
−wt(t0, x0)φ(t0, x0) = 0 and D
∫
Ω
J (x0 − y) [w(t0, y)− w(t0, x0)]φ(t0, y)dy ≥ 0.
Since L[ϕ](t0, x0) < 0, we find
λ1w(t0, x0)φ(t0, x0) > −wt(t0, x0)φ(t0, x0) +D
∫
Ω
J (x0 − y) [w(t0, y)− w(t0, x0)]φ(t0, y)dy ≥ 0.
Since both w(t0, x0) and φ(t0, x0) are positive, we conclude that λ1 > 0. 
5. Appendix
The following is not the main result of this paper but it may be of the interest of a number of
readers.
Theorem 5.1. Suppose J is radially symmetric. Let k > 2. Suppose N ≥ 2 and a(t, x) = a(x).
Then,
lim
σ→0+
λ1(−Lσ,k) = − 1|Ω|
∫
Ω
a(x)dx.
Although the limt is only obtained for the case a independent of t, but we must use a deep
compactness result of Ponce’s [25] for N ≥ 2. The case N = 1 is more involved due to the lack of
compactness result, we believe that this is a hard question and leave it for a future work. We also
guess that when a depends periodically on t, k > 2, the limit will be
lim
σ→0+
λ1(−Lσ,k) = − 1|Ω|T
∫ T
0
∫
Ω
a(t, x)dxdt.
Our technique can be applied immediately as soon as such a compactness result for time dependent
operator is obtained.
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Proof of Theorem 5.1. For fixed k > 2. We write Lσ,k as Lσ, and λ1(−Lσ,k) as λσ. Since a(t, x) =
a(x), Lσ is independent of t. Let φσ be a principal eigenfunction so that
D
σk
∫
Ω
J
(
x− y
σ
)
φσ(y)− φσ(x)
σN
dy + a(x)φσ(x) + λσφσ(x) = 0, x ∈ Ω,
‖φσ‖L∞(Ω) = 1.
(5.1)
By Theorem 2.7, we can take (−max
Ω
a, 1) and (−min
Ω
a, 1) to be the test eigenpairs for λσ. As a
result, {λσ}σ is bounded. Let {λσn}n ⊂ {λσ}σ be an arbitrary sequence. Due to the boundedness of
{λσ}σ, up to a subsequence, we may assume without loss of generality that λσn → λ0 as n→∞. We
show that the limit λ0 = − 1|Ω|
∫
Ω a(x)dx holds, and thus, the result follows.
Multiplying the equation in (5.1) by φσ and integrating over Ω, we have
D
σk
∫
Ω
∫
Ω
J
(
x− y
σ
)
φσ(y)− φσ(x)
σN
φσ(t, x)dydx +
∫
Ω
[a(x) + λσ]φ
2
σdx = 0.
Calculations as in the proof of Lemma 3.2 lead to
D
2σN+k
∫
Ω
∫
Ω
J
(
x− y
σ
)
[φσ(y)− φσ(x)]2 dydx+
∫
Ω
[a(x) + λσ]φ
2
σdx = 0.
As a result, there is M1 > 0 such that∫
Ω×Ω
J
(
x− y
σ
)
1
σN+2
(φσ(y)− φσ(x))2 dydx ≤M1σk−2.
Let ρ(x) = J(x)|x|
2
∫
RN
J(x)|x|2dx
for x ∈ RN and ρσ = 1σN ρ( ·σ ). Then,
ρσ(x) ≥ 0, x ∈ RN ,∫
RN
ρσ(x)dx = 1, ∀σ > 0,
lim
σ→0
∫
|x|≥δ
ρσ(x)dx = 0, ∀δ > 0,
and ∫
Ω
∫
Ω
ρσ(x− y) |φσ(y)− φσ(x)|
2
|x− y|2 dydx ≤M1σ
k−2. (5.2)
We apply [25, Theorem 1.2] to conclude that {φσ}σ is relatively compact in L2(Ω) and there exists
φ ∈ W 1,2(Ω) such that up to a subsequence φσ → φ in L2(Ω). Moreover, by letting σ → 0 in (5.2)
we obtain again by [25, Theorem 1.2] that
∫
Ω
|∇φ|2dx = 0, which implies φ must be constant. By the
normalization of φσ, we get φ ≡ 1.
On the other hand, integrating (5.1) over Ω, one has
∫
Ω[a(x) + λσ]φσdx = 0. Since φσ → 1 in
L2(Ω), a(x) and {λσ}σ is bounded, we can pass to the limit to obtain λ0 = − 1|Ω|
∫
Ω
a(x)dx. 
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