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This paper contains results in which the author extends the work of Fiedler, 
Jurkat, and himself from series of the form x( - l)“a, to series of the form 
x( --x)“a, where {a,} is moment sequence and O<x< 1. We find the best Lf’ 
approximation to the sum of the series for p = co, 2, 1, specifically find the error in 
each case, calculate the actual terms of the matrices involved explicitly and tind the 
Gaussian distributions ofthe matrices. % 1986 Academic Press, Inc. 
1. INTRODUCTION 
In a recent paper [4], Jurkat and Shawyer considered the problem of 
the best approximation to the sum of a convergent alternating series, 
cc - 1 hl? obtained from the first (n + 1) terms of the series, where {a,} is 
a moment sequence with a,, = 1; t”dcj and 1; Id41 = 1. 
In this paper, we consider series of the form C( - l)“a,x”, where 
0 < x < 1, where a, is as above. Since {x”} is itself a moment sequence we 
have that {a,,~‘} is also a moment sequence and the results of [4] may be 
applied, yielding the best approximation to the sum of the series with, in 
the notation of [4], an error of E, c”)(B) = $An, where A = 3 - 2fi. See also 
[51. 
The results obtained in this paper show how this error can be 
significantly improved. The factor “P is replaced by the factor “(A(x))“,” 
where A(x) = 1 + 2/x - (Z/x)%. The factor “$,, is replaced by the factor 
“x/2(1+x)“. Note that A(l)=A, lim,,,+A(x)=O, A(x) is monotonic 
increasing on [0, 11, and 1(x)-(x/4) as x-+0+. It is also easy to show 
that A(x) < (1 -a) x2 +x/4 for 0 <x < 1. 
We follow the development at the beginning of [4] with the series 
C( - ~)“a, replacing the series C( - 1 )nun. 
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Let C = (c,,~) be a series-to-sequence triangular matrix (summability 
method). Thus c,,& = 0 whenever k > n. Define 
c,(x) = i c,,k( -X)kak, 
k=O 
and 
?nt”)= f &,kuk. 
k=O 
Thus 
b,(x) = 1; kco &,k( -XU)k @t”) 
= J- o Y,( -=I &(u). 
And 
k;o ( -X)kak = j; kco ( -XU)k d&u) 
= ; (1 +xu)-‘d@(u)+r,(x), f 
where 
rJx)=(-l)nxn+l s ; $$W- 
Ir,(x)l G x”I ’ IMu)l, 0 
we obtain that r,(x) + 0 as n + co, yielding that 
’ Mu) 
s(x) = 5, 1; 
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and, further 
b,(x)-4x)l GoT’,ac”, %(-X4-& Ij ’ I&(u)l. . . 0 
We shall again consider the subclasses of moment sequences {a,> where 
a, = 
s 
,,’ t”lC/(t) d  
with $(t)~L”[0, 1] and l/q+ l/p= 1. 
As in [4], we define the error for the row of order n of the matrix C 
operating on the first (n + 1) terms of the series in our class, to be 
,(P)(C)= n II 
1 y (-xu)-- ” 
II l+xu p
where the norm is taken with respect to u over the interval [0, I]. 
2. SOLUTION TO THE PROBLEM WHEN p=co 
To find the best approximation, we must minimize the error 
&p(C)= y.(-xu)-& 
II il m 
as yn varies over the class of polynomials of degree n. We therefore make 
use of CebySev’s lemma (in [4 Lemma 2.11) with a = 1 + 2/x and 
OZ=ll- p- a - 1. We then set t = 1 - 2u/x and multiply the resulting 
expression by -2/x. This gives rise to an error of 
Define n(x) = 1 + 2/x - (2/x),/l + x for 0 < x < 1. By continuity, let 
n(O) = 0. Note that A( 1) = A= 3 - 2$‘. 
We now follow the development as in [4) and obtain 
x+2 
IJo =- 2(1+x)’ 
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and, for n > 0, 
y,(u)= + l+$ 
( ) 
8(1+x)/x2+(x))“-’ lV,,,(1+2u/x) = 
2(a2-1)(1-u) 
where a=1+2/x, W,,+,(t)=7’,,+,(t)-2~(x)T,,(t)+(A(~))~T,~,(t), and 
7’,,(t) isthe CebySev polynomial of degree n. 
We now use (1 - ti) y,(u) = y,(O) - up,Ju) to obtain ~Ju), and from this, 
the sequence-to-sequence matrix I?‘“‘, which is a triangle with (for 
O<k<n) 
(,(x))n-122k-2 
~~~‘=(l+x)(l+k)xk-~ {(~+l)(n:k:1)-2~(x)(nn:11) 
+ (w)*(n - 1) (:‘:I:)} 
(A(x))fl-‘22k-‘(,+k- I)! Gus) 
=(l +x)xk-’ (n-k)! (2k+2)! ’ 
where 
n;?)(x) = (n + 1) (n + k + 1) (n + k) - 21(x) n(n + k) (n - k) 
+(A(x))2(n-l)(n-k)(n-k-1). 
Writing 1:$)(x) as a quadratic in k gives that the coefficients ofk*, k, and 
the constant are, respectively, 
(n+ 1)+2nA(x)+ (n- 1) (n(x))*>0 
2n2( 1 - (n(x)y) + 3n( 1 + A(x))’ + 1 - (A(x))2 > 0 
and 
n3( 1 - A(x))’ + 2n7 1 - A(x)) + 1 + (A(x))2 > 0. 
The following properties of A(x) are easy to obtain: 
1 -A(x)+) l+Jl+x 2 
(1 -1(x))*=;1(x) (1 +n(x))‘=VA(x) 
1 - (A(x))’ =
4JiX 
4x1 1 + (A(x))’ =
4(1+x/2) 
4x1. 
X X 
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We use these to obtain that 
where 
@(~)=k*{n(l+x)+$%}+k 
+n{n2+n(l +,ll+x)+(l +x,}. 
Hence, B(“’ is a positive triangle. Its row sum is 
y,(O) = l-- xw))n ~ o 
2(1+x) 
asn-+co 
since O< A(x) < 1. 
It is also straightforward to show that, for each k, lim, _ o. b$) = 0. Thus 
BCco) is a regular matrix. 
3. SOLUTION TO THE PROBLEM WHENP=~ 
To find the best approximation, we must minimize the error 
&p(C)= y.(-x+& II II 2 
as yn varies over the class of polynomials of degree n. We proceed as in Sec- 
tion 4 of [4] and obtain that 
1 P 
V,(o) - u-(1 +2/x) do, say, 
where 
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We will use the results of Section 3 of [4] with a = 1+2/x and note that 
A(x) defined above is equal to IX. We now obtain that 
We recall that 
4?(C)=& {W>“. 
It is an elementary calculation to show that 
X 
->n(x)J;1/20 
x(1+x) 
for O<x< 1. 
We again observe a small reduction in the constant preceding the exponen- 
tial (A(x))‘. 
In order to find y,(t), we proceed as in [4], and obtain 
-XY,(f) -=(1+2t,x)~(l+2,x~{l-("+I)[~n+~(l+~)Q.(l+f) 2 
-++;)Qn+1(1+2)1}9 
where P,(t) is the Legendre polynomial of degree n and Q,(t) is the 
associated Legendre function. Thus 
r,(t) = ~-~~“+,~+~)Q~(~+I)-P~~+~)Q~+~(~+~)]. 
We make use of 
and obtain y,,(r) explicitly. 
Using tPn(f) = y,(O) + (t - 1) y,(t) we find the corresponding sequence to 
sequence matrix B (2). We observe that 
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and obtain that 
= i b!,fL tk, say. 
k=O 
Now Q,Ja)=jo” (a-,/=cosh t)-“-‘dt. 
It is easy to see that {Q,(l +2/x)} is a decreasing sequence. Thus the 
matrix B’*’ is a positive triangle. The sum of the row of order n is y,(O) and 
we see that y,(O) -+ 1 as n + co. Further, an application of Stirling’s for- 
mula yields that lim,, o. bi*l= 0 for each k (and each x). It again follows 
from Toeplitz’s theorem that B(*) is a regular matrix. 
4. SOLUTION TO THE PROBLEM WHEN p= 1 
To find the best approximation, we must minimize the error: 
E(‘)(C)= n II 
1 y (-xu)-- ” 
II 1+x24 1 
as y,, varies over the class of polynomials of degree n. We proceed as in 
Fiedler and Jurkat [2]. Thus 
dv 
where y,,(t) = -; Vn(l + 2t/x). The minimum value is then (see 
cl, P. 2901) 
2 
( 
1+ {Iz(x)}“+* 
41Yc)=~log 1_ {4x)}“+2 
> 
=i {n(x)}n+2(1 +0(l)) as n+co. 
It is an elementary calculation to see that 
4{G))’ 
X 
< I(X)J;ri20~ 
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- 
We have thus the similar result to that in [4] that for the cases p = 1,2, 
and cc, we have 
c,(x)‘c?(x)‘c,(x) for O<x< 1. 
In order to find r,(t) explicitly, we proceed as in [2]. Thus 
V*(u)=U,+,(v) f  l A-. 
1 
j=O un+l(xj) v-Xj Xj-(1+2/X) 
1 
=v+ +2/x) i 
l- U”,,(U) 
Un+,(1+2/x) I 
where U,(t) is the CebySev polynomial of the second kind. It follows that 
rnw=++ l- i 
U,+,(l +W) 
u,, I(1 +2/x) 1 . 
It follows then from @,(t) = Y,(O) + (t -1) P,(t), T,(t) = nun- ,(t), and 
the expression for 7’,( 1 t 2v) on p. 402 of [4] that 
un+ I(1 +2v)= c 
n+2 k(n+k+ l)! 4kXkP, 
k=, (n+2-k)!2k! ’ 
It now follows that 
p 
n 
tUn+,(l+Vx) 
= i b$ tk, say. 
k=O 
We now see that b!!j > 0 for 0 d k 6 n. Further 
,i b$=y,(O)= 1 -u ;l++;,x)-t 1 asn+oo. 
k=O nl 
An application of Stirling’s formula yields that lim, -) o. b!fl= 0 for each k 
and each x in (0, 1). It follows for Toeplitz’s theorem that B’ is a positive 
regular triangular matrix. 
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5. SUBSIDIARY RESULTS 
LEMMA 1. (/,1+;= x 
( ) 4& 
{l(x)} --nP1(l +0(1/n)). 
Proof We have (n + 1) U,(t) = T:,, I(t) and 
27,+,(t)=(t+~~)“+l+(t-~~)“+‘. 
Thus 
~~(r)=(l+~)(f+~).+(l-~)tt-~~)~ 
The result follows. 
LEMMA 2. Let 5 = l/G and k = nt( 1 + t) where ItI is small. Assum- 
ing that all the gamma functions are meaningful, we have, as n -+ CO, 
loi3 
T(n + k + a) 
f(n-k+b) {f(pk+r)}2’P 
a+b-1 
2 log 4x1 
xlog(1 +x)-(2nS+~)logp 
nclogx-2nelogp+ 
(a+b-l)fi+(b-0) 
X 
+ O(nt’) + O( l/n). 
To obtain this result, we use Stirling’s formula in the form 
log IJan f /?) = flog 2~ -an + (an + j!I - 4) log(cm) + O( l/n) 
and the relationships 
(1 - [)‘= x<2A(x), (1 + o2 = x52/n(x). 
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6. ASYMPTOTIC EXPANSIONS OF THE BEST MATRICES 
In this section we show that the best matrices obtained above give rise to 
Gaussian distributions of the form 
b.,=J&exp(-ch’/n){l+*(!-)+0(s)} 
for lhl< Bn with some 8 E (0, l), and large n, where 
k=k,+h=dn+h+h, O<k<n. 
We call c, d, and 6 the parameters of the asymptotic which are to be 
restricted as follows: 
c >o, O<d<l, 6 real. 
Compare, for example [3, Sects. 9.1-9.3; and 4, Sect. 51. 
7. ASYMPTOTICS FOR B(“) 
We can write the expression for b$’ in the form 
with 
P$)=k*{n(l +x)+fi)+k(2n2fi+3n(l +x/2)+= 
+n{n2+n(l +JiE)+(l +x)}. 
To find the parameters of the asymptotic, we set k = n( 1 + i)/fi 
with small Itl. For notational ease, we write < = l/G. 
We may now apply Lemma 2 with CI = 0, b = 1, p = 2, and r = 3. This result 
together with 
log (A(x))” 22k + ’ 
Xk(l +x) 
=nlog~(x)+(2n5+1)log2-n~logx-log(x+1) 
+n5t[2log2-logx]+O i , 
0 
and 
log/I~~)=3logn+2log2+t-t2/4+O(nt2)+0 t 
0 
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gives 
log bhc;i ) = log (l~‘4+~(2~~3x)+zi-~“:“+(2+~~2x2i) 
where r = t - (2 - 3x)/4n ,/l + x). Thus, the parameters of the asymptotics 
are 
c= 
(1 + x)3’2. 
x . 
We can now observe the effect of the value of x on the distribution. The 
position of the maximum, as a proportion of n, is given by d. As x varies 
from 1 to 0, d increases from l/a to 1. The height of the maximum is 
proportional to ,,6 This increases from 23’4 to + co. The deviation of the 
position of the maximum, given by 6, increases from - $ at x = 1 to + f at 
x = 0. Note that 6 = 0 when x = 3. 
8. ASYMPTOTICS FOR BC2) 
We can write the expression for bf,$j in the form 
n+l f(n + k + 2) p 
=Xkf(n-k+l) {f(k+2)}2 n3k 
where 
As in Section 7 of this<paper, we set k = n[(l + t) with small ItI and 
5 = l/JiG. 
We may now apply Lemma 2 with a = 2, b = 1, p = I, and r = 2. We also 
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use [Lemma 3.3 of41 with a = 1 +2/x to obtain an estimate for the 
asymptotic behavior of Q,( 1 +2/x). This gives 
fog /!?$ = 4 log 47rn + (n + 1) log /l(x) 
--$log(l+x)+;-;+o(nt’)+o ; . 
0 
Thus 
log q= log 
4fi-5x-2 
2x 
H=+ 11x2-44x-8+ 16J1+x 
X 8x2 
+ U(nt3) + 0 .! 
0 n 
= log 
where 
Hence the parameters for the asymptotic are 
C= 
(1 +x)3’2. 
x . d=&: 
g=4fi-2-5x 
4(1+x) . 
We have the same values of c and d as for the L” case. The corresponding 
value for 6 in the L” case is (2 - 3x)/4( 1 + x). An easy calculation shows 
that for 0~x6 1, 2- 3x>4fi-2- 5x so that the position of the 
maximum for the L2 distribution always occurs slightly to the left of the 
position of the maximum for the L” distribution. 
9. ASYMPTOTICS FOR B(l) 
We can write the expression for b$ in the form 
b;‘l= 
qk+’ r(n+k+4) 
’ ~,+,(1+2/x)x k+’ T(n-k+ l)r(2k-t4)’ 
As in Section 7 of this paper, we set k = nt( 1 + t) with small (tl and 
r = l/J?TI. 
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We may now apply Lemma 2 with a = 4, b = 1, p = 2, and r = 4. This 
result, together with the result of Lemma 1, gives 
+O(nt3)+0 t 
0 
=logu +x)3’2- ‘n’JiTi 
&iii x 
22+O(nz3)+0 ; 
0 
where t = t - (6 + 7x - 8fi)/4nfi. 
Hence the parameters for the asymptotic are 
C= 
(1 +x)3’2, 
d=&: 6= 
8,/11+x-7x-6 
x . 4(1+x) . 
We have the same values of c and d as for both the L” and L2 cases. The 
corresponding value for 6 for the L2 case is easily shown to be greater than 
this value of 6 so that the position of the maximum for the L’ distribution 
always occurs slightly to the left of the position of the maximum for the 
L2 distribution. See also the comment at the end of the previous section. 
10. COMPUTATIONAL ASPECTS 
In all the best matrices above, we have actually calculated each entry in 
a closed form. It is remarkable that this is possible, and that the form of the 
matrices are “nice.” 
In the L” case, we have rational functions and fi. 
In the L2 case we have rational functions and log ((x + 1)/(x - 1)). 
(See [4, Sect. 9.3) 
In the L’ case, we have rational functions alone. 
We have an advantage over the usual accelerators used in numerical 
work in that we know the error in our approximation and do not have to 
rely on experimental work. See, for example [6, 71. For example, with 
x=+, we have 
A(x) = 5 - 23 + 0.10102. 
This gives one decimal place for each term of the partial sum used! 
Numerical comparison with Levi& methods (see [6, 71) indicate the same 
rate of convergence. 
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11. OPTIMAL ALGORITHM THEORY 
In this paper, and in its companions [Z, 4, and 51, we find the best sum- 
mability matrix to solve the approximation problems 
s,=inf Ilr,(-x1)-(1 +xt))‘ll, 
Yn 
for -16~~1 andpE{1,2,ccj. 
In a particular solution, the matrices can each be considered as a 
sequence of linear algorithms, producing values cr,, which approximate the 
sum of the series. These algorithms use a finite set of information-the first 
n + 1 terms of the series. In the results which follow, it is shown that the 
algorithms found are in fact optimal in the class of all possible algorithms. 
We now state the definitions of algorithm and information as given by 
Traub and Wozniakowski [S]. Let F be a normed space, F, a subset of F, 
S a linear functional acting from F into @, and N, a linear operator from F 
into C”. Further let $, be a function acting from @” into C. 
We call N,-information, b,-algorithm. We denote the class of all algorithms 
by @,, and the class of linear algorithms (that is, the class of all linear 
functions) by CD:. It is easy to see that while F is infinite dimensional it is in 
general impossible to make the above diagram commutative, that is, to find 
an exact algorithm. We introduce the following notation: 
e,($,,f) = IIc#,(N,(~)) - sf((-the error of d,, on the element f~ F, 
e,(d,) = 
i 
supI FO e,(d,,f) if it exists -the error of #n 
a2 otherwise I in the class F, 
e,*= ,in$ en(f#b) = ,jf$ .E n ;ui enbLf) n E 
It is obvious that eX< e,L. By the optimal algorithm c$,* we mean the one for 
which 
e,(4X) = e,*. 
409/l 14/2-6 
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Similarly, for the linear optimal algorithm 4,” we have 
e,bf?) = e,L. 
The existence of optimal algorithms is assured by Smolyak’s lemma. See 
[8, pp. 5456.1 
SMOLYAK’S LEMMA. If F,, is balanced convex set then there exists a linear 
optimal algorithm qSi, optimal in the whole class G,, that is, 
We use the results of this lemma for the problem formulated at the 
beginning of this section. Let 
F= Ly[O, 11, Sf=j’ (1 +tx)-‘f(t)dt 
Fo= lf~J’: llfll,G 11, Nf) =I [a,, a, ,..., a ]. 
Then from Smolyak’s lemma we easily obtain 
THEOREM. The optimal algorithm for summing series defined by Ca,x” 
where - 1 6 x < 1 and a, = jh t”g)(t)dt with 4 E Ly[O, l] is 
’ dXao, al ,..., aA= C chkakxk 
k=O 
where y,,(t) = C;=O c,,~ tk is a solution of the approximation problem 
E,=inf Ily,(-xt)-(1 +xt)PIII,. 
Yn 
Further, 
e,(4X) = En. 
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