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In this paper, we study the oscillatory behavior of first order differential 
equations with deviating arguments of the general form 
n 
x’(t)+Cp,.x(t-z,)=O, (*I 
where P,. T,, 1 <i< n are constants. Necessary and sufficient conditions have 
been obtained to guarantee that Eq. (*) is oscillatory, and we also discuss the 
equivalence of two kinds of oscillation for (*). Equation (*) is oscillatory if and 
only if the characteristic equation 
” 
i,+Cp,e-““=O 
has no real roots. 71 I991 Academic Press, Inc 
1. INTRODUCTION AND NOTATIONS 
During recent years, the oscillatory behavior of solutions of differential 
equations with deviating arguments has been studied extensively. Equa- 
tions of this type appear, e.g., in economics, physics, biology, control 
theory, and ecology. In particular, a lot of work has been devoted to linear 
equations with retarded arguments. An excellent survey is given in [7]. An 
interesting feature of equations with retarded arguments is that these 
arguments may both cause oscillation and eliminate oscillation of the solu- 
tions of the equations. For first order linear ordinary differential equation, 
no nontrivial solutions are oscillatory. However, for equations with 
retarded arguments, nontrivial oscillatory solutions may exist. For second 
order differential equations without delay either all solutions are 
oscillatory, or all solutions are nonoscillatory. A retarded equation may 
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have both nontrivial oscillatory solutions and nonoscillatory solutions at 
same time. Good examples can be found in [7]. 
The object of this article is to study the oscillation of first order linear 
differential equations with deviating arguments 
x’(r)+~pix(t-ti)=O, (1.1) 
where pi, ti, 1 d i < n are constants. The oscillatory behavior of the solu- 
tions of (l.l), for the unstable case, i.e., pi<O, zi>O, 1 < ibn, is known: 
there is always an unbounded nonoscillatory solution. For the stable case, 
i.e., pi > 0, 1 < i < n, G. Ladde has obtained some sufficient condition for 
oscillation of (1.1) [S] which is sharp in the sense of that there is an coun- 
terexample which does not satisfy the condition and the equation has a 
nonoscillating solution. (Note: For n = 1, the condition of G. Ladde is 
necessary and sufficient for oscillation, also cf. C6.83). The equation has 
been studied also by G. Ladas et al. in [9] and T. I. Tramov in [ 111. They 
give a necessary and sufficient condition for oscillation, which reads: All 
solutions of (1.1) are oscillatory if and only if the characteristic equation 
F(I)=l+ip,e-""=O (1.2) 
has no real roots. For the equation with both stable terms and unstable 
terms, i.e., the sequence {pi}; contains both positive and negative terms, 
the situation is more delicate, because this time, there may exist a non- 
oscillatory solution, which is not monotone. This causes difficulties. In this 
paper, we will prove that the above result is also valid for the equation 
with both stable and unstable terms. At the end of this paper, we will list 
several oscillation conditions expressed explicitly in terms of {pi} and {ri} 
for the equation with just one unstable term and one stable term. 
Our main results are given in Section 3 in Theorems 14. 
The solution with initial value (to, rp) of (1.1) will be denoted by 
x(t)=x(t, t,, cp), where cp(t)~C([t,-rz,, to], R). A solution x(t) is said to 
be a nontrivial solution if cp # 0. For the basic theory about (1.1) such as, 
existence, uniqueness, etc., we refer to Bellman and Cooke [ 11, Driver [2], 
and Hale [4]. 
There are various definitions of oscillation of solutions [lo]. To avoid 
confusion, we will state the two definitions of oscillation used in this paper. 
DEFINITION 1. A nontrivial solution x(t) of (1.1) is said to be weakly 
oscillatory if and only if it has arbitrarily large zeros for t 2 t,. Otherwise, 
x(t) is said to be nonoscillatory. 
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DEFINITION 2. A nontrivial solution .u(t) of (1.1) is said to be strongly 
oscillatory if it changes sign on [T, + x), where T is any large number. 
Otherwise, it is said to be nonoscillatory. 
DEFINITION 3. Equation ( 1.1) is said to be oscillatory weakly (strongly) 
if the all nontrivial solutions are weakly (strongly) oscillatory. 
It is obvious that if a solution is strongly oscillatory, then it must be 
weakly oscillatory. The converse is not true. 
DEFINITION 4. A solution x(t) of ( 1.1) is called a regular solution, if for 
each T>O, x(t) f 0 on [t,+ T, co). 
In the rest of the paper, we will assume, without loss of generality, that 
ri> 0, 1 d i< n. (If there is one ri= 0, we can make an oscillation 
preserving transformation x(t) = ePlrx( t). In the new equation in a(t), the 
{ri} will be all positive.) We introduce the two sets 
I= {ill did& p,>O} 
J= {ii 1 <i<n, pi-co}. 
We assume that Z and J are nonempty. We choose the notation so that 
O-CT,< ... <r,, and set r,=min,r; and r=max,ri. 
Furthermore, we define 
p’i Pi, p,=C Pi 
1 I 
I,= {iEZIT>T,}, 
I,= {iEZITi>T} 
I,= {iEZIT,>T()}, 
Z,= {~EZIT,<T~} 
&=C PI, k = 1, 2, 3, 4. 
Jh 
Some of the subsets of Z may be empty (if Zk = 0, we set P, = 0). 
It is obvious that I, n I, = I, n Z4 = @, that Ii u Z2 = Z3 u Z, = Z, and that 
P1+P,=P,=P,+P,. 
2. SOME PRELIMINARY RESULTS 
In this section, we will state and prove some preliminary results which 
will be used in sequel. 
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LEMMA 1. (1) Let x(t) E C1 [to, + 00) be a nonincreasing function such 
that for any T> 0, we have x’(t) f 0, on [to + T, + co), if lim, _ 5. x(t) = 0, 
then x(t)>O, on [to, a). 
(2) Let x(t)E C’[to, +co), if lim,,, x(t)=finite, lim,,, x’(t) 
exists, then lim, _ o. x’(t) = 0. 
The proof of this lemma is trivial, so we omit it. 
LEMMA 2. Each nontrivial solution x(t) of (1.1) is a regular solution. 
Proof Assume that x(t) is a nontrivial solution of (1.1) which is not 
regular. Then there is a T> 0 such that x(t) = 0 on [to + T, co), and 
x’(t) E 0 on (to + T, co). It follows from the definition of the solution that 
[ 
n-1 
x(t)= -p,’ x’(t+z,)+ c p,x(t+t,-Tj) 1 (2.1) 1 
for all t > to - r,. By virtue of the fact x(t) = 0 on [to + T, + co) and 
x’(t) E 0 on (to + T, co), we obtain from (2.1) that 
x(t)=O, on (to + T-l, co), 
where l= r, - r,- r > 0. By the continuity of x(t), we have x(t) = 0 on 
[to + T- Z, + co). Iterating this procedure finitely many times, we obtain 
x(t) = 0 on [to - t,, + co). This contradicts the assumption x(t) = rp( t) f 0 
on [t, - r,, to] and the proof is complete. 
LEMMA 3. Let x(t) be a solution of (1.1). Then each of the following 
functions will also be a solution of ( 1.1) 
(i) x(t- T) 
(ii) Sir! x(s) ds 
(iii) jyey x(s) ds (assuming that x E L(t,, co)), 
(iv) l:0py x(s) ds + P- ‘x( to) (assuming that P # 0). 
Proof. Assertions (it(iv) are immediate consequences of the linearity 
of (1.1). 
LEMMA 4. Zf Eq. (1.2) has no real roots, then 
(1) P>O (2.2a) 
(2) pn > 0, i.e., t <T”. (2.2b) 
Proof: F(1) is analytic and real and nonvanishing on R. Since 
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F( m ) = x, we obtain F(0) = P > 0. To obtain the second conclusion, we 
note that 
$ Prc’ ‘i’ - p,,,r ;rv, as r,+ --x, 
where t;,, = max, T,, and that 
where j, E J satisfies rjO = z. 
If (2.2b) is not true, then z = T,, > ~~~~ and we have following asymptotic 
estimates: 
p,e -250 = o(p,e-2~n) as A-+ -X 
F(jU)wpneC’*n+ --cx; as 3,+--x. 
By the continuity of F(A), there must be a A0 E R such that F(I,) = 0. This 
contradicts the assumption and we have finished the proof. 
LEMMA 5. If (2.2a) holds and (1.1) has a strongly nonoscillatory solution, 
then (1.1) has also a solution y(t) which belongs to one of the following two 
types. 
Type I. y(t)>O, y’(t)<O, y”(t)>0 
lim y(t) = lim y’(t)=O. (2.3 1 f - % , + oz 
Type II. y(t)>O, y’(t)>O, y”(t)20 
lim y(t) = lim y’(t)= co. (2.4) r-y. I--r% 
Proof Let x(t) be a nontrivial strongly nonoscillatory solution. 
Without loss of generality, we assume that x(t) is eventually nonnegative. 
From Lemma 2, we know that x(t) is a regular solution. If x(t) satisfies the 
above requirements in (2.3) or in (2.4), then x(t) is the desired solution. 
Otherwise, we set 
Yo(t)=x(t)-E Pij’ X(s)ds 
I , Z( 
yW=xA+i:p,j‘r Y,(s)~s. 
I f ~ T, 
(2.5) 
By the linearity of (1.1) and Lemma 3, it is clear that ye(t) and y(t) are 
solutions of (1.1). 
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Differentiating (2.5) and (2.6) gives 
y;(t) = -Px(t) (2.7) 
Y’(l) = -Pyo(t) (2.8) 
y”(t) = P2x( t) > 0. (2.9) 
Via (2.7) we see that y,(t) is a nonincreasing function. Hence lim,, oc ye(t) 
exists, and there are two possibilities: 
(1) lim,,, yJt)=C> -cc 
(2) lim,,, yO(t)= -co. 
In the first case, we see from (2.6) and (2.8) that 
lim y’(t) = -PC. 
I-n;, 
By Lemma 1, we obtain -PC=O, thus C=O, and lim,,,y(t)=O= 
lim ,+‘X y’(t). Applying Lemma 1 to yO( t), we obtain y,(t) > 0, and 
y’(t) < 0. This implies v(t) > 0, y’(t) < 0 and v(t) is a solution of (11) of 
Type I. 
For the second case, from (2.8), we have lim,, m y’(t) = + co. Taking 
into account (2.9), this implies that y(t) is a solution of Type II. 
LEMMA 6. Zf (2.2a) is satisfied, then (1.1) is weakly oscillatory if and 
only if (1.1) is strongly oscillatory. 
Proof It suffices to show that if (1.1) is strongly nonoscillatory, then 
(1.1) is also weakly nonoscillatory. This is an immediate consequence of 
Lemma 5. 
LEMMA 7. Suppose (2.2a) holds. 
(a) If (1.1) has a solution of Type I, then (1.1) has also a solution x(t) 
qf Type I such that 
A+(x) = (A> 0, const, x’(t) + Ax(t) SO, eventually} # 0. (2.10) 
(b) Zf (1.1) has a solution of Type II, then it has also a solution x(t) 
of Type II such that 
A-(x)= {A>O, const, -x’(t) + Ax(t) GO, euentually} # 0. (2.11) 
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Proof (a) Let r(t) be a solution of Type I. 
Setting 
5(z)=?.(1)+~I),~,l~:iV(~\)d( (2.12) 
I n 
then x’(t) = - Py(t - rn). It is easy to see that x(t) is also a solution of 
Type 1. We shall next show that for such x(t), (2.10) holds. 
From the fact that the positive function l’(t) is decreasing, we deduce the 
inequality 
< A- T,)C1 + T,Pol 
x(t) 
At-T,)‘- 1 + z,Po’ 
Hence 0 = x’(t) + Py( t - r,J > x’(t) + (P/( 1 + r, PO)) x(t). This yields 
o<~=P/(l+T,Po)E/l+(X)#@. 
(b) Let y(t) be a solution of Type II. If 
x(t) = -y(t) + $ pi I,‘~:’ y(s) ds (2.13) 
which belong to Type II. Thus for sufficiently large t, we have 
x(t)<TnPoY(t-T,) 
o= -x’(t)+Py(t-Tl)> -x’(t)+-& x(t), 
n 0 
which implies n - (x) # a. 
We have proved Lemma 7. 
Define 
v = {x(t) ) x(t) is a solution of Type I and n +(x) # @} (2.14) 
A= (11 E/~+(X) for some XEV} (2.15) 
v,,= {x(t)lx(t) is a solution ofType and k(x)=@] (2.16) 
A,= {IIIEA-- for some XEV~}. (2.17) 
An immediate consequence of Lemmas 3-7 is: 
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LEMMA 8. Suppose (2.2a) is satisfied. If ( 1.1) is strongly (weakly) non- 
oscillatory, then at least one of the sets defined by (2.15) and (2.17) is 
nonempty. 
LEMMA 9. (a) Assume A # (21. If there exist constants o > 0, M> 0 
such that for each x E v we have that x(t) > Mx( t - co) eventually, then A is 
bounded. 
(b) Assume A, # 0. If there exists constants o > 0, M > 0 such that 
for every x E v,, we have x(t) < Mx( t - w), then A, is bounded. 
LEMMA 10. Suppose (2.2a) and (2.2b) hold. 
(1) Zf A # 0, then A is bounded 
(2) Zf A, # @, then A,, is bounded. 
Proof: By Lemma 9, it suffices to show that there exist constants o > 0 
and A4 > 0 such that for each x E v, x(t) > Mx( t - W) eventually. 
Indeed, we claim that for each x E v, we can choose 
co+-r)>O, ,=~(~n-~) Pn 
2(1 +zP,) ’ 
where 0<6<min{i, iP/pn}. 
To see this, we set 
l(t)=x(t)+xpij,‘-“x(s)ds 
J 
(2.18) 
and note that i’(t) = -C, p,x(t - ri) -C J pix(t). By virtue of x belonging 
to Type I, we have 
i’(t)= -6p,x(t-T,)-(1 -@p,[x(t-7,)-x(t)] 
-~~~,PiCx(t-zi)-X(f)I-(P-~PP,)X(t) 
< -Gp,x(t-2,) 
i’(t)+Gp,x(t--J-CO. (2.19) 
Equations (2.18) and (2.19) imply that [ is also of Type I. Integrating 
(2.19) from t - $(r, - r) to t, we derive [(t - i(rn - r)) > 
(b/2)(2, - z) p,x(t - T,). Translating the above inequality, we obtain 
r(t)>&&J,X ( t-r +&,,-r) . > 
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On the other hand 
i(r) = x(r) + c lp,l j’ x(s) ds 
.I ri 
<x(t-t)+C lp,l z,X(t-T)<(l+ZPo)X(t-T) 
whence 
i(t) x(t-z)>--- 
1 +TP, 
>~k~)P, 
2(1 +zP,) 
x(1-y) 
A change of variable gives 
x(t) ’ 
&T, -T) Pn 
2(1 +zP,) 
x(t-y) 
and Assertion 1 is established. 
We turn to Assertion 2, if 
we shall show that for every x E vO, x(t) < Mx(t - w) eventually. 
In fact, if we set 
i(t)= -x(t)+~pi~~‘~~‘x(s)ds 
1 
(2.20) 
then c’(t) = Px( t - zi). Since x is of Type II, it is easy to see that i(t) is of 
Type II. Hence c(t) > 0 for sufficient large t. Via (2.20), we have 
x(t) = -i(t) + i p,?‘,‘_r” x(s) ds 
I 
< 1 Pi jr’_:’ x(s) ds 
I 
<z,P,x(t-T,) 
and the proof is complete. 
LEMMA 11. If (1.1) is weakly oscillatory, then (1.2) has no real roots. 
Proof: If the lemma is false, then (1.1) has a nontrivial nonoscillatory 
solution x(t) = ei.O’, where 1, is a real root of (1.2). This is a contradiction. 
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3. MAIN RESULTS 
In this section, we will prove our main results. The first result is about 
the equivalence of strong and weak oscillation of (1.1). 
THEOREM 1. Equation (1.1) is strongly oscillating if and only if it is 
weakly oscillating. 
Proof In one direction, the result is obvious. 
In the other direction, we only have to show that if the equation is 
weakly oscillating, then it is also strongiy oscillating. By Lemmas 3 and 11, 
we have P > 0, and the assertion follows from Lemma 6. 
THEOREM 2. Equation ( 1.1) is oscillatory if and only if (1.2) has no real 
roots. 
Proof In one direction, the result has been proved in Lemma 11. 
Conversely, if (1.2) has no real roots, then m = min. F(I1) > 0 and 
n 
-i-Cpiep”“< -nj for all real 1, (3.1) 
I - i pie’.” < -m for all real 2, (3.2) 
Lemmas 4 and 8 give conditions for /1 or /i, to be nonempty. 
If /i # @, then n is a bounded set by Lemma 10, i.e., 0 < & < + co, 
where 1, = sup A. Let Ed = min { 1,/2, HZ&,/(& + 4POeL0’)} > 0. According to 
the definition of A,,, there is a constant il >O and a solution of (1.1) of 
Type I such that A 6 II, < 1+ s0 and 2 E n +(x). To obtain a contradiction, 
it suffices to show that 2 + .sO EA. To this end, we have only to prove that 
there is a solution i(t) of (1.1) such that 1+~~~/i+([). 
We define 
i(t)=x(t)-ZP,~-;; x(s)ds+P, j-ITx(s)ds. 
.I 
(3.3) 
The function i(t) given by (3.3) is well defined, and is also, via Lemma 3, 
a solution of (1.1). Furthermore, 
i’(t)= -Cp,x(t-r,)-P,x(t-r), 
which implies that i(t) is of Type I. 
409/155:2-20 
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We shall prove the estimate 
To do this. we start from 
If Ii/(t) = x(t) e”‘, it follows from i E A +(x) that $(f) is positive and 
increasing. Then 
[‘(t)+(n+&(J[(t)= -~pie%-“‘l+b(t-7J 
[ 12 
-P,e”‘e~“~(t-7)+(~+&g)e~‘:‘~(t) 1 I
By virtue of the definition of Z2 and the fact that t,b(t) is positive and 
decreasing, we have 
[ 1, 6epA’x(t--7) [ --CPiL’irl-Peii+i+~~]. (3.4) 
12 
We note that lim f _ o. x( f ) = 0. Integrating x’(t) + %x( 2) < 0 from t - 5, to 
co, we derive 
-x(t--;)+A j= x(s)dsdO. 
I ~ 7, 
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This yields 
and 
Similarly, we have the following estimates 
(3.5) 
(3.6) 
[ ]4=~OP1 ~r~re-“.$(s)ds 
<?x(t-T) P,e”. 
A (3.7) 
The inequalities (3.4))( 3.7) yield (* ). 
In view of (3.1) (2.2a) and the inequality 0 < 1 d E,,, we have from (*) 
that 
and thus A+E~E/~+(~). 
If A,, # @ then A, is bounded by Lemma 10, and A0 = sup A, is finite and 
positive. By the definition of supremum, if so = min{ 1,/2, m1,/2(2 + A,) PO}, 
there exist a constant A > 0 and a solution x of Type II such that 
A< 20 < I* + Eo, E”EL(X). 
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w(r)= -x(t)-C p, i‘r r’.T(s) ds+ P, 1; ~“x(s) A+ c. (3.8) 
.I d i,, - 11, 
C= P ‘(P, -C, p,) x(t,,), where to is so large that x(t) > 0 for all t 3 t,,, 
then 
M.‘(t)=C p+(r-t,) + Pjx(t-ro). (3.9) 
By Lemma 3 and the properties of x(t), it is easy to see that I is a 
solution of Type II. To arrive at a contradiction, we shall show that 
(A+EO)En-(w). 
We first prove 
-w’(t)+(n+EO)W(f) 
< e”*~x( t - To) 
F 
-j--i pie-j.rs 
I 
If $(t) :=e--“‘x(t), 
positive, we have 
-w’(c) + (A. t
\ .I /l 
it follows from 2 E A I that Ii/(t) is increasing and 
cO)w(t) = 
[ 
-C pie drJe”$(t - z,) 
14 
-P3e~“‘oe”‘i+b(t-ro)-(3,+~o)e”‘t+b(t) 
I, 
By definitions of I, and Z4, and taking into account that $(t) is 
increasing, we obtain 
[ I1 <eATox(t-to) 
F 
-~~ie~‘~‘~-P3e~‘~~o-ll~o~. (3.10) 
OSCILLATION CRITERIA 585 
Integrating the inequality -x’(t) + Ax(t) < 0 over [r,, I- ri], we see that 
and that 
c 1 2< - + pix(t-z;) 
<e”‘x(t-7,) P3epLT0- 
[ 
c .- ] 
p,e Arl , 
13 
. e”‘Ox( 2 - TV). 
(3.11) 
(3.12) 
(3.13) 
Hence the estimate (**) follows from inequalities (3.10)-(3.13). 
In view of (3.2) and the choice of 1, we have from (w) that 
- w’(t) + (A+ E(J 
~e”‘“x(t-t,)[-rn+~~~0’(2+~~) P,]+(A+E~)C 
< - 5 e”‘Ox( t - to) + (A + eO) C. 
Since lim , j co x(t) = + co, we have 
-w’(t) + (A + EO) w( t) 6 0 for sufficiently large t. 
This is a contradiction and the proof is complete. 
Our next result is an improvement of one of the results in [7, p. 451. 
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THEOREM 3. !f’ p, > 0, 1 < i < n, (1.1) is oscillating if und only> [f there 
exist N,>O, 1 <i<n, C;N,= I such that ~~(N,/r,)(l -ln(N,/r,))>O. 
Proof The sufficiency of the last condition for (1.1) to be oscillatory 
has been proved in [ 71. 
Necessity. Since F(A) does not vanish on R and satisfies F( + 1~‘) = XL. 
F(A) attains its minimum at an extremal point A = A0 such that F’(&) = 
1 -C; pjrjep’orl = 0 and F(&) > 0. Hence, we can choose N, = p,r,e ‘Or!. 
i = 1, 2, . . . . n and see that Cy Ni= 1 and that x; (N,/T,)( 1 - ln(N,/t,)) = 
F(&) > 0. Thus such a sequence (Ni} exists and we have finished the proof. 
In order to see that these results can be applied, we will give some condi- 
tions expressed in terms of {p,> and {ri} to guarantee the oscillation of 
(1.1). 
Considering the equation 
X’(t) + JJX( t - T) - qX( t - 0) = 0, 
where p > 0, q > 0, T, CJ > 0, T # CJ. 
(3.14) 
THEOREM 4. A necessary and sufficient condition for all solutions of 
(3.14) to be oscillatory is that p > q, z > CJ and that one of the following 
conditions is satisfied 
(1) pz=oq+ 1 
(2) 1 +aq<pz< 1 +pa 
(3) pz > 1 + pa, (1 + &T)/(T - a) ei.Oa > q, where 2, is the unique real 
root of 
(1 +aA)e”=p(r-a) (3.15) 
(4) pz < 1 + oq, (1 - &o)/(t - a) eXo’ < p, where 1, is the unique real 
root of 
~1” +(r-a) e”‘. = 1. (3.16) 
Proof: By Theorem 2, it s&ices to show that the characteristic equa- 
tion f(J)=l+pe-“‘-qeC’“= 0 has no real roots, provided that the 
conditions of the theorem are fulfilled. 
It is clear that p > q, r > G are necessary conditions for f(2) to have no 
real roots. We need only prove that f (A) has no real roots if and only if one 
of conditions (1 t(4) is satisfied, provided p > q, z > CT. 
In fact, since f( f co) = co, hence f(A) > 0 for all I E R if and only if 
f(A.)>Owhen1~{A:f’(~)=O}={~:1=pze~”’-oqe-””}=S. 
We note that if pr = 1 + qo, then S = (0) and we have finished the 
discussion of condition 1. 
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If pr > 1 + crq, then S c (0, co) and the statement off(A) > 0 for all A > 0 
is equivalent to that g(A) = Ae”’ + pe(“-‘)i > q for all I > 0. 
Consider g’(1) = (1 + lo + p(z - 6) eP’“) e”“. If p(r -G) < 1, then g(A) is 
increasing in [0, + 00) and g(A) b g(0) = p > q for all I > 0. Hence the 
discussion of condition (2) is complete. If p(7 -G) > 1, then g(A) has the 
unique extremal point A = &, which satisfies Eq. (3.15) and the minimum 
is (1 + z&,)/(z - 0) e”‘O. Hence the result follows from the above arguments 
for condition (3). 
If pr<l+oq, we deduce that Sc(-co,O). We define h(A)=AeP”‘+ 
qecum ‘)‘, we note that f(A) > 0 for all A< 0 if and only if h(A) < p for all 
1< 0. However, the necessary and sufficient condition for h(A) < p, A > 0 is 
that (1 - a&)/(~ - cr) e P7;r, < p holds, where 1, is the solution of (3.16), 
provided p7 < 1 + qo. Whence the proof of condition (4) is complete. 
COROLLARY. If one of the following conditions is satisfied, then all 
solutions to (3.14) oscillate. 
(1) p7>po+l and 
(2) pr < 1 + oq and 
1 +a& 7-a 
( > 
T/U 
7-a y7& <py 
where 
A1 1 
1 
= max (r-a)p-1 -lnp(r-a),d[p(r-a)e-“*-11 a+rp(r-a)‘20 1 
1* = min 
i 
(z-a)p-1 1 
7+a 
,;lnA-a) 
I 
and 
A2 = max 
i 
l-(T-a)q l-(z-a)qe”” 
z+(z-a)q’ 7 1. 
Proof: (1) We rewrite (1 + &7)/(7 - a) e”O” in the form 
1+&z ~eAo-=!+(p2$E-)“i 
7-a 
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and it is the increasing function of &. From (3.15), we deduce that /lo > jW,. 
and the results follows from Theorem 4. 
(2) Via (3.16), we rewrite (1 -~&)/(r-a) 6~ Tri as 
The right-hand side of the above equality is an increasing function of IO. 
From (3.16) we can obtain the following estimate 1, > A*, and the assertion 
follows from Theorem 4. 
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