It is the purpose of this paper to prove Theorems 1 and 2 below which relate the existence, uniqueness, and general behavior of the solution, y(x, e), for small e>0, of the two-point boundary value problem <y" + f(x, y)y'+ g(x, y) = 0, Theorem 1 (Existence). Let (0, y0), (1, yi) be two points in the real (x, y)-plane, and assume:
(i) f(x, y), g(x, y) are real functions such that the differential equation (1) f(x, u)u' + g(x, u) = 0 has a solution u(x) on Ogx^l, with m(1) =yi and u(0) =w0^yo. (ii) f(x, y), g(x, y) are of class C in a region R:
0 g x g 1, I y -u(x) | g a, a > 0, which includes the point (0, y0).
(iii) There exists a constant k>0 such thatf(x, y)^k for (x, y) in R. Then, for all sufficiently small e>0, there exists in R a solution y(x) =y(x, e) of (2) ty" + f(x, y)y' + g(x, y) = 0
satisfying the boundary conditions y(0) = yo, y(l) = yi.
Further, y(x, e)->m(x), y'(x, e)->m'(x), as e->0, uniformly on any subinterval 0 < 5 g x ^ 1.
Remarks. From the proof of Theorem 1 it will be seen that the The assumption in (i) that Moèyo is no restriction for if u0<yo, then the change y*= -y, u*= -u gives two equations (1)* and (2)* of the same type as (1) and (2) but with m*>y*-Also, by a change of variable of the type x* = px+q, the interval O^x^l can be replaced by an arbitrary bounded interval. It is further clear that if e<0, a similar theorem will hold with the role of the left and right boundaries, x = 0 and x = l, interchanged.
Assuming the existence of both u(x) and y(x, e), R. v. Mises [2] 1 proved recently that as e->+0, y(x, e)-^u(x) and y'(x, «)-hí'(x) uniformly on every subinterval 0<S=x = l. He assumed that/(x, y), g(x, y) were continuous on a rectangle containing (0, y0) and (x, m(x)), and/>0 there. Theorem 2 (Uniqueness). Under the assumptions (i), (ii), (iii) of Theorem 1, for sufficiently small e > 0, there exists at most one solution y(x, e) of (2) in Ro satisfying the boundary conditions y(0) =yo, y(l) = yi. The region R0 satisfies the same inequalities as R but with a replaced by a smaller quantity.
Remark. If (ii) and (iii) are replaced by (ii)* and (iii)* the result of Theorem 2 is valid in R* where Í?* satisfies the same inequalities as R* but with ß and y replaced by smaller quantities.
Proof of Theorem 1. If yo<u0, let y ó >0. By virtue of (ii) there exists, on a sufficiently small interval to the right of x = 0, a solution of (2), y(x)=y(x, e) =y(x, e; y0, yi), for which y(0, €)=y0, y'(0, e) =yi, and such that y(x, e) remains inside R. Put /(0, y)dy + ix, 1/0 1 Numbers in brackets refer to the references cited at the end of the paper.
where e is such that e1'2 is less than the integral in (3), and p is a real parameter whose magnitude is so small that ey¿ >e1/2>0. It will be shown that given any 5i, 0<Si<o, then for small enough e and p there exists a £>0 such that (4) ey'iO = e>/2
and if y(£)=?7,
For small enough e, and for p>0, it will be the case that v>Uo, while for p<0, 7]<Uo. In fact there exists a o->0 (independent of e) such that for M>0,7/-Mo>A«r+0(e1/2) andfor¿i<0, u0~v> -po-+ 0(e>2).
In order to prove these facts, let y'(x) =e~1/2 for the first time at x = £i, and y(x)=Mo + 5i for the first time at x = £2, and define £ = min (¡ii, £2). For small e either £1 or £2 must exist and thus £ exists. From the definition of £, and the mean value theorem for y(x), it follows that 0<£^(mo+5i-yo)e1/2.
Integrating (2) from x = 0 tox = £, and using (3), we have if rç=y(£)
From (ii) it follows that the last two terms are 0(e1/2), as e->0, and hence the above may be written as2 (6) ey'(|) = /(0, y)dy + p + CV'2).
J n
For fixed oi>0 and |ju| and e small it follows from (6), since y'(£) >0 and/(0, Mo)>0, that r)=Uo + Oi is impossible. Thus in fact £=£1 and (4) follows. From (6) follows
Moreover (7) implies that if \p\ and e are sufficiently small, 117 -«o| <Si. This proves (5). The statements following (5) follow easily from £ as before. Then 0<£^5i€I/2, and (6) follows as before. If /x< -e1/2 <0, define x = £i to be the first point such that y'(x) = -e~1/2, and define x=£2 to be the first point for which y(x)=u0 -Si. If £ = min (¿i, £2) in this case, then 0<£:£Sie1/2, and again (6) follows. The remainder of the proof of (4), (5), and the remarks following (5) is the same as for the case yo<Uo-Denote by u(x; £, r¡) that solution of (1) By a familiar continuation argument, this will then prove the existence of y(x, e) on 0=x^l.
In order to prove (8), let z(x)=z(x, e; £, n) =y(x, t)-u(x; £, n). From (1) and (2), if ¡-^X-l, and y(x, e) exists and is in R (if x is near enough to £, y(x, e) certainly exists), then 
Because of the assumptions (ii), (iii), and the mean value theorem, it follows that there exists a constant c > 0 such that It still remains to show that y0' can be chosen so that y(l, e) =yi. From the remark after (5), if p<0 and € is small enough then m0 -r¡ > -pa/2. Hence by the continuity of m(x; £, rj) in £ and uniqueness, w(x; £, r;)<M(x), and on account of (8), y(x,e)<u(x) on £ = x = l if e is sufficiently small. In particular y(l, e)<yi. Similarly, for p>0, and e small enough, y(l, e)>yi. Since y(x, e) is in R for O^x^l for small e and p., y(x, e) is continuous in p.. By the continuity of y(l, e) with respect to p. it follows that for e sufficiently small, and some p., y(l, e) =yi. This, with (8) and (9), completes the proof of the existence theorem for the boundary value problem.
Proof of Theorem 2. It will be shown that the solution y(x, e) = y(x, e; yo, yi) considered as a function of y i satisfies (14) -^7(l,e;y0,yo')>0, dyo for e sufficiently small. This clearly implies the uniqueness of y(x, e) satisfying (2) and y(0, e) =y0, y(l, e) =yi.
Let dy w(x) = w(x, e; y0, yo) =-(x, e; y0, yo). Let x = x2, Xi<x2ál, be the first point to the right of x=Xi where î/(x2)=0. From (26) and (27) it is clear that eV'(x2) has the same sign as -(\2+\f)v(x2) il e is sufficiently small. But z>(x2)>0 by (25), and X<0 can be chosen so that \2+\/<0, since/(x2, y(x2))>0. Hence v"(x2)>0 ii t is sufficiently small. However this implies that v'(x) is increasing at x=x2, which contradicts the fact that i>'(x)>0, Xi^x<x2, v'(x2)=0. Therefore »'(x)>0 for Xi^xrgl, and since v(xi) >0, it follows that v(x)>0 for xx^x = l. Thus w(x)>0, X!gxgl, and in particular w(l) =dy/dyi >0 at x = l. This proves (14), and hence the uniqueness theorem for p, sufficiently small.
For the case p, not small we note that the only use of Theorem 1 in the above proof was in the application of formula (9). If y(x, e) is any solution of (2) remaining in Ro, then we show (9) must hold. There are two cases, either |y0' | ^e-1/2 or |y0' | >e-1'2. For the latter situation it is clear that y(x, e) cannot remain in R0 for small e unless there exists a £, 0<£ < 1, such that | y'(x, e) | =e_1/2 for the first time at x = £. If £ exists, then it follows by the mean value theorem that £ = 0(e1/2). In either situation there exists a £ for which 0^£<1, £ = 0(e1/2), |y'(£, e)| ^e_1/2. The existence of such a £ is all that is needed to prove (8), (9) for the solution of (1), m(x; £, r¡), which passes through £, v =y(£, e) and which remains in R. But since y(x, e) remains in R0, it follows from (8) that m(x; £, 17) remains in R for e sufficiently small. Therefore the argument used for p small can be applied to extend the uniqueness to any solution y(x, e) remaining in i?0.
For the more general case ey" + F(x, y, y') =0 the results of Theorems I and II are not valid unless F is severely restricted. Thus even F = y' + (y')3 is not restricted enough for Theorem I to hold as can be seen by direct integration.
