An automatic micro manipulation system (AMMS), which aims at various kinds of operations in the field of bioengineering has been developed. Visual servo control is usually employed to improve the perfonnance of the system. However, the visual information can not be 
Introduction
In recent years, much attention has been given to micromanipulation system for manipulating various kinds of microscopic objects [11� [4] . In the field of bioengineering and gene engineering, operators often need to manipulate microscopic objects such as oosperm, embryo, chromosome , etc. At present, such operations (e.g. gene injection) are accomplished manually with the help of a commercial system called MicroManipulator.
During the operation, the operator must watch the objects through a microscope (usually optical microscope).
Because of the eyestrain, the. efficiency and the surviving rate are rather low. The main objective of our research is to accomplish these operations automatically. This infonnation is used as position feedback to realize real-time visual servo control.
In section 2 and section 3, a brief introduction to the peculiarity of biological micromanipulation and the prototype of AMMS will be presented as a background.
The setup and implementation of the vision system will be described in detail in section 4. The system testing results and the experimental result of gene injection will be given in section 5. Finally, a conclusion will be offered in section 6.
Peculiarity of biological micromanipulation
The biological micromanipulations have their particularities, which are as follows:
(a) The manipulated objects are living things, so they are sensitive to strong light. Exposing in strong light for a long time may affect the surviving rate.
(b) The manipulated objects may move randomly and continuously in a small range during the process of manipulation, mainly because of the disturbance from the movement of manipulating tools.
(c) . The contact force is about 10-6-10-3 N. [6] (d) The manipulated objects and the manipulating tools are all very small. The diameter of the oosperm is about 90 microns and the dliameter of micro injector tip is about Imicron.
(e) System model is not constant. System models calibrated under different Item perature or different time are not the same.
These mean that one can not use ordinary position sensors to position the manipulating tools as well as objects. So, during the manipulation, the accurate positions of objects can not bc cxactly known and lhcir motions arc out of control. Taking advantage of global vision systcm to obtain the position information to form visual servo control is a better way to overcome this obstacle. ; ...
Prototype of AMM[S
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The left side is main controller and the right side is image processing computer. The microscope mounted with the two manipulators is in thc middle. And the right manipulator is a 3-DOF parallel mechanism (modified Delta mechanism) with a relatively narrow workspace of about 200x400 x400micronsJ and with a relatively high accuracy of 0.1 micron. Each link is driven by a piezotranslators (HVPZT of PI) with strain gauge as position sensor. A micro injector is mounted on it to perform the gene injection. The control module consists of a main controller (PC, and an actuator controller (TMS320C30 based DSP system). The sensory module consists of a global vision system and the actuator level sensors, that is, encoders and strain gauges.
Implementation of vision system
The setup of vision system
As shown in figure 2, the vision system consists of four parts: optical microscope, CCD camera, image grabbing and processing board, and image processing computer.
The optical microscope is employed because it may do less harm to the living objects, which are exposed in the light during the manipulation. In this study, the total magnification of the microscope is fixed to 100. At this magnification, the valid area of grabbed image is about 600x450microns2 with a resolution of O.825micron!pixel.
During the manipulation, the scene of the "micro world" under the microscope will be transmitted to the image processing computer by CCO camera and the image board.
The imagc processing computcr works out thc positions of three targets by processing the CCD image data. The position information is then transferred to the main controller through the Ethernet to realize visual servo control.
Recognition algorithms
The main task of the vision system is to find out the accurate positions of three objects in grabbed image. Figure 4 is the typical image processed by the vision system. Objects that will be recognized are also shown.
The recognition results will be represented in local image coordinates.
[��Th � ._ ... Pig. 4 A typical image grabbed and processed by vision system with size of 768x576 pixels. Three objects, micro tube, micro injector and oosperm, are marked by three rectangle respectively.
The flow chart of the vision system is shown in Figure 5 . It is clear that the calculation speed depends on the image grabbing rate and the speed of recognition. The grabbing rate depends on the system of the camera. The camera we used is in PAL system and its grabbing rate is 25 frames per second (FPS). So, the speed of vision system eventually depends on the speed of recognition. The faster the recognition performs, the faster the system runs.
Recognition of oosperm and micro tube
Recognizing the oosperm and the micro tube is virtually a matching problem. Two kinds of matching methods are oftcn uscd: Feature matching method and pattern matching method [8] .
Feature matching method needs to abstract features (e.g. contour [6) [7], or amplitude spectra [4]) first and then perform matching in the feature space. Because the feature abstracting is time-consuming, this kind of method is difficult to realize in real time. On the other hand, pattern matching method performs directly on original image. With the help of appropriate hardware, it is easy to fast realize. In this paper, we use correlation based pattern' matching to realize the recognition of the oosperm and micro tube in real time.
Step. I: Initialize the vision system, allocate the buffers and establish communications with the main controller.
Step. 2:
Set searching parameters and define three patterns through the man-machine interface.
Step. 3:
Grab the first frame of image into grabbing buffer.
Step. 4:
If grabbing has not finished yet, wait until it finishes .
Step. 5:
Transfer the grabbed image from grabbing buffer to processing buffer and begin to grab the next frame into grabbing buffer.
Step. 6:
Set the searching region for each pattern, and recognize the three objects.
Step. 7:
Transfer the results to main controller.
Step. 8:
If thc task has not finished, go to Stcp. 4.
Step. 9:
Stop grabbing, end the current task and release the allocated buffers. The correlation Ruv at pixel {.t, v) can be calculated by using the formula: [9] Where, S is the grabbed image of the size of [s 1 x [t 1 pixels.
M is pattern of the size of [2m] x [2n] pixels; N is the number of pixels in M. In our system m=n=64, s=768, t=576.
In order to avoid "Edge Effect", calculations arc only performed at the point (u, v) that lies in the rectangular
At the same time, we use R,,} instead of R"v, to estimate the matching point. This avoids the slow square-root operation alld is helpful to improve the performance.
Recognition of micro injector
Unlike the oosperm and the micro tube, micro Injector appears as a long and narrow region in the image. It is not suitable to use pattern matching method to recognize the micro injector because of the low efficiency and poor accuracy. We use a method, which is based on binary morphological operation, to recognize the micro tube.
Fist, binarize the captured image S. There will be quite a few tiny blobs in the binarized image B. These blobs result from the noise in image and they are harmful to the successive processing. We remove them by using two successive morphological operations: dilating after eroding, which is known as "open" operation. The definitions of the two operations .lre as follows:
Eroding B with T:
Dilating B with T:
Where T is the predefined structure element, which is shown in Figure 6 . Both two operations can be realized in form of convolution. Finally, a scan-line method is used to obtain the coordinates of the most left poil l t inside the blob. This point corresponds to the tip of the micro injector.
Improung the performanec of vision system
We try to improve the performance of the system in two 130 aspects.
First, we carefully design the algorithms so that they can be accomplished by convolution. In the algorithms mentioned above, the operations (the correlation, the dilation and the erosion) can all be realized in form of discrete convolution, which can be fast execute on DSP based hardware after the instruction level optimizing.
Second, we limit the matching into a relatively smaller searching region by considering the continuous motion constraint. Suppose the object moves with a constant velocity ofv pixel/s, we can say that: 
Yi.I]' (for i >1).
Where 25 is the grabbing rate of PAL system.
Compared with searching in the whole image (768x576 pixels), this can greatly redw:e the computation and improve the performance of the vision system.
. 2 . Implementation of the vi!.ion system
The recognition algorithms mentioned above are realized by using Microsoft Visual C++ and Matrox Image Library. An image based look-and-move control strategy is employed in AMMS. The desired state is given in the image space. However, the input to the system is given in the actuator space. So, we need to calculate the Jacobian that can map the parameters from actuator space to image space.
The Jacobian matrix can be decomposed as the product of the other two Jacobians which map the parameters between the actuator space and right manipulator space, as well as image space and the right manipulator space, respectively. The first one can be gotten by kinematics analysis and the second one can be gained by calibrating the resolution of the vision system.
We use a micrometer to calibrate the resolution of the vision system. On the micrometer, there are reticles with equal spacing of 10 microns. The micrometer is placed on the stage of the microscope, and an image of the micrometer under a specified objectivc lcns is taken through the vision system. Then, count the number of pixels between a pair of reticles. The distance between the two reticles can be read out from the micrometer directly. Suppose the readout distance is D and the corresponding pixel number isN, we can get the resolutionK of the form
Usually, the width of a reticle in the image is several pixels, so, a thinning operation must be performed fist to transform the width of the reticle to one pixel. Our vision system has a resolution ofO.825micron/pixel.
Experiment results
System testing
The global vision system was tested under the real environment and the results are shown in Table I . The right manipulatQr tracks a circle with a diameter of 50 pixels (about 4lmicrons) with and without visual servo, and the trajectories are shown in Figure 8 
Experiment on gene injection
Gene injection is the most often performed operation in the field of bioengineering. The manually operation can be accomplished though the following steps:
Fist, select the oosperm to be injected and fixed it in a suitable place by using a micro tube. Second, manipulate a micro injector to penetrate into the right place (nuclear) and inject genes. Third, release the oosperm and begin the next injection.
An experiment on gene injection is successfully carried out using AMMS and a series of key pictures taken from the process are shown in Figure 9 . Where, the diameter of the oosperm is about 90 microns.
Conclusions
AMMS makes it possible to manipulate microscopic object with few human participation. The global vision system is one of the keys to the automatic manipulation.
The fast visual information abstracting results from the carefully designed algorithm and skills in implementation. Future work should be focused on stereo vision and to extend the system into other fields. 
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