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Classification of bifurcation diagrams in coupled phase-oscillator models with
asymmetric natural frequency distributions
Ryosuke Yoneda and Yoshiyuki Y. Yamaguchi
Graduate School of Informatics, Kyoto University, 606-8501 Kyoto, Japan
Synchronization among rhythmic elements is modeled by coupled phase-oscillators each of which
has the so-called natural frequency. A symmetric natural frequency distribution induces a continuous
or discontinuous synchronization transition from the nonsynchronized state, for instance. It has
been numerically reported that asymmetry in the natural frequency distribution brings new types
of bifurcation diagram having, in the order parameter, oscillation or a discontinuous jump which
emerges from a partially synchronized state. We propose a theoretical classification method of five
types of bifurcation diagrams including the new ones, paying attention to the generality of the
theory. The oscillation and the jump from partially synchronized states are discussed respectively
by the linear analysis around the nonsynchronized state and by extending the amplitude equation up
to the third leading term. The theoretical classification is examined by comparing with numerically
obtained one.
I. INTRODUCTION
Synchronization among rhythmic elements is observed
in various fields of nature: metronomes [1], flashing fire-
flies [2, 3], frog choruses [4], and Josephson junction ar-
rays [5, 6]. The synchronization has been theoretically
studied through coupled phase-oscillator models [7, 8].
The Kuramoto model [8], a paradigmatic model, de-
scribes the bifurcation from the nonsynchronized state
to partially synchronized states and the type of bifurca-
tion depends on the distribution of the so-called natu-
ral frequencies each of which is assigned for each phase-
oscillator. The bifurcation is continuous if the natural
frequency distribution is symmetric and unimodal [8–10],
but the continuity breaks if the distribution is flat at the
peak [11, 12] or bimodal [13]. A bimodal distribution
also yields temporally oscillating states [13].
A significant part of previous studies assumes symme-
try of natural frequency distributions, and bifurcation is
found as the synchronization transition referring to the
transition from the nonsynchronized state to partially
synchronized states. Interestingly, symmetry breaking
brings new types of bifurcations that emerge not from
the nonsynchronized state but from partially synchro-
nized states and are followed by a discontinuous jump or
oscillation of the order parameter [14]. The new types of
bifurcations have been observed by performing numerical
simulations, and this paper aims to propose a theoretical
explanation of the new types of bifurcations. For an-
alyzing bifurcations, we have three theoretical methods
based on the large population limit and the equation of
continuity.
The first method is the self-consistent equation for the
order parameter of system [8, 9, 11, 15, 16]. A stationary
solution to the equation of continuity is formally writ-
ten by using an unknown value of the order parameter
and the value is determined self-consistently. The self-
consistent strategy is powerful to obtain stationary values
of the order parameter, but the oscillating states are not
captured. Moreover, writing down stationary states is
not straightforward when a coupling function between a
pair of oscillators has several sinusoidal functions [17, 18].
The second method is the Ott-Antonsen ansatz [19,
20]. This ansatz reduces the equation of continuity to
a simpler partial differential equations. This strategy
is applicable for the Kuramoto model and its variances
[21, 22], and is extremely useful when we use a single
Lorentzian as the natural frequency distribution, thereby
resulting a real two-dimensional reduced system. The di-
mension of the reduced system becomes higher as the
distribution becomes complicated [12–14], and searching
for stationary and oscillating states becomes difficult ac-
cordingly.
The third method is the amplitude equation, which de-
scribes dynamics projected onto the unstable manifold of
the nonsynchronized state [23]. In contrast to the previ-
ous two methods, the amplitude equation is widely useful
in the Kuramoto model [23], in a coupled phase-oscillator
model with a generic coupling function [24], in the time-
delayed Kuramoto model [25], in an extended Kuramoto
model with inertia [26], and in Hamiltonian systems [27–
29]. Other advantages of the amplitude equation are that
one-dimensional dynamics is sufficient to judge the con-
tinuity of bifurcation and that any natural frequency dis-
tributions are equally tractable.
The first and second methods profit from a single si-
nusoidal coupling function, but such a simple coupling
function is not always the case [24, 30–32]. We, there-
fore, adopt the third method, the amplitude equation, to
explain the new types of bifurcations. One basic block
of the amplitude equation is the linear analysis around
the nonsynchronized state, and the linear analysis gives,
for instance, eigenvalues. We will demonstrate that the
linear analysis is also useful to explain a mechanism for
the emergence of an oscillating state.
The method proposed in this paper is in principle ap-
plicable to general systems beyond the Kuramoto model
and its variances, but we investigate the Kuramoto model
to illustrate the usefulness of the method. One reason is
that the new types of bifurcations are reported in the Ku-
ramoto model, and this choice makes it straightforward
2to compare the theory with the previous work [14]. An-
other reason is that, as we discussed above, the reduction
by the Ott-Antonsen ansatz permits us to obtain accu-
rate classification, which helps to examine the theory.
This paper is organized as follows. In Sec. II, we in-
troduce the Kuramoto model and its large population
limit written by the equation of continuity. The consid-
ering family of the natural frequency distribution, which
is characterized by two parameters, is also exhibited. In
Sec. III, we numerically divide the parameter plane into
five domains corresponding to types of bifurcation dia-
grams and prepare the reference parameter plane to ex-
amine the theory. This numerical search is performed by
using the Ott-Antonsen reduction. We stress that this
reduction is used only for obtaining the reference param-
eter plane and is not used in our theory. In Sec. IV,
linear and nonlinear analyses of the equation of continu-
ity are shortly reviewed. With the aid of these analyses,
we propose ideas to identify the domains on the parame-
ter plane and report the theoretical consequence in Sec.
V. Finally, we summarize this paper in Sec. VI.
II. MODEL
The Kuramoto model is expressed by the N -
dimensional ordinary differential equation,
dθj
dt
= ωj − K
N
N∑
k=1
sin (θj − θk) , (j = 1, · · · , N). (1)
The real constant K > 0 is the coupling constant, θj ∈
(−pi, pi] = S1 and ωj ∈ R are respectively the phase and
the natural frequency of the jth oscillator. The natural
frequencies {ωj} obey a probability distribution function
g(ω). By using the parameters γ1, γ2 > 0 and Ω ≥ 0, we
introduce a family of g(ω) as
g(ω) =
C
[(ω − Ω)2 + γ21 ][(ω +Ω)2 + γ22 ]
(2)
to systematically consider unimodal and bimodal, and
symmetric and asymmetric distributions [14, 33]. The
family of g(ω) consists of rational functions, which is use-
ful to draw the reference parameter plane by using the
Ott-Antonsen ansatz, but is not crucial in our method-
ology. The normalization constant
C =
γ1γ2[(γ1 + γ2)
2 + 4Ω2]
pi(γ1 + γ2)
(3)
is determined from the condition∫ ∞
−∞
g(ω)dω = 1. (4)
The three parameters γ1, γ2, and Ω are assumed to be
positive. By scaling the variables t, ωj,K, and γ1, we
may set γ2 = 1 without loss of generality, and the fam-
ily of g(ω) is characterized by a point on the parameter
plane (γ1,Ω). The parameter plane is further restricted
into the region of γ1 ≤ 1 by making the one-to-one cor-
respondence between the regions of γ1 > 1 and γ1 < 1 as
follows. The equation of motion, (1), is invariant under
the transformations of θj → −θj and ωj → −ωj , and the
latter induces the transformation of g(ω)→ g(−ω). The
equation of motion is also invariant under the change of
time scale t → t/τ with ωj → τωj and K → τK. These
changes do not modify type of the bifurcation diagram
for τ > 0 and the transformed natural frequency distri-
bution is
g(−ω) ∝ 1/τ
4
[(ω +Ω/τ)2 + (γ1/τ)2][(ω − Ω/τ)2 + (γ2/τ)2] .
(5)
The point (γ1,Ω), therefore, corresponds to the point
(1/γ1,Ω/γ1) by selecting τ = γ1 under γ2 = 1. The line
γ1 = 1 gives a family of symmetric distributions.
The complex order parameter z is defined by
z = reiψ =
1
N
N∑
j=1
eiθj , (r, ψ ∈ R). (6)
The absolute value r of z measures the extent of synchro-
nization. If all the oscillators distribute uniformly on S1,
then r ≃ 0. If r ≃ 1, the majority of oscillators gathers
around a point on S1.
In the limit of large population N → ∞, by the con-
servation of the number of oscillators, the equation of
motion (1) can be written in the equation of continuity
[34],
∂F
∂t
+
∂
∂θ
(v[F ]F ) = 0,
v[F ] = ω −K
∫ ∞
−∞
dω′
∫ pi
−pi
dθ′ sin(θ − θ′)F (θ′, ω′, t),
(7)
where F (θ, ω, t) is the probability distribution function
of θ and ω at the time t. In other words, F (θ, ω, t)dθ dω
represents the fraction of oscillators having phases be-
tween θ and θ + dθ and natural frequencies between ω
and ω + dω at the time t. From the normalization con-
dition
∫
Fdθ dω = 1, we have∫ pi
−pi
F (θ, ω, t)dθ = g(ω). (8)
In this limit the order parameter is expressed by
z = reiψ =
∫ ∞
−∞
dω
∫ pi
−pi
dθ F (θ, ω, t)eiθ. (9)
III. NUMERICAL CLASSIFICATION ON
PARAMETER PLANE
The aim of this section is to classify numerically the
parameter plane (γ1,Ω) into five types of bifurcation di-
agrams [33] before developing the theory. Direct N -body
3simulations of the model (1) include finite-size fluctua-
tions, which make it difficult to judge the types of bifur-
cation diagrams. For eliminating the finite-size fluctua-
tions, we perform the Ott-Antonsen reduction [19, 20],
which reduces the equation of continuity to a real four-
dimensional differential equation for the family of g(ω),
(2).
A. Ott-Antonsen reduction
The reduced equation by using the Ott-Antonsen
ansatz is expressed as [14]
dz1
dt
= (iΩ− γ1)z1 − K
2
(z∗z21 − z),
dz2
dt
= −(iΩ+ γ2)z2 − K
2
(z∗z22 − z).
(10)
The two variables z1 and z2 are complex and the complex
order parameter z is written as
z = k1z1 + k2z2 (11)
with the complex constants k1 and k2 defined by
k1 =
γ2[2Ω− i(γ1 + γ2)]
(γ1 + γ2)[2Ω + i(γ1 − γ2)] ,
k2 =
γ1[2Ω + i(γ1 + γ2)]
(γ1 + γ2)[2Ω + i(γ1 − γ2)] .
(12)
z∗ represents the complex conjugate of z. In the later
computations we set γ2 = 1 without loss of generality as
we mentioned in the previous section II, but we kept γ2
free to show the dependence explicitly. See Appendix A
for details of the reduction.
B. Bifurcation diagrams
Numerical integration of the reduced system (10) is
performed by using the fourth-order Runge-Kutta algo-
rithm with the time step ∆t = 0.01. For a given set of
(γ1,Ω), we start from K = 0 and increase the value up to
K = 10 with the step ∆K = 0.0001. This increasing pro-
cess is called the forward process. At each K, the time
average and standard deviation of the order parameter
are taken in the time interval t ∈ [4500, 5000] to avoid a
transient regime. The final state at t = 5000 is used as
the initial state at the successive value of K. If the final
state is the origin, then we shift the initial state from
the origin to z1 = z2 = 0.01 to escape from the trivial
stationary state. After arriving K = 10, we decrease the
value of K from K = 10 to K = 0 to check existence of
a hysteresis, which reveals a discontinuous bifurcation.
This decreasing process is called the backward process.
The parameter plane (γ1,Ω) is classified into five do-
mains as shown in Fig. 1 [33], which domains corre-
spond to the five types of bifurcation diagrams reported
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FIG. 1. Classification of the parameter plane (γ1,Ω) into the
five domains: A (filled orange triangles), B (open blue cir-
cles), C (open magenta squares), D (filled magenta squares),
and E (filled blue circles). This classification is obtained by
performing numerical simulations of the reduced system (10).
The gray line represents the borderline between the unimodal
and bimodal natural frequency distributions g(ω). The bifur-
cation diagrams at the five points marked by the crosses are
reported in Fig. 2.
in Fig. 2. The symmetry line γ1 = 1, in particular,
is classified into the three intervals included in the do-
mains A, B, and C. The separating points Ω = 1 and√
3 are obtained by applying the amplitude equation and
the eigenvalue analysis respectively, which are explained
later. The asymmetry region γ1 < 1 includes the new do-
mains D and E with two known domains A and B. The
goal of this paper is to reproduce the parameter plane
theoretically for understanding mechanisms yielding the
new domains D and E.
IV. THEORETICAL ANALYSES OF EQUATION
OF CONTINUITY
We shortly review linear and nonlinear analyses of the
equation of continuity (7) around the nonsynchronized
state f0, which is explicitly written as
f0(ω) =
g(ω)
2pi
. (13)
It is straightforward to check stationarity of f0 as
∂
∂θ
(v[f0]f0) = 0 (14)
from the fact v[f0] = ω. We expand the equation of
continuity by substituting
F (θ, ω, t) = f0(ω) + f(θ, ω, t). (15)
The perturbation f is governed by the equation
∂f
∂t
= Lf +N [f ], (16)
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FIG. 2. Five bifurcation diagrams at the five points marked
on the parameter plane in Fig. 1 and the corresponding nat-
ural frequency distributions g(ω). The values of parame-
ters (γ1,Ω) are (a) (1.0, 0.6), (b) (1.0, 1.5), (c) (1.0, 3.0), (d)
(0.8, 3.0), and (e) (0.9, 1.8). In the panels (a1),(b1),(c1),(d1),
and (e1), the red solid line and the blue dashed line respec-
tively denote the forward and the backward process. In the
panels (a1) and (c1), the backward process line collapses
with the forward process line. Standard deviations of the
order parameter are represented by the green vertical bars,
but they are not visible in (a1), (b1), and (e1). The pan-
els (a2),(b2),(c2),(d2), and (e2) show the natural frequency
distributions g(ω) against ω.
where the linear part is
Lf = −ω∂f
∂θ
−Kf0 ∂
∂θ
Im
(
z(t)e−iθ
)
(17)
and the nonlinear part is
N [f ] = −K ∂
∂θ
[
f Im
(
z(t)e−iθ
)]
(18)
with the order parameter
z(t) =
∫ ∞
−∞
dω
∫ pi
−pi
dθeiθf(θ, ω, t). (19)
Note that the equation (16) is an exact transform from
the equation of continuity (7). The linear part will be
used to explain the oscillating state emerging from a par-
tially synchronized state as well as a basic block of the
amplitude equation.
A. Linear analysis
The perturbation f is a periodic function of θ and is
expanded into the Fourier series as
f(θ, ω, t) =
∑
k∈Z
f˜k(ω, t)e
ikθ . (20)
The linear analysis of (17) can be performed indepen-
dently in each Fourier mode k because the nonsynchro-
nized state f0(ω) does not depend on θ. The Fourier
modes k 6= ±1 give only rotations, and instability comes
from the modes k = ±1. The eigenvalues for the modes
k = ±1 are obtained as roots of the spectral functions
Λ±1(λ) = 1− K
2
∫ ∞
−∞
g(ω)
λ± iωdω. (21)
See Appendix B for derivations. If the real part of a
root is positive, the eigenvalue induces instability. We
call such an eigenvalue as an unstable eigenvalue, which
is the target of the amplitude equation introduced in the
next subsection IVB.
We define the synchronization transition point Kc at
which the nonsynchronized state f0 changes stability.
This definition suggests that the eigenvalue having the
largest real part must be on the imaginary axis at Kc. A
pure imaginary eigenvalue, however, induces a singular-
ity in the integrands of the spectral functions. To avoid
the singularity, we perform the analytic continuation of
Λ±1(λ) and denote the continued functions as D±1(λ).
See Appendix C for the continuation.
We give three remarks. First, the continuation does
not modify the spectral functions in the region Re(λ) > 0,
and a root of D±1(λ) whose real part is positive is also a
root of Λ±1(λ). Second, a root of D±1(λ), however, may
not be an eigenvalue if it is on the region Re(λ) ≤ 0, and
the root is called a fake eigenvalue accordingly. Third,
the relations
Λ−1(λ
∗) = Λ∗1(λ) (22)
and
D−1(λ
∗) = D∗1(λ) (23)
hold, where Λ∗1(λ) is, for instance, the complex conju-
gate of Λ1(λ). These relations imply that λ
∗ is a (fake)
eigenvalue if λ is.
5For the family of natural frequency distributions (2),
the equation D1(λ) = 0 leads a quadratic equation of λ
and the two roots are denoted by λ1 and λ2 ordered as
Re(λ1) ≥ Re(λ2). In this paper, the two (fake) eigen-
values λ1 and λ2 are called the first and the second
(fake) eigenvalues respectively. See Appendix D for the
quadratic equation of λ, the determination of the critical
point Kc, and the number of unstable eigenvalues.
B. Amplitude equation
We assume that the linear operator L has only one
pair of unstable eigenvalues, λ1 and λ
∗
1 coming from the
relation (23), and that the corresponding eigenfunctions
are Ψ(θ, ω) and Ψ∗(θ, ω) respectively. To derive the am-
plitude equation, we expand f into
f(θ, ω, t) = A(t)Ψ(θ, ω) +A∗(t)Ψ∗(θ, ω) +H(θ, ω,A,A∗).
(24)
The amplitude A relates to the order parameter z as
z = 2piA∗ +O(|A|3), (25)
and the asymptotic value of z is approximately obtained
by considering temporal evolution of the amplitude A(t).
The function H represents the unstable manifold of the
nonsynchronized state f0. In other words, H represents
the height of the unstable manifold from the eigenspace
Span{Ψ,Ψ∗}. We assume that the unstable manifold is
tangent to the eigenspace Span{Ψ,Ψ∗} at A = A∗ = 0
and H = O(|A|2) accordingly.
For deriving the amplitude equation, we introduce the
adjoint linear operator L† of L defined by(L†f1, f2) = (f1,Lf2) , for ∀f1, f2, (26)
where the inner product (·, ·) is defined by
(f1, f2) =
∫ ∞
−∞
dω
∫ pi
−pi
dθf∗1 (θ, ω) f2(θ, ω). (27)
Let Ψ˜ and Ψ˜∗ be the eigenfunctions of L† corresponding
to the eigenvalues λ∗1 and λ1 respectively. We can choose
the eigenfunctions satisfying the relations(
Ψ˜,Ψ
)
= 1,
(
Ψ˜,Ψ∗
)
= 0,(
Ψ˜∗,Ψ
)
= 0,
(
Ψ˜∗,Ψ∗
)
= 1,
(28)
without loss of generality. We also have(
Ψ˜, H
)
=
(
Ψ˜∗, H
)
= 0 (29)
because H does not belong to the eigenspace
Span{Ψ,Ψ∗}. See Appendix E for the explicit expres-
sions of the adjoint operator and the eigenfunctions.
Substituting the expansion (24) into the equation of
continuity (7) and using the relations (28) and (29), we
have the amplitude equation as
dA
dt
= λ1A+
(
Ψ˜,N [f ]
)
(30)
and the equation for the unstable manifold H as
dH
dt
= LH +N [f ]−
[(
Ψ˜,N [f ]
)
Ψ+
(
Ψ˜∗,N [f ]
)
Ψ∗
]
.
(31)
These equations can be solved perturbatively for suffi-
ciently small |A|, and the right-hand-side of (30) is ex-
panded as
dA
dt
= λ1A+ c3A|A|2 + c5A|A|4 + c7A|A|6 + · · · , (32)
where the eigenvalue λ1 and the coefficients c3, c5, · · ·
depend on the coupling constant K. Note that the right-
hand-side of (32) has only odd order terms. See Ap-
pendix F for derivations and the explicit forms of coeffi-
cients.
The complex amplitude equation (32) can be reduced
to a real equation written as
dσ
dt
= 2σG(σ), (33)
where σ = |A|2 ≥ 0 and
G(σ) = Re(λ1) + Re(c3)σ +Re(c5)σ
2 + · · · . (34)
We will search for stationary solutions with which the
right-hand-side of the amplitude equation (33) is zero.
The nonsynchronized state, for instance, corresponds to
σ = 0, which always satisfies the stationary condition.
The amplitude equation is useful to determine the con-
tinuity of the synchronization transition from the non-
synchronized state f0 to a partially synchronized state.
Around the critical point Kc, the order parameter must
be small if the transition is continuous and we can use
the truncated equation
Re(λ1) + Re(c3)σ = 0. (35)
This equation has a nontrivial solution for Re(c3) < 0
from the instability condition Re(λ1) > 0, while no real
solution for Re(c3) > 0 suggests a discontinuous transi-
tion. Assuming continuity of c3(K) with respect to K
and taking the limit K → Kc + 0, we say that the syn-
chronization transition is continuous if Re(c3(Kc)) < 0,
and is discontinuous if Re(c3(Kc)) > 0 [26]. The separat-
ing point (γ1,Ω) = (1, 1) between the domains A and B
on the line γ1 = 1 is obtained by searching for the point
which satisfies Re(c3(Kc)) = 0.
6V. CRITERIA FOR DETERMINING DOMAINS
Looking back the five bifurcation diagrams exhibited
in Fig. 2, we have two elements to characterize the dia-
grams, which are oscillation and a jump of the order pa-
rameter. We first discuss mechanisms of the oscillation
and of the jump in Secs. VA and VB respectively with
the aid of the linear and nonlinear analyses reviewed in
the previous section IV. After that, we propose a proce-
dure to divide the parameter plane into the five domains
in Sec. VC.
A. Oscillation of order parameter
The asymptotically periodic oscillation of the order pa-
rameter has been also observed in the Hamiltonian mean-
field model, and the oscillation comes from existence of
two small clusters running with different velocities [35].
Inspired by this work, we propose the following idea; The
first unstable eigenvalue induces a partially synchronized
state and the oscillation is excited by appearance of a
second unstable eigenvalue.
The order parameter is computed as
z(t) = 2pi
∫ ∞
−∞
f˜−1(ω, t)dω, (36)
the time evolution of the order parameter z(t) is hence
described by the eigenvalues arisen from the Fourier −1
mode. As defined in the end of Sec. IVA, the two fake
eigenvalues, the roots of D−1(λ), are denoted by λ
∗
1 and
λ∗2, where Re(λ
∗
1) ≥ Re(λ∗2).
Let us increase the value of the coupling constant K
from the nonsynchronized region K < Kc. Beyond the
critical point Kc, the first fake eigenvalue λ
∗
1 becomes
unstable and the resonant oscillators, whose natural fre-
quencies are close to Im(λ∗1), form a cluster. For in-
stance, if g(ω) is symmetric and unimodal, the resonant
frequency is zero and oscillators around ω = 0 form a syn-
chronized cluster. This small cluster corresponds to the
continuous synchronization transition in the bifurcation
diagram (see Fig. 2 (d)). Further increasing K, for suit-
able pairs of (γ1,Ω), the second fake eigenvalue λ
∗
2 also
becomes unstable and forms the second cluster. The two
resonant frequencies differ in general, Im(λ∗1) 6= Im(λ∗2),
and the order parameter oscillates; The order parame-
ter is large when the two clusters are close on S1, and
is small when the clusters are in the antiphase positions
each other. The symmetry of g(ω), in particular, results
in inducing simultaneous destabilization of the two fake
eigenvalues λ∗1 and λ
∗
2 at Kc and yielding the bifurcation
diagram Fig. 2 (c).
Summarizing, existence of two unstable eigenvalues,
which mean two pairs of the unstable eigenvalues by
counting the roots of D1(λ) in addition to the roots of
D−1(λ), suggests the oscillation of the order parameter.
To support this mechanism, we investigateK dependence
of the fake eigenvalues λ∗1 and λ
∗
2 at points chosen from
the domains C, D, and E of the parameter plane (γ1,Ω).
A symmetric case is examined in Fig. 3 for (γ1,Ω) =
(1.0, 3.0) which belongs to the domain C. As we expected,
two eigenvalues become unstable at the same Kc with
different imaginary parts. In Fig. 1 the separating point
Ω =
√
3 between the domains B and C on the symmetry
line γ1 = 1 is obtained by checking existence of the two
unstable eigenvalues.
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FIG. 3. K dependence of the fake eigenvalues λ∗1 and λ
∗
2
for (γ1,Ω) = (1.0, 3.0). The lines representing Re(λ
∗
1(K))
(red solid line) and Re(λ∗2(K)) (red dashed line) collapse for
K ≤ 4(
√
10−1) ≃ 8.649. The two fake eigenvalues λ∗1 and λ∗2
become unstable simultaneously at Kc = 4.
For the point (γ1,Ω) = (0.8, 3.0) belonging to the do-
main D, the simultaneity of destabilization breaks as
shown in Fig. 4 owing to asymmetry of g(ω). A cor-
respondence between the two unstable eigenvalues and
the two clusters is exhibited in Fig. 5, where N -body
simulations of the Kuramoto model (1) were performed
by using the fourth-order Runge-Kutta algorithm with
the time step ∆t = 0.01. See Appendix G for the pro-
cedure to determine the synchronized intervals of ω re-
ported as red bars in Fig. 5. The second unstable eigen-
value and the second cluster emerge at almost same val-
ues of K, and this observation is consistent with the
discussion above. The scenario holds even when the
first cluster is further developed as shown in Fig. 6
for the point (γ1,Ω) = (0.6, 4.0), although the linear
analysis is performed around the nonsynchronized state.
It is worth noting that the second fake eigenvalue ap-
proaches to zero but does not become unstable at the
point (γ1,Ω) = (0.9, 1.8) close to the domain D but be-
longing to the domain E as reported in Fig. 7.
We note that the discussion above does not always hold
because the second unstable eigenvalue does not always
yield the second cluster. At the point (γ1,Ω) = (0.8, 2.6)
belonging to the domain E, at K = 5.032, the second un-
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FIG. 4. K dependence of the fake eigenvalues λ∗1 and λ
∗
2 for
(γ1,Ω) = (0.8, 3.0) belonging to the domain D. The first fake
eigenvalue λ∗1 becomes unstable at the critical point Kc =
2.807, then the second fake eigenvalue λ∗2 becomes unstable
at a larger K = 4.794.
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FIG. 5. The natural frequency distribution and the emerg-
ing clusters for (γ1,Ω) = (0.8, 3.0). The clusters, which are
obtained by numerically integrating the N-body system (1)
with N = 105, are found in the ranges of red bars. The sec-
ond fake eigenvalue λ∗2 becomes unstable at K = 4.795, which
is approximately in agreement with the emergence point of
the second lower cluster. Merging two clusters occurs around
K = 6.04, which is plotted with gray dash-dotted line, and
this leads to the jump in the order parameter, as seen in
Fig. 2(d1).
stable eigenvalue emerges but its imaginary part is not
sufficiently far from the grown first cluster, and the sec-
ond virtual cluster is absorbed by the first cluster without
emerging as shown in Fig. 8. One more condition must
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FIG. 6. Same with Fig. 5 but for (γ1,Ω) = (0.6, 4.0) belong-
ing to the domain D. The second fake eigenvalue λ∗2 becomes
unstable at K = 5.804, which is approximately in agreement
with the emergence point of the second lower cluster. The
second cluster does not merge into the first cluster, and the
the second cluster vanishes around K = 7.5.
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FIG. 7. Same with Fig. 4 but for (γ1,Ω) = (0.9, 1.8) belong-
ing to the domain E. The real part of the fake eigenvalue λ2
approaches to zero, but does not become positive.
be therefore added to characterize the oscillation;
|Im(λ∗1)− Im(λ∗2)| > s (37)
for some s [36]. See Appendix H for the further investi-
gation on this condition.
We give another remark on multi-cluster states; The
maximum number of clusters is not necessarily two
for the bimodal natural frequency distribution. Multi-
cluster states called the Bellerophon states are reported
in [37, 38] for symmetric natural frequency distributions.
The symmetry is, however, not essential to the multi-
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FIG. 8. Same with Fig. 5 but for (γ1,Ω) = (0.8, 2.6) be-
longing to the domain E. The second fake eigenvalue becomes
unstable at K = 5.032, but the second cluster does not ap-
pear.
cluster states as an example is shown in Fig. 9 for an
asymmetric distribution with (γ1,Ω) = (0.82, 4.5).
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FIG. 9. Same with Fig. 5 but for (γ1,Ω) = (0.82, 4.5) belong-
ing to the domain E. The second fake eigenvalue λ∗2 becomes
unstable at K = 4.522, which is approximately in agreement
with the emergence point of the second lower cluster. There
exists clusters other than the first and second clusters cor-
responding to the two peaks of the natural frequency distri-
bution g(ω). This multi-cluster state is referred to as the
Bellerophon state [37, 38].
B. Jump of order parameter
A jump of the order parameter emerges from r = 0
(domain B) or from r > 0 (domain E) . We expect that
the jump from r = 0 is identified by Re(c3(Kc)) > 0 as
discussed in Sec. IVB. This criterion is successfully used
in a generalized model [26], but for symmetric natural
frequency distributions. We will verify this criterion for
asymmetric ones with γ < 1.
To characterize the jump from r > 0, a typical bifur-
cation diagram of the type E is schematically shown in
Fig. 10. We focus on the saddle-node bifurcation point
KQ, at which G(σ) in the amplitude equation (33) has
degenerated nontrivial roots. The degeneracy can be ap-
proximately captured by G2(σ), the truncation of G(σ)
up to the second order of σ, as the vanishing discrimi-
nant.
Let us discuss validity of the expansion (32) around
the saddle-node bifurcation point KQ. The point KQ is
approximated by KQ′ obtained from G2(σ). The value
of σ at KQ is also approximated as
σ′∗ = −
Re(c3(KQ′))
Re(c5(KQ′))
(38)
and gives the equality
|Re(c5(KQ′))(σ′∗)2|
|Re(c3(KQ′))σ′∗|
=
1
2
. (39)
This equality suggests that the expansion (32) up to the
third term is not excellent but does not break around
the bifurcation point KQ. We will discuss validity of
(32) later from the view point of smallness of the order
parameter.
We remark on the upper stable branch appearing at an-
other saddle-node bifurcation point KP. Coexistence of
the three branches between KP and KQ is a distinguish-
ing feature of the type E, but we focus on KQ because of
the two advantages: (i) Capturing the coexistence in the
amplitude equation (33) requires the third order term of
G(σ), the coefficient c7, which is hard to compute. (ii)
The upper branch has a larger value of σ than σ′∗, and
validity of the expansion (32) becomes worse accordingly.
C. Theoretical division of the parameter plane
In the basis of the discussions done in Secs. VA and
VB, we divide the parameter plane (γ1,Ω) into the five
domains by the following flow. For preparation, we com-
pute the critical point Kc for a given pair of parameters
(γ1,Ω) as shown in Appendix D.
We first focus on the critical point K = Kc. The
discontinuous jump appears at Kc only in the type
B among the considered five bifurcation diagrams (see
Fig. 2). The point (γ1,Ω) must belong to the domain
B if Re(c3(Kc)) > 0 holds, which suggests a jump from
r = 0. When this condition does not hold, we check if
there are two unstable eigenvalues at Kc. If this condi-
tion is satisfied, oscillation of the order parameter starts
from Kc and the point (γ1,Ω) is considered to be in the
domain C.
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FIG. 10. Schematic picture for the bifurcation diagram of
type E. The red solid lines denote the stable branches, and
the blue dashed lines denote the unstable branches. Insets
are schematic graphs of G2(σ).
When both checks at Kc are negative, we increase K
from Kc and examine the following two propositions:
(Oscillation) ∃KO(> Kc) s.t. Re(λ2(KO)) > 0, (40)
and
(Jump) ∃KJ(> Kc) s.t. ∆(KJ) = 0, (41)
where the discriminant ∆(K) of G2(σ) is defined by
∆(K) = Re(c3(K))
2 − 4Re(λ(K))Re(c5(K)). (42)
Note that the degenerated root of G2(σ), −c3/(2c5), is
positive under the assumptions c3(KJ) < 0 and c5(KJ) >
0. If both the propositions (40) and (41) are false, we
decide that the point (γ1,Ω) belongs to the domain A.
If the oscillation proposition (40) is true but the jump
proposition (41) is false, the point must be in the domain
D. If the oscillation proposition (40) is false but the jump
proposition (41) is true, the point must be in the domain
E. If both the propositions are true, there is a competition
between KO and KJ; KO < KJ suggests the domain D
and KO > KJ suggests the domain E. In Table I, we
summarize techniques which are used to determine the
domains
The flow proposed above provides three theoretical
lines, I, II, and III which divide the parameter plane
(γ1,Ω) into the five domains, as reported in Fig. 11. the
upper side of the line I is the theoretical domain D, the
inside of the line II is the theoretical domain B, and the
lines I, II, and III enclose the theoretical domain E. The
theoretical lines reproduce qualitatively the numerically
obtained domains.
For the line I, our result is fairly consistent with nu-
merical ones, but the domain D is overestimated. Our
method says that the emergence of two clusters is asso-
ciated with the emergence of two unstable eigenvalues.
TABLE I. Techniques we use to determine the domains. λ1
corresponds to the linear theory, and c3 and c5 correspond to
the nonlinear theory.
λ1 c3 c5 Phenomenology
A
X X X X
B
X
C
X X
D
X X X X
E
X X X
FIG. 11. The theoretical lines I(red broken line), II(green
solid line), and III(blue dash-dotted line) are overlapped on
Fig. 1. Line I denotes the borderline between the domains D
and A ∪ B ∪ E. Line II denotes the borderline between the
domains B and A ∪ C ∪ E. Line III denotes the borderline
between the domains E and A. The gray line represents the
borderline between the unimodal and bimodal natural fre-
quency distributions g(ω).
The second eigenvalue, however, does not always give
rise to the second cluster as we discussed in Sec. VA.
We have to reduce the domain D by introducing an ad-
ditional condition that |Im(λ∗1) − Im(λ∗2)| is sufficiently
large.
The line II is perfect because the order parameter
is small around the critical point of the synchroniza-
tion transition and the perturbatively obtained ampli-
tude equation is valid for such a small amplitude. This
criterion had been used for symmetric g(ω), but we have
confirmed that it is also powerful for asymmetric ones.
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FIG. 12. The absolute value r of the order parameter at
KQ(blue solid line) and the value KQ −KP(red dashed line)
for Ω = 1.7. As γ1 decreases, rQ, the smaller value of r at
K = KQ, increases monotonically, and the value KQ − KP
decreases monotonically. The red dash-dotted line represents
the valueKQ−Kc, which is drawn only for γ1 givingKP < Kc;
The upper stable branch emerges before the lower unstable
branch emerges.
The line II also reveals existence of discontinuous syn-
chronization transition for unimodal but asymmetric dis-
tributions. The existence has been pointed out numeri-
cally in a previous study [33], but our theoretical analysis
ensures it.
The line III is not perfect. We used a perturbative
method to derive the amplitude equation (32), assuming
that the order parameter is sufficiently small at the jump-
ing point KQ. This assumption becomes worse as the
point (γ1,Ω) approaches to the boundary of the domain
E where the width of the hysteresis vanishes as reported
in Fig. 12. It is thus expectable that the boundary of
the domain E is not perfectly described by the theoreti-
cal line III. Nevertheless, the theoretical line III captures
the domain E qualitatively and is useful to have a strong
candidate of the domain E.
VI. CONCLUSION AND DISCUSSIONS
We have proposed a theoretical method to classify
bifurcation diagrams in the Kuramoto model by using
the amplitude equation with the aid of the linear anal-
ysis around the nonsynchronized reference state. The
amplitude equation, obtained perturbatively, is usually
stopped up to the second leading term because it is suffi-
cient to judge the continuity of the synchronization tran-
sition, bifurcation from the nonsynchronized state. The
premise, however, is broken by introducing asymmetry
in the natural frequency distribution because the asym-
metry induces bifurcations from partially synchronized
states. We have extended the amplitude equation up to
the third leading term and successfully captured a dis-
continuous bifurcation after a continuous one.
For bifurcation diagrams having oscillating states, we
have focused on unstable eigenvalues of the nonsynchro-
nized state. Roughly speaking, one unstable eigenvalue
corresponds to one cluster formation, and hence exis-
tence of two unstable eigenvalues suggest appearance of
two clusters rotating with different speeds. This idea is
qualitatively in good agreement with numerical results,
but overestimates the domain having the oscillation. We
have to reduce the domain by adding one more condition
which requires a large discrepancy of rotating speeds of
the two clusters in order to avoid the absorption of the
second virtual cluster by the first grown cluster. The
additional condition has to be investigated. We remark
that a similar condition was discussed in a Hamiltonian
system [36].
We mainly used the amplitude equation to predict the
bifurcation diagram. This method is a perturbation tech-
nique and is not powerful if the considering point is far
from the critical point. This restriction prevents us from
getting precise theoretical lines for Ω sufficiently large,
for instance, because the oscillation/jump emerging from
a partially synchronized state are not close to the criti-
cal point. On the contrary, for symmetric and bimodal
natural frequency distributions, our method successfully
identified the oscillating states, the domain C, solely by
a linear analysis with phenomenology, while they have
been previously analyzed by a nonlinear analysis, the
amplitude equation [23]. Our analysis hence captures
an essence of the oscillating states.
It is worth noting that a cluster is created by the res-
onance between natural frequencies an unstable eigen-
value, but the number of clusters, nc, is not necessarily
the same with the number of unstable eigenvalues, nu. In
our computations, nc = 1 when nu = 1 but nc ≥ 2 when
nu = 2. Such a multi-cluster state with nc > 2, called
the Bellerophon state, was reported previously [37, 38]
but the mechanism is an open question. Noting that two
or more clusters induce oscillation of the order parameter
and following the scenario that a resonance makes a clus-
ter, we expect that the multi-cluster state with nc > 2
is realized hierarchically by resonances between natural
frequencies and the frequencies of the order parameter
oscillation. This scenario has to be investigated.
Finally, we discuss applications of our theory to gen-
eral coupled oscillator models. Introducing the phase-lag
parameter in the coupling function [39], we have a phase
diagram having a continuous synchronization transition
followed by a discontinuous jump as the type E [40]. An-
alyzing this system is a straightforward application of
our theory. Studying time delay [41, 42] is also an in-
teresting application. If the coupling function becomes
general, the coefficients of the amplitude equation may
have divergences as the coupling constant goes to the
critical value as shown in a collisionless plasma [28]. For
instance, the coefficient Re(c3) may be proportional to a
power of 1/Re(λ1). Nevertheless, the amplitude equation
captures the asymptotic scaling of the order parameter
against the strength of instability in plasmas, and we
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may expect that the amplitude equation still has power
to predict the bifurcation diagram. It is another future
problem to check the precision of the proposed criterion
under such divergent coefficients.
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Appendix A: Ott-Antonsen ansatz and reduction
We derive the reduced system (10) from the equation
of continuity (7) by using the Ott-Antonsen ansatz. The
Ott-Antonsen ansatz assumes the form of the probability
distribution F (θ, ω, t) as
F =
g(ω)
2pi
{
1 +
∞∑
k=1
[
a(ω, t)keikθ + a∗(ω, t)ke−ikθ
]}
(A1)
with |a(ω, t)| < 1 to ensure the convergence of the series.
By substituting (A1) to (7), we have
∂a
∂t
+ iωa+
K
2
(
a2z − z∗) = 0, (A2)
where the order parameter is written as
z =
∫ ∞
−∞
g(ω)a∗(ω, t)dω. (A3)
The integration of the right-hand side can be computed
by using the residue theorem because |g(ω)a∗(ω, t)| <
g(ω) holds and g(ω) of (2) decays faster than 1/|ω| when
|ω| → ∞. The residue theorem gives
z(t) = k1a
∗(Ω + iγ1, t) + k2a
∗(−Ω+ iγ2, t), (A4)
where the constants k1 and k2 are defined by (12). In-
troducing the complex variables z1 and z2 as
z1 = a
∗(Ω + iγ1, t), z2 = a
∗(−Ω+ iγ2, t), (A5)
the order parameter is expressed as
z = k1z1 + k2z2. (A6)
Setting ω = Ω+ iγ1 and ω = −Ω+ iγ2 in (A2), we have
dynamics of z1 and z2 as the equation (10).
Appendix B: Spectral functions and eigenfunctions
are obtained as roots of the spectral functions. We
derive the spectral functions and the eigenfunction for
an eigenvalue. The linear operator L is expanded into
the Fourier series as
Lf =
∑
k∈Z
Lkf˜k(ω, t)eikθ, (B1)
where f˜k are the Fourier components of f defined by (20).
The linear operator Lk is defined by
Lkf˜k = −ikωf˜k + K
2
g(ω)(δk,1 + δk,−1)
∫ ∞
−∞
f˜k(ω, t)dω.
(B2)
The symbol δk,l represents the Kronecker delta.
Once we have an eigenfunction ψ(ω) of the linear op-
erator Lk satisfying
Lkψ = λψ, (B3)
we have an eigenfunction Ψ(θ, ω) of the linear operator
L as
Ψ(θ, ω) = ψ(ω)eikθ , (B4)
which induces
L(ψeikθ) = λ(ψeikθ). (B5)
We therefore discuss eigenvalues and eigenfunctions of
the Fourier expanded linear operator Lk. The mode k 6=
±1 has Lk = −ikω and has only rotations. From now
on, we focus on the modes k = ±1.
The equation (B3) is explicitly rewritten as
(λ+ ikω)ψ(ω) =
K
2
g(ω)
∫ ∞
−∞
ψ(ω′)dω′. (B6)
Let λ+ikω 6= 0. Multiplying (λ+ikω)−1 and integrating
over ω, we have(∫ ∞
−∞
ψ(ω)dω
)
Λk(λ) = 0, (B7)
where the spectral functions Λ±1(ω) are defined in (21).
The vanishing integral,
∫∞
−∞
ψ(ω) dω = 0, implies ψ(ω) ≡
0 for any ω ∈ R from (B6) and the assumption λ+ ikω 6=
0, but this is not compatible with the assumption that
ψ is an eigenfunction. Consequently, the eigenvalue λ
must satisfy the equation Λk(λ) = 0. The nonvanishing
integral may be assumed to be
∫∞
−∞
ψ(ω) dω = 1 without
loss of generality, and the eigenfunction ψ is expressed as
ψ(ω) =
K
2
g(ω)
λ+ ikω
, (k = ±1). (B8)
Appendix C: Analytic continuation
We introduce the analytic continuation of the spectral
functions Λ±1(λ), (21). We start from a point λ whose
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real part is positive, Re(λ) > 0, and decrease the real
part. The condition Re(λ) > 0 of the starting point
comes from the Laplace transform [43]
f̂(s) =
∫ ∞
0
f(t)e−stdt, (C1)
which analyzes temporal evolution and is defined in the
positive real half-plane Re(s) > 0 to ensure convergence
of the integral. The variable s corresponds to λ.
When λ passes the imaginary axis, the integrands of
the spectral functions Λ±1(λ), (21), meet the singularities
at ω = ±iλ. To avoid this singularity at ω = iλ (ω =
−iλ), we modify continuously the integral contour from
the real axis by adding a small lower (upper) half-circle
around the singular point. This modification brings a
residue part to the integral. Continuing this modification
for Re(λ) < 0, we have analytically continued functions
of Λ±1(λ) as
D±1(λ) = 1− K
2
I±1(λ), (C2)
where
I±1(λ) =

∫ ∞
−∞
g(ω)
λ± iωdω, Re(λ) > 0
PV
∫ ∞
−∞
g(ω)
λ± iωdω + pig(±iλ), Re(λ) = 0∫ ∞
−∞
g(ω)
λ± iωdω + 2pig(±iλ), Re(λ) < 0
(C3)
and PV represents the Cauchy principal value. The roots
of D±1(λ) and of Λ±1(λ) are identical from their defi-
nitions if Re(λ) > 0, and hence such roots of D±1(λ)
are eigenvalues. They do not coincide, however, for
Re(λ) ≤ 0 in general. A root of D±1(λ) with Re(λ) ≤ 0
is not an eigenvalue but is called a resonance pole, a Lan-
dau pole, or a fake eigenvalue [44].
The difference between Λ1(λ) and D1(λ) is demon-
strated by considering a Lorentzian natural frequency
distribution,
g(ω) =
γ
pi
1
ω2 + γ2
. (C4)
Straightforward computations give
Λ1(λ) =

1− K
2(λ+ γ)
, Re(λ) > 0
1− K
2(λ− γ) , Re(λ) < 0
(C5)
and
D1(λ) = 1− K
2(λ+ γ)
, λ ∈ C. (C6)
λ = K/2 − γ is a root of D1(λ) but is not of Λ1(λ) if
K ≤ Kc and Re(λ) ≤ 0 accordingly, whereKc = 2γ is the
synchronization transition point. Similarly, we can repro-
duce the critical point Kc = 2/[pig(0)] for a symmetric
unimodal g(ω) by computing the roots of D±1(λ). The
critical point Kc for the considering family (2) is given
in Appendix D.
Appendix D: Fake eigenvalues and synchronization
transition point Kc
The fake eigenvalues are roots of the continued spec-
trum functions, (C2). They move continuously on the
complex plane, and the synchronization transition point
Kc is computed as the point where one of the fake eigen-
value passes the imaginary axis from left to right with the
smallest coupling constant K > 0. The fake eigenvalues
are analyzed in Appendix D1 for the natural frequency
distribution (2). We will show that the first fake eigen-
value, which has the largest real part, passes the imagi-
nary axis at most once time. After that, the equation to
determine Kc will be derived in Appendix D 2 with an
analysis of the movement of the second fake eigenvalue.
1. Fake eigenvalues
Substituting (2) to (C3), we obtain the explicit form
of D1(λ) as
D1(λ) = 1− K
2γ+
γ+λ+ (γ+)2 + iΩγ−
(λ+ γ1 + iΩ)(λ+ γ2 − iΩ) (D1)
where
γ+ = γ1 + γ2 > 0, γ
− = γ1 − γ2 ≤ 0. (D2)
The equation D1(λ) = 0 induces the quadratic equation
λ2 − b(K)λ− aR(K)− iaI(K) = 0 (D3)
where
b(K) =
K
2
− γ+,
aR(K) =
K
2
γ+ − (γ1γ2 +Ω2),
aI(K) = Ωγ
−
(
1 +
K
2γ+
)
≤ 0.
(D4)
To write down the two solutions to (D3), we introduce
the complex variable
x = b2 + 4aR + i4aI = ρe
iθ, ρ, θ ∈ R. (D5)
The argument θ is in the interval [pi, 2pi] from aI ≤ 0. The
two fake eigenvalues λ1 and λ2, which satisfy Re(λ1) ≥
Re(λ2), are written as
2λ1 = b−√ρ cos θ
2
− i√ρ sin θ
2
,
2λ2 = b+
√
ρ cos
θ
2
+ i
√
ρ sin
θ
2
,
(D6)
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as cos(θ/2) ≤ 0. Note that the signs of the imaginary
parts are Im(λ1) ≤ 0 and Im(λ2) ≥ 0 from sin(θ/2) ≥ 0
and that they are consistent with Figs. 3-8. We remark
that the frequency of the order parameter corresponds to
the imaginary part of not λ1 but λ
∗
1.
The synchronization transition point Kc is determined
by the equation Re(λ1(Kc)) = 0. Let us show that the
solution is at most one. Using the relation
cos
θ
2
= −
√
1 + cos θ
2
(D7)
and the definitions of ρ and θ,
ρ =
√
(b2 + 4aR)2 + (4aI)2, cos θ =
b2 + 4aR
ρ
, (D8)
we have
2Re(λ1(K)) = b +
1√
2
√√
(b2 + 4aR)2 + (4aI)2 + b2 + 4aR.
(D9)
The functions b(K), a2I (K), and b
2(K) + 4aR(K) are in-
creasing functions of K for K > 0 from
b2 + 4aR =
(
K
2
+ γ+
)2
− 4(γ1γ2 +Ω2). (D10)
These increasing functions imply that the real part
Re(λ1(K)) is also an increasing function of K for K > 0
and takes zero at most once time.
2. Synchronization transition point Kc
We show that there exists the unique solution to the
equation Re(λ1(K)) = 0, which determines the synchro-
nization transition point Kc. At Kc, the fake eigenvalue
λ must be pure imaginary of the form λ = iλI (λI ∈ R).
Substituting this form with K = Kc into the quadratic
equation (D3), we have
−λ2I − ib(Kc)λI − aR(Kc)− iaI(Kc) = 0. (D11)
The real part reads
λ2I + aR(Kc) = 0 (D12)
and the imaginary part reads
b(Kc)λI + aI(Kc) = 0. (D13)
Eliminating λI from (D12) and (D13), we have the cubic
equation to determine Kc as
(γ+)3K3c − 2
{
2(γ+)4 + γ1γ2
[
(γ+)2 + 4Ω2
]}
K2c
+ 4γ+
[
(γ+)4 + 2γ1γ2(γ
+)2 + 4Ω2
(
γ21 + γ
2
2
)]
Kc
− 8γ1γ2(γ+)2
[
(γ+)2 + 4Ω2
]
= 0.
(D14)
The number of real solutions to (D14) is one or three, and
all the real solutions are positive because the left-hand
side of (D14) is always negative forKc < 0. The synchro-
nization transition point is determined as the smallest
real solution to (D14).
To investigate the number of unstable eigenvalues, we
introduce the discriminant ∆3 for the cubic equation
(D14). In general, the discriminant is defined as
∆3 = b
2c2 − 27a2d2 − 4ac3 − 4b3d+ 18abcd (D15)
for the cubic equation
ax3 + bx2 + cx+ d = 0. (D16)
The number of real solutions is one for ∆3 < 0 and is
three for ∆3 > 0.
In the case ∆3 < 0 the first fake eigenvalue λ1 passes
the imaginary axis at the unique real solution Kc and no
other passing occurs. In the case ∆3 > 0 we have three
different real solutions of K
(1)
c , K
(2)
c , and K
(2)
c , where
K
(1)
c < K
(2)
c < K
(3)
c . By the definition, the first fake
eigenvalue λ1 passes the imaginary axis atKc = K
(1)
c and
it does not pass the imaginary axis any more as shown in
the previous subsection D 1. As a result, the other two
solutions K
(2)
c and K
(3)
c are realized by the second fake
eigenvalue λ2; It passes the imaginary axis from left to
right at K
(2)
c , and from right to left at K
(3)
c , as observed
in Fig. 4.
Appendix E: Adjoint linear operator
The idea of deriving the amplitude equation presented
in Sec. IVB is to project the full dynamics onto the re-
duced space spanned by some eigenfunctions of the linear
operator L, (17). The projection operator is defined by
eigenfunctions of the adjoint operator of L. In this Ap-
pendix, a necessary eigenfunction of the adjoint operator
L† is presented.
The adjoint operator L† acts on f as
L†f = ω∂f
∂θ
+
K
2
(
r1[ff
0]e−iθ + r−1[ff
0]eiθ
)
, (E1)
where
rn[f ] =
∫ ∞
−∞
dω
∫ pi
−pi
dθ f(θ, ω, t)einθ. (E2)
As done for the linear operator L, we expand L† into the
Fourier series as
L†f =
∑
k∈Z
L†k f˜k(ω, t)eikθ . (E3)
The linear operator L†k is defined by
L†kf˜k = ikωf˜k +
K
2
[δk,1 + δk,−1]
∫ ∞
−∞
f˜k(ω, t)g(ω)dω.
(E4)
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We focus on the modes k = ±1.
Let µ be an eigenvalue of L†k and ψ˜(ω) be the corre-
sponding eigenfunction which satisfies
L†kψ˜ = µψ˜. (E5)
This equation brings
(µ− ikω)ψ˜(ω) = K
2
∫ ∞
−∞
ψ˜(ω)g(ω)dω. (E6)
Repeating the same discussion done in Appendix B, the
eigenvalue µ must satisfy
Λ∗k(µ
∗) = 0. (E7)
This equation implies that µ∗ is an eigenvalue of L†k if µ
is an eigenvalue of Lk.
Let λ be an eigenvalue of L1 and ψ be the correspond-
ing eigenfunction (B8). From the above discussion, L†1
has an eigenvalue λ∗ and the corresponding eigenfunc-
tion is computed as
ψ˜(ω) =
1
[Λ′(λ)]∗
1
λ∗ − iω . (E8)
As the case of L, λ∗ is also an eigenvalue of L† and the
corresponding eigenfunction is
Ψ˜(θ, ω) =
ψ˜(ω)
2pi
eiθ, (E9)
which satisfies the normalization condition(
Ψ˜,Ψ
)
= 1. (E10)
Appendix F: Derivation of the amplitude equation
The coefficients of the amplitude equation (32) are ob-
tained perturbatively with an expression of the unstable
manifold. We give explicit forms of the coefficients.
1. Derivations of equations for A and H
We assume that λ is the unique unstable eigenvalue
of L1 and ψ(ω) is the corresponding eigenfunction. The
relation Λ−1(λ
∗) = Λ∗1(λ) implies that λ
∗ is an eigen-
value of L−1 and ψ∗(ω) is the corresponding eigenfunc-
tion. The linear operator L, therefore, has two unstable
eigenvalues λ and λ∗, and the corresponding eigenfunc-
tions respectively
Ψ(θ, ω) = ψ(ω)eiθ, Ψ∗(θ, ω) = ψ∗(ω)e−iθ. (F1)
Using these eigenfunctions, we expand the perturbation
f into the form of (24),
f = A(t)Ψ +A∗(t)Ψ∗ +H(θ, ω,A,A∗). (F2)
We assume that the unstable manifold H is tangent to
the unstable eigenspace Span(Ψ,Ψ∗) at A = A∗ = 0.
Substituting this expansion into the equation of continu-
ity, we have
dA
dt
Ψ+
dA∗
dt
Ψ∗ +
dH
dt
= λAΨ + λ∗A∗Ψ∗ + LH +N [f ].
(F3)
In (F3), taking the inner product with Ψ˜, we obtain
the equation for A as
dA
dt
= λA+
(
Ψ˜,N [f ]
)
. (F4)
Extracting this equality and its complex conjugate from
(F3), we have the equation for H as
dH
dt
= LH +N [f ]−
[(
Ψ˜,N [f ]
)
Ψ+
(
Ψ˜∗,N [f ]
)
Ψ∗
]
.
(F5)
The left-hand side of (F5) is read as
dH
dt
=
∂H
∂A
dA
dt
+
∂H
∂A∗
dA∗
dt
. (F6)
The right-hand side of (F4) starts from the linear term
λA, while one of (F5) starts from the quadratic terms of
A and A∗ by the tangency assumption of the unstable
manifold, H = O(|A|2). We, therefore, solve the two
equations (F4) and (F5) perturbatively by assuming that
|A| is small.
2. Fourier series expansion of H
Before going to the Taylor series expansion with re-
spect to |A|, we expand H into the Fourier series as
H =
∑
n∈Z
Hn(ω,A,A
∗)einθ. (F7)
The rotational symmetry of the system yields [23]
Hn(ω,A,A
∗) =

0 n = 0
Aσh1(σ, ω) n = 1
Anhn(σ, ω) n ≥ 2,
(F8)
where σ = |A|2.
Now we expand hn into the Taylor series. For suffi-
ciently small σ we expand
hn(σ, ω) = hn,0(ω) + σhn,1(ω) + · · · . (F9)
Algebraic computations gives the equation of A as
dA
dt
= λA+ c3Aσ + c5Aσ
2 + c7Aσ
3 + · · · (F10)
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FIG. 13. Hierarchy of hn,m. Each line represents hn,m which
newly appear to compute the coefficient written in the most
left column. Arrows indicate dependency, although some ar-
rows are omitted for a graphical reason. The functions with
underlines are directly used in (F11).
where
c3 =− piK〈ψ˜, h2,0〉,
c5 =− piK
[
〈ψ˜, h2,0〉
(∫
h1,0dω
)∗
+ 〈ψ˜, h2,1〉
]
,
c7 =− piK
[(∫
h1,1dω
)∗
〈ψ˜, h2,0〉+ 〈ψ˜, h2,2〉
+
(∫
h1,0dω
)∗
〈ψ˜, h2,1〉
]
,
(F11)
and
〈f1, f2〉 =
∫ ∞
−∞
f∗1 f2dω. (F12)
For simplicity of notation, we introduce a symbol
〈〈f〉〉 =
∫ ∞
−∞
fdω. (F13)
We compute 〈ψ˜, h2,0〉, 〈〈h1,0〉〉, 〈ψ˜, h2,1〉, 〈〈h1,1〉〉 and
〈ψ˜, h2,2〉 by expanding (F5) into the Fourier series. Four
Fourier modes of n = 1, 2, 3 and 4 are sufficient to com-
pute c3, c5, and c7 as shown in Fig. 13.
3. Functions hn,m
The leading order of the Fourier mode n, hn,0(ω), is
expressed as
hn,0(ω) =
pin−1Kn
2
g(ω)
(λ+ iω)n
, (2 ≤ n ≤ 4). (F14)
The other 5 functions appearing in Fig. 13 solve the fol-
lowing equations:
(2λ+λ∗+iω)h1,0 =
K
2
g(ω)〈〈h1,0〉〉−piKh2,0−c3ψ, (F15)
(3λ+ λ∗ + 2iω)h2,1
= 2piK (〈〈h1,0〉〉ψ + h1,0 − h3,0)− 2c3h2,0, (F16)
(3λ+ 2λ∗ + iω)h1,1 =
K
2
g(ω)〈〈h1,1〉〉
− piK (〈〈h1,0〉〉∗h2,0 + h2,1)− (2c3 + c∗3)h1,0 − c5ψ
(F17)
2(2λ+ λ∗ + iω)h2,2 = −(3c3 + c∗3)h2,1 − 2c5h2,0
+ 2piK (〈〈h1,1〉〉ψ + h1,1 + 〈〈h1,0〉〉h1,0 − h3,1 − 〈〈h1,0〉〉∗h3,0) ,
(F18)
and
(4λ+ λ∗ + 3iω)h3,1
= −3c3h3,0 + 3piK (〈〈h1,0〉〉h2,0 + h2,1 − h4,0) . (F19)
4. Inner products and integrals in the coefficients
The expression (F14) and the eigenfunction ψ˜, (E8),
give the inner product 〈ψ˜, h2,0〉 as
〈ψ˜, h2,0〉 = −piK
2
D′′1 (λ)
D1(λ)
. (F20)
To express the other quantities, we introduce two integral
operators of
Im[f ](λ) =
∫ ∞
−∞
f
mλ+ (m− 1)λ∗ + iωdω (F21)
and
Jm[f ](λ) =
∫ ∞
−∞
f
(λ+ iω)[mλ+ λ∗ + (m− 1)iω]dω.
(F22)
Remarking that 〈〈h1,0〉〉 and 〈〈h1,1〉〉 are solved self-
consistently and using the relation
1− K
2
Im[g](λ) = D1(mλ+ (m− 1)λ∗), (F23)
we have the necessary quantities as
〈〈h1,0〉〉 = −piKI2[h2,0] + c3I2[ψ]
D1(2λ+ λ∗)
, (F24)
〈ψ˜, h2,1〉 = − 2c3
D′1(λ)
J3[h2,0]
+
2piK
D′1(λ)
(〈〈h1,0〉〉J3[ψ] + J3[h1,0]− J3[h3,0]) ,
(F25)
〈〈h1,1〉〉 = − (2c3 + c
∗
3)I3[h1,0] + c5I3[ψ]
D1(3λ+ 2λ∗)
− piK
D1(3λ+ 2λ∗)
(〈〈h1,0〉〉∗I3[h2,0] + I3[h2,1])
(F26)
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and
〈ψ˜, h2,2〉 = −3c3 + c
∗
3
2D′1(λ)
J2[h2,1]− c5
D′1(λ)
J2[h2,0]
+
piK
D′1(λ)
(〈〈h1,1〉〉J2[ψ] + J2[h1,1] + 〈〈h1,0〉〉J2[h1,0]
−J2[h3,1]− 〈〈h1,0〉〉∗J2[h3,0]) ,
(F27)
where all the integral operators, Im and Jm, are evalu-
ated at λ.
Appendix G: Procedure to determine the
synchronized intervals of ω
This Appendix summarizes the procedure to determine
the intervals of ω, which we call the synchronized inter-
vals, in which oscillators synchronize. The synchronized
intervals are identified through dividing the ω-axis into
bins of the width w. The bin α defined by [αw, (α+1)w)
induces the set Pα consisting of the indices of the oscil-
lators included in this bin as
Pα = {i | i ∈ {1, · · · , N}, ωi ∈ [αw, (α + 1)w)}. (G1)
We set w = 0.1 here.
The oscillators in a bin gather around a point on the
(θ, ω) plane, when the bin is in the synchronized inter-
vals. In the Kuramoto model, the gathering point with
ω = (α+1/2)w is unique for the bin α, and the standard
deviation of the phases {θi}i∈Pα , denoted by sα, must be
sufficiently small. In contrast, the standard deviation sα
must be large when the bin is not in the synchronized
intervals. We note that the standard deviation sα is de-
fined by
sα =
√
1
|Pα|
∑
i∈Pα
(θi − µα)2, (G2)
where |Pα| is the number of elements of the set Pα and
µα is the mean in the bin α as
µα =
1
|Pα|
∑
i∈Pα
θi. (G3)
The standard deviation and the mean are computed after
taking mod 2pi for each θi.
We have to be careful for picking up all the bins be-
longing to the synchronized intervals because the stan-
dard deviation sα becomes large if the gathering point is
close to 0 or 2pi. To overcome this difficulty, we prepare
the shifted phases
θ˜i = θi + pi (mod 2pi) (G4)
and compute the standard deviation s˜α for {θ˜i}i∈Pα . By
using sα and s˜α, we conclude that the bin α is in the
synchronized intervals if
min{sα, s˜α} ≤ s∗ (G5)
holds with s∗ = 0.1.
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FIG. 14. Comparison among a restricted domain D by the
criterion (H1) (blue solid line), the original theoretical domain
D (red broken line, which is the same with the line I reported
in Fig. 11), and numerically obtained domain D (magenta
squares), together with domain C (open magenta squares).
Appendix H: Criterion of the imaginary difference
(37)
The domain D is characterized by oscillation of the or-
der parameter. As discussed in Sec. VA, the oscillation
must have one more condition to satisfy, the imaginary
difference (37), to ensure emergence of the second cluster
without being absorbed by the first cluster. We will show
a trial to introduce this criterion to shave the theoreti-
cally obtained domain D (see Fig. 11).
For the Kuramoto model with a unimodal and sym-
metric natural frequency distribution, only one unstable
eigenvalue for K > Kc exists, resulting in only one clus-
ter and the continuous transition. The half width of the
cluster along the ω axis is calculated as Kr [9]. Inspired
by this estimation, we introduce the difference criterion
as
|Im(λ∗1)− Im(λ∗2)| > K2r(K2) (H1)
where K2 is the emerging point of the second unstable
eigenvalue. We estimate r(K2), the value of order pa-
rameter at K = K2, from the solution of the amplitude
equation up to the third order, that is
r(K2) = 2pi
√
−Re(λ1(K2))
Re(c3(K2))
. (H2)
In Fig. 14, a domain D restricted by the criterion (H1)
is compared with the original theoretical domain D. The
criterion shaves a restricted area of the domain D, which
is close to the original theoretical line I. The criterion
still needs to be investigated.
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