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Abstract
The equation of motion in the generally covariant modified gravity (MOG) theory leads, for weak gravitational fields and non-
relativistic motion, to a modification of Newton’s gravitational acceleration law. In addition to the metric gµν , MOG has a vector
field φµ that couples with gravitational strength to all baryonic matter. The gravitational coupling strength is determined by the
MOG parameter α , while parameter µ is the small effective mass of φµ . The MOG acceleration law has been demonstrated to
fit a wide range of galaxies, galaxy clusters and the Bullet Cluster and Train Wreck Cluster mergers. For the SPARC sample of
rotationally supported spiral and irregular galaxies, McGaugh et al. [24] (MLS) have found a radial acceleration relation (RAR)
that relates accelerations derived from galaxy rotation curves to Newtonian accelerations derived from galaxy mass models. Using
the same SPARC galaxy data, mass models independently derived from that data, and MOG parameters α and µ that run with
galaxy mass, we demonstrate that adjusting galaxy parameters within±1-sigma bounds can yield MOG predictions consistent with
the given rotational velocity data. Moreover, the same adjusted parameters yield a good fit to the RAR of MLS, with the RAR
parameter a0 = (5.4± .3)×10−11 m/s2.
1. Introduction
The pioneering research by Zwicky [1] and Vera Rubin and
collaborators [2, 3] showed an apparent discrepancy between
the dynamics of galaxies and galaxy clusters and the predictions
of Newtonian and Einstein gravity. The dynamical masses in-
ferred from observations of galaxies and clusters were found
to exceed the baryon mass in these systems. The existence
of mysterious dark matter, forming halos around galaxies, was
proposed to resolve the discrepancy. To date, there is no con-
vincing evidence in deep underground laboratory experiments,
such as LUX [4] and Panda-X [5], astrophysical observations,
or LHC experiments to support the existence of exotic dark mat-
ter particles.
An alternative way to explain the observed dynamics of
galaxies and clusters is to adopt a modified theory of grav-
itation. Modified Newtonian dynamics (MOND) [6, 7] uses
an empirical non-relativistic formula for gravitational acceler-
ation to fit observed galaxy velocity profiles. MOND com-
bines a characteristic minimum acceleration scale a0 = 1.2×
10−10 m/s2 with empirical choice from many possible interpo-
lating functions. But it is not based on a covariant fundamental
action principle and MOND fails to fit clusters and cosmology
without dark matter.
A more satisfactory modified gravitational theory would ful-
fil the following requirements:
Email addresses: mgreen@perimeterinstitute.ca (M. A. Green),
jmoffat@perimeterinstitute.ca (J. W. Moffat)
c©2019. This manuscript version is made available under the CC-BY-NC-
ND 4.0 license
http://creativecommons.org/licenses/by-nc-nd/4.0/
• general covariance and local Lorentz invariance
• classical causal locality
• equivalence principle
• contains General Relativity (GR) in a well-defined limit.
Modified gravity (MOG), originally called Scalar-Tensor-Vector-
Gravity (STVG), satisfies these four requirements [8]. MOG
can explain the dynamics of galaxies, clusters and the large-
scale structure of the universe without needing to add dark mat-
ter. Using phase-space analysis, it was shown in [9] that MOG
has a viable sequence of cosmological epochs. MOG has been
shown to fit a large number of galaxy rotation curves [10], glob-
ular cluster velocity dispersions [11] and lensing observations
[12], and ultra-diffuse galaxy NGC 1052-DF2 [13], satisfy the
Tully-Fisher relation [14, 15], successfully describe the dynam-
ics of clusters [16] and merging clusters, such as the Bullet
Cluster and the Train Wreck Cluster Abell 520 [17, 18], and
model the growth of structure to fit the observed matter power
spectrum at present [19–22].
The LIGO/Virgo observatory detection of the merging neu-
tron stars gravitational wave event GW170817, together with
the optical detection GRB170817A, has determined that gravi-
tational waves move with the speed of light to one part in 1015.
MOG is also compatible with this observational result [23].
We report here on an investigation of the match between
gravitational accelerations calculated using MOG and acceler-
ations inferred from rotational velocities for a diverse set of
galaxies. McGaugh et al. [24] (MLS) have demonstrated an
empirical radial acceleration relation (RAR) between predicted
Newtonian accelerations and accelerations inferred from obser-
vations of 153 galaxies in the Spitzer Photometry and Accurate
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Rotation Curves (SPARC) dataset. A characteristic deviation
from Newtonian gravitational acceleration is evident for a wide
range of galaxy masses and types. In the following, we will
demonstrate the ability of MOG to fit accelerations inferred
from the same SPARC galaxy data, with suitable allowances
for the uncertainties of galaxy parameters.
For each SPARC galaxy, data made available by McGaugh
et al.1 includes the galaxy distance, inclination, 3.6 µm surface
photometry, total luminosity, HI mass and radius, and rotational
velocity profiles. The provided data also lists the inferred con-
tributions of bulge, stellar disk and gas components to Newto-
nian rotational velocity at radii corresponding to the rotational
velocity measurements. Calculation of these velocity contribu-
tions clearly required models for the 3-dimensional mass distri-
butions of bulge, disk and gas within the galaxy; but details
were not provided for the mass models used in MLS. Mass
models are also needed to calculate MOG accelerations. We
have used the surface photometry and other data listed above to
develop the needed galaxy mass models.
The next Section introduces the MOG acceleration law for
non-relativistic systems with weak fields. It is followed by a
summary of analyses of SPARC galaxy data and fits to the RAR
reported in MLS and subsequent studies. In Section 4 we de-
scribe our independent analysis of the SPARC data, our own fit
to the RAR, comparison of MOG predictions to observed ac-
celerations, and adjustment of uncertain galaxy parameters to
improve MOG fits. We discuss the significance of the many
assumptions and uncertainties involved in analysis and fitting
of the galaxy data to empirical or theoretical models and draw
conclusions.
2. MOG Acceleration Law
Like GR, MOG is a classical theory of gravitation based on
a fully covariant action principle and corresponding field equa-
tions. In addition to the spacetime metric gµν , the MOG for-
malism introduced in [8], and summarized in Appendix A, has
a massive vector field φµ and non-negative scalar fields α and
µ . The MOG gravitational coupling strength is G=GN(1+α),
where GN is Newton’s gravitational constant. MOG reduces to
GR in the limit α → 0.
The equation of motion for a massive test particle in MOG
has the covariant form [8]:
m
(
duµ
ds
+Γµαβuαuβ
)
= qgBµνuν , (1)
where uµ = dxµ/ds with s the proper time along the particle
trajectory, Γµαβ denote the Christoffel symbols, and Bµν =
∂µφν −∂νφµ . Moreover, m and qg denote the test particle mass
m and gravitational charge qg =
√
αGNm, respectively. We note
that for qg/m =
√
αGN the equation of motion for a massive
test particle (1) satisfies the (weak) equivalence principle, lead-
ing to the free fall of particles in a homogeneous gravitational
field, although the free-falling particles do not follow geodesics.
1Data for the SPARC galaxies was obtained from http://astroweb.
cwru.edu/SPARC/.
In the weak field region, r 2GM, surrounding a stationary
mass M centred at r= 0 the spherically symmetric field φµ , with
effective mass µ , is well approximated by the Yukawa potential:
φ0 =−Qg exp(−µr)r , φi = 0, i = 1..3 , (2)
where Qg =
√
αGNM is the gravitational charge of M. The
radial equation of motion of a non-relativistic test particle, with
mass m and at radius r, in the field of M is then given by
d2r
dt2
+
GM
r2
=
qgQg
m
exp(−µr)
r2
(1+µr). (3)
The mass µ is tiny — comparable to the experimental bound on
the mass of the photon — giving a range µ−1 of the repulsive
exponential term the same order of magnitude as the size of
a galaxy. Since qgQg/m = αGNM, the modified Newtonian
acceleration law for a point particle can be written as [8]:
aMOG(r) =−GNMr2 [1+α−α exp(−µr)(1+µr)]. (4)
This reduces to Newton’s gravitational acceleration in the limit
µr 1.
In the limit that r→ ∞, we get from (4) for approximately
constant α and µ:
a(r)≈−GN(1+α)M
r2
. (5)
MOG has a Newtonian-Kepler behaviour for large r with en-
hanced gravitational strength G = GN(1+α). The transition
from Newtonian acceleration behavior for small r to non-New-
tonian behaviour for intermediate values of r is due to the re-
pulsive Yukawa contribution in (4). This can also result in the
circular orbital rotation velocity vc having a maximum value
in the transition region. The prediction of Newton-Kepler-like
rotation curves at large r, with G > GN , distinguishes MOG
from the MOND asymptotic behavior. A first verification of the
MOG asymptotic behavior as r → ∞ has been obtained from
a fitting of Milky Way galaxy rotation curves with a distance
scale R∼ 200 kpc [25].
For a distributed baryonic matter source, the MOG (weak
field) acceleration law becomes [10]:
aMOG(x) =−GN
∫
d3x′ ρbar(x
′)(x−x′)
|x−x′|3
[1+α−α exp(−µ|x−x′|)(1+µ|x−x′|)] , (6)
where ρbar is the total baryon mass density. In the following,
aMOG, aobs and abar will denote the magnitudes of the accelera-
tions indicated by the suffix.
Equations (3) to (6) were derived using the assumption that
variations of α and µ are ignorably small within the spacetime
region being considered. In this paper we adopt a simplified
version of MOG that formalizes this assumption. Instead of
Eq. (A-4) we set SS = 0, and treat α and µ as parameters that
run, taking effectively constant values that depend on the scale
of the system under investigation and the spatial resolution with
which it is observed. This is analogous to the running of masses
and coupling parameters associated with renormalization group
(RG) flow when a condensed matter or particle physics system
is observed at different scales.
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3. The Radial Acceleration Relation
Data for 153 galaxies from the SPARC sample of galaxies
[26] was used in MLS to demonstrate correlation between the
Newtonian acceleration abar, due to the apparent baryonic mat-
ter, and the acceleration aobs inferred from galaxy rotational ve-
locity curves. Fig. 3 of MLS shows, as a histogram of 2693
individual data points for 153 different galaxies, results that
demonstrate obvious correlation between gobs (our aobs) and
gbar (our abar).2 In MLS, a RAR that fits the empirical data
is given by
aobs =F (abar) =
abar
1− exp(−√abar/a0) , (7)
where a0 = (1.20±0.02(random)±0.24(systematic))×10−10
msec−2. The random error is a 1σ value, while the 20% sys-
tematic uncertainty is attributed to normalization uncertainty of
the stellar mass-to-light ratio. Eq. (7) contains the one critical
acceleration scale a0; for abar a0 it gives aobs ≈ abar and for
abar a0 it gives aobs ≈√abar a0.
The results of MLS were obtained using best estimated val-
ues for galaxy inclination, i, and galaxy distance, D. Mass mod-
els were derived from 3.6 µm images and HI profiles. The HI
data was compiled from other studies and made available in the
SPARC database, without uncertainties, as total HI mass MHI
and radius RHI where HI surface density (corrected to face-on)
reaches 1 Mpc−2. Generic functional forms were assumed for
bulge and stellar disk components; but algorithmic details of
the decomposition into two or three (including bulge) compo-
nents and transformation from the inclined line-of-sight (LoS)
to face-on (FO) were not provided. The total mass of gas was
assumed to be 1.33MHI.3 Disk and bulge mass-to-light ratios
were assumed to have the fixed values ϒdisk =ϒ?= 0.5 M/L,
ϒbul = 1.4ϒdisk. This is supported by analysis presented in [27],
which showed the RARs for individual galaxies and investi-
gated the effect of choosing different fixed values for ϒbul and
ϒdisk. Plots in [27] show that for many individual galaxies, es-
pecially those with Mbar < 3× 1010 M, the observed acceler-
ations deviate greatly from the functional form (7) with a fixed
value of a0.
Choosing fixed a0 = 1.20×10−10 msec−2, Li et al. [28] fit
the RAR (7) to individual galaxies by marginalizing over ϒ?,
i and D, with Gaussian priors whose widths match estimated
observational errors. They did similar fits with a0 added to the
list of adjustable parameters; separate analyses were done as-
suming a prior for a0 that is flat from 0 to 10−9 msec−2, and a
Gaussian prior with a0 =(1.20±0.02)×10−10 msec−2. As one
should expect, use of the best fit parameters yields histograms
with much less dispersion about the RAR curve than in Fig. 3
of MLS.
2 Exclusion of rotational velocity data points with≤ 10% uncertainty means
that only 147 galaxies actually contribute to Fig. 3 of MLS. The present work
excludes points with < 10% uncertainty, thus keeping 7 more data points and
increasing the number of galaxies to 149.
3The contributions, vgas, of each galaxy’s gas to rotational velocity reflect
the compiled HI profiles, which were not included with the SPARC data and
not used in the present work.
Fig. 7 of [28] shows that, in the above case of a0 with a flat
prior, the distribution of optimal a0 values has a full width of
about an order of magnitude. Rodrigues et al. [29], marginal-
izing over ϒdisk, ϒbul, D and a0 but not i found a similarly
broad distribution. From the significant variation and uncer-
tainty of fitted a0 values, they conclude that the “emergent ac-
celeration” obtained by combining the results from individual
galaxies “cannot be considered a fundamental acceleration”.
4. Analysis of SPARC data with MOG
The “mass models” made available by McGaugh et al. for
the SPARC galaxies specify the face-on surface density only at
radii for which velocity measurements are available. Since cal-
culation of MOG accelerations, using Eq. (6), requires knowl-
edge of ρbar at all (r,z) within a galaxy, we used the given data,
excluding rotational velocities, to independently develop the
needed mass models.
Decomposition of the 3.6 µm photometry observations into
bulge and disk surface brightness radial profiles is described
in [26]. Bulges were identified for 32 galaxies; the remainder
were assumed to have disks only. Our independent analysis of
the photometry data, to determine and characterize bulge and
disk components, identified bulges for 57 of 149 galaxies. Ex-
ponentials were fitted to the outer disk and used to extrapolate
to larger radii. Bulges were assumed to be spherical. Stellar
disks were assumed to have a sech2 vertical mass distribution
[30, 31] with scale height zd = 0.196Rd0.633, where Rd is the
given scale length in kpc [32].
We converted the observed stellar disk surface brightness
profiles Σdisk,obs(r) to equivalent face-on profiles Σdisk,FO(r) by
numerically integrating along the line-of-sight, with inclination
i, through a provisional stellar density model ρdisk(r,z) to deter-
mine the corresponding model line-of-sight surface brightness
Σdisk,LoS(r). Keeping the z dependence fixed, ρdisk was then it-
eratively adjusted to make the ratio Σdisk,LoS(r)/Σdisk,obs(r) con-
verge to 1.4 This gave the 3-d stellar disk density. A similar
iterative process was used to determine the bulge radial den-
sity ρbul from the bulge surface brightness Σbul,obs(r). Plots of
the bulge-disk decompositions and derived face-on models are
provided in the Supplementary Material.
Instead of the fixed ratio 1.33, we chose gas disk models that
reflect a variation of η = Mgas/MHI with galaxy morphological
type, where Mgas is the total gas mass. This allows for typical
abundances of gases other than HI and He, for which there was
no data or modeling allowance in the analysis of MLS. We also
incorporated depressions in the central regions [33]. Our gas
density models do not consider the radial variation of the ratio
of HI to other gases, nor do they have the benefit of observed HI
profiles. Actual total gas density profiles are likely to have large
statistical variations (as much as 1 dex for early-type galaxies)
about these models [34]. For the ratio η we used a relation from
4The iteration was started by treating the observed profile Σdisk,obs(r) as
face-on, with vertical mass distribution as described above.
3
[35] based on the numerical morphological type T :
η(T ) =
{
1.4(4.7−0.8T +0.043T 2) , T < 9 ,
1.4 , T ≥ 9 . (8)
These values range from η(0) = 6.58 to η(9) = 1.4, and in-
crease the average total mass of the 153 studied galaxies by 15
percent when compared to masses calculated with η = 1.33.
The gas disk was assumed to have the same effective scale
height as the stellar disk. A radial exponential form with scale
length rg was assumed at large radius, but this was depressed in
the central region by the factor
f (r) =
[
1− 1
η(T )
(
1+
rg
Rd
)−2](
1− 1
η(T )
exp(−r/Rd)
)
.
(9)
The factor in square brackets is for normalization: the cen-
tral gas density and rg were chosen to yield the total gas mass
Mgas = η(T )MHI and the given RHI at modeled HI surface den-
sity of 1 M/pc2.
The relation of Newtonian gravitational acceleration aNewton
(calculated using our new mass models) to the centripetal accel-
eration aobs (inferred from observed rotational velocities, vobs)
is shown in Fig. 1. The histogram is similar to that of Fig. 3 of
MLS, with about 30 percent less discrepancy between aNewton
and aobs . In Appendix B we show that the reduced discrepancy
arises from the increased mass of gas in our models. The Sup-
plementary Material includes plots for each galaxy of observed
and calculated Newtonian rotation curves (with stellar and gas
components). Whether the mass models of McGaugh et al. or
our mass models are more representative of reality will require
more information to decide. Qualitatively they give similar re-
sults, so use of our mass models to calculate MOG accelerations
seems reasonable.
For a given mass density model ρbar(r,z), MOG accelera-
tions can be computed using Eq. (6) and numerical integration.
For the running MOG parameters µ and α we have used the
functional forms [36]:
µ(M) =
D0√
M
, α(M) = α∞
M
(
√
M+E0)2
, (10)
where M is the total mass of the galaxy, α∞ = 10, D0 = 6.25×
103
√
M/kpc and E0 = 2.5× 104
√
M. Eqs. (10) were de-
rived from a point source solution of the MOG field equations
and should thus be considered only approximately valid for
mass distributed as in a galaxy. The given values of α∞, D0
and E0, determined by fitting to a small sample of galaxies, are
subject to adjustment as warranted by additional data; but they
are used here without change. Comparison of the calculated
MOG gravitational acceleration aMOG with the centripetal ac-
celeration aobs is shown in Fig. 2.
In spite of the global correlation demonstrated in Fig. 3 of
MLS and Fig. 1, substantial qualitative and quantitative differ-
ences exist for many individual galaxies between the observed
rotational velocity curves and velocity curves calculated using
the RAR relation (7), or Eq. (6) for MOG. These differences
−12 −11 −10 −9 −8
log(aNewton) [ms−2]
−12
−11
−10
−9
−8
lo
g(
a o
bs
)[
m
s−
2 ]
149 galaxies, 2700 records
Figure 1: Relation of centripetal acceleration aobs to Newtonian acceleration
aNewton, based on our new mass models. The dashed black curve is the RAR
(7), with abar = aNewton and a0 = 1.2×10−10 m/s2. The solid red curve is the
RAR using a0 = (8.1± .6)× 10−11 m/s2, which is the mean ±1σ of the best
fit values for individual galaxies. The fit for each galaxy weights data points
inversely with both the fractional uncertainties of aobs and the local density of
points in the radial direction. Closely spaced vobs records are thus prevented
from dominating over more widely spaced records. Similarly weighted resid-
uals relative to the RAR curve have a width σ = 0.14 dex, compared with
σ = 0.11 dex in Fig. 3 of MLS.
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Figure 2: Relation of centripetal acceleration aobs to MOG acceleration aMOG,
using the same galaxy parameters as Fig. 1. The mean 〈log(aobs/aMOG)〉 =
0.13 dex, and the residuals have width σ = 0.21 dex.
will be due, in part, to limitations of the underlying data, dis-
crepancies between the data and true values and, for MOG,
the need to adjust α∞, D0 and E0. For example, the SPARC
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Figure 3: Comparison of given total luminosities L[3.6] with integrated lumi-
nosities Lmod for 153 galaxies. Error bars show the given uncertainties, δL[3.6].
Color indicates the galaxy inclination angle in degrees.
data includes values for total luminosity L[3.6], the uncertain-
ties δL[3.6], and stellar luminosity profiles Σobs(r). From the
latter, we have determined model face-on profiles Σmod,FO(r) =
Σdisk,FO(r)+Σbul,FO(r), which we integrated to obtain total lu-
minosities:
Lmod =
∫ 4.5Rd
0
Σmod,FO(r)2pi r dr . (11)
Fig. 3 compares values of L[3.6] to Lmod. Differences ∆L =
Lmod−L[3.6] generally far exceed the ±δL[3.6] error bars. Ex-
plaining these discrepancies does not seem feasible without in-
formation, that has not been provided, about how the given
L[3.6] and surface brightness profiles were derived from the 2-d
galaxy images. Further discussion and analysis of this issue is
provided in Appendix B.
Errors in several scalar parameters Θ will affect the accu-
racy of galaxy mass models and the match between observed
rotational velocities, vobs, and predicted velocities, vth, based
on a chosen theory and the modeled ρΘ(r,z). Besides the total
luminosity, discussed above, these parameters include galaxy
distance, D, inclination, i, disk mass-to-light ratio, ϒ∗, the ra-
tio ϒbul/ϒ∗, and total gas mass, Mgas = η(T )MHI. Limiting the
range to ±1-sigma from the given values, we varied these pa-
rameters to obtain the best fits of vMOG(r) to vobs(r). In the fits,
observed velocities were weighted by vobs(r)/δvobs(r). For D
and i we used the given uncertainties. For luminosity uncer-
tainty, we combined in quadrature the given δL[3.6], ∆L, and
0.2L[3.6], where the last term is a surrogate for 20% uncertainty
of ϒ∗. We constrained the ratio ϒbul/ϒ∗ to the range (1.1,1.8)
and allowed for 20% uncertainty of Mgas. The top panel of Fig.
4 compares aobs to aMOG using galaxy parameters fitted as de-
scribed above, using MOG as the theory. The bottom panel of
Fig. 4 compares aobs to aRAR, calculated using Eq. (7) with the
same galaxy parameters (adjusted to fit MOG) and the value
a0 = (5.4± .3)× 10−11 m/s2 that best fits the RAR to the ad-
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Figure 4: Top panel: Calculated aMOG accelerations on the horizontal axis,
similar to Fig. 2, but with galaxy parameters adjusted as described in the text.
The mean 〈log(aobs/aMOG)〉= 0.05 dex and residuals about the linear fit, which
skew upwards at low acceleration, have a width σ = 0.13 dex. Bottom panel:
Same galaxy parameters as in top panel, with calculated aNewton accelerations
transformed to aRAR using (7), with a0 = (5.4± .3)× 10−11 m/s2 . The mean
〈log(aobs/aRAR)〉=−0.006 dex; residuals have a width σ = 0.11 dex.
justed galaxies. Plots provided in the Supplementary Material
show the observed rotational velocity curves and the calculated
Newtonian, MOG and RAR predictions, with adjusted parame-
ters, for 153 galaxies.
Fig. 5 shows comparisons of adjusted inclination, distance,
integrated luminosity and gas mass to the original, unadjusted
values. (The “given” gas masses are Mgas = η(T )MHI.) Fig.
6 compares the original and adjusted galaxy total masses. In a
great number of cases, the adjustments were limited by our 1-
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Figure 5: Comparisons of unadjusted to adjusted values of galaxy inclination, distance, integrated luminosity and gas mass. For distances, the legend indicates the
method used to determine the given values. Error bars are ±1-sigma, as described in the text.
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Figure 6: Comparison of original and adjusted total masses.
sigma bounds on parameter variations. Nonetheless, the matches
between aobs and both aMOG and aRAR in Fig. 4 are quite tight.
Similarity of the top and bottom panels of Fig. 4 indicates strong
correlation of accelerations calculated using either MOG or the
RAR.
5. Discussion
Many significant uncertainties affected our analysis of the
SPARC galaxy data. Uncertainty of total luminosity is high-
lighted by the discrepancies between L[3.6] and Lmod shown in
Fig. 3; the standard deviation of the ratios Lmod/L[3.6] for the
153 selected galaxies is 0.2 dex. Galaxy distances determined
using Hubble flow have the greatest uncertainty, with errors of
0.1 dex or more, perhaps systematic, expected at smaller dis-
tances due to increased significance of peculiar velocities and
local flows. Inferred masses grow quadratically with distance;
distance errors affect aobs, aNewton and aMOG differently. The
ratio Mgas/MHI has large uncertainty; and the distribution ρgas
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of all gases cannot be reliably inferred from the HI radial pro-
file. Stellar [3.6] mass-to-light ratios for individual galaxies
have about 0.1 dex uncertainty [37]. Errors in inclination an-
gles will affect estimates of both mass density and rotational
velocity.
Bulge, stellar disk and gas disk model profiles are idealiza-
tions that ignore bars, spiral arms, disk warps, non-coplanarity
of stellar and gas disks, and galaxy interactions or other disrup-
tions. Such irregularities can have O(1) local effects on rota-
tional velocities at small radii and can result in models not re-
liably representing the mass distribution. Decomposing radial
luminosity profiles into bulge and stellar disk contributions in-
volves subjective judgment. Stellar and gas disk scale heights,
determined solely by formula instead of observations, have un-
known errors that affect the 3-d mass models and calculated
radial gravitational accelerations.
Rotational velocity curves were derived from HI/Hα obser-
vations of gas; the assumption that stellar velocities are similar
to gas velocities may not be valid if the stellar and gas disks
do not have similar thickness or if they are not coplanar. Rota-
tional velocities at small radius will be uncertain because differ-
ent depths along the line-of-sight will be at different radii and
angular positions. Rotational velocities are generally more un-
certain, and likely to be underestimated, near the galactic center
[39].
Some of our modeling assumptions differ significantly from
assumptions used in MLS. Appendix B examines the effects of
switching to the MLS assumption µ = 1.33 and scaling of face-
on models to match L[3.6]. Fig. B-5 shows that these changes
lead to histograms very similar to those of Fig. 4, indicating
that these assumptions are not material to conclusions regarding
MOG.
The uncertainties listed above, including systematic errors,
will undoubtedly have contributed to the dispersion and offset
from the diagonal seen in the log-log plots of Figs. 1 and 2.
Tuning galaxy parameters to fit a given gravitational accelera-
tion model, such as the RAR (7) or MOG acceleration (6), will,
by design, reduce the dispersion and make results more closely
match the fitted model. Thus Fig. 4 of [28] shows a very tight
distribution about the RAR when ϒ∗, D, and i are optimized;
and the top panel of our Fig. 4 shows a tight match between
aobs and aMOG.
In [28], also optimizing a0, but imposing a narrow Gaus-
sian prior with mean 1.2× 10−10 m/s2, gave the histogram an
even tighter distribution. But the broad distribution of optimal
a0 values obtained when using a flat prior casts doubt on the
justification of a narrow prior. We have found, nonetheless, that
adjusting galaxy parameters to fit MOG also yields a tight fit
to the RAR, with a0 = (5.4± .3)× 10−11 m/s2. It is shown in
Appendix B that nearly the same value of a0 is obtained with
modeling assumptions closer to those of MLS.
We have verified that adjusting the MOG parameters α∞,
D0 and E0 of Eq. (10), which are fixed for all galaxies, can
make the histogram of Fig. 2 and the adjusted mass distribu-
tion of Fig. 6 better centred on the diagonal. However, we have
not adjusted or optimized the MOG parameters because we be-
lieve that the many other uncertainties and modeling assump-
tions would seriously diminish the significance of the results.
The values of galaxy parameters adjusted to fit MOG depend
on the choice of α∞, D0 and E0, and would be different for dif-
ferent MOG parameter values.
Perhaps our most surprising result is that galaxy parameters
adjusted within ±1σ bounds to fit MOG also give a very good
match between aobs and aRAR as shown in the bottom panel of
Fig. 4. This indicates that the MOG acceleration law (6) gives
results generically similar to the RAR functional form (7).
6. Conclusions
Our analysis has demonstrated that, for 149 SPARC galax-
ies, adjusting galaxy parameters within ±1-sigma bounds can
yield MOG predictions consistent with the given rotational ve-
locity data. A 0.13 dex systematic discrepancy, prior to pa-
rameter adjustments, between observed accelerations and MOG
predictions can be attributed to uncertainties of galaxy and/or
MOG parameters. Considering the uncertainties involved, there
is no material discrepancy between MOG and the given SPARC
galaxy data. This contrasts with the significant discrepancy be-
tween Newtonian gravitational accelerations and observed ac-
celerations demonstrated in [24].
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A. MOG summary
A detailed introduction to MOG is given in [8]; here we
provide a quick summary. The MOG action is given by
S = SG+Sφ +SS +SM, (A-1)
where SM is the matter action and
SG =
1
16pi
∫
d4x
√−g
[
1
G
(R+2Λ)
]
, (A-2)
Sφ =
∫
d4x
√−g
[
−1
4
BµνBµν +
1
2
µ2φ µφµ
]
, (A-3)
SS =
∫
d4x
√−g
[
1
G3
(
1
2
gµν∂µG∂νG−VG
)
+
1
µ2G
(
1
2
gαβ∂αµ∂βµ−Vµ
)]
, (A-4)
where Bµν = ∂µφν −∂νφµ and VG and Vµ are potentials. Note
that we choose units such that c = 1, and use the metric signa-
ture [+,−,−,−]. The Ricci tensor is
Rµν = ∂λΓλµν −∂νΓλµλ +ΓλµνΓσλσ −ΓσµλΓλνσ . (A-5)
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The matter stress-energy tensor is obtained by varying the
matter action SM with respect to the metric:
T µνM =−2(−g)−1/2δSM/δgµν . (A-6)
Varying Sφ +SS with respect to the metric yields
T µνMOG =−2(−g)−1/2[δSφ/δgµν +δSS/δgµν ] . (A-7)
Combining these gives the total stress-energy tensor
T µν = T µνM +T
µν
MOG . (A-8)
The MOG field equations are given by
Gµν −Λgµν +Qµν = 8piGTµν , (A-9)
1√−g∂µ
(√−gBµν)+µ2φν =−Jν , (A-10)
∂σBµν +∂µBνσ +∂νBσµ = 0. (A-11)
Here, Gµν = Rµν − 12 gµνR is the Einstein tensor and
Qµν =
2
G2
(∂αG∂αGgµν −∂µG∂νG)− 1G (Ggµν −∇µ∂νG)
(A-12)
is a term resulting from the the presence of second derivatives
of gµν in R in SG. The current Jν , introduced in (A-10), is
discussed below.
Combining the Bianchi identities,∇νGµν = 0, with the field
equations (A-9) yields the conservation law
∇νT µν +
1
G
∂νGT µν − 18piG∇νQ
µν = 0 . (A-13)
It is a key premise of MOG that all baryonic matter pos-
sesses, in proportion to its mass M, positive gravitational charge:
Qg = κM. This charge serves as the source of the vector field
φ µ . Moreover, κ =
√
G−GN =
√
αGN , where GN is Newton’s
gravitational constant and α = (G−GN)/GN ≥ 0. Variation of
SM with respect to the vector field φ µ , then yields the MOG
4-current Jµ =−(−g)−1/2δSM/δφ µ .
For the case of a perfect fluid:
T µνM = (ρ+ p)u
µuν − pgµν , (A-14)
where ρ and p are the matter density and pressure, respectively,
and uµ is the 4-velocity of an element of the fluid. We obtain
from (A-14) and uµuµ = 1 the 4-current:
Jµ = κTMµνuν = κρuµ . (A-15)
It is shown in [38] that, with the assumption ∇µJµ = 0, (A-13)
reduces to
∇νT
µν
M = B
µ
ν J
ν . (A-16)
It should be stated that in MOG early universe cosmology, using
FRW, we do not assume ∇µJµ = 0 [19, 23, 24].
The original formulation of MOG, presented above, also
has field equations for G (or α) and µ:
G = K, µ = L, (A-17)
where=∇µ∇µ , K =K(G,µ,φµ) and L= L(G,µ,φµ). In the
present work, and other recent studies, α and µ are treated as
parameters that are constant for each galaxy, but whose values
run with the galaxy mass. With this simplification: SS = 0,
Qµν = 0, T
µν
MOG =−2(−g)−1/2δSφ/δgµν and ∇νT µν = 0.
B. Investigation of modeling differences
Our development of galaxy mass models ρbar(r,z), based on
the SPARC data, was described in Section 4. Some assumptions
made in the derivation of these new models differ from apparent
and explicit assumptions in MLS. Instead of explicit mass mod-
els, the provided SPARC data includes face-on surface bright-
ness profiles Σdisk,FO(r), for radii r at which rotational velocities
were also given. How the SPARC Σdisk,FO(r) values were ob-
tained was not specified. We examine here the relationships be-
tween line-of-sight and face-on surface brightness profiles from
the SPARC data and between equivalent profiles for our new
models. We also examine the effects of changing one or both of
two significant assumptions made in the derivation of our new
models to match those of MLS.
For an axially-symmetric thin disk the line-of-sight and face-
on surface brightness should generally satisfy:
RFO/LoS ≡
Σdisk,FO
cos(i)Σdisk,LoS
' 1 . (B-1)
With finite scale height, zd , the approximation will fail at radii
r . zd/cos(i) because Eq. (B-1) does not consider the expo-
nential disk profile. For nearly edge-on inclinations, RFO/LoS
will not be useful because 1/cos(i) diverges.
Fig. B-1 shows plots of RFO/LoS versus normalized radius
r/rd for our new galaxy models (left panel) and as derived di-
rectly from the SPARC data (right panel). The plots for the
new galaxy models have the expected characteristics; the trend
of low inclination galaxies to have RFO/LoS slightly below 1
can be attributed to approximation in the iterative determina-
tion of Σmod,FO. The plots using Σdisk,FO and Σdisk,LoS from the
SPARC data are not consistent with expectations. Some of the
fluctuations can be attributed to limited significant digits of the
provided tabular data. Ignoring the quantization noise due to
rounding / truncation of the data, especially at large radii, it ap-
pears as though the face-on data has been obtained by an almost
constant, often substantial, scaling of the line-of-sight data.
Fig. B-2 compares the ratio
R[3.6] = L[3.6]/Lmod (B-2)
for the new models of this work to SPARC luminosity ratios,
defined as the median value of RFO/LoS for each galaxy (as in
the right panel of Fig. B-1), that measure the anomalous scaling
of Σdisk,FO(r) from the SPARC data beyond the factor of cos(i).
Approximate equality of the R[3.6] and SPARC luminosity ra-
tios suggests that the SPARC Σdisk,FO data were obtained by
simply scaling Σdisk,LoS to match the total luminosity, without
considering the relation to inclination given by Eq. (B-1).
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Figure B-1: Left panel: Curves showing RFO/LoS for the disks of 135 galaxies with i ≤ 85◦, based on the new galaxy models developed as described in Section 4.
Colour indicates the galaxy inclination in degrees. Right panel: Similar to left panel, but using the Σdisk,FO(r) values provided with the SPARC data, and showing
only 79 galaxies with i≤ 85◦ and for which no bulge was identified in either the present or the SPARC analysis.
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Figure B-2: Comparison of the luminosity ratios R[3.6]= L[3.6]/Lmod for the new
galaxy models to SPARC luminosity ratios, defined as the median of SPARC
RFO/LoS values (as in the right panel of Fig. B-1), with extreme points excluded.
Of the 135 galaxies with i ≤ 85◦, bulges were identified in 56 galaxies in our
new models and/or the SPARC models.
For our primary analysis, the given surface brightness pro-
files Σobs were used as the line-of-sight profiles of axially sym-
metric galaxies characterized as described in Section 4. How-
ever, as shown in Figures 3 and B-2, for many galaxies the to-
tal luminosity Lmod obtained from Eq. (11) differs significantly
from the given L[3.6]. Contributions to the discrepancy between
the given and calculated total luminosities will include: inabil-
ity of profiles, Σobs, along the major axis, to fully represent the
irregular 2-d images; and deviations of our (and the SPARC col-
laboration’s) necessarily simple galaxy models from the true,
irregular mass distributions.
Scaling Σmod,FO in our mass models to make R[3.6] = 1 is
straightforward; the results before any adjustment of galaxy pa-
rameters are shown in the left panel of Fig. B-3.
We used Eq. (8) to determine the Mgas/MHI ratio η , whereas
MLS assumed η = 1.33 for all galaxies. The result of repeating
our calculations of aNewton with η = 1.33 is shown in the right
panel of Fig. B-3.
The effects of these revised assumptions can be seen by
comparing the histograms of Fig. B-3 with Fig. 1. Scaling
Σmod,FO to make R[3.6] = 1 resulted in slightly lower a0, but
comparable residuals. Setting η = 1.33 resulted in a0 that matches
the MLS value, with modestly smaller residuals than Fig. 1.
Our different assumption regarding gas mass, which can only
lead to a larger Mgas, seems to be the main reason we found
lower a0 values than MLS.
The combined effect of scaling Σmod,FO to make R[3.6] = 1
and setting η = 1.33 is shown in the left panel of Fig. B-4. The
resulting best fit a0 is close to the MLS value; the residuals are
slightly larger than in our Fig. 1. The right panel shows MOG
predictions for these revised mass models, and can be compared
with Fig. 2.
Using mass models with R[3.6] = 1 and η = 1.33, and ad-
justing galaxy parameters using the same algorithm and bounds
as used to produce Fig. 4, yields the histograms of Fig. B-5. The
best fit value of a0 is nearly unchanged from Fig. 4. The resid-
uals of the MOG histogram in Fig. B-5 are slightly increased,
while residuals of the RAR histogram are about the same as
in the similar histograms of Fig. 4. The great similarity of the
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Figure B-3: Left panel: Relation of aobs to aNewton when Σmod,FO, for each galaxy, has been scaled to make R[3.6] = 1. The dashed black curve is the RAR (7)
with a0 = 1.2× 10−10 m/s2. The solid red curve shows the RAR with best fit a0 = (7.6± .6)× 10−11 m/s2. Residuals relative to the latter curve have a width
σ = 0.16 dex. Right panel: Similar to left panel, but with galaxy mass models that, instead of scaling Σmod,FO, have µ = Mgas/MHI = 1.33. The red curve uses the
best fit a0 = (1.2± .1)×10−10 m/s2. Residuals relative to the red curve have a width σ = 0.14 dex.
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Figure B-4: Left panel: Relation of aobs to aNewton with Σmod,FO scaled to make R[3.6] = 1 and with µ = Mgas/MHI = 1.33. The dashed black curve is the RAR
(7) with a0 = 1.2× 10−10 m/s2. The solid red curve shows the RAR with best fit a0 = (1.1± .1)× 10−10 m/s2. Residuals relative to the red curve have a width
σ = 0.15 dex. Right panel: Relation of aobs to aMOG for the same mass models as the left panel. The mean 〈log(aobs/aMOG)〉 = 0.18 dex, and the residuals have
width σ = 0.25 dex.
histograms of Figs. 4 and B-5 indicates that the ability to find
parameters that give good MOG fits is not sensitive to the mod-
eling assumptions. The equally good fit of the adjusted galaxies
to the RAR curve, for either set of assumptions, suggests that
MOG predictions for galaxy rotation are generically consistent
with Eq. (7).
C. Supplementary Material
Supplementary Material related to this article can be ob-
tained at https://doi.org/10.1016/j.dark.2019.100323.
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Figure B-5: Left panel: Relation of aobs to aMOG for the same mass models as in Fig.B-4 (R[3.6] = 1, µ = 1.33) and with galaxy parameters adjusted using the same
process as for Fig. 4. The mean 〈log(aobs/aMOG)〉 = 0.06 dex; residuals have a width σ = 0.16 dex. Right panel: Same galaxy parameters as in top panel, with
calculated aNewton accelerations transformed to aRAR using (7), with a0 = (5.3± .5)×10−11 m/s2 . The mean 〈log(aobs/aRAR)〉= 0.005 dex; residuals have a width
σ = 0.11 dex.
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